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A b strac t
This thesis studies the problem of supervised learning using kernel based methods. 
These methods map linear algorithms nonlinearly into a higher dimensional kernel- 
induced feature space and then solve a linear problem. A number of standard learning 
methods belong to this family, the most common one being Support Vector Machines. 
This thesis is concerned with three aspects of kernel based algorithms.
Firstly, instead of the generalization bound from the classical VC theory, we de­
velop a simplified bound on the covering number of support vector machines. This 
bound shows a clear relationship between the kernel and the generalization perfor­
mance of support vector machines. We then apply this new bound to an example, 
which shows that the bound can be considerably smaller than existing results that did 
not take account of the kernel. Furthermore, the new bound proves that a smoother 
kernel leads to a smaller bound on the covering number, which means that the ca­
pacity of the learning machine is reduced.
Secondly, we summarize the classical support vector classification and regression 
algorithms systematically. We then apply support vector algorithms for two nonlin­
ear time series prediction problems. The experiments examine the effect of different 
cost functions and different kernels. For the mobile radio signal prediction, which is 
normally solved by linear methods, support vector algorithms also show good perfor­
mance when nonlinear kernels are used.
In the last part of the thesis, we apply the kernel methods to voting methods and 
achieve excellent performance. We begin by describe a class of new algorithms, Norm- 
Boost. NormBoost minimizes a regularized risk functional where the regularization 
term is a function defined in an inner product space. We then prove a theoretical 
lower bound on the regularized risk functional, which makes an excellent stopping cri­
terion for the algorithm. By defining the regularization term in different inner product 
spaces, we obtain different NormBoost algorithms. Like AdaBoost, NormBoost per­
forms gradient descent so as to maximally reduce the regularized risk functional at 
each iteration. At the same time, due to the regularization term, NormBoost approx-
imates a smoother function than AdaBoost. That is, instead of only considering the 
example data, it also takes account of the capacity of the classifier. We show that 
NormBoost achieves better generalization performance than AdaBoost in noisy situ­
ations. Especially, we define the regularization term in a reproducing kernel Hilbert 
space (RKHS). A particular advantage of the RKHS based regularization is that the 
optimal linear combination of weak hypotheses can actually be written using only m 
terms, where m is the number of examples. Experimental results demonstrate that 
this algorithm outperforms AdaBoost with a marked improvement in convergence 
rate.
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In tro d u c tio n
1.1 M achine learning
1.1.1 A rtificial in telligen ce and m achine learn ing
Artificial Intelligence (AI) is concerned essentially with devising computer programs 
to make computers smarter. Research in AI is focused on developing computational 
approaches to intelligent behavior. This research has several goals, such as making 
machines and computational processes more useful, and understanding intelligence.
An exciting and potentially far-reaching development in contemporary computer 
science is the invention and application of methods of Machine Learning (ML). These 
methods enable a computer program to automatically analyze a large body of data 
and decide what information is most relevant. This crystallized information can then 
be used to help people make decisions faster and more accurately. ML is typically 
thought of as a subtopic of AI. It is a combination of the research in several areas 
such as Pattern Recognition, Regression Estimation, Computer Science, Statistics and 
Cognitive Sciences.
Although we are still far from machines that can learn like we do, much progress 
has been made in the past few decades. Research on machine learning started with the 
seminal work by A. Samuel [34], who developed a learning checker playing program
1
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during the 1950s. The system learned by replaying games among grandmasters and by 
playing against itself. After considerable training, it performed quite well (certainly 
given the computers available in those days). Today, the same type of technique is 
incorporated in the TD-gammon system by G. Tesauro [46] that plays at the world- 
champion level, and it is also being applied to more complex games such as chess. 
Machine learning has been applied to very broad areas, such as the following:
1. Bioinformatics In biological research, there is a large and increasing amount 
of data available. The analysis of these biological sequence data is very impor­
tant. For example, it can help people to determine the structure or the model 
of biological molecules. Machine learning has provided powerful techniques for 
modeling, searching and annotating this data. As the demands and opportu­
nities for interpreting these data increase, the application of machine learning 
continues to expand.
2. Computer vision Computer vision is concerned with enabling a computer to 
see -  to identify or understand what it sees, to locate what it is looking for, 
and so on. Computer vision can be used for face recognition, image recognition 
and in many other areas, and is expected to be a learning machine, which can 
adjust to a new environment or tasks. Machine learning can offer effective meth­
ods for automating the acquisition of visual models, adapting task parameters 
and representation, transforming signals to symbols, building trainable image 
processing systems, or focusing attention on target objects.
3. Natural language processing Natural language processing is concerned with 
computer-based understanding of natural language, text understanding, and re­
lated applications. So it is another ideal application area for machine learning. 
Machine learning can provide natural language processing with a range of alter­
native learning algorithms as well as a variety of general ideas. There are many 
successful applications of machine learning in natural language processing, such 
as speech recognition, information extraction, and machine translation.
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1.1.2 S u p e rv ise d  le a rn in g
Based on the learning tasks, machine learning can be classified as supervised learning 
or unsupervised learning. Supervised learning is a type of machine learning where 
the learning algorithm is provided with a set of inputs for the algorithm along with 
the corresponding correct outputs, and learning involves the algorithm comparing its 
current actual output with the correct or target outputs, so that it knows what its 
error is, and modifies things accordingly. Unsupervised learning signifies a mode of 
machine learning where the system is not told the “right answer” . For example, it is 
not trained on pairs consisting of an input and the desired output, instead the system 
is given the input patterns and is left to find interesting patterns, regularities, or 
clusterings among them. This thesis will only focus on supervised learning algorithms.
In order to be able to apply quantitative analysis, we will formalize the supervised 
learning problem and make the standard assumptions about supervised learning for 
pattern recognition and regression estimation.
In general, for a supervised learning system, there are some patterns which have 
desired responses that are known (i.e., the concentration of target determinants). 
These two types of data, the representation of the objects and their responses in the 
system, form pairs which for the present purpose are called inputs x from the input 
space X  and outputs y from the output space y .  The system which returns an output 
value to every input vector is called a supervisor.
For a general learning algorithm, a sequence of observations, (xi, yi), . . . ,  (xm, ym) 
of patterns Xj 6 X  and target values y* G y  for i =  1 , . . . ,  m, is provided indepen­
dently and identically distributed (iid) according to a fixed, but unknown probability 
distribution P(x, y) on X  x y .  The input space X  depends upon the number and 
domain of input variables. Typically, X  is taken to be some subset of Rd and y  some 
subset of R:
(xi ,y i ) , . . . ,  (xm, ym) e  Rd x R. (1.1)
We will use the shorthand X m = ( x i , . . . , x m), Y m =  (yi , . . . ,  ym), and Sm = 
(Xm, Y m). The sequence Sm (sometimes also S) is generally called a training set,
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which is assumed to be distributed according to the product probability distribution
Our goal is to use the information contained in S m to find a function /  : X  —> y  
from a function class T  such that the value of /  corresponds with the most likely label 
yi at location x;. We hope that such a function /  can be used to estimate the unseen 
examples given only their inputs. We call /  the decision function or the hypothesis, 
and T  the hypothesis class.
In order to choose the best approximation, one measures the cost c(y,f(x.)) be­
tween the response y of the supervisor to a given input x and the corresponding 
hypothesis /(x ) provided by the learning machine. Consider the expected value of 
the cost, given by the expected risk functional
The goal is to find the hypothesis f  which minimizes Rp[f],  Therefore, the probability 
that /  incorrectly estimates a new example is small. As stated before, the joint 
probability distribution P(x, y) is unknown, and the only information one has is 
contained in the training set S m.
In the following, we denote the logarithms to base 2 and e by log and In respec­
tively. We denote the input dimensionality and the number of examples by d and m 
respectively.
Pattern recognition model
For binary pattern recognition, the output space is defined a s 3 > = {  —1,1}, and the 
hypothesis class T  is a set of indicator functions /  which only take the value — 1 
and +1. We call /  a classifier. The cost function is defined as c : 1,1} x K —> M
for pattern recognition. Multi-class pattern recognition problems (where one has 
more than two classes) can be solved using voting methods based on combining many 
binary classification decision functions (see, e.g., [38]). Thus the technical results we 
obtained in the binary case can be easily extended to the multi-class case.
Pm(x ,2/).
( 1.2)
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Consider the following cost function
c(yi,f(xi ) )
-1  if y i ^ f ( x i )
1 if  Vi — / ( x i) .
(1.3)
The pattern recognition problem is to find the hypothesis /  which minimizes the 
expected risk functional (1.2) with the cost function (1.3) when P(x, y) is unknown, 
but S m is given.
R egression  m odel
For the regression case, the supervisor’s output y is a real value, and the hypothesis 
class T  is a set of real functions j / 6 R.  The cost function is defined a s c : R x R - > R  
for regression.
Consider the following cost function
c(2/ i , / (x i) )  =  (yi -  / (x i ) )2. (1.4)
The regression problem is to find the hypothesis /  which minimizes the expected 
risk functional (1.2) with the cost function (1.4) when P(x, y) is unknown, but S m is 
given. There are many other cost functions one could use. Some more examples are 
given in Subsection 4.2.1.
T h e em p irica l risk functional
Since we do not know the probability distribution P(x, y), it is necessary to design the 
approximation of Rp[f] from the training set S m. In practice, such approximation is 
usually measured in terms of a so-called empirical risk functional
1 m
# e m p [ / ,  S m ] : =  —  Y l  C(2/b / ( X 0 ) >  (1 * 5 )
71 i = 1
which is constructed on the basis of the training set S m.
The empirical risk functional is defined on a single hypothesis / .  However the 
goal of learning algorithms is to pick the best /  from the hypothesis class T , given
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the training sample S m. One way of doing so is the Empirical Risk Minimization 
(ERM) inductive principle [51], which selects the learning hypothesis /* £ T  that 
minimizes the empirical risk
In learning theory the ERM principle plays a crucial role. With different cost func­
tions, one can apply ERM to specific learning problems. For example, we could 
define
Minimization of (1.6) over /  is the classical least squares method.
1.2 G en era liza tion  perform ance
Once the cost function c(y, /(x )) is fixed, the empirical risk Remp[/> S m] can easily be 
determined from the training set S m and it provides a simple estimate of the “true 
risk'1, the expected risk functional Rp[f].  It is to be hoped that, after training, the 
probability of a new example being generated according to P(x, y) which cannot be 
correctly estimated by /  is small. This characteristic is known as good generalization 
performance of /  [51, 2].
The following questions that relate to generalization performance are fundamental 
in machine learning:
• What governs the generalization performance of a hypothesis?
• How can one control the generalization performance of a hypothesis?
• How can one construct algorithms that can control the generalization perfor-
/* := argminRemp!/, S m].
( 1.6)
i=l
mance?
The theory that attempts to answer these questions is known as statistical learning 
theory [51, 52]. The tools used in statistical learning theory can be applied to the 
development of new algorithms which exhibit significantly better performance.
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In the first part of this section we will give some technical results which relate to 
the generalization performance of functions. Then we will see how these results can 
be applied to quantify the generalization performance of the special algorithms we 
are interested in.
1.2.1 VC T heory
By treating the probability of an error on a particular sample as a binomial random 
variable and bounding the tail of this distribution, the probability of an error for 
a finite hypothesis class, \T\ < oo, can be bounded. This procedure leads to the 
following theorem [49].
Theorem 1.1 (Upper bound for finite function class) If /  € T
minimizes the empirical risk on a training set S  with m  samples, then 
with probability at least 1 — 6
Theorem 1.1 shows that the learning problem can be solved if the class T  of functions 
is finite. However, the requirement that \T\ < oo is very restrictive in practice. In 
fact, even a class of functions parameterized by one real number fails to meet this 
condition. Next we show two measures of the complexity of a function class, the 
growth function and the Vapnik-Chervonenkis dimension (VC-dimension).
Definition 1.2 (Growth function) Assume S  is a finite subset of 
the input space X . For a function class T , the restriction of T  to the 
set S is denoted by F\s- The growth function n r(m)  of T  of functions 
f  : X  —> ( — 1, -fl} is defined as
n^r(m): =  max{|.F|s| : S  C X,  IS} = m).
Here the cardinality of a finite set S  is denoted by |S|.
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This definition shows that for a hypothesis class T  of classifiers, the growth func­
tion of T  measures the maximum possible number of unique classifications of a set 
of examples of size m  that can be made using classifiers from T . Clearly, for all m, 
Ylf(m) < \F\ if T  is finite and ITjr(m) < 2m. If classifiers from T  can produce all
T  shatters S. An important feature of shattering is that every possible classification 
of the points must be produced.
Definition 1.3 (VC dimension) Assume S  is a finite subset of the 
input space X.  The VC dimension of a hypothesis class T  of classifiers 
/  : X  —> { — 1,1} is defined by
or oo if no maximum exists.
Note that the definition of VC dimension only requires that there be one set of 
points that can be shattered, but not that all sets of points can be shattered.
The growth function Iljr(m) is a measure of how many different classifications of 
an m-sample into positive and negative examples can be achieved by the hypothesis / ,  
while the VC dimension of T  is the maximum value of m  for which Il^(ra) =  2m. In 
other words, the size of the largest set of examples which can be arbitrarily classified 
using classifiers from T . Clearly, if T  is finite then VCdim(T)  < log2(|^r|).
Since the VC dimension can be defined in terms of the growth function, these two 
quantities are clearly related. The following result gives another relationship between 
the growth function and the VC dimension. This result, independently discovered by 
Vapnik and Chervonenkis [53], Sauer [35], and Shelah [43], is generally referred to as 
Sauer’s Lemma.
Lemma 1.4 (Sauer’s lemma) Let d > 0 and m > 1 be given inte­
gers and let T  be a hypothesis space with VCdim(T) = d, then
possible classifications of an example set S  C X  (i.e., I^ s l =  2^1), then we say that
VCdim[T) \ — max {151 : S  C X  and T  shatters 5}
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where the second inequality holds for m > d. Here e is the base of natural 
logarithm.
Theorem 1.5 (Vapnik and Chervonenkis [53]) There exists a con­
stant r  such that with probability at least 1 — S over the random choice 
of S m according to Pm(x, y ), every f  £ T  satisfies
If we apply Sauer’s Lemma to bound the growth function in terms of the VC 
dimension, we immediately obtain the following result, involving the VC dimension 
of T  rather than the growth function of T .
Theorem 1.6 (Vapnik and Chervonenkis [53]) Let d € N given 
integer. There exists a constant r  such that with probability at least 1 — <5 
over the random choice of S m according to Pm(x, y), every /  G T  with 
VCdim(T)  = d satisfies
for m > d/2.
We note that the bound is independent of Pm(x, y). It assumes only that both the 
training data and the test data are drawn independently according to some unknown 
P(x,y).  Furthermore, this bound applies to all function classes T  with finite VC 
dimension, and is effectively calculable.
Structural risk minimization
(1.7)
expected risk empirical risk confidence term
guaranteed risk
In order to analyze the bound in (1.7) more efficiently, we name the whole upper 
bound the guaranteed risk and the second term on the right hand side the confidence 
term. One can see that the expected risk and the empirical risk depend on a specific
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Confidence term
Guaranteed risk
Empirical risk
hypothesis I
Figure 1.1: Nested subsets of functions. The smallest bound of risk is achieved on 
some appropriate element of the structure.
function /  from the function class T , but the confidence term depends on the VC 
dimension of the whole function class. One would like to find that subset of F, such 
that the guaranteed risk bound for that subset is minimized. To do so, a “structure” is 
introduced by dividing the entire class of functions into nested subsets, see Figure 1.1. 
For each subset, we must be able either to compute V’C'dim(jF), or to get a bound on 
VCdim{fF) itself. The principle of structural risk minimization (SRM) [50, 51] then 
consists of finding that subset of functions which minimizes the guaranteed risk bound 
and the particular hypothesis for the subset. This can be done by simply training a 
series of machines, one for each subset, where for a given subset, the goal of training 
is simply to minimize the empirical risk. One then takes that trained machine in the 
series for which the right hand side in inequality (1.7) is minimal.
There is also a lower bound with a similar form as Theorem 1.5 that applies to a 
hypothesis selected by any inductive principle [2, 18]. These two bounds show that 
the generalization ability of a hypothesis chosen via ERM lies within a confidence
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interval of the expected risk Rp[f).  Although these results are asymptotically close 
to the best possible, the practical performance exhibited by learning algorithms is 
generally much better than these theoretical results would suggest. One reason for 
this difference is that the VC dimension is sensitive to behavior on an arbitrarily 
small scale. For instance, the VC dimension of the hypothesis class T  of the straight 
lines in R2 is 3. If a high frequency sine function with scale 6 > 0 is added on the 
function /  € T  and constructs a new hypothesis class T* , one can now shatter any m  
points well using /* € T* . So the VC dimension of JF* is infinity for all <5 > 0. In this 
example, although T* —> T  as 6 —* 0, VC dim {T*) ^  VCdim(T).  In other words, 
two hypothesis classes with arbitrarily close decision boundaries have quite different 
VC dimensions. So the VC dimension is not a good measure of the generalization 
performance in this case.
In the following section, we will show that with the consideration of margin and 
the covering numbers of function classes (precise definitions are given below), this 
problem can be solved, and more robust bounds can be achieved in terms of the 
margin and covering numbers.
1.2.2 C overing num bers, m argin and gen era liza tion  perform ance
In the Definition 1.2 of the growth function, the function /  € T  maps into { — 1,1}, 
so Iljr(m) is finite for every finite set S  for binary pattern recognition. But IFr(ra) 
may be infinite for a regression model where T  is a class of real valued functions 
/  : X  —> R. In this case, one can use covering numbers to measure the effective “size” 
of T  based on a given scale e. In order to define covering numbers, we will need more 
notation.
Spaces and norms
For 1 < p < oo and d G N, define the spaces
4:= e  Rd: < °°}
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UNIT BALL
Figure 1.2: Operator norm. Both T\ and T2 have the same norm.
where the p-norms are
llx l l^  ’ for 1 <  p <  00;
llx IU  :=  sup \ x j l  fo r p =  00.
For 1 <  p <  00, we w rite  £p =  for d =  00 and the norms are defined s im ila rly . 
The norm  with respect to X m o f /  G T  is defined as
II/II/X« := max |/(x<)|.
Likewise, \\f\\ex.m :=  | | ( / ( x i ) , . . . ,  / ( x m))||^m. To s im p lify  no ta tion , we use for 
1 <  p  <  00 to  denote bo th  the space and the m etric  induced by the norm  in th a t 
space.
Assume X  is a measurable space, given a measure p  on X ,  some 1 <  p  <  00 and 
a function  / :  X  —> IK we define
ll/llLp(*,K) := ( /  I f ( x ) \pdp(x)^
i f  the in tegra l exists and
I I / I Iloo^ K )  :=  ess sup \ f ( x ) \ .
x E X
For 1 <  p  <  00, we let
Lp (X ,  K ) :=  { / :  X  K : | | / | |M * , K) <  oo}.
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We let Lp(X)  := LP(X,  M).
Let £ (F , F) be the set of all bounded linear operators T  between the normed 
spaces (F, || • ||F) and (F, || • ||F), i.e. operators such that the image of the (closed) 
unit ball
UE := {x £ E:\\x \\e < 1} (1.8)
is bounded. The smallest such bound is called the operator norm (see Figure 1.2),
||T|| := sup ||Tx ||f . 
xeu E
In the following, E  and F  will always be Banach spaces, i.e. complete normed 
spaces (for instance d.p spaces, p > 1). In some cases, they will be Hilbert spaces 
H 1 i.e. Banach spaces endowed with a dot product (•, •)// giving rise to its norm via 
\\x \\h =  \ / { x , x )h -
Covering numbers
Let us define covering number now.
Definition 1.7 (e-covering number) Given a set S', a metric p on 
S, and e > 0. Suppose T  is a subset of the metric space (S, p). Then the 
e-covering number Af (e, T , p) is defined as the smallest number of balls of 
radius e whose union contains T  using the metric p.
One can define covering numbers in terms of different metrics p. We normally choose 
it as Figure 1.3 shows an e-cover of a set in R2.
This definition suffices if we have a fixed training set S m. By dropping the depen­
dence on S'"1, and instead taking a maximum over all sets S  of size m  from the input 
space T , we can obtain the uniform covering number of the hypothesis class T .
Definition 1.8 (Uniform covering number) Given the same pa­
rameters as Definition 1.7, we define the uniform covering number of the 
function class T  on X  as
N m(e,F) \= sup A 7 (e ,F ,^ m).
X mGA’m
(1.9)
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Figure 1.3: A e-covering of the shaded region.
Let us calculate the uniform covering number of the function class T  of classifiers 
/  : X  —> { — 1, 1}. Given a finite set X m of samples ( x i , . . x m), where x* G X  for 
i = 1 , . . m,  then is finite. Furthermore, for all 0 < e < 1,
J V ( e , . F , 0  =  |^ |xm |, VXm €
From Definitions 1.2 and 1.8, we will get J\frn(e ,T) = Iljr(m ). This shows that 
the uniform covering number can be understood as a generalization of the growth 
function.
Next we will show that, as a measure of the richness of the class T  at the scale 
e, the uniform covering number Af m(e, J7) determines the generalization performance 
attainable using J7 (Theorem 1.11). But before that, we need to introduce another 
important notion, the margin.
M argin
As noted above, the outputs of the regression algorithm are real valued. In fact, many 
pattern recognition algorithms also produce their output by thresholding a real valued 
function, such as neural networks, support vector machines, and combined classifiers 
produced by voting methods. It is obvious that it is often useful to deal with the 
continuous function directly, since the thresholded output contains less information. 
So it is easy to imagine that the real-valued output can be interpreted as a measure of
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generalization performance in pattern recognition. Such generalization performance 
is expressed in terms of margin. Next we define the margin of an example:
Definition 1.9 (Margin) Given an example (x, y) G Rd x { — 1,1} 
and a real-valued hypothesis /  : Rd —> R, the margin of (x, y ) with respect 
to /  is defined as ?//(x).
From this definition, we can see that an example is classified correctly if and only 
if it has a positive margin. A large value of the margin indicates that there is little 
uncertainty in the classification of the point. Thus, we would expect that a hypothesis 
with large margins would have good generalization performance. In fact, it can be 
shown that achieving a large margin on the training set results in an improved bound 
on the generalization performance (see, e.g., Theorem 1.12 below). Geometrically, for 
“well behaved’' functions / ,  the distance between a point and the decision boundary 
will roughly correspond to the magnitude of the margin at that point.
Empirical margin risk
With the consideration of margin, we can design another kind of empirical risk func­
tional named empirical margin risk. In this risk functional, we include not only those 
samples that are classified wrongly, but also those samples that are nearly classified 
wrongly.
Definition 1.10 (Empirical margin risk) Given a training set S'771 
and a margin 7 > 0, for a function /  in T the empirical margin risk of /  
with respect to 7 on S m is
C P[/> Sml =  ^  |{* :2/i/(x i) < 7 }I •
So the empirical margin risk is clearly the proportion of examples with a margin 
less than or equal to 7. It has the property that R2mp[f, S m] is nondecreasing with 
increasing margin 7, and R%mp[f, S'771] =  -RemP[/, S m].
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If a hypothesis estimates most training examples with a large margin, then we 
can approximate this hypothesis using a function from a simpler class. The margins 
of the training examples and the generalization performance are related [50, 2, 16]. 
We will determine the generalization performance of a hypothesis /  in terms of the 
margin empirical risk of /  and the covering numbers.
B ou n d s u sin g  coverin g  num bers
There are many generalization error bounds expressed in terms of the empirical mar­
gin risk and jVm(e, T ). One result is derived in [2] by bounding the expectation of the 
value of the uniform covering numbers, and is converted in a straightforward manner 
to the form shown below.
T h eorem  1.11 (C on vergen ce boun d  u sin g  coverin g  n u m bers)
Consider the hypothesis /  in a hypothesis space T , a series of m  train­
ing examples S 771 € {X x T )m, and a margin 0 < 7 < 1/2. Then with 
probability at least 1 — 6 for any 0 < 6 < 1,
Comparing Theorem 1.11 with the VC dimension bound of Theorem 1.6, we 
notice that this new result uses a scale sensitive dimension (the uniform covering 
numbers) instead of the VC dimension. Also, it uses the empirical margin risk, which 
depends on the proportion of the training set with margin less than some value 7 . 
These are linked by the parameter 7 , which appears both as the margin threshold for 
the empirical margin risk and (up to a constant) the scale for the uniform covering 
numbers.
( 1.10)
1.3 M axim al m arg in  a lgorithm s
Theorem 1.11 bounds the generalization performance of a hypothesis /  in terms of 
the margin 7 with respect to the training set S m. Such bounds motivate a kind of
1.3. MAXIMAL MARGIN ALGORITHMS 17
Figure 1.4: Maximal margin classification with margin 7 . Hypothesis /  = 0 is the 
classifier. /  = 7 and /  = —7 are the edge of the band.
learning algorithm which separates the samples with the maximal margin hyperplane 
(Figure 1.4). Such an algorithm is called the maximal margin algorithm.
From Figure 1.4, we can see that slightly perturbing one training example with 
a large margin is unlikely to cause a change in the hypothesis / ,  and thus have 
little effect on the the generalization performance of / .  There are two main maximal 
margin algorithms: support vector machines and boosting.
1.3.1 S u pport vector m achines
Support vector machines [13, 16] are linear classifiers that use the maximal margin 
hyperplane in a feature space defined by a kernel function. Support vector machines 
have been successfully applied to many real world problems. We will give a brief 
introduction in this subsection. All facts mentioned here can be found in [16, 11].
Simple linearly separable case
Let us start from the simplest case of classification: linear decision functions trained 
on separable data (Figure 1.5). Suppose we have a hyperplane /  which separates the 
positive examples from the negative ones. The points which lie on the hyperplane
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satisfy
(w, x) + b =  0,
where the weight vector w is perpendicular to the decision boundary induced by / .  
The perpendicular distance from /  to the origin is |6|/||w||, and ||w|| is the norm of 
w. Following the above definition, the margin of an example x̂  is yif(xi).  For the 
linearly separable case, the support vector algorithm simply looks for the separating 
hyperplane with maximum margin. Suppose the margin is 7 =  1, all the training 
data should satisfy the following constraints:
I (w, Xj) + b > +1 for yi =  +1
[ (w, Xj) + b < -1  for yi =  -1
We can also find the relationship between margin 7 and weight vector w:
( 1. 11)
(1 - b )  
IMI
( - i - f r )
llwll
1
Mr
Thus we can find the hypothesis which gives the maximum margin by solving the 
following optimization problem
minimize ^  1 1  ’ w '  I I 2 ,
subject to yi{{w, x*) + b) > 1, for i =  1 ,. . . ,  m.
( 1. 12)
Figure 1.5 shows a typical two dimensional classification problem. Both the hy­
perplanes /1 and /2 can separate all the examples correctly, but only f\ is the one 
with maximum margin. The training points for which the equality in (1.11) holds, 
and whose removal would change the hyperplane f \ , are called support vectors. They 
are indicated in Figure 1.5 by the extra circles.
By constructing a Lagrange function from both the objective function and the 
corresponding constraints (for details, see e.g., [16]) and using the Karush-Kuhn- 
Tucker (KKT) conditions of optimization theory [7], the optimization problem (1.12) 
can be transfered to another optimization problem: find multipliers a* which
maximize X X 1 ( * i - \  E™ =i xj>,
subject to cq > 0, (1-13)
= for i =  l , . . . , m .
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+
■ fl(x )
Maximum Margin Classifier
f2(x)
Figure 1.5: A binary classification problem. The hyperplane f\  is the maximal 
margin classifier. When the black dot is it is a separable case. When the black 
dot is ‘+ ’, it is a non-separable case.
In (1.13), the constraints are rather more manageable than those in (1.12). And we 
can get the hyperplane decision function as
The value of b does not appear in the optimization problem (1.13). We can use the 
primal constraints to find it:
N on-separable cases
In practice, there are many non-separable cases. For example, if the value of the 
black dot in Figure 1.5 changes from negative to positive, the problem will become 
non-separable. In order to use the maximal margin algorithm to solve problems of 
this type, we need to relax the constraints in (1.11). This can be done by introducing
(1.14)
maxyj= _ i ( I X i  y m { x j , * i ) )  + miny.=i ( ^ 1 ^ ( x j ,  x f))
2
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positive slack variables i =  1 , . . . ,  ra, in the constraints (see [13] for detail), which 
become
(w, Xi) +  b > +1 -  & for yi =  +1
< (w,Xj) +  b < - 1  + & for yi =  - 1  (1-16)
K Zi > 0 v*.
Thus, for an error to occur, the corresponding must exceed unity, so Y i  & is 
an upper bound on the number of training errors. Hence a natural way to assign an 
extra cost for errors is to change the optimization problem to
minimize ^||w ||2 + C YT=i ^  ^  
subject to yi((w, x*) +  6) > 1 — &, for * =  1 , . . . ,  m,
where C is a parameter to be chosen by the user, a larger C corresponding to assigning
a higher penalty to errors. For a particular problem, choosing a particular value for 
C corresponds to choosing a value for ||w||, and then minimizing ||£|| for that size of 
w.
Again, if we construct a Lagrange function from both the objective function and 
the corresponding constraints and use the KKT conditions, the optimization problem 
(1.17) can be transformed to the following optimization problem: find multipliers cti 
which
maximize Y7=\ ai ~ \ Ya,j=\ xj )’
subject to C > ct{ > 0, (1-18)
YT= i a iVi =  for i =  1 ,. . . ,  m.
Thus the only difference from the separable case is that the oti now have an upper 
bound of C.
Feature space and kernels
If we ignore the details of the calculation of in the optimization problem (1.13) 
or (1.18), we notice that there is one crucial property of the algorithm that we need 
to emphasize: both the optimization problem and the final decision function (1.14) 
depend only on the inner products between inputs: (xj,Xj). Suppose we map the
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data to some other inner product space S  via a nonlinear map which we will call 4>:
<&:Rd -+ S. (1.19)
Now the above linear algorithm will operate in <S, which, as we have noted, would 
only depend on the data through inner products in S: (<h(x;), 4 > ( x j ) ) .  Clearly, if »5 
is high-dimensional, this inner product will be very expensive to compute. Boser, 
Guyon and Vapnik [8] show that a rather old trick [1] can be used to accomplish this 
in an astonishingly straightforward way. That is, there is a simple function k such 
that
fc(xi, xj) =  ($(xj), (1.20)
which can be evaluated efficiently. So we only need to use k in the optimization 
algorithm and never need to explicitly know what $  is. We call k a kernel and d> the 
feature space. We also define the corresponding kernel matrix K  by K{ j / c ( x j ,  X j ) .
The first kernels investigated for support vector machines are the polynomial 
kernels
fc(x i>xj) =  {(xi,Xj) +  6)p , (1.21)
the radial basis functions (RBF)
k(xi ,Xj)  =  exp(-||x* -  x j 112 /  (2(52)), (1.22)
and sigmoid kernels
/c(x;, Xj) = tanh(/c(xj, Xj) + b). (1.23)
Support vector m achines
Now we have the tools to construct a nonlinear classifier. To do this, we substitute 
<h(x;) for each training example Xj, and perform the optimal hyperplane algorithm 
in <S. Because we are using kernels, we can thus get the nonlinear decision function 
/  as
/(x ) = sign (1.24)
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Compared with equation (1.14), the only difference is the inner product in (1.14) 
now becomes the kernel fc(x, x*). The parameters cq are still computed as the solution 
of a quadratic programming problem.
For the regression case, the algorithm tries to construct a linear function in the 
feature space such that the training points lie within a distance £ > 0. Similar to 
the pattern recognition case, this can also be written as a quadratic programming 
problem in terms of kernels. The nonlinear regression estimate of support vector 
machines takes the form
/(x )  =  y^(c*i -  äj)fc(x, Xj) +  6, (1.25)
2 —  1
where cq and cq are the dual variables, which are also computed as the solution of 
the corresponding quadratic programming problem (see Section 6.2 in [16]).
1.3.2 B oostin g
Boosting is a general method for improving the accuracy of a learning algorithm. 
Schapire [36] was the first to pose the question of whether a weak learning algorithm 
which performs just slightly better than random guessing can be voted into an ar­
bitrarily accurate strong learning algorithm. In recent years, many researchers have 
reported significant improvements in the generalization performance using boosting 
methods with learning algorithms such as C4.5 [32] or CART [10] as well as with 
neural networks [5].
A number of popular and successful boosting methods can be seen as gradient 
descent algorithms, which implicitly minimize some cost function of the margin [9, 
20, 30]. In particular, the popular AdaBoost algorithm [19] can be viewed as a 
procedure for producing voted classifiers which minimize the sample average of an 
exponential cost function of the training margins.
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A brief overview of boosting
Let us give a more precise description of boosting in the binary case now. The aim of 
boosting algorithms is to give a hypothesis which is a voted combination of classifiers 
of the form sign (/(x)), with
T
/(x )  =  ^ a ^ ( x ) ,  (1-26)
t=l
where a t G R are the classifier weights, ht are base classifiers from some class T  
and T  is the number of base classifiers chosen from T . Boosting algorithms take the 
approach of finding voted classifiers which minimize the sample average of some cost 
function of the margin. That is, for a training set S m, one wants to find /  such that
1 m
Äemp[/. 5™) := -  y ;  C(y„ / ( x 0) (1-27)
m  L — '
2 — 1
is minimized for some suitable cost function c: { — 1,1} x R —► R. For AdaBoost [19], 
the corresponding cost function is:
c(yiJ ( Xi)) = (1.28)
The base hypothesis ht: X  —> { — 1,1} and the combinations /  are viewed as elements 
of an inner product space. For a boosting algorithm, this inner product can be defined
by
1 m
(f ,g)  := —m '
i = i
for all real functions /, g defined on X .
Nearly all the boosting algorithms iteratively construct the combination one clas­
sifier at a time. So we will denote the combination of the first t classifiers by /*, while 
the final combination of T  classifiers will simply be denoted by / .
Generalization performance of boosting
In [37], Schapire et al. show that boosting is good at finding classifiers with large 
margins in that it concentrates on those examples whose margins are small (or nega­
tive) and forces the base learning algorithm to generate good classifications for those
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examples. Thus, boosting can effectively find a large margin hyperplane. Further­
more, the generalization error bound of the large margin hypothesis, which is a voted 
combination of classifiers, was given in [37].
Theorem 1.12 Let P(x, y) be a distribution over X  x { — 1,1}, and let 
S m be a sample of m  examples chosen independently at random according 
to P. Suppose the base-classifier space T  has VC-dimension d, and let 
Ö > 0. Assume that m > d > 1. Then with probability at least 1 — 6, 
every weighted average function / ,  satisfies the following bound for all 
margin 7 > 0:
Mi] < * £» [/. Sml + O (jdUi$ /d) + !2§jP̂ ■ (1-29)
This result, like Theorems 1.6 and 1.11, bounds the generalization error using two 
terms. The first term depends on the empirical margin risk. The second term depends 
on the VC dimension of the class of base classifiers, but this time with a penalty on 
the size of 7 . Also note that the second term does not depend on T, the number of 
classifiers in the combination. The bound holds for any choice of the margin 7 .
1.4 O utline o f  th e  th esis
In Chapter 2, we present a new formula for bounding the covering numbers of support 
vector machines following the result in [60]. The particular advantage of this new 
bound is that it is directly in terms of the eigenvalues of the integral operator induced 
by the kernel. Following the theorem of the main result, we illustrate the new result 
by bounding the covering numbers of support vector machines which use gaussian 
radial basis function (RBF) kernels. We show that the new bound is easily computed 
and considerably better than previous results that did not take account of the kernel. 
The result shows the influence of the kernel width on the covering numbers: the 
covering number bound decreases when the width increases. More generally, the 
main result makes model order selection possible using any parameterized family of
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kernel functions, since it describes how the capacity of the class is affected by changes 
to the kernel.
Furthermore, there is an important number j* in the main result. We explain 
j* as the effective dimension of the function class, which can illustrate the character 
of kernel expansions clearly. For a smooth kernel, the “effective dimension” j* is 
small. The value of j * depends on the covering number of the function class. Thus 
j* can be considered analogous to existing “scale-sensitive” dimensions, such as the 
fat-shattering dimension. Note the bounds for j* explicitly depend on the kernel.
In Chapter 3, we summarize the classical support vector classification and re­
gression algorithms systematically. We then apply support vector algorithms for two 
nonlinear time series prediction problems. The experiments examine the effect of 
different cost functions and different kernels. For the mobile radio signal prediction, 
which is normally solved by linear methods, support vector algorithms also show good 
performance when nonlinear kernels are used.
In Chapter 4, we describe a class of algorithms (which we call NormBoost algo­
rithms) which minimize a regularized risk functional that includes an error term and a 
regularization term. Here the error term may be, for instance, the original AdaBoost 
cost function, and the regularization term is a function either defined in the Hilbert 
space of [30] or a RKHS. Like AdaBoost, NormBoost performs gradient descent so 
as to maximally reduce the regularized risk functional at each iteration. At the same 
time, due to the regularization term, NormBoost approximates a smoother function 
than AdaBoost.
We first introduce the idea of gradient descent, and the class of NormBoost algo­
rithms for different regularization terms. Each algorithm chooses linear combinations 
of elements of an inner product space so as to minimize different regularized risk func­
tions. Then we present experimental results for the NormBoost algorithms. These 
experiments show that the new algorithms based on RKHS norms progressively out­
perform AdaBoost when the label noise increases.
For the RKHS based regularization, we can appeal to the “representer theorem”
26 CHAPTER 1. INTRODUCTION
which allows us to conclude that the optimal linear combination of weak hypotheses 
can actually be written using only m terms (where m is the number of examples). 
The significance of this is that it allows us to perform gradient descent in an m- 
dimensional space rather than effectively in an infinite dimensional one, as for the 
standard boosting algorithms. One would expect that this leads to faster convergence, 
and indeed we demonstrate a marked improvement in convergence rate.
Finally, we use the theoretical results due to [37] to bound the error of a combi­
nation of classifiers in terms of the norm bound of the combined classifier.
In Chapter 5, we present conclusions and outline the future work.
C hapter 2
Covering N um bers  for S u p p o rt 
V ector M achines
Until recently, the only bounds on the generalization performance of support vector 
machines (within Valiant’s probably approximately correct framework) took no ac­
count of the kernel used except through its effect on the margin and radius. It has 
been shown [60] that one can bound the covering numbers relevant for such bounds 
using tools from functional analysis. In this chapter, we show that the resulting 
bound in [60] can be greatly simplified. The new bound involves the eigenvalues of 
the integral operator induced by the kernel. It shows that the “effective dimension” 
of the class of functions induced by the kernel depends on the rate of decay of these 
eigenvalues. We present an explicit calculation of covering numbers for a support vec­
tor machine using a gaussian kernel, which is significantly better than that implied 
by previous results.
2.1 In trod u ction  and previous resu lts
As we described in Chapter 1, in the traditional viewpoint of statistical learning 
theory, the generalization performance attainable using a class of functions T  is de­
termined via the covering numbers (see e.g., Theorem 1.11). Support vector
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machines are learning algorithms based on maximal margin hyperplanes. Conse­
quently one can apply an analysis for the maximal margin algorithm directly to 
support vector machines. However such a process ignores the effect of the kernel. 
Intuitively one would expect that a “smoother” kernel would somehow reduce the ca­
pacity of the learning machine thus leading to better bounds on generalization error 
if the machine can attain a small training error.
In [60, 58] it has been shown that this intuition is justified. The main result 
there gives a bound on the covering numbers for the class of functions computed with 
support vector machines such as Theorem 1.11. This bound along with statistical 
results in [4, 41] results in bounds that explicitly depend on the kernel used. The 
intuitive idea that eigenvalues of kernels must have something to say about general­
ization performance has also been previously explored by others in a different analysis 
framework: see the (simultaneous and independent) development in terms of regular­
ization theory in [44] and [21]. One can also recover a dependence of covering numbers 
on eigenvalues in a different setting: in [42] it was shown how the eigenvalues of the 
empirical gram matrix can bound the empirical covering numbers and in turn how 
generalization results can be obtained that way.
In [60, 58], the function class T  of support vector machines is viewed as being 
generated by an integral operator induced by the kernel, and properties of this oper­
ator are used to bound the required covering numbers. We will briefly introduce this 
new bound in this section.
K ern els , e igen vectors  and e igen valu es
We already know that support vector machines are learning algorithms which make 
use of an implicit nonlinear map from the input space X  into the feature space «5 
by using a general kernel function
fc(xi, x?) := $(xj)) (2.1)
in place of the standard inner product (x;,Xj). Examples are given in (1.21), (1.22) 
and (1.23). The benefit of such kernel functions is that we do not need to know the
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exactly form of map <f>, and need only use k in the algorithm.
So the following question arises, what kinds of kernel are suitable for support 
vector machines and which are not? Mercer’s condition provides an answer [51, 14]. 
Before the introduction of Mercer’s Theorem, we need to define more notations.
Suppose T: E  E  is a linear operator mapping a normed space E  into itself. We 
say that x £ E  is an eigenvector of T  if for some scalar A, T x = \ x  where x ^  0. 
Such a A is called the eigenvalue associated with x. When E  is a function space 
(e.g., E = L2(X)) the eigenvectors are of course functions, and are usually called 
eigenfunctions. Thus ipn is an eigenfunction of T  : L2(X)  —► -^ (T )  if Tipn = \ i f n. 
In general A is complex, but in this chapter all eigenvalues are real (because of the 
symmetry of the kernels used to induce the operators). The inner product in L2{X) 
is defined as (f ,g)  =  Jx  /(r )p (r)d r.
Let Ai > A2 > • • • > 0 be the eigenvalues of the integral operator
Tk:L2{X ) -  L2(X)
Tk- f  f  k(-,y)/(y)dy ,
Jx
and denote by >̂n(-), n £ N the corresponding eigenfunctions. (The eigenvalues 
are real and nonnegative because of the assumptions on k — see Mercer’s Theorem 
below.) For translation invariant kernels (such as k(x , y ) =  exp((x — y)2/ a 2)), the 
eigenvalues are given by
Aj = V 2 ^ K ( j u 0 ) (2.2)
for j  £ Z, where K(u>) = F[k(x)](u>) is the Fourier transform of /c(-) (see [60, 58] 
for further details; and see Section 2.3 for an explanation of a;o-)- For smoother ker­
nels, the Fourier transform F(juJo) decreases faster. (There are less “high frequency 
components.”) Thus for smooth kernels, A* decreases to zero rapidly for increasing i.
M e rc e r’s co n d itio n
Now let us introduce Mercer’s Theorem. The version stated below is a special case 
of the theorem proven in [28, p. 145].
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Theorem 2.1 (M ercer’s Theorem) Suppose k G L ^ X  x X)  is a 
symmetric kernel (i.e., k(x, x ') = k{x', x)) such that the integral operator
Tk : L2(X) -  L2(AT),
Tk f  (-)•■= [  k( - , y) f (y)dy  (2.3)
J x
is positive (i.e., for all /  € L2(X), (Tk{ f ) , f )  > 0; for symmetric /c this 
is equivalent to Aj > 0 for all «). Let ijij G L2(X) be the eigenfunction 
of Tfc associated with the eigenvalue Aj ^  0 and normalized such that 
11^1^2 — 1 and let ipj denote its complex conjugate. Suppose ipj is 
continuous for all j  G N. Then
1. (XjT)6 i \ .
2. fc(x, y) =  AJ'0j(x)/0j(y) holds for all (x ,y), where the series con-
j’GN
verges absolutely and uniformly for almost all (x, y).
We will call a kernel satisfying the conditions of this theorem a Mercer kernel.
Here the term almost all means that the set of measure zero is not included. For 
example, while using a Lebesgue-Borel measure, the measure of a countable set of 
individual points is zero.
Note that there is an incorrect additional conclusion of Mercer’s theorem in [28, 
p. 145]
Ck := sup Ill'll Loo < °o. (2.4)
j
Schölkopf et al. give an example of kernel for which the condition (2.4) is not 
satisfied in [40, p. 58]. In [40, p. 58], it is also shown that the next condition is true
lj := sup < oc. (2.5)
If we assume Ck exists, i.e. inequality (2.4) holds, we have lj < XjCk , and lj decay 
as fast as A j. For simplicity of presentation, we assume Ck < oo. We are unaware 
of any kernel used in practice for which Ck is infinite. Strictly speaking, we should 
consider the lj instead of the A j in the following material.
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Support vector machines function class
Since we are interested in the generalization performance of support vector machines, 
we give an explicit definition of the corresponding hypothesis class.
Let k: X  x X  —» R be a kernel satisfying the hypotheses of Mercer’s theorem. Given 
m  points x i , . . . ,  x m G X  as the input data, we will map the input data into a feature 
space S  (which is in fact a Hilbert space) via a mapping <f>. We let x := <I>(x), and 
denote by F#w(Xm) the hypothesis class implemented by support vector machines 
on an m-sample with weight vector (in feature space 5) bounded by Z?w:
Here (•, •) is the inner product in S.
Entropy number
Instead of giving the bound of covering numbers directly, another measurement of the 
effective capacity of a class of functions T , the entropy number is used in the analysis. 
So let us define it now.
Definition 2.2 (Entropy number) Given the normed space (E, || •
H#) and a set M  C E. The nth entropy number of a set of M  , for n G N, 
is
oo
(2.7)
m = l X meA'm
en(M) := infje > 0 : there exists an e-cover for M  in E
containing n or fewer points}. (2-8)
Let £ (£ , F) be the set of all bounded linear operators T  between the 
normed spaces (E, || • ||#) and (F, || • ||#). The entropy numbers of an
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operator T  E £( E, F)  are defined as
CnCT) :=en(T(UE)). (2.9)
Note that e\(T) = ||T||, and that en(T) certainly is well defined for all n 6 N if 
T  is a compact operator, i.e. if T(Ue ) is compact. In Figure 1.2, although T\ and 
T2 have the same norm, they are quite different operators. From the definition, the 
entropy numbers can be used to detect the difference: en{T\) > en(T2) when n > 1. 
Thus the entropy number en(T) gives more information about T.
The dyadic entropy numbers of an operator are defined by
en[T) := e2n-i (T), n € N; (2.10)
similarly, the dyadic entropy numbers of a set are defined from its entropy numbers. 
A very nice introduction to entropy numbers of operators is [12].
The function n 1—> en(M) can be thought of as the functional inverse of the function 
e 1—> Af(e, M , d),
e-n (Frw) < <=> A/'m(eo, F rw) £  n - (2-11)
Bounds for support vector machines
Next we give the bound of entropy numbers for support vector machines. See [60] for 
more detail.
From statement 2 of Theorem 2.1, it follows that /c(x, y) corresponds to an inner 
product in 12  i.e. fc(x, y) = (<F(x), $(y))^2 with
d> : X  -> i 2 
$ : x  i-> (<f>j(x))j : =
for almost all x E X. In the following we will (without loss of generality) assume the 
sequence of (Aj)j is sorted in non-increasing order. Assume (2.4) is satisfied. From 
the argument above one can see that ^ (T ) lives not only in t 2 but in an axis parallel 
parallelepiped with lengths 2Cky/Xj- So let us consider maps that map <F(A’) into 
balls of some radius R  centered at the origin.
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UNIT BALL
Figure 2.1: Mapping into a ball of radius R.
X  ELLIPSOID
UNIT BALL
Figure 2.2: Construct operator A mapping from the unit ball to the ellipsoid which 
covers <h. So the entropy number of A is the bound of the entropy number of 3>.
Lemma 2.3 (Mapping <3>(x) into £2 ) Let S  be the diagonal map
S : Rn —> Rn
S  : (xj)j  ■-> S(xj)j  = (sjXj )j .
(2.13)
Then S  maps <F(T) into a ball of finite radius Rs  centered at the origin 
if and only if (yföjSj)j  C £2 .
We can then construct a mapping A from the unit ball in £ 2  to an ellipsoid S such 
that $ (T ) C S. From the definition of the entropy number of an operator (2.9), we 
know that A will be useful for computing the entropy number of ^ (T ). Figures 2.1 
and 2.2 illustrate this explanation.
The operator A  that satisfies the above conditions is designed as
A : £2 - £ 2  
A : (Xj)j^
(2.14)
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where R A := Cfc||(
By using the theorem due to Gordon, König and Schütt [23, p. 226] (stated in the 
present form in [12, p. 17]), we can exploit the freedom in choosing A  to minimize an 
entropy number as the following theorem shows. This will be a key ingredient of our 
calculation of the covering numbers for support vector machines.
Theorem 2.4 (Entropy numbers for ^(T )) Let k: A’ x X  —► R be
a Mercer kernel satisfying (2.4). Choose a,j > 0 for j  G N such that 
( \ A s / a s ) s  €  ^2? and define A: £2 - ► £2 by
A( xj ) j  =  (R AajXj)j  (2-15)
with R a := Ck\\(y/\j/cLj)j\\e2i where {xj)j is a sequence in £2 and Xj a 
real number respectively. Then
en(;4) < sup 6Ck 
je N
(2.16)
We will determine the uniform e-covering numbers of R rw (see Definition 1.8), 
A/"m(e, R rw)- In order to do so, let us design an operator T  to be
T  = S-ŷ m R\v 1 where i?w G R,
where the operator S ^ m is defined by
c .  . pn . cm  
° X m  * c oo
Sxm : w M (<xi ,w) , . . . , (xm,w)),
(2.17)
with Xj G for all j .  The following two lemmas are useful when computing
entropy numbers in terms of T  and A.
Lemma 2.5 (Carl and Stephani [12, p. 246]) Let S  G £ (i/, £™) 
where H  is a Hilbert space. Then there exists a constant c > 0 such that 
for all m, n G N
en{S) < c||S|| (n~ l log ( l  + 1 .
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An alternative proof of this result (given in [59]) provides a small explicit value for 
the constant: c < 103. However there is reason to believe this bound is quite loose 
(see [59] for more detail).
According to e 2 n - i  = en, we have
en(S) < CUSH ^(logn + l ) -1 log ^1 + — n +  0 )  * (2-18)
Lemma 2.6 (Carl and Stephani [12, p. 11]) Let E, F, G be Ba­
nach spaces, R  6 £(F, G), and S € £(E,  F ). Then, for n, t 6 N,
ent(RS) < en(R)et(S) (2.19)
€n(RS) < cn(Ä)||S|| (2.20)
€n(RS) < 6n(S)||/t||. (2.21)
Note that the latter two inequalities follow directly from the fact that 
e i{R) = ||1?|| for all R e £(F,G).
Now we can combine the bounds on entropy numbers of A and S ^m to obtain 
bounds for support vector machines.
Theorem 2.7 (Bounds for support vector classes) Let/c be a Mer­
cer kernel satisfying (2.4), let <f> be induced via (2.12) and let the operators 
T  and S ^m as defined in (2.17). Let A  is defined as in Theorem 2.4 and 
suppose Xj =  <3>(xj) for j  = 1 ,.. .,m . Then the entropy numbers of T  
satisfy the following inequality:
en(T:£2 - C ) < ^ w  inf x en(A), (2.22)
{0 ' s ) s ‘y y / ^ s / & S
where A is defined as in Theorem 2.4. Notice that while en(T : l 2 —► ^™) 
depends on m, its upper bound does not.
Combining Equations (2.16) and (2.22) gives effective bounds on A/’m(e, E rw) 
since (2.11) holds.
These results thus give a method to obtain bounds on the entropy numbers for 
kernel machines. In inequalities (2.16) and (2.22), we can choose (as)s and j  to
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optimize the bound. The key technical contribution of this chapter is the explicit 
determination of the best choice of (as)s and j .
We assume as > 0 for all s. For j  £ N, we define the set
A j = { ( a s)s: sup T ———— V  = (
I ieN V n J V
In other words, Aj  is the set of (as)s such that the
- ' a\ ■ • ■
(2.23)
sup
ieN
^ 1 ^ 2  • ■ • Oi j  7
is attained at i —j.  
Let
B((as)s, n , j )  = ( v X / a s^   ̂ ( - 1 n ~J) J (2.24)
2.2 C o v e rin g  n u m b e r  b o u n d
Our aim in this section is to show that the infimum in (2.22) and the supremum 
in (2.16) can be achieved and to give explicit expressions for the sequence (as)s and 
number j* that achieve them. Following that, we can get a covering number bound 
which is easy to directly calculate.
2.2.1 T he op tim al choice o f (as)s and j
The main technical theorem is as follows.
Theorem 2.8 Let k: X x X  —> R be a Mercer kernel. Suppose Ai, A2, . . .  
are the eigenvalues of T F o r  any n G N, the minimum
j* =  min j j: Xj+1 < ^ ’ | (2.25)
always exists, and
inf sup B{(as)s,n, j )<B{(a*s)s,n,j*),
(as)s-(V>^/as) s e^2 j e N
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where
y/Xi when i < j*
3
when i > j*.
(2.26)
This choice of (as)s results in a simple form for the bound of (2.22) in terms of n and
2.2.2 M ain result
Corollary 2.9, together with (2.22), implies the following theorem, which gives a 
covering number bound amenable to direct calculation.
Theorem 2.10 (Main Result) Suppose k is a kernel satisfying the 
hypothesis of Mercer’s Theorem. Let the hypothesis class T rw, eigenfunc­
tions ipn(') and eigenvalues (A;)* be defined as above. Suppose
(K)i‘
Corollary 2.9 Let k: X  x X  —> K be a Mercer kernel and let A X  2 —► 
t<i be given by (2.15). Then for any n E N, the entropy numbers satisfy
inf en(A)
( f l s )  s : ( v / ^ s  /  f l s ) s € ^  2
(2.27)
Ck := sup H^nlkoo < 0 0 . (2.28)
n
Then for n € N the minimum
always exists. Define
(2.29)
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Then
(2.30)
Although the left-hand side of (2.30) depends on ra, the inequality remains true for 
all m. The quantity e* is an upper bound on the entropy number of which is 
the functional inverse of the covering number. In this theorem, the number j* has a 
natural interpretation: If j* = d is independent of n, then from (2.29) we can obtain
= O ((i)=*• x SuPmV ( Ä , 0  = O ((I) j •
Hence, for a given value of n, j* can be viewed as the effective dimension of the 
function class. Clearly, this effective dimension depends on the rate of decay of 
the eigenvalues. As expected, for smooth kernels (which have rapidly decreasing 
eigenvalues), the effective dimension is small. In the following, we write j* for j*.
2 .2 .3  P roof ou tlin e
The proof of Theorem 2.8 is quite long and is in Section 2.6. It involves the following 
four steps.
1. We first prove that for all n  G N,
j  =  min j  j: \ j+l < ^ * J (2.31)
exists, whenever (A*)* are the eigenvalues of a Mercer kernel.
2. We then prove that for any n  G N
inf sup £ ((as)s,n , j )  < inf inf B((as)s, n, j).  (2.32)
(as)s:(7X7/as) s€G> j e N J'eN (aa)aeAj
3. The next step is to prove that the choice of (as)s and j  described by (2.25) and 
(2.26) are optimal. It is separated into two parts:
(a) For any j 0 < j *, and any (as)8 G AJ0,
B((as)s, n , j o) > B((a*s)s,n,j*)
holds.
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(b) For any j 0 > j* , and any (as)s 6 Ajo,
B((as)s,n,jo) > B((a*)s, n, j*)
also holds.
4. Finally we show that (a*)s £ A j  and (\/ÄI/a*)s £ 12 when (a*)s is chosen 
according to (2.26).
2.3 E xam p le
We illustrate the results of this chapter with an example. Consider the kernel
x 2
/c(x, y ) = k(x — y ), where k(x ) =  exp----
Here, d =  1. For such kernels (RBF kernels), ||4>(x)||^2 =  1 for all x E X.  Thus by 
Mercer’s theorem the class (2.6) can be written as
(See, for example, [16] for a more detailed explanation of this point — it is the 
fundamental basis of viewing support vector machines in feature space.) One can use 
the fat-shattering dimension to bound the covering number of the class of functions 
T rw (see, for example, [2]).
In order to determine the eigenvalues of Xfc, we need to periodize the kernel. This 
periodization is necessary in order to get a discrete set of eigenvalues since k(x) has 
infinite support (see [60] for further details). For our purposes, we can assume a 
fixed period 2n /u>q for some ujo > 0. Since the kernel is translation invariant, the 
eigenfunctions are
=  { x h (w  , x): x € 5 , ||x ||£2 < 1 , ||w]|^2 < .Rw}.
Theorem 2.11 With T rw as above, if m > lftR ^ /e2 > 1,
(2.33)
ipnix) — V2 cos(ncJox)
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and so Ck =  \/2 ([60]). The y/2 factor comes from the requirement in Theorem 2.1 
that ||Vh'|k2 =  1- The eigenvalues can be computed and are
A,- = s/2na
Setting ci =  C2 =  ^ a2, the eigenvalues can be written as
Xj =  c\e~C2i 2. (2.34)
From (2.25), we know that Aj+i <  ̂Aln2A-  ̂J implies j* < j .  But (2.34) shows that 
this condition on the eigenvalues is equivalent to
which is equivalent to
which follows from
Hence,
cie C2(J+1)2 < n  i ^c{e C2 ^ i= p   ̂3 ?
c2(j + l )2 > -  In n +  ^-( j  + l)(2j + 1) 
J 6
** p 2(j +  1 )j f j  +  ^  > 2 Inn,
/ 1 2 l n n \
(2.35)
J >
r <
V /
/12  Inn\ ^ 3
V /
+  1 . (2.36)
We can now use (2.29) to give an upper bound on en. Since the A* decay so rapidly 
the tail +1 Ai in (2.29) is dominated by the first term. We obtain the following
bound.
e2 = O c\ exp + 1)(2j* + T
Substituting (2.36) shows that
log en = O ^log log n + log a — (a log n )3 ̂ (2.37)
We can get several results from Equation (2.37).
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Figure 2.3: en versus n for a gaussian kernel (<r =  1) as given by Corollary 2.9.
The relationship between en and n. For fixed <r, (2.37) shows that
l o g l / c n =  ft(log^ n ),
which implies
log Mm(e,rRJ  = O h o g l ( 4  A  , (2.38)
which is considerably better than Theorem 2.11. This can also be seen in 
Figure 2.3. Note that (2.38) does not depend on m. This is a consequence of 
using (2.22) which also has no dependence on m. One can obtain a dependence 
in m  if instead of (2.22) one uses equation (49) of [60]. As explained in [60], for 
moderate decay rates of (A*)j the bounds obtained are no better by doing so.
The relationship between en and a2. Here, ct2/2 is the variance of the gaussian 
functions. When a 2 increases, the kernel function will be wider, so the class 
should be simpler. In Equation (2.37), we notice that if a decreases, en 
decreases for fixed n. Similarly, if a increases, n decreases for fixed en. Since 
the entropy numbers (and the covering numbers) indicate the capacity of the 
learning machine, the more complicated the machine is, the bigger the covering
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Figure 2.4: j* versus n for a gaussian kernel, 
numbers are for fixed en. Specifically we see from Equation (2.37) that
log 1 An =
and that
l o g A = 0 ( l / a ) . (2.39)
Figures 2.4 and 2.5 illustrate the bounds on the effective dimension j* (for o 1 — 1) 
as a function of n and e, respectively.
2.4 E xp erim en t
This section describes experiments that were carried out to test the predictive ac­
curacy of the results obtained in Section 2.3. The generalization error bound (1.10) 
from Theorem 1.11 is of use.
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1e-13 1e—11 1e-09 1e-07 1e-05 ,1e-2 .1 1.1e2
Figure 2.5: j* versus e for a gaussian kernel. Since j* can be interpreted as an 
“effective dimension” , this clearly illustrates why the bound on the covering numbers 
for gaussian kernels grows so slowly as e J, 0 . Even when e = 10~9, j* is only 13.
Inequality (1.10) shows that for all m, ö G (0,1), and P(x, y), with probability at 
least 1 — 6 over Sm chosen according to P m,
The experiment was a simple binary classification problem. The input space was 
the ball B =  {x G M2: ||x ||̂ 2 < 1}. The true classification function to be learned was 
1 when the points were in the first and third quadrants, and 0 otherwise. For each 
trial a training sample S =  {(xj, y i ) } ^  of size 50 was generated with the x* drawn 
independently at random from a uniform distribution on B. Independent label noise 
of 10% was applied to the labels yi. A support vector machine using a gaussian radial 
basis function kernel with width cr was trained on S. The regularization parameter
Thus we get
(2.40)
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-----  The slope are:
--------------- 0.35333  - 0.4043  - 0.4648  - 0.56065  - 0.70054
0.5
log(sigma)
Figure 2.6: log(sup/G r̂ (RP[f] -  R2mp[f, Sm})) versus log(cr).
C  (which allows a tradeoff of the number of training errors versus the size of the 
margin obtained) was chosen to be 2000. Once an hypothesis /  was found by this 
procedure, an estimate Remp[f:Sm] of the expected error Rp[f]  was obtained via 
50000 independently drawn test points. This whole experiment was repeated 100 
times and the results described below are averages over the 100 repeats.
Combining (2.39) and (2.40) we obtain
log sup [RP[f] -  R l  
feJ-
em p l / . s m]) = o (2.41)
Thus we expect that if we fix the value of 7 (for the sake of computing Z?emp[/, -S'7”]) 
and plot the log of the test error versus the log of a we should get a straight line.
Figure 2.6 shows the log of the difference between the test error and the 7-margin 
empirical error for a range of different 7 (top curve 7 = 0, bottom curve 7 = 0.25). 
The values are plotted against log(a). As expected the curves are close to straight 
lines.
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2.5 C o n c lu s io n s
We have presented a new formula for bounding the covering numbers of support 
vector machines in terms of the eigenvalues of an integral operator induced by the 
kernel. We showed, by way of an example using a gaussian kernel, that the new 
bound is easily computed and considerably better than previous results that did not 
take account of the kernel. We showed explicitly the effect of the choice of width of 
the kernel in this case.
The “effective dimension”, j*, can illustrate the character of kernel expansions 
clearly. For a smooth kernel, the “effective dimension” j* is small. The value of j* 
depends on n which in turn depends on e. Thus j* can be considered analogous to 
existing “scale-sensitive” dimensions, such as the fat-shattering dimension. A key 
difference is that we now have bounds for j* that explicitly depend on the kernel.
The bounds obtained apply to any dimension d. However, repeated eigenvalues 
become generic for isotropic translation invariant kernels. It is possible to obtain
bounds that can be tighter in some cases, by using a slightly more refined argument*, 
see [60].
2.6 P ro o f  o f  T h e o re m  2.10
Step  one
As indicated in Section 2.2.1, we will first prove the existence of j ,  which is defined 
in (2.31).
Lemma 2.12 Suppose Ai > A2 > • • • > 0 is a non-increasing sequence 
of non-negative numbers and limJ_ 00 A j = 0. Then for all n 6 N, there 
exists j e  N such that
(2.42)
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Proof Let P) =  Ai;+A. . Observe that (2.42) can be written as P- < and hence 
for all n there is a j  such that (2.42) is true iff lim^oo Pj = 0. But
P  =  Aj+! = Ai+! ry  a3+i < Aj+i
j Ar-.-A■ Ar A, “ A,
since (A j)* is non-increasing. Since lim^oo A j = 0, we get linij^oo Pj = 0. Thus for 
any n G N there is a j  such that (2.42) is true. I
Corollary 2.13 Suppose k is a Mercer kernel and X̂  the associated 
integral operator. If A j =  Aj(Tjt), then the minimum j  from (2.31) always 
exists.
Proof By Mercer’s Theorem, (A;); G i \  and so limj_>00 A j = 0. Lemma 2.12 can thus 
be applied.
Step  two
Lemma 2.14 Suppose Aj  and B((as)s,n, j )  are defined as in (2.23) 
and (2.24), (y/^s/al)s € j * and (a*)s G Aj* satisfy
B((a*s ) s , n , j * )  = inf inf B({as)a,n, j ) .  (2.43)
j £ N ( a a)seAj
Then
inf supB((as)s, n, j)  <
(as)s:[\^/as)aee2 j €N
inf inf B((as)s,n, j ) .
j G N  ( as)s£Aj
(2.44)
Proof Since ( V K / cl*)s G
inf sup B((as)s, n , j )  < sup B((a*s)s,n, j).  (2.45)
( f l s )s - (v /,'^ s / o s ) s C£2 j'GN JEN
But (a*)s G ^4j*, following the definition of Aj  and equality (2.43) we get
sup B((a*)s, n , j )  = B((a*)S:n,j*) = inf inf B((as)s, n, j).
j e N jeN (as)s6Aj
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I
In fact, we can show that Inequality (2.44) is an equality. The proof is in Section 2.7.
It is now easier to calculate the optimal bound of the entropy number using Lemma 
2.14.
Step th ree
In this step, we will prove that the choice of (a*)s and j* given in Theorem 2.8 are 
optimal. We will first prove a useful technical result.
Lemma 2.15 Suppose Aj and (A*)* are defined as above, (as)s £ Aj0.
Then we have
(2.46)
Proof Since (as)s £ Aj0, the following inequality must be true for k € N:
(2.47)
which implies
(2.48)
Set
Then (2.48) can be rewritten as:
aJO+1 . . .aJO+k < ipk, Vfc £ N. (2.49)
Hence, the left hand side of (2.46) can be rewritten as
(2.50)
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From (2.49), we get Oj0+i < zj, so
- 2 ^ ° -
< + 1
Suppose \  — p- < 0 for some i G N. We will separate the sum into several parts. Set
\
ko  =  jo,
/cm =  m axfn > lm : ^  Vi € {Zm +  1, • • -,n}}, > (2.51)
lm =  max{n > /cm_i : ^ , Vz G {/cm- i  +  1, • • •, n}},
where we set /cm and lm to oo if the max does not exist. Since (Aj)i is a non-increasing 
sequence, from (2.51) we know
Ai (^r ~ > Ai+C
Vz G {/cm_i +  l , - * - , /m},cG N
> Ai-< = (^ “ ^ )
Vz G {/Tn F  1) * * * j km},
VcG { 1 , 1 }
for zu G N. Hence, if /m is finite,
£ » > ( ? - *i = k m- 1+1 v ^
>
k
i —l m P  1
A'- £ (G?
i=fcm-l+l V 1
(2.52)
And if /m is infinite, this inequality is clearly true. We will exploit the inequality of 
the arithmetic and geometric means
x\  +  X2 +  • • • +  x m > m ( x i • • • x m) m for Xi > 0. 
Now (2.53) implies that for any ko +  1 < j  < km, we have
(2.53)
i  n 4
i Vi=fco+l 1
J-k 0
i —ko +  I
(2.54)
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which together with (2.49) gives 
j
i=ko+l 1
Hence, for any /cm, finite or infinite,
k
E ( i - a = E 3-1 j  ~ ko
i=ko + l af
2 -> 0.
E (V -*)*«■
4 r+i A '
Now, for all /cm, using (2.52) and (2.56) repeatedly, we get
E A*(VZ
i=fco +  l
af xjT
k i
E  A* f ~ 2 ----- 72 I +
z ir+ i ^  ^
^  / 1 i
+ E  A* -  ^2
i *. £  (£-?) + ■■■+*. t  ( i - i
t=A:o+l 
k2
>- *, E (£-£) + ••■+*. E
i=fc0+l V 1 7
i—km —1 "t~ 1
kr
i= km - i  + l
af i\)‘
1 1
af ify
krn
* E  (4 - ^ o .
i=k0 + l v 1 ^ 7
for all m  G N. Hence
i= jo+ i
Noticing (2.50), inequality (2.46) is true. 
Now, let us prove the main result.
<a2 £  ^ ( - 2 - i ) > 0 -
(2.55)
(2.56)
(2.57)
I
Lem m a 2.16 Let A j  and B((as)s, n, j )  be defined as above. Then we 
have
(2.58)
where
B{(a*s)s,n,j*) = inf inf B((as)s, n , j 0),
jo e N ( a s)se A jo
\Ai when i < j*
at A,, j  when . > ^
j* = min < j: Xj+i <
Ai . . . Aj
(2.59)
(2.60)
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P roof The main idea is to compare B 2((as)s,n,jo)  with B 2((a*s)s,n,  j*) and show
B 2((as)s, n, jo) > B 2((a*s)si n, j*)
for all jo E N and any (as)s 6 Aj0. From the definition of B((as)s, n, j ) ,  we know
and
B2((a*3)s,n,j*) = j* ( A-1 ' ^ -Aj V  +  X  Xl•
-A- °°
E
i = j * + 1
For convenience, we set
_  (  X \ . .. Xj* A
n 2 J
Hence,
B2((as)s, n , j 0) -  B2((a*)s, n , f )  
Gjo \Äi /<
= -ra- E A-i= j*  + 1 (2.61)
Part a: for the condition  jo <  j !
Rewrite (2.61):
S-!((as)s, n , j o ) - ß 2((a:)s,n ,i* )
_  y  i'Q l • • ■Qjo'j TO !
jo
1=1 a i
00 >
E  l (
i= jo + l
Ai / Qj • •
a2 V n /
£ Ai
y t=jo +  l
\  i= j*  + 1 '
Ai. . .  Aj0 \ io4- 00
jo __v E  /  \. \
■  X I  Ai
i= jo + l
4-
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+ U o , ^ + E  A, -  [ + E  *
i = j  o + l i = j * + 1
=  Ei +  E2 - f  Es ■ (2.62)
We will show E\ > 0, E^ > 0 and E 3  > 0.
To prove E\ > 0.
Since A* > 0 and a* > 0, we exploit the inequality of the arithmetic and geometric 
means (2.53) again. Hence
Ei > jo
f l l ' " a io \  n 2  /  j  °  V
Ai . . .  XJ 0  \  jo
A ^ y o _ . ofE^EV“=o (2.63)
To prove E2 > 0.
Applying Lemma 2.15 shows E 2  > 0.
To prove Es > 0.
In order to prove Es > 0, let us define the function
a U )  =  3 (ftft
I  00
+ X] Ai*
i=7+l
We will show that g(j) is a non-increasing function of j ,  for j  < j*. Set 
we have
(2.64)
g(j  - 1) -  9(3) =  U -  i ) f t - 1 + f t  -  j ß j  
-  ( f t  -  ß j - i )  -  J  ( f t  -  f t - 1 ) • (2.65)
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Noticing ßj_\Xj  =  ßj,  (2.65) can be modified to
9Ü  -  1) -  9Ü) = ß j - i  2) ( ißj  ~ ß j - 1) -  Jß j - l ( ß j  ~ ß j - i ) )  •
Since j  < j*, following (2.60), we get
Xj >
A i  • • • X j - i
i
3 - 1
Vj < 3
So
ß j  =
) - 
A j>
ß j - i -
j+
1
j O-i)
Making use of the formula
1=1
we obtain
0% !: V ß] ' . y l
i=l
>  jpf-\{ßj -  f t - i ) •
Together with /?j_i > 0 and (2.66), we obtain
(^j ~ ß j - 1) “  3 (ßj ~ ß j - 1) ^  °-
Hence,
0Ü -  1) > 9Ü)-
Since j 0 <j* ,  we get
E3 = g ( j o ) - 9 Ü* ) > 0 -
Combining the above results, we get
( 2 .66)
(2.67)
( 2 . 68)
(2.69)
B 2((as)s, n , j 0) ~ B 2((a's)s,n,  > 0 Vj„ (2.70)
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Part b: for the condition jo > j * •
Rewrite (2.61):
B 2((as)s, n , j 0) -  B 2((a*s)s,n,  j*)
- £  4 |(Ai . A* \  / Q-l Qjp \  /o
t=l ai i aii=jo + l
jo oo
- J * A -  E  Ai -  E  Ai
t= j* + l i= jo+ l
{tSPr*)*-«- £ '■^  2=1 1 Z= j *+1
4 £ £ 4
^i=jo + l 1 i=jo + l J
Pi + F2-
We will show F\ > 0 and F2 > 0.
To prove F\ > 0.
For convenience, we set
F\ can be rewritten as:
Di = ( ? L p . y .
E^ + E §)^o-j*A- E A-
i= l i= j*+ l
jo
i=j* +1
j* Ai
O ioE4-j 'A + i
i= i 1 J |^z=j*+i 
=  P 1 + P 2 .
Let us consider Pi at first.
j*
Pi = (D^  + D j . - D ^ ^ - f
i=1
z=l ^  z=l
(2.71)
(2.72)
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Since (A if of) > 0, using the inequality of the arithmetic and geometric mean (2.53) 
again, we get
afi=l 1
x̂ ■̂■x Ar
L Y lAj *  J lb
Since (as)s G Aj0, we get Dj0 > D{ for any i ^  jo and
Ajf*+i < ( ^ 7
holds based on (2.60). Hence
j*
P i >  0 +  (DJ0 -  D}.)  £  q  > (Dj0 -  D j O - X - r  A
i=1 al UP
> (Dj0 -  D j O ^ - f  A j.+ 1> 0 . (2.73)
Let us consider P2 now. If P2 > 0, then F\ >  0.
So let us prove that F\ >  0 is also true when P2 <  0. Observing a? =  D \ / D l~\ and 
Dj0 > Di for any i ^  jo? the last element of P2
<  0.
DUsing the similar method as before. Suppose -4P- — 1 > 0 for some i € (j*, jo )• We
ai
separate P2 into several parts. Set
^0 — jo  +  U
Dlm =  min{n < km : -4P- -  1 < 0,Vz G {n, • • •, km -  1}},ai
Dkm =  min{n < /m_i : - f - -  1 > 0,Vz G {n, • • -  1}}.
ai
Since (A*)* is a 11011-increasing sequence, from (2.74) we know
A* ( ^ f _ 1 ) -  A‘+ o ( ^ f - ! )
Vz G , • • •, lm 1}, c G N
Ai ( ^ f ~ 1) > Ai- c ( ^ f _ 1 )
V i£  {im, ■ ■ ■, km 1),
V ce { x , — 1}.
(2.74)
(2.75)
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Using (2.75), we have
km 1
i —fcm +i
£  M - # - 1
lm~ 1
i—km-\-\ 
km 1
> au E
a i
km 1
i —lr a i
=  ^  E  - ' ) ■
i=fcm +i v *
(2.76)
Hence,
jo
i= j*  + 1 
fei —1
E
i = j * + l  
k\ — l
0 > P ?  = E (f-!)Ai
ai
jo
ai
ko — 1
- i )  \ i + Y ^  ( ~ j r  ~  1 ) A*
i= k  i
2 E ( t - ) - - s ( t - )
If A/, E fe t ,1 ( f  -  l )  > 0, we get
fcl-1
p2> E
i = 7 * + l
%  -  1 ) A;.
a i
If A/j ("Ef- — l )  ^  0, we can use (2.75) and (2.76) repeatedly. Finally, using
(2.53) and a\ =  D \/D l~\ again, we can get
j * + l
i= j*  + 1
> A j*+il
0 > P 2 >  ^ 2  ( E X  ~~ 1 ) V + *  =  X3*+l ^ 2
a l
3*+l
i= j*  + 1
Jjo -  1
a i
aj* + l ' ' ' Gj*+Z
Djo 1
Aj*+// I Dj0 1 I > Aj*+// 'j*
(£)*-)
D j * + i
with l G /cq — 1}
V
- 1
(2.77)
Combining (2.73) and (2.77), we have
F i = p 1 + p 2 > r ^ ( D ]0- D r )  +  (
U j *
’j*
’jo
j  *
i
-  1 (2.78)
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In order to show F\ > 0, we just need to show 
j* \ j*+i(Djo -  Dj*)
+ Aj*+ll ( © )
j  *
-  1 > 0. (2.79)
When Dj* =  Dj0,
j* \ j*+l(DjQ -  Dj*)
' r
+ V+f* “n -  1 -  0.
Inequality (2.79) holds.
i
When Dj0 > setting <f>o — Djo and 
rewritten as
Dj*, the inequality (2.79) can be
r r V + i j 'K  -  $',) > - D v + i ^ o  -  )
Noticing
A? ♦.(-//
we only need to show
«0
V + i j * * £ M r  # ' ) > 1.
(2.80)
(2.81)
Since Aj*+i > Aj*+f, the left hand side of (2.81) becomes
) ■
Making use of the formula (2.68) again, we obtain
r ^ , ' ( H - 4>i) r * £ ( <
- *i') iw(*o - $.)
zL ̂ i r 1 r Ehi < +i"î r1
e C ,  E L ^ r ' - ’ e 1
e L i e C i
Observe the numerator and the denominator both have j* x l elements represented 
as But we know $ 0  > $* since Dj0 > Dj*, hence from (2.82), we obtain
Ell, EL 3>r‘-‘*rE eL e U X *1.-1 c h 't c  *0' .
EU Efli ELi Eih 3-*'
(2.82)
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So
Hence
Fi = Pi + P2 > 0
is proved for jo = j* + k with all k G N.
To prove F2 > 0.
Using Lemma 2.15 again, we get
F 2 >  0 .
Combining (2.83) and (2.84), we get
B2((as)s, n, j 0) -  B2((as*)s, n, j*) > 0 Vj0 > j*- 
Combining (2.70) and (2.85), (2.58) is proved true.
(2.83)
(2.84)
(2.85)
I
S tep  four
We supposed that (a*)s G Aj* in the above proof. Now let us show it. First, for 
j  > j *, from (2.26),
j_ \ j - r
V a-
x 4ra x .. . a •* \  o*
Second, for j  < j*. From (2.67), we get
a l . . . a j \  i v/Ai-.-A,-y  > / V'A1...A ,--I y - 1 _
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Thus (a*)s £ Aj*.
We can also show (y/^s/o>l)s G £2 .
 ̂ 00
J ’ +  T J E  A-  (2-86)
i=j*+1
2 j_
When /c(x, y) and n are given, (A*)* and j* are determined. So A = n i* (Ai • • • Aj*)i* 
is a constant. By Mercer’s Theorem, (A*)* £ £\ and thus Yli^j*+i Ai is finite. So (2.86) 
is finite. Hence ( \ f \ s/ a*s)s G £ 2  is proved.
C onclusion
Following the proof above, we get
C orollary  2.17 Suppose Aj and B((as)s, n , j ) are defined as in (2.23) 
and (2.24). Then we have
=  inf inf # ( K ) s , n , j ) ,  jew [as)seAj
where
\/Äi when i < j*
-  j  w h e n  * >  j * ,
f  =  min | j :  X j+1 <  ' J '
Theorem 2.10 is then established.
2.7 Proof that Lemma 2.14 cannot be improved
Lem m a 2.18 Suppose Aj and B((as)s, n, j )  are defined as above. Let 
j  £ N and (as)s € A j .  Suppose j* and (a*)s satisfy (2.43). Then
(2.87)
( 2 . 88)
(2.89)
inf supH((os)s,n , j )  =  inf inf B((as)s,n, j ) .  (2.90)
(as)s:(\/Ä7/a5) se 2̂ j e  N (as)aeAj
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P ro o f  Let us prove
inf sup B((as)s, n , j )  > inf inf B((as)s,n , j ) .  (2.91)
(as)s:(\/XT/as)s€̂ 2 jeN (as)seA}
Choose an (a*)s to realize the infimum on the left hand side; then (a*)s £ A j * ,  where 
j* is the j  tha t realizes the inner supremum. Then
inf sup B((as)s, n, j ) =  sup B((a*)s, n, j)
(a3) s : ( \ /^ 7 /a s ) s e£2 j € N  jE N
= B((a*)s,n ,j* )  > inf B ((as)s,n ,j* )
(as)s€A j *
> inf inf B ((as)s, n, j ) .
j EN (as)s EAj
We have already proved
inf sup B((as)
(öj)s;( v T 7 /a s) E(-2 j e N
s , n , j ) <  inf inf B{(as)s,n , j ) .
j E N ( a 3) s E A j
So, equation (2.90) is proved to be true. I
60 C HAPTER 2. COVERING NUMBERS FOR SVM S
C hapter 3
T im e Series P red ic tio n  U sing 
S u p p o rt V ector M achines
For sophisticated time series prediction problems, the traditional linear method often 
fails. It has been shown [17] that the neural network with a single hidden layer can 
approximate any continuous function. But a problem exists for time series prediction 
with neural networks: overfitting the data so that the “forecast” would have worked 
well at all time points in the past but fails miserably in the future. As described in 
Chapter 1, support vector algorithms can efficiently avoid such “overfitting” problem.
In this chapter, we will briefly introduce the time series prediction problem first. 
Then we will summarize the classical support vector classification and regression al­
gorithms systematically for different cost functions. Based on this background knowl­
edge, we will use support vector machines for time series prediction, and examine the 
effect of different cost functions and different kernels in the experiments. We will 
also apply the algorithms to the complex valued time series prediction problems. The 
experimental results show the good performance of support vector machines for some 
nonlinear time series prediction problems. The chapter concludes with a comparison 
with other time series prediction algorithms.
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3.1 In trod u ction
A time series is a collection of observations made sequentially in time. Given an 
observed time series, one may want to predict the future values of the series. This is 
an important task in the analysis of economic and industrial time series. For example, 
we might be given the closing prices for a given stock over the last month or year, and 
be asked to predict the closing price tomorrow. Or we might be given the weather 
record over the last few months, and want to know what the weather will be like the 
next few days. Behind these especial problems, we can give a general model of time 
series prediction.
Given a one-variable time series represented by N  values x(t — N) , x ( t  — N  + 
1) , . . . ,  x(t  — 1), the prediction problem is to find the future value with delay r:
x(t  +  t) := /  (x(t -  N) , x ( t  -  N  + 1),.. . , x( t  -  1)),
where x denotes the predicted value and x is the true value. Here we call N  the 
embedding dimension and r  the delay.
For linear time series prediction, the “auto regression moving average” (ARMA) 
model and its family, such as the AR model and the MA model, play a key role in 
modeling for time series prediction. The basic idea of ARMA is that the value of the 
variable we are trying to predict is a weighted average of the values at a number of 
previous time points plus a weighted average of the errors of the prediction at each 
of those previous time points. This average will not be perfectly accurate, but the 
error can be used in future weighted averages and this will produce more accurate 
estimation. How do we determine the precise weightings to use on the averages? 
There are many standard statistical regression techniques. Here we give a simple 
example.
Suppose we are given a time series x(l), x(2), . . . ,  x(l), and the prediction model 
is a AR model
x{t + r) =  ct\x(t — N)  + c*2x{t — N  + 1) + . . .  + a ^x{ t  — l) + ß.
In order to express it in matrix notation, we set x* = (x{t — N ) , . . . ,  x{t — 1), 1), the
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output yt = x(t + r) and the weights v =  (oq,. . . ,  ß )T, so that the AR model can 
be rewritten as x*v = yt . We can get m \= l — N  +  1 such equations for t = 1 , . . . ,  m  
and write them together as Av =  y, where A = ( x i , . . . ,  xm)T and y = (y \ , . . . ,  ym)T.
Now we know A and y and want to get v. One of the simplest and traditional 
methods is to choose v to minimize the sum of the least square error of the samples, 
IIAv — y |||m. When A has maximal rank N  4- 1, the matrix A TA is invertible, and 
the solution of the least square problem can be written as
v = (A7 A )_1A Ty.
For more sophisticated problems, however, the AR model often fails. It has been 
shown [17] that the neural network with a single hidden layer can approximate any 
continuous function. But a problem with neural networks is that the “forecast” would 
have worked well at all time points in the past but fails miserably in the future. Müller 
et al. applied support vector regression (SVR) in time series prediction and achieve 
results better than those achieved using neural networks [31].
In this chapter, we will briefly introduce the support vector classification (SVC) 
and SVR algorithms, and give the dual optimization problems for different cost func­
tions. Then we will use SVC and SVR for two experiments. The first experiment 
considers a comparison of auto regression (AR) model and SVR for Mackey Glass 
data with high noise. SVR shows excellent performance. For example, the test er­
ror of SVR (using RBF kernel for 17-step ahead prediction) is only 32% of the test 
error of AR model. The second experiment considers a time series prediction and 
classification problem, where the radio data set is from the complex space C. The 
prediction results show good performance by using a nonlinear kernel.
3.2 Support vector  a lgorith m s
In this section, we will briefly introduce the mathematical techniques which help us to 
find optimal hyperplanes, and give the dual optimization problems of support vector 
classification and regression (see [16, 40] for more details).
64 CHAPTER 3. TIME SERIES PREDICTION
3.2.1 B asic idea o f prim al op tim ization  problem
Recall the optimization problems for maximal margin classification and regression 
have a similar form, which is called the primal optimization problem:
minimize / ( w), w E T,
subject to <7i(w) < 0, z =  l , . . . , /c ,  (3.1)
hi{w) = 0, i = 1,. . . ,m,
where the domain T C Rn. Here /(w ) is called the objective function, and the 
remaining relations are the inequality and equality constraints.
When there are different assumptions on the objective function and the con­
straints, one can create different optimization problems. For the optimization prob­
lem of support vector machines, the constraints are linear, and the objective function 
is convex and quadratic and T = Rn. So it is a convex quadratic programming prob­
lem. The key idea of solving this problem is to construct a Lagrangian function based 
on the Lagrangian theory, which describes a way to characterize the solution of an 
optimization problem. The Lagrangian function incorporates both the information 
from the objective function and the constraints. The generalized Lagrangian function 
is defined as
k m
L(w, a, rj) := /(x) + w) + ^  ^ ( w ) ,  (3.2)
2 =  1 2 =  1
where the coefficients cq and rji are called the Lagrange multipliers. To simplify the 
notation, we write a  for (aq, . . . ,  a m). The expressions w, 77 have the similar meaning.
The optimization problem of support vector machines can be solved in an easier 
way via its dual formulation by constructing the corresponding Lagrange function. 
We will consider the cases of classification and regression separately.
3.2 .2  Support vector classification
The primal optimization problem for maximal margin classification is
minimize i | |w ||2 + §  $ X i£ o  
subject to ?/j((w, Xj) + b) > 1 — £j, for i = 1 , . . . ,  m.
(3.3)
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y y
X X
Figure 3.1: The e-insensitive band for one dimensional regression problem. Left: 
linear case. Right: nonlinear case.
Here i =  1 are the positive slack variables, which allow the margin con­
straints to be violated. So when the data are noisy, the overfitting problem can be 
avoided efficiently. Comparing with (1.16), the margin here is “soft” , so is
also called the ^-norm soft margin cost function. One can construct a similar opti­
mization problem based on other cost functions [16, 40]. Notice that in (3.3) we do 
not require & > 0 because if fi < 0, the first constraint will still hold and the op­
timal solution for (3.3) will coincide with the problem with the positivity constraint 
on Since we will use the soft margin cost function for our classification
experiments, we give the dual optimization formulation of (3.3) below:
where <5̂  is the Kronecker 6 defined to be 1 if i =  j  and 0 otherwise. Suppose a* is 
the solution for (3.4), the decision function is then given by
maximize Y i h  “  \  Zaj=i (fc(x»> x7-) +
subject to Y aLi ViOti =  1, (3.4)
Qi > 0, for i — 1 , . . . ,  m,
where b is chosen so that ^ /(x j)  =  1 — ot*/C for any i with a* /  0.
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3.2.3 Support vector regression
In the previous description, the support vector algorithm only applies to the case 
of classification. In fact, the idea of the support vector method, such as mapping 
training data nonlinearly into a higher dimensional kernel-introduced feature space 
and computing the hyperplane, is also a powerful technique for the case of regression 
[51, 16, 40].
For regression case, a so called “e-insensitive” support vector algorithm [51] is 
commonly used. For the “e-insensitive” support vector algorithm, a cost function 
that ignores errors within a certain distance of the true value is defined, aiming to 
find the hypothesis /(x )  with good generalization performance. Figure 3.1 shows 
examples of linear and nonlinear case where the one dimensional regression functions 
/ (x )  are in a e-tube. The variables £ measure the cost of the errors on the training 
points. These are zero for all the points inside the e-tube.
The (linear) e-insensitive cost function is defined by
c (y , / (x ) )=  |2/ — /(x ) |c
0 if \y -  /(x )l < e,
Iy — /(x ) | — e otherwise .
Similarly, one can define the quadratic e-insensitive cost function as
(3.5)
c(y./(x))= (3.6)
Apart from these standard cost functions, there are many other choices which can 
be used in support vector algorithms [40], such as the Polynomial cost function: 
c(y,f{x)) = y -  / (x ) |p, the Laplacian cost function: c(y, f(x)) =  \y -  /(x) |, and 
Huber’s cost function:
c(y,/(x))
T ^ ( y -  / ( x ))2 if Iy -  /(x) |  < /X, 
otherwise .
(3.7)
Figure 3.2 shows the form of the cost functions (3.5), (3.6) and (3.7) for zero and non­
zero e or p as a function of y — /(x ) . We will give the corresponding dual problems 
of (3.6) and (3.7) briefly below (see [40] for details).
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c  (y. I (x)) c  (y. I (x))
Figure 3.2: The cost functions for zero and non-zero e or r. Left: linear e-insensitive. 
Middle: quadratic e-insensitive. Right: Huber’s.
Quadratic e-insensitive cost
The dual problem which corresponds to the quadratic e-insensitive cost function (3.6) 
is
Suppose a  and d  are the solution of the dual problem. The regression hypothesis is
where b is chosen so that /(x ;) — ir = — e — (a^ — d*)/C for any i with 0 < (cq — dj).
H uber’s cost
For Huber’s cost function, the dual problem is
The corresponding threshold b of the regression hypothesis (3.9) is chosen so that 
f  (xj) -  Vi =  — (cq -  ÖLi)/C for any i with 0 < a*, dj < 1/C.
To make all these algorithms nonlinear, we only need to use k(xi,Xj) instead of
minimize \  YXj=i(Qi “  <*i)(Qj ~ j)((x i, xj) + ^ i j )  
~  £2=1 V i ( a i ~  Ö») +  € £ 2 l ( a i + <*»)> 
subject to 53j” i(Q* ~ «*) =  0,
Qi, di € [0, C] for i =  1 , . . . ,  m.
m
(3.8)
m
(3.9)
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(xj, Xj) in all the calculations, and the corresponding regression hypothesis /(x )  will 
become the hyperplane in the feature space defined by the kernel.
3.3  E xp erim en ts
As explained in Section 3.1, ARM A is the main model used for linear time series 
prediction. But the nonlinear case is much more powerful. It is difficult to solve the 
overfitting problem for the noisy case. As described in Sections 1.3 and 3.2, for support 
vector machines, slightly perturbing a training example with large margin will hardly 
change the hypothesis. Thus the overfitting problem can be controlled. Another 
feature of support vector machines is that the optimization problems are convex and 
hence have no local minimum. Such advantages distinguish support vector machines 
from other nonlinear algorithms, such as neural networks. We will demonstrate how 
the support vector algorithms can be employed to predict future values of a time 
series efficiently in this section.
We will apply support vector classification and regression for two time series 
prediction data sets. The first one is the Mackey Glass data, and the second one is a 
radio data set. The performance obtained in the example will be compared with the 
results of the AR model. All the experiments were performed using Matlab code.
In the experiments, we chose three different kernels. The first one is the simplest 
case, the input space kernel:
and the polynomial kernel
/c(xj, Xj) := ((X», Xj) + b)p .
The parameters were fixed as a2 =  0.75, b = 1, p = 2, and C = 106 unless otherwise 
specified.
k(xLl:Xj) := (xj, Xj).
The other two are the RBF kernel
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—  e=10
----- e=0.01
-----e=0.05
e=0.22
-B - AR model
0.018
0.016
0.014
o 0.012
o> 0.01
0.008
0.006
0.004
0.002
delay x
Figure 3.3: Test error versus delay r  for regression problem. The test error of 
SVR is much lower than that of AR as r  > 5, especially when r  = 17. Data set: 
Mackey-Glass. Kernel: polynomial. Cost function: quadratic e-insensitive. Noise: 
Gaussian.
3.3.1 T h e M ackey-G lass equation
In this section, we will consider the time series prediction by the support vector 
regression on a data set generated by the Mackey-Glass differential equation. This 
data set was at first proposed as a model for the production of white blood cells [29]. 
Since then, the prediction of future values of this time series have been considered by 
a number of researchers [26, 31].
The Mackey-Glass equation is of the form:
v'{t)
0.2 y(t — delay)
1 + y(t — delay)10 -  0.1 y(t).
To find the solution of this equation, we applied the MATLAB DDE23 solver1. The 
delay was set to be 17, the time step used was 0.1, initial condition x(0) =  1.2, and 
0 < t < 2000. (We assumed x(t) = 0 for t < 0). From the Mackey-Glass time series
A vailab le  at www.runet.edu/~thom pson/webddes/
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-----  original
-  -  AR
time
-----  original
-  -  SVR
time
Figure 3.4: Mackey-Glass time series from t = 1001 to 1600 (solid line), and r =  17 
step ahead prediction (dashed line). Top: AR model obtained via least square 
estimate. Bottom: support vector regression. (Data set: Mackey-Glass. Kernel: 
polynomial. Cost function: quadratic e-insensitive. Noise: Gaussian.)
x(t), we extracted 2000 input-output data pairs of the following format
{:r(£ — N ), x{t — N  + 1) , . . . ,  x(t  — 1); x(t  +  r)}.
We added noise to the first 800 pairs (training data set), which were used to train 
the SVM. The remaining 1200 pairs (test data set) were noiseless to measure the true 
estimate error of the regression hypothesis. The noise added to the training data was 
independent Gaussian noise with signal to noise ratio SNR = —20 log(0.15). We fixed 
the embedding dimension N  = 14 and chose 1 < r  < 25.
We performed support vector regression using two different cost functions: the 
quadratic e-insensitive cost function and Huber’s cost function. The test error i?test[/, S m] 
of the expected error /?(/, P) was obtained via the test data set based on the cor­
responding cost function used in the training. The test error results are shown in 
Tables 3.1, 3.2 and 3.3 for different noisy training set. As a comparison, we also 
performed prediction by using the AR model through the standard least square (LS) 
cost function. The results for AR models are also included in Tables 3.1, 3.2 and 3.3.
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time
time
Figure 3.5: Test error for r  = 17 step ahead prediction from t = 1001 to 1600. Top: 
AR model through lease square estimate. Bottom: support vector regression. (Data 
set: Mackey-Glass. Kernel: polynomial. Cost function: quadratic e-insensitive. 
Noise: Gaussian.)
For the noiseless case (Table 3.1), AR and SVR achieve similar results when we 
used the input space kernel as one would expect. But the hyperplane in the nonlinear 
kernel defined feature space outperforms the linear AR model for the 17-step and 
25-step ahead prediction. The RBF kernel performs extremely well in this case.
For the noisy case (Table 3.2 and 3.3), AR performance was a little better than 
SVR for the 1-step prediction, but much worse for 17-step predictions of the hy­
perplane in the nonlinear kernel defined feature space. This can also be seen clearly 
from Figure 3.3, where we used the polynomial kernel, the quadratic e-insensitive cost 
function for SVR, and the training data set with Gaussian noise. It shows that the 
maximal difference between the test error of SVR and the test error of AR appears at 
delay r  =  17. Notice that the delay was set to be 17 in the Mackey-Glass equation; 
SVR has captured some essential components of the real nonlinear time series model.
For the 17-step prediction, Figure 3.4 shows that the desired and predicted values 
of the test data (t = 1001 to 1600) are obviously different for AR model, but almost
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Cost function Quadratic cost Huber’s cost
model kernel 1 step 17 step 25 step 1 step 17 step 25 step
SVR
Input space 3 .9  x  1 0 - 7 0.0142 0.0148 3.7 x  i c r 7 0.0170 0.0183
RBF 3 . 7  x  i c r 7 4 .5  X 1 0 ~ 5 6 .7  x  1 0 ~ 5 3.9 x i c r 7 4 .8  x  u r 5 7.3 x n r 5
Polynomial 3.4 x n r 7 0.0009 0.0010 3.6 x n r 7 0.0009 0.0011
AR — 3 . 7  x i c r 7 0.0142 0.0148 — — —
Table 3.1: Test error on Mackey-Glass time series for noiseless training set. Three 
different delay: 1-step, 17-step and 25-step ahead prediction.
Cost function Quadratic cost Huber’s cost
model kernel 1 step 17 step 25 step 1 step 17 step 25 step
SVR
Input space 0.0036 0.0166 0.0212 0.0038 0.0179 0.0219
RBF 0.0045 0.0029 0.0131 0.0043 0.0027 0.0159
Polynomial 0.0047 0.0062 0.0158 0.0047 0.0062 0.0158
AR — 0.0021 0.0165 0.0199 — — —
Table 3.2: Test error on Mackey-Glass time series for training set with 15% Gaussian 
noise. Three different delay: 1-step, 17-step and 25-step ahead prediction.
the same for SVR. Figure 3.5 shows the prediction error separately.
We also observed that the test error curves are quite similar for different cost 
functions when the kernel is fixed (Table 3.2 and 3.3). Figure 3.6 shows the test 
error versus the delay r  of the quadratic e-insensitive cost function and Huber’s cost 
function for same polynomial kernel with degree p — 2. When the e =  0.05 and n = 1, 
these two algorithms have similar performance. It also shows that for a nonlinear time 
series, the maximal margin hyperplane in different kernel introduced feature spaces 
performances quite different (Table 3.2 and 3.3). W ith suitable choices of nonlinear 
kernels and parameters, the hyperplane can perform much better than the hyperplane 
in the input space, as well as other linear models, such as the AR model (see the test 
error of the input space kernel and AR in Tables 3.1, 3.2 and 3.3).
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Cost function Quadratic cost Huber’s cost
model kernel 1 step 17 step 25 step 1 step 17 step 25 step
SVR
Input space 0.0046 0.0166 0.0210 0.0046 0.0173 0.0216
RBF 0.0053 0.0053 0.0112 0.0059 0.0054 0.0125
Polynomial 0.0056 0.0062 0.0152 0.0055 0.0062 0.0152
AR — 0.0036 0.0166 0.0212 — — —
Table 3.3: Test error on Mackey-Glass time series for training set with 15% normal 
noise. Three different delay: 1-step, 17-step and 25-step ahead prediction.
However, there are some disadvantages of SVR. Firstly, the identification of the 
AR model took only a few seconds, while the SVR simulation took much longer. 
So it is wise to choose AR for linear prediction. Secondly, finding suitable kernels 
and suitable value of the parameters of the kernels is crucial. Different kernels and 
parameters can cause quite different performance. For example, in Figure 3.6, if the 
margin e =  0.46, the SVR is inferior to the AR model. The choice of suitable values 
in our experiments is mainly based on experience and experiments.
3.3.2 R adio signal
In this section, we will consider the time series prediction and classification using 
support vector classification on a complex data set from the Industrial Research Ltd, 
Lower Hutt, New Zealand2. This data set was achieved from the following experiment. 
In a closed room with area about 20 square meters, an antenna was fixed on the wall 
which generated a radio signal with fixed frequency. A receiver moving in the same 
room following a fixed route recorded the complex channel gain regularly. Thus a 
complex time series signal x(t) was obtained, and the modulus of the signal changes 
over time. Figure 3.7 (a) displays part of the complex signal (20 wavelengths), where 
the point (0, 0) is the origin.
If the signal is too weak to be received by a normal receiver (e.g., mobile phone)
2Thanks to Paul Teal for providing this data.
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- v -  e=0.05, quadratic
—  e=0.46, quadratic 
—#— H=1, Huber
—  |i=10-3, Huber 
- B -  AR model
delay x
Figure 3.6: Test error versus delay for two different cost functions with the same 
kernel. (Data set: Mackey-Glass. Kernel: polynomial. Cost function: quadratic 
e-insensitive and Huber’s. Noise: normal.)
when the modulus is lower than some threshold, it will be very useful if an alarm can 
be given a short time before the signal is lower than the threshold. Then the receiver 
or transmitter can adjust the frequency or power used to improve the received signal 
quality. Our aim in this experiment is to predict whether the signal will be lower 
than the threshold or not before it happens by using the support vector algorithms. 
Figure 3.7 (b) displays the modulus of the time series x(t) and the dashed lines are 
the thresholds A. For Ai =  0.001, the positive and the negative points are equal; and 
for A2 =  0.00049, the positive and negative points account for 80% and 20% of the 
total series.
From the time series x(t ) E C, we extracted the input-output data pairs of four 
formats, see Table 3.4. There are two formats of the input x t : the complex data 
series x t G €  or the real data series x* E R, and two formats of the output yp. the 
real (yt E R) or binary (yt E { — 1,1}) data series. For the prediction, we need to use 
corresponding algorithms based on the training sample’s format. That is, we used 
SVR when yt E C or yt E R, and used SVC when yt E { — 1,1}. We call the hypothesis
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(a) the complex time series signal
real part
Figure 3.7: The complex time series signal, (a): the complex signal (20 wavelengths), 
(b): the modulus of the time series signal from t — 1 to 1000 (solid line), and the 
threshold (dashed line): Ai =  0.001, A2 =  0.00049.
T ra in in g  d a t a  pair E s t im a t io n
in p u t  Xt o u t p u t  yt a lg o r i th m 3(x) h y p o th e s i s  / ( x )
(x( t  -  AT),. . . ,  x( t  — 1)), x t €  CN |x(t +  t ) I complex SVR 0(x) e  K / ( x )  =  sgn(5 (x) -  A)
(x( t  — N ) , . . . ,  x( t  — 1)), xt €  CN sgn(|x(t-(-T)| -  A) complex SVC ff(x) €  { ± 1 }
4II
( \ x ( t - N ) \ , . . . , \ x ( t -  1 ) | ) , x t 1 x( t  +  t )| SVR ff(x) €  R / ( x )  =  sgn(5 (x) -  A)
( |x(t — N ) \ , . . . , |x(t — 1)|), x t e E N sgn(|x(t -1- r) 1 -  A) SVC 0 (x) €  { ± 1 } II
Table 3.4: Four formats of the input-output signal pairs and hypothesis of corre­
sponding algorithms based on the radio data set.
from the algorithms as g(x), which is not a classification function for regression cases. 
Thus we need to convert g(x.) to the final pattern recognition hypothesis /(x )  as shown 
in Table 3.4. For each case in Table 3.4, we again used the input space kernel, the 
RBF kernel (with width 0.001 < a < 1) and the polynomial kernel. In order to 
be comparable, we chose t^-norm soft margin cost function for SVC, and quadratic 
e-insensitive cost function for SVR. We fixed the embedding dimension N — 15 and 
adjusted the delay 1 < r  < 25. The training sample size is 600 and the test data 
size is 400. Once the hypothesis /(x )  was found by the procedure, a prediction error 
-Rtest[/> Sm] °f the expected error /?(/, P) was obtained via the test data set by
Rtest[/, Sm] = —\{i : l < i < m and ylf { x l) < 0}|. 
m
For the complex SVC and complex SVR, we did the SVC or SVR on the real
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___ CSVC Pöly
_ _  CSVC <x1,x2>
-----CSVC RBF o2=0.5
- a -  AR
delay x
Figure 3.8: Test error versus delay r  for complex support vector classification. The 
estimation based on the polynomial kernel is the best for this time series.
and imaginary part of the training sample separately, achieved the corresponding 
coefficients as a ,  br , and /3, 6/. The weight vector is the sum of two parts: w r = 
aj(xRj  + *x /j) aRd w / = Y%Li ßj(x Rj + ixij)- The final hypothesis is then 
given as:
g(x) =  |(w,x) +  6| =  |(wÄ,x) +  bR +  <w/,x) +  6/|
= I(wÄ, x fl) + i (wR, X/) + 6/? + (w 7, X/?) + i{W/, x/) + fe/|,
where x/?, x /  are the real part and the imaginary part of x, i =
The test error versus the delay r  of complex SVC is shown in Figure 3.8. The 
estimate result using the polynomial kernel (solid line) achieved the lowest test error, 
the result using the input space kernel is in the middle, and the result using the RBF 
kernel turns to be the worst (nearly 50% test error). The solid line with square is the 
test error of AR model, which is 39.1%, while the test error of polynomial kernel is 
25.6% when the delay r  =  25.
In the next step, we compare four different conditions of the input-output sample 
(Table 3.4) of the polynomial kernel (see Figure 3.9). Although the test error are 
similar when the delay r  is small (r < 5), their difference is obvious as r  increases. 
We can conclude two points from this figure. Firstly, the prediction using complex
3.3. EXPERIMENTS 77
polynomial kernel
15 . 14%
12 .91%
-  -  CSVR, E = 0.05 POLY 
-E>- CSVC POLY 
----- SVR e=0.05 POLY
delay z
Figure 3.9: Comparison of the test error for CSVC, CSVR, SVC and SVR. The test 
error of CSVC is better than that of CSVR. The test error of SVC is better than 
that of SVR.
input is better than that using the real input, which of course make sense since one 
throws away information when going from complex data to real data. For case one 
and case two (xt 6 C v), the test error is lower than that of case three and four 
(x< 6 R n ). At some point, this difference is very big (see Figure 3.9). Secondly, 
the complex SVC’s estimation is better than the complex SVR’s estimation, and 
SVC’s estimation is better than the SVR’s estimation when the delay r  is large. For 
CSVR and SVR cases, we firstly solved a regression problem, achieved the regression 
hypothesis #(x), then we compared g(x) with the threshold A, and achieved the 
final classifier /(x )  (see Table 3.4). That is, we used the conditions in optimization 
problem of regression for a pattern recognition problem, and achieved worse results 
than CSVC and SVC. We conclude that the conditions in optimization problem of 
classification is more suitable for a pattern recognition problem.
All the results above in this experiment are based on the standard situation of 
equal classification problem, where the positive and negative class are both 50% of the 
total series (see Ai in Figure 3.7). For the sampling bias condition, where the positive 
and negative class account for 80% and 20% of the total series (see A2 =  0.00049 in 
Figure 3.7), we also compare all four conditions using the polynomial kernel, and get
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similar results as in Figure 3.9. The complex SVC still performs the best, but the 
difference between each condition is not as big as in Figure 3.9.
This experiment shows that support vector type learning algorithms are useful for 
complex valued time series prediction as well as for real valued time series. We also 
saw the advantage of using a nonlinear kernel for prediction of mobile radio signal 
strength -  a problem that to date has been largely studied standard using linear 
methods [45].
3.4  D iscu ss io n
We observed another interesting phenomenon in the experiment of the second data 
set for the comparison between SVR and AR. For the linear AR model, we chose the 
least square cost function. For the SVR, we chose the quadratic e-insensitive cost 
function where the margin e = 0. We increased C and observed the test error versus 
the embedding dimension N  for a fixed delay r  =  1. The experiments showed that 
SVR almost behaves the same as AR when C < 1010, but when C > 1010, SVR starts 
to behave different and the algorithm was broken when C > 1011 (see Figure 3.10).
In order to explain this phenomenon, let us analyze the SVR with the quadratic 
e-insensitive cost function again. In the e-insensitive cost functions, the effect of the 
non-zero e is to introduce an extra weight decay factor involving the dual parameters. 
It is shown in [16] that the solution of the optimization problem (3.8) when e =  0 is
where K  denotes the Gram matrix Kij = /c(xj, Xj) for «, j  =  1 , . . . ,  m, I the identity 
matrix, y = (y i , . . . ,  ym)T . The corresponding regression function is
where the vector k — (/c(xi, x ) , . . . ,  fc(xm, x)).
It can also be observed from (3.8) that as C —*■ oo and e = 0, the problem tends
(3.10)
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Figure 3.10: Test error versus embedding dimension N  for SVR (using quadratic 
e-insensitive cost function) and AR (using least square cost function) models. Fix 
delay t  — 1 and margin e = 0, adjust the parameter C. When C < 109, SVR 
and AR models have the same test error. When C > 1010, SVR starts to behave 
different from the AR model.
to be an unconstrained least squares. The regression function (3.10) then becomes
f ( x)  = y TK ~ ' k  + b. (3.11)
It is proved in [24] that the Gram matrix K  is positive semidefinite, and K  is 
non-singular iff the vectors x i , . . .  , x m are independent. If the input vectors x* (E X  
are from a d dimension real space and the sample size m > d (it is the case in our 
experiments), then x i , . . . ,  xm cannot be independent. Hence K  is a singular matrix 
and K ~ l does not exist. So, when one sets e = 0 and C —* oo, although the theoretical 
analysis shows that the quadratic e-insensitive cost function is consistent with the 
least square cost function, there has no solution to the corresponding optimization 
problem.
Furthermore, comparing (3.10) with (3.11), it can be seen that (3.10) makes the 
Gram matrix diagonal positive by adding the identity matrix when C is a positive 
finite real number. Because K  is positive semidefinite, the matrix K  + -^I is now
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positive definite and invertible, so the corresponding optimization problem can be 
solved. Taking account of numerical errors, the experimental result is consistent with 
this analysis.
C h ap te r  4
N orm -B ased  R egu lariza tion  of 
B oosting
In Chapter 1, we explained that the AdaBoost algorithm has been used with great 
success as a high-level learning procedure to obtain strong learners from weak learners. 
It has been shown that this is achieved by gradient descent on a cost function involving 
the margin of classification. Unfortunately, in the presence of noisy data or an overly 
complex function class, the algorithm tends to overfit.
In this chapter we address the problem by adding a regularization term to the over­
all cost function of AdaBoost. This approach provides a seamless connection between 
boosting and regularization networks such as support vector machines. Experimental 
evidence shows the feasibility of our method.
4.1 In trod u ction
The AdaBoost algorithm [19] can be viewed as a procedure for producing voted classi­
fiers which minimize the sample average of an exponential cost function of the training 
margins. Although AdaBoost is remarkably successful in practice, AdaBoost’s cost 
function often places too much emphasis on examples with large negative margins. 
Hence it can suffer from overfitting, particularly in high noise situations.
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For the problem of approximating a smooth function from sparse data, regular­
ization techniques [47, 48] impose constraints on the approximating set of functions. 
Rätsch et al.[33] shows that versions of AdaBoost modified to use regularization are 
more robust for noisy data. Mason et al. [30] discusses the problem of approximating 
a smoother function based on boosting algorithms and a regularization term was also 
suggested to be added to the original cost function.
There is a broad range of choices for the regularization term, including many of the 
popular generalized additive models used in some regularization networks [22]. Since 
the estimates of the target function in boosting algorithms are elements of an inner 
product space (see next section), one natural way is to construct the regularization 
term as a Hilbert space constraint [30, 55].
Since kernel methods have gained popularity recently in machine learning research 
such as support vector machines [51], regularization networks [22], or gaussian pro­
cesses [56], the regularization term can also be designed to be in a reproducing kernel 
Hilbert space (RKHS) [3].
In this chapter, we describe a class of algorithms (which we call NormBoost al­
gorithms) which minimize a regularized risk functional that includes an error term 
and a regularization term. Here the error term may be, for instance, the original 
AdaBoost cost function, and the regularization term is a function either defined in 
the Hilbert space of [30] or a RKHS. Like AdaBoost, NormBoost performs gradient 
descent so as to maximally reduce the regularized risk functional at each iteration. At 
the same time, due to the regularization term, NormBoost approximates a smoother 
function than AdaBoost. That is, instead of only considering the example data, it 
also takes account of the capacity of the classifier. We show that NormBoost achieves 
better generalization performance than AdaBoost in noisy situations.
A particular advantage of the RKHS based regularization is that we can appeal 
to the “representer theorem” (see Theorem 4.1) which allows us to conclude that the 
optimal linear combination of weak hypotheses can actually be written using only m 
terms (where m  is the number of examples). The significance of this is that it allows
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us to perform gradient descent in an m-dimensional space rather than effectively in 
an infinite dimensional one, as for the standard AdaBoost algorithm (for example). 
One would expect that this leads to faster convergence, and indeed we demonstrate 
a marked improvement in convergence rate.
4.2 B asic idea
4.2.1 T h e cost function
As explained in Chapter 1, the training of a learning machine commonly involves the 
empirical risk functional Remp[f, S m] which contains a cost function measuring the 
cost incurred for the training patterns. In this chapter, we only consider the pattern 
recognition problem. So we define the cost function a s c :  { — 1,1} x R - » R .  Next we 
display some suitable cost functions and their derivatives which will be used in the 
algorithms.
AdaBoost Cost Function The cost function of AdaBoost is
c(yii / ( x i ) )  = exp(—? / ; / ( X j ) ) .
The derivative of the AdaBoost cost function with respect to /  is
c'(?/i,/(xi)) = —yi exp(—yif(xi)).
(4.1)
(4.2)
Soft Margin Cost Function The soft margin cost function [6], is defined as
c(yi, /(x*)) = max(0,1 -  ytf{^i)) =
if ytf(x.i) > 1
1 -  yi f  (xj) otherwise . 
The derivative of the soft margin cost function with respect to /  is
0 if y*/(xt) > 1
(4.3)
c'ts/i,/(*»)) =
— 1 otherwise .
(4.4)
Logistic Cost Function The logistic cost function (cf. [25]) is defined as
c(yi, f(xi)) = ln(l + exp(-j/j/ ( x i))). (4.5)
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The derivative of the logistic cost function with respect to /  is
A m J M )  = - yiexp(- yif{xi)) (4.6)1
Squared Cost Function The squared cost function is just the cost function used 
in (1.6),
c(Vi, f(xi)) = ^(yt -  /(x i))2. (4.7)
The derivative of the squared cost function (4.7) with respect to /  is
c{yi, /(xj)) = -(yi -  f(xi)). (4.8)
The treatment of each of these cost functions in the framework we present is similar.
Since our main goal will be to study modifications of Remp[f, S'™] to the extent of 
adding regularization and smoothness terms, we will use the standard cost function of 
AdaBoost (4.1) in the experiments. Clearly, other cost functions such as the logistic 
cost (4.5) are also possible [54, 57].
4.2 .2  A H ilb ert space on  X m
Direct minimization of Ä em p [ / > S m ] may lead to bad generalization performance. 
Therefore we add a regularization term to the empirical risk. One possibility is 
to use the norm of /  in a Hilbert space, following [30]. These inner product space 
^2C?n, with
m
(/> 9)(X™ := Y  / ( x *)#(x *) (4-9)
i=l
was utilized. This is well defined for all real functions /, g on X.  Note that we only 
regard the inner product on the sample X'” rather than on the space of all possible 
observations X .
When minimizing -Remp[/) S m]i the Hilbert space norm
m
Wffe r : = { f J ) e r = Y , f 2(xi) (4.10)
1 =  1
can be used in a regularization term. This leads to our first regularized risk functional: 
i W / ,  Sm] := Remp[f, Sm] + A fl(||/||,r ) where A > 0. (4.11)
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Here, Q is a monotonically increasing function and A is the regularization constant. 
The aim is to find the function f  € span(^r) such that R reg[f] is minimized. The first 
term in (4.11) is enforcing closeness to the sample S m, and the second smoothness, 
while A balances the trade-off between goodness-of-fit (small Remp) and simplicity of 
the hypothesis (small U(||/||^x™)). A convenient choice for Q is
m  =  i-e., n d l / l ^ m )  =  i | | / | | f2r ■ (4.12)
4 .2 .3  R eproducing kernel H ilb ert spaces
A reproducing kernel Hilbert space (RKHS) Hk [3] is a Hilbert space of functions 
defined over some bounded domain X  with the property that, for each x € X,  the 
evaluation functionals Vx[/], defined as
Vx[/1 = /(x ) , V/ €
are linear, bounded functionals. The boundedness means that there exists a U € R+ 
such that
|V*[/]| = l/(x)| < t/ll/ll, V/ e H k .
It can be proved that for every RKHS, we can associate with Hk a positive definite 
function /c(x, y), which is called the reproducing kernel of Hk- The kernel of Hk has 
the following reproducing property:
/ ( x ) =  (/(•)» fc('> x ))wfci v /  € H k, Vx € X ,
where (•, denotes the inner product in H k , i-e. k is the representer of evaluation. 
Using the reproducing property of the kernel k we have
(fc(*, x ;)> fc(*, xj)>Wfc =  ^(x ii xj)- (4-13)
By using a RKHS, we can design our second regularized risk functional
R regU ] := Remplf, S m ] +  A f l  ( | |/ | |h ,.) where A >  0 . (4.14)
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Here, H is a monotonic increasing function, || • ||-^A denotes the corresponding RKHS 
norm,
II •  I I nk = yj < • ,  ‘)nk,
and A is the regularization constant as in (4.11).
4 .2 .4  R ep resen ter T heorem
It has been shown [27, 15] that for Remp of the form (1.5) (which measures the 
difference between the / (x j )  and y*), the minimizer of (4.14) can be written as
m
/(•) =  (4-15)
i=1
where k : X  x X  —* Y  is the kernel of the corresponding 7 On S m this implies 
f =  Kot , where the matrix K{j := fc(xj, Xj), the weight vector a 7 := (a i, c*2, • • •, a m), 
f =  ( / ( x i ) ,  • • •, / ( x m)). This result is known as the Representer Theorem [27].
More generally, for an arbitrary cost function, the following theorem was proved 
in [39].
Theorem 4.1 (Nonparametric Representer Theorem) Suppose 
we are given a RKHS H  with the positive definite real-valued kernel 
k : X  x X  —> R, a training set S'771, a strictly monotonic increasing real­
valued function ft on [0, oo], an arbitrary cost function c: (T x R )m xR m —*■ 
R+ U {oo}, a class of functions
T f e  Rx
oo 'j
/(*) =  &*(•’x*)’ A e R, x 2 6 T , | | / | |Hfc < oo > ,
A — 1 I
and T  the closure of T  in 7i. Then any f  E T  minimizing the regularized 
risk functional
i W / ,  S m] =  fiemp[/, Sm] +  m i/llw *) (4.16)
admits a representation of the form of (4.15).
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This theorem shows that for a large class of algorithms minimizing a sum of an 
empirical risk term and a regularization term in an RKHS, the optimal solution can 
be written as an expansion in terms of the training examples. The optimal function 
f opt in T  minimizing (4.14) can be written using only m  terms. For such an f opt, we 
have
ll/optllftfc — {fopt-, f opt )Hk  
m m
i = 1 j = 1
m m
Xz)’ xj )
i = i  j = \
m
=  a iC *i x 0 ? x j ) ) n k 
i , j =1
m
= ^  OiOjA:(xi, Xj) = ctr Kcx. (4-17)
i j = 1
Thus rather than dealing with all functions in the (possibly infinite dimensional) 
Hilbert space as in traditional boosting algorithms, all one has to do for RKHS 
algorithms is to find a finite set of parameters a* ( i  = 1 , . . . ,  m). Since the optimiza­
tion is within a lower dimensional space, we expect that the algorithm will converge 
much faster than standard boosting algorithms.
4.3  G ra d ie n t  d e sc e n t
4.3.1 B asic idea
This leads to the practical question of how minimizers of the regularized risk func­
tional can be obtained efficiently. One possibility to minimize (1.5) is gradient descent. 
Mason et al. [30] propose such an algorithm in function space.
This involves the computation of the gradient of Rreg[ f ,Sm] with respect to / ,  
represented in some space, and taking a descent step in the negative gradient direction 
to minimize the objective function Rregifi S m}. For instance the gradient could be
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computed with respect to the space of the coefficients (au ,. . ar)  or likewise with 
respect to which was introduced via the inner product (4.9). Further choices, 
such as a reproducing kernel Hilbert space are possible and much of the chapter will 
focus on the distinctions between the different spaces and their practical performance.
We use the gradient descent algorithm (Algorithm 1) to minimize the regularized 
risk functional RTeg [/, S m]. At each step we compute the gradient with respect to /  
or one of its parametric representations via a, take a step in the negative direction 
of the gradient, and repeat the procedure until convergence.
Algorithm 1 Gradient descent algorithm
Training data S'771, cost function c, regularizer Q(-), inner product (•,•),
tolerance e, step length A (unless line-search selected) 
for t := 0 to T  do
Compute g := V f R reg[f, S’7"]- 
if linesearch then
A = argmin7 R reg[f -  79. S e i­
end if 
/  -  /  -  Ay.
end for||V/i?reg[/5 S m]\\ < e
If we perform descent in the space of ot rather than / ,  we have to replace the 
derivatives in /  by the corresponding terms in a  and modify the update equations in 
/  accordingly.
Since a unit step in the direction of the negative gradient of Rreg[f] does not 
necessarily guarantee that R reg[f] will decrease, it is advantageous in many cases 
to perform a line-search in the direction of \7Rreg[f], i.e. seek the step size A such 
that Rreg [f — AVRreg[f]\ is minimized. One can obtain the approximately optimal 
step size A by, for instance, starting with an initial guess of an interval, and if no 
minimum can be found strictly inside the interval, doubling its size, (see, for example, 
[40] chapter 6.)
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4.3 .2  A  lower bound on Rreg[f, S'771]
Before we proceed with the actual implementation details we consider a suitable 
stopping rule. In this subsection, we will show that the size of the gradient is a good 
criterion to assess the quality of the current solution.
Special case
The following theorem gives a lower bound on Rreg[f, S'771] for the regularization term
a s « ( | | / | | )  =  i | | / | | 2.
Theorem  4.2 (Lower B ound on P rim a l O bjective Function) Denote 
by Remp[fi S’7”] a convex and differentiable functional on a Hilbert space 
H and consider the regularized risk functional
Rreg\fi s m] = Remp[f, Sm} +  AQ(||/||) where A > 0 (4.18)
Then for any / , A f  e H , and for D (||/||) =  A ||/||2,
R.egt/, s m\ -Rreg[/ -  Af,  Sm] <  ^ i|V R reg [/,S ml f .  (4.19)
P ro o f We start the proof in a more general way which will be useful to give a lower 
bound on Rreg[f, £ m] for the general regularization function i'l in Section 4.3.2. We 
assume that /  — A f  is the minimizer of Rreg[f, *S’Tn] since proving the inequality for 
the minimizer is sufficient. Since Remp is convex and differentiable we know that
Äempl/, Sm] -  Äempl/ ~ A/1 ^  <A /- VRempl/, S’”1]). (4.20)
Therefore we may bound f?reg[/, .S’7"] — Rreglf — A /, .S7"] by 
p( f .Af )  := Rres[f ,Sm) - R reg[ f - A f , S m}
= ßemP[/, S’"] -  Äemp[/ ~ Af]  + Afi(||/||) -  \ü( \ \ f  -  A /||)
< (A /, Vf?erap[/, 5 m]> + A (n(||/||) — f!( ||/  — A /ll)). (4.21)
This is in particular true for the minimization of ptf. Af )  with respect to Af.  This 
minimum satisfies
V a/ p ( / ,A /)  = 0
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and therefore
VRempI/.S” ] -  AVA/ f i ( | | / - A / | | )
=  Vfiemp[/, S m] + AH'dl/ -  A /ll) I =  °- (4'22)
Here we used
Va/ ( | | /  -  A /ll) =  VA/< / -  A /, /  -  A f ) i  
Va/ ( /  — A /, /  — A /)
2 (11/- A / l l )
/ - A /
I I / - A / l l  •
For the special case where Q (||/||) =  ^ ||/ | |2, we get
Q ' d l / - A / H )  H I / - A / l l -
From (4.22) we have
Vfiemp[/, S m] + A ||/ -  A /!  f  =  0.
So (4.21) is minimized by
A / = Vfien.pl/. S’"] + f
Substituting this back into the upper bound (4.21) on p(/, A /), also noticing that 
when ft( ||/ ||)  = y / | | 2,
V fireg[/, Sm] =  Vfiemp[/, S’"] + A/,
we have
P ( f ,  A /) < (V- e-mPAl/,5,n] +  /> ^en>p[/, S'"]) +  I  ( l l / l |2 -
=  ^  (IIfien.pl/, fim|H2 +  2A</, V fiemp[/, S’"]) + A2|| / | |2) 
= ^ | |V f i reg[ /,S ” ]||2.
fien.pl/, S’"] 
A
Inequality (4.19) is proved. I
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General cases
For general fl, matters are somewhat more delicate. We can rewrite (4.22) as
An'(ll/lll)imT = [/, Sm], where h := f  -  A /. (4.23)
This equation can be solved for
This leads to
Vflemp[/ ,S m]
W||V/?emp[/, Sm]|| ’
for some uj > 0.
\n\uj)  = C, where C =  ||VÄemP[/, Sm}\\.
(4.24)
If the function fl' : ]R+ —> R is invertible, the equation = £/A can be solved for
u) and we obtain
«=  (n')_1(CA).
Substituting uj back into (4.24), we achieve
f - A f  = h ( C \  Vfie.np[/,Sm]
This value of /  — A f  can then be used in a lower bound for Remp [/, S171]. At the 
same time, it also offers a cheap replacement for the line search strategy in the 
gradient descent algorithm, especially if the evaluation of Remp[f, Sm] is expensive in 
comparison to the other terms of the regularized risk functional. Finally note that 
these bounds are tight if the linearization of Remp[f, Sm] is exact. Therefore it makes 
an excellent stopping criterion.
4.3 .3  G radient descent in fu nction  space
Let us start with gradients in function space T . Here the regularized risk functionals 
are given by (4.11) and (4.14). There is a wide choice for the regularization operator Q. 
In the following gradient descent calculation and experiments, we choose fl(£) = ^ 2. 
Hence we have
1 m 1
Rreg[f] =  — J ^ c(yi, / ( x f)) + - £ 2,
771 Z
1=1
(4.25)
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We define
ßi : = —c'(yi,f(xi)),  i = 1 , . . m,  (4.26)
m
and the vector
ß T = ( ß l , ß 2 (4.27)
Thus the vector ß  can be computed from the cost function.
£^"1 Norm Boost
Consider the regularized risk functional (4.11) first. It can be expressed as
1 m A
Rreg[f] = ~  ^  C(^> / ( Xi)) + - ||/ | | |c m , (4.28)
2 =  1
where we still use (4.1) as the cost function. In this case, the gradient of the cost 
function is
Vfi?emp[/5 <S'm](x ) — ßi (4-29)
where f is the vector of the values of /  on X m as defined before. Equation (4.28) can 
be rewritten as:
Vfß reg( / ,5 m](x) = /3 + A/,
and we obtain the following update rules for / ,  given a step size A.
ft+i = / , - A ( /3 + A / ) .  (4.30)
For computational reasons we represent f  as a linear combination of functions in a 
finite dimensional space. With the expansion of /(x )  as in (1.26) the update rule for 
the weights becomes
OLt+i = a t -  A(F-1/3 + Aat), (4.31)
where the matrix := /j(x j). The inverse of F is required in (4.31). F may not 
be invertible, and it is also expensive to compute F -1/3, hence we do not use the 
gradient descent in function space for norm regularization.
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RKHS Norm Boost
Next we consider the regularized risk functional (4.14) with the regularizer term as in 
(4.25). The decision function is defined by (4.15). Combining with (1.5), the gradient 
of the regularized risk functional can be expressed as
V f Rreg[f\ = V ; ( i  £  c ( y / ( x ,)) +  ^ | |/ |&  J
m 1
= X c' (yi i f (x i))k (m>x i) + A/
tti
z = i
m
=  A M ' j X i )  +  A / .
2 =  1
We obtain the update rules for /:
m /  m m \
= XI x*) ~ A (X x*) +A X x>)) •
i=l Vi=l i=l /
Hence the update rule for the weights becomes
(4.32)
(4.33)
£*£+1 — (*t — A(/3 + Aa^). (4.34)
4.3 .4  G radient descent in coefficien t space
For comparison, consider the corresponding updates for gradient descent in coefficient 
space. We will describe the update rules for norm regularization and RKHS norm 
regularization separately. In order to compare easily, we use the same regularized risk 
functional, cost function, and function space as before.
Norm Boost
In the norm regularization as above, the gradient descent of the regularization 
functional is
V a f ireg[ / .S m] =  VQ ( A  /(**)) +
= FTß  + \ F TFa.  (4.35)
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Hence the update rule for the weights is
a t+i = ott -  AFr (/3 + XFat) (4.36)
RKHS Norm Boost
It is straightforward to see that in the case of RKHS Norm regularization as above, 
we obtain
V a iW /1  =  K ß  + XKoc (4.37)
ctt +1 =  oct — Aiv/3 — AXKctf (4.38)
In other words, the updates from (4.31) are multiplied by the kernel matrix K  to 
obtain the update rules in the coefficient space. This means that we are performing 
gradient descent in a space with respect to the metric given by K  rather than the 
Euclidean metric.
Other regularization operators
Beyond the function space based regularization functions, we may also use regular­
ization directly in coefficient space. The family of £p norms is particularly useful here. 
Next we show two examples in this case.
For H (/) := ^ ||a | | |  , the gradient of the regularized risk functional is
V a R reg[/, s m] = K (3 +  Aa. (4.39)
So the update rule is
ctt+i = oct -  A( Kß  +  Aa).
For H (/) := UaU^, the gradient of the regularized risk functional is
V a^reg[/, S m] = Kf3 + A sign (a). (4.40)
So the update rule is
ott+i =  a t ~ A( K ß +  A sign (a)).
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Regularization 5 II/11« 11/ 11« 2 ll/||2x™ Me,
Gradient in / a ( XVoltkcx Kcx
Ka
V a TKTKa — —
Gradient in a K n Ka\/OLT KOC K J K  a
Kr Ka 
V a TKTKa a sign ( a )
Table 4.1: Different regularization functionals and their gradients in function space 
and coefficient space.
Table 4.1 gives an overview of different regularization operators and their gradients 
in the RKHS inner product space.
4.4  E xp erim en ts
In order to compare the performance of NormBoost and AdaBoost, we study the 
performance of both algorithms on three artificial datasets. The main points we 
want to assess are the classification accuracy and the convergence speed. We use 
Rp[f  ] as the expected error of a combined classifier /  with respect to the probability 
distribution P  on Z  =  X  x { — 1,1}, and Ptest[/5 S m] as the estimate error of Rp[ f } 
which is the approximation of Rp[f  ] from the training set S m.
D atase t 1 The first dataset was generated in a two dimensional square L =  {x E 
R2 : Hx IUoo — !}• The true classification function to be learned was 1 when the 
points were in Lpositive = {(aq, X2) E R2 : x\ > £2}, and — 1 otherwise. For each 
trial a training sample S — {(xj, 2/i) } i of size 50 was generated with the x* 
drawn independently at random from a uniform distribution on L.
D atase t 2 The second dataset was generated by drawing d dimensional points uni­
formly from [—1, l]d, and using them as inputs to a map defined by a mixture 
of n Gaussian bumps with width chosen from a uniform distribution on the 
interval [0.1,1] and weights chosen from a uniform distribution on the interval 
[0,1]. Patterns were split into two classes.
D atase t 3 The third dataset is Banana, which is available at
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noise = 0% noise = 5%
0 0.25
noise = 10% noise = 20%
0 0.3
Figure 4.1: Test error versus A for NormBoost Algorithm (the short-dashed 
curves are ±1 standard deviation).
www.first.gmd. de/^raetsch/.
For both the first and second datasets, independent label noise of intensity 5%, 
10%, 15% and 20% was applied to the labels yi. Once a hypothesis /  was found by the 
procedure, an estimate error Rtestifi S'"1] of the expected error R(f ,  P ) was obtained 
via 10000 independently drawn test points. All of the experiments were repeated 
10 times with the examples randomly selected for training and test purposes. The 
results were then averaged over the 10 repeats.
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noise = 10%
----- AdaBoost: X = 0
I2 NormBoost: X  =  0.1 
-----I2 NormBoost: X  = 0.12
/  •
margin
Figure 4.2: The margin distribution for AdaBoost and NormBoost on noise training 
sets (see text).
4.4 .1  £ * ”' N orm B oost and A d aB oost
For all the experiments in NormBoost, axis-orthogonal hyperplanes (also called 
decision stumps) were produced by the weak learner.
Figure 4.1 (first dataset) shows the test error latest [A S m] versus the regularization 
parameter A with different noise levels. The A = 0 points show the test error of 
AdaBoost. With no noise, AdaBoost shows better performance than NormBoost. 
But when the training sample is noisy, the lowest test error (see Figure 4.1) is achieved 
at some A* > 0 instead of the original points. The stars in Figure 4.1 symbolize the 
test error of AdaBoost (with A = 0). We notice that there is a jump at A = 0 which 
will be discussed in Section 4.5.
Margin distribution graphs [37] are useful to analyze the experimental results. 
We know that a large positive margin can be interpreted as a “confident” correct 
classification. AdaBoost tends to increase the margins associated with examples and 
converge to a margin distribution in which most examples have large positive margins. 
Hence, AdaBoost can improve the generalization error of a classifier when there is no
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noise = 20%
------  >. =  0
• >. =  0.01
>. =  0.3
number of iterations t+1
Figure 4.3: Rreg versus the iteration time t for NormBoost Algorithm.
noise. But when there is noise in the training set, AdaBoost generates an overfitting 
classifier by trying to classify the noisy points with positive margins. In fact, in most 
cases, the boosting algorithm will modify the training sample distribution to force the 
learner to concentrate on its errors, and will thereby force the learner to concentrate 
on learning noisy examples.
The NormBoost algorithm, because of the balancing influence of the regularization 
term, tends to find a smoother classifier and converge to a margin distribution in which 
some examples may have negative margins.
Figure 4.2 (first dataset) shows the margin distributions after 10000 iterations 
for AdaBoost, NormBoost with A =  0.1, and £^'n NormBoost with A =  0.12, 
indicated by solid, dotted, and dashed lines, respectively. With noise, about 10% of 
the training data are classified incorrectly, while the margins of more than 75% of the 
points are bigger than those of AdaBoost.
The convergence of the regularized risk functional versus the iteration time t is
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noise = 20%
sigma = 0.02
• sigma = 0.05
*---sigma = 0.1 
---- sigma = 0.2
—  sigma = 0.5
—  sigma = 1.0
Figure 4.4: Test error versus A for RKHS NormBoost Algorithm. (Noise level = 
20% )
shown in Figure 4.3 (first dataset), where the curve for A =  0 depicts the Rreg of 
AdaBoost and the other curves depict that of £2 NormBoost with different A levels. 
Our observation is that the regularized risk functionals of £^’n NormBoost converge 
much faster than AdaBoost. Notice that the number of iterations is plotted on a log 
scale.
4.4 .2  R K H S N orm B oost and A d aB oost
For all the experiments on RKHS NormBoost, we chose Gaussian radial basis func­
tions with width a as the kernel function class, i.e.
= jx  exp ^ 2  ||x -  x z||2  ̂ , i = 1, . .  . , raj  , (4.41)
and ft ( /(a ))  := 5 l|/(a )|& fc.
Figure 4.4 and 4.5 (second dataset) show the test error as a function of A for 
a range of different kernel widths <j  and different noise levels. The regularization
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noise = 30%
sigma = 0.02
• sigma = 0.05
* sigma = 0.1
-  sigma = 0.2
—  sigma = 0.5
----  sigma = 1.0
Figure 4.5: Test error versus A for RKHS NormBoost Algorithm. (Noise level =
30%)
parameter A is plotted on a log scale. As expected, the curves have their lowest point 
at some A* > 0 for some appropriate values of a. Hence, there are two parameters 
that effectively influence the generalization performance of RKHS NormBoost: (A, a).
This observation leads us to consider the relationship between RKHS NormBoost 
and support vector machines. Support vector machines are linear classifiers that use 
the maximum margin hyperplane in a feature space also defined by a kernel function. 
Using the same notation X 'n, we can denote the hypothesis class implemented by 
support vector machines on X m with weight vector bounded by Rw\
m m m
F rw = \ x ^  x i): ^ 2 ' } T a i a j k (x i ,xJ) < > , (4.42)[  i=l i=l j= 1 J
where 0 < a* < C, for i = 1, . . . ,  m  and C 6 M.
Recalling the output of RKHS NormBoost is /(x ) =  YltLi a tk(x, Xt) and
m  m
\\f\\nk = ^ 2 ^ o c laJk {xi, x j ) < oo,
*=i j =i
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noise = 20%, sigma = 0.2 noise = 20%, sigma = 0.2
^  '  '
number of iterations t+1 number of iterations t+1
Figure 4.6: Rreg versus the iteration time t for RKHS NormBoost Algorithm. Left: 
Gradient in Function Space. Right: Gradient in Coefficient Space. Observe that for 
a noise level of 20%, a = 0.2, A = 0.05 gave the smallest test error (26%). For these 
values of a and A, the algorithm converged in only two steps.
by the definition of the RKHS. we find that RKHS NormBoost has the same hypoth­
esis class form (4.42) as support vector machines. The two parameters (C, cr) or (i/, cr) 
(see [16]) play important roles in support vector machines. Similarly the parameters 
(A, cr) effectively determine the character of an RKHS NormBoost algorithm.
The choice of parameterization will have an impact on the performance of the 
algorithm. Fixing the noise level (20%) and cr =  0.2, for different values of A on 
our second toy problem, Figure 4.6 (second dataset) graphs the convergence speed 
for both experiments: one gradient in the function space and another in the weight 
space. Notice that Rreg[f) converges in less than 100 iterations of RKHS NormBoost 
while R r e g [ f ]  is still decreasing after 1000 iterations for AdaBoost. We also observed 
that the gradient descent in function space is never slower (in terms of number of 
iterations) and is usually considerably faster. Furthermore it is computationally less 
expensive, also on a per-iteration basis.
In Figure 4.6, different curves correspond to different values of A from the long- 
dashed curve in Figure 4.4. In Figure 4.6, the long-dashed curve corresponds to
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Dimension is: 4. Sample size is: 200. Noise level is: 0.2.o is: 0.70711.
----- RKHS space
—  a space
® 0.31
Figure 4.7: Test error versus A. Solid curve: Gradient in Function Space. Dashed 
curve: Gradient in Coefficient Space.
the value A = 0.05 that achieves the minimum test error in Figure 4.4. For this 
“good” choice of A, RKHS NormBoost converged in only 3 steps when Rreg is defined 
using the gradient in function space and only 10 steps when Rreg is defined using the 
gradient in coefficient space.
The convergence properties of Rreg[f] are similar in the second and third datasets; 
see Figures 4.7, 4.8 (second dataset), 4.9 and 4.10 (third dataset). Gradient descent 
in the function space T  with respect to the Euclidean metric is smoother than in 
the weight space a  with respect to the metric given by the kernel matrix K.  The 
performance of the RKHS NormBoost shows up more clearly in Figure 4.9 and 4.10, 
where the results for the dataset BANANA are given. The results show that the 
performance of RKHS NormBoost is comparable to other learning algorithms for 
suitable choice of A and a . In this experiment, the lowest classification error achieved 
was 10.43% ± 0.47%, corresponding to A = 3 and o — 0.6.
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Dimension is: 4. Sample size is: 200. Noise level is: 0.2xr is: 0.70711.
-----  RKHS space, X  =  0.001.
—  a  space, X  = 0.001.
-----RKHS space, X = 0.005.
a  space, X  =  0.005.
• RKHS space, X  = 0.02. 
+ a  space, X  = 0.02.
1 0 2
number of iterations t+1
Figure 4.8: R r e g  versus the iteration time t + 1  for RKHS NormBoost Algo­
rithm. Gradient descent in the RKHS space with respect to the Euclidean metric is 
smoother than in the weight space a  with respect to the metric given by the kernel 
matrix K.  For the same A, they converge to the same point.
The experiments also show that the dimension and the sample size influence the 
convergence performance of Rreg[f]- Figure 4.11 shows that for low sample size, the 
convergence speed of Rreg[f] shows a big difference between the gradient in function 
space and in coefficient space for low dimensions, but it is hard to tell the difference 
for high dimension (dimension=8). On the other hand, if we increase the sample size, 
then the difference appears for high dimensions (see Figure 4.12).
4.5 D isc u ss io n
Both the experiments in " NormBoost and RKHS NormBoost show a significant 
improvement in the convergence speed, which is one benefit of the regularization term. 
We described the regularization term as a smoothness function in Section 4.2, where
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Averaged classification error on the test sets (in RKHS space)
0.14
0.12
-4 — 1
loglO(X)
Figure 4.9: Test error versus A.
one function is said to be smoother than another one within a class of functions if 
it oscillates less. If we look at the functions in the frequency domain, a function is 
said to be smoother than another one if it has less energy at high frequency. The 
high frequency content of a function can be measured by first high-pass filtering the 
function, and then measuring the power. This means tha t we compute the norm of 
the function after the high-pass filtering [22]. Hence, the minimizer of the regularized 
risk functional (4.11) has not only less cost on the training samples, but also less high 
frequency content. In the frequency domain, such an optimal point in function space 
is easier to find than another one with more high frequency content. Hence adding 
a regularization term leads to much faster convergence than the standard AdaBoost 
algorithm.
For the RKHS NormBoost, there is another im portant reason for such remarkably 
faster convergence speed. Based on Theorem 4.1, the optimal regularized risk func­
tional contains no more than m terms, where m is the sample size. This is normally
4.5. DISCUSSION 105
----- X  = 0.001 (RKHS space)
—  X  =  0.001 (a space)
X  = 0.01 (RKHS space)
X  =  0.01 (a space)
1 0 2
number of iterations t + 1
Figure 4.10: R r e g versus the iteration time t + 1 for RKHS NormBoost algorithm 
for BANANA dataset. Gradient descent in the RKHS space with respect to the 
Euclidean metric is smoother than in the weight space a  with respect to the metric 
given by the kernel matrix K.  For the same A, they converge to the same point.
much less than the number of iterations T  in standard boosting algorithms. Hence 
the search for the optimal combination need only be performed in an m-dimensional 
space instead of dealing with a possibly infinite dimensional space (see Figure 4.6).
A curious feature of the graphs in Figure 4.1 for non-zero noise levels is that there is 
a discontinuity at A = 0. Although as we have argued we need to regularize when there 
is noise, and thus want to set A > 0, it is an effect that cries out for an explanation. 
We conjecture that with no regularization the cost surface is rank degenerate and 
the gradient descent procedure implemented by the NormBoost algorithm essentially 
drifts around a subspace in directions where the gradient is zero. As soon as one 
sets A > 0, this degeneracy disappears. In numerical experiments we have found that 
setting A to even extremely small values (such as 10-12) suffices to bring the test 
error away from the point marked by a * in Figure 4.1.
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Dimension is: 4.
number of iterations t+1
Figure 4.11: Rreg versus the iteration time t . change the function dimension and 
keep the sample size fixed (sample size =  200).
4 .6  G e n e r a liz a t io n  p e rfo rm a n c e
Next we w ill analyze the generalization performance of two function classes in the 
space. We use C ) and V ) to denote two different function classes:
A(n,C) = j/; = ! > ( / ( ,  t s n , f t en,  M|,t <cj,
t 2( K V ) =  j / : = X > / (, T  || / || ,x~<rj,
where 7i  is the base classifier space. Suppose H/I^x™ < B  for all /  £ 7i, Oj > 0 for 
all i e R .  The following theorem shows that function classes T\{faH, C ) and JF2(71, V) 
can be bounded by each other i f  we add a condition on the inner product (fa, f j ) ^ Tn-
Theorem 4.3 Given m  points x i, G X , T x(H,C) and ? 2(H, V)
are defined as above. Suppose (fa, f j ) ^ m >  ß2 for all distinct fa, fa in 7i,
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Sample size is: 200.
Sample size is: 1000.
Sample size is: 2000.
----  RKHS space
---- a space
----  RKHS space
---- a  space
----  RKHS space
---- a space
number of iterations t+1
Figure 4.12: Rreg versus the iteration time t. Change the sample size and keep the 
function dimension fixed (dimension = 8).
where ß > 0. Then the relationship between these two function classes is:
Ti  (H, C)  C T 2 {H, B C ) ,  (4.43)
and
Ti(H, V)  C T i  (n ,  . (4.44)
P ro o f  P a r t  A: to prove the inequality (4.43). From the definition of the inner 
product, we have
1 m
II/I&- = </>/> = - E / 2(x-)
i=l
m (  T T
= ™ IZ ai f A x i)
i=1 \ j =1 k=1
T  T  f  m \
= I] J2 a i a O  -  H
7=1 fc=l \  i = l  /
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T  T
=  aj a k (fj i fk)  •
J=1 fc=l
(4.45)
Since | | < H for all /i G 7d, we can get:
1 m 1
(/j> /*>#"* = ~ Y 1  < — ('m B2) =  •
2=1
Also noticing that ||o ||̂ t < C holds for the /  G T\{fH, C), (4.45) can be written as 
ll/!lf2r  < B 2 ( e E “j“*) = B 2 ( e ^ )  S ß2C2
\ j = 1 k = l  J \ j = 1 /
Hence, (4.43) is proved.
Part B: to prove the inequality (4.44). For the function /  G JF2(7 ,̂ V), we have 
||/||^x™ < V. Combining with equation (4.45), we get
T  T
v 2 > \\f\\%™ = ^ a ^ i f j J k ) .
j = 1 k=  1
Using the condition (/*, fj)x.m > ß 2 , we have
v"2 > ß 2 J 2 J 2 aöak = ß 2 = /?2imi2t-
j = i  *=1 v ^ 1 /
Hence, ||q:||̂ t < ^  holds, which implies (4.44). I
From Theorem 4.3, we can see that if ß  = 1, i.e. Vi, j ,  (fo, fj)ggrn = 1, T\  =  JF2 holds. 
In fact, the condition ß  > 0 is a very strong assumption which means that all the 
base function /* are similar on the sample.
If we apply Theorem 4.3 with the theorem in [37], we obtain the following upper 
bound on the generalization error.
Corollary 4.4 Let P(x, y ) be a distribution over X  x { — 1 ,1}, and let 
S m be a sample of m  examples chosen independently at random according 
to P(x, y). Suppose the base-classifier space T  has VC-dimension d, and 
let 5 > 0. Assume that m > d > 1 , / G J F 2 where JF2 is defined as in 
Theorem 4.3 and (/*, fj)exm > ß2 where ß  > 0. Then with probability at
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least 1 —6 over the random choice of the training set S m, every weighted 
average function /  satisfies the following bound for all 7 > 0:
fip[/]<^mp[/,sm] + o
f  / rfK2log2(m/ri) log(l/<?)
1 Y m ß 272 m
(4 .46)
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C h ap te r  5
D iscussion and  C onclusions
5.1 Sum m ary
The thesis consists three main parts. We will summarize them separately in this 
section.
Firstly, we have derived a simplified bound on the covering number of support 
vector machines based on the result in [59]. This bound is qualitatively different from 
those that follow from VC theory. It proves that the kernel has a direct influence 
on the covering numbers. By an example, we have also shown that the bound can 
be considerably smaller than existing results that did not take account of the kernel. 
Furthermore, there is an important variable in the bound, which is named as the 
“effective dimension” of the decision function class. The “effective dimension” can 
be considered analogous to existing “scale-sensitive” dimensions, such as the fat- 
shattering dimension follows from VC theory. The difference is that it explicitly 
depends on the kernel, thus illustrating the character of kernel expansions clearly. 
For a smooth kernel, the “effective dimension” is small, thus leads to better bounds 
on generalization performance. This coincides with the idea that a smoother kernel 
should somehow reduce the capacity of the learning machine.
In the second part, we applied support vector algorithms to two time series pre­
diction problems. The experiment results show good performance. For the mobile
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radio signal prediction, which is normally solved by linear methods, support vector 
algorithms also showed strong performance when some nonlinear kernels were used.
Thirdly, following the successful application of kernel methods in support vector 
algorithms, we applied this technique to boosting methods. The popular AdaBoost 
algorithm, which minimizes the sample average of an exponential cost function of the 
training margins, suffers from overfitting in high noise situations. We have developed 
some new algorithms, collectively named NormBoost, by adding a regularization term 
to the standard AdaBoost algorithm. NormBoost approximates smoother functions 
than AdaBoost. Especially, we designed a RKHS NormBoost, where a function de­
fined in a reproducing kernel Hilbert space (RKHS) is chosen as the regularization 
term. A particular advantage of the RKHS based regularization is that the optimal 
linear combination of weak hypotheses can actually be written using only m terms, 
where m is the number of examples. Thus we need only perform gradient descent in an 
m-dimensional space rather than effectively in an infinite dimensional one, as for the 
standard AdaBoost algorithm. This leads to a much faster convergence. Experimen­
tal results have demonstrated that these algorithms generally outperform AdaBoost 
with a marked improvement in convergence rate.
5.2 Further work
Based on the thesis, there are a number of open problems and suggestions for future 
research, which are listed below:
Model selection of support vector machines The new bound we presented for 
the covering numbers of support vector machines is directly in terms of the eigenvalues 
of the integral operator induced by the kernel. In our example, we used Gaussian 
radial basis function as kernels, and achieved the corresponding bound of the covering 
numbers of the system. The result shows that the width of the kernel influences the 
covering number. When the width increases, the kernels are smoother, thus the 
covering number bound decreases. Since the main result shows that changing kernels
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can affect the capacity of the function class, and gives the relationship between kernels 
and the capacity, it seems likely that one can select the suitable model order by using 
the parameterized family of kernel functions.
Support vector classification and regression in complex space For the ex­
periments of time series prediction in the complex space, we performed SVC or SVR 
on the real and imaginary part of the training sample separately. Although the 
experimental results show good performance of the support vector algorithms with 
nonlinear kernels, there is probability to use other suitable cost functions, such as 
functions which are directly defined in the complex space. The choices for cost func­
tions in complex valued time series prediction problem is an open problem.
About Norm Boost As a combined classification algorithm, NormBoost perfor­
mances better than normal boosting algorithms. Theorem 1.12 gives the generaliza­
tion error bound of combined classifiers. How to provide tight bound of NormBoost 
is an important problem.
The main idea of NormBoost algorithm is to add in a regularization term defined 
in an inner product space. This opens up the possibility of applying NormBoost to 
many other machine learning problems.
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