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ABSTRACT 
An investigation of the properties of certain tandem queueing 
systems (systems consisting of a number of processing facilities 
which perform their functions in sequence and bet\\·esn which waiting 
lines can occur) is presented in this study. A generalized tandem 
queueing simulator is developed and the results of the simulations 
for two systems are discussed. The two systems simulated are 
1) exponentially distributed interarrival times and normally 
distributed service times and 2) normally distributed interarrival 
times and service times. 
The properties of these systems are compared with those of two 
other systems whose properties are known theoretically and are shown 
to be significantly different. Graphical presentations enable the 
reader to determine the properties of these sys terns over, th.e normal 
range of system parameters. 
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I. INTRODUCTION 
·•.·• 
One of the most frequently observed modes of operation in 
industrial processing is the sequential processing line. It i~·. 
encountered in manufncturing, assembly, repair, ins·,ection an,i 
many other operations. In most cases, this. type: nf processing, 
11 ne includes both servicing f aci li ties anrl in-prr.cess s toragP.. 
;:.1.1,,cras in which 1 terns being processed spend varying amounts of 
tin1e:. Since the i terns must sometimes wait befor~ entering the 
·.n=ext servicing faci.lity, these syst~ms can be considered to pe 
·a series of qµ_eu_ei;1g. (waiting line) systems 
context, a ·tandem. qu~:uei rig sz:stem will be defined. to be. a ·_s.e·rJe·s of 
seve.:tal indiv:tdual ~·tn· · )llS which perform, p,·1r:.iti:ons ir1 a specific= 
s·equence and. l11 :wh1,:ct1 qu·eues (waiting lines) :r.t.;'t _1't~rrni t ted to .form· " 
between successive stations. 
Investigations into these systems ai;e need"1(J fqr at .. le.as-.t ~.rree 
r.er1--$'0ilff: First, tandem queueing sys terns do ex:··., t. and are numerous. 
Second, no general formulations of their properties have b~en 
determined. Fin.ally, those formulations whi.:h do exist apply only 
to very specia.li±zed systems (viz. Poisson arrival rate with 
exponentially dis:·tributed service times and constant arrival rate 
1-.,'# with constant service times) both of which are infrequently encount-: 
.___;.. 
ered in realistic systems. 
Recognizing the inherent difficulties of complet,~Iy general 
investigations and the lack of applicability of th~ above-mentioned 
· systems, it w~s decided to concentrate the investigation in the 
'- . 
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3 • . 
areas of arrival and service distributions which ~re more frequently 
encountered in practice - normally distributed service times and 
normally or exponentially distributed interarrival times (times 
between ar~ivals). 'Ib.e explanation of the choice of these distri-
butions will be discussed in Chapter III. 
It is the purpose of this thesis, therefore, to investigate the 
properties of tandem queueing systems with normally distributed 
service times and normally or exponentially distributed interarrival 
times. 
l. •• Since there have been no previous quantitative investigations 
into the area of this thesis, the tandem queueing system model has 
... been designed to be less complex than real production line ,systems. 
This is necessary in order to reduce the interaction of factors 
which would tend to obscure the true relationships between the 
parameters under study. . The reader is advised, therefore, to 
exercise caution in attempting to apply the results presented herein 
without verifying that the assumptions of the model are applicable 
to the case in question. The addition of complicating factors, to 
more nearly approximate actual production condition, would be a 
logical extension which could be built upon the results of this 
study. 
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4. 
I-I. BACKGROUND i 
' 
". 
Queueing theory has its origins in the work of A. K. Erlang 
(in the 1910's) who developed methods for handling telephone network 
· congestion problemso Since that time, queueing theory has been 
extended in many djrections to consider various arr ... al and service 
distributions, queue disciplines, priori ties, etc. Hr>Wever, almost 
•11 of the queuejng investigations have dealt with elther single 
. . 
stations or multiple stations in parallel. To date, there have been 
very few studies, analytical or empirical, of tandem queues. 
One of the first studies was.made by G. :·a. O'Brien (17)', in 19·~~--, 
investigating the length distribution and expected waiting time for 
a two-s cation tandem system with Poisson arrivals a d exponential 
service times·. Two-and three-station problems were further studied 
by R. -R.: P. Jackson (7) and G. C. Hunt (6) for several input and 
:·queue. len-gth restrictions. Associated investigations of the output 
dfs . tributions of Poisson - exponential queues were mR.rle by Burke -(:3), 
.:Reich. (19'). and Finch (5) . 
. . . . . . . . . ,, 
1 
AI! of the abovementioned studies have dealt \\1th the M/M/T 
s 
~Ystem. This system, with the impli~d restrlctions of infinite 
·allciwable queue length, first~come, first-serve (FCFS) queue 
1. See footnote 1. on next page. 
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discipline e.ild a 2 •,P u ~ : ization factor less than unity, has yielded 
well to an~lysis L0 ause it has the very " '. fortun~te property that 
the in terdeparture j ntervals (the times betwAen one departure and 
tb~ next) from each station are exponentially distributed. Since 
the departure process from one station becomes th~ arrival process to 
the next station., this tandem system can be decomposed into a series 
of M/M/1 systems, each of which is independent and has the same arri-
val rate. S.ince the steady state properties >1 the M/M/1 system 
are well known, the properties of the M/M/Ts system can easily be 
determined. It is an unfortunate fact, however, that this elegantly 
simple system has ve.cy little application to realistic situations 
(8). 
The only other tandem queueing sys tern which has been described 
a.11:.ilytically is the I/D/T . 
s 
This cas~ is relatively trivial since, 
\ 
l·.. This notation was de,·tsed by D. G. Kendall (9) - arrival 
distribution/servic ! listribution/number of servers: 
M - Exponential (Markovian) distribution 
D - ConstanL (deterministic) distribution 
Ek Erlang distribution 
G - General alstribution 
GI General independent distribution 
S - Number of servers in parallel 
To. this notation, the following have been added for use in 
this paper: 
T - s stations in tandem 
N8 - normal distribution 
' 2. The utilizatior :::t<'.t"lr (p) is the ratio of thf: mean arrival rate 
., to the mean ser '1ce rate. For equilibrium, 0 ~ p <.1. 
' ·" 
~ ' . . 
. .. 
.. --·- ~ t/ :· · ... :.: ~.'. .... ~-~-·~ \':; 1:·.·}1~; ... ;~{~~¥,.i·i.·¢;~~~i&ii~;v1_);.~;,:;;:~:/./;,: · .. 
:'--'} 
.. ~. 
~-' 
.. 
6. 
• 
for p less than unity, the output distribution is the same as the 
arrival distribution and no waiting occurs at any station. 
Observing that exponential and constant distributions are both 
special cases of the Erlang distribution (Ek) - E1 and E00 , respectively 
-(10) - the intuitive speculation occurs that an Ek/Ei(l system might 
yield a departure process which is Ek. However, E. Reich (19) has 
proven that an E2/E2/l system does not yield departures which are 
E2 distributed. Reich further proves that, for a M/G/1 system, 
successive interdeparture intervals are independent in the limit 
only if t·he service distribution is exponential (viz. WM/1). This 
was confirmed by Finch (5) by an independent method. Finch also 
proved that if the queue size is restricted, then successive departure 
intervals are not independent in the limit even when the service time· 
is exponential. 
If the departure intervals are not !~dependent, the departure 
distribution from the first station (the arrival distribution to the 
next station) will be a function of the number of items in the first 
queue. This, in turn, causes the departure distribution of the 
second station to be a function of the number of items in the first 
and second queues. In general, this means that the departure distri-
bution of each station is dependent on the number of items in each 
of the previous statio~s. This interdependence greatly complicates 
the functional relationships.between elements of the system. 
Although these statements do not necessarily eliminate the possi-
bility of reasonably simple analytic expres~tons for the J)roperties 
of tandem queueing systems other than M/M/T8 , they do indicate 
. '. 
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7. 
· that the prospects are not encouraging. 
.~ 
r 
'. 
Throughout the literature of queueing theory, little mention is 
\ 
made of normally distributed service times. Although the presence 
of these distributions has been recognized by some authors involved 
ih queueing applications (2), (11), (18), no attempts have been made 
to utilize them in the development of theoretical queueing models. 
the incentive for research into the use of this service distribution . 
.,; arises from the fact that performance times for many production 
tasks - both manual and semi-automatic - are distributed normally 
. (1), (16). In addition, the properties of queues with normal service 
time distributions are significantly different from those with 
•- ! 
constant or exponential distributions, yet there is no body of in.f.or-
· ...... .. 
mation, either analytic or empirical, to describe them. ,. 
Before an analysis of the properties of a tandem queueing 
system can be made, the properties of the single station queue must 
be ascert§;ined. Morse (14) has indicated a generalized approach to -~ . 
the analytic solution of single station queueing systems. This 
... fr 
approach requires the determination.of expressions for the cumulative 
distributions for arrivals and services. From these expressions, 
the probabilities of the number of arrivals or departures in a time 
interval can be determined. The state probabilities (the probab-
ili ties that there are a specific number of i terns in the system) 
can then be written and solved for steady state. The queue prop-
erties may then be determined. If the output distribution can be 
described, it may then be possible to describe. the properties of 
the next station. 
• • • .. ,·•••-·•~•" ~- .... , •• n _ _._,_,--.--M-----:---·-----.. -;~•• . ' - '·· -·~., .-. -. • · ·',, ,... -:-,, • •, ----, • '•. I • •· •. 
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8. 
,· ·.' 1 
Unfortunately, however, the cumulative normal distribution 
. ¢@not be described by an algebraic equation. In addition, the 
lnterdeparture intervals are not independent. These facts, there-
fore, eliminate the possibility of using this methodology as a 
· strictly analytic approach. 
It is also possible to approximate the normal service time 
·distributions by other distributions whose queueing properties~are 
better known. Approximation by an exponential distribution is not 
likely to yield good results because of the inherent differences 
. 
in their shapes and the equality of the mean and standard deviation 
of the exponential distribution. In similar fashion, approximation 
by a constant service is not likely to be acceptable unless the 
standard deviation of the normal distributicn is near zero. The 
Erlang distribution hold·s somewhat better promise of a reasonable 
,? ., 
approximation si-nce the shapes of the two distributions are similar 
""'·· 
and, by proper selection of parameters, a reasonably good fit may 
be obtained. However, no analytic approach to tandem queues with 
Erlang distributions has been found in the literature (probably due 
to the difficulty of describing the output distribution), so that 
this approximation still does not lead to a reasonable analytic 
solution. 
'nle difficulties of analytic solutions to complex queueing 
systems, such as the one just described, is aptly summarized by 
Jackson and Adelman: "On perusing the 11 terature, it soon becomes 
. .,) 
obvious that only the relatively simple problems in queueing theory 
'·• 
, . 
' . ~ 
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9 •. 
are likely to yield usable solutions-by analytic methods. The 
, 
complexity of many of these solutions is such as to frighten off 
even the most intrepid applied scientists from attempting to analyse 
. " 
the involved systems that occur in practice by these means. (8) 
It was decided, therefore, that-the method of solution which 
offered the best possibility of yielding' meaningful results was 
simulation. Using a simple model in a computer simulation program, 
it would be possible to describe the properties of the tandem queue-
ing system and to determine the significant factors affecting its 
operation. A simple model was chosen in order to avoid the masking 
effect that the inclusion of all effects would introduce.· This 
simplification is justified· by K. D. , Tocher becaus~ ." .•• a knowlege 
I . 
of·," the solution to a simplified version of a~ problem can be of great 
assistance to an operational research worker, in that it very often 
enables him to qbtain quick estimates of the correct values of the 
parameters he is investigating, and the functional dependence of 
the behavior of the system on these parameters." (22) 
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Ill. DEVELOPMENT OF THE MODEL 
.. Description 
f. 
The tandem queueing mdd-el utilized in this study is shown in 
' ' 
Figure 1. The following list enumerates the parameters of this 
system: 
S - the service station, 1 = 1, 2, ... ,k :i .. 
:Qi - the waiting line immediately preceeding the i th station 
IAT - the mean·interarrival time 
- the mean arrival rate= 1/IAT 
SDA - the stand: .. rd deviation of the interarrival times 
ST1 - the mean service time at the 1th station· 
µ1 - the mean service rate at the 1th station - l/ST1 
SD1 the standard deviation of the service times at the 
'i th station 
-l 
• .!.'•• ~ 
th' the utilization factor at the 11./µ,1 ST1/IAT P1 
- i station 
- -
·r 
In this mo?el, arriving items enter Q1 and wait until s1 releases 
' ' the item currently being served. As soon as s1 _ is empty, it accepts 
the next ite~. After being serviced, an item immediately joins the 
queue of the next station. 1b.is procedure continues until the item 
has been serviced by all k stations. All items which enter the 
system must remain in the.system and be serviced in sequence. '4' 
' Assumptions 
The assumptions specified for this model are:. ' 
. 
.. 1. ·single channel, k-station tandem queueing system • 
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2. No intermediate entries into or exits from the system.· 
3. Infinite queues permitted to form between all stations. 
4. Items being serviced are homogeneous. 
5. First-cane, first-serve queue discipline. 
6. The service time distributions at all stations are 
identical normal distributions. 
7. The coefficient of variation (ratio of the standard 
deviation to the mean) for the normal distributions 
is.relatively small. 
8. Interarrival times are either normally or exponentially 
distributed. 
9. The utilization factor is less than uni t:y· ... 
"'~ . '' ' 
10. Downtime is small enough to be either neglected or included 
in the service time without appreciably changing its 
distribution. 
11. 'lbere are no priorities. 
The assumption of infinite allowable queue length is, of course, 
unrealistic; in all production processes, there is some physical 
limit to the storage capacity.between stations. However, placing 
restrictions on the maximum queue length would introduce an inter-
ference effect (that is, a full queue would force the previous 
station to shut down for lack of a place to store finished items) 
which would modify the service time distribution and the state 
probabilities. Without queue length restrictions, however, it is 
possible to determine the state probabilities and from this to 
' ,I 
• 
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,. •. 
-
ascertain the probability of the queue exceeding any specified length. 
ln many industrial applications, it is reasonable to assume 
that the 1 tems being serviced will ··be drawn from Q. homogeneous 
population and, therefore, will be indistinguishable from one 
another. Within a homogeneous population, the expected service times 
' ' will be the same for all items. In this context, the FCFS queue 
discipline becomes very general. That is to say, that since the 
service times are not a function of the particular item being served, 
this ·'discipline yields the same queue properties as random selection, 
last-come, first-serve, or any other ·non-service time depen~ent 
discipline. 
All service time distributions have been assumed identical to 
reduce the complexity of analysis and difficulty of assigning effects 
to the many possible combinations of station parameters which would 
res.ult from permitting variations. This assumption is not partic-
ularly unrealistic, however, since in many sequential processing 
a, 
lines, the amount of work to be performed is frequently adjusted so 
~ 
that the mean processing times for all stations are nearly equal. 
The equality of variances assumption is more severe and would present 
· an interesting area for future investigation. 
An assumption found wfrequently in the field of time study and 
wage incentives is that the performance times are distributed norm-
.ally for both manual and semi-autanatic operations •. Barnes (1) 
further states that the ratio of the slowest to the fastest times 
seldom exceeds ~.25. If these extremes are considered to be the 
' . : .. , .. " .. 
.,.: ' 
' 
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14. 
+· 3· (SD~ ~ ~rnits_:. 6~ :t··he service time, the following result is 
-
hbtained: 
ST + 3 can) ·< 2.25. (ST - 3(SD)) 
-
CVS= ST/SD< .128 
-
where CVS is the coefficient of variation of the service time. 
Two arrival distributions are considered for this model -
exponential and nor1nal. Al though these two distributions by no 
means exhaust the possible arrival distributions, they are typical 
" 
of a large number of cases. Examples of how each might arise are 
.Presented below. 
If the arrivals are independently distributed random occurrences, 
t.he interarrival times will be exponentially distributed. · This is 
n:ot a particularly ( '):·)unon phenomenon in production situations but 
it might be a fair approximation if inputs are received from a large 
number of different sources. A specific case in which exponential 
arrivals would arise is shown in Figure 2. For processes which are 
operating in equilibrium and for which the percent defective is small, 
the rejection rate tends to have a Poisson distribution (23) which 
yields exponentially distributed times between rejections. If the 
rejection ,r,ate from the inspection station is 'A, then the inter-.... 
I 1.. .. .). 
arrival distribution to the tandem repair line is exponential with 
mean 
If a processing facility with normal service times were supplied 
from a saturated source (i.e., a source which is never empty), its 
interdeparture distribution would be identical with the service 
\ 
I. 
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16. 
distribution. This would generate normally distributed· arrivals to 
subsequent processing stations. 
The assumption of a utilization factor less than unity is 
required· in order to assure that the queues may attair. equilibrium. 
For p greater than unity, the queue 'length would increase without 
·bound. 
Properties 
' 
Under equilibrium conditions, the following properties are of 
interest and, therefore, should be provided by the· model: 
·, 
P1 (Jl): - the state probabilities; the probability th;at n items ·· ·. 
are in the ith sub-system3 • 
P (n > N) - fhij p_robability that there are i - ' N ·o.-r· more i terns 
itt the sub-system. 
·th 
·the me·an iitiritber of items in the i · -- · ·w·a1 ting line. 
th 
- the mean time spent by the items in the i sub-system. 
th W - the mean time spent by the items in the i waiting line. qi 
. ' th 
- the proportion of time that the i station is idle. 
3.. The sub-system is de:.f~ned as a· station and the wai t~ng line iDDnediately preceding_ t. 
' ' 
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' If the P (n) can Le determined, the remaining properties can l:e· 
computed in the following manner: 
co 
P1 (a 2: N) - L P1 (n) for all 1. 
n=N 
(X) co 
J; L nP (~) L nP 1 (n) for all • • J - - i ti .. l i .; 
n=O n=l 
·t. = Li: .. ,~ .l x (prob. that there are any items i'it- the., i th 
qi sub-system) 
""·~. Li. -- .:t x (1-P1{0)) =. Lf .. - 1 + Pi (O) for a1J. i. 
• • .•1 
.W.1 .. '.'.· . ::;: L 1-A .:;:::. L ... ::,e:: ·{I \.T) f·or ,al.1 i . 
4 
:1· :'. ,· t . ·. . . 
-- t . ·!rt . L X (IAT) fo ... r.·. aii. 
. -91 •. . qi 
11 - ~i. ·(CJ) ··f.o~ al 1 i .. 
·-. ... . . . . 
.. -.· .. 
• 
' 
i ... 4 .. 
! -· . . 
. 4: .J. n C. Little (13) has shown that the relationship L = AW holds 
·~ 
:! n L sentir.lly J.l ~ .;, .. ses where equilibrium has been attained and ·~ 
h:1Ik1.ng or re11eging uo not occur. 
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I\ 
IV. ·mE COMPUTER SIMtn..ATION 
The computer simulation model used in this study was_ a modified 
and considerably expanded version of the variable time increment 
,,·.p .. t:, model· developed by Naylor, et. al. (15). In this mo,. tel, time is 
treated as a continuous variable so that changes in the queueing 
.,.,{ 
,,, .• ,iii. •. , .• ·-~·J'I' 
'. 
system occur only at specific events (i.e .. , arrivals, beginnings 
of service, departures). All of the assumptions of the previous 
<'hapter have been i ;1corporated. The program was w1 L tten in the 
FORTRAN IV language and the simulations were run on the IBM 1130 
computer system with magnetic disk file. 
In order to make the simulator as general as t,ossible, the 
. -,. . ..
arrival and service distributions were written as subroutines so 
that any distributions could, at the user's option, be specified. 
'·,,i.· 
Another significant qes:t~n feature of the simulator was the seg-
mentation of tlle t:artlein :queue,ing system into a ·series of single 
. #~·.--
.. •. ;.., 
... station sub-systems. This segmentation was made possible through 
,. I 
the use of the magn, ~ c disk file. Its use greatly reduced the 
requirements for core storage and significantly simplified the 
programming. 
Figure 3 of Appendix I is a flowchart of the major operations 
in the simulation program. At the first station, the interarrival 
times are generated by the arrival sub-routine and the interdeparture 
times are sequentially recorded on the disk file. For subsequent 
stations, these interdeparture times are supplied, in the same order 
as recorded, as interarrival times to the next station. This 
-~· 
~ 
' \ 
) 
•j 
·, 
,,. 
--1111111----111111111----------------------
···~ 
,. 
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technique permits the specification of any number of stations with-
,.out affecting the size of the program (the run time, of course, is 
incre·ased for a larger number of stat.ions). 
Figure 4 of Appendix I is a complete flowchart of the simulation 
program. The symbols used are: 
.. AT - the elapsed time of the simulation wnen. an arrival occurs. 
IAT - the interarrival time. 
DT the ·elapsed time of the simulation when a departure occurs. 
a IDT the interdeparture time. ; ... 1 
. _•,•.°"- ,,. 
RUNTI - the total run ·time of the s.imulation. 
N - the number of items in the sub-system. 
T(N) - the length of time the sub-system is in state 
SIT - server idle time. 
the service tiwe. 
N. 
DIFMX - the maximum difference between the two cumulative state 
probability distributions being compared. 
CRKS - the critical value, of ·Kolmogorov-Smirnov statfsti.c'~-
ETSS - the elapsed time to reach steady s+-ate. 
Periodically, the sub-system is tes .. ted for steady state 
~ {t.>tanch X-Y). The steady state condition is tested by pe:Pfonning 
·a Kolmogorov-Smirnov two sample test, at a 0.10 level of signific-
ance, on the distributions of the state probabilities over two 
sequential time periods. The simulation is not considered to be 
stable until this test will not reject the hypothesis (H
0 ) that 
the samples are from the same distribution (i.e., if DIFMX < CRKS, 
I' 
' .. ,-, ' ... - -··· ·- . 
... ; ,'..'" ;,~·.,_.; .... " '. -.. 
I 
l 
!. 
f.:i 
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'II 
c;1:o not reJect H0 , steady state has occurred). 
The IDT's are stored on Files 1 and 2 for odd and even stationr., 
respectively. This permits the selection of IAT's from one file and 
the recording of the IDT' s on the other simultaneously a:dd -without 
interference. 
RUNT! is :l.ni tialized as a very large number but is revised, at 
the beginning of steady state at the first station, to three times 
the value of AT at that time. The simulation is then continued ~ 
:untll RUNTI is reached, at which time the output from the progri..m is 
p.rinted (branch C-D). The next station paramet ~rs are then read in 
:and the entire process is repeated for the next station except that 
Ru~·rr remains at its first station value. If, at an'(, subsequent 
time, AT exceeds RUNTI before steady state is attained, the simulh 
t :fun. -1 ~- terminated. 
Ba::;en on prelin,inary trials, a system of five stations was chos~. 
,·. 
.lf·nc~ l t was observed that very 11 ttle change in queue properties 
occurred .1fter the fifth & ... 2.tion. 
Forty-two simulatio~s were run for the N/N/T5 system for 
· utilization factors (p) of 0.1, 0.3, 0.5, 0.7, 0.8, 0.9 and 0.95 
and for coP.ffjcients of variation of service (CVS) equal to 0.1 and 
0.2 and of interarrival time (CVA) equal to 0.1, 0.2 and 0.3. Four-
teen simulations were also run for the M/N/T5 system for the same 
values of p and CVS (the CVA for exponential interarrival times 
is always 1.0). Four simulations of the M/M/T5 system were also run 
to t-1st the.simulation program since theoritical values are availabl, 
for this sys.tern. 
·.;_ ... -~·-
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All of the above simulations were run with a mean IAT of 1. O. 
:several addi tioilal tests we1·e run for larger values of mean IAT to 
determine the effect, if any, of this parameter. 
Run times varied from 40 minutes to 2! hours per simulation. 
The simulation program utilized approximately 6500 words of core 
storage and 90,000 words of disk storage. 
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'·' 
V. DISCUSSION OF RESULTS 
The first simulation runs were for the M;M l' system. The mean 
5 
IAT was held constant and the mean service time was varied to yield 
values for the utilization factor of 0.1, 0.3, 0.5 and 0.7. The 
purpose of thess simulations was to test the validity of the simL.ia-· 
tion program by comparing the results to theoretical values for thi< 
system. The probability that there will be . n i terns in the sub-
system· and the mean number of items in the sub-system are (20): 
: a.nd L == p / ( 1 - p )' ,. 
'!'he results of the simulations are shown in Appendix II. It 
can be s,~en that the simulation values are very close to the theor-
:e·tic.al values in all cases. With this assurance that the simulat· ,r 
··w·as functioning properly, the simulations of the M/N/T5 and N/N/T5 
systems were begun. 
The M/N/T5 simulations were run for five stations at p = 0.1, 
·0.3, 0.5, 0.7, 0.8, 0.9 and 0.95 with CVS =. 0.1 and 0.2. The mean 
IAT was held constant at 1 ·• o. The results of ~.these simulations ar'3 A• 
shown in Appendix III. In Figure ·7 it can·be seen that the mean 
number in the sub-system is always highest for the first station (1
1
) 
and· drops off sharply to a lower level which decreases very little 
.; for subsequent stations. A formula for L in an M/G/1 system was 
developed hy Kendall (10): 
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L ="A./µ,·+ 
23. 
variance (t) + (1/µ) 2 
(2/\) (1/A. - 1/µ,) 
~-
where variance (t) is the variance of the service time distribution~ 
Using the notation of this paper and simplifying yields: 
+ 
p 2 (1 + cvs2> 
2 (1 - p) 
These theoretical values for the first station are indicated by x's. 
The values of L1 are very nearly the same for CVS = 0.1 and 0.2. 
This is to be expected since the contribution of cvs2 is small for ( 
these values. However, for station~ 2 and following, there is a 
marked difference in the Li for differences in CVS, the higher 
service variance yielding larger Li's. An empirical formula, similar 
to the one for L1 , was found for the subsequent stations, viz: 
p2 (1 + cvs2> 
2 (1 - p) 
• 
Table I of Appendix III shows the appropriate values for Ki and the 
mean square error of the simulated data for this value of Ki. 
The probabilities of N or more in the sub-system, P(n ~ N) 
were plotted for all values of p investigated (Figures. 8 through 
14). From these curves, it is possible to determine a reasonable 
in-process storage space as follows. On the vertical axis, select 
the maximum proportion -of time that the inventory space can be 
permitted to overflow. Projecting this value horizontally until it 
intersects the appropriate station curve yields the desired in-process f" -·-·· 
-. 
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inventory on the horizontal axis. 1, 1-
Several generalities can be observed from these graphs. First 
Pi (n 2: 1) = p for all p and all stations. This implies that the 
probability that the station is empty 
P (O) - 1 - p. 
i 
. ' \. -
Second, at the first station, the curves are essentially the 
same for CVS= 0.1 and 0.2. That is, P1 (n ~ N) is insensitive to 
the service time vari .. apce within the range used in this study. 
Third, P1 (n ~ N) drops sharply from station 1 to station 2 .bu:t 
. only slightly thereafter. This drop is greater for large values o.f I 
p • 
. Finally, Pi (n ~ N) for i ~ 2 is always smaller for CVS= 0.1 
than for CVS - 0.2. This difference is also greater for large values 
of p. 
·'r.he N/N/T simulations were run for five stations at ·p = 0.1., 
Q~,3 ,.: -0.5, 0.7, o.s, 0.9, 0.95 and for CVA = 0.1, 0.2, 0.3 and 
CVS = 0.1, O. 2. The mean IAT was held constant at 1. o. 
The mean number in the sub-system, Li' are shown in Figures 15 
through 20. It can be seen that L1 is lower for the N/N/T system, 
.. 
in all cases, than for the M/N/T system (Figure 7). This is due to 
the fact that the CVA for the M/N/T system is much larger (=1.0). 
,· 
It can also be seen that for p ~ 0.5, Li= p for all stations. 
Further, increases in CVA and/or CVS cause L1 to increase. In general, 
.. ,., . the larger the combined v~riations of interarrival and service times, 
, .. ..._ __ 
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the larger L1 will be. Another significant observation is that for 
CVA/CVS > .1~ 11 decreases for subsequent stations; for CVA/CVS ~ 1, 
Li does not vary between stations; and for CVA/CVS < 1, L1 increases 
for subsequent stations. 
P.(n > N) is plotted as a function·of pin Figures 21 through 3~. 1 -
. T."si.ng the procedure described previously, the in-process storage spa~: 
capact ty can be determined .. 
The following generalizations can b~ observed from these graphs. 
First, P1 (n 2: 1) = p for all p and all stations, which implies tliat: 
the probability that the station is empty, P1 (0) = 1 - p. 
Second, for the same value of p, the Pi (n > N), for .N ·> 1, are 
·aiw:ays lower for the ~-T ~IT system than for the M/N/T system. 
Third., P (n > N) is increased by increases in CVA and/:or- CVS· 
-i -
and th¢ amount ·of t·he increase is greater for large values of ·p: ._ 
Fourth, P. (n > N) is essentially the same at all stations. f0r· l -
p. :S O .-5. However, for p > 0. 5, _the P 1 (n 2: N) for subsequent s tat:i:·on:s 
tends -to increase for CVA/CVS < 1 and tends to decrease for CVA/CVS -> l ~ 
-
:s·everal runs were made for both the M/N/T and N/N/T systems for 
mean IAT' s of 2. 0 and 5. 0. The properties were completely unchanged 
except for the waiting :times w1 and Wqi which varied in direct 
proportion to IAT. 
The elapsed time for a simulation to reach the steady state 
:c_ondition (ETSS) varied considerably and was dependent upon the values 
of p, CVA and CVS. The ETSS is measured most meaningfully in terms 
the number of arrivals before steady state is reached rather than 
elapsed time. However, in this investigation, the mean arrival rate 
,., 
26. 
is always equal to l. 0 arrivals per unit time and, therefore, ETSS 
is the same in both uni ts. The range of ETSS values varied from 
1000 (the first time in the simulation t:1at the s ~eady · state test 
was performed) to 90_00 (limited by the cC;mputer). The ETSS increc:1.sed: 
as p approached un.ity'. This yielded lengths of simulations frdin 
3000 to 27,000. In a few qae.es steady state coul,' not be attained 
wj thin the ·requirements of:. ·tl:)e Kolmogorov--,Smt·rp.r:·. test. In these six 
.. c a~tes (p -:- 0 . 9 and O . 9 5 ~ C-VS - 0 • 1 and O. 2 for .. = iT and p = 0 . 9 5 , 
dvA .-.... 0 .. :3 ·and o. 2, '; .. 
.. -.. . . . . 
-
... 
.. ~ -
.··• - O. 2 for N/N/T), t'he s i :n1~ la tions were 
repeated for a sr>ecified length of run (20,000 fer M/N/T and 15,000 
...... 
:for N/N/T). The re~ul ts of these runs were consj stent with the 
.results of the runs which did'achieve steady state and were, there-
tc;>"re, included in the graphs of the results. 
A comparison of the properties of the M/M/T, D!D/T, M/N/T and 
N/N/T systems is shown in Figures ,32 and 33. The comparison is :m_adJ~ 
for p = 0.9, CVA -~ 0.2 and CVS = 0.2. .The points which can be compiit1r9 
theoretically are indicated by x's. It can be readily seen that··t"he, 
remaining points are significantly different from those which are 
computable •. 
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VI •. CONCLUSIONS AND RECOMMENDATIONS 
FOR FURTHER STUDY 
1) The properties of M/N/T and N/N/T tandem queueing systems 
.,;< are significantly different from either M/M/T or D/D/T systems (the 
only ones for which theoretical results are available). Both of the 
properties, L1 , the mean number.in the sub-system, and Pi (n 2: N), 
the probability of Nor more in the sub-system, have the following 
hierarchy of magnitude with respect to these four tandem queueing 
systems: 
Property in M/M/T > 
Property in M/N/T > 
-
Property in N/N/T > 
-
Prope~ty in D/D/T. · 
2) In al:l .c.:ases investigated, the probability ··that the service 
station is icl:,le ,. :P.
0
. . . 1 ... p • 
3) In both the M/.N/T· and N/N/T systems with all other parameters 
held constant, Li and ~i :{n· 2: N) are increased by an increase in any 
of· th.e following: 
p ~"· CVA or. CVS. 
4) The larger the combined variation of int~rarrival and service 
times (CVA and CVS), the larger both Li and P 1 (n 2: N) will be. This 
effect is greater for larger values of ·p. 
5). Li and Pi (n ~ N) are unchanged by changes in mean ar .. fival 
' I• • 
rate for constant p. 
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, 
...... 
\;~ 
6) For the M/N/T system, Li and Pi(n ~ N) decrease sharply from 
the first to the second station but very little thereafter. The 
amount of this decrease is greater for larger values of p. 
7) For the M/N/T system,_Li and Pi (n 2: N) are insensitive to 
CVS at the first station. 
8) For the M/N/T system, 
p2(1 + CVS2) 
2 (1 - p) 
Values of Ki are shown ~n Table 1. 
9) For the N/N/T system, 
• 
(at all station:~ 
for .p < 0.5 and 
-
'pi(l)~p 
Pi (n) ~ 0 for n = 2.3, ..• ) 
· 10) For the N/N/T system (and also for the M/N/T system since 
CVA = 1) '"' Li and Pi (n ,2: N) decrease for subsequent stations when 
CVA/CVS > 1 and increase for subs.equent statioi1.:> when CVA/CVS < 1. 
For CVA/CVS near unity, 11 ttle change is observed in Li or Pi (n > N) 
~commendations for Further Study· 
The extension of this study should first be directed toward 
determining the effect of other service distributions on the prop-
I. 
erties of the tandem 'queuei':r1g system. Both gamma and beta distri-. 
,, 
,., 
butions are frequently encountered in /this type of application and 
should be considered . 
. In addition,. a relaxation of certain of the assumptions of the 
model would increase the applicability of the model to practical 
• ·-• ·-----,-.-... _,,..,..., ........ -, ...... ~· ... ..--• .,.,., • ••·•-. • •,-•---.,•--. •··~·-· ·•··-·•-r,.-_,_,, .. _,._, •,••>•- •• ••,·••-•• •' -• •·•• •- ·-·•-••~•-•-•- ~···•·••• •-
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,situations~ In particular, the assumption of equal variances at all 
stations sh°c)uld be modified to 'determine its effect. '"The present 
I ' 
,i_ - . 
investigation has shown a definite interrelationship between the 
properties of the tandem queueing systems and the coefficients of 
variation of the interarrival time and the service time. An attempt 
should be made to determine whether an analytical or empirical 
relationship can be formulated. 
' All of these extensions could utilize the general model and 
} 
si~ulation program developed with only very slight modifications • 
... 
•.i'' 
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APPENDIX I 
SIMULATION FLOWGRAPHS 
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APPENDIX V 
SAMPLE COMPARISON 
OF RESULTS 
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