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1
1 Introduction
Recently Connes [1] has proposed a definition of spectral triples, which is
supposed to extend the notion of the Riemannian geometry to a noncom-
mutative setup. This could be a natural geometrical framework for theories
of fundamental interactions and gravity at a small distance scale and possi-
bly it could open a way towards quantum gravity.
One of the promising applications to fundamental particle physics is an at-
tempt to explain the particle content and interaction pattern in the Standard
Model. In the spectral triple in question the finite algebra M3(C) ⊕H ⊕ C
plays the significant role. Here we shall not discuss this particular physical
application. 1.
In this paper we derive the general structure of 0-dimensional spectral
triples and of the Dirac operator for complex and real semisimple algebras.
Moreover, assuming that such algebras are Hopf algebras we discuss possible
symmetry structures. As examples we present Cn commutative algebra with
discrete group structure as well as group algebras, particularly CS3 for the
permutation group S3.
2 Complex Spectral Triples
Let A be a finite dimensional semi-simple algebra2 over the field of complex
numbers C. Such an algebra is isomorphic to Mn1(C) ⊕ · · · ⊕Mnk(C) for
some non-zero integers n1, . . . nk (see [4], pp.29-36).
A spectral triple for a finite algebra means a finite Hilbert spaceH, a faithful
representation π : A → B(H) over the field C, a reality structure J , such
that J is an antilinear isometry of H, J2 = 1 and π0 = J ◦ π∗ ◦ J is a
representation of the opposite algebra A0, which commutes with π:
[π0(a), π(b)] = 0, ∀a, b ∈ A
We assume that there exists a grading γ ∈ B(H), such that γ∗ = γ, γ2 = 1,
Jγ = γJ , γπ(a) = π(a)γ and γ is equal to π(c) for some Hochschild cocycle
c ∈ Z0(A,A⊗A0).
We begin with some simple observations.
1For a detailed discussion of the Standard Model spectral triple see our forthcoming
paper [2].
2
C
∗ algebras are semisimple, thus we consider only them. Of course, nonsemisimple
algebras (grassman variables, for instance) may also appear in physical models. Whether
one can successfully construct a corresponding theory for them remains an interesting
problem.
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Observation 1. H is a bimodule over A. If ξ ∈ H then we have: aξ =
π(a)ξ and ξa = π0(a)ξ.
We can now use the structure of the finite algebra A to learn more about
the Hilbert space of the spectral triple.
Lemma 1. Let Pi be the element of A with identity matrix in the i-th entry
and zeroes elsewhere. Let Hij be PiHPj . Then H is a direct sum of all Hij:
H =
⊕
i,j
Hij
and if for every a ∈ A we denote Pia (= aPi) as ai we have:
(aξ)ij = aiξij, (ξa)ij = ξijaj
The proof is a simple calculation and we skip it.
Lemma 2. The Hilbert subspace Hij has the following form:
Hij = C
ni ⊗ Crij ⊗ Cnj
where rij are some integers, rij ≥ 0. We take Hij = 0 iff rij = 0. An
element a acts on Hij from the left as ai ⊗ 1 ⊗ 1 and from the right as
1⊗ 1⊗ aTj , where T denotes the matrix transposition.
From the previous lemma we know that Hij is the representation space for
Mni(C) and for the opposite algebra of Mnj (C). Because these representa-
tions commute, the structure of Hij must have the above form.
Lemma 3. The grading operator γ is ±1 when restricted to the subspace
Hij.
Proof: Since γ commutes both with the elements of A and J , and is self-
adjoint, we conclude that it also commutes with the right multiplication on
H:
a(γξ)b = γ(aξb)
Hence, γHij ⊂ Hij. When restricted to Hij, γ is an isometry, which com-
mutes with the left multiplication by matrices from Mni(C) and right mul-
tiplication by matrices from Mnj (C). Therefore it must be of the form:
γij : Hij → Hij, γ = 1ni ⊗ Γij ⊗ 1nj ,
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where Γij is an arbitrary self-adjoint matrix, such that Γ
2
ij = 1 acting on
C
rij . However, if we take into account that γ is an image of a Hochschild
cocycle, i.e., there exists an element c of A⊗A0 such that π(c) = γ, we see
that Γij must be proportional to the identity matrix, so it leaves only the
possibility for +1 or −1.
Lemma 4. The reality J maps Hij onto Hji, therefore rij must be equal to
rji.
Proof. Let us take ξ ∈ Hij. There exists v ∈ H such that ξ = PivPj . Next,
calculate Jξ, writing all expressions carefully:
Jξ = JPivPj = Jπ(Pi) (Jπ(Pj)J) v =
= (JPiJ)Pj(Jv) = Pj(Jv)Pi ∈ Hji
Of course, since J2 = id we must have rij = rji so that the dimensions of
both Hilbert spaces are equal.
Observation 2. If we denote by γij the sign of the grading on Hij then
γij = γji.
This is a trivial consequence of the commutation relation [J, γ] = 0.
We can now introduce qij = rijγij , which, later on, turns out to be the
intersection form for our spectral triple. So far, we know that qij is a sym-
metric matrix with integer entries.
Lemma 5. There exists a basis of Hij ,Hji of the form Hij ∋ v = vi⊗vij⊗vj
such that
Jv = vj ⊗ vji ⊗ vi ∈ Hji. (1)
Proof: We begin with the i 6= j case. First of all, let us fix an orthonormal
basis of the spaces Hij and Hji of the form e1 ⊗ e2 ⊗ e3 and define J˜ as an
antilinear isometry operator, which exchanges the first and the third element
of the tensor product:
J˜(e1 ⊗ e2 ⊗ e3) = e3 ⊗ e2 ⊗ e1
Then J˜ satisfies all the axioms for the spectral triple, i.e., J˜2 = 1 and
a0 = J˜a†J˜ .
Next, observe that J ◦ J˜ is a linear invertible map, such that:
J ◦ J˜a = aJ ◦ J˜
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and
J ◦ J˜a0 = a0J ◦ J˜
We prove only the first of the two:
J ◦ J˜a = J ◦ J˜aJ˜2 = J(a†)0J˜ =
= J2aJ ◦ J˜ = aJ ◦ J˜ .
Therefore J ◦J˜ commutes both with the left and the right multiplication, so
it has to be of the form: 1⊗ l˜⊗1, where l˜ is a linear isometry l : Crij → Crji .
Thus J = (1⊗ l˜−1 ⊗ 1) ◦ J˜ and the only possible nontrivial part of J comes
from l˜.
In the last step we have to consider the cases j = i and j 6= i separately.
The latter one is simpler, we just chose any orthonormal basis es of C
rij
(same as in the definition of J˜) and then l˜−1es constitutes a basis of Crji .
Take as vij just the vectors of the chosen basis and vji their image under
l˜−1. Then the property (1) follows immediately.
A more subtle situation occurs in the i = j case. Here, however, we can use
another simple argument. Take v ∈ Crii . Then either l˜−1v is proportional
to v or is linearly independent from it. In the latter case it is sufficient to
consider vii to be v+ l˜
−1v and i(v− l˜−1v). In the first case l˜−1v = eiφv and
then e
iφ
2 v will do as vii. Since our space is finite dimensional and l is an
isometry we can carry on with this procedure until we find a complete basis
of Hii satisfying our requirement.
2.1 The Dirac operator
Up to this point we have constructed the basic geometry of a finite spectral
triple and in the next step we shall introduce the Dirac operator, which gives
the differential and metric structures.
The Dirac operator D of a finite spectral triple is a self-adjoint linear op-
erator on H, which commutes with J : DJ = JD, anticommutes with γ:
Dγ = −γD and satisfies the following relation:[
[D,π(a)], π0(b)
]
= 0, ∀a, b ∈ A. (2)
Observation 3. Let Dij,kl = PijDPkl, where Pij is the projection operator
on Hij : (Pijv = PivPj ). Then the following is true:
1. Dij,kl : Hkl → Hij is a linear map, which is zero unless γijγkl < 0 (i.e.,
they are of opposite sign)
2. D†ij,kl = Dkl,ij. This follows easily from the requirement D = D
†.
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3. Dij,kl = JDji,lkJ . This follows from the relation [D,J ] = 0 and J
2 =
id . If we choose the basis of the spaces Hij so that the operator J has a
preferred form Jv = ±v, the above condition can be simplified to Dij,kl =
D∗ji,lk, where ∗ means the complex conjugation of matrix elements of Dji,lk
in the preferred basis.
The strongest restriction for the Dirac operator follows from the commu-
tation property (2).
Lemma 6. The Dirac operator component Dij,kl vanishes unless i = k or
j = l. In either of these cases D must commute with the corresponding
action of the A or A0, respectively.
Proof: Let us rewrite the condition (2) for v ∈ Hkl:
Dij,kl(akvbl)− aiDij,kl(vbl)− (Dij,kl(akv)) bj + ai(Dij,klv)bj = 0
Choosing b = Pj j 6= l we get that Dij,kl = 0 unless i = k and, for i = k,
Dij,ilai = aiDij,il for every a ∈ A.
Similarly, if we choose a = Pi, i 6= k we get that Dij,kl = 0 unless j = l and
additionally Dij,kj(vbj) = (Dij,kjv)bj .
Of course, the case i = k and j = l is excluded by the requirement that D
acts only between spaces of different grading.
2.2 Differential algebra
The Dirac operator D provides us with both the metric and the differential
properties on the finite space corresponding to the algebra A. We shall now
concentrate on some general properties of the differential structure.
Observation 4. The representation π of A extends to the universal differ-
ential algebra ΩuA, by:
π(a0da1d2 · · · dan) = π(a0)[D,π(a1)] · · · [D,π(an)].
The differential calculus is usually constructed as follows: first, Ω1(A) is
the quotient of Ω1uA by the kernel of π. Therefore the bimodule Ω1(A) is
isomorphic to π(Ω1u(A)). Higher order forms are obtained by taking the
quotient of the universal forms of a given order by the ideal ΩnuA∩ (ker π ∪
dker π).
Let us state some general results.
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Lemma 7. The first order differential calculus is inner, there exists an one-
form:
ξ =
∑
i 6=j
Pi dPj , (3)
such that for every a ∈ A one has: da = [ξ, a]. The Dirac operator D =
π(ξ) + Jπ(ξ)J .
Proof: Of course, from the definition we have π(da) = [D,π(a)], so one has
to show:
∑
i 6=j
[π(Pi) [D,π(Pj)] , π(a)] = [D,π(a)] .
Let us compute ξij,kl = Pijπ(ξ)Pkl. For any h ∈ Hkl we have:
(π(ξ)h)ij =

∑
s 6=t
Ps [D,Pt] h


ij
=
∑
s 6=t
(PsDPth)ij = (PiDPkh)ij = δjlDij,kjh.
Note that:
ξ =
∑
i 6=j
Pi dPj = −
∑
i
Pi dPi.
The relation D = π(ξ) + Jπ(ξ)J follows immediately from the properties
of J and D, additionally [JξJ, a] = 0 for every element a ∈ A, so that the
property da = [D, a] = [ξ, a] holds.
Observation 5. π(ξ) is a selfadjoint operator, thus the first order calculus
has a natural involution map such that d ◦ ∗ = −(∗ ◦ d) if we define ξ∗ = ξ.
The one-form ξ has some more interesting properties, which make the task
of determining the differential structure easier. Before we discuss the con-
struction of Ω2(A) let us make another useful remark.
Observation 6. The bimodule Ω1(A) has no center, if aω = ωa for every
element a ∈ A then ω = 0.
Proof: First, let us observe that for every idempotent e = e2, we have
e de e = 0. This follows from differentiating 0 = e2 − e and multiplying the
result by e from the left and from the right. Therefore PidPiPi = PiξPi = 0.
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Every element of Ω1(A) could be written as a finite sum of the type ω =∑
α bαξcα. Suppose that it commutes with every a ∈ A, in particular with
Pi. Then if we multiply both sides by Pi, since P
2
i = Pi we get PiωPi =
Piω. However PiωPi = 0 as Pi commute with elements of the algebra and
PiξPi = 0. So Piω = 0 for every i, and therefore ω = 0.
Lemma 8. dξ = ξξ +
∑
PiξξPi
Proof:
dξ = −
∑
i
dPidPi
= −
∑
i
[ξ, Pi][ξ, Pi] = ξξ +
∑
i
PiξξPi.
The above equality holds only within the differential algebra, which means
that all products of one-forms in the line above must be calculated using
the product in Ω2(A). We have not determined it yet (in a general situation
it is a difficult technical calculation), however, using the above relations we
will be able to say something about it.
Lemma 9. Let Ξ ∈ Ω1(A)⊗A Ω1(A) ∋ Ξ be
Ξ =
∑
i
Piξ ⊗A ξPi. (4)
Let J1 = ker π (where π on Ω1(A) ⊗A Ω1(A) is defined in the usual way:
π(ω1⊗Aω2) = π(ω1)π(ω2)), J2 be the subbimodule generated by commutators
[a,Ξ] for all a ∈ A and finally let J3 be the subbimodule generated by all
elements of the form
∑
i ai(ξ⊗A ξ−Ξ)bi for all ai, bi such that
∑
i aiξbi = 0.
Then J = J1 ⊕J2 ⊕J3 is a subbimodule of Ω1(A)⊗A Ω1(A) and Ω2(A) =
Ω1(A)⊗A Ω1(A)/J .
Proof: We know that every element of Ω1(A) can be written as a finite sum
of ω = aξb. One easily finds dω:
dω = ξω + ωξ + a(Ξ˜− ξξ)b, (5)
and, in a special case, when ω is of the form da = ξ a− a ξ, we get:
d2a = Ξ˜a− aΞ˜, (6)
where Ξ˜ denotes an element in Ω2(A) which is the image of Ξ. Now, we
clearly see that division by J2 guarantees that d is well-defined (d0 = 0) and
d2 ≡ 0 if and only if we quotient out J3.
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Note, that in order to obtain a differential algebra alone we do not need
to include J1 as the quotient. However, we proceed so in order to be in
agreement with the standard definition of the differential algebra for spectral
triples.
Before we start considering an interesting simplification, let us say a bit
more about the interpretation of ξξ and Ξ. The image of the latter (under
π) is an operator which links pairs of subspaces of H, which have the same
first index i. Clearly, it means that the Dirac operator “connects” Hik →
Hpk → Hik, which is always the case, as ξ is selfadjoint (for every map
Hik → Hpk there exists a conjugate map Hpk → Hik). Now, π(Ξ − ξξ) is a
set of maps between subspaces of H with different first index, so it does not
vanish if and only if ξ connects Hij → Hkj → Hpj for some p 6= i and the
composition of these maps does not vanish.
An interesting situation occurs when π(ξ ⊗A ξ) = π(Ξ), so that J2 ⊂ J1.
2.2.1 Inner calculi for spectral triples.
Lemma 10. When π(ξ⊗A ξ) = π(Ξ) then Ξ˜ = ξξ and the calculus remains
inner in Ω2(A):
dω = ξω + ωξ, (7)
for any one-form ω. The subbimodule J contains the kernel of π and all
commutators [a, ξ ⊗A ξ].
This happens, for instance, if π(ξ)π(ξ) is in π(A). In addition, if it com-
mutes with π(A) then J = ker π and the structure of Ω2(A) simplifies
considerably.
The next lemma makes these observations more precise:
Lemma 11. If π(ξ)π(ξ) commutes with π(Z(A)), where Z(A) is the center
of A then π(ξ)π(ξ) = π(Ξ). The converse is also true.
Proof: Of course, if π(ξ)π(ξ) commutes with π(Z(A)) it commutes with
every π(Pi). Using
∑
i Pi ≡ 1 we get the required identity. For the con-
verse, let us assume that there exists i such that π(Pi) does not commute
with π(ξ)π(ξ) and let the commutator be ρ. Then it is easy to verify that
π(ξ)π(ξ) − π(Ξ) = ρ.
It is quite interesting to characterize the space, in which π(ξ)π(ξ) takes
its values for this particular situation. We already know that it commutes
with π(Ao). Since additionally it has to commute with the center of π(A)
the only possibility is that it is diagonal (i.e., when restricted to Hij maps
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it to itself), and using the decomposition into tensor products presented in
section 2, we find that it is Tij ⊗ id on each of the subspaces Hij.
If the calculus (at least up to Ω2(A)) is inner, we can immediately make
an interesting observation about the gauge potentials.
Observation 7. If H is a selfadjoint one-form and F (H) = dH+HH is its
curvature form, then for the inner calculus, as described above, F (−2ξ) = 0.
This follows from a simple calculation. Of course, we have presented here
only the formal solution of the F (H) = 0 equation in Ω2(A). It does not
guarantee that this solution is unique, it could happen (for instance, if we
take a tensor product of the spectral triple in question with a triple corre-
sponding to a manifold) that there are far more solutions or even that the
whole subbimodule Ω2(A) for the discrete part vanishes.
2.2.2 Commutative discrete spectral triples.
A lot more can be said about the commutative case A = Cn. The generators
of the algebra can be identified with the projection operators Pi introduced
earlier. The structure of Ω1(A) is completely determined by the elements
PidPj , i 6= j (using
∑
i dPi = 0). In our representation we have:
π(PidPj)h = PiDPjh− PiδijDh,
which for the kl-component becomes:
(π(PidPj)h)kl = δikDkljphjp − δikδijDklpshps = . . . ,
which after taking into account the properties of D, becomes:
. . . = δikDiljlhjl − δikδijDklplhpl.
Since we are interested in the case i 6= j we obtain that for PidPj 6= 0 it is
sufficient that there exists l such that Diljl 6= 0.
Let us now investigate Ω2(A), which would be built from the bimodule
Ω2u(A) after we quotient out the subbimodule generated by ker π ∪ dker π.
First, we show the representation action of the basis of Ω2u(A), ekij =
PkdPidPj , k 6= i and i 6= j (again, to see that this is the basis we use the
identity
∑
i dPi = 0).
Observation 8. For i, j, k such that k 6= i and i 6= j π(ekij) is a collection
of maps Hjl 7→ Hkl, each of the form:
π(ekij) = DklilDiljl,
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Next we shall show the structure of dker π.
Let us take a one-form ρ in ker π. Of course, it is sufficient to take a
generator: π(PidPj) = 0 for some i 6= j.
Let us calculate π(dPidPj). After little calculation we get the following
result:
π(dPidPj)h = −PiD2Pjh. if PidPj ∈ ker π, i 6= j. (8)
Rewriting all that in terms of the basis of Ω2u we obtain that for each i 6= j
if π(PidPj) = 0 we have the following generator added to the junk:∑
i 6=s 6=j
PidPsdPj
An easy way to visualize the construction of the differential structure com-
ing from the commutative spectral triple is by way of graphs. Imagine we
have n vertices, and each vertex is split into n points. The nonzero entries
of the Dirac operator shall correspond to arrows linking two points of two
different vertices or within the same vertex (of course, due to the reality
structure there exists a link between the two).
If we look at the differential forms, the fine structure of the vertices is less
important.
Now, as for the one forms, we know that PidPj , i 6= j exists if there is
at least one arrow connecting vertex j with i. For a two-form PkdPidPj
there must exist links j → i → k. However, if there is no direct link j → k
(note that due to chirality this is always the case) then the sum of all forms∑
PkdPidPj over i, i 6= k and i 6= j vanishes. This bears a resemblance to
some general structure of differential geometry on graphs [8].
2.2.3 The metric
On the algebra A we have a natural trace coming from the representation
on the Hilbert space H. Since our representation extends naturally to the
differential algebra, such a trace gives a generic scalar product on the space
of one-forms. In particular, for the generators of the commutative algebra
(which is the easiest example) we have:
(PidPj , PkdPl) = Tr (π
∗(PidPj)π(PkdPl))
= δikδjl
∑
p
Tr(DlpkpDkplp).
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The last term of the expression is a selfadjoint map from Hlp onto itself,
therefore the scalar product is positive. All generating one-forms PidPj are
orthogonal to each other and the norm of each is fixed by the elements of
the Dirac operator. Of course, should the norm be zero then it is obvious
that ∀p Dipjp = 0 and hence the one-form PidPj vanishes.
The above choice is not unique, and one may consider its deformation of
the following type:
(ω, ρ)Z = Tr
(
Zπ(ω)π(ρ)†
)
,
where Z is an operator, for which it is sufficient to assume that Z is self-
adjoint, and, to guarantee the gauge invariance, π(U)Zπ(U)† = Z for every
unitary U in the algebra.
The reason for introducing such a scaling may follow from the requirement
that the trace has some additional symmetry (for instance we might fix it
to recover the Haar measure on the algebra, when it has a Hopf algebra
structure).
Of course, changing the trace would have significant physical consequences.
For details of the construction and application to the Standard Model, see
the forthcoming paper [3].
2.3 Finite spectral triples with real algebras.
So far we have discussed finite spectral triples with algebras over C. Since
the possible application of noncommutative geometry in high energy physics
uses rather a real algebra, we shall now briefly discuss the above construction
assuming that A is over the field of real numbers.
Lemma 12 (See [4]). The simple finite algebras over R are of the type
Mn(F ), where F can be R,C or H.
Therefore every semi-simple algebra over R can be decomposed as:
A =
⊕
i
Mni(Fi), (9)
where each Fi could be the field of real, complex or quaternionic numbers.
We shall now investigate irreducible representations of A on a complex
Hilbert space. If one considers Mn(R) and Mn(H) as real algebras, then
each of these has only one irreducible representation on C (for quaternions
the conjugate representation is equivalent to the fundamental one). In the
case of Mn(C) we have two inequivalent irreducible representations:
π(a) = a π¯(a) = a¯
11
where a¯ means the involution of matrix elements.
How does the description of our spectral triple change? Apparently for
Mn(R) and Mn(H) there is no change at all, whereas for Mn(C) we have to
take into account the existence of these two inequivalent representations:
Lemma 13. If Fi = C then the Hilbert subspace Hij decomposes into Hij
and Hi¯j , with the representation of Mni(Fi) by m and m¯, respectively.
Of course, an analogous decomposition takes place if one takes into account
the right action of the algebra on H.
Until now, there has not been much change apart from the additional split-
ting of the Hilbert space. All other results remain unchanged, in particular,
γ cannot be different for Hij and Hi¯j .
If we look at the restrictions for the Dirac operator, which come from (2)
we see that the constraints on allowed values of D also remain unchanged,
however, one should add some more, which arise from the fact that one
cannot mix the fundamental and the conjugated representation. To see this
explicitly, in the proof of Lemma 6 one should replace , b = Pj by b = zPj
for any complex number z.
Generally speaking, the derivation of the constraint which we had for the
complex case, could be repeated separately for each of the real situations.
Therefore, we may summarize the result by stating that D does not mix two
inequivalent representations of the same algebra.
2.4 The intersection form.
The intersection form in K-theory is a map K∗(A) × K∗(A) → Z and its
invertibility (Poincare´ duality) is fundamental for a characterization of ho-
motopy types of spaces, which possess the structure of a smooth manifold.
For finite complex spectral triples the intersection form, evaluated on gen-
erators of the K0-group, e, f , is [1]:
〈e, f〉 = 〈D, e⊗ f o〉,
and, generally, the pairing 〈D,E〉 for a projector E means:
〈D,E〉 = dim coker
EHR(ED
+E)− dimker(ED+E)
where HL = 12(1 + γ)H, HR = 12(1− γ)H and D+ = 14 (1− γ)D(1 + γ).
Since for matrix algebras the group K1 is trivial (any element can be de-
formed to 1), the only nontrivial part is K0. For Mn(C) all projectors are
equivalent (within M∞(Mn(C))) to a diagonal matrix with 1 in the first
12
diagonal entry and zeroes elsewhere, which we shall call e. Of course, for
a direct sum of N -simple algebras the corresponding K-theory will have N
independent generators, each coming from the simple component of the sum.
Let us calculate the 〈ei, ej〉 entry. First, we have to determine the dimen-
sions of Hilbert subspaces appearing in the above formulae:
dim eie
0
jHL =
{
rij if γij = −1
0 if γij = 1
(10)
dim eie
0
jHR =
{
rij if γij = 1
0 if γij = −1 (11)
Now, observe that out of eie
o
jHL and eieojHR one must always be empty, so
the eie
o
jD
+eie
o
j operator, which acts between them has either empty domain
or empty target space. Thus, the index is independent of D, and reads:
〈ei, ej〉 = γijrij = qij
so we recover the matrix q as our intersection form.
For real algebras the calculation is slightly more complicated. First, one
has to take into account the form of the projectors for quaternions, which
results in the doubling of the corresponding entries in the intersection form.
Moreover, for real algebras the group K1 is nontrivial, as K1(Mn(R)) = Z2,
however, this still does not change the intersection form if one does not take
into account torsion in K-theory.
3 Hopf algebra symmetries.
Spectral triples are expected to be an extension of the notion of Rieman-
nian manifolds to noncommutative geometry. Similarly as in the standard
differential geometry we may attempt to explore symmetries of such mani-
folds. We expect, however, that the correct idea of a symmetry should be
extended from a group to a Hopf algebra (for a good introduction to Hopf
algebras and quantum groups we refer the reader to [5]). Another poten-
tially interesting point is the speculation [1, 6, 7] that the finite algebra of
the Standard Model originates from the q-deformation of the Spin structure
and may possess some Hopf algebra symmetry, for details see also [9].
We shall try to answer the question whether spectral triples admit (and if
so, to what extent) a symmetry understood as a Hopf algebra symmetry. Of
course, the natural thing is to use the Haar measure as a trace on the algebra
and to extend it to the whole representation space. Another possibility is to
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demand that differential structures of the spectral triple are also symmetric,
for instance, that they are left-covariant or bicovariant. Furthermore, the
Hilbert space may be investigated for the existence of a comodule structure.
Last not least, we may turn our attention to the tensor product of repre-
sentations (this is allowed only if a coproduct on the algebra exists), which
physically has the meaning of constructing composite states. In this paper
we concentrate our efforts on the first two aspects of symmetries, leaving
the others for future investigations.
3.1 Discrete group structure on Cn algebra
One of the simplest examples of real spectral triples are those based on a
finite-dimensional commutative algebra Cn understood as function algebras
on a discrete n-point space. The general construction scheme was presented
by Connes [1] and falls into the general classification of complex spectral
triples presented in the previous section.
Suppose that we assume the discrete space to have the structure of a finite
group and demand that the first-order differential calculus generated by D
is bicovariant.
First, let us recall the basics of the bicovariant differential structure for
finite groups (details in [10]). The calculus is generated by left-covariant
forms:
χg =
∑
h
eghdeg
where eg is a Kronecker-delta function: 1 at g and zero elsewhere. The right
coaction on them is:
∆Rχ
g =
∑
h
χhgh
−1 ⊗ eh
Using the spectral triple approach, we may calculate the χg forms as oper-
ators on our Hilbert space. It appears that
(χgh)ij = Dij,(ig−1)lh(ig−1)l.
Because of the properties of D we see that it is only possible that j = l and
therefore finally:
(χgh)ij = Dij,(ig−1)jh(ig−1)j ,
so it is a collection of operators fromH(ig−1)j → Hij. Of course, if γijγ(ig−1)j =
1 they all vanish because D acts only between spaces of different chirality.
What we have obtained so far is the representation of left-invariant forms as
operators on our Hilbert space. We see that all χg, which do not vanish are
linearly independent (since they act between different Hilbert subspaces).
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If we demand that the calculus is bicovariant we immediately see that if for
any g, χg vanishes, then for every h χhgh
−1
must vanish as well. Of course,
for commutative groups such a condition is void, however, for nonabelian
ones it leads to certain restrictions on possible forms of D, which we make
precise in the following lemma:
Lemma 14. If the spectral-triple calculus on Cn with a structure of the
discrete group G is bicovariant then:
if χg 6= 0 then ∀i ∈ G ∃j ∈ G : Dij,(ig)j 6= 0
if χg = 0 then ∀i ∈ G ∀j ∈ G : Dij,(ig)j = 0
The proof is an immediate consequence of previous observations.
3.1.1 Function algebra on S3.
Consider as an example the 6-dimensional space S3. We shall check what
restrictions on the spectral triple and the Dirac operator are set by the
requirement that the corresponding calculus be bicovariant.
First, let us take the universal calculus. It appears that there exists a
spectral triple which gives such a calculus. The simplest example is given
by the following intersection form:

−1 1 1 1 1 1
1 −1 1 1 1 1
1 1 −1 1 1 1
1 1 1 −1 1 1
1 1 1 1 −1 1
1 1 1 1 1 −1


and is 36-dimensional! It is quite easy to see that this must be the case -
for each χg not to vanish, the Dirac operator must link (for every i) some
H(ig−1)j with Hij. For the intersection matrix it means that for every row
there always exists an entry which has an opposite sign to an entry in the
same column of another row. It is easy to verify that such a matrix is
nondegenerate so that the Poincare´ duality axiom is fulfilled. Of course,
to get the universal calculus, all possible Dirac operator elements must not
vanish.
A more interesting case is when we require that the calculus is the lowest-
dimensional bicovariant. For S3 such a calculus is generated by χ
ab and χba,
where a, b denote the generators of S3.
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If we order the elements of S3 as a, b, c, 1, ab, ba, the example of a spectral
triple which gives the desired calculus is defined by:

1 1 −1 0 0 0
1 −1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1 1 −1
0 0 0 1 −1 0
0 0 0 −1 0 0


.
Again, all the possible elements of the Dirac operator (components which
act between spaces of different chirality) must not vanish. Of course if we
slightly change the intersection form (introduce, for instance, other nonzero
entries in the intersection matrix) the bicovariance (2-dimensional) shall
also be preserved provided that the additional allowed Dirac operator com-
ponents vanish!
For physical interpretation this would mean that the symmetry requires
some of the fermion particles in the model to be massless, whereas in the
spectral triple presented above all mass matrices must be nonzero.
Noncommutative finite algebras cannot carry such a simple group structure
and therefore we have to look for nonabelian Hopf algebras. This in itself is
an interesting topic and very little is known about the general classification
of such (semisimple) objects. The easiest examples come from group alge-
bras and as we try to make our examples comprehensible, we shall use the
simplest one of them, the group algebra CS3.
3.2 Group algebra S3
We shall begin here with some generalities on Hopf and bicovariant differ-
ential structures on group algebras and then we shall present the interesting
example of S3.
3.2.1 Generalities on group algebras.
The group algebra CG has the natural structure of a Hopf algebra with the
following coproduct, counit and antipode:
∆g = g ⊗ g, ǫ(g) = 1, Sg = g−1
The adjoint coaction is trivial:
ad(g) = g ⊗ 1
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The Haar invariant measure µ is just µ(g) = 0 for g different from the
neutral element of the group.
Finally let us state some observations on the differential calculi.
Observation 9. The differential calculi on group algebras are always inner,
i.e., there exists a one-form χ, such that dg = [g, χ]
It is sufficient to take:
χ = − 1
NG
(∑
h
h−1dh
)
.
Then:
[g, χ] = − 1
NG
∑
h
(
gh−1 dh− h−1dh g)
= − 1
NG
∑
h
(
gh−1 dh− h−1d(hg) − dg)
= 1
NG
∑
h dg = dg
Observation 10. Since CG is cocommutative every left-covariant calculus
is bicovariant. There exists a 1:1 correspondence between bicovariant calculi
and representations of the group G
The first remark is obvious, so let us concentrate on the latter. Suppose we
have a representation of G on some vector space V . We may define Ω1 as a
right-module CG⊗V , with the multiplication from the right by elements of
A only on the first component of the tensor product. Then the following rule
(it is sufficient to define it only for the generators) makes Ω1 a bimodule:
h(g ⊗ v) = (hg) ⊗ (π(h)v).
Of course, Ω1 is a bicovariant bimodule, with all the elements of type
1⊗ v being left and right invariant. We already know that every differential
calculus is inner and, moreover, it is easy to check that the one-form χ is
left and right invariant Therefore, to construct the calculus, it is sufficient
to choose a χ = 1 ⊗ v ∈ 1 ⊗ V and define dg = [g, χ]. It remains to
show that Im d generates Ω1. This is equivalent to verifying whether {v −
π(h)v}, h ∈ G generates the whole space V . Note that the representation π
could be linearly extended on the whole group algebra CG. Then the latter
requirement tells us that the action of the kernel of the counit on v spans
the whole space V .
The proof of the converse (every bicovariant calculus provides us with a
representation of the group) is obvious.
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Observation 11. The central part of Ω1(A) consists of all one-forms of the
type: ω =
∑
g g⊗ vg, where vg ∈ V are vectors satisfying for every g, h ∈ G:
π(h)vg = vhgh−1 . (12)
Of course, this condition may be void for some representation of the group
G (in particular for a nontrivial one-dimensional representation).
Proof: Every one form can be written as ω =
∑
g g ⊗ vg for some vg ∈ V .
If we require that hω = ωh for every h ∈ G then it is easy to verify that
(12) follows.
As an example we shall consider the smallest noncommutative group alge-
bra CS3.
3.2.2 The group algebra CS3
The group S3 has two generators a, b with the following multiplication rules:
a2 = e, b2 = e, aba = bab
It is convenient to name the element aba = c, c2 = e and use the rules for
multiplication between a, b, c:
ab = bc, ac = ba, bc = ca
As an algebra CS3 is isomorphic to the algebra M2(C)⊕ C ⊕ C. We shall
present the form of this isomorphism i for the generators a, b:
i(a) =


1 0
0 −1
1
−1

 , i(b) =


−12
√
3
2√
3
2
1
2
1
−1

 ,
The Haar measure on the Hopf algebra is defined as a linear map, which
satisfies:
1µ(f) = (id⊗ µ)∆f = (µ ⊗ id)∆f.
On any group algebra there exists only one such measure, which is µ(g) =
0, g 6= 0 and µ(1) = 1 (normalized). For our 4-dimensional representation
(M ∈M2(C), p, q ∈ C) it is given by:
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µ
 M p
q

 = 1
3
Tr M +
1
6
p+
1
6
q
Before we start constructing spectral triples let us have a look at the covari-
ant differential calculi, constructed according to the general scheme. There-
fore, first we have to give the representations of the group S3:
dimension π(a) π(b)
1* 1 1
1 −1 −1
2
(
1 0
0 −1
) ( −12 √32√
3
2
1
2
)
where 1* is the trivial representation. Every representation of higher dimen-
sion is a direct sum of them.
• 1-dimensional calculus For the one-dimensional calculus we take
the representation 1 (the trivial one gives d ≡ 0).
There is only one generating form χ and the bimodule rules follow
from the one-dimensional representation of S3. Since there is only one
such representation, a = b = −1 we get:
aχ = −χa, bχ = −χb.
and the external derivative is
da = aχ, db = bχ, dc = cχ,
notice that:
d(ab) = 0, d(ba) = 0.
Such a calculus is extendible to a higher-order calculus with d2 = 0
provided that we set dχ = −χχ.
This calculus has an interesting splitting property:
Observation 12. Let A = M2(C) and B = C ⊕ C, CS3 = A ⊕ B.
Then the split short exact sequence of algebras:
0→ A→ CS3 → B → 0
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extends to a split short exact sequence of differential modules:
0→ Ω(A)→ Ω(CS3)→ Ω(B)→ 0
where Ω(CS3) is the one-dimensional bicovariant calculus, and Ω(A),
Ω(B) are its restriction to the corresponding subalgebras.
This tells us immediately that no spectral triple data could generate
this calculus. Indeed, since the Dirac operator D can act only between
spaces of different left (or right) representation of the algebra, such a
splitting of differential bimodules is not possible.
• two-dimensional calculus As we have pointed out there exists only
one nontrivial two-dimensional representation of S3 (here nontrivial
means that that there exists a vector v such that (ker ǫ)v spans the
whole representation space. For instance, this does not hold for 1⊕1).
Various possibilities for the choice of v would correspond to differential
calculi related by automorphisms of the group algebra.
If we choose the above matrix form of a and b and v = (1,−√3) we
arrive at the following relations:
χ1a = −aχ1, χ2b = −bχ2,
χ1b = b(χ1 − χ2), χ2a = a(χ2 − χ1),
where χ1 = a da and χ2 = b db.
The same relations expressed in terms of dg become
(da)b = c(da)− a(db) (db)a = c(db)− b(da)
then dc = (da)ba+ a(da)b+ ab(da) = 0.
All other two-dimensional differential calculi could be obtained through
an automorphism of the algebra.
Note that for this calculus we may construct an one form in the center
of Ω1(A). For instance, the vector ava + bvb − c(va + vb), where va, vb
are eigenvectors (to eigenvalue 1) of π(a), π(b), respectively, gives such
a form. Using χa and χb we can write it as
(2a− b− c)χ2 + (2b− a− c)χ1,
so, again this rules out the compatibility between bicovariance and
spectral-triple calculus for CS3.
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Our result extends also for higher dimensional calculi, as all higher
order representations of S3 contain the two-dimensional part (and, if
not, they must be composed out of 1 and 1*) and therefore one may
repeat the arguments.
Thus, we may state a simple no-go lemma:
Lemma 15. For CS3 the differential structure from the spectral triple con-
struction cannot carry a bicovariance symmetry.
Knowing that we may now concentrate on spectral triples and the symme-
try of the measure.
3.3 Spectral Triples for CS3
Following the general construction scheme presented earlier we shall now
turn our attention to an example of low-dimensional spectral triples for the
algebra CS3. We will be interested in the non-trivial case, which admits a
non-zero Dirac operator.
It is easy to verify that the lowest dimensional spectral triple is given by
the intersection form: 
 0 1 01 0 −1
0 −1 1

 .
The Hilbert space has dimension 7 (it is odd, as it contains a vector in the
subspace H33 such that Jv = v!).
Instead of the Dirac operator it is more convenient to use the one-form ξ.
Since the Dirac operator D can only have nonzero entries D12,32 and D23,33
(and, respectively, their hermitian conjugates and J-conjugates) we have the
following ξ (where the Hilbert spaces on which ξ acts are ordered as follows:
H12,H32,H23,H33):
π(ξ) =


0 0 x 0 0
0 0 y 0 0
x∗ y∗ 0 0 0
0 0 0 0 z
0 0 0 z∗ 0


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Observation 13. The operator π(ξ)π(ξ) is in π(A) provided that xx∗ +
yy∗ = zz∗. In any case it commutes with the image of the center of the
algebra and therefore it follows from Lemma 11 that π(ξ)2 = π(Ξ) and the
calculus is inner:
π(ξ)2 =


xx∗ xy∗ 0 0 0
yx∗ yy∗ 0 0 0
0 0 xx∗ + yy∗ 0 0
0 0 0 zz∗ 0
0 0 0 0 zz∗

 .
We shall finish the investigation by writing the measure operator, which
gives the Haar measure on CS3.
Observation 14. If Z = 13P1 +
1
18P2 +
1
12P3, where Pi denote the corre-
sponding projections in the algebra, then for every a ∈ A
TrZπ(a) = Tr (π(Z)π(a)) ,
is the Haar measure on CS3.
One may now use this deformed scalar product on forms to calculate the
Yang-Mills action. Note that [D,π(Z)] 6= 0 and the results would differ from
the ones obtained using the generic scalar product. For physical models
this would result in different mass relations between the gauge bosons in the
theory based upon such a triple.
4 Conclusions
The world of noncommutative geometry is much bigger than that of classical
geometry. In classical differential geometry, once given a smooth manifold
we already know its differential bundle. Given a Lie group we have a natural
notion of the Lie group action on differential structures. All this seems to
be lost when we enter the noncommutative world. For a single algebra we
have many choices of differential structures and there is no universal rule to
tell us which one to choose. Symmetries, or at least group symmetries are
in many cases no longer present or drastically reduced.
The notion of spectral triples is an attempt to bring some order into our
understanding of noncommutative differential geometry, by specifying what
structures must appear in the models to make them a real geometry.
What we investigate in this paper are the restrictions, that this order in-
troduces to the realm of 0-dimensional geometry. Even more, we attempt
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to answer the question whether the proposed structures admit and restrict
the possible 0-dimensional noncommutative symmetries.
We classify finite spectral triples and the allowed Dirac operators. This, for
instance, enables us to state that the Standard Model Dirac operator is not
the most general one. In fact, one may consider an identical spectral triple
with some additional components of the Dirac operator, which link left-
handed antileptons with right-handed quarks. Of course, the assumption
that such a component exists might have some deep consequences for the
model, as it could potentially lead to the breaking of the SU(3) strong sym-
metry. Another consequence (mentioned originally by D.Testard, see [11]) is
that Poincare´ duality enforces the absence of right-handed neutrinos. This
is correct provided that we add a pair of them (particle and antiparticle).
However, it is easy to verify that adding only one right-handed Majorana
particle (we doubt whether the name neutrino would be justified) still does
preserve the Poincare´ duality. These and other observations concerning the
Standard model will be the topic of our forthcoming paper [2].
The symmetries of spectral triples are a far more complicated problem.
We have seen that only in some cases there exists an extension (on the
differential level at least) of the Hopf algebra structure into the spectral
triple theory. Whether this is a general pattern is difficult to say, however,
we believe that symmetries can also be realized in the 0-dimensional case.
The examples we have analyzed do not give a conclusive answer, what they
suggest, however, is that the symmetry restrictions could be much stronger
and of different type than in classical geometry.
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