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Abstract
In this paper, we show that a new edge detection scheme developed from the
notion of transition in nonlinear physics, associated with the precise com-
putation of its quantitative parameters (most notably singularity exponents)
provide enhanced performances in terms of reconstruction of the whole image
from its edge representation; moreover it is naturally robust to noise. The
study of biological vision in mammals state the fact that major information in
an image is encoded in its edges, the idea further supported by neurophysics.
The first conclusion that can be drawn from this stated fact is that of being
able to reconstruct accurately an image from the compact representation of
its edge pixels. The paper focuses on how the idea of edge completion can be
assessed quantitatively from the framework of reconstructible systems when
evaluated in a microcanonical formulation; and how it redefines the ade-
quation of edge as candidates for compact representation. In the process
of doing so, we also propose an algorithm for image reconstruction from its
edge feature and show that this new algorithm outperforms the well-known
‘state-of-the-art’ techniques, in terms of compact representation, in majority
of the cases.
Keywords: Edge detection, statistical physics, critical exponents, compact
representation, nonlinear signal processing, multifractals, wavelets, image
reconstruction.
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1. Introduction
Edges are the primary features of natural images. These features are
naturally associated to scale invariant properties, for example in the case
of turbulent signals (flows) where symmetry is restored only in the statisti-
cal sense [22, 23]. Previous methods dedicated to the reconstructability of
signals from their edge pixels lacked completeness in terms of compact rep-
resentation and failed to provide a near estimate of the original signal [11].
The first theoretical instance of reconstructing a one-dimensional signal from
its zero-crossing was found in the Logan theorem [2]. Logan proved that for
a signal which is one-dimensional and strictly band-limited to a single oc-
tave, the time of the zero-crossings can form a complete representation of the
signal and are sufficient candidates to reconstruct the signal. The findings
of Logan were used in [3] to further investigate the possibility of complete
representation of an image from the zero-crossings and gradient magnitudes
of the image, convolved with a Laplacian of Gaussian (LoG) filter, at multi-
ple scales. The proof of the theoretical completeness of the zero-crossing was
further extended to the case of one-dimensional finite polynomial signal [5]
and for a restricted class of band-limited two-dimensional signals [4].
It was acknowledged, however, in [2] that “the problem of actually re-
covering functions from their zero-crossing appears to be difficult (to say the
least), under the most general conditions of uniqueness”. The completeness
of zero-crossings in representing an image feature and its ability to produce
stable reconstructions, in practice, was further argued in [27]. In [24] an
algorithm was introduced that computes an approximate reconstruction of
an image from information coded at the image edges. The edges were com-
puted in a manner quite similar to [3], but were further thresholded based on
outputs from gradient based filters [11]. The method however lacked com-
pleteness to a large extent and was reintroduced in [25] by modifying the
edge representation from a sub-sampled low-pass residual image [11]. In [26],
it was proposed that images are well represented by the partial information
confined to zero-crossings and a new reconstruction technique was proposed.
The results, although better than the previous techniques [24, 25], lacked
completion. A method based on minimizing equation error for stable recon-
struction of image, from the restriction of its gradient measure over edges,
was proposed in [27]. A new contour based image reconstruction technique
was proposed in [28], by taking the edge as a Gaussian-blurred step discon-
tinuity and considering a number of parameters, like luminance, brightness,
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contrast, blur and ‘contour width’ [11], in the process of calculating them. In
a seminal paper, Mallat and Zhong [29] described an algorithm to reconstruct
images from their multiscale edges; the edges were detected by applying local
maxima on a wavelet transformed version of the image. While this represen-
tation is far more compact in the case of 1-D signals, it misses certain details
and some defocused structures are not recovered [11] in the case of images.
When an intensity image I(x, y) is considered as a mathematical sur-
face [9], edges can be detected as irregular distribution of intensity values
over that surface. The idea of constructing complete surface specifications
from the information contained in the zero-crossings was illustrated in [12]. In
fact, a common surface reconstruction technique of regularization has been
exploited in an attempt to reconstruct from contour line information [13],
and in [14], a regularized fusion approach was applied to the problem of
reconstruction from color edge maps.
In this work, the ideas of criticality and exponents, well defined in Statis-
tical Physics and intimately related to predictability in complex systems [21],
are associated to a computable notion of transition. We will show that these
exponents, when evaluated in a microcanonical formulation, give rise to a no-
tion of edge whose quantitative performance evaluation can be tested through
the framework of reconstructible systems. We show that the new notion of
edge can be used to produce near approximations of the original image.
We show that ‘state-of-the-art’ surface reconstruction techniques, like fast
Poisson solver [6], M-estimator, regularization [8] and diffusion [7], can be
successfully applied to reconstruct images from their edge representation.
We also propose an algorithm for image reconstruction from their edges and
show that this new algorithm provides superior results, in terms of compact
representation, over the well-known classical techniques.
The paper is organized as follows: In Section 2, we introduce the con-
cept of singularity exponents and edge detection, in Section 3 we discuss the
framework of reconstructible systems, where a brief discussion on the existing
surface reconstruction techniques have been presented in Section 3.2. Quan-
titative results are shown and discussed in Section 4, followed by conclusion
in Section 5.
2. Singularity Analysis and Edge detection
Natural images are characterized by their singularities. Singularities in
an image correspond to a particular set of pixels where very high change in
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the graylevel values are well recorded. In this approach, we try to estimate
these singular values by a hierarchical classification, based on the strength of
transition of the pixels around them. The first step concerns the definition
of an appropriate multiscale measure.
Let I be a scalar image defined over a compact subset of R2 and ‖∇I‖
is the norm of its gradient. We work with a recorded field of normalized
luminance intensities i.e., I(~x) − 〈I〉, where 〈I〉 is the average of luminance
intensities over the signal’s domain. We then define a measure µ through
its density dµ(~x), so that the measure of a ball Br(~x) of radius r centered






A measure µ as the one defined above is a multiscale measure, in a micro-
canonical sense, if for any point ~x ∈ Ω the following equality holds [17]:
µ(Br(~x)) = α(~x)r
h(~x) + o(rh(~x)) (~r → 0) (2)
where α(~x) is a signal-dependent amplitude prefactor. The word “micro-
canonical” is used here w.r.t the relationship that can be contemplated be-
tween multifractal formalism and equilibrium studied in statistical physics [15].
The analogy can be considered from two approaches: The derivation of the
singularity spectrum using the ensemble averages and moments [20], corre-
sponding to the canonical approach in Statistical Physics, or using geometri-
cally localized exponents corresponding to a microcanonical description [16].
A singularity spectrum, characteristic of a multiscale organization, can be
computed in a coherent way by the two approaches [17]. We will discuss
later in this article how localized singularity exponents can be computed in
an efficient and robust manner. It should be noted that in the microcanonical
formulation, to compute the measure µ(Br(~x)), we do not make use of com-
putationally large and physically inaccessible ensemble average of signals, as
in the case of canonical formulations [17]. Instead, the average over differ-
ent points ~x in the same realization Br(~x) are taken, making the approach
computationally more efficient and less data demanding.
The exponent h(~x), which is a function of the point ~x, is called the singu-
larity exponent at point ~x [18], and quantifies the multiscale behavior of the
measure µ [17]. In fact, decomposing a multiscale signal results in partition-
ing the signal domain into components Fh, which are in general of fractal
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nature. In other words, each point ~x in the signal is characterized by a sin-
gularity exponent h(~x) which is typical to one component Fh. The fractal
components are level sets of the function h(~x) [17] and are defined as follows:
Fh = {~x : h(~x) = h} (3)
This family of sets is naturally associated to the multiscale hierarchy in a
signal and in the case of natural images, there exists a distinguished set of
points, called the Most Singular Manifold (MSM), where the features of the
system are well recorded [17]. The MSM points are the singularity compo-
nents associated with the smallest possible value h∞ and can be interpreted
as the most informative set, from which the most relevant dynamical proper-
ties of the system can be extracted [17]. We will denote this set by F∞ and
it can be expressed as:
F∞ = {~x : h(~x) = h∞ = min(h(~x))} (4)
The MSM plays a fundamental role in the multiscale geometrical hierarchy
of natural images. Visual inspection of this set reveals a structure which is
characterized by the presence of ‘edges’ or contours in natural images [10]. An
example of the MSM set and its reconstruction using our proposed technique
(see section 3.3) is shown in Fig 1.
The second step of the approach concerns the computation of singularity
exponents with high numerical precision, since poor approximations of the
exponents will lead to poor reconstruction results. In the next section, we give
a brief overview of the different techniques that can be used for computing
the singularity exponents.
2.1. Singularity Analysis
The singularity exponents for experimental, discretized data can be cal-
culated using different methods. A very fast, but crude version of computing
the singularity exponents is known as the Gradient histogram method [18].
It starts by taking into account the multiscale measure µ(Br(~x)), defined by
equation (1), as the gradient measurement for a discretized signal. Let us
consider equation (2) at a minimal resolution r0, where r0 is chosen such
that the whole image corresponds to size 1; in otherwords, if the image is
an array of discretized values of size m × n, one chooses r0 =
1√
m × n [33].





Figure 1: Flowers - image imk01305 of van Hateren database. Top row, from
left to right: original image, compact representation of MSM points corresponding
to 35 % pixel density, MSM points corresponding to 25 % pixel density, MSM
points corresponding to 15 % pixel density. Bottom row (from left to right):
visualisation of the singularity exponents, reconstruction with equation (23) using
top rows respective MSM sets. The psnr’s are 19.80 dB, 13.64 dB and 8.03 dB
respectively.
Approximating the variables by statistical translational invariance [18] and





with the choice of αµ as the average of the norm of the gradients. Although
simple, this method is unstable and leads to poor reconstructions. For the
experiments involved in this paper, we rely on a more precise and cost effec-
tive computation of the singularity exponents based on wavelet analysis of









where Tψµ(~x, r0) is a projection of measure µ evaluated at point ~x and scale
r0 with admissible wavelet ψ, 〈Tψµ(·, r0)〉 is the average value of the wavelet
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projection over the whole signal. The scale r0 is chosen such that the relative
amplitude of the correction term o( 1
log r0
) is diminished. Sufficiently large
values of I, at least of the order of 100 × 100 pixels, are therefore required
to make the first term on the right hand side of the equation (7) a good
approximation of the singularity exponent [33]. The procedure for calculating
the MSM points, corresponding to the edge pixels of an image, is presented
in algorithm 1.
Algorithm 1 Edge detection: Finding the MSM points
Step 1: Normalize an input image I as: I(~x)− 〈I〉.
Step 2: Compute the singularity exponents h(~x), at each point ~x on the image
I, from equation (7).
Step 3: Determine the value of the most singular exponent h∞ from the
distribution of the singularity exponents h(~x). h∞ is generally calculated as the
average of the exponents corresponding to 1% and 5% quantiles.
Step 4: Define the density function δF∞ as: δF∞(~x) = 1 if h(~x) ≈ h∞; δF∞(~x) = 0
otherwise.
Step 5: δF∞(~x) is a binary mask that locates the MSM points.
3. Framework of Reconstructible Systems
3.1. Problem Formulation
Let fx, fy denote a given non-integrable
1 gradient field over a L × B
rectangular grid of image pixels. Given fx, fy, the goal is to obtain an image
I, such that ∇I is “as close as” possible to the vector field (fx, fy). Let Ix, Iy
denote the gradient field of I. Note that in our experiments fx, fy represents
the density of the gradient measure corresponding to the MSM i.e., fx =
IxδF∞ and fy = IyδF∞ , where δF∞ stands for the standard density measure
restricted to the set F∞ i.e., δF∞ denotes the Dirac measures associated to the






2 + (Iy − fy)
2)dxdy (8)
1In the sense that the differential form fxdx+ fydy is not supposed to be exact.
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The associated Euler-Lagrange equation gives the Poisson equation:
div(Ix, Iy) = div(fx, fy) (9)





. The aim of all the reconstruction algorithms is to find a solution
for (Ix, Iy) of equation (9) which minimizes the error function in equation (8).
3.2. Linear systems
In this section, we try to summarize some existing techniques for recon-
struction from a given gradient field. Readers are referred to [6, 8, 1] for a
more detailed explanation of the algorithms.
3.2.1. Fast Poisson Solver
A well-known approach to solving the Poisson equation was proposed
in [6]. The idea is to project the non-integrable gradient field on to a set of
integrable slopes using discrete cosine functions. The Poisson equation can






= f(x, y), where f(x, y) = div(fx, fy) is the divergence
of the gradient field. An associated finite difference equation reads:
Ij+1,l + Ij−1,l + Ij,l+1 + Ij,l−1 − 4Ij,l = fj,l (10)
















Substituting the values of the expansion coefficients in equation (10), we get










M-estimators is viewed as an iterative re-weighted least square solution [8]




(w(ǫk−1x )(Ix − fx)
2 + w(ǫk−1y )(Iy − fy)
2)dxdy (13)
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where the weights wx = w(ǫ
k−1
x ), wy = w(ǫ
k−1
y ) at iteration k depend on the
residual at iteration k − 1. Applying Euler-Lagrange over equation (13) we
get div(wxIx, wyIy) = div(wxfx, wyfy). I can then be recovered by solving
the linear equation LwI = fw, where fw = div(wxfx, wyfy) and Lw is the
sparse Laplacian matrix of size LB × LB.
3.2.3. Regularization





2 + (Iy − fy)
2 + α(φ(Ix) + φ(Iy)))dxdy (14)
where α is called the regularization parameter using function φ. Applying
Euler-Lagrange to equation (14) and after simplification, the solution can be
achieved by iterative minimization [8].
3.2.4. Anisotropic diffusion
The anisotropic diffusion equation It = div(c(x, y, t)∇I) of [1] was gen-
eralized in [7] as It = div(c∇I), where c is the diffusion tensor and can be
defined as a 2 × 2 symmetric, positive-definite matrix at each pixel. A












Several methods have been proposed for obtaining the diffusion tensor c. The
method followed in [8] suggests an edge preserving diffusion tensor at each
pixel, by convolving component wise
[
f 2x fx × fy











Lc is the Laplacian matrix.
3.3. Proposed approach: Reconstruction from MSM (Rmsm)
In this section, we propose a propagator that reconstructs the image I(~x)
at every point ~x of the scene, given the gradient on MSM. We consider the
gradient measure of the signal ∇I(~x) and integrate it over the multifractal
9
set of most unpredictable points F∞. A practical expression for the recon-
struction formula is given by [10]:
I(~x) =
∫
〈~g(~x− ~y)|∇∞I(~y)〉d~y = ~g ∗ ∇∞I(~x) (16)
where
∫
F∞ d~y means integration over the MSM, ~g represents the desired prop-
agator and 〈·|·〉 denotes the standard Hermitian product on C2. The essential
gradient of the signal ∇∞I(~x) is defined as the following distribution:
∇∞I(~x) = ∇I(~x)δF∞(~x) (17)
where δF∞(~x) is the density of the gradient measure restricted to the MSM.
Accordingly, equation (16) can be expressed in the Fourier domain as:
Î(~ω) = 〈~̂g(~ω)|∇̂∞I(~ω)〉 (18)
where ̂ represents the Fourier transform.
To derive an exact formulation for the reconstruction kernel ~̂g, we use an
alternate approach to [10] and follow the derivation presented in [8] in the
case of differentiable fields. In that context, one seeks a smooth vector field
~f defined over the whole image and which minimizes the L2 distance with




‖∇I(~x)− ~f(~x)‖22 d~x (19)
We then follow the derivation explained in [8] to get a version of the recon-
struction kernel ~̂g in the smooth case. Taking the Euler-Lagrange variational
formulation of equation (19) we get
div(∇I)(~x) = div(~f)(~x) (20)







where the vector field ~f(~x), after Fourier transformation gives rise to a com-
plex vector field ~̂f = (f̂x(~ω), f̂y(~ω)). Comparing with equation (18), this






and we have the final expression of the reconstruction formula over the MSM





Fourier inversion of this formula gives the reconstruction of the image from
the restriction of the gradient field to the MSM. In fact, δF∞ holds true
for edges detected by any edge detector and can be incorporated likewise
to create fx, fy and subsequently perform reconstruction. The algorithmic
formulation of Rmsm is presented in algorithm 2:
Algorithm 2 Reconstructing the signal from the MSM
Step 1: Calculate the singularity exponents h(~x) for every point ~x in the image.
Step 2: Determine h∞.
Step 3: Define the density function δF∞ as the mask relative to the set F∞.
Step 4: Calculate the field ∇∞I(~x) = ∇I(~x)δF∞(~x) i.e., the values of the
gradient over the MSM.
Step 5: Go to Fourier domain to obtain ∇̂∞I(~ω) = (∇̂∞Ix(~ω), ∇̂∞Iy(~ω)).
Step 6: Calculate the scalar product 〈~ω|∇̂∞I(~ω)〉 = ωx∇̂∞Ix(~ω) + ωy∇̂∞Iy(~ω).
Step 7: Calculate Î(~ω) = 〈~ω|∇̂∞I(~ω)〉
i‖~ω‖2 with ω
2 = ω2x + ω
2
y .
Step 8: Do an inverse Fourier transform of Î(~ω) to obtain I(~x).
4. Results
In this section, we discuss about the experiments performed. We perform
two sets of experiments on two different sets of data.
• Experiment 1: We take the edge representation of different natural
images (shown in Fig 2) given by their MSM points and reconstruct
from them an approximation of the original image, using equation (23).
We compare our reconstruction with the results of the reconstruction,
over the MSM points, obtained from standard reconstruction tech-
niques discussed in Section 3.2. The pixel density of the edges, for
the experimental images, are kept the same (30%) while performing
reconstruction. The results are shown in table 1. Similar experiment is
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Figure 2: Images used for experiment 1. Top row (from left to right): Brick
wall (SIPI image database), House (SIPI image database), imk03322 (van Hateren
image database), Aerial view of a truck (SIPI image database), Julia Roberts
(internet download), Sea Surface Temperature (SST) image of the Agulhas current
below the coast of South Africa ( SST data acquired by MODIS satellite on August
2, 2007). Middle row: visualisation of the singularity exponents. Bottom row:
compact representation of MSM points corresponding to 30 % pixel density.
repeated over the images by adding different proportions of Gaussian
white noise with respect to the standard deviation of the input images
(results are shown in table 3).
• Experiment 2: We compare our edge detection technique with the
classical edge detectors in terms of their reconstructibility. We choose
Rmsm and other reconstructors, already discussed in this article, for
reconstructing test images (shown in Fig 3) from their edge pixels, and
in the process check the performance of the reconstructors as well. The
pixel density of the edges, calculated using different edge detectors, are
kept within a close range (between 25 and 35%), with the pixel density
of MSM points kept minimum. The classical edge algorithms tested
are Matlab c© implementations. Results are shown in table 4.
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Figure 3: Images used for experiment 2. Row 1 (from left to right): Hibiscus
(SIPI image database), Car (CMU image database), Boat (SIPI image database),
Camille (internet download), imk03324 (van Hateren image database). Row 2:
MSM points corresponding to 30% pixel density.
4.1. Choice of images
Images of different entities are chosen trying to cover a broad spectrum of
natural images starting from an object (brick wall, house, car) to landscape
(imk03322, imk03324), aerial view (truck), face (Julia Roberts, Camille) and
turbulent acquisitions of signals (sea surface temperature) as is shown in
Fig 2 and Fig 3. These experimental images are chosen from standard
databases like SIPI image database (brick wall, house, truck, boat, Hibis-
cus) [30], CMU image database (car) [31] and the van Hateren database
(imk03322, imk03324) [19]. The sea surface temperature (SST) image is an
acquisition by MODIS satellite of the Agulhas current below the coast of
South Africa while the Julia Roberts image is a still image from a Hollywood
movie. The edges in a turbulent signal, like the SST image, are difficult to
determine as it is poorly characterized by the conventional Gaussian pre-
filtered edge operators. These operators fail to study the transitions and the
underlying multiscale dynamics of the system and henceforth leads to poor
reconstruction results. The singularity exponents can well characterize the
dynamical properties of a turbulent signal and the high-order transitions of
such signals are recorded well in the MSM.
4.2. Quantitative analysis of the results
Visual quality of the reconstructed images, shown in table 1 and table 4,
are evaluated based on the structural similarity index metric (SSIM) [32].
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Table 1: Performance of different reconstruction algorithms (Experi-
ment 1). Row 1: Brick wall Row 2: House Row 3: imk03322 Row 4: Aerial
view of a truck Row 5: Julia Roberts Row 6: SST image.
Original Rmsm Poisson solver Regularization M-estimators Diffusion
SSIM = 1 SSIM = 0.9922 SSIM = 0.9509 SSIM = 0.9182 SSIM = 0.9403 SSIM = 0.8895
SSIM = 1 SSIM = 0.9987 SSIM = 0.9954 SSIM = 0.9922 SSIM = 0.9951 SSIM = 0.9945
SSIM = 1 SSIM = 0.9986 SSIM = 0.9972 SSIM = 0.9964 SSIM = 0.9966 SSIM = 0.9962
SSIM = 1 SSIM = 0.9813 SSIM = 0.9519 SSIM = 0.9456 SSIM = 0.9530 SSIM = 0.9536
SSIM = 1 SSIM = 0.9901 SSIM = 0.9809 SSIM = 0.9707 SSIM = 0.9742 SSIM = 0.9783
SSIM = 1 SSIM = 0.9991 SSIM = 0.9989 SSIM = 0.9909 SSIM = 0.9990 SSIM = 0.9989
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Table 2: Quantitative analysis (Experiment 1): Evaluation of the recon-
struction algorithms, corresponding to Table 1, in terms of PSNR (in dB) and
MSE.
Image Rmsm Poisson solver Regularization M-estimators Diffusion
Brick wall PSNR 24.33 16.84 14.39 15.98 12.67
(512 × 512 pixels) MSE 0.0909 0.5102 0.8975 0.6204 1.3284
House PSNR 24.90 20.77 19.09 20.48 20.62
(256 × 256 pixels) MSE 0.0183 0.0478 0.0733 0.0543 0.0493
imk03322 PSNR 30.63 27.72 26.75 27.05 26.75
(512 × 512 pixels) MSE 0.0170 0.0329 0.0409 0.0382 0.0415
Aerial PSNR 21.01 17.06 16.41 17.25 17.19
(512 × 512 pixels) MSE 0.2209 0.4948 0.5682 0.4780 0.4661
Julia PSNR 18.31 15.47 13.64 14.33 14.79
(256 × 256 pixels) MSE 0.0934 0.1805 0.2758 0.2364 0.2068
Ocean PSNR 25.10 24.82 16.25 24.61 24.58
(512 × 512 pixels) MSE 0.0088 0.0110 0.0820 0.0114 0.0121
SSIM’s for the reconstructed images show that Rmsm outperforms the clas-
sical reconstruction algorithms in majority of the cases. Performance of the
reconstruction under different levels of noise (SNR = 40 dB, 26 dB, 20 dB,
14 dB and 6 dB) is shown in table 3. We also illustrate the pertinence of
the framework of reconstructible systems for evaluating an edge operator’s
compact representation effectiveness. In this work, the quality of a recon-
struction is evaluated using the mean square error (MSE) and peak signal
to noise ratio (PSNR, expressed in decibels dB). Table 2 and table 5 shows
the performance evaluation of the reconstructed images using PSNR and
MSE metrics and table 3 show the performance of the reconstruction under
different levels of input SNR using the same metrics.
4.3. Computational complexity
The reconstruction technique used in algorithm 2 (Rmsm) is essentially
based on Fourier transform computation. We use fast Fourier transform
(FFT) where the computational complexity is N logN , N being the total
number of pixels in the image. We use FFT only once in our operation
and very fast implementations of FFT already exists e.g. Fastest Fourier
Transform in the West (FFTW). Poisson solver is using the discrete cosine
transform (DCT) instead of FFT. The other solvers are using one or more
linear systems (e.g. M-estimator is using 7−8 iterations) and the complexity
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Table 3: Quantitative analysis for noisy environment (Experiment 1):
Evaluation of the reconstruction algorithms, in terms of PSNR and MSE, under
different levels of noise.
Image Algorithm SNR = 40 dB SNR = 26 dB SNR = 20 dB SNR = 14 dB SNR = 6 dB
MSE, PSNR MSE, PSNR MSE, PSNR MSE, PSNR MSE, PSNR
Rmsm 0.0912, 24.26 0.0938, 24.19 0.0952, 23.98 0.1180, 23.28 0.2357, 21.46
Poisson solver 0.5119, 16.79 0.5169, 16.77 0.5187, 16.69 0.5264, 16.54 0.5952, 16.27
Brick wall Regularization 0.8978, 14.31 0.8979, 14.26 0.8992, 14.18 0.9556, 13.22 0.9891, 12.84
M-estimator 0.6213, 15.92 0.6254, 15.85 0.6343, 15.76 0.6408, 15.70 0.8261, 14.91
Diffusion 1.3296, 12.64 1.3304, 12.62 1.3342, 12.59 1.4321, 12.48 1.4565, 12.35
Rmsm 0.0183, 24.88 0.0207, 24.53 0.0269, 23.37 0.0475, 21.33 0.1723, 18.16
Poisson solver 0.0472, 21.20 0.0513, 20.45 0.0607, 19.88 0.0805, 19.41 0.2057, 16.87
House Regularization 0.0745, 18.91 0.0767, 18.90 0.0775, 18.88 0.0889, 18.26 0.2057, 16.92
M-estimator 0.0548, 20.32 0.0560, 20.05 0.0629, 19.68 0.0820, 19.50 0.2009, 17.68
Diffusion 0.0497, 20.40 0.0517, 20.32 0.0590, 20.15 0.1106, 18.34 0.4236, 14.34
Rmsm 0.0171, 30.59 0.0196, 29.92 0.0248, 28.69 0.0478, 25.60 0.1780, 20.93
Poisson solver 0.0331, 27.67 0.0337, 27.54 0.0425, 26.40 0.0687, 23.65 0.2023, 18.76
imk03322 Regularization 0.0411, 26.72 0.0442, 26.50 0.0452, 26.32 0.0674, 24.14 0.1918, 19.12
M-estimator 0.0386, 26.98 0.0394, 26.87 0.0449, 26.28 0.0638, 24.74 0.1972, 17.57
Diffusion 0.0419, 26.63 0.0445, 26.29 0.0557, 25.47 0.0871, 23.18 0.3066, 15.93
Rmsm 0.2210, 21.00 0.2278, 20.93 0.2311, 20.67 0.2577, 20.02 0.3862, 18.87
Poisson solver 0.4960, 17.03 0.4962, 16.99 0.4966, 16.61 0.5029, 16.52 0.6099, 14.71
Aerial Regularization 0.5684, 16.39 0.5696, 16.15 0.6011, 16.11 0.6607, 16.06 0.7021, 14.63
M-estimator 0.4783, 17.03 0.4801, 16.98 0.4854, 16.84 0.4993, 16.38 0.5889, 15.77
Diffusion 0.4669, 17.08 0.4774, 16.99 0.5046, 16.79 0.6174, 15.66 0.8075, 14.00
Rmsm 0.0936, 18.18 0.0954, 18.02 0.1343, 17.93 0.1699, 17.10 0.2412, 16.34
Poisson solver 0.1776, 15.37 0.1862, 15.30 0.2098, 15.11 0.2393, 14.98 0.4882, 13.76
Julia Regularization 0.2736, 13.54 0.2788, 13.37 0.2812, 13.11 0.3119, 12.43 0.3908, 11.94
M-estimator 0.2367, 14.26 0.2578, 14.19 0.2619, 13.99 0.3323, 13.98 0.4940, 13.51
Diffusion 0.2256, 14.38 0.2721, 14.21 0.3718, 13.54 0.3864, 12.92 0.7331, 12.65
Rmsm 0.0091, 25.08 0.0110, 24.86 0.0169, 23.23 0.0384, 21.42 0.1699, 17.54
Poisson solver 0.0112, 24.68 0.0138, 23.84 0.0182, 23.26 0.0386, 20.68 0.1874, 17.61
Ocean Regularization 0.0853, 16.09 0.0874, 15.83 0.0889, 15.30 0.1756, 14.05 0.1820, 12.39
M-estimator 0.0115, 24.55 0.0128, 24.18 0.0182, 23.14 0.0499, 20.13 0.1701, 17.40
Diffusion 0.0118, 24.49 0.0136, 24.13 0.0216, 22.38 0.0489, 20.37 0.3598, 14.21
depends on the solvers used. Multigrid solvers are the fastest solvers available
till now, with the complexity o(N), but still their fastest implementations are
slow compared to the fastest implementations of FFT.
5. Conclusion
The ability to reconstruct an image from its edge representation lies in
the efficiency of the edge detection algorithm as well as in the ability of
the reconstruction algorithm to estimate an accurate approximation of the
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Table 4: Experiment 2: Performance of different reconstructors over different
edge detectors. Each row indicates the performance of the reconstructors for a
given edge detection algorithm. Every column shows the edge detection algorithm
that gives the best result, in terms of reconstruction, for a particular reconstructor.









































































































SSIM = 0.9896 SSIM = 0.9681 SSIM = 0.9753 SSIM = 0.9859 SSIM = 0.9545
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Table 5: Quantitative analysis (Experiment 2): Data marked in blue in-
dicates the reconstructor that performs the best, over other reconstruction tech-
niques, for a particular edge detection algorithm. Data underlined indicates the
edge detection algorithm that gives the best result, in terms of reconstruction, over
all the other edge detectors, for a particular reconstructor.
Image Algorithm MSM NLFS [34] Canny LoG Sobel Prewitt
MSE, PSNR MSE, PSNR MSE, PSNR MSE, PSNR MSE, PSNR MSE, PSNR
Rmsm 0.0906, 22.08 0.0944, 21.92 0.4005, 16.04 0.2657, 17.76 0.1690, 17.72 0.1622, 19.80
Hibiscus Poisson solver 0.1042, 21.96 1.4791, 10.41 0.4889, 15.38 1.6979, 9.83 0.1571, 20.19 0.1443, 20.49
Regularization 0.1530, 20.37 1.3846, 10.75 0.6270, 14.20 1.6545, 10.08 0.2285, 18.56 0.2270, 18.45
M-estimator 0.1163, 21.42 1.2795, 11.12 0.7614, 13.42 1.5900, 10.09 0.1826, 19.52 0.1795, 19.61
Diffusion 0.1168, 21.43 1.4393, 10.46 1.0162, 12.08 1.7405, 9.76 0.5453, 14.79 0.5062, 15.13
Rmsm 0.0794, 25.59 0.1321, 23.37 0.7350, 15.84 0.4038, 18.53 0.2150, 21.26 0.2262, 21.04
Car Poisson solver 0.1033, 24.45 0.2330, 20.91 1.0848, 14.14 1.5238, 12.75 0.7679, 15.73 0.9510, 14.80
Regularization 0.1617, 22.50 0.2547, 20.52 1.1642, 13.83 1.5087, 12.80 0.8179, 15.46 0.9629, 14.75
M-estimator 0.1242, 23.65 0.2931, 19.92 1.2375, 13.57 1.4763, 12.89 0.4536, 18.02 0.5347, 17.30
Diffusion 0.1095, 24.19 0.4530, 18.03 1.1917, 13.73 1.5260, 12.76 0.6453, 16.49 0.7295, 15.95
Rmsm 0.0969, 18.71 0.0997, 18.58 0.9636, 8.72 0.4145, 12.40 0.3296, 13.39 0.3708, 12.88
Boat Poisson solver 0.1567, 16.62 0.2271, 15.01 0.7153, 10.01 1.2415, 7.64 0.7788, 9.66 0.7365, 9.90
Regularization 0.2961, 13.86 0.3671, 12.93 0.9995, 8.56 1.2389, 7.65 0.9993, 8.58 0.9803, 8.66
M-estimator 0.1466, 16.91 0.4923, 11.65 0.9272, 8.88 1.2606, 7.57 0.8205, 9.44 0.7814, 9.65
Diffusion 0.1970, 15.63 0.4648, 11.90 0.9067, 8.98 1.3018, 7.43 0.4706, 11.85 0.5439, 11.22
Rmsm 0.0521, 15.60 0.0529, 15.53 0.3550, 7.26 0.2639, 8.56 0.1114, 12.19 0.1133, 12.23
Camille Poisson solver 0.0743, 14.06 0.0792, 13.78 0.3927, 6.82 0.8539, 5.09 0.1808, 10.20 0.2888, 8.16
Regularization 0.0852, 13.47 0.1412, 11.28 0.4094, 6.64 0.8301, 5.15 0.1771, 10.29 0.2388, 9.09
M-estimator 0.0723, 14.18 0.0834, 13.56 0.4665, 6.07 0.7235, 5.41 0.1432, 11.21 0.1541, 10.89
Diffusion 0.0910, 13.18 0.3865, 6.90 0.5704, 5.19 0.8237, 5.16 0.3831, 6.94 0.4681, 6.07
Rmsm 0.0854, 23.08 0.0960, 22.57 0.7808, 13.42 0.3168, 17.38 0.1634, 20.26 0.1705, 20.07
imk03324 Poisson solver 0.1456, 20.76 0.1887, 19.63 1.4146, 10.85 2.3025, 8.77 1.3966, 10.94 1.4172, 10.88
Regularization 0.1848, 19.72 0.2285, 18.80 1.4535, 10.72 2.3019, 8.79 1.4782, 10.69 1.4859, 10.67
M-estimator 0.2604, 18.24 0.3536, 17.35 1.4446, 10.75 2.3256, 8.73 1.4603, 10.75 1.4926, 10.65
Diffusion 0.5899, 14.69 1.1471, 11.79 1.5041, 10.58 1.4650, 10.73 1.5532, 10.48 1.4189, 10.87
original image from the information coded in its edges. The efficiency of an
edge detector lies not only in extracting features of real information from an
image, but at the same time discarding redundant or perceptually irrelevant
information. We show that critical exponents defined in Statistical Physics
lead to a much more coherent definition of edges whose performance can be
reviewed, in terms of compact representation, through the framework of re-
constructible systems. The Rmsm permits a quantitative evaluation of the
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compactness of a representation, leading to highly accurate approximation of
an original image from its edge pixels. Comparison with latest reconstruction
techniques show that Rmsm outperforms them on natural images and geo-
physical variables. Also, in Table 5, we can see that the performance of the
reconstructors over the MSM points are the best (data underlined) compared
to any other edge detector. For certain edge detectors, the combination with
Poisson solver gives better results: for example, Hibiscus (with Sobel edge
detector) and Boat (with Canny edge detector). However, they are always
outperformed by the combination of MSM and Rmsm.
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