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Les performances d’une loi de commande basée sur le modèle dynamique d’un quadrotor sont 
susceptibles de se dégrader lorsque les paramètres du modèle sont incertains ou variables. 
L’objectif de ce projet de maîtrise est de remédier à une problématique industrielle exprimée par 
la compagnie ARA robotique. Il consiste à concevoir un contrôleur non linéaire à architecture fixe 
capable de permettre un suivi de trajectoires, respectant des spécifications précises, pour une 
gamme de quadrotors dont la masse varie à l’intérieur d’un intervalle [𝑚 , 𝑚 ]. Une loi de 
commande basée sur le backstepping avec action intégrale est développée dans ce cadre, le choix 
de ses gains est effectué par le biais de l’outil des applications gardiennes afin de garantir les 
spécifications du cahier de charge pour une variation de la masse du véhicule dans l’intervalle 
précité.  
Pour ce faire, le modèle du système est obtenu grâce aux équations de Newton-Euler, ensuite le 
contrôleur non linéaire par backstepping avec action intégrale est conçu. Parallèlement, un 
contrôleur PID et un contrôleur par backstepping sont présentés pour servir de comparaison à la 
fin de ce mémoire. 
La validation du contrôleur proposé est effectuée en simulation selon plusieurs scénarios 
représentant des environnements différents. Les résultats de simulation des diverses approches de 
commande sont comparés en se basant sur le critère de la moyenne quadratique de l’erreur. Ainsi, 
la moindre moyenne est obtenue pour l’algorithme de commande par backstepping intégral. Ce 
dernier, tel qu’il est développé, est capable de fonctionner sur l’éventail de modèles de quadrotors 





The performance of a controller based on a dynamical model of a quadrotor can be significantly 
deteriorated when the model parameters are uncertain or variable. The purpose of this project is to 
tackle an industrial problem expressed by the company ARA robotique pertaining to this issue. The 
aim of this thesis is to design a fixed-structure nonlinear trajectory tracking controller, respecting 
given specifications, for a range of quadrotor models with varying masses in a given interval 
[𝑚 , 𝑚 ]. In this context, a control law based on integral backstepping is developed. Its gains are 
tuned using the tool of guardian maps in order to guarantee the specifications for a variation of the 
vehicle mass within the above-mentioned range. 
In order to achieve this, a dynamical model is obtained employing the Newtom-Euler formalism, 
then a nonlinear controller based on integral backstepping is developed. In parallel, a PID controller 
and a backstepping controller are presented. They are used for comparison purposes at the end of 
this thesis. 
The validation of the proposed controller is performed by simulation according to multiple 
scenarios representing different environments. The simulation results of the various control 
approaches are compared applying the mean squared error criterion. Thus, the least value is 
obtained when the integral backstepping control algorithm is used. This controller, as it is 
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CHAPITRE 1 INTRODUCTION 
Les drones sont des engins volants autonomes ou semi-autonomes capables d’être autopilotés ou 
commandés à distance. Ils sont très souvent désignés par l’abréviation UAV qui réfère à 
« Unmanned Aerial Vehicles ».  
L’intérêt porté à ces robots volants ne cesse de s’accroître. Bien que leur champ d'application ait 
été limité au début à des fins militaires, telles que la surveillance et la localisation des mines 
terrestres, leurs utilisations s’étendent aujourd’hui aux domaines civils comme la gestion des 
infrastructures (barrages, lignes à haute tension), les services météorologiques (mesure de la 
température et du taux d’humidité), la télécommunication (relais de télécommunication), ainsi que 
la photographie aérienne (presse, production des films). Ils ont rendu possible l’accomplissement 
de tâches dangereuses dans un environnement hostile sans risque de perte ou de menace humaine. 
Il existe aujourd’hui une grande variété de drones dont la classification peut se faire selon plusieurs 
critères, entre autres la taille (longueur, envergure), la voilure (fixe, tournante, battante), l’altitude 
ou l’endurance. Dans ce mémoire, nous nous intéressons en particulier à un engin volant miniature 
et multi-rotors de type quadrotor et plus précisément à la conception d’une loi de commande lui 
permettant de suivre des trajectoires désignées par l’utilisateur. Ce véhicule présente certains défis. 
Non seulement il est sensible aux perturbations à cause du fort couplage entre les variables d’états 
et les entrées de commande, mais en plus sa dynamique est sous actionnée, c.-à-d. le nombre des 
entrées est inférieur au nombre des degrés de liberté. Par conséquent, la technique de contrôle à 
adopter doit surmonter ces obstacles.  
De surcroît, la conception d’une loi de commande se base sur la connaissance du modèle du 
système, ses paramètres physiques en particulier. Une variation de ceux-ci est susceptible de 
dégrader la réponse du système en boucle fermée, voire entraîner une instabilité. Dans ces 
conditions, il serait nécessaire de reconfigurer le contrôleur afin de l’adapter au nouveau modèle 
qui tient compte de la modification des paramètres. Bien souvent, ceci nécessite un travail 
supplémentaire pour le recalcul des gains du contrôle. Cette problématique a suscité un intérêt 
industriel, de la part de ARA Robotique, pour le développent d’un contrôleur standard capable de 
contrôler plusieurs drones possédant la même configuration mais de masses différentes.  
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C’est dans ce cadre que ce projet de maîtrise a vu le jour. L’idée du projet est de synthétiser un 
contrôleur backstepping avec une action intégrale permettant le suivi de trajectoires à un drone 
quadrotor. Le choix de cette stratégie de contrôle permet la représentation par la suite du contrôleur 
en une forme PID. Cette configuration a permis l’obtention d’une forme linéaire du système en 
boucle fermée sur laquelle les outils linéaires d’analyse de la robustesse seront applicables, les 
applications gardiennes en particulier. En se basant sur cet outil, le contrôleur est conçu pour être 
fonctionnel sur un éventail de quadrotors. 
L’objectif principal de ce travail concerne alors la conception d’un contrôleur permettant à une 
gamme de quadrotors de masses différentes d’auto naviguer selon une trajectoire sélectionnée. Ce 
contrôleur doit assurer les performances à la fois sur le modèle nominal et sur les modèles obtenus 
pour d’autres valeurs du paramètre incertain qui est la masse.  
Dans un premier temps, la loi de commande est réalisée pour permettre une poursuite de la 
trajectoire au quadrotor avec des paramètres nominaux. Par la suite, la masse du véhicule est 
considérée comme un paramètre incertain nécessitant une analyse de la robustesse du contrôleur. 
À ce niveau, l’outil des applications gardiennes est appliqué pour un travail de synthèse avec 
performances robustes, à savoir le choix de gains du contrôleur à une architecture fixe conservant 
les performances pour un intervalle souhaité de la variation de la masse du quadrotor. 
L’objectif secondaire est la comparaison du contrôleur backstepping muni d’une action intégrale 
avec un contrôleur backstepping classique et un contrôleur PID linéaire afin de montrer l’intérêt de 
la conception proposée. 
Ce mémoire consiste en 6 chapitres. 
Le premier chapitre est dédié à une revue de la littérature sur les méthodes de contrôle linéaire et 
non linéaire appliquées au quadrotor. Le deuxième chapitre fait l’objet d’introduction des notions 
concernant la théorie du backstepping, de même que les principaux résultats utiles au travail de la 
conception. Le troisième chapitre s’intéresse à la modélisation de la dynamique du quadrotor. Nous 
y présentons les équations cinématiques et dynamiques décrivant le fonctionnement du quadrotor. 
Le quatrième chapitre détaille la conception d’un contrôleur linéaire PID et d’un contrôleur 
backstepping avec action intégrale. Le cinquième chapitre présente une approche par applications 
gardiennes pour un choix robuste des gains du contrôleur backstepping avec action intégrale 
permettant le respect des spécifications désirées. Le sixième chapitre se consacre à la simulation 
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des différents contrôleurs selon trois scénarios représentant un environnement idéal, un 
environnement à perturbations ainsi qu’une présence d’incertitude paramétrique et aborde une 
comparaison des résultats. In fine, le dernier chapitre clôt ce mémoire avec une conclusion et des 





CHAPITRE 2 REVUE DE LITTÉRATURE 
Le développement des méthodes de fabrication des drones, les avancements liés aux systèmes de 
navigation, la capacité de contrôle à distance ainsi que le progrès des technologies de stockage 
d’énergie ont influé l’évolution de la production de ces aéronefs et la diversité de leurs utilisations 
[1]. 
Les drones quadrotors ont pu être privilégiés pour des applications autonomes grâce à leur 
simplicité mécanique, leur capacité à opérer des vols stationnaires et à exécuter des décollages et 
atterrissages verticaux. Cette popularité a mené à une attention particulière envers ce véhicule. De 
nombreux travaux de recherche ont été effectués sur le sujet dans le but d’étudier la dynamique et 
le contrôle desdits drones. Ce chapitre est alors consacré à la présentation de quelques travaux axés 
sur le contrôle linéaire et non linéaire des quadrotors. Nous soulignons que la liste qui sera dressée 
est loin d’être exhaustive, elle nous révèle toutefois la diversité des stratégies pouvant être 
employées (voir les revues de littérature dans [2-4] pour d’autres travaux portant sur le contrôle 
des quadrotors). 
2.1 Les contrôleurs linéaires 
Les techniques de contrôle linéaire sont les premières utilisées pour la commande du vol des UAV. 
Elles incluent la commande par PID, LQR, H∞ et les contrôleurs par séquencement de gain [5]. 
 La commande par PID 
L’un des contrôleurs linéaires les plus utilisés est le proportionnel-intégral-dérivé (ou PID) grâce à 
la facilité d’ajustement des gains, et le degré de robustesse acceptable qu’il assure. Une structure 
hiérarchique constituée de deux boucles est généralement employée pour la commande des 
quadrotors. La boucle interne est composée de PID afin de contrôler l’orientation du véhicule. La 
boucle externe utilise quant à elle des PID découplés pour contrôler le mouvement de translation 
[3]. 
Bien que sa structure soit simple, le régulateur PID présente un défi. L’abondance de méthodes de 
réglage rend la détermination de ses gains une opération délicate. Il s’agit de trouver un compromis 
entre le dépassement, l’erreur en régime permanent, la stabilité et la robustesse. 
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Cette approche est examinée en [6] où les auteurs ont réussi à implanter ce type de contrôleur avec 
succès. L’objectif du travail est de stabiliser les angles d’orientation du quadrotor uniquement. Pour 
ce faire, l'auteur a simplifié la dynamique en négligeant les effets gyroscopiques ce qui a mené à 
éliminer les termes de couplage. Le contrôleur conçu reste toutefois incapable de stabiliser le 
système en présence de perturbations importantes.  
La même architecture a été sélectionnée par [7]. La position et l’orientation sont à contrôler toutes 
les deux dans ce travail. Les simulations ainsi que les tests expérimentaux ont permis de démontrer 
les performances du contrôleur. Un faible dépassement, une erreur statique quasi nulle et une 
réponse rapide sont obtenus. 
Malgré ces réalisations, des défis majeurs subsistent pour ce type de contrôleur, en l’occurrence, la 
non-linéarité du modèle mathématique et son imprécision en présence de dynamiques non 
modélisées. De surcroît, le réglage des gains du contrôleur est effectué autour d’un point de 
fonctionnement. Ces raisons font que le contrôle du quadrotor par PID limite ses performances. 
 La commande linéaire quadratique 
La commande linéaire quadratique LQR (Linear Quadratic Regulator) est un type de commande 
optimale qui permet de déterminer la commande d’un système minimisant un critère de 
performance quadratique dont la fonction coût se met généralement sous la forme : 
 
𝐽 = (𝑋 𝑄𝑋 + 𝑈 𝑅𝑈 + 𝑋 𝑁𝑈) 𝑑𝑡 (2-1) 
où 𝑋 et 𝑈 représentent respectivement le vecteur d’état du système et le vecteur d’entrée; 𝑄, 𝑅 et 
𝑁 sont des matrices de pondération à régler. En résolvant une équation de Riccati, un gain de retour 
d’état dit optimal 𝐾 est trouvé et la commande 𝑈 = 𝐾𝑋 permet de stabiliser le système en 
minimisant le critère (2-1). 
Cette technique est utilisée dans [6], mais les performances du contrôleur testé expérimentalement 
n’ont pas été satisfaisants. L’erreur en régime permanent ne s’y annule pas et des oscillations 
apparaissent. L’auteur l’explique par les imperfections du modèle dû à la non-considération de la 
dynamique des moteurs particulièrement.  Le travail cité en [8] a, par la suite, considéré le modèle 
dynamique complet dans le but de faire suivre au drone une trajectoire verticale prédéfinie. La 
conception du contrôleur est faite sur la base du modèle linéarisé. Le contrôleur résultant est ensuite 
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implanté sur le modèle non linéaire pour les simulations. Les résultats présentés ont démontré 
l’efficacité du contrôleur dans un environnement parfait et en présence de perturbations dues à un 
vent de 0.1 m/sec suivant l’axe des 𝑥, cette valeur reste tout de même faible par rapport à une 
vitesse de vent à l’extérieur en une journée normale. La même technique de commande est 
expérimentée dans un travail plus récent [9], dont l’objectif est de faire suivre à un quadrotor 
Quanser Qball-X4 une trajectoire horizontale fixée au préalable, le contrôleur LQR y est comparé 
à un contrôleur PID, les résultats de la simulation et du vol dans le laboratoire montrent des 
performances meilleures du contrôleur LQR. 
 La commande H∞ 
La commande H∞ est la commande robuste la plus utilisée, elle assure performance et rejet de 
perturbations ainsi que garantie théorique de la robustesse de la stabilité du système. La méthode 
se base sur la traduction des exigences fréquentielles et temporelles en filtres de pondération, de 
sorte que le problème devient un problème de minimisation de norme H∞. Nous citons le livre [10] 
pour les détails de la théorie. 
Cette approche a l’inconvénient de fournir un contrôleur d’ordre plus élevé que le système à 
asservir, la méthode H∞ structurée vient remédier à ce problème en donnant la possibilité de 
concevoir un contrôleur avec une architecture fixée au préalable [11]. 
L’approche H∞ est explorée dans une panoplie de travaux de recherche dont nous mentionnons 
[12-14]. Le travail cité en [12] compare la méthode H∞ à une méthode de contrôle basée sur trois 
boucles différentes dont une est responsable de compenser les incertitudes paramétriques et les 
perturbations, les simulations et l’expérimentation qui concernaient uniquement le vol stationnaire 
ont montré que le contrôleur linéaire basé sur H∞ est capable de rejeter les perturbations, mais 
demeure limité dans la réduction des effets non linéaires lorsqu’implanté sur le système réel. Le 
même constat est relevé dans [14] où le contrôleur perd sa capacité de suivi de trajectoire d’altitude, 
lorsqu’implanté sur le système non linéaire complet. 
Ces stratégies de commande précitées sont simples à implanter et présentent des résultats 
satisfaisants, mais leurs performances ne sont garanties qu’en un voisinage du point de 
fonctionnement autour duquel la linéarisation est effectuée. Pour ces raisons, des algorithmes de 
commande dont le domaine de fonctionnement est plus large doivent être développés. 
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2.2 Les contrôleurs non linéaires 
 Linéarisation entrée-sortie 
Le principe de la commande par linéarisation entrée-sortie est de trouver une dynamique linéaire 
équivalente du système non linéaire en effectuant un changement de variables en choisissant une 
commande adéquate. Pour ce faire, la sortie est dérivée plusieurs fois par rapport au temps jusqu’à 
l’apparition de l’entrée de commande. L’expression de cette dernière est par la suite choisie afin 
d’éliminer les non-linéarités et garantir la stabilité du système ou la poursuite de trajectoires de 
référence. Cette méthode nécessite que le modèle soit parfaitement connu, chose qui n’est pas 
facilement assurable en réalité. D’autre part si le système a un degré relatif inférieur à l’ordre du 
système, il devient nécessaire d’étudier la stabilité de la dynamique interne, à savoir, la dynamique 
des zéros. Si cette dynamique est instable, la commande linéarisante ne pourra pas garantir la 
stabilité du système global.  
La commande des quadrotors par linéarisation entrée-sortie a fait l’objet de plusieurs travaux avec 
différentes approches. Dans [15] le système est transformé en sous-systèmes SISO auxquelles la 
linéarisation entrée-sortie est appliquée, les simulations ont validé la stabilité et la robustesse de la 
loi de contrôle en présence de vent (force de vent de 10 𝑁) et d’incertitudes paramétriques (20 % 
d’incertitudes sur les moments d’inertie). Une approche différente est adoptée dans [16] où 
l’hypothèse des petits angles est supposée afin de simplifier le modèle du système. Par la suite, 
seules les sorties 𝑥, 𝑦, 𝑧 sont considérées pour déterminer les entrées de commande par linéarisation 
entrée sortie. Quant à l’angle 𝜓, il est commandé par un contrôleur PD. Dans le même esprit de 
réduction de complexité du système, [17] a divisé le contrôle du système global en deux parties : 
la première pour contrôler les angles d’orientation du quadrotor et la deuxième pour asservir sa 
position. Les résultats de simulation ont prouvé l’efficacité de la conception pour de faibles vitesses 
de référence. 
 La commande par modes glissants 
Le contrôle par modes glissants est articulé sur l’application d’un signal de commande non continu 
(à commutation) pour forcer le système à atteindre une surface appelée "surface de glissement", 
sélectionnée en fonction des objectifs de la commande, et d’y rester par la suite (glisser). Cette 
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technique n’omet pas les non-linéarités du système, ce qui constitue l’un de ses principaux 
avantages conjointement avec le bon suivi de trajectoire qu’elle assure [2]. 
Cette technique est appliquée dans [18] sur la dynamique de l’orientation du quadrotor ce qui a 
permis de stabiliser les angles d’Euler. Cependant, la présence de l’effet de réticence (shattering 
effect) était remarquable malgré les efforts déployés pour le réduire. Cette problématique est 
l’essence du travail [19]. L’auteur de cet article a comparé quatre types de contrôleurs basés sur le 
mode glissant de deuxième ordre afin de déduire celui qui élimine les effets non désirables de la 
commutation. Bien que les résultats de simulation et expérimentaux aient montré un bon suivi de 
trajectoire et un rejet de perturbations, ils demeurent limités puisque les contrôleurs se sont 
restreints à asservir l’altitude du drone indépendamment du reste de sa dynamique. Cette stratégie 
de commande a été jumelée à d’autres méthodes non linéaires, notamment le backstepping et le 
contrôle adaptatif, en vue d’augmenter la robustesse du système en présence d’incertitudes et 
perturbations externes [20, 21]. 
 Backstepping 
Le backstepping est une méthode de commande non linéaire basée sur la théorie de stabilité de 
Lyapunov. Elle est bien adaptée aux systèmes sous actionnés. En effet, en réorganisant le système 
en sous-systèmes virtuellement en cascade [22], il devient possible de contrôler quelques états 
grâce à d’autres états qui agissent comme leurs entrées.  
L’application du backstepping aux quadrotors a commencé au début des années 2000 avec [18]. 
La conception y est faite en trois étapes, d’abord le contrôle du système de la rotation puis le 
contrôle du déplacement vertical et enfin le contrôle du mouvement horizontal. Toutefois, seule la 
stabilisation du système de l’orientation a été testée sur un banc d’essai en maintenant le quadrotor 
à une altitude fixe. Les résultats ont montré que le contrôleur est capable de stabiliser le système 
considéré. Dans le cadre du même projet, une action intégrale est ajoutée en une étape ultérieure 
[23] afin de pouvoir rejeter les perturbations. Tous les états du système sont contrôlés cette fois-ci, 
par conséquent, le quadrotor a pu faire un décollage vertical et un mouvement rectangulaire à une 
hauteur faible avec succès. [24] présente la conception d’une commande par backstepping pour 
contrôler le modèle complet du quadrotor qui est composé de trois sous-systèmes 
interconnectés. Le premier est un sous-système sous actionné décrivant la dynamique suivant 𝑥 et 
𝑦 en fonction des angles de roulis et de tangage, le deuxième sous-système complètement actionné 
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donnant la dynamique de l’altitude 𝑧 et du lacet 𝜓 et un dernier sous-système représentant la 
dynamique des rotors. La loi de commande que présente ce travail a été simulée pour un suivi de 
trajectoire tridimensionnelle. Alors que le test expérimental effectué concernait uniquement les 
mouvements verticaux et du lacet. Un autre projet à citer utilisant la commande par backstepping 
est présenté dans le mémoire [25]. La méthodologie de contrôle adoptée consiste aussi à 
décomposer la dynamique du drone en une dynamique de translation et une autre de rotation. La 
particularité de ce travail réside dans sa considération de l’effet de l’erreur de position angulaire 
sur la stabilité dynamique du quadrotor. Pour ce faire, la stabilité du système a été prouvée grâce à 
la théorie de stabilité de Lyapunov et à la théorie de stabilité entrée à états (ISS). D’autre part, les 
dérivées des commandes virtuelles y sont estimées plutôt que calculées directement et le contrôleur 
qui y est conçu garantit un parfait suivi de trajectoire dans l’espace en simulation, mais son 
fonctionnement expérimental reste limité en présence du vent. 
 La technique du backstepping a été mise en œuvre également dans le cas de défaillance d’une des 
hélices, en l’occurrence le travail en [26]. Ce dernier vise à faire atterrir le quadrotor en toute 
sécurité en cas d’urgence à l’aide d’un contrôleur par backstepping pour le mouvement de 
translation, associé à un contrôleur basé sur le PID pour le mouvement de rotation. Des simulations 
d’un vol en salle ont été effectuées pour confirmer la validité du contrôleur. 
Tout au long de chapitre, nous avons exposé une panoplie de techniques de contrôle des véhicules 
aériens multi-rotors. L’adoption d’une technique se fait au gré de l’objectif de l’étude et du niveau 
de performance souhaitée. 
Pour ce travail, la loi de commande du quadrotor sera réalisée à l’aide du backstepping avec action 
intégrale.  









CHAPITRE 3 NOTIONS PRÉLIMINAIRES 
La finalité de ce chapitre est d’exposer les principaux outils et définitions mathématiques servant, 
au développement de la loi de commande se basant sur la technique du backstepping. Nous y 
présentons les étapes de conception d’un contrôleur par backstepping et les théorèmes démontrant 
sa stabilité asymptotique. 
La technique de commande par backstepping se base sur la théorie de stabilité de Lyapunov comme 
la majorité des techniques de commande non linéaires, elle propose une méthode systématique 
pour la conception d’un contrôleur pour un système non linéaire ([22]). 
3.1 Préliminaires  
Nous considérons dans ce paragraphe le système  
 ?̇? = 𝑓(𝑥) (3-1) 
admettant 𝑥 = 0 pour point d’équilibre, c.-à-d. tel que 𝑓(𝑥 ) = 0 et où 𝑓 est localement Lipschitz 
([22]). 
Définition 3.1 
Soit une fonction 𝑉: ℝ → ℝ. 𝑉 est dite : 
 Définie positive si: 𝑉(𝑥) > 0, ∀ 𝑥 ≠ 0 et 𝑉(0) = 0 
 Semi-définie positive si: 𝑉(𝑥) ≥ 0, ∀ 𝑥 ≠ 0 et 𝑉(0) = 0 
 Définie négative si: 𝑉(𝑥) < 0, ∀ 𝑥 ≠ 0 et 𝑉(0) = 0  
 Semi-définie négative si: 𝑉(𝑥) ≤ 0, ∀ 𝑥 ≠ 0 et 𝑉(0) = 0  
Théorème 3.1: Théorème de Lyapunov (méthode directe)  
Soit 𝐷 ⊂ ℝ  un voisinage de 𝑥   et  𝑉(𝑥): 𝐷 →  ℝ une fonction continûment différentiable définie 
positive. Alors : 
- ?̇? ≤ 0 ∀𝑥 ∈ 𝐷 
 
⇒  𝑥  est stable 
- ?̇? < 0 ∀𝑥 ∈ 𝐷 − {0}
 
⇒  𝑥  est asymptotiquement stable 
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si en plus 𝐷 = ℝ  𝑒𝑡 ?̇?(𝑥)
| | →
⎯⎯⎯⎯ ∞ alors 𝑥  est  globalement asymptotiquement stable 
3.2 Théorie de la commande backstepping 
La conception par backstepping s’applique en général aux systèmes sous forme dite de rétroaction 
stricte (Strict-Feedback Form), c’est-à-dire ayant la forme en (3-2). 
 ?̇? = 𝑓 (𝑥 ) + 𝑔 (𝑥 )𝑥  
?̇? = 𝑓 (𝑥 , 𝑥 ) + 𝑔 (𝑥 , 𝑥 )𝑥   




?̇? = 𝑓 (𝑥 , 𝑥 , … , 𝑥  ) + 𝑔 (𝑥 , 𝑥 , … , 𝑥  )𝑥  
?̇? = 𝑓 (𝑥 , 𝑥 , … , 𝑥 ) + 𝑔 (𝑥 , 𝑥 , … , 𝑥  )𝑢 
(3-2) 
où 𝑥 = (𝑥 , 𝑥 , … , 𝑥 )  ∈  ℝ  est l’état du système et 𝑢 est son entrée. Les 𝑓  et 𝑔  sont des 
fonctions non linéaires connues tel que 𝑓  (0)  =  0 et 𝑔 ≠ 0. 
Il est à noter que le système qui fera l’objet de notre étude se présentera sous forme de deux sous-
systèmes à rétroaction stricte. 
L’objectif principal du backstepping est de trouver une fonction candidate de Lyapunov définie 
positive, dont la dérivée est définie négative assurant la stabilité asymptotique globale du système. 
Cette fonction est construite d’une manière récursive. En effet, le système global est divisé en 𝑛 
sous-systèmes en cascade. Chaque étape de conception 𝑘 consiste à trouver une commande 
virtuelle afin d’assurer la stabilité du sous-système 𝑘 en question. À l’étape 𝑛, la fin du processus, 
la commande réelle 𝑢 du système étudié est obtenue. La succession des étapes de calcul permet 
également la formation de la fonction de Lyapunov du système global [22]. 
3.3 Algorithme de conception 
Afin d’illustrer le principe de la méthode de backstepping, prenons le système (3-2) pour  𝑛 = 2 : 
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 ?̇? = 𝑓 (𝑥 ) + 𝑔 (𝑥 )𝑥
?̇? = 𝑓 (𝑥 , 𝑥 ) + 𝑔 (𝑥 , 𝑥 )𝑢
 (3-3) 
où 𝑔  et 𝑔  sont des fonctions non nulles. 
Le problème de conception consiste à trouver une commande 𝑢 qui stabilise le système 
globalement. 
Sans perte de généralité, l’origine est considérée comme point d’équilibre du système pour une 
entrée nulle. 
Étape 1:  
On considère la première équation du système. Stabiliser ce sous-système est l’objectif de cette 
étape. 
La sélection de la première fonction candidate de Lyapunov doit faire apparaître la dynamique de 
la variable d’état 𝑥  afin de pouvoir déterminer la première commande virtuelle  (3-4). Une fonction 
quadratique constitue un bon choix de la fonction candidate de Lyapunov [27]. 
Soit  
 
𝑉 (𝑥 ): =
1
2
𝑥  (3-4) 
Sa dérivée est donnée ci-dessous 
                         ?̇? (𝑥 ) = 𝑥 ?̇?  
                    = 𝑥 (𝑓 (𝑥 ) + 𝑔 (𝑥 )𝑥 ) 
(3-5) 
À partir de (3-5) il est clair que si 𝑥  pouvait être choisi de façon judicieuse de telle sorte à avoir 
?̇?  négative, alors la stabilité de l’origine de la première équation en (3-3) serait assurée. 
La variable d’état 𝑥  est traitée en cette étape comme une entrée et on définit sa valeur désirée 
comme étant : 
 𝑥 ≔ 𝛼  (3-6) 
13 
 
L’état 𝑥  n’est pas une entrée réelle du système, c’est pourquoi 𝛼  est nommée une commande 
virtuelle. Soit 𝛼  telle que:  
 𝑓 (𝑥 ) + 𝑔 (𝑥 )𝛼 = −𝛾 𝑥  (3-7) 





−𝛾 𝑥 − 𝑓 (𝑥 )  (3-8) 
Étape 2 : 
Nous définissons la variable d’erreur 𝑒 , qui représente l’écart entre l’état 𝑥  et sa valeur désirée 
𝛼  par: 
 𝑒 : = 𝑥 − 𝛼  (3-9) 
La conception dans cette étape doit forcer l’écart 𝑒  à s’annuler avec une certaine dynamique. 
La fonction candidate de Lyapunov est augmentée en 𝑉  : 
 𝑉 = 𝑉 +
1
2
𝑒  (3-10) 
𝑉  a comme fonction dérivée : 
 ?̇? = 𝑥?̇? + 𝑒 ?̇?  
     = −𝛾 𝑥 + 𝑒 (?̇? − ?̇? ) 
     = −𝛾 𝑥 + 𝑒 (𝑓 (𝑥 , 𝑥 ) + 𝑔 (𝑥 , 𝑥 )𝑢 − ?̇? ) 
(3-11) 




𝑔 (𝑥 , 𝑥 )
(?̇? − 𝑓 (𝑥 , 𝑥 ) − 𝛾 𝑒 ) (3-12) 







?̇?   (3-13) 
Avec un tel choix, on obtient : 
 ?̇? = −𝛾 𝑥 − 𝛾 𝑒 ≤ 0 (3-14) 
D’où la stabilité en boucle fermée du système original en (3-3). 
Il est à noter que les paramètres 𝛾  et 𝛾  sont liés à l’emplacement des pôles de la matrice du 
système en boucle fermée (voir exemple ci-après), c.-à-d. le choix de ces deux paramètres fixe la 
dynamique de cette boucle. 
Pour un système d’ordre 𝑛 ≥  2, le processus est répété 𝑛 fois jusqu’à l’obtention de la commande 
réelle 𝑢 et de la fonction de Lyapunov 𝑉. 
Exemple d’application 
Soit le système sous forme rétroaction stricte ayant le modèle d’état non linéaire (3-15). 
 ?̇? = −𝑥 + 𝑥
?̇? = 𝑥 + 𝑢
 (3-15) 
On désire faire suivre à 𝑥  le signal de référence 𝑥 , où ?̇?  et ?̈?  sont supposées connues et 
suffisamment lisses. 
Étape 1 : 
La première étape concerne la première équation en (3-15). Définissons la variable d’écart : 
 𝑒 : = 𝑥 − 𝑥  (3-16) 
Soit la candidate de Lyapunov 𝑉 (𝑒 ) = 𝑒 . 
Sa dérivée temporelle est:  
 ?̇? = 𝑒 ?̇? = 𝑒 (−𝑥 + 𝑥 − ?̇? ) (3-17) 
En choisissant la commande virtuelle 𝛼 = −𝑘 𝑒 + 𝑥 + ?̇? , alors si 𝑥  tend vers 𝛼  la dérivée 
de 𝑉  devient : 
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 ?̇? = −𝑘 𝑒  (3-18) 
Toutefois, nous ne pouvons pas forcer 𝑥  à être égal à 𝛼  puisqu’il n’est pas une entrée directe du 
système, mais nous pouvons contrôler la variation de 𝑥  à partir de la deuxième équation d’état. 
Étape 2 : 
Définissons maintenant l’écart 𝑒  entre la variable d’état 𝑥  et sa valeur désirée 𝛼 . 
 𝑒 : = 𝑥 − 𝛼  (3-19) 
Puis augmentons la candidate de Lyapunov en 𝑉 = 𝑉 + 𝑒 . 
Sa dérivée temporelle est donnée par : 
 ?̇? = 𝑒 ?̇? + 𝑒 ?̇?  
     = −𝑘 𝑒 + 𝑒 (𝑒 + 𝑥 + 𝑢 − 𝑘 (𝑒 − 𝑘 𝑒 ) + 3𝑥 − 3𝑥 𝑥 − ?̈? ) 
(3-20) 
À présent, la commande réelle du système figure sur la dernière équation. Il suffit de choisir la 
valeur de 𝑢 pour rendre négative cette dérivée. Un tel choix est donné par : 
 𝑢 = −𝑘 𝑒 −𝑒 − 𝑥 + 𝑘 (𝑒 − 𝑘 𝑒 ) − 3𝑥 + 3𝑥 𝑥 + ?̈?  (3-21) 
où 𝑘  est strictement positif, la dérivée s’écrit alors  
 ?̇? = −𝑘 𝑒 − 𝑘 𝑒 ≤ 0 (3-22) 
Ce qui implique que la sortie 𝑦 = 𝑥  suivra la référence 𝑥  avec une certaine dynamique. 







𝑒  (3-23) 
Il est intéressant de noter que la vitesse de convergence de 𝑥  vers le signal de référence dépend de 
la dynamique de la matrice en (3-23), en d’autres termes, les valeurs des gains 𝑘  et 𝑘  dépendent 
de la position désirée des pôles en boucle fermée.  
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Les étapes de conception d’un contrôleur basé sur la théorie du backstepping ont été présentées 
dans cette section, les notions théoriques relatives à la démonstration de la stabilité y figurent 
également. Il est à noter qu’un contrôleur backstepping ne garantit pas des erreurs nulles en 
présence de perturbations externes. Évidemment ceci est dû à l’absence de l’action intégrale 
nécessaire pour l’élimination des erreurs résiduelles. Pour y remédier, une action intégrale sera 




CHAPITRE 4 MODÉLISATION DU QUADROTOR 
Il est primordial de comprendre la dynamique du système à étudier avant d’aborder la conception 
des lois de commande. À cette fin, ce chapitre traite de la modélisation du drone multi-rotor du 
type quadrotor. Dans un premier temps, nous procéderons à l’identification et à la représentation 
dans les repères adéquats des effets agissant sur le quadrotor. Dans un second temps, nous nous 
servirons des équations mécaniques d’un corps rigide selon le formalisme de Newton-Euler afin 
de développer le modèle dynamique du véhicule. 
À la fin de chapitre, un modèle non linéaire est mis en évidence aussi bien qu’un modèle linéaire 
obtenu par linéarisation autour du point d’équilibre.   
4.1 Repères 
Il est nécessaire de définir deux repères pour pouvoir décrire le mouvement du quadrotor. 
Le premier repère est le repère inertiel. Il s’agit d’un repère galiléen dans lequel les lois de Newton 
sont applicables. En aéronautique, le repère inertiel utilisé est le repère NED (North-East-Down). 
Ce repère sera noté ℱ = (𝑂 , 𝒙𝒊, 𝒚𝒊, 𝒛𝒊), où 𝒙𝒊 pointe vers le nord géographique, 𝒚𝒊 vers l’est et 𝒛𝒊 
vers le centre de la Terre. Nous considérons que la surface de la Terre est localement plate, par 
conséquent 𝒙𝒊 et 𝒚𝒊 sont parallèle au sol et  𝒛𝒊  est perpendiculaire au sol.  
Le deuxième repère est nécessaire à la description de l’orientation de l’aéronef. Il s’agit d’un 
référentiel lié au châssis du quadrotor et se déplace avec lui, il est identifié par ℱ =
(𝑂 , 𝒙𝒃, 𝒚𝒃, 𝒛𝒃). L’origine 𝑂  qui coïncide avec le centre de gravité, 𝒙𝒃, 𝒚𝒃 et 𝒛𝒃 pointent 
respectivement vers l’avant, vers le bras droit et vers le bas. 
4.2 Effets physiques agissant sur le quadrotor 
Les forces et les moments considérés dans ce travail opérant sur le quadrotor sont : 
- La force de poussée générée par chaque rotor 
- La force gravitationnelle 
- Les moments de traînée générés par la rotation 
- Les moments gyroscopiques 
Nous ne considérons pas les effets suivants : 
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- Les battements d’hélice 
- La friction de l’air 
- L’effet du sol 
- L’instabilité de l’air et du vent 
4.2.1 Les forces 
La force de poussée  
 Elle résulte de la rotation des moteurs 𝑀 , 𝑀 , 𝑀 , 𝑀  et des hélices et permet de soulever le 
quadrotor. Elle est perpendiculaire sur le plan des hélices (Figure 4.1). 
La force de poussée générée par l’hélice 𝑖 est:  
 𝑇 = 𝐶 𝜌𝐴(𝛺 𝑟)  (4-1) 
où : 
- 𝐶 : terme aérodynamique dépendant de la géométrie de l’hélice 
- 𝜌: la densité de l'air 
- 𝐴: l’aire du disque généré par l’hélice, 𝐴 = 𝜋𝑟  
- Ω : la vitesse de l’hélice 
- 𝑟: la longueur de l’hélice 
En supposant que l’aéronef effectue un vol à basse altitude avec une vélocité faible et que l’hélice 
est rigide, les variables précédentes peuvent alors être supposés constants [28, 29], et nous pouvons 
faire l’approximation suivante : 
 𝑇 = 𝑘 𝛺  (4-2) 
où 𝑘  est le coefficient de poussée. 





−𝑘 (Ω + Ω + Ω + Ω )




La force gravitationnelle  
Cette force due au champ gravitationnel terrestre est exprimée dans le repère terrestre par : 
 𝐹 = 𝑚𝑔 𝒛𝒊 (4-4) 
où 𝑔 est l’accélération gravitationnelle approximée à 9.81 𝑚/𝑠  et 𝑚 est la masse du quadrotor. 
 
Figure 4.1: Schématisation des forces de poussée [30] 
4.2.2 Les moments 
Les moments dus aux forces de poussée  
Ces moments sont créés par la différence entre les forces de portance de chaque paire de moteurs. 
Elles sont exprimées ainsi : 
 
𝜏 =
𝑘 𝑙(Ω − Ω )
𝑘 𝑙(Ω − Ω )
0
  (4-5) 
𝑘  réfère au coefficient de poussée et 𝑙 à la longueur de l’hélice 
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Le moment de traînée  
Il est dû à l’angle d’attaque entre l’hélice et l’air. En effet, la rotation de l’hélice pousse l’air vers 
le bas pour générer la force de portance, néanmoins, l’angle d’attaque non nul donne naissance à 
une autre force perpendiculaire à la portance. Pour chaque hélice 𝑖, ce moment est donné par [29] : 
 𝐷 = 𝐶 𝜌𝐴(Ω 𝑟) 𝑟  (4-6) 
où : 
- 𝐶 : terme aérodynamique dépendant de la géométrie de l’hélice et des conditions 
aéronautiques 
- 𝜌: la densité de l'air 
- 𝐴: l’aire du disque généré par l’hélice, 𝐴 = 𝜋𝑟  
- Ω : la vitesse de l’hélice 
- 𝑟: la longueur de l’hélice 
Les mêmes hypothèses utilisées pour le calcul de la force de portance sont considérées ici, on 
obtient : 
 𝐷 = 𝑘 Ω  (4-7) 
où 𝑘  est le coefficient de traînée. Dans cette équation, une rotation dans le sens horaire génère un 
moment négatif et une rotation dans le sens antihoraire génère un moment positif. Le moment 
résultant des quatre hélices est : 
 
𝜏 î é =
0
0
𝑘 (−Ω + Ω − Ω + Ω )
  (4-8) 
Le moment gyroscopique: il correspond au phénomène de conservation d’axe de rotation d’un 
objet effectuant un mouvement de rotation. Si une force vient modifier l’axe de rotation, l’objet 
s’oppose à cette action en imposant un couple résistant à ce changement. Dans le cas du 
quadricoptère, il s’applique aux hélices qui ont leurs propres axes de rotation, mais qui sont 
perturbées par la rotation du rotor en entier. Le moment crée par chaque hélice est donné par : 
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 𝐺 = 𝜔 × 𝐼 Ω 𝒛𝒊 (4-9) 
où 𝐼  est l’inertie du rotor, 𝜔 = [𝑝, 𝑞, 𝑟]  est le vecteur de la vitesse angulaire et Ω  la vitesse 
de rotation du moteur 𝑖. 
Le moment gyroscopique total créé par les quatre rotors est : 
 
𝐺 =
    𝐼 𝑞(−Ω + Ω − Ω + Ω )
−𝐼 𝑝(−Ω + Ω − Ω + Ω )
0
 (4-10) 
On note par la suite Ω = −Ω + Ω − Ω + Ω . 
4.3 Le modèle du quadrotor selon Newton-Euler 
Le modèle qui sera développé dans ce paragraphe suppose les hypothèses suivantes : 
- Le quadrotor est un corps rigide 
- La structure de l’aéronef est symétrique 
- Le centre de gravité et l’origine du repère lié à l’objet sont superposés 
- Les hélices sont rigides 
Tenant compte de ces hypothèses, nous pouvons appliquer les équations du mouvement du corps 
rigide à six degrés de liberté présentées en Annexe A au quadrotor. En outre, à partir de la section 













𝜏 − 𝐺 =
𝑘 𝑙(Ω − Ω )





𝑘 (−Ω + Ω − Ω + Ω )
 −




En appliquant les équations (8-13) et (8-16) de l’Annexe A, le modèle du quadrotor exprimé par 
rapport à ℱ est : 
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𝑇𝒌 + 𝑅 𝑔. 𝒌 − [𝜔]×𝑉
?̇? = 𝜌(𝛩)𝜔
𝐼 ?̇? =  𝜏 − 𝐺 − [𝜔]×𝐼𝜔
 (4-13) 
où 𝜂 = [𝑥, 𝑦, 𝑧]  est la position du quadrotor exprimée dans ℱ , 𝑉 = [𝑢, 𝑣, 𝑤]  est sa vitesse 
linéaire exprimée dans ℱ , Θ = [𝜙, 𝜃, 𝜓]  est le vecteur des angles d’Euler, 𝜔 = [𝑝, 𝑞, 𝑟] la vitesse 
angulaire exprimée dans ℱ , 𝒌 = [0 0 1]  et 𝜌(Θ) la matrice de transformation de Θ̇ à 𝜔 (voir (8-8) 






1 sin (𝜙)tan (𝜃) cos (𝜙)tan (𝜃)










En notant 𝜇 la vitesse linéaire dans le repère inertiel, le même modèle exprimé dans le repère ℱ  
devient : 




𝑇𝑅𝒌 + 𝑔. 𝒌
?̇? = 𝜌(𝛩)𝜔
 𝐼 ?̇? =  𝜏 − 𝐺 − [𝜔]×𝐼𝜔
 (4-14) 
Un choix possible du vecteur d’état est 𝑋 = [𝑥, 𝑦, 𝑧, ?̇?, ?̇?, ?̇?, 𝜙, 𝜃, 𝜓, 𝑝, 𝑞, 𝑟] . Avec ce choix, on a la 



























𝑻(cos(𝜙) sin(𝜃) sin(𝜓) − sin(𝜙) cos(𝜓))




?̇? = 𝑝 + sin(𝜙) tan(𝜃) 𝑞 + cos(𝜙) tan(𝜃) 𝑟























4.4 Le modèle linéaire du système 
Le modèle présenté en (4-15) est linéarisé autour du point d’équilibre qui coïncide avec le point de 
fonctionnement « vol stationnaire ». Nous nous intéressons aux sorties qui décrivent la position du 
quadrotor dans l’espace ainsi que son orientation. 
On considère le vecteur d’état 𝑋 = [𝑥, 𝑦, 𝑧, ?̇?, ?̇?, ?̇?, 𝜙, 𝜃, 𝜓, 𝑝, 𝑞, 𝑟]  et le vecteur de sorties 𝑌 =
[𝑥, 𝑦, 𝑧, 𝜙, 𝜃, 𝜓] , l’entrée du système étant 𝑈 = 𝑇, 𝜏  , 𝜏  , 𝜏 . 
La linéarisation autour de l’équilibre 𝑋 = [𝑥 , 𝑦 , 𝑧 , 0, 0, 0, 0, 0, 𝜓 , 0, 0, 0] , 𝑈 = [𝑚𝑔, 0,0,0]  
donne le modèle d’état linéaire : 
 ?̇? = 𝐴𝑋 + 𝐵𝑈


















0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 −𝑔 0 0 0 0
0 0 0 0 0 0 𝑔 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0




























0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
− 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0
0 0 0























1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0






  ; 𝐷 = 0( × ) 
Rappelons que 𝑔 est la constante gravitationnelle, 𝐼 , 𝐼  et 𝐼  sont les moments d’inertie axiaux. 
4.5 Relation entre les forces/moments et les vitesses des moteurs 
Le modèle développé précédemment possède comme entrée de commande la force de poussée 𝑇 
et les moments 𝜏, tandis que les entrées réelles du quadrotor sont les vitesses de rotation des 
moteurs 𝛺 . À partir des équations exposées auparavant, ces deux types d’entrées sont liés comme 
suit:  
 𝑇 = 𝑘 (Ω + Ω + Ω + Ω ) 
𝜏 = 𝑘 𝑙(Ω − Ω ) 
𝜏 = 𝑘 𝑙(Ω − Ω ) 
𝜏 = 𝑘 (−Ω + Ω − Ω + Ω ) 
(4-17) 








𝑘 𝑘 𝑘 𝑘
0 −𝑘 𝑙 0 𝑘 𝑙
𝑘 𝑙 0 −𝑘 𝑙 0



















































































Nous avons présenté dans ce chapitre les équations cinématiques et dynamiques dictant le 
mouvement du quadrotor dans l’espace, ces dernières soulignent la complexité du modèle, sa non-
linéarité et le couplage entre ses différents états. Nous disposons maintenant d’un modèle 
dynamique sur lequel se basera la conception des contrôleurs.
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CHAPITRE 5 CONCEPTION DES CONTRÔLEURS 
Nous avons présenté dans les chapitres précédents le modèle mathématique et les outils théoriques 
nécessaires à la commande du quadrotor. Dans le présent chapitre, nous proposons le 
développement de lois de commande du vol. L’étude comporte trois volets: dans le premier, nous 
synthétisons un contrôleur linéaire de type PID basé sur le modèle linéaire développé 
précédemment, le deuxième volet sera consacré à la présentation d’un contrôleur par backstepping 
et nous finirons par le troisième volet où la conception du contrôleur par backstepping avec action 
intégrale est effectuée. 
5.1 Contrôle linéaire du quadrotor 
Dans l’industrie, la plupart des contrôleurs utilisés sont des contrôleurs PID. En effet, ils sont 
caractérisés par leur simplicité et leur performance. 
Ce type de régulateur se base sur la génération d’un signal de commande à partir de l’écart 𝑒 entre 
la référence et la mesure. Conformément à ça, la loi de commande est donnée par: 
 
𝑢(𝑡) = 𝑘 𝑒(𝑡) + 𝑘
𝑑𝑒(𝑡)
𝑑𝑡
+ 𝑘  𝑒(𝜏)𝑑𝜏 (5-1) 
où 𝑒 représente l’écart 𝑦 − 𝑦, 𝑦  le signal de référence et 𝑦 la sortie mesurée et où 𝑘  est le 
gain proportionnel, 𝑘  est le gain dérivé et 𝑘  est le gain intégral. 
Le modèle du quadrotor considéré dans ce paragraphe est le modèle linéaire développé en (4-16). 
Le contrôle du quadrotor est réalisé par une structure en cascade constituée de deux boucles. Le 
contrôleur de la boucle interne liée à la dynamique d’orientation est chargé de suivre la référence 
d’orientation du drone, c.-à-d. suivre les angles 𝜙 , 𝜃  et 𝜓  et la boucle externe liée à la 
dynamique de position qui génère ces angles de roulis et de tangage de référence ainsi que la force 
de poussée totale nécessaires au positionnement du drone à un endroit de l’espace comme illustré 




Figure 5.1: Les boucles de contrôle du quadrotor 
En général, la stabilisation d’un quadrotor est réalisable par un contrôleur PD pour chaque degré 
de liberté. Cependant, une erreur résiduelle est non annulée au niveau de l’altitude 𝑧 lorsque le 
quadrotor est en vol stationnaire à cause de l’effet de son poids. Pour cette raison, un contrôleur 
PD est conçu pour chaque degré de liberté à l’exclusion de l’altitude pour laquelle un contrôleur 
PID a été choisi. Les erreurs de suivi relatives à ceux-ci sont définies en (5-2), où 







𝑒 = 𝑥 − 𝑥
𝑒 = 𝑦 − 𝑦
𝑒 = 𝑧 − 𝑧
𝑒 = 𝜙 − 𝜙
𝑒 = 𝜃 − 𝜃
𝑒 = 𝜓 − 𝜓
 (5-2) 
Afin de limiter l’effort de la commande, l’action dérivée agira sur les états au lieu d’agir sur leurs 
erreurs telle qu’illustré à la Figure 5.2. Cette manière empêchera une discontinuité possible au 
niveau des trajectoires désirées de s’amplifier par l’action dérivée [31]. Certes, les positions 
désirées (𝑥 , 𝑦 , 𝑧 ) et le lacet 𝜓  seront des signaux continus pour simuler un vol stationnaire. 
Cependant, la forme des signaux (𝜙 , 𝜃 ) n’est pas fixée au préalable, ces signaux de référence 




Figure 5.2: Contrôleur PID 
La stabilisation de l’altitude 𝑧 en une référence 𝑧  est assurée par le signal de commande 𝑇, qui 
représente la force de poussée nécessaire pour atteindre 𝑧  : 
  𝑇 = 𝑘 𝑒 − 𝑘 ?̇? + 𝑘 ∫ 𝑒  (5-3) 
Le mouvement latéral est généré par l’inclinaison du quadrotor autour de l’axe de roulis. La 
structure de la commande de ce mouvement est composée alors de deux boucles en cascade comme 
le montre la Figure 5.3. Le contrôleur de la boucle externe produit la référence de l’orientation du 
roulis 𝜙 , tandis que celui de la boucle interne assure le suivi de cette référence grâce au moment 
généré 𝜏 . Ainsi, le drone est guidé vers la référence du mouvement latéral 𝑦 . Dans ce cas, les 
lois de commande externe et interne s’écrivent: 
 𝜙 = 𝑘 𝑒 − 𝑘 ?̇?
𝜏 = 𝑘 𝑒 − 𝑘 ?̇?
 (5-4) 
 




Le même principe s’applique au mouvement longitudinal comme le présente la Figure 5.4. Ce 
mouvement est généré par l’inclinaison du quadrotor autour de son axe de tangage. La boucle 
externe produit la référence de l’orientation 𝜃 , tandis que la boucle interne guide le drone à 
conserver cette orientation de tangage grâce au moment produit 𝜏 . Il en résulte la poursuite de la 
trajectoire longitudinale de référence 𝑥 . Les lois de commande externe et interne sont les 
suivantes:  
 𝜃 = 𝑘 𝑒 − 𝑘 ?̇?
𝜏 = 𝑘 𝑒 − 𝑘 ?̇?
 (5-5) 
 
Figure 5.4: Le mouvement longitudinal du quadrotor 
La dernière loi de contrôle concerne la stabilisation du mouvement de lacet 𝜓 à une référence 𝜓  
en régime permanent grâce au moment 𝜏  : 
 𝜏 = 𝑘 𝑒 − 𝑘 ?̇? (5-6) 
Il est intéressant de mentionner que la stabilisation du roulis et du tangage doit se faire plus 
rapidement que la dynamique longitudinale et latérale pour pouvoir stabiliser le quadrotor en une 
position désirée.  




5.2 Contrôle du quadrotor par backstepping 
Dans cette section, nous nous intéressons au contrôleur par backstepping, développé dans le 
mémoire de Guillaume Charland [25], pour des fins de comparaison. 
Le modèle du quadrotor dans ce travail est analogue à celui sur lequel ce mémoire se base. Un 
contrôleur par backstepping y est construit en quatre étapes. De prime abord, l’étape de contrôle 
de la position linéaire puis le contrôle de la vitesse linéaire, ensuite le contrôle de la position 
angulaire et enfin le contrôle de la vitesse angulaire. Un estimateur de dérivée y est utilisé en chaque 
étape pour estimer les dérivées des commandes virtuelles (se référer à [25] pour plus de détails). 
Les commandes virtuelles ainsi que les sorties du contrôleur sont données comme suit. 
Les signaux nécessaires aux calculs sont : 
 𝜂 = 𝜂 − 𝜂  
𝜇 = 𝜇 − 𝛼  
Θ = Θ − α  
𝜔 = 𝜔 − 𝛼  
(5-7) 
Les commandes virtuelles sont : 
 𝛼 = ?̇? − 𝛬 𝜂  
𝛼 = 𝛼 𝛼 𝛼 = 𝜂 + 𝑔. 𝑘 − ?̈? + 𝛬 (𝜇 − 𝛬 𝜂 ) + 𝛬 𝜇  
𝛼 = 𝜌(𝛩) ?̇? − 𝛬 𝛩  
𝛼 = 𝑠𝑖𝑛
𝛼 𝑠𝑖𝑛 𝛼 − 𝛼 𝑐𝑜𝑠 𝛼
𝛼 𝛼
 
𝛼 = 𝑡𝑎𝑛 
𝛼 𝑐𝑜𝑠 𝛼 + 𝛼 𝑠𝑖𝑛 𝛼
𝛼
 
𝛼 = 𝛼  𝛼  𝜓  
(5-8) 
Les commandes réelles (c.-à-d. les sorties du contrôleur) sont : 
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 𝑇 = 𝑚 𝛼 𝛼  
𝜏 = −𝜌(Θ) Θ + 𝜔 × 𝐼𝜔 + 𝐺 + 𝐼?̇? − Λ 𝜔  
(5-9) 
L’estimateur de dérivée, où l’indice 𝑖 ∈ {𝜙 , 𝜃, 𝑝, 𝑞, 𝑟} 
 ?̇? = 𝜉 − 𝜆 |𝛼 − 𝛼  | 𝑠𝑖𝑔𝑛(𝛼 − 𝛼 ) 
?̇? = −𝛽 𝑠𝑖𝑔𝑛(𝛼 − 𝛼 ) 
(5-10) 
où 𝛬 , 𝛬 , 𝛬 , 𝛬 , 𝜆  et 𝛽  sont des paramètres strictement positifs. 
5.3 Contrôle du quadrotor par backstepping avec action intégrale 
Dans cette section, la procédure du contrôle par backstepping est modifiée afin d’introduire une 
action intégrale. Cette action permettra de venir à bout des erreurs résiduelles dues aux 
perturbations ou bien aux incertitudes. Grâce à cette stratégie, la démonstration de la stabilité 
globale du système commandé est possible. Outre les performances en régime permanent que 
procurera ce type de modification, le nouveau contrôleur doté de l’action intégrale donnera lieu à 
une forme linéaire du système en boucle fermée. Cette forme sera exploitée par la suite dans 
l’analyse de la robustesse aux incertitudes de la masse par le biais d’outils d’analyse linéaires. 
Les étapes de conception dans cette section considèrent l’erreur ainsi que son intégrale à la 
différence du backstepping présenté en [25]. Chaque écart 𝑒  est remplacé par l’expression qui 
suit : 
𝑒 = 𝑥 − 𝑥 , + 𝐾∫ (𝑥 − 𝑥 , ) (5-11) 
où 𝐾 est un gain positif à régler, 𝑥  est l’état considéré et 𝑥 ,  est le signal de référence lui étant 
associé. 
L’objectif présent du contrôle est de permettre au quadrotor la poursuite de la trajectoire désirée de 
la position 𝜼𝒅 = [𝒙𝒅, 𝒚𝒅, 𝒛𝒅 ] et du lacet 𝝍𝒅. À cet effet, nous nous basons sur le modèle du 
véhicule (4-14) qui décrit sa dynamique dans le repère inertiel. Ce modèle peut être décomposé en 
deux sous-systèmes interconnectés grâce aux angles d’Euler dont dépend la matrice de rotation 𝑅 
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(voir A.1 Annexe 1), le premier sous-système lié au mouvement de translation et le deuxième lié 
au mouvement de rotation telle que représentée par les équations (5-12). 
 
 







Σ ≔  
Θ̇ = 𝜌(Θ)𝜔
𝐼?̇? = 𝜏 − 𝐺 − [𝜔]×𝐼𝜔
 
(5-12) 
En vue de déterminer les commandes 𝑇 et 𝜏 nécessaires à l’atteinte de notre objectif, nous 
commençons par le développement du contrôleur des positions 𝑥, 𝑦 et 𝑧, et synthétisons par la suite 
le contrôleur de l’orientation décrite par les angles d’Euler 𝜙, 𝜃, et 𝜓. 
5.3.1 Contrôle du système de positionnement 
Nous considérons d’abord le système 𝛴  pour ressortir la force de poussée totale 𝑇 permettant de 
stabiliser le quadrotor à l’altitude désirée et les angles de référence assurant le déplacement désiré 
horizontal. Ceci est réalisé en deux étapes. 
Étape 1: Contrôle de la position 
Étant donné 𝜂  la trajectoire que l’on désire suivre, définissons l’erreur de poursuite 𝑒  et son 
intégrale  𝜒 .  
 𝑒 = 𝜂 − 𝜂 (5-13) 
        𝜒 = ∫ (𝜂 − 𝜂) (5-14) 








𝜒 𝐾 𝜒  (5-15) 
où 𝐾  est une matrice définie positive qui sera fixée par la suite.  
La dérivée de 𝑉  le long de la solution du système s’écrit : 
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 ?̇? = 𝑒 (?̇? − ?̇? + 𝐾 𝜒 ) (5-16) 
Selon le principe de fonctionnement du backstepping, nous allons devoir contrôler la position à 
travers la vitesse. Le choix de la commande virtuelle 𝛼 ̇ , représentant la vitesse désirée, permet 
d’obtenir ?̇?  définie négative. Un tel choix est donné par : 
 𝛼 ̇ = ?̇? + 𝐾 𝜒 + 𝐴 𝑒    (5-17) 
où 𝐴  est une matrice définie positive réglable. 
Étape 2: Contrôle de la vitesse linéaire 
Soit 𝑒  l’écart entre la vitesse linéaire du drone et la commande virtuelle 𝛼 ̇ .  
 𝑒 = 𝛼 ̇ − ?̇? (5-18) 
À partir des équations (5-17), nous obtenons la dynamique de l’erreur ?̇?  . 
 ?̇? = ?̇? ̇ − ?̈? 
     = ?̈? + 𝐾 𝑒 + 𝐴 (𝑒 − 𝐴 𝑒 − 𝐾 𝜒 ) − ?̈? 
(5-19) 
En cette étape, l’erreur 𝑒  doit être stabilisée. Pour cela, nous choisissons la fonction candidate de 
Lyapunov suivante : 
 
𝑉 = 𝑉 +
1
2
𝑒 𝑒  (5-20) 
 ?̇? = 𝑒 ?̇? + 𝜒 𝐾 𝑒 + 𝑒 ?̇?  
      = 𝑒 (𝑒 − 𝐴 𝑒 − 𝐾 𝜒 ) + 𝜒 𝐾 𝑒 + 𝑒 (?̈? + 𝐾 𝑒
+ 𝐴 (𝑒 − 𝐴 𝑒 − 𝐾 𝜒 ) − ?̈?) 
    = −𝑒 𝐴 𝑒 + 𝑒 (?̈? + (𝐼 − 𝐴 + 𝐾 )𝑒 + 𝐴 𝑒 − 𝐴 𝐾 𝜒 − ?̈?) 
(5-21) 
À l’aide du terme ?̈?, nous forcerons ?̇?  à être définie négative. Soit 𝛼 ̈  la valeur désirée pour ?̈?, 




 𝛼 ̈  = ?̈? + (𝐼 − 𝐴 + 𝐾 )𝑒 + (𝐴 + 𝐴 )𝑒 − 𝐴 𝐾 𝜒  (5-22) 
Rappelons que 𝛼 ̈  constitue la commande virtuelle de l’accélération, elle représente réellement 
l’accélération du quadrotor dans le repère inertiel permettant le suivi de la trajectoire désirée 𝜂 . 
Les composantes de ce vecteur sont écrites en (5-23). 
 





























En tenant compte de (5-23), il est perceptible que l’orientation du quadrotor détermine la direction 
de la force de poussée dans l’espace. Dès lors, il est primordial d’avoir une orientation correcte du 
quadrotor pour pouvoir atteindre la position désirée, et par conséquent, il est nécessaire de 
concevoir un contrôleur d’attitude à haute performance. 












. Les angles 𝜙  et 𝜃  se calculent via les 





𝛼 ̈ sin(𝜓 ) − 𝛼 ̈ cos(𝜓 )
𝛼 ̈ + 𝛼 ̈ + 𝛼 ̈  ⎠
⎞ 
𝜃 = tan








𝑇 = 𝛼 ̈ + 𝛼 ̈ + 𝛼 ̈  (5-25) 
Reprenons l’équation en (5-22), celle-ci peut être écrite différemment en ne considérant que la 
variable d’écart 𝑒 :  
 𝛼 ̈  = ?̈? + (𝐼 − 𝐴 + 𝐾 )𝑒 + (𝐴 + 𝐴 )𝑒 − 𝐴 𝐾 𝜒  
       = ?̈? + 𝐴 𝐾 ∫ 𝑒 + (𝐼 + 𝐾 + 𝐴 𝐴 )𝑒 + (𝐴 + 𝐴 )?̇?  
(5-26) 
On pose Γ = 𝐴 𝐾 , Γ = 𝐼 + 𝐾 + 𝐴 𝐴 , Γ = 𝐴 + 𝐴  , l’expression de l’accélération désirée 
devient : 
 𝛼 ̈  = ?̈? + Γ ∫ 𝑒 + Γ 𝑒 + Γ ?̇?  (5-27) 
Nous constatons que le contrôleur de position se présente sous une structure d’un contrôleur PID 
parallèle. 
5.3.2 Contrôle du système d’orientation 
Le contrôleur à concevoir dans cette partie doit être capable de suivre l’orientation désirée Θ =
[𝜙 , 𝜃 , 𝜓 ] , dont les deux premiers éléments résultent du calcul effectué dans la section 
précédente et le troisième élément est une trajectoire désignée par l’utilisateur. À la fin de cette 
sous-section, nous aurons calculé le moment 𝜏 = 𝜏 , 𝜏 , 𝜏 . 
Étape 1: Contrôle de la position angulaire 
Similairement au contrôle de la position, nous commençons par la définition de l’erreur 
d’orientation 𝑒  ainsi que son intégrale. 
 𝑒 = Θ − Θ (5-28) 
 𝜒 = ∫ (Θ − Θ) (5-29) 
Avec le choix de la fonction candidate de Lyapunov 𝑉 . 
 𝑉 = 𝑒 𝑒 + 𝜒 𝐾 𝜒  (5-30) 
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où 𝐾  est une matrice définie positive. La dérivée de 𝑉  par rapport au temps est : 
 ?̇? = 𝑒 ?̇? + 𝜒 𝐾 𝑒  
          ?̇? = 𝑒 Θ̇ − Θ̇ + 𝐾 𝜒  
                 = 𝑒 Θ̇ − 𝜌𝜔 + 𝐾 𝜒  
(5-31) 
Nous utilisons la vitesse angulaire 𝜔 pour contrôler la position angulaire. Un choix judicieux d’une 
vitesse angulaire désirée 𝛼  (commande virtuelle) rendra négatif la dérivée de 𝑉 . Un tel choix, où 
𝐴  est une matrice définie positive, est donné comme suit : 
 𝛼 = 𝜌 (Θ̇ + 𝐾 𝜒 + 𝐴 𝑒 ) (5-32) 
Lorsque 𝜔 converge vers 𝛼 , la dérivée de la candidate de Lyapunov devient : 
 ?̇? = −𝑒 𝐴 𝑒  (5-33) 
Il en découle que le système en (5-28) est asymptotiquement stable. 
Étape 2: Contrôle de la vitesse angulaire 
La vitesse angulaire doit être contrôlée en cette étape. Pour ce faire, nous disposons directement de 
la commande réelle τ qui représente le vecteur moment. 
Définissons la variable 𝑒  qui représente l’écart entre la vitesse angulaire du quadrotor et la 
commande virtuelle 𝛼 . 
 𝑒 = 𝛼 − 𝜔 (5-34) 
 Soit la fonction candidate de Lyapunov  
 
𝑉 = 𝑉 +
1
2
𝑒 𝐼𝑒  (5-35) 
où 𝐼 est la matrice d’inertie du quadrotor. 
Afin de calculer la dérivée de 𝑉  par rapport au temps, nous aurons besoin de la dynamique de 
l’erreur 𝑒 . En utilisant l’expression de  ?̇? (4-14), ?̇?  est donnée par : 
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 ?̇? = ?̇? − ?̇? = ?̇? − 𝐼 (𝜏 − 𝜔 × 𝐼𝜔 − 𝐺 ) (5-36) 
La matrice 𝐼 dans l’équation précédente représente la matrice d’inertie de l’aéronef, qui est une 
matrice définie positive toujours inversible. 
En utilisant les équations (5-35) et (5-32), la dérivée de 𝑉  devient : 
 ?̇? = 𝑒 ?̇? + 𝜒 𝐾 𝑒 + 𝑒 𝐼?̇?  
     = 𝑒 Θ̇ − 𝜌𝜔 + 𝐾 𝜒 + 𝑒 𝐼(?̇? − 𝐼 (𝜏 − 𝜔 × 𝐼𝜔 − 𝐺 )) 
     = −𝑒 𝐴 𝑒 + 𝑒 𝐼(?̇? − 𝐼 (𝜏 − 𝜔 × 𝐼𝜔 − 𝐺 ) + 𝐼 𝜌 𝑒 ) 
     = −𝑒 𝐴 𝑒 + 𝑒 (𝐼?̇? − (𝜏 − 𝜔 × 𝐼𝜔 − 𝐺 ) + 𝜌 𝑒 ) 
(5-37) 
Le choix de 𝜏 est effectué pour rendre ?̇?  négative, en choisissant  
 𝜏 = (𝐼?̇? + 𝜔 × 𝐼𝜔 + 𝐺 + 𝜌 𝑒 + 𝐴 𝑒 ) (5-38) 
où 𝐴  est une matrice de conception définie positive. Ce qui implique : 
 ?̇? = −𝑒 𝐴 𝑒 − 𝑒 𝐴 𝑒  (5-39) 
La stabilité asymptotique du sous-système en boucle fermée est alors assurée. 
5.3.3 Le système en boucle fermée 
La fonction candidate de Lyapunov du système complet est : 
 𝑉 = 𝑒 𝑒 + 𝜒 𝐾 𝜒 + 𝑒 𝑒 + 𝑒 𝑒 + 𝜒 𝐾 𝜒 + 𝑒 𝑒  (5-40) 
Sa dérivée par rapport au temps est : 
 ?̇? = −𝑒 𝐴 𝑒 − 𝑒 𝐴 𝑒 − 𝑒 𝐴 𝑒 − 𝑒 𝐴 𝑒  (5-41) 
Il en découle que le système en boule fermée est asymptotiquement stable au sens de Lyapunov. 
D’autre part, nous allons essayer d’écrire le système 𝛴  en boucle fermée sous forme matricielle 
pour des raisons qui deviendront claires dans des sections ultérieures. 














où Γ : = 𝐴 𝐾 , Γ : = 𝐼 + 𝐾 + 𝐴 𝐴  et Γ : = 𝐴 + 𝐴 . Les paramètres 𝐴 , 𝐴  et 𝐾  sont à 
déterminer selon la position désirée des pôles en boucle fermée. 
5.3.4 Signaux de commande 
Nous résumons ici tous les signaux nécessaires au contrôle dans cette section. 
Les signaux d’erreur sont : 
 𝑒 = 𝜂 − 𝜂 ;  𝜒 = ∫ (𝜂 − 𝜂) (5-43) 
 𝑒 = 𝛼 ̇ − ?̇? (5-44) 
 𝑒 = Θ − Θ  ;  𝜒 = ∫ (Θ − Θ) (5-45) 
 𝑒 = 𝛼 − 𝜔 (5-46) 
Les commandes virtuelles sont : 
 𝛼 ̇ = ?̇? + 𝐾 𝜒 + 𝐴 𝑒  (5-47) 
 𝛼 = 𝜌 (Θ̇ + 𝐾 𝜒 + 𝐴 𝑒 ) (5-48) 
 






















= ?̈? + (𝐼 − 𝐴 + 𝐾 )𝑒 + (𝐴 + 𝐴 )𝑒 − 𝐴 𝐾 𝜒  (5-49) 







𝛼 ̈ sin(𝜓 ) − 𝛼 ̈ cos(𝜓 )
𝛼 ̈ + 𝛼 ̈ + 𝛼 ̈  ⎠
⎞ , 𝜃 = tan
𝛼 ̈ cos(𝜓 ) + 𝛼 ̈ sin(𝜓 )
𝛼 ̈
(5-50) 
 𝜏 = (𝐼?̇? + 𝜔 × 𝐼𝜔 + 𝐺 + 𝜌 𝑒 + 𝐴 𝑒 ) (5-51) 
 
𝑇 = 𝛼 ̈ + 𝛼 ̈ + 𝛼 ̈  
(5-52) 
Nous avons détaillé dans ce chapitre la conception des contrôleurs dont sera muni le quadrotor. 
Dans un premier lieu, un contrôleur PID a été développé en se basant sur le modèle linéaire du 
quadrotor pendant le vol stationnaire. En deuxième lieu, le backstepping avec action intégrale a été 
appliqué au cas du quadrotor. Les performances de ces contrôleurs seront évaluées par simulation 
dans le sixième chapitre. Le choix des gains Γ , Γ  et Γ  du contrôleur non linéaire sera effectué 















CHAPITRE 6 APPLICATIONS GARDIENNES 
6.1 Problématique de robustesse 
Nous avons conçu jusqu’à présent un contrôleur qui rend le système en boucle fermée 
asymptotiquement stable, en supposant que le système est parfaitement connu. 
La résolution de la problématique industrielle que nous abordons dans ce projet exige que le 
contrôleur développé soit performant également sur des quadrotors de masses variables dans un 
intervalle [𝑚 , 𝑚 ], où les valeurs de 𝑚 et 𝑚  sont à préciser.  
La dynamique du quadrotor révèle qu’une potentielle variation de la masse influera la dynamique 
de translation du quadrotor. Quant à la dynamique de l’orientation, qui dépend de la matrice 
d’inertie du véhicule, elle est peu affectée par un tel changement [32]. D’autre part, la compagnie 
présentant l’exigence technique dispose actuellement d’un contrôleur bas niveau (contrôleur de 
l’orientation) qui a prouvé son efficacité, l’intérêt majeur penche vers le contrôleur haut niveau 
(contrôleur de la position). 
Nous nous focalisons désormais sur le sous-système décrivant la dynamique de translation (𝛴 ). À 
cette étape, nous admettons que le contrôleur du mouvement de rotation est à haute performance. 
Nous nous intéressons à déduire les gains du contrôleur du mouvement de translation capables de 
garantir à la dynamique de l’erreur de position des performances souhaitées en cas de variation de 
la masse du quadrotor dans un intervalle donné. Pour cet effet, la masse de l’engin sera considérée 
comme un paramètre incertain dans la représentation du quadrotor en boucle fermée. Ceci 
permettra une analyse de robustesse du contrôleur concerné à l’aide des applications gardiennes. 
6.2 Présentation théorique  
Cette partie nous sert d’introduction de notions élémentaires sur les applications gardiennes, ces 
dernières, développées par Saydy en 1990, constituent un outil pour l’étude de la stabilité générale 
de familles matricielles ou polynomiales. Les définitions et les propositions présentées dans cette 
section proviennent essentiellement de [33] (voir aussi [34] et [35] ). Il est important de noter que 
nous nous intéressons dans ce qui suit aux applications gardiennes appliquées à des matrices. 
Toutefois les mêmes définitions et propositions s’appliquent à l’étude des polynômes.  
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6.2.1 Définitions et propriétés 
Les applications gardiennes permettent la détermination des ensembles des paramètres pour 
lesquels la stabilité généralisée d’un système est garantie. 
Définition 6.1. Soit Ω un sous-ensemble ouvert du plan complexe ℂ et ∂Ω sa frontière. 
Une matrice A est dite Ω-stable si ses valeurs propres se trouvent à l’intérieur du domaine Ω, c.-
à-d. σ(A) = {λ , λ , … , λ } ⊂ Ω, où les λ  sont des valeurs propres de A. Dans ce cas, on écrit A ∈
S(Ω): = {A ∈ ℝ × |σ(A) ⊂ Ω}. 
Définition 6.2. Soit 𝛸 l’ensemble des matrices carrées réelles de taille 𝑛 et soit 𝑆 un sous-ensemble 
ouvert de 𝛸. Soit ν une application de 𝛸 dans ℂ. On dit que 𝜈 garde 𝑆, si pour tout 𝐴 ∈ 𝑆̅, on a : 
𝜈(𝐴) = 0
 
⇔ 𝐴 ∈ 𝜕𝑆 (6-1) 
où 𝑆̅ représente l’adhérence de 𝑆. On dit aussi que 𝜈 est une application gardienne pour 𝑆, lequel 
est un ensemble de stabilité généralisée du type 𝑆(Ω) pour un domaine Ω donné. 
Proposition 6.1 Soit une famille de matrices 𝐴(𝑟), paramétrée de façon continue, 𝑟 =
(𝑟 , 𝑟 , … , 𝑟 ) ∈ 𝑈, avec 𝑈 un ensemble connexe. 
Soit l’ensemble 𝑆 gardé par l’application gardienne 𝜈 et supposons que 𝐴(𝑟 ) est nominalement 
Ω-stable c.-à-d. 𝐴(𝑟 ) ∈ 𝑆 pour un 𝑟 ∈ 𝑈. Alors : 
𝐴(𝑟) ∈ 𝑆  ∀𝑟 ∈ 𝑈 
 
⇔  𝜈 𝐴(𝑟) ≠ 0 ∀𝑟 ∈ 𝑈  (6-2) 
Cela dit qu’une application est gardienne d’un domaine 𝛺 si et seulement si elle s’annule 
uniquement lorsqu’une des valeurs propres est à la frontière de 𝛺. 
Cette proposition nous permet la conclusion du confinement des pôles de 𝐴(𝑟) dans 𝑆 lorsque 𝑟 
parcourt 𝑈. Le corollaire qui s’en suit complète cette proposition, il considère cette fois l’ensemble 
𝑈 des paramètres de la famille. 
Corollaire 6.1 Soit 𝑆(𝛺) gardé par l’application 𝜈 et la famille {𝐴(𝑟): 𝑟 ∈ 𝑈}. Alors l’ensemble 𝐶 
défini par  𝐶 = 𝑟 ∈ 𝑈: 𝜈 𝐴(𝑟) = 0  divise l’espace des paramètres en composantes 𝐶   qui sont 
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stables ou instables par rapport à 𝛺. Il suffit de tester un vecteur 𝑟  de chacune des composantes 
𝐶  pour savoir si celle-ci est stable ou pas. 
Ce résultat est considérable. L’espace des paramètres sera alors découpé en régions, et la 
vérification de la stabilité d’un seul point de l’intérieur de chaque région nous permettra de conclure 
de sa stabilité ou non. 
Nous considérons par la suite une famille de matrices polynomiales 𝐴(𝑟) dépendant d’un seul 
paramètre 𝑟 (la masse 𝑚 dans le cas de notre étude). On suppose qu’il existe un 𝑟  tel que 𝐴(𝑟 ) 
soit stable par rapport à Ω. 
Nous cherchons le plus grand intervalle ouvert contenant 𝑟  tel que 𝐴(𝑟) soit stable par rapport à 
Ω. Soit : 
𝑟 = max 𝑟 < 𝑟 : 𝜈 𝐴(𝑟) = 0  (−∞ 𝑠𝑖𝑛𝑜𝑛) 
𝑟 = min 𝑟 > 𝑟 : 𝜈 𝐴(𝑟) = 0  (+∞ 𝑠𝑖𝑛𝑜𝑛) 
(6-3) 
Lemme 6.1 Soit 𝐴(𝑟) une matrice polynomiale dépendant du paramètre incertain 𝑟 telle que 
𝐴(𝑟 ) soit Ω-stable. Soit 𝑆(Ω) gardé par l’application 𝜈 . Alors 𝐴(𝑟) est 𝛺-stable pour tout 𝑟 ∈
]𝑟 , 𝑟  [. 
Par ailleurs, cet intervalle est l’intervalle maximal de stabilité contenant 𝑟 . 
En particulier, 𝑟  (respectivement 𝑟 ) est la première valeur de 𝑟 à gauche (respectivement à 
droite) de 𝑟  pour laquelle le système se déstabilise; et l’on peut conclure que, forcément, 𝐴(𝑟 ) 
(respectivement 𝐴(𝑟 )) est instable avec des valeurs sur 𝛿Ω et aucune en dehors de Ω. 
6.2.2 Applications gardiennes usuelles 
Il existe une procédure de calcul des applications gardiennes dont l’ensemble à garder possède une 
frontière qui se décrit par un polynôme 𝑥 et 𝑦 du plan complexe, nous proposons pour cela la 
consultation de [33] pour plus de détails. Dans cette partie, nous allons parcourir certains domaines 




Tout d’abord, nous définissons le produit bialterné de deux matrices qui nous servira à la 
construction des applications gardiennes. 
Définition 6.3 Produit bialterné. 
Le produit bialterné est défini pour deux matrices carrées 𝐴 et 𝐵 de taille 𝑛 par une matrice carrée 
𝐴ʘ𝐵 de taille 
( )
. Soit 𝑉  le 
( )
 -tuplet des paires d’entiers (𝑝, 𝑞), 𝑝 = 2, … , 𝑛 , 𝑞 =
1, … , 𝑝 − 1, listé lexicalement, c’est-à-dire : 
𝑉 = [(2,1), (3,1), (3,2), (4,1), (4,2), (4,3), (5,1), … , (𝑛, 𝑛 − 1)] 
Soit 𝑉  la ième composante de 𝑉 et soit 





𝑏 𝑏 + 𝑑𝑒𝑡
𝑏 𝑏
𝑎 𝑎  (6-4) 
Les éléments du produit bialterné de 𝐴 et 𝐵 sont donnés par : 
(𝐴ʘ𝐵) = 𝑓(𝑉 , 𝑉 ) (6-5) 
À partir de ce produit bialterné, il est possible de construire les applications gardiennes énoncées 
ci-dessous : 
 Stabilité d’Hurwitz: Elle correspond au placement des pôles dans le demi-plan gauche ouvert. 
Le domaine qui lui est accordé est Ω = {𝑧 ∈ ℂ |𝑅𝑒(𝑧) < 0}, une application gardienne possible 
pour 𝑆(𝛺) est : 
𝜈 (𝐴) = det(𝐴 ʘ 𝐼) 𝑑𝑒𝑡(𝐴) (6-6) 
 Marge de négativité: elle correspond au demi-plan gauche ouvert décalé de 𝛼, le domaine 𝛺 
qui lui convient est  Ω = {𝑧 ∈ ℂ | 𝑅𝑒(𝑧) < 𝛼 < 0}, ce domaine peut être gardé par l’application 
suivante : 
𝜈 = det(𝐴 ʘ 𝐼 − 𝛼𝐼 ʘ 𝐼)  det (𝐴 − 𝛼𝐼) (6-7) 
 Cône d’amortissement: ce cône est déterminé par l’angle limite d’écartement 𝜃 , de telle 
manière que 𝜉 = cos(𝜃 ) désigne l’amortissement limite. Le domaine 𝛺 correspondant est    
Ω = {𝑧 ∈ ℂ |  | arg(𝑧) | < 𝜃 }. Une application gardienne est donnée par : 
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𝜈 (𝐴) = det(𝐴 ʘ 𝐼 + (1 − 2𝜉 )𝐴ʘ𝐴) det (𝐴) (6-8) 
 Disque: Ce disque limite la pulsation des pôles, le domaine Ω = {𝑧 ∈ ℂ |  |z| < 𝜔} formé par le 
disque de rayon 𝜔, est gardé par : 
𝜈 (𝐴) = det(𝐴 ʘ𝐴 − 𝜔 𝐼 ʘ 𝐼)  det(𝐴 − 𝜔𝐼) det(𝐴 + 𝜔𝐼) (6-9) 
Les applications que nous venons d’énumérer gardent un seul domaine à la fois. Habituellement, 
les contraintes à satisfaire lors de la synthèse d’une loi de commande concernent une combinaison 
des conditions usuelles, pour cette raison il est important d’avoir une méthode permettant 
l’obtention d’une application gardienne d’un domaine résultant de l’intersection des domaines 
usuels. 
 
Figure 6.1: Domaines de stabilité usuels 
La proposition suivante tirée de [33] permet d’atteindre cet objectif. 
Proposition 6.2 Soit 𝛺 = 𝛺 ∩ 𝛺 . Si 𝑆(𝛺 ) est gardé par 𝜈  et 𝑆(𝛺 ) par 𝜈 . 
 Alors, 𝑆(𝛺) est gardé par 𝜈 = 𝜈 𝜈  . 
6.2.3 Exemple d’application 
Soit la famille de matrice bi paramétrique  
𝒜 = {𝐴(𝑟 , 𝑟 )| (𝑟 , 𝑟 ) ∈ [−5,5] × [−3,3]} 
La famille 𝒜 est donnée par : 
𝐴(𝑟 , 𝑟 ) =
0 1




Nous souhaitons étudier le confinement des pôles de la famille 𝒜 à l’intérieur du cône 
d’amortissement 𝜉 = 0.7 et à gauche de l’axe des imaginaires avec une marge de négativité 𝛼 =
−1. 
La matrice 𝐴(0,0) a comme valeurs propres 𝜆 , = −1.5 ± 1.32𝑖, par conséquent, la stabilité 
nominale est assurée pour 𝐴(𝑟 ) avec 𝑟 = (0,0). 
 Les applications gardiennes correspondantes aux deux domaines d’intérêt obtenues 
symboliquement à l’aide de (6-7) et (6-8) sont données par: 
 𝜈 (𝐴) = det(𝐴 ʘ 𝐼 + (1 − 2𝜉 )𝐴ʘ𝐴) det(𝐴) = −(𝑟 + 𝑟 − 4) 8𝑟 − 𝑟 + 𝑟 +  (6-10) 
 𝜈 (𝐴) = det(𝐴 ʘ 𝐼 − 𝛼𝐼 ʘ 𝐼) det(𝐴 − 𝛼𝐼) = 2𝑟 − (3𝑟 − 𝑟 + 2) (6-11) 
Nous traçons les contours de 𝜈  et 𝜈  ce qui permettra de décomposer le plan en plusieurs 
composantes délimitées par les points d’annulations de ces applications gardiennes, le résultat est 
représenté à la Figure 6.2.  
Nous pouvons ainsi conclure que la région maximale contenant le point nominal 𝑟  dans l’espace 
des paramètres est l’ensemble 𝐶  délimité par 𝜈(𝑟 , 𝑟 ) = 0. 
Si on s’intéresse à d’autres points nominaux, un point (𝑟 , 𝑟 ) est choisi à l’intérieur de chaque 
composante 𝐶  du plan et les valeurs propres de 𝐴(𝑟 , 𝑟 ) sont calculées. En se basant sur le 
Corollaire 6.1 la position des pôles trouvés nous dévoilera la stabilité ou l’instabilité de l’ensemble 
des points de la composante concernée. Les résultats obtenus sont rassemblés dans le Tableau 6.1. 
À la lumière de ces résultats, nous pouvons déduire que seule la composante 𝐶  contient un point 
qui satisfait simultanément les conditions sur l’amortissement et la marge de négativité. Dès lors, 






Figure 6.2: Points d'annulation de 𝜈  et 𝜈  
 
Tableau 6.1: Valeurs propres de la matrice 𝐴 aux points (𝑟 , 𝑟 ) 
 
Composante (𝒓𝟏, 𝒓𝟐) Valeurs propres de 𝑨(𝒓𝟏, 𝒓𝟐) 𝛀-stabilité 
C1 (1,-2) -10.52 et -0.48 Non 
C2 (-2,-1) -5.79 et -1.2 Oui 
C3 (-2,0) -1.5 ±1.93 i Non 
C4 (-2,1) -0.5 ±2.18 i Non 
C5 (-1,2) 0.7 et 4.3 Non 
C6 (3,2) -0.19 et 5.19 Non 
C7 (4, 0.35) -1.8 et 0.19 Non 
C8 (4.5, 0) -3.16 et 0.16 Non 
C9 (3.5, 0.33) -1.57 et -0.1 Non 






Tel que mentionné plus haut, on s’intéresse dans ce travail à des familles monoparamétrique (notre 
paramètre d’intérêt étant la masse).  
Par exemple, si l’on prend le même exemple que ci-dessus mais en fixant 𝑟  à sa valeur nominale 
(𝑟 = 0). L’application gardienne obtenue divise l’espace des paramètres (l’axe 𝑟 ) en 3 
composantes puisque 𝜈(𝑟 ) = 𝜈𝜉(𝑟1) 𝜈𝛼(𝑟1) s’annule en 𝑧 = −0.59, 𝑧 = 2 et 𝑧 = 4 de sorte que 
l’intervalle maximal de Ω-stabilité est donnée par ]𝑧 , 𝑧 [. 
6.3 Application au cas du quadrotor 
Dans cette section, la synthèse d’une loi de commande respectant le cahier des charges sera 
présentée. La loi de commande basée sur le backstepping avec action intégrale a été réalisée au 
chapitre précédent, le choix des gains du contrôleur par méthode graphique sera effectué à présent. 
Les applications gardiennes d’intérêt et la stratégie de synthèse seront détaillées. 
6.3.1 Modèle incertain 
Avant de pousser plus loin dans l’étude, il faut procéder au préalable à l’élaboration du modèle en 
fonction du paramètre incertain: la masse. 
Soit 𝑚  la masse nominale du quadrotor pour laquelle le contrôleur par backstepping avec action 
intégrale a été développé, et 𝑚 sa masse réelle. Tenant compte de ces modifications, nous reprenons 
les équations (5-12) et (5-27). La dynamique de l’erreur de la position en boucle fermée, en 



























(?̈? − 𝑔. 𝒌) (6-12) 
Les gains Γ , Γ  𝑒𝑡 Γ  sont définis à la section 5.3.1, 𝑔 représente la constante gravitationnelle, 𝒌 le 
vecteur [0 0 1]  et ?̈?  l’accélération de la trajectoire à poursuivre. 
En posant 𝑋 : = ∫ 𝑒 , 𝑒 , ?̇? et 𝑟: =  dont la valeur nominale est par conséquent égale à 1, le 
modèle en (6-12) devient:  
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La relation entre les matrices Γ , Γ  et Γ  et les matrices de conception 𝐴 , 𝐴  et 𝐾  se présente 
comme suit:  
 Γ = 𝐴 𝐾
Γ = 𝐼 + 𝐾 + 𝐴 𝐴
Γ = 𝐴 + 𝐴
  (6-15) 
Les matrices 𝐴 , 𝐴  et 𝐾  sont des matrices définies positives. Dans la littérature, ces matrices sont 
souvent considérées diagonales dont les éléments de la diagonale sont égaux. Il en découle que l’on 














   (6-16) 
où 𝛾 > 0 pour 𝑖 = 1,2,3 
Nous nous intéressons par la suite à la détermination du triplet des gains (Γ , Γ , Γ ), i.e. (𝛾 , 𝛾 , 𝛾 ), 
permettant au contrôleur le respect des performances souhaitées pour tout quadrotor de masse 𝑚 tel 
que 𝑚 ∈ [𝑚 , 𝑚 ].  
6.3.2 Stratégie d’analyse 
La matrice 𝐴  dans (6-13) décrit la dynamique de l’erreur de la position 𝜂 en boucle fermée. 
L’emplacement des valeurs propres de 𝐴  détermine la vitesse de convergence de l’erreur vers 0, 
la convergence étant d’autant plus rapide que ces valeurs sont grandes. La solution idéale serait 
alors de choisir des gains du contrôleur correspondant à des pôles très rapides, cette action causera 
toutefois la saturation des moteurs du quadrotor. Par conséquent, un compromis entre la rapidité 
de convergence et les limitations physiques du système se doit d’être respecté.  
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Pour ce faire, nous souhaitons confiner les pôles de la dynamique de l’erreur en présence d’une 
incertitude de la masse dans un domaine Ω défini par une marge de négativité (𝛼 , 𝛼 ) et un cône 
d’amortissement 𝜉 = cos(𝜃) (Figure 6.3).  
 
Figure 6.3: Le domaine Ω de stabilité généralisée 
Il est à mentionner que le système en (6-15) présente une erreur en régime permanent non nulle 




















































Ce vecteur révèle que l’intégrale de l’écart entre la position et la position désirée est non nul en 
régime permanent pour des valeurs non nominales de la masse (𝑟 ≠ 1), l’écart entre la position du 
drone et la position désirée ainsi que l’écart sur la vitesse linéaire convergent en revanche vers 
l’origine. Toutefois, les termes non nuls de 𝐸  peuvent être minimisés en réglant judicieusement 
le gain 𝛾 . 
L’objectif de ce qui suit est la recherche des gains γ , γ  et γ  satisfaisant les performances 
précitées pour tout quadrotor ayant une masse 𝑚 dans l’intervalle 𝐼 = [𝑚  , 𝑚 ]. 
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Le problème d’étude consiste par conséquent à trouver les gains (γ , 𝛾 , 𝛾 ) assurant la stabilité par 
rapport à 𝛺 de la matrice 𝐴 𝑟, γ1, 𝛾2, 𝛾3  pour tout paramètre 𝑟 dans l’intervalle de variation 
𝑟 , 𝑟 ≔ , . 
L’application liée à ce travail impose la garantie des performances pour 𝑚 = 𝑚  et 𝑚 = 2𝑚 , 
ces valeurs correspondent à une variation du paramètre 𝑟 dans un intervalle 𝑟 , 𝑟 = [0.5,1]. 
La démarche à suivre est décrite par les étapes suivantes : 
 Vérifier la stabilité générale pour des paramètres nominaux (𝑟 , γ , 𝛾 , 𝛾 ) 
 Calculer l’application gardienne 𝜈(𝐴 (r, γ , 𝛾 , 𝛾 )) en considérant la masse nominale du 
quadrotor (𝑟 = 1)  
 Représenter dans l’espace la fonction γ = 𝑓(γ , 𝛾 ) correspondant aux points d’annulation 
de l’application gardienne 
 Fixer une valeur maximale de γ  minimisant ainsi 𝐸  (cette valeur est décrémentée au fil des 
itérations jusqu’à obtention d’un triplet (𝛾 , 𝛾 , 𝛾 ) assurant la stabilité généralisée de 𝐴 (𝑟) 
pour 𝑟 ∈ 𝑟 , 𝑟 ) 
 Effectuer une coupe dans l’espace γ = 𝑓(γ , 𝛾 )  suivant 𝛾  fixé à l’étape précédente 
 Déterminer les zones de stabilité, les quadriller selon γ  et γ  et y fixer une valeur de (𝛾 , 𝛾 ) 
 Quantifier le domaine de validité 𝑟 , 𝑟  pour lequel les valeurs propres de 𝐴 (𝑟) sont 
confinées dans Ω pour le choix de 𝛾 , 𝛾 , 𝛾  des étapes précédentes 
 Si 𝑟 > 0.5  pour tout 𝛾  et 𝛾  balayant la zone stable, décrémenter 𝛾 et retourner à la cinquième 
étape 
6.3.3 Vérification de la stabilité pour des paramètres nominaux 
La première étape lors de l’analyse de stabilité d’un système incertain est de s’assurer du respect 
des performances pour le cas nominal.  
Nous vérifions la stabilité par rapport au domaine Ω de la matrice 𝐴  pour le cas 𝑟 = 1 
correspondant au cas nominal 𝑚 = 𝑚 , et en prenant un triplet de gains (γ , 𝛾 , 𝛾 ) pour lequel 




Tableau 6.2: Gains nominaux 
Gains Valeurs 
𝚪𝟏
𝟎 𝑑𝑖𝑎𝑔([1.35 1.35 1.35]) 
𝚪𝟐
𝟎 𝑑𝑖𝑎𝑔([3.7 3.7 3.7]) 
𝚪𝟑
𝟎 𝑑𝑖𝑎𝑔([3 3 3]) 
Les valeurs propres de 𝐴 (𝑟 , 𝛾 , 𝛾 , 𝛾 ) sont 𝜎(𝐴) = {−1.2 ± 0.9𝑖 , −0.6} qui sont localisés 
dans le domaine Ω. Nous disposons alors d’un système nominal Ω-stable. 
6.3.4 Calcul de l’application gardienne 
Le domaine Ω illustré à la Figure 6.3 est constitué de l’intersection de trois domaines Ω ,Ω  et 
Ω  représentant respectivement une marge de négativité 𝛼 , une marge de négativité 𝛼  et un cône 
d’amortissement 𝜉 tel que représenté à la Figure 6.1.  
Pour ce travail, les valeurs numériques des bornes de l’ensemble Ω sont 𝛼 = −0.3, 𝛼 = −4, et 
𝜉 = 0.4. Ces valeurs permettent d’avoir des pôles plus rapides que la dynamique de la trajectoire 
lisse qui sera utilisée dans les simulations. Cette trajectoire passe de sa valeur initiale à sa valeur 
finale en 5 secondes. Ils doivent également être moins rapides que la dynamique des moteurs du 
quadrotor dont la constante du temps est de  𝜏 = 0.05𝑠𝑒𝑐 [36]. Ces valeurs peuvent varier selon 
les exigences de l’application. 
Une application gardienne 𝜈  du domaine Ω est donnée par : 
 𝜈 = 𝜈 𝜈 𝜈  (6-18) 
où : 
𝜈 (𝐴) = det(𝐴 ʘ 𝐼 − 𝛼 𝐼 ʘ 𝐼)  det (𝐴 − 𝛼 𝐼) (6-19) 
   𝜈 (𝐴) = det(−𝐴 ʘ 𝐼 + 𝛼 𝐼 ʘ 𝐼)  det (𝐴 − 𝛼 𝐼) (6-20) 
𝜈 (𝐴) = det(𝐴 ʘ 𝐼 + (1 − 2𝜉 )𝐴ʘ𝐴) det (𝐴) (6-21) 
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Nous nous intéressons particulièrement aux points d’annulation de l’application 𝜈. En effet, ces 
points limitent les zones de stabilité généralisée de la matrice 𝐴 . Le calcul et la représentation de 
ces points sont possibles grâce à la fonction « contour » de Matlab. Nous représentons à la  Figure 
6.4, à la Figure 6.5 et à la Figure 6.6 les points d’annulation respectifs des applications 𝜈 , 𝜈 et 
𝜈  dans le plan (𝛾 , 𝛾 , 𝛾 ) pour 𝑟 = 1. Une superposition des graphiques permet l’observation des 
lieux d’annulation de l’application 𝜈, le produit en (6-18) est décomposé pour l’observation de 
l’annulation de chaque application gardienne séparément. 
 





Figure 6.5: Représentation de 𝜈 = 0 dans l'espace (𝛾 , 𝛾 , 𝛾 ) 
 
Figure 6.6: Représentation de 𝜈 = 0 dans l'espace (𝛾 , 𝛾 , 𝛾 ) 
La représentation tridimensionnelle rend difficile le test de stabilité graphique des lieux limités par 
les points d’annulation. Les composantes stables et instables ne sont pas clairement visibles par 






















action permettra la visualisation, dans le plan 2D, de combinaisons des gains (𝛾 , 𝛾 ) en fonction 
d’un gain 𝛾  fixé. 
 
Figure 6.7: Représentation de 𝜈 dans l'espace (𝛾 , 𝛾 , 𝛾 ) 
Dès lors, l’évaluation de la stabilité d’un point à l’intérieur de chaque contour du plan (𝛾 , 𝛾 ) 
reflète la stabilité ou la non-stabilité du contour en entier. 
Nous débutons par une illustration de cette méthodologie en procédant à une découpe suivant le 
contour 𝛾 = 𝛾 = 10. Le résultat est présenté à la Figure 6.8. 
Dans le but de déterminer l’ensemble des gains (𝛾 , 𝛾 , 𝛾 ), assurant le respect des performances, 
i.e. le confinement des valeurs propres de 𝐴  dans le domaine Ω, le Tableau 6.3 répertorie un 
ensemble de points permettant d’évaluer la stabilité ou non de chaque contour. Les valeurs propres 
de la matrice 𝐴  correspondant à chaque contour sont données à la Figure 6.9.   
Sur la base de ces résultats, les gains provenant de la composante 𝐶  permettent d’obtenir des 
valeurs propres dans le domaine Ω. 𝐶  est une composante stable par rapport à Ω. Toute 
combinaison de gains à l’intérieur de cette zone (voir 𝐶  à la Figure 6.8) permet de confiner les 




Figure 6.8: Découpe suivant 𝛾  et intersection des composantes stables (la zone orange) 
Tableau 6.3: Les contours à évaluer 




𝜸𝟏 10 10 10 10 10 10 10 10 10 10 10 
𝜸𝟐 20 60 80 60 50 40 40 20 20 10 7 
𝜸𝟑 15 20 20 10 7 3 1 3 5 1 20 
 
Figure 6.9: Les valeurs propres de 𝐴  selon les contours  
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À ce stade, la zone de stabilité a été déterminée pour un gain 𝛾 = 10. La même procédure est 
appliquée pour la détermination des zones de stabilité pour d’autres valeurs de 𝛾 . Il est intéressant 
de voir l’évolution de la composante stable suivant les valeurs de 𝛾 . La procédure suivie 
précédemment est réappliquée pour des valeurs de 𝛾  entre 1.35 et 200. Le résultat de l’analyse est 
illustré à la Figure 6.10. Les contours stables y sont mis en évidence par une couleur orange. 
On constate ainsi que la frontière d’annulation de l’application gardienne 𝜈  balaye le domaine 
vers la droite lorsque 𝛾  augmente, la frontière liée à 𝜈  balaye le domaine vers le bas, et enfin la 
frontière liée à 𝜈  vers le haut. Ce comportement aura pour effet le rétrécissement de la zone Ω-
stable jusqu’à disparition de zone d’intersection respectant simultanément les trois conditions de 
stabilité. Ceci produira un gain au-delà duquel la stabilité généralisée n’est plus possible. 
Un constat additionnel à relever concerne le gain 𝛾 . L’intervalle de validité relié à ce gain varie 
peu en fonction de 𝛾 . 
 
Figure 6.10: Évolution de la composante stable suivant des valeurs de 𝛾  
6.3.5 Choix des gains du contrôleur 
Une étude graphique de la stabilité a permis de trouver un gain maximum 𝛾 = 400 au-delà duquel 
la stabilité généralisée n’est plus possible, ce constat est confirmé par la Figure 6.11. En effet, le 
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test de la stabilité des points à l’intérieur de chaque contour n’a permis d’obtenir aucune zone de 
stabilité dans le cas où 𝛾 = 400. Un seul point à la limite de la stabilité est retrouvé. 
 
Figure 6.11: Points d'annulation de 𝜈 pour 𝛾 = 400 
Ce point constitue la valeur maximale que peut prendre 𝛾  tout en ayant un domaine non vide de 
stabilité généralisée.  
Nous procédons à présent à l’application des quatre dernières étapes de la stratégie citée en  6.3.2 
(p.49). Tout d’abord, une valeur du gain 𝛾  est fixé en débutant avec 𝛾 = 400 (la valeur maximale 
de 𝛾 ). Ensuite, les points d’annulation de l’application gardienne sont tracés similairement à la  
Figure 6.8, et l’intervalle de robustesse est examiné sur le domaine de variation des gains 𝛾  et 𝛾  
rattachés à la région stable. Cette séquence est répétée jusqu’à ce que le critère d’itération soit 
satisfait, soit l’obtention d’un triplet (𝛾 , 𝛾 , 𝛾 ) permettant de garantir les performances exigées 
pour tout quadrotor dont la masse est dans l’intervalle [𝑚  ,2𝑚 ]. 
Un exemple des calculs effectués lors d’une itération est donné pour 𝛾 = 200. Le plan (𝛾 , 𝛾 ) 
est quadrillé pour ce 𝛾  et différentes combinaisons de gains sont examinées. Le Tableau 6.4 
rapporte un des points du quadrillage à titre d’exemple. 
Tableau 6.4: Les gains utilisés lors d’une itération de calcul 
𝜸𝟏 𝜸𝟐 𝜸𝟑 
200 83 11 
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Le calcul du domaine de validité 𝑟 , 𝑟  est effectué grâce à l’application gardienne 
𝜈 𝐴 (𝑟, 𝛾 , 𝛾 , 𝛾 )  évaluée aux gains donnés au Tableau 6.4. Le polynôme obtenu est maintenant 
monoparamétrique. 
L’application du Lemme 6.1 est alors possible. Ceci consiste à trouver les solutions de l’équation 
𝜈 𝐴 (𝑟) = 0 et de déterminer les valeurs de 𝑟 et 𝑟 correspondant. L’ensemble 𝑆 des solutions 
obtenues est : 
 𝑆 = {−8.9𝑒 , 0, 1.5𝑒 , 3.5𝑒 , 0.29, 0.81, 1.1, 1.5, 8.8 } (6-22) 
Nous concluons que pour cette itération la valeur minimale de l’intervalle de validité est 𝑟 = 0.81 
et sa valeur maximale est 𝑟 = 1.1. Il en résulte que les gains de cette itération permettent de 
confiner les valeurs propres de 𝐴  dans Ω pour toutes masses dans [0.9 𝑚  , 1.23 𝑚 ] ce qui ne 
répond pas à notre objectif. Le passage à une itération suivante est nécessaire. 
Pour un 𝛾  donné, ces calculs sont répétés pour 𝛾  et 𝛾  de la composante stable jusqu’à obtention 
de triplet de gains respectant les spécifications désirées.  
Les résultats obtenus sont résumés au Tableau 6.5. Ces valeurs garantissent la stabilité générale sur 
l’intervalle 𝑟 , 𝑟  retrouvé ainsi qu’une erreur minimale de l’intégrale de l’écart de la position en 
régime permanent. 
Tableau 6.5: Valeurs des gains retenus 
(𝜸𝟏, 𝜸𝟐, 𝜸𝟑) 𝒓 , 𝒓   [𝒎𝟏, 𝒎𝟐] 
(𝟓𝟔, 𝟒𝟑, 𝟏𝟎) [0.493, 1.014] [0.986𝑚 , 2.028𝑚 ] 
En d’autres termes, nous venons de déterminer une combinaison des gains du contrôleur pour 
lesquels une variation de la masse dans l’intervalle 𝐼 = [0.986𝑚 , 2.028𝑚 ] est non nuisible à 
la qualité du suivi de la trajectoire sans recours à une reconfiguration du contrôleur. 
Afin de cerner l’effet du résultat obtenu, une simulation temporelle du comportement du correcteur 
avec ces gains s’impose. Le véhicule est amené à rejoindre la position d’équilibre partant d’une 
condition initiale (𝑥 , 𝑦 , 𝑧 ) = (0, 0, −0.1). Nous nous intéressons particulièrement au 
mouvement vertical qui est le plus sensible à la variation de la masse du quadrotor. Ce scénario est 
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appliqué à trois quadrotors de masses différentes tel qu’indiqué au Tableau 6.6. Les résultats de 
simulation sont représentés à la Figure 6.12. 
Tableau 6.6: Les modèles de simulation 
 Quadrotor 1 Quadrotor 2 Quadrotor 3 
 𝒎𝒂𝒔𝒔𝒆 𝑚  2𝑚  3𝑚  
 
 
Figure 6.12: Simulation avec les gains retenus 
L’erreur 𝑒  représente l’écart entre l’altitude désirée et l’altitude réelle du quadrotor, les oscillations 
de cet écart s’atténuent et convergent rapidement vers 0 pour le quadrotor 1 et le quadrotor 2. Cette 
dynamique de convergence correspond aux spécifications du domaine de stabilité Ω. Cependant, 
l’écart 𝑒  dans le cas du quadrotor 3, dont la masse n’appartient pas au domaine de validité présenté 
au Tableau 6.5, ne respecte pas la dynamique désirée pour l’erreur. En effet, les pôles du système 
en boucle fermée ne sont plus dans l’ensemble Ω, ce qui a causé un dépassement plus grand et un 
amortissement plus lent des oscillations.  





















Les résultats obtenus jusqu’à maintenant se basent sur une analyse graphique des courbes 
représentant les points d’annulation des applications gardiennes. 
Cependant, la forme de la matrice 𝐴 (𝑟, γ , 𝛾 , γ ) en (6-14) avec les hypothèses établies en 
(6-16) permet un calcul analytique de l’intervalle maximale ]𝑟, ?̅?[ contenant 𝑟  et assurant la Ω − 
stabilité. 
Dans cette section, nous nous intéressons à la détermination des expressions de 𝑟 et 𝑟 lorsque les 
gains 𝛾 , 𝛾  et 𝛾  sont fixés. La famille de matrices 𝐴  devient alors une famille 
monoparamétrique 𝐴 (𝑟). 
Afin de simplifier la forme des applications gardiennes (6-19) et (6-20), le polynôme 
caractéristique de 𝐴  est calculé :  
 det(𝑠𝐼 − 𝐴 ) = det(𝑠 𝐼 + 𝑟𝑠 Γ + 𝑟𝑠Γ + 𝑟Γ ) (6-23) 
Compte tenu des hypothèses (6-16), le polynôme caractéristique de 𝐴  devient alors : 
 det(𝑠𝐼 − 𝐴 ) = (𝑠 + 𝑟𝛾 𝑠 + 𝑟𝛾 𝑠 + 𝑟𝛾 )  (6-24) 
Nous constatons que la matrice 𝐴  possède trois valeurs propres 𝜎 , 𝜎  et 𝜎  de multiplicité 3. Le 







  (6-25) 
Avec cette matrice, nous obtenons :  
 det 𝛼 𝐼 − 𝐴 = (𝛼 + 𝑟𝛾 𝛼 + 𝑟𝛾 𝛼 + 𝑟𝛾 )  
det 𝛼 𝐼 − 𝐴 = (𝛼 + 𝑟𝛾 𝛼 + 𝑟𝛾 𝛼 + 𝑟𝛾 )  
(6-26) 























ν 𝐴 = −(𝛼 + 𝑟𝛾 𝛼 + 𝑟𝛾 𝛼 + 𝑟𝛾 ) −𝛾 +
𝛾 𝛾
2




















                                                                                                                                                           (6-27) 




1000𝛾 − 300𝛾 + 90𝛾
 
𝑟 , =
25𝛾 + 15𝛾 − 18𝛾 ± 5 (25𝛾 + 30𝛾 𝛾 − 36𝛾 𝛾 + 9𝛾 )
10𝛾 (5𝛾 − 3𝛾 )
 (6-28) 




𝛾 − 4𝛾 + 16𝛾
 
𝑟 , =
𝛾 + 8𝛾 − 128𝛾 ± (𝛾 + 16𝛾 𝛾 − 256𝛾 𝛾 + 64𝛾 )
2𝛾 (𝛾 − 8𝛾 )
 (6-29) 
L’application gardienne 𝜈 (𝐴 ) s’annule pour les valeurs suivantes du paramètre incertain 𝑟 : 
 𝑟 , = 0 
𝑟 , =
−297𝛾 𝛾 𝛾 − 200𝛾 + 36𝛾 𝛾 4𝛾 + 9𝛾 𝛾 ± 100𝛾 4𝛾 + 9𝛾 𝛾
25𝛾 (−25𝛾 + 16𝛾 𝛾 )
 (6-30) 
Pour un triplet (𝛾 , 𝛾 , 𝛾 ) fixé, l’application du Lemme 6.1 permet de déduire le plus grand 
intervalle ]𝑟, ?̅?[ contenant 𝑟  : 
 𝑟 = max{𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 } (−∞ 𝑠𝑖𝑛𝑜𝑛) 




Nous vérifions à cette étape les résultats obtenus pour les valeurs de (𝛾 , 𝛾 , 𝛾 ) choisies auparavant 
et rapportées au Tableau 6.5, avec ces valeurs nous obtenons : 
 𝑟 = 6.13 𝑒    𝑟 = 1.363      
𝑟 = −2.85 𝑒 𝑟 = 0              
𝑟 = 0.204         𝑟 = 0              
𝑟 = 1.454         𝑟 =  1.99𝑒
𝑟 = 1.014         𝑟 = 0.492    
 (6-32) 
En appliquant (6-31), nous obtenons : 
 𝑟 = 0.492 ;  𝑟 = 1.014 (6-33) 
Ainsi, l’intervalle de variation du paramètre 𝑟 obtenu correspond au résultat de la section 6.3.5  
Nous notons qu’il a été possible d’établir des expressions littérales du paramètre 𝑟 grâce à la forme 
particulière de la matrice 𝐴  considérée dans ce travail. Toutefois, les étapes décrites auparavant 
sont valables pour une forme générale de la matrice de la dynamique de l’erreur en boucle fermée. 
Ce chapitre a permis de calculer des gains du contrôleur backstepping avec action intégrale 
respectant le cahier de charge. Ce contrôleur, tel que présenté dans cette section, fera l’objet de 




CHAPITRE 7 SIMULATIONS DES CONTRÔLEURS ET VALIDATION 
La conception des contrôleurs étant terminée, nous consacrons ce chapitre à la présentation des 
résultats de simulation. 
Le modèle de simulation est présenté dans un premier temps, ensuite une série de simulation des 
différents contrôleurs est effectuée. Nous testerons la capacité du quadrotor à effectuer diverses 
manœuvres. Pour les trois contrôleurs présentés précédemment, le suivi de la trajectoire est mis à 
l’épreuve, d’abord pour des paramètres nominaux dans un environnement parfait, ensuite en 
présence d’incertitude au niveau de la masse et enfin face aux perturbations dues au vent. À la fin 
du chapitre, l’efficacité des contrôleurs est évaluée et comparée en se basant sur la moyenne 
quadratique de l’écart entre les sorties et leurs références. 
7.1 Modèle de simulation  
L’architecture du modèle de simulation sous Matlab/Simulink est composée de trois blocs 
essentiels. Un bloc représente la dynamique du quadrotor, un second est consacré au contrôleur à 
tester et un dernier bloc est responsable de générer la trajectoire à suivre [𝑥 , 𝑦 , 𝑧 , 𝜓 ] . Une 
quatrième partie modélisant le vent est éventuellement intégrée au modèle lorsqu’il s’agira 
d’examiner l’effet du vent sur le suivi de la trajectoire par le quadrotor. La structure du modèle est 
illustrée à la Figure 7.1 et le modèle de simulation correspondant à la Figure 7.2. 
 




Figure 7.2: Modèle de simulation sous Matlab/Simulink 
7.1.1 Modèle du vent  
Le modèle du quadrotor établi dans les sections précédentes n’inclut pas l’effet du vent dans 
l’ensemble des forces agissant sur le véhicule. Cet effet est considéré comme une perturbation 
externe au système. En simulation, nous désirons évaluer aussi l’action du contrôleur face aux 
perturbations dues à la présence du vent. Pour cette raison, nous allons modéliser l’effet du vent 
sur le quadrotor en nous basant sur [37], la force et le moment aérodynamique s’expriment comme 
suit: 
 𝐹 = −𝐾 (𝜇 − 𝑉 ) (7-1) 
 𝑀 = −𝐾 (𝜔 − 𝜔 ) (7-2) 
𝐹  , 𝑀  sont respectivement la force et le moment aérodynamiques, et 𝐾 , 𝐾  représentent 
les coefficients aérodynamiques. 𝑉  et 𝜔  sont les vitesses de translation et de rotation du 
vent dans le repère inertiel. 
Dans le but d’obtenir un modèle réaliste, nous considérons que le vent est caractérisé par deux 
composantes. La première est statique, elle est liée à la direction dominante du vent qui ne variera 
pas pendant la durée du vol. La deuxième composante est stochastique, elle est caractérisée par une 
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turbulence possédant une densité spectrale de probabilité (DSP). Cette dernière est obtenue, dans 
ce chapitre, grâce au modèle Dryden fourni par le toolbox « Aerospace Blockset » de Simulink. 
La vitesse du vent résultante s’exprime ainsi : 
 𝑉 = 𝑣 + 𝑣  (7-3) 
À titre d’exemple, les vitesses d’un vent de composante statique égale à 6 𝑚/𝑠 suivant l’axe 𝑥 
fournies par le bloc Dryden sont illustrées à la Figure 7.3 
 
Figure 7.3: Exemple de vent généré en utilisant le modèle de Dryden 
7.1.2 Génération de la trajectoire  
La technique du backstepping fait intervenir les dérivés de la trajectoire désirée dans l’expression 
de la loi de commande, à ce titre, il est important de faire suivre le quadrotor une trajectoire 
suffisamment lisse. Dans ce chapitre, les trajectoires utilisées pour la simulation des contrôleurs 
par backstepping sont de type parabolique, i.e. à accélération constante. Cette trajectoire commence 
d’une position 𝑞  et atteint la position 𝑞  en une durée 𝑡. Elle est constituée d’une phase 
d’accélération pendant 𝑇  et d’une phase de décélération pendant 𝑇 . Nous citons [38] pour plus de 
détails sur le calcul de la trajectoire. La Figure 7.4 est présentée à titre d’exemple dans le cas où 




Figure 7.4: Exemple d’une trajectoire à accélération constante  
7.1.3 Les paramètres de simulations 
Les paramètres utilisés dans la simulation de la dynamique du quadrotor sont ceux d’un Astec 
Pelican [25] , ils sont répertoriés au Tableau 7.1. 
Les positions initiales du quadrotor pour toutes les simulations sont : 
 𝑥 = 0
𝑦 = 0
𝑧 = 0




           (7-4) 
Tableau 7.1: Paramètres du quadrotor 
PARAMÈTRES SYMBOLES VALEURS 
Masse (𝑘𝑔) 𝑚 1,36  
Inertie autour de l’axe 𝑥 (𝑘𝑔. 𝑚 ) 𝐼  2,4 .10-2 
Inertie autour de l’axe 𝑦 (𝑘𝑔. 𝑚 )  𝐼  2,4 .10-2 
Inertie autour de l’axe 𝑧 (𝑘𝑔. 𝑚 ) 𝐼  3,2 .10-2 
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Tableau 7.2: Paramètres du quadrotor (suite) 
Longueur de l’hélice (𝑚) 𝑙 0,21 
Inertie de l’hélice (𝑘𝑔. 𝑚 ) 𝐼  7,8187598 78 .10-5 
Constante gravitationnelle (𝑚/𝑠) 𝑔 9,81  
Coefficient de poussée (𝑁. 𝑠 ) 𝑘  1,912444476702 .10-5 
Coefficient de traînée (𝑁. 𝑚. 𝑠 ) 𝑘  1,84 .10-6 
7.2 Les scénarios de simulations 
7.2.1 Scénario 1: Environnement idéal 
Le modèle du quadrotor est considéré parfaitement connu lors de cette simulation. Dde surcroît, 
nous supposons qu’il ne subit aucune perturbation externe. L’objectif de ce scénario est de valider 
les performances théoriques relatives au suivi d’une trajectoire donnée. Le quadrotor doit voler à 
une hauteur ℎ, effectuer une trajectoire rectangulaire, ensuite atterrir à sa position de départ. En 
parallèle, le mouvement du lacet 𝜓 parcourt une trajectoire désirée 𝜓 .  
Cette séquence est représentée en simulation par la concaténation d’un ensemble de morceaux. 
Chacun d’eux est un passage d’un point 𝑞  à un autre point 𝑞 , le profil de ce morceau est expliqué 
à la section 7.1.2 . Nous avons fixé une durée 𝑇 = 10𝑠 pour parcourir la distance entre 𝑞  et 𝑞 , ce 
temps agit sur l’agressivité de la trajectoire. 
La trajectoire désirée pour cette simulation est présentée au Tableau 7.3. 








Tableau 7.3: Points de la trajectoire 1 
Points 𝒙𝒅 𝒚𝒅 𝒛𝒅 𝝍𝒅 
0 0 0 0 0 
1 0 0 -10 𝜋/4 
2 3 0 -10 𝜋/4 
3 3 3 -10 𝜋/4 
4 0 3 -10 𝜋/4 
5 0 0 -10 𝜋/4 
6 0 0 0 0 
7.2.2 Scénario 2: Perturbations provenant du vent 
Ce scénario est dédié au test de la stabilisation du robot volant en présence de perturbations, 
notamment celles dues au vent. Nous utilisons pour les simulations le modèle du vent en 7.1.1. Le 
vent exerce une force sur le quadrotor et introduit un moment aérodynamique. Nous supposons que 
le vent a la même vitesse statique suivant toutes les directions, qui est égale à 𝑣 = 6𝑚/𝑠. 
Par la suite nous simulons dans cet environnement la poursuite de la trajectoire décrite au Tableau 
7.4. 
Tableau 7.4: Points de la trajectoire 2 
Points 𝒙𝒅 𝒚𝒅 𝒛𝒅 𝝍𝒅 
0 0 0 0 0 
1 3 3 -10 0 
7.2.3 Scénario 3: Incertitude paramétrique 
Ce scénario vise à évaluer la robustesse des contrôleurs conçus face aux incertitudes paramétriques, 
la masse en l’occurrence.  
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On reprend un élément de la matrice d’inertie présenté en Annexe A. Les mêmes calculs sont 
valides pour les autres de la matrice d’inertie. 
 
𝐼 = (𝑦 + 𝑧 ) 𝜕𝑚  (7-5) 
Pour une répartition uniforme de la masse, telle que c'est supposé à la section 4.3, cette équation 
devient : 
 
𝐼 = 𝑚 (𝑦 + 𝑧 ) 𝜌 𝜕𝑉 (7-6) 
où 𝜌 est la masse volumique du corps. Il s’ensuit que pour une masse 𝑚 = 𝛼 𝑚, le moment 
d’inertie correspondant à cette variation de la masse est : 
 𝐼 = 𝛼𝐼  (7-7) 
Sur cette base, le correcteur d’intérêt est bouclé sur un quadrotor ayant une masse 𝑚  et une matrice 
d’inertie 𝐼  pour chaque simulation. 𝑚  et 𝐼  sont différents de 𝑚 et 𝐼 nominaux considérés dans 
la conception des contrôleurs. Nous avons choisi de varier le rapport  de 0.5 à 3.5 afin d’analyser 
l’effet de cette incertitude sur le suivi de la trajectoire. 
7.3 Simulation du contrôleur PID 
Le réglage des gains du contrôleur linéaire est effectué grâce au toolbox « Simulink Design 
Optimization ». Des contraintes ont été imposées afin que les sorties 𝑥, 𝑦 et 𝑧 aient la forme de la 
réponse d’un système de deuxième ordre standard ayant un temps de réponse à 2% inférieur à 
𝑡
%
= 5𝑠 et un dépassement maximal %𝑂𝑆 = 10%. Tandis que la sortie 𝜓 est assujetti à suivre 
la réponse d’un deuxième ordre standard caractérisé par un temps de réponse à 2% inférieur à 
𝑡
%
= 1.5 𝑠 et un dépassement maximal %𝑂𝑆 = 10%. Ces valeurs correspondent à des valeurs 
standards dans la littérature que nous utilisons comme base de comparaison. 




Tableau 7.5: Gains du contrôleur PID 
 𝐤𝐩 𝐤𝐝 𝐤𝐢 
𝛟 2.21 0.15 - 
𝛉 2.21 0.15 - 
𝛙 0.1526 0.09 - 
𝐱 -0.1312 -0.20 - 
𝐲 0.1312 0.20 - 
𝐳 -3.4 -3.7 -0.9 
7.3.1 Scénario 1  
Les performances du contrôleur sont évaluées sur le modèle linéarisé ainsi que sur le modèle 
dynamique non linéaire.  
Nous allons effectuer deux essais de vol pour le contrôleur PID. Le premier essai vise à stabiliser 
le quadrotor autour d’une position désirée (𝑥 , 𝑦 , 𝑧 , 𝜓 ) = 3, 3, −10,  qui représente la 
position autour de laquelle les gains du contrôleur sont réglés. La comparaison entre la réponse du 
système linéarisé et celle du système non linéaire par rapport à la trajectoire de référence est donnée 
à la Figure 7.5.  
Les réponses temporelles du système linéarisé en 𝑥 et 𝑦 ont un dépassement de 0.2% et un temps 
de réponse à 2% de 3.9 secondes, la réponse temporelle de 𝑧 se fait avec un dépassement de 0.29% 
et prend 4 secondes pour atteindre 98% de la réponse finale. Quant à la sortie 𝜓, elle a un temps de 
réponse à 2% de 1.4 seconde et dépasse la position désirée de 5.7%. Ces résultats sont résumés au 
Tableau 7.6. Par conséquent, le contrôleur mis en place permet d’atteindre les performances 
attendues. À la lumière de la Figure 6.6, nous constatons une détérioration des réponses temporelles 
du système non linéaire en 𝑥, 𝑦 ainsi que 𝜙 et 𝜃. Cet effet est dû à la non-linéarité du système et 
au couplage des états qui ne figurent pas au niveau du modèle linéarisé. Toutefois, les résultats de 






Figure 7.5: Stabilisation autour de (𝑥 , 𝑦 , 𝑧 , 𝜓 ): comparaison entre le modèle linéarisé et le 
modèle non linéaire 
Tableau 7.6: Comparaison des performances 
 Critères Performances Linéaire Non linéaire 
𝒙 %𝑜𝑠(%) 10 0.2 4.7 
𝑡
%
(s) 5 39 2.4 
𝒚 %𝑜𝑠(%) 10 0.2 0.1 
𝑡
%
(s) 5 3.9 5.6 
𝒛 %𝑜𝑠(%)  10 0.3 0.8 
𝑡
%
(s) 5 4 3.8 
𝝍 %𝑜𝑠(%)  10 5.7 4.7 
𝑡
%
(s) 1.5 1.4 1.36 
Le deuxième essai de vol consiste à faire suivre au quadrotor la trajectoire décrite en 7.2.1. La 
trajectoire effectuée par le quadrotor est visible à la Figure 7.6 ainsi qu’à la Figure 7.7. La Figure 
7.8 présente les vitesses de rotation des moteurs qui ne dépassent pas la vitesse maximale tolérée 
(850 𝑟𝑎𝑑/𝑠). Il est clair que le contrôleur PID ne garantit pas un suivi de la trajectoire parfait. En 























































effet, le contrôleur est conçu autour d’un point de fonctionnement, les performances se dégradent 
alors plus l’écart de ce point s’accroit. 
 
Figure 7.6: Suivi de la trajectoire désirée dans l'espace, cas du PID 
 































Figure 7.8: Vitesses de rotation des moteurs, cas du PID 
7.3.2 Scénario 2 
Dans cette partie, le contrôleur est simulé en présence du vent. Le modèle du vent utilisé est 
développé à la section 7.1.1. Sa force est présentée à la Figure 7.9. On note que la force de poussée 
du quadrotor pendant un vol stationnaire est égale à 13.8𝑁. L’effet du vent sur le robot volant ne 
sera pas alors négligeable. La Figure 7.10 montre les résultats de simulation où on note 
visuellement l’erreur de suivi en présence du vent, principalement pour le mouvement horizontal 
suivant les axes 𝒙𝒊 et 𝒚𝒊 ainsi que le mouvement du lacet. La perturbation du vent est rejetée pour 




Figure 7.9: La force du vent, cas du PID 
 
Figure 7.10: Suivi de trajectoires en présence du vent, cas du PID 
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7.3.3 Scénario 3 
Le contrôleur est simulé en cas d’incertitudes paramétriques détaillées à la section 7.2.3.  
Autrement dit, nous simulons l’implémentation du contrôleur sur des quadrotors ayant la même 
forme (volume) et des masses différentes. La Figure 7.12 et la Figure 7.11 montrent que la 
trajectoire horizontale du drone et son mouvement de rotation ne sont pas grandement influés par 
le changement de sa masse contrairement à la trajectoire verticale. L’écart entre la position désirée 
et la position réelle selon l’axe 𝒛𝒊 devient nulle après l’établissement du régime permanent, 
cependant l’augmentation du rapport  provoque une amplification du dépassement en dessus et 
en dessous de la consigne.  
 




Figure 7.12: Erreurs de suivi en présence d'incertitudes, cas du PID 
7.4 Simulation du contrôleur Backstepping 
Les gains du contrôleur et des estimateurs utilisés pour la simulation sont présentés au Tableau 7.7. 
7.4.1 Scénario 1 
Cette simulation consiste à montrer la capacité du drone à suivre des trajectoires sans atteindre les 
limites des moteurs. Les résultats de la Figure 7.13 valident les performances du contrôleur. Le 
quadrotor suit parfaitement la trajectoire désirée. Pour plus de visibilité, la Figure 7.14 présente la 
poursuite de trajectoires selon les six degrés de liberté que possède le quadrotor. Outre la garantie 
d’une erreur de poursuite nulle, le contrôleur par backstepping génère des entrées de commande 
qui ne dépassent pas les entrées maximales tolérées par les moteurs du quadrotor (850 𝑟𝑎𝑑/𝑠) 




Tableau 7.7: Gains du contrôleur backstepping 
Gains Valeurs 
𝚲𝟏  𝑑𝑖𝑎𝑔([2 2 2 ]) 
𝚲𝟐 𝑑𝑖𝑎𝑔([1 1 0.35]) 
𝚲𝟑 𝑑𝑖𝑎𝑔([7 7 2]) 









Figure 7.14: Suivi de trajectoires selon les six degrés de liberté, cas du backstepping 
 



























7.4.2 Scénario 2  
La force du vent que subit le quadrotor lors de cette simulation est représentée à la Figure 7.16. 
La réponse temporelle du système en boucle fermée par rapport à la trajectoire de référence en 
présence de cette force est donnée à la Figure 7.17. Sur la base de ces résultats, il est clair que les 
performances du contrôleur sont dégradées en présence du vent décrit à la section 7.2.2. Nous 
constatons des erreurs de suivi non nulles. L’erreur maximale est de l’ordre de 17% de la valeur 
finale pour la position 𝑥, de l’ordre de 20% de la valeur finale pour la position 𝑦 et de 12% pour 
la position 𝑧. 
 





Figure 7.17: Suivi de trajectoires en présence du vent, cas du backstepping 
7.4.3 Scénario 3 
Ce scénario simule l’incertitude ou la variation de la masse du drone. Les résultats de simulation 
de la poursuite de trajectoires sont donnés à la Figure 7.18 et la Figure 7.19. Il est évident que les 
positions longitudinale et latérale ainsi que les angles d’orientation 𝜙, 𝜃 et 𝜓 sont peu affectées par 
ce changement. Cependant, la position verticale selon l’axe 𝒛𝒊 est sensible à la variation de ce 
paramètre. Nous observons un grand écart entre la trajectoire consigne et la trajectoire réelle 
suivant l’axe 𝒛𝒊, qui s’amplifie de plus en plus que la masse réelle s’éloigne de la masse nominale 
pour laquelle la conception est réalisée. Par ailleurs, le contrôleur perd la capacité de générer la 




Figure 7.18: Suivi de trajectoires en présence d'incertitudes, cas du backstepping 
 
Figure 7.19: Erreurs de suivi en présence d’incertitudes, cas du backstepping 
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7.5 Simulation du contrôleur backstepping avec action intégrale 
Les gains du contrôleur utilisés dans les simulations liées au contrôleur backstepping avec action 
intégrale sont compilés au Tableau 7.8. Les gains relatifs au contrôleur de la position sont ceux 
calculés en 6.3.5 par l’outil des applications gardiennes. 
Tableau 7.8: Les gains du contrôleur par backstepping avec action intégrale 
Gains Valeurs 
Γ  𝑑𝑖𝑎𝑔([56 56 56]) 
Γ  𝑑𝑖𝑎𝑔([43 43 43]) 
Γ  𝑑𝑖𝑎𝑔([10 10 10]) 
𝐾  𝑑𝑖𝑎𝑔([1 1 0.5]) 
𝐴  𝑑𝑖𝑎𝑔([4 4 2]) 
𝐴  𝑑𝑖𝑎𝑔([1.5 1.5 0.75]) 
7.5.1 Scénario 1 
Dans cet essai de vol, nous démontrons les performances théoriques du contrôleur par rapport à la 
poursuite de trajectoires. La Figure 7.20 présente les résultats de la simulation. La trajectoire réelle 
du quadrotor converge rapidement vers la trajectoire désirée. La Figure 7.21 montre distinctement 
le suivi de la trajectoire pour chaque degré de liberté. Il est à mentionner que les positions 
horizontale et verticale du quadrotor ainsi que le lacet convergent vers les positions choisies par 
l’utilisateur, à savoir (𝑥 , 𝑦 , 𝑧 , 𝜓 ) . Pour ce qui est des deux degrés de liberté non actionnés, soit 
le tangage et le roulis (𝜙, 𝜃), ils poursuivent les angles 𝜙  et 𝜃  produits par le contrôleur de la 
position. Ce contrôleur réalise, théoriquement, l’objectif fixé. La Figure 7.22 prouve également 




Figure 7.20: Suivi de la trajectoire désirée dans l'espace, cas du backstepping avec action 
intégrale 
 
















































Figure 7.22:Vitesses de rotation des moteurs, cas du backstepping avec action intégrale 
7.5.2 Scénario 2 
Dans cette partie, nous évaluons le rejet des perturbations externes par le contrôleur backstepping 
avec action intégrale. La force du vent durant cette simulation est présentée à la Figure 7.23. Sur 
la base de la Figure 7.24, la réponse du système en boucle fermée par rapport à la poursuite de 
trajectoires est affectée principalement au début du vol. Après cette transition, l’erreur de suivi de 
la position devient quasi nulle. Le contrôleur de la position génère des angles d’orientation 
différentes de ceux obtenus en absence du vent afin de contrer les perturbations qui surviennent, 




























Figure 7.23: La force du vent, cas du backstepping avec action intégrale 
 
 
Figure 7.24: Suivi de trajectoires en présence du vent, cas du backstepping avec action intégral 
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7.5.3 Scénario 3 
Un test de robustesse face aux incertitudes de la masse est effectué dans cette partie. Les résultats 
de la simulation sont présentés à la Figure 7.25 et à la Figure 7.26. On y remarque que l’erreur de 
suivi en régime permanent est nulle pour les quatre degrés de liberté actionnés, notamment au 
niveau de la position 𝑧 contrairement au résultat retrouvé dans la section 7.4. L’action intégrale 
annule l’erreur résiduelle. D’autre part, l’erreur de suivi est minime pour les positions 𝑥 et 𝑦. Quant 
à la position 𝑧, son dépassement au décollage s’élargit de plus en plus que la masse du quadrotor 
augmente. Toutefois, le suivi de la trajectoire dans les cas d’une masse de 1.5 𝑚  et de 2 𝑚  
respectent les performances au niveau de la rapidité de convergence et d’atténuation des 
oscillations tel qu’attendu. Les gains utilisés pour la simulation ont été calculé pour cet effet.  
 























Figure 7.26: Erreurs de suivi en présence d’incertitudes, cas du backstepping avec action 
intégrale 
7.6 Comparaison des résultats 
Il existe plusieurs critères de comparaison des performances des contrôleurs, le dépassement de la 
réponse temporelle et le temps de réponse en l’occurrence. Dans ce paragraphe, nous avons opté 
pour une étude comparative en nous basant sur la moyenne quadratique de l’écart entre les sorties 
(𝑥, 𝑦, 𝑧, 𝜓) et leurs références (𝑥 , 𝑦 , 𝑧 , 𝜓 ). 
Nous comparons les trois contrôleurs dans les trois scénarios de simulation. La première évaluation 
concerne le suivi de la trajectoire rectangulaire dans un environnement parfait, par la suite nous 
calculons la moyenne quadratique de l’erreur en présence du vent, et enfin nous nous intéressons 
à la comparaison en présence d’incertitudes paramétriques représentées par le rapport  = 1.5. 
La moyenne quadratique de l’erreur relative à une sortie 𝑠 ∈ (𝑥, 𝑦, 𝑧, 𝜓) se calcule comme suit : 

























































𝑠 − 𝑠  (7-8) 
où 𝑠  est la trajectoire désirée pour la sortie 𝑠 et 𝑛 est le nombre de points de la trajectoire.  
La valeur de 𝑀  révèle l’écart entre la position réelle du quadrotor et la référence. La sortie 
concernée est proche davantage de sa trajectoire désirée lorsque cette valeur est petite. 
Les moyennes quadratiques obtenues à partir de la simulation des trois contrôleurs dans un 
environnement idéal avec des paramètres nominaux sont répertoriées au Tableau 7.9. À la lumière 
de ces résultats, on s’aperçoit que les performances du contrôleur backstepping et du contrôleur 
backstepping avec action intégrale sont comparables lorsqu’il s’agit de poursuite de trajectoires. 
En effet, les paramètres utilisés dans la conception des contrôleurs sont identiques aux paramètres 
du modèle du quadrotor, ce qui engendre une convergence de l’erreur vers l’origine. Étant donné 
que le contrôleur PID se base principalement sur le modèle linéarisé au voisinage d’un point de 
fonctionnement, l’erreur de suivi n’est pas négligeable quand le contrôleur est implémenté sur le 
système non linéaire. 
Tableau 7.9: Comparaison dans le cas du scénario idéal 
 PID BS BSI 
𝒙(𝒎) 0.2435 0.0005 0.0004 
𝒚(𝒎) 0.2418 0.0005 0.0003 
𝒛(𝒎) 0.8885 0.0023 0.0013 
𝝍(𝒓𝒂𝒅) 0.0265 0.0000 0.0002 
Tableau 7.10: Comparaison en présence du vent 
 PID BS BSI 
𝒙(𝒎) 0.7450 0.5427 0.0041 
𝒚(𝒎) 1.2710 0.6167 0.0039 
𝒛(𝒎) 1.1056 1.0677 0.0065 
𝝍(𝒓𝒂𝒅) 0.1261 0.000 0.0000 
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Tableau 7.11: Comparaison en présence d’incertitudes 
 PID BS BSI 
𝒙(𝒎) 0.1953 0.0070 0.0023 
𝒚(𝒎) 0.1957 0.0070 0.002 
𝒛(𝒎) 1.3048 2.8455 0.0187 
𝝍(𝒓𝒂𝒅) 0.0217 0.0001 0.0002 
 
Le Tableau 7.10 présente les moyennes quadratiques des écarts du suivi en présence des 
perturbations dues au vent. Le contrôleur backstepping avec action intégrale présente une meilleure 
performance concernant le rejet de perturbations, tandis que les autres contrôleurs, le contrôleur 
PID en particulier, ne parviennent pas à réduire l’erreur lorsqu’une perturbation survient.  
La comparaison en présence d’incertitude de la masse est présentée au Tableau 7.11. Dans ce 
scénario, le contrôleur backstepping avec action intégrale est plus performant. Certes la moyenne 
de l’écart entre la sortie 𝑧 et sa référence n’est pas nulle, mais l’erreur en régime permanent l’est. 
La valeur de cette moyenne résulte principalement d’un dépassement au début du vol (Figure 7.25). 
L’observation des résultats obtenus avec l’algorithme de commande par backstepping confirme 
que la position horizontale du robot volant est peu affectée par le changement de la valeur de sa 
masse contrairement à son altitude pour laquelle la moyenne de l’écart atteint 2,8455 𝑚. L’absence 
d’une action intégrale au niveau de ce contrôleur ne lui permet pas de produire l’effort de 




CHAPITRE 8 CONCLUSION ET PERSPECTIVES 
La conception d’un système autonome nécessite une certaine expertise dans de nombreux domaines 
du génie. Toutefois, un seul de ces domaines a constitué le fond de ce mémoire: la commande. 
L’objectif de ce projet a été accompli. En premier lieu, nous avons pu réaliser une loi de commande 
non linéaire assurant au quadrotor d’une masse nominale l’accomplissement des missions de vol 
désirées. Par la suite, le même contrôleur a également permis une qualité de la poursuite de 
trajectoires satisfaisante lorsqu’implémenté sur une gamme de drones ayant des masses différentes. 
La première étape de ce projet concernait le développement des équations dynamiques et 
cinématiques régissant les mouvements du quadrotor dans l’espace, nous avons élaboré le modèle 
dynamique grâce au formalisme Newton-Euler puis nous l’avons linéarisé afin d’obtenir un modèle 
linéaire valable pendant le vol stationnaire. À partir de ce modèle, un contrôleur PID a été d’abord 
réalisé en vue de constituer une base de comparaison, étant donné qu’il est le contrôleur le plus 
utilisé dans la commande les drones commercialisés. Ensuite, un contrôleur backstepping avec une 
action intégrale a été conçu en exploitant la structure en cascade du modèle obtenu. La stabilité de 
l’ensemble est assurée par l’utilisation des fonctions de Lyapunov. Les contrôleurs ont été validés 
subséquemment par le biais des simulations. Les trois scénarios de simulation adoptés ont permis 
de conclure que le contrôleur backstepping avec action intégrale est le plus performant. Non 
seulement ce dernier a permis d’annuler les écarts entre les positions et les positions désirées causés 
par les perturbations du vent, mais il a permis également de forcer la convergence de la trajectoire 
du drone vers la trajectoire souhaitée en présence d’incertitude sur la masse, contrairement au 
contrôleur backstepping qui ne satisfait pas ces exigences. 
Dans un second temps, le contrôleur de l’orientation du quadrotor a été supposé à haute 
performance dans l’intention de considérer uniquement le contrôleur du sous-système de 
positionnement dans la synthèse robuste. Ce sous-système s’est présenté en boucle fermée sous 
forme linéaire en présence d’incertitude sur la masse, ce qui a permis l’appel des applications 
gardiennes pour le choix des gains assurant le confinement des pôles dans un domaine d’intérêt 
lorsque la masse du quadrotor varie dans l’intervalle 𝐼 = [𝑚  2𝑚 ].  Les simulations effectuées 




Bien que le travail présenté dans ce manuscrit ait permis d’atteindre les objectifs initiaux, certaines 
perspectives mériteraient d’être explorées. L’approche exposée a démontré son efficacité en théorie 
et en simulation. Cependant, des hypothèses qui ont été faites pour ce projet rendent 
l’implémentation expérimentale non garantie, mais atteignable. Elles concernent principalement la 
simplification du modèle de simulation. En effet, le modèle développé ne tient pas compte de la 
dynamique des moteurs qui est supposée être très rapide. Cependant, ils pourraient être moins 
réactifs et entrainer un délai pour le changement des vitesses de rotation des hélices telle que requis 
par la commande. Dès lors, une amélioration majeure concernerait une nouvelle modélisation qui 
tient compte de cette limitation. 
Il est à mentionner qu’une des difficultés rencontrées concerne le calcul des applications 
gardiennes. Il s’agissait de calculer des déterminants de matrices dont l’ordre est de 36 ce qui 
amène à des polynômes d’ordre 900. Par conséquent, l’évaluation de l’application sur tous les 
points d’un maillage se fait lentement sous Matlab. L’utilisation des applications gardienne dans 
ce travail se basait sur une analyse graphique, il serait intéressant que les gains du contrôleur 
conservés émanent d’une résolution d’un problème d’optimisation. Ainsi, une fonction pour 
atténuer l’ordre des applications gardiennes se révèle nécessaire afin d’accélérer la vitesse des 
calculs. 
Finalement, une expérimentation réelle aurait été un atout intéressant pour ce mémoire. Les essais 
auraient permis de tester la stratégie proposée, d’identifier également les potentiels problèmes 
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ANNEXE 1 - MOUVEMENT D’UN CORPS RIGIDE À SIX DEGRÉS DE 
LIBERTÉ 
A.1 Matrice de rotation 
Le mouvement d’un corps peut être décrit dans une multitude de repères de différentes manières. 
Dans le cadre de cette étude, nous nous intéressons au mouvement du quadrotor dans le repère 
inertiel et dans le repère qui lui est lié. D’autre part, la description de sa rotation se fera à l’aide des 
angles d’Euler qui reste une des méthodes les plus utilisées en aéronautique. 
Les trois angles d’Euler sont notés 𝜙, 𝜃, 𝜓. Ils représentent respectivement les angles de rotation 
autour de 𝑥, 𝑦 et 𝑧 tel qu’il est décrit à Figure 8.1. 
 
Figure 8.1: Les angles d'Euler 
Chaque rotation est décrite par une matrice. Pour les rotations autour de 𝑥, 𝑦 et 𝑧, nous avons 








cos(𝜃) 0 −sin (𝜃)
0 1 0







0 cos (𝜙) sin (𝜙)
0 −sin (𝜙) cos (𝜙)
 
La matrice décrivant la rotation du repère lié à l’objet par rapport au repère inertiel est définie par 
le produit des trois matrices précédentes. Elle est notée 𝑅 / . 
 
𝑅 / = 𝑅 =
𝑐𝑜𝑠 (𝜃)𝑐𝑜𝑠 (𝜓) 𝑠𝑖𝑛 (𝜙)𝑠𝑖𝑛 (𝜃)𝑐𝑜𝑠 (𝜓) − 𝑐𝑜𝑠(𝜙) 𝑠𝑖𝑛 (𝜓) 𝑐𝑜𝑠 (𝜙)𝑠𝑖𝑛 (𝜃)𝑐𝑜𝑠 (𝜓) + 𝑠𝑖𝑛 (𝜓)𝑠𝑖𝑛 (𝜙)
𝑐𝑜𝑠 (𝜃)𝑠𝑖𝑛 (𝜓) 𝑠𝑖𝑛(𝜙) 𝑠𝑖𝑛(𝜃) 𝑠𝑖𝑛(𝜓) + 𝑐𝑜𝑠(𝜙) 𝑐𝑜𝑠(𝜓) 𝑐𝑜𝑠 (𝜙)𝑠𝑖𝑛 (𝜃)𝑠𝑖𝑛 (𝜓) − 𝑠𝑖𝑛 (𝜓)𝑐𝑜𝑠 (𝜙)
−𝑠𝑖𝑛 (𝜃) 𝑠𝑖𝑛 (𝜙)𝑐𝑜𝑠 (𝜃) 𝑐𝑜𝑠 (𝜙)𝑐𝑜𝑠 (𝜃)
 (8-2) 
Cette matrice est orthogonale, c.-à-d. elle est inversible son inverse est sa matrice transposée. 
  (𝑅 / ) = (𝑅 / ) = 𝑅 /  (8-3) 
Soit u un vecteur dans l’espace, notons 𝑢  sa représentation dans le repère ℱ  et 𝑢  dans ℱ , la 
relation entre les représentations est alors donnée par l’équation (8-4).  
 𝑢 = 𝑅𝑢  (8-4) 
A.2 Matrice de transformation des vitesses angulaires de ?̇? à ω   
La vitesse de rotation ω dans le repère fixe s’exprime en fonction des vitesses de rotation ?̇?, ?̇?, ?̇? 
dans le repère mobile. 
Les angles d’Euler émanent de la séquence de rotation: Roulis (ϕ) → Tangage(θ) →Lacet(ψ). De 
ce fait, ?̇? nécessite une rotation, ?̇? nécessite deux rotations et ?̇? résulte de trois rotations 















La relation entre Θ̇ est ω est : 
 
𝜔 =
1 0 − sin(𝜃)
0 cos (𝜙) sin (𝜙)cos (𝜃)







D’autre part, la dérivée des angles d’Euler par rapport au temps s’exprime en (8-7). 








1 sin (𝜙)tan (𝜃) cos (𝜙)tan (𝜃)










Cette matrice est inversible, cependant elle n’est pas orthogonale. Elle met en évidence que 
l’utilisation des angles d’Euler n’est pas totalement avantageuse. En effet, avec cette représentation 
ρ présente une singularité lorsque 𝜃 ∈ {(2𝑘 + 1)  / 𝑘 ∈ ℤ}, les deux axes de roulis et de tangage 
coïncident et un degré de liberté est perdu. Cette situation est expliquée à la Figure 8.2.  
 
Figure 8.2: Singularité de la matrice ρ, tirée de [40] 
A.3 Mouvement d’un corps rigide à 6 degrés de liberté  
Nous considérons les repères présentés à la section Chapitre 4. La position du corps est définie par 











. Quant à l’expression de la vitesse 





. La vitesse angulaire du repère ℱ  par rapport 








 pour désigner les angles d’Euler. 
L’ensemble des forces et moments appliqués au centre de gravité du corps exprimés dans le repère 









. Le sens positif des moments est défini par 
le sens trigonométrique. 
À l’aide de la définition de la section (A.1), nous pouvons écrire l’équation cinématique en 
translation comme suit : 
 ?̇? = 𝑅𝑉 (8-9) 
La section (A.2) nous donne l’équation cinématique en rotation : 
 Θ̇ = 𝜌𝜔 (8-10) 
Par application de la deuxième loi de Newton au corps dans le repère inertiel ℱ , en supposant la 





 = ∑𝐹  (8-11) 
Nous projetons cette équation dans le repère ℱ  puisque les forces s’y expriment facilement, la 
formule de Bour appliquée à ?̇? nous donne : 
 𝑑?̇?
𝑑𝑡
 = ?̇? + [𝜔]×𝑉 (8-12) 
Rappelons que l’opérateur [ ]× désigne le produit vectoriel, soit pour deux vecteurs a et b, [𝑎]×𝑏 =
𝑎 × 𝑏. 
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𝐹 − [𝜔]×𝑉 (8-13) 
Quant à la deuxième équation dynamique en rotation, elle est obtenue grâce au théorème du 
moment cinétique appliqué dans le repère inertiel. 






Chaque élément de cette matrice dépend de la distribution de la masse de la manière suivante : 
 
𝐼 = (𝑦 + 𝑧 ) 𝜕𝑚  
𝐼 = 𝑥𝑦 𝜕𝑚 
(8-14) 
Les autres termes se calculent de la même manière. Du moment que la masse ne varie pas dans le 
repère lié au corps rigide, l’expression de I par rapport à ce même repère restera donc constante. 
Grâce au théorème du moment cinétique, on obtient : 
 𝑑(𝐼 𝜔 )
𝑑𝑡
= ∑𝜏  (8-15) 
L’équation de Coriolis pour la dérivée de 𝐼 𝜔  donne : 





+ [𝜔]×(𝐼 𝜔 ) = 𝐼?̇? + [𝜔]×(𝐼𝜔) (8-16) 
Comparativement à l’équation dynamique en translation, on exprime (8-15) dans le repère ℱ . En 
utilisant l’équation (8-16), on obtient le résultat suivant : 
 𝐼?̇? = 𝜏 − [𝜔]×(𝐼𝜔) (8-17) 
 
