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ここで xpqは，画像中の座標 (p; q)の画素値，Pijは LL画素の




層表現を取得する手法である．縦幅 h，横幅 wの入力画像Gi に
対して，式 (2)を適用することでラプラシアンピラミッド Li を
作成していく．










は，正の整数 N を利用した N N のガウシアンカーネルで画
像を畳み込み，偶数行，偶数列を新しい画像とする処理である．
Down Samplingでは画像サイズを h w から h=2 w=2に圧
縮することができる．


















図 1 に提案手法の概要図を示す．同図では画像サイズを 1 段




0(プライム記号) を増やすものとする．例えば L01 を Average
Poolingした場合，L002 となる．n段階行うことで画像サイズは，
画像サイズは w  hから w=(2n) h=(2n)に削減される．
1. 元画像を n段階削減する．
2. 元画像 G1 に対してガウシアンピラミッド G1～Gn を作成
する．
3. 元画像 G1 に対してラプラシアンピラミッド L1～Ln を作
成する．














































認識する．今回使用する CPU はロボットの CPU ではない
Intel RXeon(R) CPU E5-2690 v4を使用した．また YOLOモ
デルを実装するにあたり，Darknet というフレームワークを用
いた．









価する．1 つ目は入力が 448 × 448 の Fast YOLO である (以
下，Model448と呼ぶ)．2～5つ目は small YOLOを利用する．
それぞれのネットワークは入力サイズが 320  240，160  120





幅 N を 5，またそれぞれの YOLO のモデルの Pooling の 正方
領域 Lを 2，学習係数を 0:00001，モーメント係数は 0:9，decay











処理速度は，提案手法の方が Fast YOLO より速い．また同
サイズのモデルにおいて提案手法を利用することでラプラシア
ンピラミッドの処理が余分にかかるが入力サイズが 320  240
，160  120の場合では small YOLOに比べ，12%以内に悪化
率が収まっている．
再現率は入力サイズが 160  120 の場合，提案手法の有無に
よって，改善できていることが確認出来る．だが入力サイズが
320 240の場合，提案手法の方が改悪する場合がある．
適合率は入力サイズが 160  120 の場合，再現率と同じよう
に提案手法の有無によって，改善できていることが確認出来る．
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