We describe our recent work on improving an overlapping articulatory feature (sub-phonemic) based speech recognizer with robustness to the requirement of training data. A new decision-tree algorithm is developed and applied to the recognizer design which results in hierarchical partitioning of the articulatory state space.
INTRODUCTION
In the work described in this paper, we address the problem of how aspects of speech production related to coordinated articulators' movements can be effectively used to design the phonological component of a speech recognizer grounded on the principles from articulatory phonology [3]. Our One main characteristics of our recognizer has been its comprehensive utilization of the speech production knowledge and its systematic and consistent formulation of the computational framework in which statistical learning can be successfully applied to the recognizer design. By the objectives of the design, the recognizer is most effective for highly fluent utterances when phonological variation and articulatory dynamics become most prominent.
Theoretically, the articulatory-feature based recognizer has advantages over the conventional ones in that it is compact in the parameter size and yet it naturally covers the contextdependent behaviors spanning over several phonetic segments. However, the recognizer developed prior to this work encountered two practical difficulties. First, under the condition that only a limited amount of Graining speech data are available, the probability distributions associated with articulatory states estimated from the training data often do not cover all the possible states required to specify the test utterances. Second, the total number of aniculatory states in the recognizer was fixed at a number independent of the amount of training data. To improve robusmess of the recognizer, it is desirable to devise a scheme in which the total number of states can be adapted to the training data size at a minimal loss of accuracy in modeling co-articulation.
Both of the above practical difficulties are resolved in this work by applying the general methodology of the decision-tree based classification. In particular, we will describe how the articulatory state space is partitioned hierarchically by a decision-tree based algorithm so that articulatory states associated with similar acoustic realizations are automatically clustered, thus controlling the total number of states in the recognizer. We will also describe how the algorithm allows the articulatory states unseen in the training speech data to be predicted by their corresponding cluster representatives (i.e., upper level nodes in the articulatory-state partition tree).
OVERVIEW OF THE RECOGNIZER
The articulatory state space underlying the recognizer is defined over J dimensions; the dimensionality is determined by the number of largely independent articulatory tiers responsible for speech production. Each dimension in the state space is made explicitly associated with one distinct tier of the articulatory structure, which we call an articulatory "feature" due to its symbolic nature. The it* dimension, 8i, in the articulatory state space is characterized by Ni distinct symbolic values: 8; E {a!, a:, . ,ay}, each indexed by a phoneme. While taking a particular symbolic feature value, the ith articulatory feature can be regarded as being residing in one of the Ni states at any paiticular time point (or frame) during the speech utterance. The J features in separate dimensions, whose change of values over time forms the state evolution process in the articulatory space, are assumed to be largely independent of each other, allowing for asynchronous timing or overlapping.acr?ss the J articulatory dimensions. A Markov chain Ai = {~i , & } is employed to represent the state evolution process for the it" articulatory dimension, w h m w i and air are initial state occupation probabilities and state transition probabilities of A;, req"ely. 
SYSTEMTRAINING

A new decision-tree algorithm
Decision trees have been successfully applied recently in many speech recognition problems (e.g., [2]). The algorithm developed in this work, with specific applications to the articulatory feature based speech recognizer discussed in Section 2, differs from the previous decision-tree algorithms in several key aspects. First, our decision-tree based clustering algorithm is employed to build a hierarchical partition for the entire phonologicaVamculatory space of speech utterances, which is constructed via elaborate articulatory timing analysis according to the speech production theory. In contrast, in other conventional speech recognizers, the decision tree was used to cluster phonetic contexts only for each individual phones. Second, since each state in our system is associated explicitly with a five dimensional articulatory feature bundle, our decision-tree algorithm is able to systematically and exhaustively ask all questions at a very detailed level of component articulatory features for individual stare?. The decision tree algorithms used in the conventional systems, in contrast, asked only isolated, non-systematic, and sparse questions (often compiled by linguists' intuition) for a fixed number of nearby segments. Third, since the articulatory state topology in our system for each phone-in-context is constructed by a fixtional feature overlapping process operating asynchronously over five articulatory dimensions, the state clustering process can be and is made to start after the range of context dependency is already determined, thereby incorporating identifiable physical constraints in articulator motions responsible for co-articulation. other decision-me based speech recognizes, the heuristic left-toright state topology has to be employed and the range of contextdependency is determined during the tree growing process with no physical constraints built in.
System training and state clustering
Algorithm I: SystemTraining 1. Train an initial model using the method described in [7], except that the acoustic distribution associated with each articulatory state is represented by a uni-modal (for computational reasons) Gaussian with a common diagonal covariance matrix; 2. Build a partition tree for the entire articulatory state space according to the Gaussian parameters obtained in Step 1 t 3. Train the final speech model using the state-tying information obtained in
Step 2 and represent the acoustic distribution of each state with mixture Gaussian densities (with a separate diagonal covariance matrix for each different state). The standard segmental k-means training algorithm is used.
Step 2 above (involving decision trees) is the heart of the systemtraining Algorithm I, and is detailed here. Let 8; be the collection of all distinct values taken by the i-th articulatory feature (c) If either 6' or n(S) is below a preset threshold, label S as a terminal partition; otherwise push the sub-partitions S; and S: (obtained by applying the optimal conditional split in Eqn43)) back to the stack and continue with step 2.
The optimal point of max a(s 5) S J , Sr) can be obtained by
enumerating all possible ways of binary splitting S(m), the set of distinct feature values in n-th dimension for node S. However, it is practically impossible because the number of alternatives is too high. For example, there are 20 variants of distinct tongue dorsum features in our system so the number of possible split at the root node for the tongue dorsum dimension would be 2". Defining a within-cluster distortion measure as
otherwise set SI = SI U Si and addX(S;) to SI); 5. Updatingp(S1) andp(Sr) fromX(Sl)andX(Sr); 6. Goto Step 4 until SI and Sr are the same as that obtained from the previous iteration.
The above algorithm is just a two-means (k = 2) clustering algorithm except for the constraint that all E E X(Si) should be clustered into the same descendent node.
EXPERIMENTS
Preliminary experiments have been conducted to evaluate the effectiveness of the decision tree algorithm for adaptive clustering of articulatory states and for predicting unseen articulatory states as described in Section 3. The task is the phonetic recognition of standard 39 folded phone classes in continuous TIMIT sentences. To reduce computation complexity in the recognition experiment, we adopt the strategy of re-evaluating N-best phonetic label hypotheses for each TIMIT sentence using the computation intensive featurebased, long-span context dependent models. Given the N-best phonetic label sequences, re-scoring each sequence using the featurebased model described in this paper is as follows. For each phone in the sentence, we take both of its left and right Contexts, expressed in t e m of each individual feature component (which is often spread from several phones away), into account to construct the articulatory HMM states. Given the resulting state topology for each contextual phone in the N-best sequences, we concatenate them into a sentence-level state topology according to the N-best hypotheses. Then the Viterbi-like algorithm is applied to re-score all the N phonetic label sequences and the new top sequence is regarded as the output of the recognizer.
The feature-based speech recognizer was implemented with and without use of the hierarchical partition of the a"latou state Since space. The testing set consists of 48 randomly selected SX sentcnces from 48 speakers (the selection process gumtees that each region has four male speakers and two female speakers). The results in Tables 1 and 2 show that the improvement of the recognizer performance via use of the decision tree based algorithm has been marginal or negligible. This has not been our expectation.
Due to the preliminary nature of the algorithm development, we have not been able to draw conclusions on the effectiveness of the idea of partitioning and clustering the articulatory state space. It is likely that several assumptions implicitly or explicitly made in the decision tree algorithm described in Section 3 will require serious examinations before the theoretical advantages of the ideas behind the algorithm can be realized.
SUMMARY AND DISCUSSIONS
Compared with conventional recognizers using phoneme-sized speech units, the overlapping articulatory feature based recognizer we developed over the past few years has theoretical advantages of compactness in the model parameterization and of the ability to cover the context-dependent behaviors of speech data. The improvement of the recognizer described in this paper is intended to push the above advantage of compactness M e r under the condition of unseen articulatory states (training and testing mismatch), thus increasing the robusmess of the recognizer and making the recognizer potentially adaptive to the size of the training data.
The methodology we employed to achieve the robusmess and to predict the unseen articulatory states is based on the decision tree algorithm which has already enjoyed a wide success in the conventional phonetic HMM based speech recognizers. In contrast to the conventional decision tree method which clusters HMM states only on the basis of the surface acoustic similarity in the speech signal, 51t has been expected that the results in Table 2 show a much p&r performance improvement than those in Table 1 the new decision tree algorithm we developed which is made specific to our articulatory feature based recognizer is grounded on the physical phenomenon of many-to-one articulation-to-acoustics relations [l]. Although overlapping of the output distributions associated with separate articulatory states already allows the recognizer to embody the many-to-one relations, this does not resolve the problem of mining and testing mismatch exhibited by the presence of abundant unseen articulatory states which we observed prior to this work. The strong tying and partitioning of the articulatory states determined by the decision tree algorithm eliminates the problem of unseen states by explicitly forcing the acoustic distribution puramerers associated with many articulatory states to be identical (many-toone mapping), rather than just making the possible outcomes from the acoustic distributions to coincide as in the previous version of our recognizer.
Given the physical basis of many-to-one articulatory-to-acoustic mapping which justifies the articulatory state partitioning, we developed a new decision tree algorithm that has relied upon the articulatory interpretation of the HMM states. Algorithmically, it also differs from the previously published decision tree algorithms in several aspects. For example, our algorithm theoretically allows to exhaustively ask all the relevant questions at the detailed level of articulatory features, needing no linguists' insights to design necessarily incomplete question sets. Also, the decision tree is employed to partition the entire articulatory state space instead of clustering phonetic contexts for individual phones in other systems.
Unfortunately, at the time of this writing, the many theoretical advantages of our decision tree algorithm offered by the above several theoretical reasonings have not been demonstrated in evaluation experiments. Some preliminary, discouraging experimental results have been provided in this paper while more comprehensive evaluations are underway.
