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1. INTRODUCTION 
In this paper we consider the problem of backward continuation for 
solutions of retarded functional differential equations of the form 
k(t) = [O x(t + 6) dci(t, 8). Wli 
4-F 
For convenience we shall restrict ourselves to the scalar case. In Section 2 
we show that by a change of variables the continuation problem may be 
reduced to a Volterra integral equation of the first kind. In Section 3 we 
indicate how for a large class of kernels ol(t, 0) this equation at regular points 
can be converted to a Volterra equation of the second kind and solved. 
Thus at regular points one finds for an appropriate class of solutions of (1.1) 
that there always exists a unique backward continuation. On the other hand 
in Sections 4 and 5 we find, at singular points, that the Volterra equation 
gives rise to a singular nonhomogeneous integral differential equation. In 
many cases this equation can be solved to provide a backward continuation 
for an appropriate class of solutions of (1.1). However, this continuation 
may or may not be unique depending upon the behavior of the solutions 
of an associated homogeneous equation. 
2. REDUCTION OF THE PROBLEM TO A VOLTERRA EQUATION 
Let x be a continuous real valued function defined for f E [-r, tl], t, > 0, 
which satisfies Eq. (1.1) for t E [0, tJ. Then for any E > 0 we say that x has 
a backward continuation at t = 0 to --E if x can be defined on [-r - E, -r] 
so that x is continuous on E--Y - E, tJ and satisfies Eq. (1.1) on C--E, tl]. 
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We say that x1 , defined on [to - r, t,], to < tl , has a backward continuation 
to to - E if x(t) = x,(t - t,,) has a backward continuation to --E when 
a(t, 0) in (1.1) is replaced by a(t - t, , 6). We now show that for a given E, 
0 < E < Y, and x the backward continuation problem at t = 0 may be 
converted to a Volterra equation of the first kind. We define the function x, on 
[-r - E, tJ by setting q(t) = x(t) for t E L--r, tr] and xl(t) = x(-r) for 
t E [-r - E, -r]. Then setting y(t) = x(t - T) - x,(t - Y) we have for 
tE[--E,tl+r-e] 
s 
--T-t 
y(t + r + 0) qt, 0) = g(t) P-1) 
-r 
where 
i?(t) = 0 for t>O (2.2) 
g(t) = 2(t) - Jm;T-t .r,(t + S) qt, e) - yT t x(t f 8) &(t, e> 
for t E [-E, 01. 
Next we set o = 0 + Y, q(t, a) = a(t, o - r) in (2.1) and use the fact that 
y(t) = 0 for t 3 0 to obtain the Volterra equation 
s -tY(t + 0) h(t, u) = g(t). 0 
(2.3) 
In a similar way the backward continuation problem at to leads to the 
equation 
.-b-t,) 
J r(t + 0) h(t, 4 = g(t), (2.4) 0 
where 
J?(t) = 0 and m = x(t) for t>to, (2.5) 
g(t) = R(t) - J:;-t-r q(t + S) qt, 8) - Jo x(t + 0) d@, 0) 
$)-t-r 
and %(t> = x(to) for t E [to - E, to]. 
If f has K continuous derivatives on [a, b] let lifl/a = max(jf(i)(x)j) for 
i = o,..., K and x E [a, b]. We denote by P[u, 61 the Banach space of real 
valued functions possessing K continuous derivatives on [u, b] with norm 
11 Ilk . We say 01 is of class K at t if for some E > 0 the map T defined by 
U(t) = J-O f(t + 0) qt, 0) 
-r 
(2.6) 
is a continuous map of C7:[t - r - E, t + ~1 into C’[t - c, t + c]. If 01 is in 
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class k for all t E I we say 01 is of class k on I. Assume 01 is of class K on 
[to - E, t,] and that x E Crc+l[t, - E, tJ n C”[t, - r, tl] and let xl(t) = Pk.(t) 
t E [to - Y - E, to - Y] where Pk(t) is the Taylor polynomial of degree k 
associated with x at t, - r. It then follows thatg in (2.5) possesses k continuous 
derivatives and that g(()(t,) = 0 for i = 0, l,..., K. 
3. REGULAR POINTS 
In the remainder of this paper we shall assume that for every t, there is an 
E > 0 and a positive integer ?z such that for f3 E [--Y, --P + c] and 
t E [to - E, to + e] the kernel 01 may be written 
Here 6 denotes the step function with the values a(8) = 0 for B < 0 and 
s(0) = 1 for 0 > 0. We further assume that the ai are piecewise continuous 
in t for all values of i and that an(t, 0 + r) is jointly continuous in t and 8. 
In studying the continuation problem at a particular point t, we shall further 
assume that 
2 i ai(t)1 f 0 for t E [t, - E, to) 13 (to, t, + ~1. (3.2) 
i=O 
If for some 8 < E, a,(t) + 0 and q(t) = 0 for i < K and t E [to - 6, to + 6] 
then we say that to is a regular point of degree k for Eq. (1.1). Otherwise we 
refer to to as a singular point for Eq. (1.1). We now establish the following 
result for regular points which for k = 0 was first obtained by Hasting [4]. 
In that paper Hastings also observed that certain equations could be reduced 
to the case k = 0 by suitable differentiation. 
THEOREM 3.1. If to is a regular point of degree k thelz theree exists E > 0 
such that $ 
ai E C*[t, - E, to + ~1 for i = O,..., n, (3.3j 
i%,JW is continuous for 8 E [--Y, --1’ + c] a?zd 
t E [to - E, to + El, (3.4) 
a is of class k for t E [to - E, to + E], (3.5) 
s E CLz+l[to - E, tl] n Ck[to - Y - E, tJ arzd satisjes (1.1) 
011 [to , tJ for SO??zl? t, > to , (3.6) 
then .z has a mipe Oackeonvd continuation at to to to -- E. 
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Proof. If K = 0 and E is sufficiently small then after setting y = t + (T, 
Eq. (2.4) takes the form 
ao(t>J’(t) + 2 ai(t) j ‘(y) i(y - t)i-l dy 
i=l 
+ (y(y) a!,(~ Y - t)(y - 9” dr = g(t). (3.7) 
Using the definition of a regular point we may select E > 0 so that there exists 
6 > 0 and as(t) > 8 for t E [t,, - E, t,,]. Then for t E [to - E, to] Eq. (3.7) 
may be solved by the approximations 
YOM = g(t>/~o(t), 
(3.8) 
Ydt> = -[l/aO(t>l [gI dt> ~~Yf-Ib) ib - t)i-l dY 
+ jt;~&) ol,(t> Y - W - t>” dy] for j>l. 
By the usual arguments 
Y(f) = f Yi(4 
i=O 
gives a unique continuous solution of (3.7) on [to - l , to]. If k > 0 then after 
setting y = t + u Eq. (2.4) takes the form 
gk 4) J):u(r) i(Y - V-l dY 
+ jtIY(Y) %$, Y - t)b - t>" 4 = g(t)- (3.9) 
In light of conditions (3.3)-(3.6) and th e results of Section 2 we may differen- 
tiate (3.9) K times to obtain an equation of the same form as (3.7) with uo(t) 
replaced by ak(t). This completes the proof of Theorem 3.1. 
We say that Eq. (1.1) is regular of degree k on [--r, 0] if for every 
t E [--Y, 01, t is a regular point of degree k and there is an E > 0 such that 
conditions (3.3)-(3.5) are satisfied for every t E [-Y, 01. An examination of 
the preceding proof reveals that if x E C-ti[---r, 0] and satisfies (1.1) for t = 0 
then the results are valid for E = r. Thus if T(r) denotes the translation map 
along solutions of (1.1) of the space C[--27, -r] into CC--r, 01, we have the 
following result. 
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COROLLARY 3.1. If Eq. (1.1) is yegulav of degree k on [--I’, 0] then T(r) 
dejines a I-1 map of C[-2r, -Y] onto 
C”+l[-Y, 0] n 1x: x(O) = j” x(e) dci(0, @)I. 
-7 
In discussing the continuation problem at singular points of (1.1) we shah 
assume that all such points are isolated. Thus if to is a singular point we will 
assume that there exists 6 > 0 such that (1.1) must be regular and of a i&ed 
degree k for all t E (to, to + S] and regular of a fIxed degree m for ail 
t E [to - 6, tJ. Thus we have that 
ai = 0 for t E (to, to + 61 and i < k, 
ar(t) f 0 for t E (to , to + 81, 
(3.1Oj 
ai(tj s 0 for t E [to -- 6, to) and i < m, 
a,(t) f 0 for t E [to - 6, to). 
(3.11) 
In Section 4 we shall consider the problem of continuing a solution into a 
singular point to satisfying the above properties. We note here, however, that 
if lim t-tt0+ at(t) f 0 then the arguments of Theorem 3.1 assure the existence 
of a unique bounded continuation of a solution x to to if sufficient 
differentiability is assumed. Thus we consider only the case in which 
lin~,~,+ arc(t) = 0. Likewise if lim,,,O- a,,(t) f 0 we have a unique contin- 
uation of a solution out of the singular point to if sufficient differentiability 
is assumed. Thus in Section 5 we shall consider only the case in which 
limt,to- aei(t) = 0. 
4. CONTINUATION INTO A SINGULAR POINT 
Before proceeding to a discussion of the general problem we first indicate 
the nature of our results for the two special cases: 
a(t, 8) = sin tS(O + Y) - (e + Y), (4.h) 
a(t, ej = sin tqe + r> + (e + P)~ (4.lb) 
and the corresponding integral equations 
(4.25) 
5=5/V/2-7 
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as one approaches t = 0 for 0 < t < 6, and 6, a small positive constant. 
Introducing in Eqs. (4.2a) and (4.2b) the new dependent variable 
and dividing by sin t we obtain the equations 
w’l’(t) + csc h(t) = g(t) csc t (4.3a) 
w(l)(t) - csc tw(t) = g(t) csc t. (4.3b) 
Thus, for these equations, we wish to determine when the solution which 
satisfies the initial conditions ~(6,) = &)(S,) = 0 has a bounded 
continuation to t = 0. We settle here for sufficient conditions. First we note 
that if 1 g(t) csc t j < KP for t E [as, , 0] and some k > 0, u > 0, then it 
follows from Lemma 4.1 that Eqs. (4.3a) and (4.3b) both have a particular 
solution wp such that wD E Cr[O, S,]. However, one cannot in general expect 
that the particular solution obtained in Lemma 4.1 will satisfy the additional 
conditions w,(SJ = ~~‘(6,) = 0. Th us one must consider the associated 
homogeneous equations 
w(l)(t) + csc tw(t) = 0, (4.4a) 
w(l)(t) - csc tw(t) = 0. (4.4b) 
One may easily verify that the solutions of (4.4a) are asymptotic, as t -+ O+, 
to a scalar multiple of t-r and the solutions of (4.4b) are asymptotic to a 
scalar multiple of t. Thus in the case (4.lb) in order to obtain a unique 
bounded continuation of the solution of (1 .l) up to the point t = 0, in 
addition to smoothness conditions, one only needs to impose a condition on 
g(t) csc t to assure (4.3b) has a particular solution in Cl[O, S,]. In Theorem 4.1 
this corresponds to condition (4.21). In the case (4.la), one must further 
restrict g(t) csc t in order to insure that the solution wz, of (4.3a) which is in 
Cr[O, S,] also satisfies the initial conditions zu#,) = ~~~(8,) = 0. In 
Theorem 4.1 this corresponds to the condition (4.22). We return now to the 
general problem. 
For convenience we shall assume that the singular point is located at t, = 0. 
In addition to conditions (3.10) we shall assume that 
ale(t) = rZa(t) for t E [0, 81 (4.5) 
where a(0) + 0 and I is a positive integer. We also assume that in (3.1) the 
ai e P[O, S] for i = k,..., n and &+,/&k is continuous in (t, 19) for t E [-E, ~1 
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and B E (-I’, -.r -& E]. If all these conditions are satisfied we say that t = 0 is a 
singular point of type (K, 1) on the right. 
Thus, for k > 1) we are interested in solving the equation 
for y E C[Q, S] such that y(6) = Cl. ‘5’ L mce the points t c’ (0, S] are reguiar 
points it is clear that if a solution of (4.6) _ exis s i is unique. Unfortunately t t 
the author is unable to solve this equation in the general case. Thus we shall 
restrict ourselves to the case in which ar6(t, 0) .E 0. We say in this ease that 
o(t, 0) is of fi ni e rank. Now difierentiating (4.6) .A times, we obtain the t 
equation 
a&)y(t) + f b,(t) j&, - ty-1 dy = g’yt) (4.7) 
i=l s 
which is also valid for the case k = 0. Setting I = $y(y)(y - Qn--l Czy 
in (4.7), we obtain the equation 
&L(t) EC Zdyt) + i qJ,(t)/qi - I)! a&)]) dn-i’(t) (4.8) 
i=l 
= gyt)/a&) 56 g&), 
with the initial conditions ZL+)(~) = 0 for i = O,..., n - 1. In preparation 
for Theorem 4.1, where we shall give sufficient conditions for solving (4.7), 
we have the following lemma. 
LEMMA 4.1. If g, G C[O, S] and there exist u > 0, 6 > 0, K > 0, suck 
that j g,(t)/ < Ktv for t E [0, S] then there exist M > 0, M > 0, and a soEuSiorz 
w, E P[O, a] of (4.5) such that 
1 w:)(t)1 < AfKt”*~n-i j ln t la-ti (4.9) 
for t E (0, CY] and i = 0 ,..., 11. 
Proof. It follows from the work of Cope [I, 2] that there exists a positive 
integer p such that in a sufficiently small neighborhood of t = 0 the operator 
L(w) may be factored into the form 
Jqw) = J&(-L-l(. +4fQ -N> (4.10) 
where each factor& has the form 
&(w(t)) - zb(t) + d,(t) w(t), (4.11) 
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and each di possesses an asymptotic expansion of the form 
(4.12) 
Thus one considers an equation of the form 
c(t) + d,(t) w(t) = q(t) (4.13) 
where p E O[o, S] and q(t) = O(t”+i / In t /j) for j ,( n. Depending on the 
nature of the constants Us , dj, one finds that for 8 > 0 either 
wu(t) = Iat exp (- 11 d,(o) dc) q(s) ds, (4.14) 
or 
zuD(t) = Jot exp (- ISt dj(a) do) q(s) ds (4.15) 
behaves like O(tO+j+l 1In t Ij+‘) as t -+ 0. In each case it follows by differen- 
tiation that 
tiJt> = O(P+j j In t I’+‘) as t --+ 0. (4.16) 
In fact zir, satisfies the equation 
e(t) + [d,(t) - %(t&Wl W = 4(t) - k&WWl d@ (4.17) 
The fact that the solution of the homogeneous equation (4.17) is just the 
solution of the homogeneous equation (4.13) multiplied by d,(t), allows one 
to show that the ti, may be taken as a particular solution of (4.17) which 
satisfies 
C,(t) = O(tufi / In t /j+r) as t + 0. (4.18) 
The estimate (4.9) now follows by a simple induction argument. This 
completes the proof of Lemma 4.1. 
To simplify the statement of Theorem 4.1 we introduce the following 
notation. Let B[O, 81 denote the vector space consisting of all solutions of 
Lzu = 0 which belong to P[O, S]. Let B(t) denote the vector space consisting 
of the coordinates and their first n - 1 derivatives at time t of the elements 
in B[O, 81. We now have the following result. 
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THEOREM 4.1. If x E Ck+z[O, tl] n Ckf1[6 - Y, tJ and sati$es (1.1) SO? 
t E [S, iq and if 
t = 0 is a singular point of type (k, I) on the right, 
cx is of finite rank and class k + 1 for t E [O, 61, 
g(“)(t)/f+(t) = O(P) for some cr > 0 as t + Of, 
if w, denotes the solution. dejned by Lemma 4.1 then 
b,(S),..., w’,“-l’(S)] E B(S). 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
the?1 x has a unique continuation to t = 0. 
Proof. It follows from our assumptions and Lemma 3.1 that Eq. (4,8j 
possesses a particular solution wl, E P[O, 61. Thus 
(4.23) 
where G denotes the Green’s function for Lw = 0 and the ii are a basis for 
B[O, S]. But since & E C”[O, S] it follows that 
w(tj = .c' G(t, s)gl(s) ds (4.24) 
6 
also belongs to C”[O, S] and satisfies the initial conditions .W'i'(Sj = 0 for 
i = o,..., n - 1. Since by our assumptions and the results of Section 2 
we maq’ take g to satisfy g(“)(6) = 0, it follows that y(t) = zu(“)(t) E C[O, 6] 
and provides our desired extension. This completes the proof of Theorem 4.1. 
5. C~NTINUATTI~N A\vAY FRO&I A SINCXJL.~R POINT 
Before proceeding to the discussion of the general problem we again 
indicate the nature of our results for the special cases where ol(t, 9) is given 
by (4. la) and (4.1 b). We then obtain the corresponding equations 
sin g(t) + \ly(yj dy == y(t) 
'0 
sin ty(t) - Jig y(y) dy = g(t) 
(5.laj 
(S.lb) 
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as one leaves t = 0 for t < 0. If the solution x which we are continuing is 
sufficiently smooth at t = 0, it follows from Section 2 that condition (4.21) 
will be satisfied. Then from Lemma 4.1 we again obtain the existence of a 
particular solution ys for either (5. la) or (5.1 b) satisfying the initial condition 
y,(O) = 0. It follows as in Section 4, that near t = 0 the nontrivial solutions 
of the associated homogeneous equation are unbounded for (5.la) and 
bounded for (5.lb). Thus if a(t, 8) has the form (4.la) and the solution x is 
sufficiently smooth it will have a unique continuation beyond t = 0. If 
a(t, 0) has the form (4.lb) the continuation beyond t = 0 will also exist but 
it will not be unique. We turn now to the general case. 
As in Section 4 we shall assume that the conditions (3.11) are satisfied, 
to = 0, and 
4t) = thQ) for t E r--S, 01, (5.2) 
where b(0) # 0 and h is a positive integer. We assume that in (3.1) the 
ai E C”[--6, 0] for i = m,..., n, P+lzz,/&~+l is continuous in (t, 0) for 
t E [-S, S] and 0 E [-P, --Y + S], and m + h < n. If these conditions are 
satisfied we say that t = 0 is a singular point of type (m, h) on the left. Then 
from (2.4) and (3.1) we have the equation for m > 1 
(5.3) 
which we want to solve for y E C[O, -S] satisfying y(0) = 0. Differentiating 
(5.3) m times, we obtain the equation 
+ /tYb) A& Y - t)b - f>” dY = P-v) 
0 
which is valid for all m > 0. Setting zu(t) = $,y(y)(y - t)“-1 dy we obtain, 
after an integration by parts, from (5.4) the equation 
zu-(t) + s.’ w(y) C(t, y - t) dy = g’“‘(t) 
(5.5) 
where C(t, y - t) is continuous in (y, t) for t E [-SO] and (7 - t) E [0, S]. 
We now have the result. 
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THEOREM 5.1. If t = 0 is a singular point of ty!e (m, lz) on the left then 
there exists a 8 > 0 suclz that if 
01 is of class m + lz + 1 for t E f-8, 0], (5.6) 
.T E Cnr+hfz[-S, tJ n Cnr+h+l[-~, tl] and satisjies (1.1) on [0, t] 
for some t, > 0, then x has a backzuard continuation to -8. (5.7) 
Proof. It follows from Section 2 that we may assume that g E Cm+h+*[-8, 0] 
and 1 g’““(t)/ < K j thfl 1 for t E [-8, 01. Then setting 
L,w = a,zu(*)(t) + F [bi*(t)/am(t)] zu(h--i)(t) 
Zl 
and using Lemma 4.1 we let w,, denote any solution of 
L,zu = g(“)(t)/a,(t) 
which satisfies 
(5.X) 
/ zu,(t)l < MK / P+l I 1 In 1 t I jh for t E [--6,O]. (W 
Assuming that We has been defined and satisfies 
1 wi(t)l < MK / thfl / / In / t 1 j71,P for t E [-s, O] (5.10) 
we note that if 6 is sufficiently small then 
t 
.z+(rj C(r, y - t) dy , < K [ th+l l/2i+l. 
But then by Lemma 4.1 the equation 
L,zo(t) = [” w,(y) C(t, y - t) dy 
-0 
(5.11) 
has a solution wi+l(t) satisfying (5.11) with i replaced by d + 1. Thus 
w(t) = 2 wJt) 
i=O 
satisfies (5.5), belongs to C[--6, 0] and z@(O) = 0. Setting y(t) = I 
we have our desired result. This completes the proof of Theorem 5.1. 
We note in general that the continuation given by Theorem 5.1 is not 
unique. The extension defined by Theorem 5.1 will be unique if and only if 
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the homogeneous equation Lw = 0 has no nontrivial solution w satisfying 
lim t+O- wti)(t) = 0 for i = 0 ,..., 72. An examination of the proof of 
Theorem 5.1 reveals that a sufficient condition for Lzu = 0 to have such a 
solution is that L,w = 0 have a nontrivial solution satisfying (5.9). 
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