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ABSTRACT
Sea ice schemes with a few vertical levels are typically used to simulate the thermodynamic evolution of sea
ice in global climate models. Here it is shown that these schemes overestimate the magnitude of the diurnal
surface temperature cycle by a factor of 2–3 when they are used to simulate tropical ice in a Snowball earth
event. This could strongly influence our understanding of Snowball termination, which occurs in global cli-
mate models when the midday surface temperature in the tropics reaches the melting point. A hierarchy of
models is used to show that accurate simulation of surface temperature variation on a given time scale re-
quires that a sea ice model resolve the e-folding depth to which a periodic signal on that time scale penetrates.
This is used to suggest modifications to the sea ice schemes used in global climate models that would allow
more accurate simulation of Snowball deglaciation.
1. Introduction
At least twice during the Neoproterozoic, about 710
million years ago and about 635 million years ago, the
climate was so cold that there were glaciers at sea level
in the tropics (Evans 2000; Trindade and Macouin 2007;
Hoffman and Li 2009). According to the Snowball earth
hypothesis, these glaciations were global and contem-
poraneous, the oceans were entirely covered with ice for
millions of years, and the climate recovered only when
volcanic outgassing slowly brought the partial pressure
of carbon dioxide (pCO2) to such extremely high values
that ice melt could occur in the tropics, leading to global
deglaciation (Kirschvink 1992; Hoffman et al. 1998). A
crucial outstanding aspect of the Snowball earth story
is a full explanation of deglaciation, including, for ex-
ample, the quantity of CO2 required for deglaciation
(Pierrehumbert 2004) and whether other factors such as
surface dust (Abbot and Pierrehumbert 2010) and dust
aerosol (Abbot and Halevy 2010) are required to cause
deglaciation at a pCO2 consistent with observational
evidence.
Although atmospheric models of varying complexity,
ranging from radiative–convective models (Abbot and
Halevy 2010) to energy balance models (Caldeira and
Kasting 1992; Hyde et al. 2000; Pollard andKasting 2005;
Lewis et al. 2006) to global climate models (GCliMs)
(Pierrehumbert 2004, 2005; Le Hir et al. 2007; Abbot and
Pierrehumbert 2010), have been used to study Snowball
deglaciation, the tests used to characterize the state of the
climate that would lead to deglaciation have mostly been
relatively simple and have not always been consistent
with one another. For example, while annual-mean trop-
ical surface temperatures exceeding 08C are manifestly
a sufficient condition for Snowball deglaciation, Caldeira
and Kasting (1992) consider an annual-mean tropical
surface temperature of 2108C a sufficient condition for
Snowball deglaciation, whereas Pierrehumbert (2005)
argue that an annual-mean tropical surface temperature
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of 08C is more appropriate, and that at the very least
summertime mean surface temperatures of 08C in the
subtropics are necessary for deglaciation. Other authors,
using sea ice parameterizations with various differing
assumptions, use either the initiation of sea ice melt
(Le Hir et al. 2007) or the total melting of all sea ice
(Hyde et al. 2000; Pollard and Kasting 2005; Abbot and
Pierrehumbert 2010) as a condition for deglaciation.
Although these tests might seem similar, in fact they can
result in vastly different estimates of the atmospheric and
surface conditions that would cause deglaciation.
Because of the logarithmic dependence of radiative
forcing on pCO2, small differences in the surface con-
ditions required to cause Snowball deglaciation can have
an enormous effect on the pCO2 required to cause de-
glaciation. For example if the climate sensitivity in
a Snowball near deglaciation were as high as the climate
sensitivity today, a change in the surface conditions re-
quired for deglaciation of only a few degrees Celsius
would change the pCO2 required for deglaciation by a
factor of 2. This is crucially important for the compari-
son of the pCO2 required to cause deglaciation in
models with the pCO2 implied by D
17O values preserved
in Neoproterozoic barites and evaporites (e.g., Bao et al.
2008, 2009). Additionally, as long as the sinks of CO2
during a Snowball are small and the pCO2 required for
deglaciation is only on the order of 0.1 bar, the Snowball
lifetime should scale linearly with the pCO2 required for
deglaciation, which is essential for comparison with geo-
chronological data (Hoffman and Li 2009). If these two
conditions are not met, errors in model estimates of the
pCO2 required for deglaciation would cause even larger
errors in the associated Snowball lifetime estimates
(Higgins and Schrag 2003; Le Hir et al. 2008).
Since the surface ice conditions that would lead to
deglaciation are a pivotal aspect of the Snowball story,
but have not been satisfactorily studied, we will consider
them in this paper. As an initial effort, we will focus here
largely on the simulation of the surface temperature di-
urnal cycle by the ice parameterizations used in GCMs.
Because the surface temperature exceeding the melting
point at noon is a necessary condition for deglaciation,
the proper simulation of the ice surface diurnal cycle is
crucially important for determining deglaciation condi-
tions correctly.
Noon surface temperatures exceeding themelting point
are not, in general, a sufficient condition for deglaciation,
since the meltwater that they would produce could re-
freeze at night. The ice parameterizations in GCMs,
however, generally assume that surface meltwater is
immediately evacuated so that a ‘‘melt-ratchet effect,’’
with daytime melting and no nighttime freezing, can act
to decrease ice thickness.
Sea ice schemes in GCMs solve the Stefan problem of
sea ice growth andmelting (Stefan 1891). These schemes
are generally based on a simplification of Maykut and
Untersteiner (1971) described by Semtner (1976) that
attempts to allow reasonable simulation of the seasonal
cycle in ice surface temperature and ice thickness in the
modern climate with only a few vertical levels (typically
between zero and four prognostic temperatures com-
puted to approximate the vertical profile). In the mod-
ern climate sea ice is typically only a few meters thick,
but tropical sea ice during a Snowball earth event would
likely have been hundreds of meters thick, and it would
likely have consisted of glacier ice (compacted snow) as
well as frozen seawater (Goodman and Pierrehumbert
2003; Goodman 2006). It is possible that tropical sea ice
during a Snowball event could have been as thin as a few
meters (Pollard and Kasting 2005), although this solu-
tion may exist only in a very narrow range of ice albedo
and solar penetration parameters (Warren and Brandt
2006; Pollard and Kasting 2006). Although it may seem
obvious that a scheme designed for thin ice and using
only a few vertical levels might not produce reasonable
results when used to simulate thick ice, this issue has not
been considered previously. We will argue below that
the vertical resolution of the sea ice scheme is of grave
importance for simulating the surface temperature di-
urnal cycle and ultimately for determining the condi-
tions that would lead to Snowball deglaciation.
The plan of the manuscript is as follows. In section 2
we show that deglaciation of theCommunityAtmosphere
Model (CAM) GCM occurs when the mean tropical
surface temperature is less than 2108C as a result of a
very large surface temperature diurnal cycle.We then use
the single-column version of CAM (hereafter SCAM) to
show that the surface temperature diurnal cycle is dras-
tically reduced when the sea ice scheme vertical reso-
lution is increased (section 3), which may imply that
deglaciation in CAM occurs at unrealistically low mean
surface temperatures. In section 4 we use an idealized
sea ice model to fully understand these results and de-
termine the criteria that should be used when setting the
sea ice resolution. In section 5 we discuss our results and
in section 6 we summarize our main conclusions.
2. Large snowball diurnal cycle in global climate
models
Recent simulations of Snowball climate in the Fast
OceanAtmosphereModel (FOAM), version 1.5, and the
National Center for Atmospheric Research’s (NCAR’s)
Community AtmosphereModel, version 3.1, have shown
that complete loss of sea ice is initiated in both of these
models when the pCO2 is increased enough or the surface
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is sufficiently darkened by dust that the annual-mean
tropical surface temperature reaches ;215 to ;2108C
(Abbot and Pierrehumbert 2010). For example, complete
loss of sea ice occurred in a CAM simulation with
pCO2 5 0.1 bar and no dust surface darkening effects.
Large positive cloud feedbacks allowed CAM to degla-
ciate at a lower pCO2 than other GCMs typically do
(Abbot andPierrehumbert 2010). Figure 1 shows the zonal
average of the annual-mean and January-mean surface
air temperature over ice and the ice surface melt rate
averaged over the first five years of this CAM simula-
tion. The maximum annual-mean surface air tempera-
ture is 210.28C and occurs at the equator and the
maximum monthly-mean surface air temperature is
26.58C and occurs in January in the southern subtropics
(Fig. 1a). A large annual cycle in subtropical melt rate
produces an annual-mean subtropical melt rate that is
roughly equal to the annual-mean equatorial melt rate
(Fig. 1b). Since the sea ice is initially thinnest near the
equator in the model, sea ice first completely melts
there, exposing the underlying ocean, and then the ice
coverage recedes poleward.
To understand whymelting of sea ice and deglaciation
occurs at such a lowmean surface temperature, we show
10 days of the 2-hourly surface air temperature time se-
ries from a typical grid point at the equator that is far
from any continent in this CAM simulation (Fig. 2a).
Themodel produces a surface temperature diurnal cycle
with a characteristic magnitude of 158–208C that is large
enough so that the surface temperature reaches the melt-
ing point and surface melting occurs at midday (Fig. 2b).
The model assumes that the water from melted ice is im-
mediately evacuated and does not refreeze during the cold
night, which leads to a progressive loss of sea ice and
eventual deglaciation. At lower pCO2 the model produces
even larger diurnal cycles, but since themean temperature
is lower, melting does not occur. For example, for pCO25
100 ppm the magnitude of the diurnal cycle of tropical
surface temperature is typically 258–308C (not shown).
In addition to sea ice, CAM also contains a glacial ice
scheme. Glacial ice is the land surface boundary condi-
tion used in Antarctica and Greenland when CAM is
run in a modern configuration, whereas sea ice is mod-
eled using a thermodynamic scheme described by Bitz
and Lipscomb (1999). Sea ice can grow and melt but
glacial ice cannot. The two ice types have similar ther-
mal conductivities but vastly different vertical resolu-
tions: the sea ice in the simulations described in this
section is about 10–15 m thick in the tropics and the
FIG. 1. Zonal average of annual-mean (solid) and January-mean (dashed) (a) surface air temperature over ice and
(b) ice surface melt rate for the first 5 yr of a simulation of Snowball climate in the CAMGCMwith sea ice as a lower
boundary condition and pCO2 5 0.1 bar.
FIG. 2. Time series of (a) surface air temperature and (b) ice
surface melt rate for 10 typical days at a grid point at the equator
that is far from any continent in a simulation of Snowball climate in
the CAM GCM with sea ice as a lower boundary condition and
pCO2 5 0.1 bar.
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sea ice scheme has four evenly spaced layers, while the
glacial ice has 10 unevenly spaced layers (concentrated
at the top) within the top 0.8 m of the ice. Interestingly,
the glacial ice scheme produces a surface temperature
diurnal cycle with a typical magnitude that is one-third
to one-half of the diurnal cycle produced by CAM’s sea
ice scheme when the model is run in exactly the same
configuration except with glacial ice replacing sea ice
(not shown). Given that the thermal heat capacities of
sea ice and glacial ice are roughly the same, it is sur-
prising that there is such a large difference in the diurnal
cycles the model produces in the two cases. In section 3
we will show that the difference in diurnal cycle sim-
ulation between the two ice schemes is mainly due to
the drastically higher vertical resolution near the sur-
face of the glacial ice model as compared to the sea ice
model.
3. Effect of increasing sea ice vertical resolution
In this section we show that the number of sea ice
layers has a profound effect on the diurnal cycle when
a single grid point of CAM’s sea ice scheme is coupled to
SCAM (Hack et al. 2004). SCAM contains all the cloud,
convection, and radiation representations of CAM, but
dynamical terms must be supplied as boundary condi-
tions. We choose model parameters to correspond with
typical tropical conditions during a hypothetical Snow-
ball earth event. We drive the model with diurnally and
seasonally varying shortwave radiation for modern or-
bital parameters at the equator multiplied by 0.94 to
represent the reduced solar energy output during the
Neoproterozoic and we set pCO2 to 100 ppm (10
24 bar).
We specify a dry atmospheric heat transport of 250
W m22 and a moist atmospheric heat transport of
210 W m22 to the atmospheric column using themethod
of Abbot and Tziperman (2008, 2009). We disable the
model’s sea ice solar penetration scheme because large
changes in the simulation of mean surface temperature
occur when the vertical resolution is changed with this
scheme active. Although this affects the mean surface
temperature the model simulates, it does not significantly
affect the magnitude of the surface temperature diurnal
cycle.
We initialize the model with a sea ice thickness of
10 m. Based on results we will discuss in section 4, we
expect that 60 evenly spaced vertical levels should be
required to resolve the penetration depth of the diurnal
cycle. Increasing the model’s vertical resolution from its
standard value of four levels to 60 levels reduces the
diurnal cycle by a factor of about 2–3 (Fig. 3), which is
consistent with the reduction in the diurnal cycle of
glacial ice relative to sea ice (section 2). One way to
conceptualize the decrease in the diurnal temperature
cycle as the vertical resolution is increased is that in-
creasing the vertical resolution increases the effective
heat capacity of the ice (section 4). This explains why the
surface temperature decreases muchmore slowly during
night at high vertical resolution and why the phase lag
between the solar forcing and the temperature response
increases as the resolution is increased (Fig. 3).
4. Importance of diffusive penetration depth
In this section we will consider a single-column ther-
modynamic sea ice model that follows Semtner (1976),
which is similar to the thermodynamic component of the
sea ice schemes in most GCMs, with three small changes.
First, we do not include snow because there should be
a net ablation zone in the tropics of a Snowball event in
which ice would experience only transient snow cover
that would quickly sublimate (Abbot and Pierrehumbert
2010). Second, we do not allow penetration of solar ra-
diation because the solar absorption parameterization of
Semtner (1976) is specifically designed for low vertical
resolution and is not appropriate when the resolution
approaches the extinction depth. Third, we do not include
the thermal effect of brine pockets.
Following Semtner (1976), we solve the diffusion
equation within the ice with a constant number of
equally spaced vertical levels that expand or shrink as
the ice grows andmelts. Surface heat balance is enforced
at the top of the ice by solving the following equation for
Ts, the surface temperature:
FIG. 3. Surface temperature diurnal cycle in NCAR’s thermo-
dynamic sea ice model coupled to the single-column version of
CAM (SCAM) for different numbers of sea ice levels (n). The
model is driven with realistic diurnally varying Neoproterozoic
tropical solar radiation.
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Here Ci is the volumetric heat capacity of ice, k is the
thermal diffusivity of ice, T1 is the temperature of the
uppermost ice layer, h is the ice thickness, and n is
the number of layers. The idealized forcing function,
F(t), in Eq. (1) represents a combination the shortwave
(SW), latent heat (LH), and sensible heat (SH) fluxes:
F(t)5 (1 a)SW LH SH, (2)
where a is the surface albedo. To explore the behavior of
the scheme as the vertical resolution is increased, we
choose the following idealized form of the diurnal cycle
in F(t):
F(t)5F
1
1F
2
cos[2p(d 0.5)], (3)
where F1 and F2 are constants and d is the time in days.
At noon the net heat flux into the ice from above reaches
a maximum of F1 1 F2 and at midnight it reaches a mini-
mum of F12 F2. We specify the net longwave heat flux at
the ice upper boundary [Flw(Ts)] in Eq. (1) in the following
way:
F
lw
(T
s
)5 (1 «)sT4S. (4)
We assume that a fraction («) of the upward longwave
radiation is absorbed by the atmosphere, reemitted back
downward, and absorbed by the surface. Finally, we also
set the temperature at the bottomof the ice to the freezing
point of seawater (21.88C) and the heat flux into the
bottom of the ice to 0 for simplicity. When Eq. (1) gives
a surface temperature TS . 08C, we assume surface ab-
lation occurs and set the surface temperature toTS5 08C.
As an illustrative example, we choose the parameters
F1 5 80 W m
22, F2 5 40 W m
22, and « 5 0.7. The
qualitative behavior of the system is not sensitive to
these choices. We use an initial ice thickness of 10 m,
which allows us to investigate the model at high vertical
resolution without incurring prohibitive numerical cost.
The tropical ice thickness during a Snowball event is
a matter of debate (e.g., Goodman and Pierrehumbert
2003; Pollard and Kasting 2005) but may have been as
much as O(100–1000 m). Increasing the ice initial thick-
ness above 10 m leads to small decreases in the surface
temperature since the average heat flux from the ice to
the surface scales like h21, but it does not significantly
affect the surface temperature diurnal cycle.
The near-surface and surface temperatures of themodel
are extremely sensitive to vertical resolution. For exam-
ple, the magnitude of the surface temperature diurnal
cycle is about 58C when 60 vertical levels are used but is
more than 308C when only two vertical levels are used
(Fig. 4a). As the number of vertical levels is increased,
the magnitude of the surface temperature diurnal cycle
steadily decreases until it saturates when roughly 60 ver-
tical levels are used (Fig. 5). Even though vertical res-
olution strongly affects the diurnal cycle, the mean
surface temperature is roughly2108C at all resolutions.
The ice resolution affects the surface temperature
through the diffusive heat flux from the uppermost ice
level to the surface in Eq. (1) (the third term on the left-
hand side). As the ice resolution increases (grid spacing
decreases), the heat flux from the ice to the surface in-
creases at night and decreases (becomes more negative)
during the day (Fig. 4c), which significantlymoderates the
diurnal cycle. This happens because although the differ-
ence between the surface temperature and the uppermost
FIG. 4. Diurnal cycle of (a) the surface temperature (solid) and
the temperature of the uppermost ice layer (dashed), (b) the sur-
face melt rate, and (c) the diffusive heat flux from the ice interior to
the surface when the resolution of the Semtner sea ice model
(section 4) is 5 m (gray; n 5 2) and when the model resolution is
0.17 m (black; n5 60). The diurnal forcing is described by Eqs. (1)
and (3).
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ice temperature decreases as the resolution increases
(Fig. 4a), it does not do so as fast as the ice layers thin
(}n21). In this way, although the individual heat ca-
pacity of the uppermost layer decreases as the resolution
increases, the effective heat capacity of the ice as a whole
increases as the ice resolution increases.
Since the surface temperature reaches themelting point
at noon at low vertical resolution (large grid spacing)
but not at high vertical resolution (small grid spacing)
(Fig. 4a), the magnitude of the diurnal cycle has a huge
effect on the surface melt rate (Figs. 4b and 6). This
results in steady ice loss and eventual deglaciation at
low vertical resolution, but not at high vertical resolu-
tion (Fig. 7). Experimentation with a broad range of
other parameter choices shows that this behavior is not
sensitive to the particular parameter choice we have
made here (not shown). This simple example shows how
the coarse-resolution sea ice parameterizations em-
ployed in GCMs can lead to erroneous Snowball earth
deglaciations.
The enormous effect of sea ice vertical resolution on
the diurnal temperature cycle can be understood by
considering the diffusive penetration depth of a periodic
signal. When a diffusive medium is periodically forced
from a boundary, the periodic signal penetrates into the
medium to an e-folding depth, z* described by
z*5
ﬃﬃﬃﬃﬃﬃ
kP
p
r
, (5)
where k is the thermal diffusivity and P is the period of
the forcing signal (see the appendix for details). For ice,
k’ 1026 m2 s21, so z*’ 17 cm for diurnal forcing. This
length scale is plotted as a vertical line in Fig. 5. Clearly
the model must resolve the e-folding depth of penetra-
tion of the diurnal cycle in order to produce an accurate
simulation of the diurnal surface temperature cycle.
5. Discussion
Our results indicate that the sea ice schemes used in
GCMs may hugely overestimate the surface temperature
diurnal cycle in a Snowball climate. Given the importance
FIG. 5. Magnitude of the diurnal cycle (maximum 2 minimum)
produced by the Semtner sea ice model (section 4) as a function of
model vertical resolution. The ice thickness is 10 m, so a vertical
grid spacing of 0.1 m corresponds to 100 vertical levels and a ver-
tical grid spacing of 5 m corresponds to two vertical levels. The
vertical line on the plot denotes the e-folding depth to which a pe-
riodic diurnal signal should penetrate [Eq. (5)].
FIG. 6. Average surface melt rate when the Semtner sea ice
model is forced by a diurnal cycle as a function of model vertical
resolution. A nonzero surface melt rate, which would lead to
Snowball deglaciation, occurs at low vertical resolution but not at
high vertical resolution.
FIG. 7. Time series of total surface melt produced by the Semtner
sea ice model for different numbers of vertical levels.
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of noontime temperature for Snowball deglaciation,
this means that previous GCM deglaciation results
(Pierrehumbert 2004, 2005; Le Hir et al. 2007; Abbot
and Pierrehumbert 2010) should be revisited. This
point deserves emphasis because previous GCM sim-
ulations have required at least a few tenths of a bar of
CO2 to deglaciate whereas D
17O values preserved in
barites and evaporites suggest that pCO2 was only a few
hundredths of bar during and just after the Snowball
event ;635 million years ago (Bao et al. 2008, 2009).
Therefore, the difficulty of producing a Snowball de-
glaciation in a GCM at a CO2 concentration consistent
with the observations of Bao et al. (2008, 2009) may be
even more acute than previously thought, making the
potential of surface (Abbot and Pierrehumbert 2010)
and aerosolized (Abbot andHalevy 2010) dust to reduce
the global albedo particularly important. If GCMs are
to be used to simulate Snowball deglaciation in the fu-
ture, then their sea ice schemes should be altered to
increase the number of levels near the top of the sea ice so
that the penetration depth of the diurnal cycle is resolved.
The temperature profile in our simulations is very close to
linear below one to two penetration depths (;0.5 m), so
that very few levels would be needed below ;0.5 m.
It is important to note that accurate simulation of the
surface temperature diurnal cycle does not ensure accu-
rate simulation of all deglaciation processes. In particular,
the assumption that meltwater is instantly removed from
the ice surface, common to most GCM sea ice schemes,
may be problematic (see further discussion below).While
this assumption might be acceptable in certain situations
for thin ice with surface meltwater that slowly forms over
months during themelting season, it is far less likely to be
realistic for surface meltwater on thick ice that is gener-
ated over a few hours at midday and then subjected to
subfreezing temperatures only hours later. This is an il-
luminating example of the fact that GCMs do not always
yield more accurate results than simpler models, partic-
ularly when used to simulate climates vastly different
from the modern one, since the many assumptions made
in GCM schemes can become unreasonable.
Our results may be important in climatic situations
other than Snowball termination. For example, they in-
dicate that Snowball initiation in GCMs (Poulsen et al.
2001; Poulsen 2003; Donnadieu et al. 2004; Poulsen and
Jacob 2004; Romanova et al. 2006; Voigt and Marotzke
2010) and the possibility of a stable climate with open
ocean in the tropics surrounded by ice (Hyde et al. 2000)
should be reevaluated using sea ice schemes that resolve
the penetration depth of the diurnal cycle. Additionally, it
is possible that coarse sea ice vertical resolution could af-
fect the simulation of climate over sea ice and sea ice ex-
tent predictions in modern and future climate simulations
through the rectification of errors in the simulation of the
diurnal cycle. The number of vertical levels required to
resolve the annual cycle has been investigated in previous
studies (e.g., Semtner 1976; Bitz et al. 2001), but the in-
fluence of vertical resolution on the simulation of the di-
urnal cycle, which is also included in the forcing in most
GCMs, has received less attention. More work, however,
would be needed to determine the veracity of this idea.
Here we have investigated the effect of vertical reso-
lution on the diurnal cycle of bare sea ice. We did this
because there should be a net ablation zone in the tropics
of a Snowball, leading to bare sea ice in this region, and
the tropics is the region where Snowball deglaciation is
most likely to initiate (Abbot and Pierrehumbert 2010). If
wewere to extend this work to the other climatic contexts
mentioned above, we would have to consider snow as
well. The full investigation of the effects of snow is be-
yond the scope of the current work, but we feel it is im-
portant to discuss a few issues here. First, even if the snow
rate is fairly low (;0.5 mm day21), enough snow can
accumulate to insulate sea ice and prevent the type of
noon melting described here. Since many current models
do not use any internal layers for snow, however, the
snow itself could experience exaggerated diurnal cycles
and exaggerated midday melting. For example, if we as-
sume a thermal diffusivity of snow of 4.5 3 1027 m2 s21
(Maykut andUntersteiner 1971), then the e-folding depth
to which a diurnal signal will penetrate for snow is 11 cm.
Therefore, a model without internal snow layers will
overestimate the diurnal cycle if snow accumulates to a
thickness of greater than 11 cm. It appears that these
issues may be interesting enough to warrant further
investigation.
In this paper we have investigated in detail only one
problem associated with using current GCM sea ice
schemes to simulate Snowball ice, but there may be
others. One prominent example is that because the dy-
namics of the viscous flow of ice during a Snowball epi-
sode is uncertain (Goodman and Pierrehumbert 2003;
Pollard and Kasting 2005; Goodman 2006; Warren and
Brandt 2006; Pollard and Kasting 2006), it is unclear what
assumptions should be made for salt and brine pocket
properties. Ice at the surface in the tropics could be
‘‘marine ice’’ formed by the freezing of seawater and
brought to the surface by a ‘‘sea ice elevator’’ driven by
surface sublimation (Christie-Blick et al. 1999), or it could
be ‘‘meteoric ice’’ formed from compacting snow that
flows equatorward from higher latitudes (Goodman and
Pierrehumbert 2003). In either case the sea ice schemes
used in GCMs, which use salt and brine pocket parame-
ters based on themodern climate,might be inappropriate.
We have neglected solar penetration of sea ice in this
paper. The main reason we did this is that not doing so
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resulted in large and unrealistic changes in mean ice
surface temperature when we changed the vertical res-
olution. Additionally, there is a large amount of debate
about the appropriate solar penetration parameters for
Snowball ice (Warren et al. 2002; Warren and Brandt
2006; Pollard and Kasting 2006). A useful extension of
this work would be to carefully consider the effect that
solar penetration would have on diurnal cycles in Snow-
ball ice.
In section 4 we focused on the increase in the diurnal
cycle that coarse vertical resolution in a sea ice model
can produce, and the associatedmiddaymelting that can
result from this. We did not extensively consider the
effects of freezing and melting at the bottom of the sea
ice. Bottom melting/freezing during a Snowball is a com-
plicated issue that depends on the details of the ice
thickness distribution, viscous flow of ice (Goodman and
Pierrehumbert 2003; Pollard andKasting 2005;Goodman
2006; Warren and Brandt 2006; Pollard and Kasting
2006), the potential of the ocean to concentrate the
geothermal heat flux in certain small regions (Adcroft
et al. 2001), and the amount of solar radiation that
penetrates through the ice and is absorbed by the un-
derlying ocean (Pollard and Kasting 2005; Warren and
Brandt 2006; Pollard and Kasting 2006). In any case, it
is certain that for a Snowball to deglaciate melting must
occur at the surface, and that surface melting is occurring
in global climate models that do deglaciate. Therefore,
the complicated effects of melting and freezing at the
bottom of the ice do not change our conclusion that
coarse vertical resolution in the sea ice schemes of GCMs
may be leading to false Snowball deglaciations in these
GCMs.
Here we have argued that GCM sea ice schemes are
overestimating the diurnal cycle in the surface temper-
ature of Snowball ice, which allows the surface tem-
perature to reach freezing unrealistically at midday in
some situations. Since these schemes assume that any
meltwater is immediately evacuated from the ice sur-
face, a melt-ratchet effect occurs that eventually leads to
Snowball deglaciation. Our results therefore show that if
the surface temperature diurnal cycle were more accu-
rately simulated, no meltwater would form at midday in
many cases and deglaciation would not occur. If the
mean surface temperature were sufficiently increased by
some climate forcing, however, eventually realistic sur-
face melt would occur. This process would likely be very
complicated. Surface meltwater can persist for months
even on relatively thin modern sea ice (Fetterer and
Untersteiner 1998), so the assumption of immediate
evacuation would likely need to be revisited. If melt-
water were to remain on the ice surface and refreeze at
night, this would require energy and could significantly
reduce nighttime cooling. If the meltwater were to re-
main on the ice surface and not refreeze at night, then
melt ponds could absorb significantly more solar radia-
tion than surrounding ice, since they typically have al-
bedos as low as 0.2–0.3 (Langleben 1971). Even if such
melt ponds were to refreeze, their albedo would likely
stay low because the air bubbles that help to increase ice
albedo escape when the ice is melted (Grenfell and
Perovich 1984). Investigating the final details of a Snow-
ball deglaciation represents an interesting subject for
future research. Such considerations, however, would not
alter our conclusions, which concern ice that has not yet
reached the freezing point.
6. Conclusions
The sea ice schemes used in current global climate
models produce inaccurate simulations of the diurnal
surface temperature cycle because they do not resolve
the penetration depth of the diurnal cycle. This causes
unreliable predictions of Snowball deglaciation by global
climate models. Increased vertical resolution in global
climate model sea ice schemes would improve our un-
derstanding of Snowball climate and Snowball termina-
tion, and it may also improve the simulation of sea ice in
other climates. This increased vertical resolution could be
concentrated at the top of the ice so that the associated
numerical cost would not be prohibitive.
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APPENDIX
Solution to the Heat Equation with a Sinusoidal
Boundary Condition
Here we reproduce the long-time solution to the heat
equation between two infinite, parallel, horizontally
uniform plates with a sinusoidal temperature boundary
condition on one of the plates, which was solved by
Fourier (1826). This problem is an idealized represen-
tation of ice, or any other diffusive medium such as soil,
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forced by a diurnal or seasonal cycle. The full solution to
this problem, including transients, is given in Carslaw
and Jaeger (1959). The Navier–Stokes equations for
a uniform, incompressible, viscous fluid not subject to
large-scale pressure gradients and forced by a sinusoi-
dally and transversely oscillating plane boundary sim-
plify to the same equations as those solved here. This is
commonly referred to as ‘‘Stokes’ second problem’’ and
was solved by Stokes (1851). Landau and Lifshitz (1959)
and Batchelor (1967) provide more recent and more
widely available treatments.
Suppose we are interested in solving for the long-time
temperature, T(z, t), in a medium between two parallel
plates of infinite extent, where z is the coordinate per-
pendicular to the plates and t is time. The equation for
heat transfer in the medium is
›T
›t
5 k
›2T
›z2
, (A1)
where k is the thermal diffusivity. Suppose that at one
boundary, z 5 H, we require the boundary condition
T(z 5 H, t) 5 Tb, where H is the distance between the
two plates and Tb is some constant. Suppose that at
the other boundary, z5 0, we require that T(z5 0, t)5
Tm1 Ty cos(vt), where v is the frequency of oscillation
and Tm and Ty are constants. Since T(z, t) is the long-
time solution and we are not interested in transients, we
do not require an initial condition to solve this prob-
lem. Using the ansatz
T(z, t)5T
m
1
T
b
 T
m
H
z1T
y
<[ei(kzvt)], (A2)
we find the solution
T(z, t)5T
m
1
T
b
 T
m
H
z
1T
y
< 1
b 1[be
(z/z*)ei[(z/z*)vt]

 ez/z*ei[(z/z*)vt]]

, (A3)
where z* [ (2k/v)1/2 5 (kP/p)1/2, with P 5 2p/v being
the period of oscillation, andb [ e(2H/z*)(1i). ForH z*,
we can approximate Eq. (A3) with
T(z, t)’T
m
1
T
b
 T
m
H
z1T
y
e(z/z*) cos
z
z*
 vt
 
,
(A4)
which describes exponentially dampedwaves of sinusoidal
signal propagating into the interior. This approximation is
useful for the diurnal cycle (z
diurnal
* 5 0.17m) in ice as thin
asO(0.5 m) and for the seasonal cycle (z
seasonal
* 5 3.25m)
in glacial ice in themodern climate and thick Snowball sea
ice. Equation (A4) makes clear the reason z* is called the
e-folding depth towhich a periodic signal with a given time
scale penetrates (section 4).
For z, H z*, we can approximate Eq. (A3) with
T(z, t)’T
m
1
T
b
 T
m
H
z1T
y
1 z
H
 
cos(vt), (A5)
In Eq. (A5) the boundary layer extends throughout the
entire region so that entire region feels the surface
temperature variation. This approximation is useful when
considering the seasonal cycle in perennial sea ice in the
modern climate (e.g., Eisenman and Wettlaufer 2009),
even though H 5 O(z*) in this case.
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