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Abstract
In this paper, we provide a simple and modern discussion of rotational superradiance
based on quantum field theory. We work with an effective theory valid at scales much
larger than the size of the spinning object responsible for superradiance. Within this
framework, the probability of absorption by an object at rest completely determines
the superradiant amplification rate when that same object is spinning. We first discuss
in detail superradiant scattering of spin 0 particles with orbital angular momentum
ℓ = 1, and then extend our analysis to higher values of orbital angular momentum and
spin. Along the way, we provide a simple derivation of vacuum friction—a “quantum
torque” acting on spinning objects in empty space. Our results apply not only to black
holes but to arbitrary spinning objects. We also discuss superradiant instability due to
formation of bound states and, as an illustration, we calculate the instability rate Γ for
bound states with massive spin 1 particles. For a black hole with mass M and angular
velocity Ω, we find Γ ∼ (GMµ)7Ω when the particle’s Compton wavelength 1/µ is
much greater than the size GM of the spinning object. This rate is parametrically
much larger than the instability rate for spin 0 particles, which scales like (GMµ)9Ω.
This enhanced instability rate can be used to constrain the existence of ultralight
particles beyond the Standard Model.
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1 Introduction
Superradiance1 is a surprising phenomenon where radiation interacting with a rotating object
can be amplified if prepared in the correct angular momentum state [1, 2]. For an axially
symmetric object, such amplification occurs whenever the following “superradiant condition”
is met:
ω −mΩ < 0 , (1)
where ω is the angular frequency of the incoming radiation, m its angular momentum along
the axis of rotation (which coincides with the axis of symmetry), and Ω is the magnitude of
the angular velocity of the rotating object.
The importance of superradiance in astrophysics stems from the fact that it is a mech-
anism for extracting energy from spinning compact objects, and in particular from black
holes [3, 4, 5, 6]. Because this rotational energy reservoir can be tremendous, any such
mechanism could in principle have observable consequences and serve as a measure of strong
gravity. Historically, however, it has been difficult to detect this phenomenon in real astro-
physical systems. One main difficulty is that the amplification efficiency is generally very
low2 for massless radiation [4, 5, 7]. This necessitates contrived scenarios such as the“Black
Hole Bomb” of Press and Teukolsky [7], where some sort of perfect spherical mirror encases
the rotating object and reflects the amplified modes back allowing them to exponentially
grow in energy. Consequently, it seems now that other astrophysical mechanisms, such as
for instance the Blandford-Znajek process [8], play a much more important role in the dy-
namics and evolution of compact objects than superradiant scattering of electromagnetic or
gravitational radiation.
Recently however, two distinct developments have led to a renewed interest in superra-
diance. First, the development of the gauge-gravity correspondence [9, 10, 11] has spurred a
great deal of activity surrounding black hole solutions in asymptotic AdS. For such solutions,
the boundary of AdS acts as a perfect mirror reflecting gravitational radiation back to the
black hole in a finite time making it possible for instabilities to develop [12]. Secondly, in
the context of particle physics it was realized that the existence of light particles beyond the
standard model can affect the spin distribution of astrophysical black holes [13]. Such light
particles can become gravitationally bound to a black hole and, if they are bosons (such
as axions), acquire extremely high occupation numbers. This instability can have a host of
fascinating—and more importantly observable—consequences [14, 15, 16, 17].3
These developments are representative of the fact that high energy physicists’ interest
in superradiance is often in the context of black holes. This may give the false impres-
sion that superradiance is somehow related to the existence of an ergosphere in the Kerr
1Throughout this paper will we will continually use the more general term of “superradiance” in place of
the more specific one “rotational superradiance”.
2This is especially true in the long wavelength limit. However, it should be noted that the amplification
factors for scalar and electromagnetic radiation are small at all frequencies (< 0.4% and < 10% respectively),
whereas the amplification of gravitational radiation can become as high as 140% at very high frequencies (ω
of order the light crossing time)[5].
3We have given short shrift to a great deal of work on the subject matter of superradiance. The interested
reader can find a much more complete record of the literature in the excellent reviews [18] and [19].
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solution.4 It is instead a much more general phenomenon that can occur for any rotating
object that is capable of absorbing radiation. As a matter of fact, the original papers on the
subject by Zel’dovich [1, 2]—beautiful in their brevity and clarity—are about scattering of
electromagnetic radiation off a cylinder with finite conductivity. Nevertheless, discussions of
superradiance are often obscured by the algebraic complexity of the Kerr solution. In this
paper, we will show that, at least in the long wavelength limit, dealing with the details of
the Kerr solution is neither necessary nor helpful. It is also very restrictive, because there
is no analogue of Birkhoff’s theorem for the Kerr solution [20]. This means that the metric
outside a rotating star generically differs from the Kerr metric and can depend on additional
parameters besides the mass M and the spin J . It is therefore necessary to go beyond the
Kerr solution in order to describe superradiant scattering off astrophysical objects other than
black holes. This is however not feasible in the usual approach, which is based on finding
solutions to the wave equation on a fixed curved background, because (a) in general the
exact form of the metric is not known, and (b) even it was, the resulting wave equation
would likely be much more complicated to solve analytically than for the Kerr metric.
The purpose of this work is to give a modern and comprehensive account of superradiance
based on effective field theory (EFT) techniques, and to provide a simple framework to carry
out perturbative calculations in the context of superradiant processes. By focusing on the
long wavelength limit, our approach is capable of describing the onset of superradiance
for any slowly rotating object, be that a star or a black hole. This shows explicitly that
superradiance is just a consequence of dissipation and spin, and nothing else. In particular,
there is no need for an ergosphere. Moreover, it is possible to infer superradiant scattering
efficiencies and superradiant instability rates by matching a single quantity (e.g. absorption
cross section) which can be calculated even when the object is at rest. For instance, one can
extract the leading order results for rotating black holes from calculations carried out in a
Schwarzschild background, without knowing anything about the Kerr metric.
The rest of this paper is organized as follows. In Section 2, we review the effective theory
of relativistic spinning objects coupled to external fields discussed in [21]. This approach
is valid in the slowly-rotating regime, i.e. whenever the angular frequency is smaller than
the object’s characteristic frequencies.5 We also discuss how to incorporate the effects of
dissipation—critical for superradiance—in a way that is consistent with unitarity and the
EFT framework [24, 25]. With the basic formalism in hand, we illustrate our approach
to superradiance in Section 3 by considering at first the ℓ = 1 modes of a spin 0 field.
Here, we argue that superradiant scattering follows from a tension between absorption and
stimulated emission. Calculations are carried out in some detail, as similar manipulations
take place also in the subsequent sections. In particular, we calculate the probabilities of
absorption and spontaneous emission by considering processes that involve single quanta.
In order to justify this approach and make contact with the standard one based on classical
wave equations [19], in Section 4 we recalculate these probabilities using coherent states and
find perfect agreement with the single-quantum approach in the limit of large occupation
number.
4See for instance remarks to this end in the authoritative account of the Kerr metric by Teukolsky [20].
5For maximally rotating objects, the expansion in angular velocities breaks down [21] and one needs to
reorganize the effective action following for instance [22, 23].
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We then generalize our results to higher values of the orbital angular momentum (Sec-
tion 5) and higher integer spins (Section 6). These cases are a bit more cumbersome from
a purely algebraic viewpoint, although conceptually they are simple generalizations of the
results derived in Section 3. Finally, in Section 7 we consider superradiant instability due to
formation of bound states and show how to compute the instability rate using the formalism
developed in the previous sections. For concreteness, we carry out explicit calculations for
spin 0 and spin 1 particles. The latter case would be exceedingly complicated to analyze
with conventional methods, because the wave equation for massive spin 1 fields is not fac-
torizable on a Kerr background (let alone on more general axially symmetric backgrounds).
Interestingly, we find the instability rate for spin 1 particles to be parametrically larger than
the one for spin 0 particles, in agreement with the results of [26]. We conclude in Section 8
by summarizing our results.
Conventions: throughout this paper, we will work in units such that c = ~ = 1 and we
will adopt a “mostly plus” metric signature. Greek indices µ, ν, · · · run over 0, 1, 2, 3 and
capital Latin indices I, J , · · · run over 1, 2, 3. Other conventions and technical details are
summarized in the appendices.
2 Spinning objects and dissipation
Spontaneous symmetry breaking is ubiquitous in Nature, and at macroscopic scales it be-
comes essentially unavoidable. In fact, any macroscopic object of finite-size is bound to
break almost all space-time symmetries. It certainly breaks spatial translations by being in
some place rather than somewhere else; it also breaks spatial rotations by having a particular
orientation in space; finally, it breaks boosts by selecting a preferred reference frame—the
one in which it is at rest. The only space-time symmetry that remains unbroken is time
translations, as Newton’s first law ensures that the speed of an object won’t change over
time unless it is acted upon by an external force. Note that spatial rotations are broken
even if the object is highly symmetric, e. g. in the case of a perfect sphere. In this case, the
symmetry of the object is encoded by an internal symmetry group, which is spontaneously
broken together with spatial rotations down to the diagonal subgroup [21]. For simplicity,
in this paper we will restrict ourselves to the case of spherically symmetric objects, and
therefore our theory will have an unbroken diagonal SO(3) symmetry. However, we should
emphasize that this is by no means necessary.
At scales much larger than the size of the object, the most relevant degrees of freedom
are the Goldstone modes associated with the symmetry breaking pattern described above.
Although we are perhaps not accustomed to thinking of them in these terms, the Goldstones
of translations are the spatial coordinates of the object and the Goldstones of rotations are
its Euler angles [21, 27]. There are no Goldstones for the boosts, but this of course shouldn’t
be a cause for concern since the textbook version of Goldstone’s theorem doesn’t apply to
space-time symmetries. As such, the number of Goldstones may not equal the number of
broken space-time symmetries [28].
The advantage of embracing this viewpoint is that one can rely on powerful techniques
such as the coset construction [29, 30, 31, 32] to systematically write down an effective action
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for the Goldstone modes. Of course, one doesn’t need the coset construction to know that
the action for a relativistic point-like particle is
S = −m
∫
dτ
√
−dx
µ
dτ
dxµ
dτ
. (2)
However, including the angular variables in a Lorentz-invariant way is less trivial [33, 34,
22], as the Euler angles are not simply the spatial components of a 4-vector. The coset
construction is one way6 to remove any guesswork from this procedure [21]. Perhaps more
importantly, from an effective theory viewpoint, one should generically include in the action
all the terms compatible with the symmetries. Higher order corrections to the action (2)
are usually neglected only because they are suppressed by UV scales such as the size of the
object [35] or the frequencies of its normal modes [21]. However, they describe observable
phenomena such as tidal distortions due to gravity or elastic deformations due to centrifugal
forces. It is often important to take them into account and the coset construction provides
a systematic way to do so.
In a nutshell, given a symmetry breaking pattern, the output of the coset construction
is a series of “building blocks” that depend on the Goldstones and belong to some repre-
sentations of the unbroken symmetries—in our case, the diagonal SO(3). By combing these
building blocks in a way that preserves the unbroken symmetries, we can write an action
that is actually invariant under all the symmetries, albeit with the spontaneously broken
ones non-linearly realized and therefore not obviously manifest. This action is organized as
an expansion in powers of the angular velocities, and as such is only capable of describing
slowly rotating objects. The exact form of the coset building blocks will not play any role
in this paper, but we refer the interested reader to [21] for more details.
The coset construction also provides us with instructions on how to couple additional
fields to the Goldstone sector in a way that preserves the nonlinearly realized symmetries.
This will be especially important in what follows, since we are ultimately interested in
describing interactions between spinning objects and the long-wavelength (compared to the
size of the object) modes of some field Φµ1...µn. According to the coset construction, we
should first introduce the new field [21] 7
Φ˜µ1...µn ≡ (Λ−1)µ1ν1 · · · (Λ−1)µnνnΦν1...νn Λµν ≡ Bµλ(βi)Rλν(θi) , (3)
where B is a boost, R a rotation, β is the velocity of the spinning object (normalized to c) and
the θ’s are the Euler angles. The inverse Lorentz transformation (Λ−1)µν essentially takes
each component of Φµ1...µn to the frame that is instantaneously comoving with the spinning
object. Next, we should decompose the new tensor Φ˜µ1...µn into irreducible representations
under the unbroken SO(3). The transformation properties of these irreducible representa-
tions are such that rotationally invariant combinations built out of them and the building
blocks for the Goldstones are guaranteed to also be Lorentz invariant. This allows us to
write down Lorentz-invariant interactions that are localized on the worldline. Throughout
6See [33, 34, 22, 23] for alternative approaches.
7For notational simplicity, we will not attempt to differentiate between indices in different frames (lab
frame or co-rotating frame), as was done in [21] and elsewhere.
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this paper we will work in a reference frame where β = 0, so that the Lorentz transformation
Λ simply reduces to the rotation R.
In order to describe dissipative phenomena such as superradiance it is necessary to intro-
duce additional degrees of freedom besides the Goldstone modes. This is because dissipation
is, by definition, a process in which energy and momentum are transferred from the large dis-
tance, macroscopic degrees of freedom (in our case, the Goldstones and the long-wavelength
modes of the external field Φµ1...µn) to the microscopic ones. Following [24, 25], we are going
to account for the latter ones in a model-independent way by introducing an infinite num-
ber of composite operators OI1···In that transform according to different representations of
SO(3).8 These operators are localized on the world-line and are defined in the rest frame
of the object. As we will see, superradiance is a result of the interaction between external
fields Φµ1...µn and these composite operators.
3 Superradiant scattering
In this section, we are going to discuss superradiance in the simplest possible case, namely
that of a spherical wave of spin 0 particles with angular momentum ℓ = 1. We will gen-
eralize our analysis to higher integer spin particles and higher values of the orbital angular
momentum in the following sections.
3.1 Absorption
Let’s start by studying the process where a spin 0 particle with frequency ω and angular
momentum ℓ,m is absorbed by a spinning object. Here, m is the eigenvalue of the orbital
angular momentum of the incoming particle along the axis of rotation of the object, which
we will assume to be the z-axis. Schematically, we can denote this process as
Xi + (ω, ℓ,m)→ Xf . (4)
where Xi and Xf are respectively the initial and final state of the spinning object. If we are
not interested in the final state Xf , then the total probability P for the absorption process
can be obtained by summing over all possible final states:
Pabs =
∑
Xf
|〈Xf ; 0|S|Xi;ω, ℓ,m〉|2
〈ω, ℓ,m|ω, ℓ,m〉 , (5)
where we have assumed that the states |X〉 of the spinning object as well as the vacuum |0〉
are normalized to 1, and the operator S is given as usual by
S = T exp
{
−i
∫
dtHint(t)
}
. (6)
8See also [36], [37] and [38] for applications of this same method in cosmology, astrophysics and hydro-
dynamics respectively. Notice also that our approach to dissipation is essentially the point-like version of
the Rytov formalism [39] employed in [40, 41, 42] to discuss spontaneous emission by rotating conductors at
zero temperature and the resulting vacuum friction.
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The probability Pabs can also be calculated in a slick way using the optical theorem [24], but
here we will follow a more direct approach.
As explained in the previous section, the interaction Hamiltonian describing dissipative
processes contains couplings between the fields interacting with the spinning object (in our
case, a single scalar field φ) and all possible composite operators OI1,···In . These operators
should be thought of as “living” in the rest frame of the object. They encode all the
microscopic degrees of freedom that we are not keeping track of and that are ultimately
responsible for dissipation. In this section, we will only consider a coupling between φ and a
composite operator that carries a single index, OI . Following from the more general form of
Eq. (3), we can dress the scalar field so as to couple it to this composite operator. We will
therefore work with the following interaction Hamiltonian:
Hint = ∂
IφRI
JOJ . (7)
The field φ is evaluated at the location of the particle, which we will assume to be x = 0.
As we will see in Section 5, a traceless composite operator with ℓ indices is responsible
for superradiance of modes with angular momentum ℓ. Hence, the interaction Hamiltonian
(7) will only allow us to discuss superradiance for modes with ℓ = 1. This also explains why
we are not considering the even simpler coupling with a composite operator O without any
indices: it would only affect modes with ℓ = 0, for which there is no superradiance.
Let us focus first on the numerator that appears on the RHS of equation (5). Using the
fact that the states |Xf〉 form a complete set, we can rewrite it to first order in perturbation
theory as
numerator ≃
∑
Xf
∫
dtdt′〈Xi;ω, ℓ,m|Hint(t′)|Xf ; 0〉〈Xf ; 0|Hint(t)|Xi;ω, ℓ,m〉 (8)
=
∫
dtdt′〈OJ(t′)OL(t)〉〈ω, ℓ,m|∂Iφ(t′)|0〉〈0|∂Kφ(t)|ω, ℓ,m〉RIJ(t′)RKL(t) ,
where we have denoted with 〈· · · 〉 the expectation value on the initial state |Xi〉. This
expression can be further simplified by noting that, for spherically symmetric objects, the
Wightman correlation function 〈OJ(t′)OL(t)〉 can only be proportional to δJL. Then, its
Fourier transform takes the form
〈OJ(t′)OL(t)〉 = δJL
∫
dω′
2π
∆(ω′)eiω
′(t−t′) , (9)
and the numerator (8) reduces to
numerator =
∫
dω′
2π
∆(ω′)
∣∣∣∣
∫
dteiω
′t〈0|∂Kφ(t)|ω, ℓ,m〉RKL(t)
∣∣∣∣
2
. (10)
It is in principle straightforward to calculate the quantity above, and therefore the prob-
ability Pabs, using the decomposition of φ in terms of creation and annihilation operators.
However, given that most of the results in this paper will follow from calculations very sim-
ilar to this one, we find it worthwhile to provide some of the intermediate steps rather then
simply quote the final result for Pabs, which the impatient reader can find in eq. (19).
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We will first calculate the amplitude 〈0|∂Kφ(t)|ω, ℓ,m〉. Using the expression for the
scalar product 〈k|ω, ℓ,m〉 given in the appendix, and keeping in mind that φ is evaluated at
x = 0, it is easy to show that
〈0|∂Kφ(t)|ω, ℓ,m〉 =
∫
d3k
(2π)3 2ωk
ikK〈0|ak|ω, ℓ,m〉 e−iωkt
=
∫
d3k
(2π)3 2ωk
ikK
√
2ωv
k
(2π)2δ(ωk − ω)Y mℓ (kˆ)e−iωkt . (11)
We can further simplify this expression by rewriting the integral over k in spherical coor-
dinates. Then, the delta function takes care of the integral over the magnitude k, whereas
the integral over the solid angle can be carried out by expressing kK in terms of spherical
harmonics,
k = k(sin θ cosϕ, sin θ sinϕ, cos θ) = k
√
4π
3
(
−Y
1∗
1 − Y −1∗1√
2
,−i Y
1∗
1 + Y
−1∗
1√
2
, Y 0∗1
)
, (12)
and using the orthonormality property of the Y mℓ ’s (see Appendix A for our normalization
conventions). Eq. (11) then becomes
〈0|∂Kφ(t)|ω, ℓ,m〉 = ik
2
√
6πv ω
δ1ℓ V
m
K e
−iωt , (13)
where v = ∂ω/∂k is the group velocity of the incoming scalar particle, and
Vm =
(
− 1√
2
(δm1 − δm−1),− i√2(δm1 + δm−1), δm0
)
. (14)
We have defined the complex vectors Vm in such a way that they have unit norm, i.e.
V Ln (V
m
L )
∗ = δmn . In fact, these are just polarization vectors for states with angular momentum
ℓ = 1, helicity m and momentum in the z-direction.
In order to carry out the integral over time in eq. (10) we will need the explicit form
of the rotation matrix RK
L(t), which for an object spinning around the z-axis with angular
velocity Ω is simply
RK
L(t) =

 cos(Ωt) − sin(Ωt) 0sin(Ωt) cos(Ωt) 0
0 0 1

 . (15)
It is then easy to check that
V mK R
K
L(t) = V
m
L e
imΩt . (16)
After carrying out the integral over time, the numerator reduces to
numerator =
k4δℓ1
6π v ω
∫
dω′
2π
∆(ω′) |2πδ(ω′ − ω +mΩ)|2 = k
4δl1
6π v ω
∆(ω −mΩ) 2πδ(0) . (17)
The singular factor of 2πδ(0) in the last expression is canceled by the denominator in eq.
(5), which with our choice for the normalization of states (see Appendix A) turns out to be
precisely
denominator = 〈ω, ℓ,m|ω, ℓ,m〉 = 2πδ(0) . (18)
9
We conclude therefore that the probability Pabs that a spin 0 particle with frequency ω and
angular momentum ℓ,m is absorbed due to the interaction with the composite operator OI is
Pabs =
k4δℓ1
6π v ω
∆(ω −mΩ) . (19)
As advertised at the beginning of this calculation, the absorption probability due to the
interaction with the composite operator OI is non-zero only for modes with ℓ = 1. Notice
also that ∆(ω − mΩ) is always real and positive9, which means that we don’t encounter
any negative probability, unlike in the more traditional calculations [19, 25]. It is then
straightforward to use this probability to calculate for instance the absorption cross section
for incoming particles with angular momentum ℓ = 1, which is10
σ(ω, ℓ = 1, m) =
3πPabs
k2
=
k2
2 v ω
∆(ω −mΩ) . (20)
3.2 Spontaneous emission
We will now show that the interaction Hamiltonian (7) also leads to spontaneous emission
of quanta of φ. More precisely, we will now consider the process
Xi → Xf + (ω, ℓ,m) . (21)
Once again we are not interested in the final state Xf of the spinning object, and therefore
the probability for such an event to occur is
Pem =
∑
Xf
|〈Xf ;ω, ℓ,m|S|Xi; 0〉|2
〈ω, ℓ,m|ω, ℓ,m〉 , (22)
This probability is nearly identical to the absorption probability in equation (5), and there-
fore we can use the same methods to calculate it. At lowest order in perturbation theory,
we get
numerator ≃
∑
Xf
∫
dtdt′〈Xf ;ω, ℓ,m|Hint(t′)|Xi; 0〉〈Xi; 0|Hint(t)|Xf ;ω, ℓ,m〉 (23)
=
∫
dtdt′〈OL(t)OJ (t′)〉〈ω, ℓ,m|∂Iφ(t′)|0〉〈0|∂Kφ(t)|ω, ℓ,m〉RIJ(t′)RKL(t) .
Notice that the only difference compared to the numerator we calculated in the previous
section is in the correlation function of the composite operators, which now is 〈OL(t)OJ(t′)〉
whereas in eq. (8) it was 〈OJ(t′)OL(t)〉. However, this correlation function is symmetric
9This is because, neglecting the indices for notational simplicity,
∆(ω) =
〈O(ω)O(−ω)〉
2πδ(0)
=
〈|O(ω)|2〉
〈ω, ℓ,m|ω, ℓ,m〉 > 0,
where in the last step we used that O(−ω) = O∗(ω) because O(t) is real.
10See Appendix B for a derivation of the first equality.
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under J ↔ L because of rotational invariance. It is therefore easy to see that the probability
of spontaneous emission can be obtained from the absorption probability (19) by replacing
∆(ω −mΩ) with ∆(mΩ− ω), i.e.
Pem =
k4δℓ1
6π v ω
∆(mΩ− ω) . (24)
Once again, we stress that ∆(mΩ − ω) is always positive, and thus so is the probability
Pem. It follows that the rate for spontaneous emission of spin 0 particles with ℓ = 1 angular
momentum is11
dΓ(ω, ℓ = 1, m)
dω
=
k2Pem
2πvω2
=
k6
12π2 v2 ω3
∆(mΩ − ω) . (25)
Before moving on to superradiance, let’s pause for a moment to discuss the physical origin
of such spontaneous emission of radiation. In particular, is this a thermal or a quantum
phenomenon? It depends on the microscopic details of the spinning object. To illustrate
this, let’s first imagine that our dissipative spinning object is at zero temperature. Then,
all the “internal” degrees of freedom that are modeled by our composite operators are in
the ground state when viewed in the reference frame comoving with the object. Wightman
correlation functions on the ground state are particularly simple, in that they are equal to
the spectral density for positive frequencies and they vanish for negative frequencies [43], i.e.
∆(ω) = θ(ω)ρ(ω) . (26)
Thus, according to eq. (24) the probability of spontaneous emission is still non-zero even at
zero temperatures, but only for modes s.t. ω−mΩ < 0. The radiation emitted carries away
angular momentum, and therefore the spinning object slows down over time and eventually
comes to rest. This is a quantum phenomenon known as vacuum friction12. It was first
conjectured by Zel’dovich [1] and later discussed in much more detail in [40, 41, 42, 45, 46].
The quantum nature of this phenomenon is also reflected by the fact that, in this case,
the microscopic origin of dissipation is tied to quantum fluctuations—think for instance of
a metallic object at zero temperatures, in which quantum fluctuations are responsible for
exciting electrons within the conduction band leading to a non-zero conductivity.
We can also consider the complementary situation in which the object is at finite tem-
perature but it is not spinning. Notice that this is not in contradiction with our definition of
correlation functions as expectation values on the pure state |Xi〉. In fact, finite-temperature
systems can also be described by a pure state provided one enlarges the Hilbert space [47].
Then, finite temperature corrections turn the step function in (26) into a smooth slope, and
the Wightman correlation function takes the form [48]:
∆(ω) = [1 + nB(ω)]ρ(ω) , (27)
where nB(ω) = (e
ω/T − 1)−1 is the familiar Bose distribution. In this case, the spontaneous
emission occurs even for ω −mΩ > 0 and is a thermal effect.
11See Appendix B for a derivation of the first equality.
12A similar phenomenon occurs also in media that otherwise are supposed to be frictionless, such as
superfluids [44]. In this case, the particles that are spontaneously emitted are collective excitations, i.e.
phonons and rotons.
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3.3 Superradiant scattering
After calculating the absorption and emission probabilities, we are finally in a position
to discuss superradiance. Let’s consider therefore an incoming flux of particles Φin with
frequency ω and angular momentum ℓ = 1 but arbitrary m. After interacting with the
spinning object, the net outgoing flux is determined by the competition between absorption
and stimulated emission. When considered separately, the first one would yield an outgoing
flux equal to Φin(1−Pabs), whereas the latter one would give13 Φin(1+Pem). Combining these
two effects, we find that the total outgoing flux is Φout = Φin(1+Pem−Pabs) or, equivalently,
that the relative change in flux is
Φout − Φin
Φin
= Pem − Pabs = − k
4
6π v ω
ρ(ω −mΩ), (ℓ = 1) , (28)
where we used the fact that, by definition, the difference ∆(ω) − ∆(−ω) is equal to the
spectral density ρ(ω) [43]. Superradiance is then just a consequence of the fact that the
spectral density of bosonic operators is an odd function of its argument, and that it is
positive for positive arguments.14 These properties are completely general [43] and do not
rely on any assumption about the composite operators nor the state of the spinning object. It
follows therefore from eq. (28) that Φout > Φin (Φout < Φin) when ω−mΩ < 0 (ω−mΩ > 0).
3.4 Matching at low energies
The results derived thus far take an even simpler form if we are willing to make some
physical assumptions about the composite operators O and the initial state |Xi〉 of the
spinning object. Correlation functions of quantities that are not conserved charges—such as
our composite operators O—must decay faster than any power at large times in thermalized
systems [38]. This means that their spectral density must admit a low-frequency Taylor
expansion around ω = 0. Moreover, because the spectral density of bosonic operators is an
odd function of ω that is positive for ω > 0, we can approximate it at low-energies as
ρ(ω) ≃ γ ω +O(ω3), with γ > 0 , (29)
where γ is a coefficient that can depend on the temperature but, importantly, not on the spin
of the object since the operators O “live” in the rest frame. Therefore, γ can in principle be
extracted from numerical simulations or analytical calculations in a simple, idealized problem
(say, by calculating the absorption cross-section for a massless particle when the object is at
rest) and then brought to bear on more complicated processes (say, superradiant scattering
of a massive particle when the object is spinning).15
13Recall that the probability of stimulated emission is proportional to the number of “spectator” quanta.
14To avoid any potential confusion, we should point out that there are two notions of spectral density in
the literature. In this paper, we are following the conventions of [48]. The combination sign(ω)ρ(ω) is also
sometimes referred to as spectral density (see for instance [49]), but this combination is instead a positive
definite, even function of ω. We refer the reader to [43] for a pedagogical discussion of spectral densities in
the vacuum as well as in more general states.
15For higher spins, one cannot immediately infer the properties of massive particles from those of massless
ones as the number of degrees of freedom changes discontinuously and necessitates a more careful treatment.
We will discuss this more at length in Sec. 6.
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As an example, let’s see how this works in the case of black holes. The absorption
probability for a massless spin 0 particle with ℓ = 1 from a Schwarzschild black hole in the
long wavelength limit is [50]
Pabs =
r4sω
4
9
, (30)
with rs = 2GM the Schwarzschild radius. This result should be matched with the one in
eq. (19). From a classical viewpoint, a black hole should be regarded as an object in its
ground state, since Hawking emission is a purely quantum mechanical effect. Therefore, the
correlation function ∆(ω) takes the form in (26), and using the low-frequency expansion
of the spectral density in eq. (29) we find that γ = 2
3
πr4s for a Schwarzschild black hole.
Moreover, with this identification the absorption cross section in (20) reproduces the one
calculated in [51] for massive spin 0 particles when Ω = 0.
We can now plug this value of γ in eq. (28) to predict the relative change in the intensity
of a beam of massive spin 0 particles due to superradiant scattering from a Kerr black hole:
∆Φ ≃ −r
4
sk
4(ω −mΩ)
9 v ω
. (31)
Note that this result is just the leading term in an expansion in small Ω (one can of course
account for higher order terms in a systematic way by including higher order corrections
in the effective action). In the massless limit where v → 1 and k → ω, our result reduces
indeed to the known result in the literature [4].
4 Coherent states
Before extending our analysis to higher multipoles and higher spins, we will pause for a
moment and discuss the connection between our derivation of superradiance, based on ab-
sorption and emission of single quanta, and earlier derivations of superradiance based on
solutions to classical wave equations. From a quantum field theory perspective, classical
waves are states with a very large occupation number. As such, the closest analog to the
classical understanding of superradiance would be the computation of the transition am-
plitude from one state with large occupation number to another. This calculation can be
carried out explicitly using coherent states and, as we will see, the final result is the same as
the one derived by considering single quanta.
To be more precise, we are going to compute the probability for the process
Xi + α→ Xf + β , (32)
where α and β are coherent states for a scalar field in the basis of spherical waves, i.e. they
are eigenstates of the lowering operators aωℓm:
aωℓm|α〉 = αωℓm|α〉 , (33)
and similarly for |β〉. Explicitly, a coherent state of a free scalar in the basis of spherical
waves is given by
|α〉 = Nα exp
(∑
ℓm
∫
dω
2π
αωℓma
†
ωℓm
)
|0〉 , (34)
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where Nα = exp
(−1
2
∫
ω
∑
ℓm |α|2
)
such that |α〉 is normalized to one. It is easy to check
explicitly that such a state indeed satisfies eq. (33). Moreover, using this definition one can
also show that the inner product of two different coherent states is equal to
〈β|α〉 = exp
(
−1
2
∑
ℓm
∫
dω
2π
|αωℓm − βωℓm|2
)
. (35)
Again, since we are not interested in observing the final state of the spinning object Xf ,
we are going to sum over all possible final states. The probability for this process to occur
is then given by
Pα→β =
∑
Xf
|〈Xf ; β|S|Xi;α〉|2 , (36)
as we have chosen the coherent states to be normalized to 1. Expanding to leading order in
the interactions we obtain
Pα→β ≃
∫
dtdt′〈α|∂IφRIJ(t′)|β〉〈β|∂KφRKL(t)|α〉〈Xi|OJ(t′)OL(t)|Xi〉 (37)
− 1
2!
{∫
dtdt′〈α|β〉T
[
〈β|∂IφRIJ(t′)∂KφRKL(t)|α〉〈Xi|OJ(t′)OL(t)|Xi〉
]
+ c.c.
}
.
The term in the first line is a generalization of the term we have already calculated in the
case of a single quantum, whereas the one in the second line is new. The latter arises because
different coherent states are not necessarily orthogonal—see eq. (35)—while in the case of a
single quantum we have that 〈ω, ℓ,m|0〉 = 0. Let us consider these two terms separately.
When it comes to the first term, we can use manipulations similar to those employed in
section 3.1 to show that
〈β|∂KφRKL(t)|α〉 = 〈β|α〉
∑
m
∫ ∞
M
dω
2π
k2√
6πvω
[
αω1mV
L
me
−i(ω−mΩ)t + β∗ω1m(V
L
m )
∗ei(ω−mΩ)t
]
(38)
where we have used the defining relation of coherent states, eq. (33), and the triplet of
vectors V Lm was defined in eq. (14). Using this result, we can rewrite the first line of eq.
(37) as∫
dtdt′〈α|∂IφRIJ(t′)|β〉〈β|∂KφRKL(t)|α〉∆JL(t′ − t) =
= |〈α|β〉|2
∑
m
∫ ∞
M
dω
2π
k4
6πvω
[
|αω1m|2∆(ω −mΩ) + |βω1m|2∆(mΩ− ω)
]
. (39)
In performing the above computation we were able to drop the terms proportional to
αω1mβ
∗
ω′1m and its complex conjugate because they are proportional to δ(ω + ω
′) which
vanishes everywhere on the domain of integration.
Continuing on with the second term in (37) and its complex conjugate, the first order
of business is dealing with the time ordered product. After expressing it in terms of theta
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functions, we can relabel the integration variables t and t′ to rewrite the second line in eq.
(37) as follows:
−
∫
dtdt′〈α|β〉θ(t− t′)〈β|∂IφRIJ(t)∂KφRKL(t′)|α〉〈Xi|OJ(t)OL(t′)|Xi〉+ c.c. (40)
Using the integral representation of the θ function
θ(t− t′) =
∫
dω
2π
e−iω(t−t
′)
ω + iε
(ε→ 0+) , (41)
we can expand the scalar field into creation and annihilation operators and use again the
defining properties of the coherent states to compute the expression in eq. (40). We find
that the terms ∝ a†a† and aa have vanishing support over the integration range, whereas the
aa† can be dealt with using the commutation relations. Formally, this procedure also yields
a divergent contribution. However, this is simply a vacuum bubble that must be modded
out to ensure that the final result remains finite and it reads
− |〈α|β〉|2
∑
m
∫
dω′
2π
∫ ∞
M
dω
2π
k4β∗ω1mαω1m
6πvω
[
i∆(ω′)
(ω −mΩ)− ω′ + iε +
i∆(ω′)
(mΩ− ω)− ω′ + iε
]
+ c.c.
At this point, the probability Pα→β is equal to the sum of this result plus the one in
eq. (39). To make further progress, we need to make additional physical assumptions about
the incoming and outgoing classical waves. First, we will assume that the two waves are in
phase, which amounts to requiring that the coefficients αω1m and βω1m have the same phase.
Since our probability depends only on the absolute values of these coefficients and on the
products αβ∗ and βα∗, the phase of the coefficients becomes irrelevant and from now on we
will treat αω1m and βω1m as if they were real.
Second, we will assume that both incoming and outgoing waves are Gaussian wave-
packets centered around the same frequency ω⋆ with variance σ. One could in principle
also consider two wave packets with different mean frequencies and variances. However, in
order to make contact with the previous section we will eventually send the variance of these
wave-packets to zero so that the waves become monochromatic. In this limit one finds that
the probability Pα→β vanishes unless the two waves have the same frequency. Therefore, we
will assume from the very beginning that the coefficients αω1m and βω1m have the following
form:
αω1m =
Am(4π)1/4√
σ
exp
(
−(ω − ω⋆)
2
2σ2
)
(42a)
βω1m =
Bm(4π)1/4√
σ
exp
(
−(ω − ω⋆)
2
2σ2
)
(42b)
where the parameters Am and Bm are constants that determine the waves’ amplitude. Notice
that, to further simplify matters, we have also assumed that the two wave-packets have the
same variance σ, and added an overall factor (4π)1/4 to the normalization.
Plugging equations (42) into our expression for Pα→β and taking the limit σ → 0, we can
use the following representations of the delta function
δ(x) = lim
σ→0
1
σ
√
π
e−x
2/σ2 = lim
ε→0
i
2π
[
1
x+ iε
− 1
x− iε
]
(43)
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to write the probability Pα→β as
Pα→β = |〈α|β〉|2
∑
m
k4⋆
6πv⋆ω⋆
{
A2m∆(ω˜⋆) + B2m∆(−ω˜⋆)−AmBm [∆(ω˜⋆) + ∆(−ω˜⋆)]
}
(44)
≃
∏
m
exp
{
− (Am − Bm)2 +N⋆
[
A2m∆(ω˜) + B2m∆(−ω˜)−AmBm (∆(ω˜) + ∆(−ω˜))
]}
where we have simplified the notation by defining ω˜⋆ ≡ ω⋆−mΩ and N⋆ ≡ k4⋆/(6πv⋆ω⋆) and,
in the second step, we have used the result (35) for the inner product of two coherent states.
Our final expression is accurate at leading order in the interactions.
In the classical limit, where the amplitude of the coherent states become very large, only
the process for which the argument of the exponential vanishes has non-negligible probability
to occur. Setting the exponent equal to zero, we can solve for the outgoing amplitude Bm
up to next-to-leading order in the interactions to find
Bm = Am
[
1− k
4
⋆
12πv⋆ω⋆
ρ(ω⋆ −mΩ)
]
, (45)
with the spectral density ρ(ω) = ∆(ω)−∆(−ω). The intensity of the incoming (outgoing)
wave with ℓ = 1 and arbitrary m is proportional to |αω1m|2 (|βω1m|2). Therefore, the relative
change in the intensity is equal to
|Bm|2 − |Am|2
|Am|2 ≃ −
k4⋆
6πv⋆ω⋆
ρ(ω⋆ −mΩ), (ℓ = 1) . (46)
This is exactly the same result that we derived in the previous section by considering scatter-
ing of a single particle—see eq. (28). Since our calculation based on coherent states supports
the validity of our single-quantum approach, in the rest of this paper we are only going to
consider processes that involve single quanta.
5 Higher multipoles
We are now going to repeat our analysis of absorption, emission and superradiance for
higher values of the angular momentum ℓ. Since the calculations are very similar to those
we discussed in the previous section, we will only highlight the few differences. The dominant
contribution will now come from the coupling with a composite operator with ℓ indices. We
will therefore consider an interaction Hamiltonian of the form
Hint = ∂
I1 · · ·∂IℓφRI1J1 · · ·RIℓJℓOJ1···Jℓ . (47)
We can restrict ourselves to the case in which O is completely symmetric and traceless as
we are interested only in the leading contribution to modes of a given angular momentum
ℓ. If we had included various traces, these would simply generate higher order corrections
for modes of angular momentum ℓ− 2n, where n is the number of traces. Consequently, the
2-point function of the O operators can be expressed in Fourier space as
〈OI1···Iℓ(t′)OJ1···Jℓ(t)〉 = δI1···IℓJ1···Jℓ
∫
dω
2π
∆ℓ(ω) e
iω(t−t′) , (48)
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where δI1···IℓJ1···Jℓ is the identity on the space of traceless, symmetric, rank-ℓ tensors.
Now, instead of the matrix element (13), we will be interested in the quantity
〈0|∂I1 · · ·∂Iℓφ(t)|ω, ℓ,m〉 =
(i)ℓ
√
ℓ! kℓ+1e−iωt√
2πvω(2ℓ+ 1)!!
V mI1···Iℓ , (49)
The V mI1···Iℓ are a higher-ℓ generalization of the quantity V
m
I introduced in the previous
section. For −ℓ 6 m 6 ℓ, they form a basis for the (2ℓ + 1)-dimensional vector space of
rank-ℓ symmetric and traceless tensors, and they are equal to16
V mI1···Iℓ =
[(ℓ−m)/2]∑
j=0
νℓmj(δ1(I1 + iδ
2
(I1) · · · (δ1Im + iδ2Im)δ3Im+1 · · · δ3Iℓ−2j(δa1Iℓ−2j+1δa1Iℓ−2j+2) · · · (δ
aj
Iℓ−1
δ
aj
Iℓ)
)
for m ≥ 0, and where [(ℓ−m)/2] means “the largest integer less than or equal to (ℓ−m)/2”,
and
νℓmj =
√
ℓ!(ℓ−m)!
(2ℓ− 1)!!(ℓ+m)!
(−1)m+j(2ℓ− 2j)!
2ℓj!(ℓ− j)!(ℓ−m− 2j)! . (50)
For m < 0, V mI1···Iℓ ≡ (−)m(V
|m|
I1···Iℓ)
∗. We have chosen the overall normalization in such a way
that (V mI1···Iℓ)
∗V I1···Iℓm′ = δ
m
m′ . Once again, the V
m
I1···Iℓ ’s can be thought of as polarization tensors
for states with angular momentum ℓ, helicity m and momentum in the z-direction.
It is now possible to show that the quantities V mI1···Iℓ transform under rotations around
the z-axis very much like in equation (16), namely
V mI1···IℓR
I1
J1 · · ·RIℓJℓ = V mJ1···JℓeimΩt . (51)
Using this result, one finds that the probability of absorption of a scalar particle with fre-
quency ω and angular momentum ℓ,m is
Pabs =
ℓ! k2ℓ+2
2π(2ℓ+ 1)!!vω
∆ℓ(ω −mΩ) , (52)
the emission probability is
Pem =
ℓ! k2ℓ+2
2π(2ℓ+ 1)!!vω
∆ℓ(mΩ− ω) , (53)
and the relative difference between outgoing and incoming flux is
Φout − Φin
Φin
= Pem − Pabs = − ℓ! k
2ℓ+2
2π(2ℓ+ 1)!!vω
ρℓ(ω −mΩ) . (54)
Once again, the spectral densities ρℓ are odd functions that at low energies can be approxi-
mated as ρℓ(ω) ≃ γℓ ω with γℓ > 0. This shows that also higher multipoles are susceptible to
superradiance. The values of the coefficients γℓ appropriate for, say, a black hole can easily
be calculated by matching the massless, zero temperature limit of the absorption probability
(52) with the results in [50]. The same values of γℓ will describe also dissipative interactions
between black holes and massive spin 0 particles.
16The quantities V mI1···Iℓ are related to the YℓmI1···Iℓ in [52] by V mI1···Iℓ =
√
4πℓ!
(2ℓ+1)!!YℓmI1···Iℓ .
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6 Higher spins
We are now in a position to extend the results discussed so far to higher integer spin particles.
A field of arbitrary integer spin can be decomposed into the following sum of creation and
annihilation operators:
Φˆµ1···µs(x) =
∑
λ
∫
d3k
(2π)32ωk
{
aˆk,λǫµ1,···µs(kˆ, λ)e
ik·x + aˆ†k,λǫ
∗
µ1,···µs(kˆ, λ)e
−ik·x
}
, (55)
where the polarization vectors ǫµ1,···µs are normalized in such a way that
ǫ∗µ1,···µs(kˆ, λ)ǫ
µ1,···µs(kˆ, λ′) = δλλ′ . (56)
We will consider the massive case at first. This is especially interesting because (a) it is also
relevant for bound state instabilitites, to be discussed in Sec. 7, (b) it is more difficult to study
with traditional methods, because the wave equations do not factorize on a Kerr background
(see however [53, 26] for recent progress in this direction), and (c) in our approach, it is
actually algebraically simpler than the massless case due to the lack of gauge invariance,
which allows a simpler leading coupling of the field to the dissipative operators. In fact, the
leading interaction Hamiltonian that we will consider is
Hint = αΦI1,···IsR
I1
J1 · · ·RIsJsOJ1···Js (57)
which is clearly not gauge invariant because the operator OJ1···Js is not related to any con-
served quantity. Unlike in the simpler scalar case, here we have also included a coupling
α that can in principle depend on the mass µ and the spin s of the field. This coupling is
necessary to ensure that our results admit a smooth massless limit. In particular, α should
vanish when µ = 0 because in this limit the action must become gauge invariant.
In order to illustrate this point, let us digress for a moment and determine how the
coefficient α depends on µ in the particular case of a spin-1 particle. To this end, we will use
the fact that at energies much larger than the mass µ of the spin-1 particle (but small enough
that the spinning object can still be treated as point-like) the longitudinal component must
behave like the Goldstone mode of a spontaneously broken U(1) symmetry [54, 55].17
In order to state this equivalence more precisely, let’s consider the action for a free
massive spin-1 particle, and formally restore gauge invariance by performing the Stu¨ckelberg
replacement
Φν → Φν + ∂νφ
µ
. (58)
This should not be interpreted as a decomposition of Φν into its transverse and longitudinal
components, but rather as a procedure that yields a new Lagrangian [57], namely
S =
∫
d4x
{
−1
4
FµνF
µν − µ
2
2
(
Φν +
∂νφ
µ
)(
Φν +
∂νφ
µ
)}
, (59)
that is invariant under the gauge transformation Φν → Φν − ∂νε, φ→ φ+ µ ε. It is easy to
see that one can fix the gauge by setting φ = 0, in which case the usual Proca Lagrangian
17See also Sec. 21.2 of [56] for a more modern discussion of this equivalence.
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is recovered. The advantage of introducing explicitly an extra degree of freedom via the
replacement (58) is that now the action (59) admits a smooth µ → 0 limit in which the
number of degrees of freedom is preserved. In fact, when µ = 0 we obtain the action for
a free massless spin-1 field and a free massless spin-0 field, for a total of three degrees of
freedom. As advertised, the longitudinal component of the spin 1 field turns into a U(1)
Goldstone mode when the mass µ is negligible.
Let us now consider a coupling between the field Φµ and an external source Jν that is
not a conserved current, and perform once again the Stu¨ckelberg replacement (58) to obtain
Sint = α
∫
d4x
(
Φν +
∂νφ
µ
)
Jν . (60)
If we fix the gauge by setting φ = 0, this interaction becomes precisely of the form (57) and
corresponds to a particular choice for the source Jν . Since the latter is not conserved, the
coupling with the scalar field φ doesn’t vanish, and in fact diverges in the limit µ→ 0 unless
the coupling α also depends on µ. In particular, requiring that the longitudinal component
is dissipated exactly like a massless scalar field in the limit µ→ 0 implies that α = µ (up to
an overall constant that can always be reabsorbed in the definition of Jν). Similar arguments
can be used to determine the coupling α for higher spin fields. For instance, for a massive
spin 2 field [57] it is easy to show that one must have α = µ2. In the rest of this section, we
will continue our analysis by keeping α arbitrary.
When studying scattering of higher spin particles by a spherically symmetric object, it
is convenient to work with spherical helicity single-particle states [58]. These states are
labeled by their frequency ω, the total angular momentum j, the angular momentum in the
z-direction m, and the helicity λ. The properties of the states |ω, j,m, λ〉 that are relevant
for the calculation that follows have been summarized in Appendix C. As before, we will
start by studying the absorption process:
(ω, j,m, λ) +Xi → Xf . (61)
The probability for such process to occur is
Pabs =
∑
Xf
|〈Xf ; 0|S|Xi;ω, j,m, λ〉|2
〈ω, j,m, λ|ω, j,m, λ〉 . (62)
Following steps very similar to those already discussed in the previous sections, it is easy to
show that
numerator = α2
∫
dt′dt′′〈OJ1···Js(t′)OL1···Ls(t′′)〉RI1J1 · · ·RIsJsRK1L1 · · ·RKsLs × (63)
×〈ω, j,m, λ|ΦI1,···Is(t′)|0〉〈0|ΦK1,···Ks(t′′)|ω, j,m, λ〉 .
The structure of the Fourier transform of the operators OJ1···Js is shown in equation (48).
Moreover, using eq. (55) and the results discussed in Appendix C, we find that
〈ω, j,m, λ|ΦI1···Is(t′)|0〉 =
∑
λ′
∫
d3k′
(2π)32ωk′
ǫ∗I1···Is(kˆ
′, λ′)〈ω, j,m, λ|k′, λ′〉eiωk′ t′
=
k eiωt
′
2π
√
2ωv
[∫
dΩ′ −λYjm(kˆ′)ǫI1···Is(kˆ
′, λ)
]∗
. (64)
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By exploiting rotational symmetry, it is possible to show that
∫
dΩ′ −λYjm(kˆ′)ǫI1···Is(kˆ
′, λ) = δjs
√
4πj!
(2j + 1)!!
V mI1···Is, (|λ| 6 s) (65)
where the quantities V mI1,···Is were first introduced in Sec. 5. Thus, convolution with a spin-
weighted spherical harmonic −λYjm takes a polarization tensor with spin j, helicity λ and
momentum in the direction of kˆ into one with helicity m and momentum in the z-direction
(up to an overall normalization). By plugging the last two results in the expression for the
numerator (63) and using the result in eq. (51), we eventually find that the absorption
probability due to the interaction (57) is
Pabs =
δjsk
2α2
(2π)22ωv
[
4πj!
(2j + 1)!!
]
∆s(ω −mΩ) . (66)
Note that at this order our result does not depend on the helicity λ, but only on the
angular momentum numbers j and m. By now, the reader should be familiar with the rest
of the argument: the emission probability for a spin s particle is
Pem =
k2α2δjs
(2π)22ωv
[
4πs!
(2s+ 1)!!
]
∆s(mΩ− ω) , (67)
and the relative difference between outgoing and incoming flux is
Φout − Φin
Φin
= Pem − Pabs = − k
2α2s!δjs
2π(2s+ 1)!!ωv
ρs(mΩ− ω) . (68)
In the strictly massless limit, the coefficient α(µ, s) must vanish because the interaction
(57) is forbidden by gauge invariance. The leading interaction involves the field strength
tensors for the higher spin s fields Φµ1···µs , which are gauge invariant quantities [24, 25, 37].
For massless spin one particles (i.e. electromagnetism), the field strength is as usual Fµν =
∂µΦν − ∂νΦµ. Its components have mixed parity, as can be seen directly at the level of
the photon degrees of freedom [52]. It can be decomposed into its definite parity states
by separating it into electric and magnetic components. The leading couplings (in the rest
frame of the dissipative object) are thus given by
Hint = E
IRI
JOEJ +BIRI JOBJ , (69)
where EI = F 0I and BI = 1
2
ǫIJKFJK . Notice that the operators OEJ and OBJ have opposite
parity, and consequently their mixed two point function vanishes.
For massless spin two particles (i.e. gravity), the field strength is give by the Weyl tensor
Cαβµν .
18 Here too a similar decomposition into states of definite parity can be performed.
Upon separating the Weyl tensor into its electric and magnetic parity components the leading
coupling (again in the rest frame of the dissipative object) is given by
Hint = E
IJRI
NRJ
MOENM +BIJRINRJMOBNM (70)
18The Weyl tensor is the relevant field strength because couplings involving the traces of the Riemann
tensor Rαβµν can always be removed by field redefinitions of the metric using the leading order equations of
motion Rµν = 0.
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where EIJ = C0I0J and BIJ =
1
2
ǫ0INMC0J
NM [37]. Just as in the spin 1 case, the two
operators OENM and OBNM do not mix with each other at the level of the two point function.
Note moreover that the couplings (70) describing superradiant scattering of long wavelength
gravitons are also responsible for tidal dissipation [37]. This makes precise the conjectured
“correspondence” between tidal dissipation and superradiant effects discussed in [59] and
references therein.
As we can see from the above couplings, the leading interactions for massless spin s par-
ticles are suppressed by s additional powers of ω compared to the one in eq. (57). Therefore,
the resulting absorption and emission probabilities pick up an additional factor of ω2s at low
frequencies compared to the massive case. Explicit results for the absorption of massless
particles with integer spin by a Schwarzschild black hole confirm this expectation [50].
7 Superradiant instability of bound states
With a few minor modifications, the same techniques developed in the previous sections to
study superradiant scattering can be used to discuss the superradiant instability of bound
states around spinning objects. Our approach is valid whenever the Compton wavelength of
the particle forming the bound state is much larger than the size of the spinning object, in
which case the latter can be treated as point-like.
7.1 Scalar bound states
For simplicity, we will first consider the case of a spin 0 particle with non-zero19 mass µ.
In the presence of bound states, the expansion of a scalar field in terms of creation and
annihilation operators takes the form:
φˆ =
∑
nℓm
1√
2Enℓm
{
aˆnℓm fnℓm(r, θ, ϕ)e
−iEnℓmt + aˆ†nℓm f
∗
nℓm(r, θ, ϕ)e
iEnℓmt
}
+ · · · , (71)
where the quantum numbers n, ℓ,m label the different bound states, and the dots stand for
the usual sum over creation and annihilation operators of asymptotic states with definite
momentum. It will be convenient to choose the normalization of the bound states so that
they are orthonormal. The factor of (2Enℓm)
−1/2 in eq. (71) was judiciously inserted in such
a way that ∫
dΩ dr r2fnℓm(r, θ, ϕ)f
∗
n′ℓ′m′(r, θ, ϕ) = δnn′δℓℓ′δmm′ . (72)
Clearly, in order to find non-trivial bound state solutions we must take interactions into
account. At the same time, at distances much larger than the size of the spinning object the
leading contribution comes from the 1/r interaction.20 In this limit, we can always factorize
19Note that we can have bound states only if the mass of the scalar field is non-zero.
20Higher order corrections can be systematically taken into account within the effective theory [35, 60, 61]—
remember that one of our expansion parameters is v2, which in turn is proportional to 1/r by the virial
theorem.
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the mode functions as fnℓm(r, θ, ϕ) = Rnℓ(r)Yℓm(θ, ϕ), and the functions ψnℓm ≡ rfnℓm
satisfy the same 1D Schro¨dinger equation that describes the Hydrogen atom [62]. In our
case, however, the non-relativistic binding energy E replaced by (E2nℓm−µ2)/2µ. Therefore,
at lowest order in the interaction the energy eigenvalue Enℓm depends only on n [63]:
E2nℓm ≃ µ2
[
1− (GMµ)
2
n2
]
, ℓ+ 1 6 n . (73)
In this equation, we have used the fact that the strength of the gravitational interaction
responsible for the bound states is given by GMµ. In the regime we are interested in (where
the Compton wavelength of the scalar field is much larger than the size of the compact
object) we have that GMµ≪ 1, and therefore we can safely neglect the binding energy and
set Enℓm ≃ µ.
We will be interested in calculating the absorption and emission probability of a bound
state |n, ℓ,m〉 ≡ aˆ†nℓm|0〉 by the spinning object. Let’s first consider the probability for the
absorption process
Xi + (n, ℓ,m)→ Xf . (74)
If we don’t care about the final state Xf of the spinning object the probability is equal to:
Pabs =
∑
Xf
|〈Xf ; 0|S|Xi;n, ℓ,m〉|2 , (75)
with the S-matrix defined in equation (6). Once again, we will restrict our attention to
the interaction Hamiltonian (7), since this will yield the leading dissipative contribution for
modes with ℓ = 1, which in turn are the most unstable ones [62]. In this case, steps analogous
to those followed in section 3 yield the following expression for Pabs:
Pabs =
∫
dω
2π
∆(ω)
2µ
∣∣∣∣
∫
dt ∂Ifnℓm(r = 0)RI
J(t)ei(ω−µ)t
∣∣∣∣
2
, (76)
where we have used the fact that Enlm ≃ µ. To proceed further, we can use the identity [52]
Yℓm(θ, ϕ) =
√
(2ℓ+ 1)!!
4πℓ!
V mI1···Iℓ rˆ
I1 · · · rˆIℓ (77)
to rewrite the ∂Ifnℓm(r = 0) as follows:
∂Ifnℓm(r = 0) =
1√
4π
{
δ0ℓ δ
0
m rˆ
I ∂rRn0|r=0 +
√
3 δ1ℓV
I
m
Rn1
r
∣∣∣∣
r=0
}
. (78)
Hence, we see that the the interaction (7) affects not only modes with ℓ = 1, but also with
ℓ = 0. This should be contrasted with the dissipation of asymptotic states discussed in the
previous sections, in which case the interaction (7) affected exclusively modes with orbital
angular momentum ℓ = 1. Notice however that this interaction still provides the dominant
contribution for ℓ = 1 modes. The ℓ = 0 contribution is instead subleading compared to
22
the one coming from the interaction with no derivatives Hint =
∫
dt φO.21 More in general,
interactions with ℓ derivatives will yield the leading dissipative contribution for modes with
orbital angular momentum ℓ, and subleading dissipative corrections for modes with angular
momentum < ℓ. It is therefore still correct to consider interactions with ℓ derivatives to
extract the leading behavior of modes with orbital angular momentum ℓ.
Since ℓ = 0 modes are not susceptible to superradiance, from now on we will set ℓ = 1.
Moreover, the overall amplitude of the functions Rnℓ(r) decreases with increasing n once
these functions are normalized according to eq. (72) [63]. Hence, the largest absorption rate
occurs for the mode with n = 2 (the same goes for the emission rate, which we will turn to
in a moment), and therefore we will focus on such a mode for the remaining of this section.
Using the fact that for small values of r [63]
R21(r) ≃
(
GMµ2
2
)5/2
2r√
3
, (79)
we can easily calculate ∂If21m to find
Γabs =
1
2πµ
(
GMµ2
2
)5
∆(µ−mΩ), (n = 2, ℓ = 1) . (80)
A completely analogous calculation shows that the spontaneous emission rate is instead
Γem =
Pem
T
≃ 1
2πµ
(
GMµ2
2
)5
∆(mΩ − µ), (n = 2, ℓ = 1) . (81)
Whether or not the spinning object is ultimately unstable due to accretion of the bound
state under consideration depends on the relative magnitude of the absorption and emission
rates. The difference between these two rates for the n = 2, ℓ = 1 mode is
∆Γ = Γem − Γabs ≃
(
GMµ2
2
)5
ρ(mΩ− µ)
2πµ
≃
(
GMµ2
2
)5
(mΩ− µ)γ
2πµ
, (82)
where in the last step we have used the low frequency limit of the spectral density ρ. A
positive value of ∆Γ signals an instability, because the rate of production of particles in a
bound state is larger than the rate of their absorption. Such instability occurs for superradi-
ant modes, i.e. for bound states such that µ−mΩ < 0, which can only be achieved if m = 1
and Ω > µ.
In the case of a black hole, we have previously found that γ = 2
3
πr4s by matching the
probability for absorption of an incoming spherical wave by a Schwarzschild black hole.
Using this value, we can find immediately the instability rate for a Kerr black hole due to
the production of bound states with spin 0 particles with mass µ≪ Ω:
∆Γ ≃ (GMµ)
9
6
Ω . (83)
21It is in fact easy to check that this coupling would give an absorption rate for ℓ = 0 modes that scales
like Γ ∝ ∆(µ)(GMµ2)3/µ. The coupling (7) that we are considering gives a correction to this result which
is of the same order as the rate for ℓ = 1 modes in eq. (80) with Ω = 0.
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This result agrees perfectly with the explicit analytic calculation based on the Kerr met-
ric [62].22 Notice however that in our approach we never had to solve a wave equation on a
Kerr background. Knowing the form of the mode functions and the dissipative coefficient γ
for the non-spinning object was enough to find the instability rate for the spinning object.
This was possible because, by taking the point-like limit and modeling dissipation as inter-
actions with composite operators, we managed to disentangle the problem of calculating the
instability rate from that of finding the mode functions. Moreover, the latter task becomes
especially easy in the Newtonian limit, which is always a good approximation for Compton
wavelengths much larger than the size of the spinning object. Because gravitational inter-
actions are spin-independent in the Newtonian limit, our approach can be extended also
to higher integer spin particles, for which the usual approach is ill-suited because the wave
equation is not factorizable on a Kerr background (see however [26] for a recent approach
based on perturbation theory). As an illustration, we will now consider the particularly
interesting spin 1 case.
7.2 Vector bound states
In the presence of a Newtonian potential, helicity is no longer a good quantum number
because translations are spontaneously broken by the center of the potental. Therefore,
for massive vector fields we will label the bound states using instead the orbital angular
momentum ℓ, together with the quantum numbers n, j,m. According to the usual rules
of addition of angular momenta, the only allowed values of ℓ for a given value of j are
ℓ = j−1, j, j+1. Introducing the “collective” index β ≡ (n, j,m, ℓ), we can expand a vector
field in terms of creation and annihilation operators as follows:
Φˆµ =
∑
β
1√
2Eβ
{
aˆβ f
β
µ (r, θ, ϕ)e
−iEβt + aˆ†β f
β∗
µ (r, θ, ϕ)e
iEβt
}
+ · · · , (84)
where the dots stand for the usual continuum states. The vector field Φµ satisfies the Proca
equation, which is also equivalent to the set of equations
∇µΦµ = 0, Φµ = µ2Φµ . (85)
The first equation in particular is a constraint ensuring that there are only three physical
polarizations. These equations are valid on an arbitrary gravitational background, but in
the limit of small µ (again, compared to the inverse size of the spinning object) we can work
in the Newtonian limit, as we did in the spin 0 case.
It is useful to decompose the mode functions for the bound states of Φµ that appear in
eq. (84) as follows:
fnjmℓµ (r, θ, ϕ) =
(
iSnjℓ(r)Yjm(θ, ϕ), Rnℓ(r)Y
ℓ,jm(θ, ϕ)
)
. (86)
22See also [64] for a calculation of the absorption rate of bound states by Schwarzschild and Kerr black
holes.
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OJ OEJ OBJ
P − − +
T − + −
Table 1: Parity and time reversal properties of j = 1 composite operators.
where the Yℓ,jm’s are vector spherical harmonics [52]. They are defined by combining the
spin 1 polarization vectors defined in (14) with ordinary spherical harmonics with orbital
angular momentum ℓ to create quantities with quantum numbers j,m:
Yℓ,jm(θ, ϕ) =
1∑
m′=−1
ℓ∑
m′′=−ℓ
C1ℓ(j,m;m
′, m′′)Vm
′
Yℓm′′(θ, ϕ) , (87)
The coefficients of this linear combination are the usual Clebsh-Gordan coefficients [63].
The functions Snjℓ(r) in eq. (86) can be expressed in terms of the Rnℓ(r)’s by solving
the constraint in eq. (85) (see Appendix D for an explicit expressions). Then, as the
vector spherical harmonics are eigenfunctions of the orbital angular momentum operator
Lˆ2 ≡ −[ 1
sin2 θ
∂2ϕ + sin θ∂θ(sin θ∂θ)], the remaining equations reduce in the Newtonian limit to
a single Hydrogen-like Schro¨dinger equation for the functions ψnℓ(r) ≡ rRnℓ(r). In particular,
the energy eigenvalues Eβ are still of the form given in eq. (73) and therefore depend only
on the quantum number n.
The dominant dissipative interaction at low-energies is determined by the values of j and
ℓ. From this viewpoint, the vector case is more involved than the scalar one, where the value
of the orbital angular momentum ℓ was sufficient to determine the relevant interaction. In
what follows we will discuss only the modes with j = 1. We refer the reader interested in
higher values of j to Appendix D. However, the j = 1, ℓ = 0 mode turns out to have the
largest instability rate, and thus it singlehandedly determines (parametrically, at least) the
time scale for superradiant instability due to vector bound states.
Modes with j = 1 are dissipated by composite operators that carry a single index. In
particular, the three interactions that we will need to consider when j = 1 have already been
introduced in Sec. 6, and are23
Hint = µΦ
IRI
JOJ , Hint = EIRIJOEJ , Hint = BIRIJOBJ , (88)
where EI = F 0I , BI = 1
2
ǫIJKFJK , and Fµν is the field strength of Φµ. The three operators
OJ ,OEJ and OBJ have different transformation properties under parity and time reversal, as
shown in Table 1. As such they do not mix at the level of the two-point function, which is
all we will need for our purposes.
While j is associated with the number of indices carried by the composite operator, ℓ is
determined by the number of spatial derivatives acting on ΦI . Before applying this rule of
23There is one more interaction that one could write down that involves an operators with a single index,
namely µ∂iΦ
0RIJO˜J . The factor of µ is again necessary to ensure a smooth µ → 0 limit. However, it is
easy to see that this interaction would be further suppressed compared to the ones in eq. (88), because it is
equal to µ (∂0ΦI − EI)RIJO˜J .
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thumb, we should solve the constraint ∇µΦµ = 0 schematically to obtain ∂IΦI ∼ ∂0Φ0 ∼ µΦ0
and therefore EI = ∂0ΦI − ∂IΦ0 ∼ µΦI − ∂I∂JΦJ/µ. We should also remember that
BI = ǫIJK∂JΦK . Hence, the ℓ = 2 and ℓ = 1 modes will be dissipated exclusively by the
second and third interaction in (88) respectively, whereas the ℓ = 0 mode will receive a
contribution from each of the first two interactions. Note that parity considerations would
also be sufficient to conclude that the operator OBJ must be responsible for dissipating the
ℓ = 1 mode, since the latter is even under parity [52].
By proceeding in complete analogy with the scalar case and using the “technology”
developed in Secs. 6 and 7.1, we can easily calculate the instability rates for the three modes
with j = 1 and find
∆Γ(j = 1, ℓ = 0) ≃ (γ + γE)(GMµ2)3µΩ
2π
, (89)
∆Γ(j = 1, ℓ = 1) ≃ γB
(
GMµ2
2
)5
Ω
πµ
, (90)
∆Γ(j = 1, ℓ = 2) ≃ 10
9
γE
(
GMµ2
3
)7
Ω
πµ3
. (91)
The coefficients γ, γE and γB arise by expanding the spectral densities of OI ,OEI and OBI
respectively, as shown in eq. (29). Crucially, these three coefficients determine not only
the instability rate due to vector bound states, but also the absorption probabilities of
the three massive vector polarizations in a superradiant scattering process. Moreover, at
energies larger than µ but still small enough that the object can be treated as point-like,
these probabilities should reduce to those for absorbing a massless vector and a scalar with
ℓ = 1. These probabilities are well known for a black hole [50], and by matching onto them
we find
γE = γB = 4γ =
8π
3
r4s . (92)
By using these results we can determine exactly the instability rates at leading order:
∆Γ(j = 1, ℓ = 0) ≃ 80
3
(GMµ)7Ω , (93)
∆Γ(j = 1, ℓ = 1) ≃ 4
3
(GMµ)9Ω , (94)
∆Γ(j = 1, ℓ = 2) ≃ 1280
59049
(GMµ)11Ω . (95)
The parametric dependence of these rates on the combination (GMµ) is consistent with
that of the absorption rates calculated in [53, 26]. This agreement persists also for higher
values of j—see Appendix D for more details—and it confirms the scaling rule proposed
in [53, 26]:24
∆Γ ∝ (GMµ)5+2j+2ℓ. (96)
24In comparing our results with the ones in [53, 26] for arbitrary values of ℓ and j, one should be aware
that ℓthere = jhere and jthere = ℓhere. We find our notation to be more in line with the traditional one, since
indeed our j and ℓ are respectively the total and orbital angular momenta.
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This scaling was originally derived using mostly numerical methods, which in the limit
GMµ ≪ 1 become increasingly unreliable [26].25 What is remarkable is that our EFT
approach yields not only the parametric scaling, but also the exact overall coefficient. As
anticipated earlier, the most unstable mode is the one with j = 1 and ℓ = 0, and its
instability rate (93) is parametrically larger than the one for scalar bound states in eq. (83).
To conclude, we should also mention that the procedure carried out in this section for vector
bound states could be easily repeated for massive higher spin particles using tensor spherical
harmonics [65].
8 Conclusions
In this work, we have discussed a modern, perturbative approach to (rotational) superra-
diance based on effective field theory techniques. Our formalism describes slowly spinning
objects interacting with particles of any mass and spin whose energy is much smaller than
the inverse size of the object (in natural units). Within this framework, we show unambigu-
ously that superradiance is not peculiar to the Kerr solution, but rather is a generic feature
of any dissipative rotating object. As such, our results apply also to astrophysical systems
other than black holes, which generically are not described by a Kerr metric. For simplic-
ity, we have restricted our attention to spherically symmetric objects, although it would be
interesting and in principle straightforward to relax this assumption.
We argued that, at lowest order in perturbation theory, the same parameters determine
(1) the absorption probability of a particle with a given spin, mass and polarization (2)
the superradiant amplification rate of a beam of such particles, (3) the rate of superradiant
instability due to formation of bound states, and (4) the relaxation time scale due to vacuum
friction. These parameters can be extracted from analytic (for black holes) or numeric
(for other astrophysical objects) calculations of the absorption probability in the (relatively
simpler) static limit, and then used in the more complicated spinning case. This is an
improvement on a similar EFT treatment given in [25], which required an additional matching
procedure for the spinning case. For spin 0 particles, the same parameters describe both the
massless and massive case. This is not the case for higher spin particles, which require two
distinct sets of parameters.
Within our framework, we were able to unify a variety of results that were previously
scattered across the literature, as well as to derive some interesting new ones. In particular,
we calculated the absorption probability and superradiant amplification rate for massive
particles with arbitrary integer spin scattering off a generic spinning object (that is, not
necessarily a black hole).
We also calculated the instability rate due to formation of bound states with massive
spin 0 and spin 1 particles. By working at lowest order in the gravitational coupling, we
showed that the former scales like (GMµ)9 and the latter like (GMµ)7 for small values of
GMµ. This estimate was obtained by studying states with ℓ = 1 and ℓ = 0 respectively, as
these are the most unstable ones. There is however no conceptual obstacle to extending our
calculations to higher values of ℓ. Our results for vector bound states are consistent with the
25On the other hand, numerical methods are crucial to explore the regime GMµ & 1 in which our pertur-
bative approach ceases to be applicable.
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recent numerical results of [53, 26], but disagree with earlier results obtained analytically
in [66].
Finally, when combined with our previous work [37], our results make explicit the “cor-
respondence” between tidal distortion and gravitational superradiance put forward in [59].
From our EFT perspective, the connection between these two seemingly unrelated phe-
nomena follows immediately from the fact that they are governed by the same dissipative
couplings in the effective action.
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A Normalization of single particle states
We are using the relativistic normalization for 1-particle states that are eigenstates of mo-
mentum, i.e.
〈q|k〉 = 2ωk(2π)3δ(q− k) . (97)
Since the one particle states can also be defined as |k〉 = a†k|0〉, this normalization corresponds
to having the following algebra of creation and annihilation:
[ak, a
†
q] = (2π)
3 2ωk δ(k− q) . (98)
Moreover, with this normalization the completeness relation reads∫
d3k
(2π)32ωk
|k〉〈k| = 1 . (99)
For a massless particle, we have of course ωk = k, but in what follows we will try to keep the
equations general for as long as possible. We are now interested in introducing a different
basis for 1-particle states, namely |ω, ℓ,m〉. Let’s now discuss the normalization of these
states. First, notice that
(ωk − ω)〈k|ω, ℓ,m〉 = 〈k|(H − ω)|ω, ℓ,m〉 = 0 . (100)
Thus, we we can assume that
〈k|ω, ℓ,m〉 = Nω,ℓ,mδ(ωk − ω)Y mℓ (kˆ) . (101)
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We will assume that the spherical harmonics Y mℓ (kˆ) are normalized in such a way that∫
dΩY m
′
ℓ′ (kˆ)
∗Y mℓ (kˆ) = δℓℓ′δ
mm′ . (102)
Then, we have
〈ω′, ℓ′, m′|ω, ℓ,m〉 =
∫
d3k
(2π)32ωk
〈ω′, ℓ′, m′|k〉〈k|ω, ℓ,m〉
=
∫
dΩ dk k2
(2π)32ωk
δ(ωk − ω)δ(ωk − ω′)Y m′ℓ′ (kˆ)∗Y mℓ (kˆ)Nω,ℓ,mN∗ω′,ℓ′,m′
= δ(ω − ω′)δℓℓ′δmm′
∫
dωk k
2
(2π)32ωkv
δ(ωk − ω)|Nω,ℓ,m|2
= δ(ω − ω′)δℓℓ′δmm′ |Nω,ℓ,m|2 k
2
2ωv(2π)3
(103)
where we have introduced the group velocity v = dω/dk, whileM is the mass of the particle.
For simplicity, we will choose Nω,ℓ,m in such a way that
|Nω,ℓ,m|2 k
2
2ωv(2π)3
≡ 2π . (104)
With this convention, we have
〈ω′, ℓ′, m′|ω, ℓ,m〉 = 2πδ(ω − ω′)δℓℓ′δmm′ (105)
and
〈k|ω, ℓ,m〉 =
√
2ωv
k
(2π)2δ(ωk − ω)Y mℓ (kˆ) . (106)
This latter equation means that
|ω, ℓ,m〉 =
∫
d3k
(2π)32ωk
|k〉〈k|ω, ℓ,m〉 = k√
2ωv
∫
dΩ
2π
Y mℓ (kˆ)|ω, kˆ〉 , (107)
where once again carried out the integral over k by turning it into an integral over ωk.
Consequently, we can write the creation operator for a spherical wave single particle state of
frequency ωk and angular momentum quantum numbers ℓ and m as simply
a†ωkℓm =
k√
2ωkv
∫
dΩ
2π
Y mℓ (kˆ) a
†
k . (108)
Similar manipulations yield also
a†k =
∑
ℓm
2π
√
2ωkv
k
Y mℓ (kˆ)
∗ a†ωkℓm . (109)
One can then check directly that the commutation relations in the spherical wave basis are
simply [
aωℓm , a
†
ω′ℓ′m′
]
= 2πδ(ω − ω′)δℓℓ′δmm′ (110)
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and consistent with our normalization of states when we define |ω, ℓ,m〉 ≡ a†ωℓm|0〉. Finally,
let us derive the form of the completeness relation with our normalization:
1 ≡
∑
ℓ,m
∫ ∞
M
dω
2π
Mω,ℓ,m|ω, ℓ,m〉〈ω, ℓ,m|
=
∑
ℓ,m
∫ ∞
M
dω
2π
Mω,ℓ,m
k2
2ωv
∫
dΩ
2π
dΩ′
2π
Y mℓ (kˆ)Y
m
ℓ (kˆ
′)∗|ω, kˆ〉〈ω, kˆ′|
=
∫ ∞
M
dΩdωk k
2
(2π)32ωkv
Mωk ,ℓ,m|ωk, kˆ〉〈ωk, kˆ| =⇒ Mω,ℓ,m = 1 . (111)
Thus, the completeness relation in the |ω, ℓ,m〉 basis is∑
ℓ,m
∫ ∞
M
dω
2π
|ω, ℓ,m〉〈ω, ℓ,m| = 1 . (112)
B Cross section and decay rate
For completeness, we will re-derive the relation (20) between the cross section and the ab-
sorption probability (19) for a particle with an arbitrary dispersion relation. To this end, it
is convenient to first consider a different process, namely
Xi + k→ Xf . (113)
The probability P ′ for the inclusive process (where we sum over all possible final configura-
tions Xf) is related to the cross section σ by
σ(k) =
P ′
T × flux , flux =
v
V
, (114)
where v is the group velocity of the particle. Notice also that we are showing explicitly the
fact that the cross section depends on the incoming momentum k. Now, keeping in mind
how the normalization of states and the definition of P ′, we find that
σ(k) =
V P ′
v T
=
〈k|k〉P ′
2ωkv〈ωk, ℓ,m|ωk, ℓ,m〉 =
∑
Xf
|〈Xf ; 0|S|Xi;k〉|2
2ωkv〈ωk, ℓ,m|ωk, ℓ,m〉 (115)
In order to make contact with the process (4), let us rewrite the term |〈X ′; 0|S|X ;k〉|2 in
the numerator using the completeness of the |ω, ℓ,m〉 states:
|〈Xf ; 0|S|Xi;k〉|2 =
=
∑
ℓ,m,ℓ′,m′
∫
dω
2π
dω′
2π
〈k|ω, ℓ,m〉〈Xi;ω, ℓ,m|S†|Xf ; 0〉〈Xf ; 0|S|Xi;ω′, ℓ′, m′〉〈ω′, ℓ′, m′|k〉
=
∑
ℓ,m,ℓ′,m′
∫
dω
2π
dω′
2π
2ωkv
k2
(2π)4δ(ωk − ω)δ(ωk − ω′)
×Y mℓ (kˆ)Y m
′∗
ℓ′ (kˆ)〈Xi;ω, ℓ,m|S†|Xf ; 0〉〈Xf ; 0|S|Xi;ω′, ℓ′, m′〉
=
2ωkv
k2
∑
ℓ,m,ℓ′,m′
(2π)2Y mℓ (kˆ)Y
m′∗
ℓ′ (kˆ)〈Xi;ωk, ℓ,m|S†|Xf ; 0〉〈Xf ; 0|S|Xi;ωk, ℓ′, m′〉 . (116)
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This expression simplifies significanly if instead of considering σ(k) we calculate its average
over all possible directions of k:
σ(k) ≡
∫
dΩ
4π
σ(k) . (117)
In fact,∫
dΩ
4π
2ωkv
k2
∑
ℓ,m,ℓ′,m′
(2π)2Y mℓ (kˆ)Y
m′∗
ℓ′ (kˆ)〈Xi;ωk, ℓ,m|S†|Xf ; 0〉〈Xf ; 0|S|Xi;ωk, ℓ′, m′〉 =
=
2πωkv
k2
∑
ℓ,m
|〈Xf ; 0|S|Xi;ωk, ℓ,m〉|2 , (118)
which means that
σ(k) =
π
k2
∑
l,m
P (ωk, ℓ,m) . (119)
This result must coincide with the cross section for the process (4) averaged over all m’s and
summed over all ℓ’s. Therefore, we conclude that
σ(ω, ℓ,m) =
(2ℓ+ 1)πP
k2
. (120)
This equation is the analog of eq. (114). Notice that, even though this result was derived in
the case of a spin 0 particle, it holds also in the case of higher spin particles, with the orbital
angular momentum ℓ replaced by the total angular momentum j.
It is equally easy to derive the expression for the decay rate in eq. (25). Once again, we
will start by considering a process involving emission of a particle with definite momentum:
Xi → Xf + k . (121)
If we denote with P ′ the probability for one such process to occur regardless of the final
state Xf of the spinning object, then the decay rate is given by
Γ =
[
V
(2π)3
∫
d3k
]
P ′
T
=
∫
d3k
(2π)3
∑
Xf
|〈Xf ;k|S|Xi; 0〉|2
2ωk〈ωk, ℓ,m|ωk, ℓ,m〉 , (122)
where we have performed the same manipulations used to obtain eq. (115). We can now
rewrite the integral over k in spherical coordinates and follow steps similar to those in eqs.
(116) and (118) (this time summing over all possible directions rather than averaging) to
finally obtain:
dΓ(ω, ℓ,m)
dω
=
k2P
2πvω2
, (123)
where P is now the probability for the process (21) summed over all possible final states Xf .
Once again, this result is valid also for higher spin particles provided one replaces ℓ→ j .
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C Spherical helicity states
In order to extend our approach to superradiant scattering to particles with non-zero spin,
it is convenient to introduce spherical helicity states. Usually, 1-particle states for a given
mass µ and spin s are classified by diagonalizing simultaneously the momentum operator P
and the helicity J ·P/|P|. These states are denoted as |k, λ〉 and are the familiar plane wave
states. However, one could also choose to diagonalize instead H, J2, Jz and J · P/|P|, in
which case the states would be denoted as |ω, j,m, λ〉. These are known as spherical helicity
states [58]. By extending the normalization convention (105) for spin 0 particles, we will
assume that these states are normalized as follows:
〈ω′, j′, m′, λ′|ω, j,m, λ〉 = 2πδ(ω − ω′)δjj′δmm′δλλ′ . (124)
In Section 6, we need the matrix elements that connect these different basis of states. It
is easy to realize that they must take the form
〈k, λ′|ω, j,m, λ〉 = 2πδ(ωk − ω)δλλ′F (k, j,m, λ) . (125)
We will now determine the explicit form of the function F (k, j,m, λ). Following [58] (albeit
with slightly different conventions) we rewrite the momentum k as a rotation R acting the
vector kzˆ pointing in the z-direction. At the level of the Hilbert space, this translates into
the relation |k, λ〉 = U(R)|kzˆ, λ〉. Note that rotations do not change the helicity, since the
latter is a scalar under rotations. Then, we have
〈k, λ|ω, j,m, λ〉 = 〈kzˆ, λ|U †(R)|ω, j,m, λ〉
=
∑
j′m′λ′
∫ ∞
M
dω
2π
〈kzˆ, λ|ω′, j′, m′, λ′〉〈ω′, j′, m′, λ′|U †(R)|ω, j,m, λ〉
=
∑
m′
〈kzˆ, λ|ω, j,m′, λ〉〈j,m′|U †(R)|j,m〉
= 〈kzˆ, λ|ω, j, λ, λ〉[D(j)mλ(kˆ)]∗ ≡ 2πδ(ωk − ω)fλj(ω)[D(j)mλ(kˆ)]∗ , (126)
where in the second line we used the completeness of states, in the third line the fact that
energy, helicity, and total angular momentum are scalars under rotations and in the fourth
line the fact that the helicity is, by definition, the component of the angular momentum in
the direction of the momentum. We also introduced the Wigner rotation matrices D
(j)
m′m(kˆ),
which, as we can see, completely determine how the matrix elements depend on the direction
of kˆ. In order to determine fλj(ω), we rewrite the normalization condition (124) using the
completeness of the plane wave states:
〈ω′, j′, m′, λ′|ω, j,m, λ〉 =
∑
λ′′
∫
d3k
(2π)3
〈ω′, j′, m′, λ′|k, λ′′〉〈k, λ′′|ω, j,m, λ〉
=
∫
dΩ dω k2
(2π)32ωv
δλλ′2πδ(ωk − ω′)2πδ(ωk − ω)f ∗λj′(ω′)fλj(ω)[D(j)mλ(kˆ)]∗D(j
′)
m′λ(kˆ)
= 2πδ(ω − ω′)δλλ′ k
2
2ωv(2π)2
f ∗λj′(ω)fλj(ω)
∫
dΩ[D
(j)
mλ(kˆ)]
∗D(j
′)
m′λ(kˆ)
= 2πδ(ω − ω′)δjj′δmm′δλλ′ k
2
2ωv(2π)2
|fλj(ω)|2 4π
2j + 1
. (127)
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By comparing the last line with eq. (124) we can easily determine fλj(ω). Finally, using the
fact that the Wigner matrices are closely related to the spin-s spherical harmonics sYjm [67],
we can write our matrix elements as follows:26
〈k, λ′|ω, j,m, λ〉 = δλλ′
√
2ωv
k
(2π)2δ(ωk − ω) −λYjm(kˆ) . (128)
This result is a direct generalization of the spin 0 result in eq. (106).
D Vector bound states with higher values of ℓ and j
Suppressing all the index structure, there are in principle two possible classes of dissipative
couplings which one could write down for a vector field. Schematically, they read
(∂)NΦ0(R)
NO and (∂)NΦI(R)N+1O , (129)
where the partial derivatives ∂ are all spatial derivatives (time derivatives would simply lead
to subleading corrections). The goal of this appendix is to determine which coupling yields
the dominant contribution to the absorption of a vector bound state with a given set of
quantum numbers j and ℓ. Notice that, according to the usual rules of addition of angular
momentum, we can only have j = ℓ− 1, ℓ, ℓ+ 1 for a vector field.
For scalars, we saw that dissipation of modes with orbital angular momentum ℓ is con-
trolled at leading order by a coupling to a composite operator that involves ℓ spatial deriva-
tives. For vectors, the relationship between the number of spatial derivatives and the orbital
angular momentum ℓ is a bit more subtle. To untangle this relationship, let us first look
closely at the constraint equation that determines the zero component of the vector field in
terms of its spatial components. Using the ansatz for the mode functions given by Eqn. (86),
we can solve the constraint ∇µΦµ = 0 at lowest order in the gravitational interaction to find
Snjℓ(r) ≃ 1
µ
√
2ℓ+ 1
2j + 1
C1ℓ(j, 0; 0, 0)
{[
∂Rnℓ(r)
∂r
− ℓRnℓ(r)
r
]
+ (2ℓ+ 1)
Rnℓ(r)
r
δjℓ−1
}
. (130)
There are a few points to notice about this expression. First, the Clebsch-Gordan coefficient
C1ℓ(j, 0; 0, 0), and therefore Snjℓ(r), is non-zero only when j = ℓ ± 1. This means that
the first class of couplings in (129) cannot affect modes with j = ℓ. Second, Snjℓ(r) has a
different radial dependence for j = ℓ+ 1 and j = ℓ− 1. In fact, because Rnℓ(r) depends on
r schematically as
Rnℓ(r) ∼ (GMµ2)3/2
[
(GMµ2r)ℓ +O ((GMµ2r)ℓ+1)] , (131)
we see that the term in square brackets in Eq. (130) vanishes to leading order in r. Therefore,
for small values of r and (GMµ)≪ 1, we find that
Snjℓ(r) ∼ (GMµ
2)5/2
µ
(GMµ2r)ℓ for j = ℓ+ 1 (132a)
∼ (GMµ
2)5/2
µ
(GMµ2r)ℓ−1 for j = ℓ− 1 . (132b)
26Note that, in [67], the Wigner matrix D
(j)
m′m describes a rotation that takes kˆ into zˆ, whereas here we
are adopting the opposite convention [63]. Therefore, their D
(j)
m′m corresponds to our [D
(j)
mm′ ]
∗.
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Let us now consider separately the three possible cases j = ℓ, j = ℓ+ 1 and j = ℓ− 1.
In the j = ℓ case we have that Snjℓ = 0, and thus we must consider a coupling involv-
ing ΦI . Based on the r dependence of Rnℓ shown in (131), it is clear that we need (at least)
ℓ derivatives acting on ΦI in order for the absorption and emission rates not to vanish when
we set r = 0. Therefore, the most relevant coupling for modes with j = ℓ is schematically of
the form
(∂)ℓΦI(R)
ℓ+1O for j = ℓ , (133)
where the operator O is in the spin-j representation of the rotation group. This means that,
for instance, dissipation of the mode with j = ℓ = 1 will be determined by the interaction
ǫIJK∂
MΦNRM
IRN
JOK .
The story becomes slightly more complicated when j = ℓ + 1, as now both kinds of
couplings shown in (129) are in principle allowed. Once again, we can determine the minimum
number of derivatives needed by examining the small-r limit of Rnℓ and Snjℓ. Based on Eqs.
(131) and (132b), we see that for j = ℓ + 1 we need (at least) ℓ derivatives both for the Φ0
coupling and the ΦI coupling in order to get a non-zero contribution to the absorption rate.
However, by comparing these two couplings we find that
(∂)ℓΦ0(R)
ℓO ∼ (GMµ)× (∂)ℓΦI(R)ℓ+1O for j = ℓ+ 1 . (134)
Consequently, the leading dissipative coupling for the j = ℓ+1 mode in the limit GMµ≪ 1
is the one that involves the spatial components ΦI , just as in the j = ℓ case. Notice how-
ever that now the operator O has j = ℓ + 1 indices, i.e. one more index compared to the
operator appearing in the coupling (133). This means that, for example, the leading inter-
actions for the mode with j = 2 and ℓ = 1 are µ ∂IΦJRI
KRJ
LOKL and ∂IEJRIKRJLOKL ⊃
∂I∂0ΦJRI
KRJ
LOKL with OKL symmetric and traceless. The factor of µ in the first interac-
tion ensures that it vanishes in the massless case, as it should since it’s not gauge invariant.
These two interactions are then of the same order, because ∂0Φ
I ∼ µΦI .
Let us finally consider the j = ℓ − 1 case. According to Eq. (132b) we have Snjℓ ∼
rℓ−1, and therefore the two dissipative channels we should in principle consider are now
(∂)ℓ−1Φ0(R)ℓ−1O and (∂)ℓΦI(R)ℓ+1O, where the operator O is in the spin-j representation
in both cases. Notice in particular the different number of spatial derivatives. When we
compare these two terms, we find that
(∂)ℓ−1Φ0(R)ℓ−1O ∼ (GMµ)−1 × (∂)ℓΦI(R)ℓ+1O for j = ℓ− 1 . (135)
Therefore, we see that the leading interaction for modes with j = ℓ − 1 is the one that
involves Φ0. This means in particular that dissipation of the mode with j = 1 and ℓ = 2
will be determined by the coupling EIR
I
JOJ ⊃ ∂IΦ0RIJOJ . Notice that a coupling of the
form ∂IΦ0R
I
JOJ just by itself would be suppressed by an extra power of µ because it’s not
gauge invariant.
Now that we have determined what is the most relevant interaction for a given value of j
and ℓ, estimating the difference between absorption and emission rates is merely a matter of
dimensional analysis. Following the same steps adopted in Section 7, and using the small-r
expressions in Eqs. (131) and (132), we find that for j = ℓ,
∆Γ ∝ |∂ℓRnℓ|2 ρ(µ−mΩ)
µ
∝ (GMµ2)3+2ℓ (GM)
2+2ℓ(µ−mΩ)
µ
∝ (GMµ)5+4ℓ(µ−mΩ),
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with −j 6 m 6 j. Notice that in the second step, the factor of (GM)2+2ℓ comes from
the dimensions of the dissipative coefficient γ. For j = ℓ + 1 the power counting is very
similar, except that there is an extra factor of µ2 coming from the interaction squared, with
an additional (GM)2 thrown in for good measure to comply with basic dimensional analysis.
The end result is therefore
∆Γ ∝ (GMµ)2 × (GMµ)5+4ℓ(µ−mΩ) = (GMµ)7+4ℓ(µ−mΩ) (136)
It is easy to check that this expression reduces to the result we found in Sec. 7.2 when ℓ = 0.
Finally, for modes with j = ℓ− 1, we have instead
∆Γ ∝ |∂ℓ−1Snjℓ|2 ρ(µ−mΩ)
µ
∝ (GMµ
2)3+2ℓ
µ2
(GM)2ℓ(µ−mΩ)
µ
∝ (GMµ)3+4ℓ(µ−mΩ),
with −j 6 m 6 j. Thus we see that, for any given ℓ, the difference between absorption and
emission rates for the mode with the lowest possible j is larger than that for the modes with
higher j.
As we already mentioned in Sec. 7.2, our results are compatible with those of [53, 26].
In those papers, the authors considered the limit Ω→ 0 rather than the one Ω≪ µ that we
have have used in Sec. 7.2. If we set Ω = 0 in the result above, it is easy to see that they
can be all combined to give:
∆Γ ∝ µ(GMµ)5+2ℓ+2j , (137)
for the superradiant modes (i. e. for j > 0) in perfect agreement with [53, 26] (see footnote
on page 26 for a comment about the different notation used in those papers).
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