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ABSTRACT
This paper presents a scheduling and link adaptation algo-
rithm for Distributed Antenna Systems (DAS) with Coop-
erative downlink transmission. The proposed opportunistic
scheduler is interference-aware and maximizes the system
throughput by controlling the power of the distributed anten-
nas and by optimizing the modulation and coding schemes of
each scheduled user. The results show that the proposed al-
gorithm provides considerable throughput gains per resource,
more than 200% for high user density. The average number
of satisfied users per resource is increased by exploiting user
diversity improving the fairness Gini index.
Index Terms— Cooperative donwlink scheduling, dis-
tributed antenna system, power control.
1. INTRODUCTION
1.1. Distributed Antenna Systems
Cooperative and coordinated resource allocation will make
use of advanced scheduling and link adaptation techniques
implemented over distributed radio interfaces. Cooperation
in wireless networks can be achieved in different ways and
at different layers of the system: at the protocol level, at
the signal processing level, at the transmission schemes em-
ployed, or by enabling the interaction between network en-
tities. Different coordinated multi-point (CoMP) transmis-
sion/reception downlink schemes are described in [1]. Coop-
eration is performed among multiple cells or radiating nodes
geographically separated in order to increase the coverage
and cell throughput. The difference between the coopera-
tive schemes lies in which network entities cooperate in the
transmission. The objective of the radio resource manage-
ment policies depends on the the deployment of the nodes
and the distribution of the power allocated to the different ra-
diating antennas.
A promising network architecture based on the coopera-
tion of different distributed antennas can be used for downlink
transmission. In such a network, the distributed nodes coop-
erate to allocate resources and create a bundled transmitter to
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serve multiple users with the same resource. Distributed an-
tenna systems (DAS) were initially proposed as a solution to
extend coverage in indoor scenarios [2]. However, extensive
studies have been proposed to implement DAS in outdoor sce-
narios under more advanced multiple-input multiple-output
(MIMO) schemes. DAS is based on the concept of cell split-
ting in order to achieve spectral efficiency simultaneously in
the center-cell and the cell-edge regions.
1.2. Previous work
The Shannon capacity analysis with DAS architecture in a
multi-cell scenario with a single user has been proposed in
[3]. The authors used different transmission schemes (blan-
ket and single transmission) and compared DAS with con-
ventional cellular systems. Results show that DAS can ef-
fectively reduce other-cell interference (OCI) and improve
the signal-to-interference-plus-noise ratio (SINR) particularly
for users near the cell-edge region. Power allocation and ca-
pacity maximization of DAS in multi-cell environment with
single user has been addressed in [4] and references therein.
The authors proposed a sub-optimal downlink power alloca-
tion algorithm to maximize the system capacity by control-
ling the interference. In [5] the authors studied downlink
performance for a multi-cell DAS architecture using a cross-
layer approach for two schedulers round robin and maximum
carrier-to-interference (MCI) under different values of traffic
load and transmit power. A downlink packet scheduling algo-
rithm for DAS was proposed in [6]. The proposed methodol-
ogy aims to select a different user for each distributed antenna
and then optimize the antenna power levels in order to comply
with a prescribed SINR for each scheduled user.
1.3. Paper contribution and organization
This paper presents an extension of the resource allocation
methodology proposed in [7] for DAS, implementing coop-
erative downlink transmission together with link adaptation.
The algorithm aims to schedule different users attached to the
distributed antennas in the same radio resource by means of
power control. In this way, the set of scheduled users, their
transmit power levels and modulation and coding schemes
(MCS) that maximize system throughput are obtained for
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each radio resource in the system. Section 2 provides the
cellular system model and the SINR modeling. Section 3
provides the description of the algorithm and the main perfor-
mance metrics. Section 4 presents the results of simulation
and discusses the benefits of the proposed algorithm. Finally
Section 5 draws the conclusions of the paper.
2. SYSTEMMODEL
Throughout this paper the terms node and antenna are used
indistinctively, | · | will denote the cardinality operator if it is
used over a set, otherwise, it will denote the absolute value
operator, (·)T denotes the vector transpose operator, (·)H is
the hermitian transpose operator, b·c is the floor operator, and
E[·] is the statistical expectation operator.
Consider the hexagonal multi-cell system with DAS ar-
chitecture depicted in Fig.1 with a set of J cells (one cen-
tral cell j=0 and j = {1, . . . , J − 1} interfering cells), and
a set of N nodes per cell (one central node n=0 and n =
{1, . . . , N − 1} distributed nodes). The signal processing is
performed at the home base station which is located in the
central node of the cell and the distributed nodes are con-
nected to it by a dedicated link as in [3].
Fig. 1. Radio interface architecture for DAS.
Channels are assumed to be statistically independent and
with a Rician distribution described by the parameter K [8].
The channel between user u and the n-th node of the j-th cell
of the network is modeled as a Complex Gaussian variable
with mean µ and variance σ2, hj,n,u ∼ CN (µ, σ2), where
K = µ
2
σ2 . The channels are affected by ψ, the shadowing
fading (a log-normal distributed variable with σs = 8 dB)
and a propagation path-loss component L defined by [9]:
LdB(j, n, u) = 20 log10(dj,n,u) + 44.3 + 20 log10
(
f
5
)
,
where dj,n,u is the distance in meters between user u and the
n-th node in the j-th cell and f is the operational frequency in
GHz. The transmit power of the n-th node in the j-th cell is
defined as pj,n. The received signal of user u at any time-slot
is expressed as:
yu =
J−1∑
j=0
N−1∑
n=0
√
pj,nhj,n,usj,n + vu, (1)
where sj,n = [s
(0)
j,n, . . . , s
(S−1)
j,n ]
T is the signal transmitted by
the n-th node in the j-th cell, S is the number of symbols
and vu = [v
(0)
u , . . . , v
(S−1)
u ]T is the additive Gaussian noise
with zero mean and unitary variance v(q)u ∼ CN (0, 1), q ∈
{0, . . . , S − 1}. Assuming that E[sHj,nsj,n] = 1, the SINR
experienced by the user u in the n-th node in the j-th cell can
be expressed mathematically as:
γj,n,u =
pj,n|hj,n,u|2
1 +
∑N−1
k=0,k 6=n pj,k|hj,k,u|2 + wj,u
, (2)
where wj,u =
∑J−1
k=0,k 6=j
∑N−1
n=0 pk,n|hk,n,u|2 is the OCI
component. Since all decisions for scheduling and power
allocation are performed in the home base station, the avail-
able channel state information (CSI) is not perfect. We
assume that the processing unit has perfect knowledge of
the line-of-sight (LOS) component of the Rician-distributed
channel, the L component, and imperfect knowledge of the
random fading component. The available channel vari-
able is denoted by hˆj,n,u, and the accuracy of the CSI is
characterized by a correlation coefficient defined as ρ =
E[(hˆj,n,u − µ)(hj,n,u − µ)]/σ2. Hereafter, as we target the
performance of the algorithm in the central cell j=0, the cell
indicator j is omitted.
3. RESOURCE ALLOCATION METHODOLOGY
The main objective of the algorithm proposed in this paper
is to multiplex/schedule as many users as possible over the
same resource while maximizing the capacity in the central
cell. The proposed scheduler exploits cooperation in two dif-
ferent ways. On the one hand it uses shared information of
distributed nodes to mitigate the intra-cell interference by op-
timizing the power levels of the nodes as well as their MCSs.
The collaboration between nodes generates a dynamic on-off
transmission. On the other hand, when a user can be served
by more than one node in the same resource, cooperation can
be achieved. Hereafter, we consider the following notation:
N is the set of total potential nodes in the cell, U is the set of
total potential users in the cell,Ns is the set of nodes selected
for transmission, Us is the set of users selected to be sched-
uled, mn is the MCS selected by node n, γ
(mn)
n is the SINR
target of node n given mn, γ(mmax) is the SINR target for the
maximum MCS (mmax), γ(mmin) is the SINR target for the
minimum MCS (mmin), γˆn,u is the SINR of user u in node
n, and N (u)s is the set of nodes that serve user u.
3.1. Optimization Process
The proposed algorithm attempts to maximize the cell through-
put. The instantaneous throughput Tu of user u can be defined
as the ratio of the total amount of bits successfully transmitted
to the total time used in the transmission of such information.
Tu is a function of the MCS and the BLER achieved by the2665
SINR of the user. The resource allocation problem can be
formulated as follows:
maximize
∑
Tu,∀u ∈ Us
subject to 0 ≤ pn ≤ pmax,∀n ∈ N
(3)
where pn is the power allocated in node n, and pmax = pT /N
is the power constraint per node. For DAS pmax is the to-
tal power in the cell pT split uniformly over the distributed
nodes. The node n initially selects its user u∗n according to:
u∗n = argmax
u∈U
γˆn,u (4)
and it attempts transmission with the highest possible MCS
(Algorithm 1, step 3). The estimated power required to meet
the SINR of the m MCS in node n, γ(mn)n , is evaluated as:
p˜n =
γ
(mn)
n (1 +
∑|Ns|
k=1,k 6=n pk,u|hˆk,u|2 + wˆu)
|hˆn,u|2
(5)
An iterative process is used to adapt the transmit power
of each node and its associated MCS in order to satisfy the
γ
(mn)
n . This iterative process modifies the MCS (step 9) or the
set of transmitting nodes and scheduled users (steps 11-13)
until the SINR conditions are satisfied. The sets of optimum
scheduled users Us, optimum serving nodesNs, the transmis-
sion powers and MCSs that maximize the system throughput
are obtained for a particular time-slot.
Spatial diversity is triggered when user u is the best user
for more than one antenna and the required power of each
one of the serving antennas meets the constraint of (3). The
algorithm evaluates the SINR achieved by user u served by
the nodes in the set N (u)s as follows:
γu =
∑
i∈N (u)s pi|hˆi,u|
2
1 +
∑
j∈Ns,j /∈N (u)s pj |hˆj,u|2 + wˆu
(6)
Each node of the set Ns has already calculated its op-
timum transmission power and transmission will not create
more interference for the rest of the scheduled user. On the
one hand if γu ≥ γ(mmax), user u can achieve mmax and the
serving nodes than consumes more power can reduce its con-
sumption (by using step 6 and step 9), if the following con-
ditions are met: (i) γu ≥ γ(mmax); (ii) mi ≥ 1,∀i ∈ N (u)s ;
(iii) pi ≤ pmax,∀i ∈ N (u)s . On the other hand, if γu <
γ(mmax), the scheduler evaluates the proper MCS achieved
by u for the given γu.
4. PERFORMANCE ASSESSMENT
4.1. Simulation Parameters and Metrics
The comparison of the two deployments (Conventional and
DAS) was done with a peak constraint, i.e. the total transmit-
ted power must be lower than pT . Throughout the simulations
the power-to-noise ratio (pT /σ2v) is fixed to 100 dB and both
systems attempt to maximize the overall cell throughput. Re-
sults were obtained by Monte-Carlo simulations for R = 900
m, f = 5 GHz. In each iteration of the simulation users are
randomly deployed with a uniform distribution and we con-
sider all users with full buffer. In order to calculate OCI, the
results of the power levels calculated in previous time-slot are
used in the other cells to replicate the behavior of the algo-
rithm at the system level. Without loss of generality, we use
WiMAX (definitions such as radio resource, and parameters
such as look-up-tables of MCS are described in [10]) to eval-
uate the system performance considering that the proposed
scheduling algorithm acts over a single resource and it can be
implemented in any wireless radio technology.
The throughput is calculated mapping the instantaneous
SINR of the scheduled users into look-up-tables. If the SINR
surpasses the threshold of the target MCS (γm) then the in-
formation can be considered as correctly transmitted with a
given block error rate (BLER). An example of the MCS, their
SINR thresholds, and BLER values are shown in Table 1.
The mathematical expression for the instantaneous through-
Algorithm 1 MCI DAS-CoMP
1: Procedure:
2: Ns ← N ,Us ← {u∗n} according to (4).
3: mn ← mmax,∀n ∈ Ns
4: repeat
5: for all n ∈ Ns do
6: pn ← min(pmax, p˜n)
7: if pn > pmax then
8: ifmn > mmin then
9: γ
(mn)
n ← γ(mn−1)n
10: else
11: Ns ← Ns − {n} . Turn-off node n
12: Us ← Us − {u} . Drop user u in n
13: mn ← mmax,∀n ∈ Ns
14: end if
15: end if
16: end for
17: until pn ≤ pmax,∀n
18: if |Ns| > |Us| then
19: for all u ∈ Us do
20: if |N (u)s | > 1 then
21: γu, evaluated with (6)
22: if γu ≥ γ(mmax) then
23: mi ← mmax,∀i ∈ N (u)s
24: else
25: mi ← m∗, {m∗|min(γ(m∗)) ≥ γu}
26: end if
27: end if
28: end for
29: end if
30: return Ns,Us,mn, pn,∀n ∈ Ns2666
Table 1. Modulation and Coding Schemes
MCS(m) BLER AMC (Rc) γm [dB] B
1 4.10e-3 QPSK - 1/3 -1.14 2
2 4.12e-3 QPSK - 1/2 1.32 2
3 7.15e-3 16QAM - 1/3 6.52 4
4 3.30e-3 16QAM - 4/5 11.67 4
put Tu with block size Sb=7200 symbols and frame length
Fl = 5 ms is given by:
Tu =
(1−BLER)SbB(m)R(m)c
Rr · Fl (7)
where Rc is the rate of the turbo code scheme, B is the num-
ber of bits per constellation, andRr=6 is the repetition coding
rate. The fairness Gini index (FG) is used to estimate the fair
distribution over the average user throughput and its values
lie in the interval [0,1), having FG = 0 as the maximum level
of fairness. Given U active users in the system, FG can be
evaluated as [11]:
FG =
1
2U
∑U
u=1 Tu
U∑
i=1
U∑
j=1
|T i − T j | (8)
where Tu is the average throughput achieve by user u.
4.2. Numerical Results
Fig. 2 shows the average throughput per resource of both sys-
tems conventional and DAS for different values of correlation
factor ρ. For DAS, users are closer to the distributed nodes
and the component of LOS increases. As hˆ, the CSI at the
transmitter, loses correlation with h, there is a degradation
in the performance of both systems. As the LOS component
becomes smaller, accuracy in the term hˆ becomes fundamen-
tal. Assuming Rician channel with LOS component, only the
NLOS Rayleigh component is affected by ρ, that is the reason
why we get a finite throughput. Performance of cooperative
transmission is heavily dependant of accurate CSI available
at the home base station. In DAS, such transmission is fea-
sible when user u is in the boundaries of two or more neigh-
bor micro-cell formed by the distributed antennas when the
scheduler is MCI type.
Fig. 3 shows the average throughput per resource versus
user density. Both systems conventional and DAS are evalu-
ated with different correlation factor ρ and LOS K. As |U|
increases, DAS-CoMP provides a considerable gain in terms
of average throughput, even if we compare conventional sys-
tem with perfect CSI and LOS, DAS with imperfect CSI at the
transmitter and NLOS can achieve higher throughput figures
for large |U|. For |U| = 50, ρ = 1 and K = 10 dB, DAS-
CoMP obtains throughput gains higher than 200% compared
with conventional system.
Fig. 4 shows the fairness Gini index of the average
throughput achieved per user versus the user density. This
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Fig. 2. Avg. throughput (T ) per resource vs. correlation factor (ρ).
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Fig. 3. Avg. throughput per resource (T ) vs. user density (|U|).
figure shows the particular case with K = −∞ dB, perfect
(ρ = 1) and imperfect (ρ < 1) CSIT. The values of FG
show that the fair distribution of throughput among users
is improved by DAS-CoMP algorithm compared with the
conventional system. As the number of users increases the
system fairness degrades for both systems, nevertheless, the
DAS-CoMP attempts to increase the user long-term through-
put, improving the the fairness even with imperfect CSI.
When |U| > 50, the value of FG for DAS is similar in both
cases ρ = 1 and ρ < 1, this is because regardless the CSIT,
the opportunistic scheduler always attempts to serve the users
with higher SINR.
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Fig. 5 shows the average number of satisfied users per
resource in both systems with different values of ρ and K.
It can be observed that for an imperfect CSI (ρ = 0.9), the2667
performance is improved by the LOS component, which de-
pends on the antenna layout. For |U| = 50, DAS-CoMP can
schedule on average, 3 users per resource compared with only
1 user scheduled in the conventional system.
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Fig. 5. Avg. number of satisfied users vs. user density (|U|).
We consider the curve of the average number of satis-
fied users per resource for DAS-CoMP (Fig. 5) as f(x), a
function of the user density x in the cell. The number of
total resources required to serve a set of users U can be es-
timated as an iterative process over the function f(x). Given
any user density x(i)0 , the average number of satisfied users
served by resource ri is evaluated as f(x
(i)
0 ). The next re-
source ri+1 attempts to serve f(x
(i+1)
0 ) users, where x
(i+1)
0 =
x
(i)
0 − bf(x(i)0 )c. Given the initial user density x(1)0 , the esti-
mated number of total required resources rT can be evaluated
as: rT = x
(1)
0 −
∑r
i=2 x
(i)
0 + r, where r is the number of
resources needed to meet the condition f(x(r)0 ) > 1. Fig.
6 shows the estimated gains in terms of resource efficiency
achieved by DAS-CoMP. For a perfect CSI at the transmit-
ter with or without LOS component, the resource efficiency
achieved in DAS system can save up to 30% of the required
number of resources needed in the conventional system for
a user density of |U| = 50. As the access distance in DAS
architecture is reduced, we assume that there is a dominant
LOS component and imperfect CSI.
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Fig. 6. Estimation of the number of resources required for DAS-
CoMP as a function of the user density (|U|).
5. CONCLUSIONS
In this paper we presented a cooperative scheduling algorithm
for the optimization of distributed antenna system that allows
us the simultaneous transmission of several users in the same
resource with power control and link adaptation. The pro-
posed algorithm in combination with the DAS, improves the
fairness Gini index and maximizes the cell average through-
put by exploiting multiuser and spatial diversity. Results sug-
gest that spectral efficiency can be increased more than 20%
compare with the conventional cellular system even with im-
perfect CSI when the LOS component generated by DAS is
present when.
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