ABSTRACT Critical infrastructures are interdependent systems that are continuously evolving. Their evolution is, oftentimes, in a way that tightens, or creates new, interdependences. As urban areas continue to develop, the philosophy of officials and policy makers to meet growth in the energy demand tends to prioritize sustainable planning by deferring infrastructural upgrades and relying instead on the smart operation. Relying on information and communication technology (ICT) network is a prerequisite to achieving smart operation. With the anticipated high penetration of distributed energy resources (DERs) and electric vehicles (EVs), increased reliance on real-time monitoring and control is a must for the power grid to handle such unprecedented levels of load/generation uncertainties. This paper sheds light on how the power grid, the ICT network, and the transportation network are interrelated and interdependent. This paper also presents a benchmark problem for this type of research and a case study. Initial results of the case study show that the impact of these rising interdependences may be significant and must be fully understood and taken into consideration.
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I. INTRODUCTION
Critical infrastructures (CIs) produce goods and services, which are essential to the well-being of our society [1] . According to the US President's Commission on Critical Infrastructure Protection, CIs' ''incapacity or destruction would have a debilitating impact on our defense and economic security.'' Improving upon the protection and resilience of US' CIs against natural disasters and manmade threats has become a pressing short-term goal. Whereas, enhancing the resilience of individual CIs is complicated enough, the complexity of the problem is further exacerbated when considering the dependencies and interdependencies among CIs. Postmortem analysis of previous major disturbances and events have evidently proved that dependencies and interdependencies play a substantial role in determining our CIs ability to prepare for, respond to, and recover from disasters [1] .
Understanding and mitigating critical infrastructure dependencies and interdependencies have been attempted in several academic publications (e.g., [2] - [4] , to cite a few), and key policy documents, including Presidential Policy Directive 21: Critical Infrastructure Security and Resilience (PPD-21), the 2013 National Infrastructure Protection Plan (NIPP), and the Voluntary Private Sector Preparedness Program (PS-Prep TM ). For instance, PPD-21 explicitly asserts that ''understanding and addressing risks from cross-sector dependencies and interdependencies is essential to enhancing critical infrastructure security and resilience.'' Understanding and analyzing dependencies and interdependencies among CIs is greatly challenging primarily due to the following reasons: (1) CIs, such as the power grid, water, transportation, and ICT are rather complex. Consequently, understanding their individual design and operation, which is a prerequisite to understanding and mitigating their dependencies and interdependencies, is nontrivial; (2) At this stage of development, we have limited knowledge of CIs' dependencies and interdependencies. We have limited tools, sets of expertise and data to model and analyze them. Therefore, in many occasions, dependencies and interdependencies are intrinsically hidden, and become only intelligible to us after a disaster had already happened; (3) While we strive to fully understand interdependencies of CIs as they currently exist, those CIs continuously evolve in ways that may invalidate prior assumptions and conclusions; and finally, (4) This is a largely interdisciplinary problem that requires expertise from fields that have historically been separate. This research/education gap resulted in a situation where researchers whose field inherently looks at the interaction of various systems (e.g., complex network analysis, economics, and urban planning) are cognizant of the criticality of this research area. Whereas their work provides incalculable insight and valuable advances in this research area, it usually treats individual CIs with a top-down highlevel system-of-systems approach. CIs are looked at from a bird's-eye view, which tends to overlook some critical FIGURE 1. Interdependencies between the power grid, ICT network, and E-Mobility. P, C, G, and L refer to physical, cyber, geographic, and logical dependency, respectively. design and operation details. We believe that it is then crucial for experts of specific CIs (e.g., power grid, or water) to look beyond their field of expertise, and analyze using a bottom-up approach how their respective CI interacts with other CIs.
The power grid is, in our view, the most critical since its failure may have a devastating impact that propagates through other CIs. Researchers have attempted to analyze the process of cascading failures within the power grid alone (e.g., [5] - [7] ). This class of publications does not explain how the failure cascading process may be aggravated or mitigated, considering dependencies and interdependencies with other CIs. Other researchers attempted to analyze the interdependency between the power grid and the ICT network (e.g., [8] , [9] ), and between the energy and the transportation networks (e.g., [10] , [11] ). This work typically ignores some of the newly introduced technologies that may considerably impact the outcomes of the completed analysis, had it been considered. For instance: 1) a common assumption while analyzing the interdependencies between the power grid and ICT networks is that the failure of a power node would mechanically lead to failure of the ICT node being supplied from it, which is not necessarily true if back up storage/generation is considered. Moreover, it ignores some of the power grid technologies that increase dependence on ICT networks, such as renewable sources; and 2) the example that is oftentimes spotlighted on the interdependence between the energy and transportation networks, is that the energy network powers transportation services and vehicles (e.g., trains) while the transportation network transports fuel to power plants. This does not consider new technologies that may substantially strengthen the interdependency between these two networks, e.g., electric vehicles.
The main objective of this paper is to uncover, understand, and analyze the rising interdependencies between the future power grid featuring increased dependence on ICT, the ICT network, and the future transportation network featuring more electrified mobility. We also introduce a novel benchmark problem for research on this topic, which was synthesized by integrating a standard IEEE test feeder, over an ICT network, and a transportation test network. The rest of the paper is organized as follows: in section II, we discuss our understanding of the rising interdependencies and their types; in section III, we present our proposed benchmark problem; VOLUME 7, 2019 FIGURE 2. A multilayered interdependency schematic diagram for the power grid, ICT network, and transportation network.
in section IV, further detailed explanation on the operational interactions between the three CIs is presented; in section V, a case study is presented; in section VI, the results of the case study and a discussion on the results are presented; finally in section VII, a summary of the conclusions that can be derived from this effort is provided.
II. UNDERSTANDING THE INTERDEPENDENCIES
Interdependency can be thought of as a combination of two one-way dependencies. In our view, the rising interdependencies between the power grid, the ICT network, and the e-transportation manifest themselves in four distinct forms (following the taxonomy proposed in [12] ), as summarized in Fig. 1 and Table 1 . The four dependency classes are: (1) physical dependency: if the material output of a CI is required for proper operation of another; (2) cyber dependency: if operation of a CI is dependent on data and information transmitted through another; (3) geographic dependency: if a local disturbance can impact multiple CIs; and (4) logical dependency: if operation of a CI is impacted by the state of another CI, due to human decisions and interactions. In this section, we think of interdependency as a combination of two, one-way dependencies as summarized in Table 1 .
III. THE MULTILAYERED ''AGGREGATED MODEL'' BENCHMARK PROBLEM
The proposed ''Aggregated Model'' consists of three layers: (1) the Sioux Falls 24-node transportation test network; (2) the standard IEEE 30-bus test feeder; and (3) the ICT network. The model is geospatially divided into three areas, namely: Area A, Area B, and Area C. Each area encompasses generators and loads; however, exchange of energy is enabled between the three areas via tie lines. There are 30 buses (i.e., power grid nodes), and 41 distribution lines/cables (i.e., power grid links). The 30-bus system has a total demand of about 190 MW. We assume that the study urban region has a total population of about 0.5 Million a total area of about 20 square miles. There are 24 transportation nodes and 38 links, and 15 ICT nodes and 20 links. Table 2 depict the topological relations between the three infrastructures, and Figure 2 provides a schematic for the layered infrastructures.
IV. THE OPERATIONAL INTERACTIONS
The power grid is controlled via a distribution management system (DMS); whereas, the traffic is controlled via a traffic management system (TMS), as shown in Fig. 3 . The operation of the DMS and that of the TMS affect each other. For instance, if more EVs are routed through the TMS to charge at a certain Electric Vehicle Supply Equipment (EVSE), e.g., because it is the nearest to the requesting EV, the power node supplying that EVSE will need to supply more power, and vice versa. If that node exists in an energy-congested region, the OPF solution achieved by the DMS may yield a high LMP value at that node for the next time interval. This will feed back to the TMS, which may choose another EVSE for the following requesting EVs.
A. ICT-ENABLED DISTRIBUTION MANAGEMENT SYSTEM
The DMS is assumed to be located near bus 1. It collects measurements from the power-injection and line-flow sensors, coordinates with microgrid and EVSE controllers, runs optimal power flow (OPF), and finally yields back set points for microgrids, EVSEs, DER smart inverters, and dispatchable loads. This bi-directional interaction depends on the health and quality of the ICT service. The DMS runs the OPF for the next time interval; therefore, it has to incorporate the anticipated demand and generation. This may happen locally, and/or through exchange of information with local controllers. In this paper, we assume that microgrids and EVSEs periodically send their estimated available or requested power for the next time interval to the DMS. Microgrids can predict their power injection with reasonable accuracy, thanking to their energy storage systems that greatly improve their dispatchability. The EVSEs receive their estimated EV load from TMS, which will be discussed in the following subsection. The operation of the DMS can be divided into three main stages: 1) measurement collection; 2) state estimation; and 3) energy management.
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The measurement collection stage is heavily reliant on the ICT network, and whether it can timely deliver the sensor readings to the DMS before the current control cycle times out. If a measurement is delayed, an estimated value has to be utilized. The state vector of the power grid at a given time is defined as s = (δ; ϕ; V; R) ∈ R as, where δ is a vector encompassing the phase angle of the voltage at each bus, ϕ is a vector of transformer phase shifts, V is the voltage magnitude at every bus, and R is a vector of transformer off-nominal voltage ratios. The set of measurements m is defined as m = h (s) + ε. The set of measurement errors ε is minimized using weighted least square formulation as follows.
is a square matrix whose off-diagonal elements are zeros, and diagonal elements equal the standard deviation of the measurement errors. Note that minimizing ζ leads to minimizing ε, which is typically approached by recursively solving (1) using the Newton's method. Unlike the transmission system, in the distribution level real measurements are not available for most of the nodes and links. This is due to the large number of buses and the relatively low importance of individual measurements, which makes it cost-prohibitive to achieve full observability through real measurements only. Therefore, pseudo-measurements (e.g., based on historical data) have to be introduced. Accuracy of the state estimation is then reliant on: 1) the accuracy and timely delivery of sensor measurements; 2) the number and locations of the deployed sensors; and 3) accuracy of the pseudo-measurements.
Having completed the state estimation step, the energy management function starts. The setpoints of all generators, storage devices, microgrids, EVSEs, and dispatchable loads are achieved through optimal power flow (OPF). The OPF problem is to minimize the cost of producing power, to satisfy the demand at a given time step subject to some constraints.
Subject to :
where C is the combined cost function of power production from all resources. Note that information about the adjacency of node i is embedded in y ik . Note also that modifying the power of an EVSE node, P EVSE , may indirectly affect the power of the nearest substation rectifier node, P RC , since some people may change their mode of travel. The shadow prices of the constraints, along with the marginal price at the reference bus, the marginal cost of congestion at each bus, and the marginal cost of losses from the reference bus to each bus, can be used to derive the locational marginal prices (LMP) at every node. LMP is the least cost of supplying an added unit of electric demand at a given bus. In other words, it is costlier to satisfy a certain increase in the load demand at a bus with a high LMP value, than in the case of a bus with low LMP. The LMP will be used to determine the cost of charging EVs at EVSEs. If the LMP at an EVSE is high, charging at the EVSE will be costlier. This may encourage EV owners to drive to another EVSE that exists in a less energy-congested area. Clearly, this scenario may only be viable in urban regions, where neighboring EVSEs separated by a short distance (e.g., a mile) may impact a different set of distribution buses/feeders.
B. ICT-ENABLED TRAFFIC MANAGEMENT SYSTEM
The traffic management system (TMS) undertakes the overall central management and optimization of the transportation system. Travelers from any transportation node to another, at a given time, have multiple modes of travel, including: 1) walking; 2) bi-cycling; 3) driving owned, rented, or shared cars including EVs; 4) buses; 5) and the subway system. We assume that the vast majority of travelers use cars and the subway system. EVs and subway may both impact the power grid. When the frequency of the trains is higher, more power would be demand from the rectifier substations. When more cars including EVs are in the area, more power is likely to be demanded from the EVSEs. The demand may shift from a travel mode to another, and vice versa, e.g., during time of extensive train delay due to power or signaling problems, travelers may request a ride or use a shared-mobility service. Cars within the territory of the TMS ∀v i ∈ v, including EVs v e i ∈ v e ⊂ v, communicate with it through the cloud. The bidirectional communication can be achieved via, for instance, Vehicular Ad Hoc Networking or 5G. In this paper, we assume that the TMS localizes a car v i through a GPS server determining its origin O v i ∈ O, and collects its desired destination D v i ∈ D. The transportation network is looked at as a graph, G T = (V T , E T ) with n T = |V T | nodes and l T = |E T | links. Based on the calculated origin node and user-defined destination one, the TMS finds the best route using Dijkstra's algorithm. The algorithm searches for the shortest path between the origin and destination for all cars. The weight of the link between any node i ∈ V T and another j ∈ V T is given by (3) .
where T is the link weight, t L is the link travel time, ℘ T is the toll factor, T is the toll, ℘ D is the distance factor, and D is the distance.
In the case of an EV searching for an EVSE, the driver determines her/his desired destination and the search range. The TMS looks for the optimal EVSE option considering the traffic parameters of (3), and also the cost of charging according to (4) , where ℘ LMP is the LMP factor. Algorithm 2 summarizes this process.
The power demand of an EVSE, i, can be calculated by (5),
where S EVSE i ∈ [0, 1] denotes the action of the scheduling algorithm implemented at the EVSE, if any. In this paper, we employ the algorithm introduced in [13] . η EVSE i is the overall efficiency of the EVSE (including that of the transformer, power electronic converters, etc. [13] 
is the auxiliary power (e.g., power for lighting and cooling/heating) at the EVSE.
Algorithm 1 Optimal Power Flow
Input: P G , P µG , P EVSE , P Rc , P DL , t P 1:
Receive sensor readings 3:
Receive power injection requests from microgrids 4:
Receive anticipated EVSEs demand from the TMS 5:
Compute pseuodo-measurements 6:
If the power grid is not observable then 7:
Introduce more pseuodo-measurements 8:
Minimize ζ based on (1) 10:
Minimize
t ← 0 13:
return P G , P µG , P DL , LMP 14:
end while
The power demand of rectifier substations mainly depends on the frequency of the trains, and the method used to recuperate regenerative braking energy. Note that some of the subway trains may have the capability to return regenerative energy to their supply during deceleration. If another train is accelerating nearby, it may recuperate the regenerated energy. If not, the energy is typically dumped in the form of heat to avoid overvoltage [14] , [15] . The power demand of a rectifier
Algorithm 2 Routing
Input:
Calculate O v i 3:
Receive
If v i / ∈ v e then 5:
∀v i compute the shortest path 8: else 9:
∀v e i compute the shortest path 11:
end if 12:
Update T Compute P EVSE , P Rc 13:
end do 14: substation k, P Rc k , can be calculated using (6) ,
Rc k (6) where η Rc k is the overall efficiency of the rectifier substation, n Rc k is the number of trains, P k is the reduction in power demand resulting from the probability of trains exchanging regenerative braking energy, when multiple trains meet at the passenger stations nearest to rectifier substation k (achieved from historical train data and train schedules [15] ), D Rc k is the average power demand per train, and A Rc k is the auxiliary power of the rectifier substation.
V. CASE STUDY
As a case study, we assume that the aggregated power demand of the three load areas follow the profiles, presented in Fig. 4 . These load profiles are normalized versions of actual load profiles of different load zones, within New York State. We assume that workers commute to Area A from, and through, Areas B and C during the morning peak, and commute back to their origins in the evening. Figure 5 shows the mobility behavior of people during the evening peak period. Figure 6 shows the voltage magnitude of all the 30 buses, throughout the 24 hours. The voltage hits its upper limit of VOLUME 7, 2019 FIGURE 5. Traffic during the evening peak.
VI. RESULTS AND DISCUSSION
FIGURE 6.
Voltage magnitude at the various buses, for 24 hours. It can be seen that the voltage is close to its maximum limit at some buses, including 13, 27, and 28 during the noon time. It can also be observed that some buses encounter undervoltage, e.g., bus 30, during the evening time. 1.05V at some of the buses (e.g., 1, 13, and 28) during certain hours of the day. It can also be seen that bus 30 suffers from undervoltage during peak hours. During overvoltage conditions, the function of the DMS tends to prioritize power consumption at nodes with overvoltage, and vice versa. This reflects on the LMP, which consequently reflects on the set points for dispatchable loads, microgrids, and EVSEs. Figures 7 and 8 show the losses in all branches, and line loading as percent of lines' total capacity, respectively. It can be seen that some branches are operated near their maximum capacity, imposing vulnerability to failure cascade.
Branch 29, connecting power buses 21 and 22 is congested during the evening. This is due to the increasing demand from both the rectifier substation and EVSE at power bus 21, and the relatively limited power production from the microgrid at power bus 22. Note that the EV charging demand on bus 21 is more than buses 26 and 30 since it is more central; hence, it appears more frequently on the shortest paths of traveling EVs. The LMPs of buses 21, 26, and 30 in a hypothetical case if no EVs seek charging in any of the three EVSEs, are {$6.6728, $6.4013, $6.8601}. In order to operate the system in this case, while not violating any constraints, more EVs are encouraged to charge at buses 26 and 30 to reduce the burden on bus 21. The actual LMPs after the DMS communicates with the TMS will be {$7.9572, $6.9368, $7.5364}. It can be observed that the LMP at bus 30 has become cheaper, after considering the anticipated charging demand.
If during this critical operation, a contingency at any of the three CIs takes place, it will create a failure that may propagate through the three CIs. For instance, if ICT node 14 (i.e., the ICT node near power node 21 and transportation node 22) fails to communicate with the EVSE at power bus 21, the EVSE will locally optimize its operation but fail to contribute to the health of the whole system. This EVSE has a total capacity of 50 MW; however, the DMS limits its EV charging demand during the peak period to about 19.42 MW. If communication with the EVSE is not possible, the load may exceed this value to prioritize rapidly charging the parked EVs. This scenario will lead the LMP at bus 21 for the following time steps to increase even higher raising the charging price. Consequently, more EV drivers will choose to charge at the EVSE at bus 26, or 30. This will in turn create traffic congestion in the transportation network through the links connecting transportation node 22 to node 23 and node 20. This traffic congestion may lead more travelers to prefer the subway system, potentially leading to increased train frequency, increasing the demand at power buses 21 and 30. The LMP at bus 21 will further increase, and that of bus 30 will increase. Therefore, more EVs are likely to wind up targeting the EVSE at power bus 26. Note that the proposed benchmark problem is to be used to address and quantify a wide range of interdependency cases and problems. We hereby presented one of those cases as an example.
VII. CONCLUSION
Interdependencies between the power grid, the ICT network and the transportation network need to be fully understood, addressed, and mitigated. ICT-enabled distribution management systems and transportation management systems are poised to play a vital role in operating future infrastructures, especially during the IoT era. This paper uncovered some details regarding these rising interdependencies, and proposed a novel benchmark problem for research on this topic. A case study was presented and discussed. Results of the case study show that coordination between critical infrastructures is crucial to maintain their collective cost effectiveness and resilience.
