Introduction
Let L be a first order system where Al = I is the identity matrix of order m and A;(x) are m x m complex valued smooth matrix functions. In this note we continue to study the question when we can smoothly symmetrize L(x, D). In particular we discuss about the question whether we can smoothly reduce L(x, D) to a hermitian system if L(x, D), at every frozen x, is similar to hermitian system as a constant coefficient system. In [2] , [3] the same question for real systems was studied. Let L(x, e) be the symbol of L(x,D): Let us denote
L(x, e) = (ej(x, e))
which is a m x m complex valued matrix. We set d(L(x, .)) = dimspanR{Re ej(x, '),Im ej(x,.)} which is called the real reduced dimension of L at x.
Our aim in this note is to prove THEOREM 
Let m 2': 2. Assume that at every x near x there exists S(x) which is possibly non smooth in x such that S(x) -I L(x, e)S(x) is hermitian for every e and the real reduced dimension of L(x,') 2': m 2 -m + 2. Then there is a smooth T(x) defined near x such that T(x)-I L(x, e)T(x)
is hermitian for any e and for any x near x.
REMARK. It is clear from the proof that e = (e I, ... , en) is not necessary to be the covariab1es of x = (XI, ... , xn) and actually we prove the assertion for 2:}=1 Aj(y)ej . Moreover T(Y) can be chosen as 'smooth as Aj(y) which is also clear from the proof. This remark is available for applications of the result to quasi-linear systems 2:;=1 Aj(x, u)Dju.
In a series of papers [4] , [5] [6] ).
Lemma
In this section we write ej(x,e) = ¢j(x,e) + Ht/lj(x,e). Considering
S(x)-I L(x, e)S(x)
we may assume that L(x, e) is hermitian for every e which will be assumed throughout the paper. Thus we have 
is a maximal linearly independent set in {¢J(x, .), i ~ j, t/lj(x, .), i > j}. Let us define the index set K: 
k=1 k=! k=! k=! Tatsuo NIsmTANI and Jean VAILLANT Let us put
Then (2.6) and (2.7) with 1::; i < j ::; m yield m(m -1) equations with
Recalling that ¢>;(.x, .), 
Here G(x, C) has the form We pick up these il,' .. ' im-I-th equations from (2.8) with ~ = C* and add to (2.9) to get (2.11)
where
N(x)
Then noting det G(x) #-° and hence det G(x) #-° near x we can conclude from (2.11) that H(x) is smooth near X. This proves the assertion since gf(x) = ° and h::;(x) = 1. We now show (2.10) proving that there is c; such that Ker N(x, e) = {a}. 
we set
Then from the assumption it follows that 
It is also clear that 
of L(x,I;). Let us write (2.17) H(x) = (Hll(X) Hl2C X )) H21 (x) H22(X)
where the blocking corresponds to that of (2.16). Then from (2.5) we have ¢f(x,c;) to k then k is confined on h and hence h is a desired index set thanks to (3.2). Otherwise considering P;; I L( x, f,,)P (j with a suitable ·permutation (J on h which is identity on {I, ... , r, r + I}, we may assume that (r + 2,}) Ek with.} ~ r + 1. Note again with 13 = {r + 3, ... , m} that Ln(j) ~ 2(1131-2). 
Then we find C;b=(C;ip ... ,C;i N ,), N'=4(m-t)-1 so that
Ln(j) ~ 2(m -2) -r -r = 2(1111-2).
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Taking the real and imaginary part of the (2,1)-th, (3,1)-th and (3,2)-th entry of (4.1) in this order we get
where F(x, e) is a linear function in e with coefficients which are smooth in x.
tfJ; We finally study the case IK n {diag}1 = 2. As before without restrictions we may assume that K= {(2,2),(3,3)}. We first assume that there is <; such that rl>j(x, <;) = 0, i > j, V;j(x,~) = 0, i> j and two of The rest of the proof is a repetition of the preceding arguments.
