Abstract. In this article, non-evaporating and non-reacting diesel spray is modeled under ultra-high injection pressure using an Eulerian-Lagrangian scheme. This is accomplished in order to probe into the e ects of injection pressure, nozzle diameter, and ambient density on spray characteristics. An advanced hybrid breakup model that takes into consideration the transient processes during spray injection has been added to the open source code, OpenFOAM. Reynolds-Average Navier-Stokes (RANS) equations are solved using the standard k " turbulence model and the fuel droplet is tracked by a Lagrangian scheme. Published experimental data have been used for validation of spray characteristics at 15 kg/m 3 ambient density and injection pressures of 100, 200 and 300 MPa. Also, three nozzle diameters of 0.08, 0.12 and 0.16 mm have been implemented for investigating the e ect of this parameter on spray formation. Computed spray shape, jet penetration, spray volume, equivalent ratio along the injector axis and Sauter Mean Diameter (SMD) illustrate good agreement with experimental data of a single hole nozzle and symmetric spray. The e ects of fuel injection pressure, nozzle hole diameter and ambient density on main spray parameters are presented. It is concluded that the numerical model presented here is quite suitable for accurately predicting diesel spray shapes under ultra-high injection pressures.
Introduction
Pollution and e ciency in diesel engines are greatly in uenced by the quality of atomization and the fuelair mixture. Injection and chamber pressures are two of the most important parameters a ecting fuel atomization. Moreover, the fuel injection pressure of Direct Injection (DI) engines has continued to increase in recent years, and it has, therefore, become necessary to take an interest in modeling ultra-high the early 1980's with considerable development in the second part of the 1990s [1] . The Eulerian-Lagrangian scheme is a proper choice to conduct spray simulation in diesel engines. Moreover, in most literature related to spray simulation under Eulerian-Lagrangian formulation, the atomization process can be divided into two procedures; primary and secondary breakup. On the other hand, several theoretical studies, in particular those based on surface instabilities, have been developed. Liquid spray breakup can be caused by KelvinHelmholtz (KH) and Rayleigh-Taylor (RT) instabilities at the interface of two uids. KH instability is due to high shear at the interface, while the RT breakup theory is based on the stability of liquid-gas interfaces during acceleration in the normal direction to the plane. Most commonly used breakup models are based on KH and RT theories [2] .
There has been much research into the numerical modeling of diesel spray that has focused on breakup and atomization phenomena. Spray penetration has been investigated numerically by Wan and Peters [3] . Som and Aggarwal [4] performed 3-D simulations with detailed chemistry using a new advanced breakup model. Hosseinpour and Binesh [5] also used a CFD code to investigate the e ect of a breakup model on spray and mixture formation in a heavy-duty diesel engine. Som et al. [6] reported a computational investigation of internal nozzle ow and cavitation characteristics in a diesel injector. Ishii et al. [7] presented a method that combines two types of simulation, based on the particle method, for simulation of liquid-lm breakup near the injector outlet, and a discrete droplet model for the secondary-drop breakup. Desantes et al. [8] developed a model which is able to predict spray tip penetration and spray axis velocity. Recently, Turner et al. [9] proposed a breakup model for analyzing the evolution of transient fuel. Also, Yadollahi and Boroomand [10] used AVL FIRE software to perform an investigation into direct injection of natural gas into the cylinder of spark ignition internal combustion engines. Mohammadebrahima et al. [11] simulated in-cylinder ow using ANSYS FLUENT software. Ghasemi et al. [12] presented a numerical study on the spray-induced air motion in single and twin ultra-high injection diesel sprays using ANSYS FLUENT software.
Ultra-high pressure injection has been the aim of some recent studies. Kato et al. [13] and Yokota et al. [14] experimentally examined the e ects of injection pressure ranging from 55 to 250 MPa. An experimental research study was carried out by Benajes et al. [15] to analyze the in uence of di erent ori ce geometries on the injection rate of a common-rail fuel injection system. On the other hand, Kastengren et al. [16] experimentally studied the e ects of nozzle geometry and injection duration on diesel spray. Ultra-high injection pressure has also been studied by Lee et al. [17] , experimentally and numerically, up to 355 MPa. Tao and Bergstrand [18] investigated the e ect of very high injection pressures on engine ignition and combustion using three-dimensional numerical simulations. Wang et al. [19] presented a detailed experimental inspection of diesel and biodiesel spray characteristics for high injection pressure up to 300 MPa. The e ect of ambient pressure on the penetration of a diesel spray was investigated experimentally and theoretically by Roisman et al. [20] . Also, Zhu et al. [21] experimentally investigated the e ects of fuel injection pressure, ambient gas density and nozzle hole diameter on the surrounding gas ow of a single diesel spray under ultra-high injection pressures.
Shervani-Tabar et al. [22] have also carried out a numerical simulation to study the e ect of injection pressure on spray penetration length.
Recently, open source codes have been utilized as e cient methods for modeling diesel spray by researchers like Gjesing et al. [23] , Kassem et al. [24] , Vuorinen et al. [25] , Nowruzi et al. [26] and Youse fard et al. [27, 28] , among others. KIVA and OpenFOAM software are becoming popular as open source codes in this eld of interest. Accordingly, in the current study, non-evaporating spray characteristics of an ultra-high injection pressure diesel spray are studied under injection pressures up to 300M Pa by the OpenFOAM freeware code. The SprayFoam solver has been applied to consider the compressibility e ect of air, and a modi ed breakup model has been added to the default solver to achieve more accurate results at ultra-high injection pressures. A Lagrangian particle tracking approach has been employed using a new and advanced KH-RT breakup model to accurately simulate direct injection of fuel at very high pressures. Spray tip penetration, spray angle and spray volume have been computed and compared against available experimental results.
Governing equations in two-phase ow are presented rst, and the current spray breakup model is discussed in more depth. Subsequently, details of experimental data that are used to validate the current model are presented. Later, computed results are analyzed and compared against experimental data. Finally, the advantages of the current scheme in simulating ultra-high injection pressure have been presented in the conclusions.
Governing equations
Mathematical models of uid ow and heat transfer are generally developed according to conservation laws of physics, such as the conservation of mass, Newton's second law, and the rst law of thermodynamics [29] . Compressible ows can be expressed by Navier-Stokes (NS) equations describing the conservation of mass, momentum and energy. Navier-Stokes equations for conservative variables of a continuous eld are as follows [30] : a) Equation of mass conservation:
where denotes the uid density, x j is the jth component of the Cartesian coordinates, and u j represents the jth component of the uid velocity. b) Equation of momentum conservation:
where P p+gz is the modi ed pressure variable, p is the pressure, g represents body force, and = ij denotes the stress tensor [31] . ij = p ij + 2S ij ;
S ij is the rate-of-strain tensor
c) Equation of energy conservation:
Here, E denotes the total energy per unit volume, q j is the jth component of the heat ux vector, q. Favre time averaging is applied to the ow variables. The PISO algorithm [32] is used for the pressure-velocity coupling, and the standard k " turbulence model [33] is applied in RANS modeling.
To capture the turbulence characteristics of the ow, there are three important approaches for simulation of turbulent ows: Reynolds Average NavierStokes (RANS), Large-Eddy Simulations (LES) and Direct Numerical Simulation (DNS). Among these, RANS is still favorite in ow simulation due to its economy, robustness and reasonable accuracy in a wide range of turbulent ows. The standard k ", which is a classical turbulence model within RANS and is based on transport equations for turbulence kinetic energy (k) and its dissipation rate ("), has been adopted for the current study.
The Lagrangian Particle Tracking (LPT) approach is usually employed for spray simulation. In the current simulation, the motion of particles is governed by Newton's equation of motion. It is assumed that the force acting on a droplet due to a drag will be given as:
; (6) where u p is the particle velocity, u g is the gas velocity that is interpolated to the particle position from the adjacent cells, and C D is the droplet drag coe cient de ned by: Re p 1000
The droplet Reynolds number is given by Re p = jug upjd v g . Several sub-models, such as droplet breakup and collision, should be used in spray modeling. As noted before, the breakup process is described by the aerodynamic stripping of small droplets from the larger droplets (Kelvin-Helmholtz instability) or the disintegration of large droplets into smaller ones due to the e ect of normal stresses (Rayleigh-Taylor instability). The Kelvin-Helmholtz wave is driven by aerodynamic forces among gas liquid phases, whereas the RayleighTaylor wave is the result of acceleration of shed droplets ejected into free-stream conditions. The current hybrid model combines the e ects of Kelvin-Helmholtz (KH) waves with Rayleigh-Taylor (RT) instabilities [34] . In the KHRT model, aerodynamic force on the drop attens it into the shape of a liquid sheet, and the decelerating sheet breaks into large-scale fragments by means of RT instability. KH waves with a much shorter wavelength originate at the edges of fragments and break up into micrometer-size drops.
The growth of KH instabilities on the liquid surface at the interface of two phases that have di erent densities, causes \child" droplets to be stripped from the liquid core of the jet, which is approximated by \parent" droplets. Radius, r d , of the injected droplet is assumed to continuously decrease in size during the breakup process, as described by the following equation:
where bu is the characteristic breakup time of the droplet, and r s is the radius of stable droplets, given by: 
where:
is the acceleration parameter, C 1 and C 2 are adjustable model constants, and Re 2 is the gas Reynolds number. RT instabilities appear when acceleration is normal to the interface of two uids with di erent densities. Similar to KH instabilities, the wavelength and growth rate of the fastest growing wave can be obtained from linear stability analysis. The growth rate of the fastest growing wave and the corresponding wave length of the Rayleigh-Taylor model are given by Bellman and Pennington [36] , as in:
For the current numerical model, both instability models are utilized simultaneously and breakups are determined by the fastest growth rate of waves. In this equation, a is the droplet acceleration given as: Figure 1 illustrates the schematic diagram of the breakup mechanism in the KH and RT models. The KHRT model is the most popular of all hybrid breakup models. It has been successfully validated against experimental data and used by many authors in order to predict the disintegration process of high-pressure diesel sprays [1] .
In the current study, the modi ed WAVE breakup model that was introduced by Sazhin et al. [35] has been implemented, and a new advanced KHRT breakup model is developed based on Eq. (14) to simulate ultra-high pressure diesel injection. This modi ed model has been added to the SprayFoam solver of the OpenFOAM freeware. The results produced by this new model have been compared against the default breakup model and validated by the available experimental data of Wang et al. [19] . 
Computational model
A simple grading structured mesh has been used to simulate a single-hole injector under a set of conditions that was experimentally presented by Wang et al. [19] . The modi ed SprayFoam solver has been utilized to simulate high-pressure spray. The OpenFOAM 2.1.1 version has been used in this study and run in parallel using 16 processors. For validation of the current simulations, the nozzle diameter is taken to be 0.16 mm. The injector opens and closes rapidly and thus has tophat injection rate pro les. Injection duration was set to be 1.5 ms. Ambient temperature was considered to be 295 K and fuel density was set equal to 830 kg/m 3 . Three injection pressures of 100, 200, and 300 MPa were adopted.
The fuel properties of kerosene, which are based on experimental data of Wang et al., are presented in Table 1 .
In general, theoretical studies have assumed that the injection rate shape is perfectly rectangular. However, in real cases, this is not completely true, since the mass ow rate curve is in uenced by the dynamic behavior of the injector that depends on injection pressure and back pressure. Some authors have described the mass ow rate in the stabilized zone as:
which has been previously introduced by Payri et al. [37] . Here, _ m 0 is the mass ow rate, C D is the discharge coe cient, A 0 is the nozzle ori ce surface at the outlet, is the uid density, p inj is the injection pressure, and p b is the chamber pressure during the injection time. Figure 2 shows the fuel mass ow rate vs. time at the injection pressure of 300 MPa. 
Numerical uncertainty analysis
A constant volume chamber of size (50 50 100 mm 3 ) has been used, and, based on a grid independency study, 1:2 10 6 cells were applied to the considered domain. Also, numerical uncertainty has been estimated by applying the Celik [38] method. Three di erent grid sizes are selected and the obtained spray penetration is compared as the main key parameter of the current study. Based on the error estimation presented by Celik [38] , the procedure of determining numerical uncertainty is described as follows:
1. Representative grid size, h, is de ned as:
where V i is volume of the ith cell, and N is the total number of cells. 
This index is considered as numerical uncertainty. Spray penetration at various time steps, error, and the convergence index of these simulations (P inj = 300 MPa) are presented in Table 1 . According to Table 2 , numerical uncertainty for spray penetration in a ner-grid solution is approximately 9.8, 3.1 and 2 percent for times 0.4, 0.6, and 0.8 ms after the start of injection.
Results and discussion
Spray tip penetration and spray angle are two of the most described spray characteristics in the literature. Penetration length is de ned as the distance between the nozzle and the farthest axial location of the spray boundary. Also, spray angle is measured based on the radial distance at the axial location of 40 mm. In order to examine the capability of the current model in predicting spray characteristics under ultra-high-pressure conditions, the produced results are compared against experimental measurements for non-evaporating and non-reacting sprays. Figure 3 presents a set of spray images and numerical results at t = 0:7 ms for various injection pressures. The spray shape is compared against experimental results of Wang et al. [19] . As observed in this gure, spray shape, droplet penetration and radial dispersion are in good agreement with the experimentally captured images of considered cases.
Spray tip penetration, as a function of time, is perhaps the most common quantity to study in the eld of diesel spray research, since the tip position can be easily detected from spray shadowgraph images. Figure 4 shows the e ect of the breakup model on the spray shape for the injection pressure and ambient density of 100 MPa and 15 kg/m 3 at t = 1:0 ms after the start of injection. It is quite evident that the modi ed KHRT model presents more acceptable spray shape and penetration. Figure 5 illustrates a comparison of the current spray tip penetration against the experimental measurements of Wang et al. [19] for various injection pressures under ambient density of 15 kg/m 3 . It can be observed in this gure that the numerical jet fuel penetration distance agrees well with the experimental data. Root Mean Square Errors (RMSE) are 1.72, 1.73 and 2.21 for injection pressures of 100, 200 and 300 MPa, respectively. It is quite evident that increasing injection pressure leads to higher values of jet penetration. Also, prediction of penetration at initial times after the start of injection seems to be more accurate. The spray tip penetration clearly increases when the injection pressure increases from 100 to 200 MPa. This increase seems to be very moderate, from 200 to 300 MPa.
The e ects of ambient density on spray tip penetration have been presented in Figure 6 . Higher spray penetrations have been achieved under high spray density. On the other hand, increasing the nozzle hole diameter leads to higher fuel mass ow rate and, thus, higher spray penetration, as shown in Figure 7 .
Average spray angles for each injection pressure for two di erent ambient densities and 0.16 mm nozzle diameter are presented in Figure 8 . From this gure, one may conclude that the spray angle is not sensitive to injection pressure. Injection pressure appears to have little in uence on diesel spray angle and remains nearly constant during the whole injection. On the other hand, ambient condition is an e ective parameter on spray angle. The e ects of nozzle diameter on spray angle are shown in Figure 9 . As evident in this gure, increasing the nozzle hole diameter leads to higher values of spray angle.
To further understand the spray morphology, spray volume is estimated and presented in Figure 10 . Spray volume can be described by the relation [39] . 
Comparison of the numerical results of spray volume under di erent pressures (100, 200, and 300 MPa) with the experimental data in Figure 10 indicates good agreement. Similar to the case of spray penetration, RMSE values are below 3 for the spray volume. Based on the experimental data presented by Wang et al. [19] , to eliminate the in uence of injection timing on spray area, the spray area is plotted versus the spray tip penetration.
The obtained results show that spray volume has been a ected by spray angle and penetration. Therefore, injection pressure has little e ect on spray volume and it is expected that increasing the ambient density and nozzle diameter leads to higher spray volumes. Figure 11 illustrate the e ects of ambient density on spray volume.
The total amount of air entrained up to any axial location in a fuel jet relative to the amount of injected fuel is estimated using formula [39] :
where is the averaged cross-sectional equivalence ratio at any axial location of x. (A=F ) st is the stoichiometric air/fuel ratio (14.69 for diesel fuel [19] ), and x + is the characteristic length scale for the fuel jet, as in:
where C a is the ori ce area contraction coe cient, which is assumed to be 0.95 in this study [37] , and a is constant, with a value of 0.75. Figure 12 illustrates the averaged cross-sectional equivalence ratio at any axial location. It is evident that increasing the ambient density leads to lower equivalent ratio. Further insight into the breakup process can be gained by examining the droplet size predictions. Sauter Mean Diameter (SMD) is de ned as the diameter of a sphere that has the same volume/surface area ratio as the entire spray. The SMD correlation has been presented by Ejim et al. [40] 
where v and are viscosity and surface tension, and P is the di erence between injection and ambient pressures. The e ect of injection pressure on SMD for various injection pressures is presented in Figure 13 .
At the start of injection, SMD is close to the nozzle size and then sharply reduces, as a result of the breakup process. As shown in Figure 10 , higher spray injection leads to smaller droplet size. SMD values match the analytic data under high injection pressure. Based on the numerical results of spray penetration, spray angle and spray volume, and their favorable agreement with existing experimental data, for which maximum RMSE is below 3, one may suggest that the proposed solver and the applied sub-models are suitable tools for accurate simulation of ultra-high pressure diesel spray.
Conclusions
A numerical investigation has been performed, based on three dimensional CFD simulations, for validation of the atomization model of a single hole nozzle and symmetric diesel spray under ultra-high pressures and non-evaporating and non-reacting conditions. A Lagrangian particle tracking scheme has been implemented for the liquid droplet modeling, and the RANS method has been used to simulate the gas eld. The SpraydFoam solver of the OpenFOAM open source code has been modi ed to consider the transient e ects of ultra-high injection pressures, based on a valid scheme. A comprehensive study of the e ects of di erent parameters, such as fuel injection pressure, ambient gas density, and nozzle hole diameter, on spray characteristics has been conducted. The new modi ed breakup model presented more accurate results in the case of ultra-high injection pressures. Based on the acquired results, it is concluded that fuel pressure, ambient density and nozzle diameter have the greatest e ect on spray penetration length. The spray tip penetration clearly increases when the injection pressure increases from 100 to 200 MPa. This increase seems to be very moderate, from 200 to 300 MPa. Higher spray penetrations have been achieved under high spray density. Increasing the nozzle hole diameter leads to higher fuel mass ow rate and higher spray penetration. Injection pressure appears to have little in uence on diesel spray angle and remains nearly constant during the whole injection. On the other hand, ambient condition is seen to be an e ective parameter on the spray angle.
The aim of the present study has been to generate a model for accurately predicting spray shapes and properties, especially at ultra-high injection pressures. High injection pressure breaks droplets into smaller sizes, thus slightly reducing spray penetration. As a result, a higher dispersion rate is predicted. Meanwhile, increasing injection pressure leads to small droplets and a decrease in Sauter Mean Diameter (SMD). Good agreement has been achieved between the proposed numerical model and the experimental measurements reported in the literature. The maximum value of the Root Mean Square Error (RMSE) is determined to be below 3 for the spray penetration and volume. In conclusion, it is also found that the proposed EulerianLagrangian scheme, using RANS formulation for the continuous eld, and the new advanced composite breakup model are appropriate for simulation of a very high direct injection pressure. 
