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We focus on a broad class of tetragonal itinerant systems sharing a tendency towards the sponta-
neous formation of incommensurate magnetism with ordering wavevectors Q1,2 = (pi−δ, 0)/(0, pi−δ)
or Q1,2 = (pi, δ)/(−δ, pi). Employing a Landau approach, we obtain the generic magnetic phase dia-
gram and identify the leading instabilities near the paramagnetic-magnetic transition. Nine distinct
magnetic phases exist that either preserve or violate the assumed C4-symmetry of the paramagnetic
phase. These are single- and double-Q phases consisting of magnetic stripes, helices and whirls, ei-
ther in an individual or coexisting manner. These nine phases can be experimentally distinguished
by polarized neutron scattering, or, for example, by combining measurements of the induced charge
order and magnetoelectric coupling. Within two representative five-orbital models, suitable for
BaFe2As2 and LaFeAsO, we find that the incommensurate magnetic phases discussed here are ac-
cessible in iron-based superconductors. Our investigation unveils a set of potential candidates for the
unidentified C2-symmetric magnetic phase that was recently observed in Ba1−xNaxFe2As2. Among
the phases stabilized we find a spin-whirl crystal, which is a textured magnetic C4-symmetric phase.
The possible experimental observation of textured magnetic orders in iron-based superconductor,
opens new directions for realizing intrinsic topological superconductors.
I. INTRODUCTION
Magnetism constitutes one of the most ubiquitous
phases in correlated matter, giving rise to a wide range
of remarkable phenomena. Apart from the typical exam-
ples of (anti)ferromagnetism, there exists an entire zoo
of other magnetic phases, ranging from collinear to
non-coplanar orders. The iron-based superconductors
(FeSCs) are a prime example of this diversity. The com-
mensurate magnetic stripe (MS) phase, with moments
aligned antiferromagnetically along one Fe-Fe direction
and ferromagnetically along the other, is prevalent in
the undoped compounds. However, recent experiments
on a number of hole-doped compounds have revealed the
emergence of both collinear [1] and coplanar [2] magnetic
orders.
Commensurate magnetism in the FeSCs can be de-
scribed by two magnetic order parameters M1 and M2,
with ordering vectors Q1 = (pi, 0) and Q2 = (0, pi), re-
lated by fourfold (C4) rotations [3–11]. In the event
that the two order parameters compete, the single-
Q MS phase is realized. On the other hand, if the
two order parameters coexist the moments can align
in an either parallel (M1 ‖ M2) or perpendicular
(M1 ⊥ M2) fashion. In the case of collinear moments
the resulting magnetic order is dubbed a charge-spin
density wave (CSDW) phase, while the case of non-
collinear moments is denoted a spin-vortex crystal (SVC)
phase. These so-called double-Q phases can be chal-
lenging to distinguish experimentally, and this general-
ly requires the use of local probe techniques. Signa-
tures of double-Q magnetic structures were observed
in Ba1−xNaxFe2As2 [12, 13], Ba1−xKxFe2As2 [14–19],
Sr1−xNaxFe2As2 [1], and in hole-doped CaKFe4As4 [2].
In Sr1−xNaxFe2As2 Mo¨ssbauer spectroscopy captured
the existence of a CSDW phase [1], while in CaKFe4As4
an SVC phase was observed [2]. Their discovery has ge-
nerated considerable attention and especially the obser-
vation of a CSDW phase highlights the itinerant nature
of magnetism in these compounds.
Nevertheless, recent experiments suggest that mag-
netism in FeSCs may not only be limited to the three
phases mentioned above. In fact, the commensurate as-
pect needs to be revisited since direct evidence for incom-
mensurate (IC) magnetism has been provided by neutron
scattering [20–22] on electron-doped FeSCs. In addition,
recent thermal expansion measurements [23] performed
on hole-doped Ba1−xNaxFe2As2 have revealed a rich mo-
saic of single- and double-Q magnetic phases, including a
new C2-symmetric phase of a currently unidentified na-
ture. Importantly, the latter experiment found evidence
for the presence of an inflection point in the magnetic
transition temperature as a function of doping. This
has been interpreted as the onset of IC magnetic or-
der [24, 25], although the presence of IC magnetism in
this compound has not yet been confirmed by scattering
experiments. We note that the existence of IC magnetic
order is entirely expected within an itinerant scenario for
magnetism in the FeSCs.
Similar to other high-Tc superconductors [26, 27], su-
perconductivity in the FeSCs emerges via charge doping
of the parent compounds. This leads to the possibili-
ty of microscopic coexistence between superconductivi-
ty and magnetism, which has indeed been observed in
certain pnictogen compounds [12, 23, 28–32]. In the con-
text of textured non-collinear and non-coplanar magnetic
phases, such a coexistence is of particular interest. These
types of orders tie together the orbital and spin degrees
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2of freedom and induce an effective spin-orbit coupling
(SOC) [33]. When the induced SOC breaks inversion
symmetry, such magnetic orders can give rise to mag-
netoelectric phenomena, akin to those encountered in
spin-skyrmion crystals [34], multiferroics [35], semicon-
ductors with non-negligible SOC [36, 37], and topological
insulators [38]. More importantly, the simultaneous vio-
lation of time-reversal symmetry and the generation of
SOC renders the aforementioned magnetic textures sui-
table building blocks for realizing topological supercon-
ductors (TSCs) [39–56]. This can be achieved either via
proximity of these magnetic textures to a conventional
superconductor (SC), or intrinsically, by virtue of their
microscopic coexistence with spin-singlet superconducti-
vity. An intrinsic TSC remains a long-sought-after but
also elusive phase of matter, and accomplishing it via the
above mechanism is challenging due to the antagonistic
relation of magnetic order and spin-singlet superconduc-
tivity.
Motivated by the recent experimental developments
and the possible applications for TSCs, we explore the
generic consequences of an IC magnetic ordering vec-
tor. Interestingly, we find that this leads to a num-
ber of magnetic phases distinct from the previously dis-
cussed stripe, collinear, and non-collinear orders. For
this purpose, we first carry out a systematic exploration
of the accessible IC magnetic orders with wavevectors
Q1,2 = (pi − δ, 0)/(0, pi − δ) or Q1,2 = (pi, δ)/(−δ, pi).
Within a generic Landau approach we identify nine pos-
sible IC magnetic ground states, and subsequently ex-
tract the phase diagram. The appearance of new phases
demonstrates that the effect incommensurability is not
limited to a simple generalization of the three known
commensurate phases. Among the phases we find a
single-Q magnetic helix phase along with two double-
Q phases where an IC stripe coexists with a magnetic
helix. Additionally, we find a double-Q phase consisting
of two parallel helices, and, finally, two double-Q phases
constituting, as coined here, the spin-whirl crystals. The
fundamental properties of all the nine magnetic phases
are summarized in Table I, while the respective spatial
profiles of the magnetization are depicted in Figs. 1 and
2, and discussed in greater detail below.
While the IC scenario provides a number of candi-
dates for the unidentified magnetic phase appearing in
Na-doped BaFe2As2, an unambiguous identification re-
quires additional experimental measurements. In order
to identify and distinguish these nine magnetic ground
states and their possible presence in FeSCs, one can em-
ploy a combination of experimental techniques capable
of resolving the magnetically induced charge order in the
system and the emergence of a non-zero magnetoelectric
coupling. The former can be detected in X-ray scatte-
ring and the emerging Bragg peaks. For the latter, one
can measure the magnetization generated by applying an
external electric field (E) or via inducing a current (I)
flow. We predict that a homogeneous magnetization can
appear in the presence of helices or whirls in the mag-
netic ground state, depending on the orientation of E or
I. Our results regarding the experimental signatures of
the nine magnetic phases are summarized in Table I.
By adopting two five-orbital models [57, 58] based
on density functional theory (DFT) calculations for
BaFe2As2 and LaFeAsO, respectively, we demonstrate
that IC magnetism is a realistic scenario for the fami-
ly of FeSCs. Remarkably, textured magnetic phases are
accessible for both bandstructure types considered here.
In fact, BaFe2As2 supports a variety of textured phases.
On the other hand, textured phases can be stabilized in
LaFeAsO by taking into account orbital selectivity [59–
62], modelled in the present case with orbital-dependent
interactions. For the explored parameter regime we find
that a C4-symmetric spin-whirl crystal phase becomes
favored in both cases. Remarkably, this can acquire a
topologically non-trivial skyrmion charge by the applica-
tion of a weak Zeeman field (B).
The possible emergence of new magnetic phases in
FeSCs does not only add to the established commensu-
rate picture regarding the magnetic phase diagram, it
also opens up perspectives for crafting novel topologi-
cal phases. In fact, the experimentally confirmed mi-
croscopic coexistence of magnetism and superconducti-
vity in FeSCs [12, 23, 31, 32] appears as a promising
platform for realizing intrinsic TSCs. While symmetry
constraints [43] prohibit crafting strong TSCs [38] by
solely combining the standard commensurate magnetic
phases with spin-singlet superconductivity, the possible
emergence of non-coplanar magnetic textures could pro-
vide a way around this obstacle, as previous proposals
on artificial chiral topological SCs [43, 44, 52–56] sug-
gest. We note that the magnetically-engineered TSCs
relevant here, are distinct from standard SOC-generated
TSCs which may also be relevant in some of the FeSCs,
as revealed by recent angle resolved photoemission spec-
troscopy (ARPES) and scanning tunneling microscopy
(STM) experiments [63, 64].
The content of this paper is organized as follows: In
Sec. II we present the general Landau formalism and dis-
cuss the emergence of nine IC magnetic phases, among
which one finds a number of potential candidates for the
recently discovered phase in Ba1−xNaxFe2As2 [23]. The
detailed magnetic structure of these nine phases are pre-
sented in Sec. III. In Sec. IV we show the generic magnetic
phase diagram, illustrating the leading magnetic insta-
bility as a function of the Landau parameters. Sec. V
discusses experimental signatures of the IC phases, fo-
cussing on how to distinguish them from one another
without relying on e.g. detailed polarized neutron scat-
tering measurements. In Sec. VI we turn to FeSCs and
derive the Landau functional for the two microscopic five-
band models, and include interactions in a mean-field
manner using a standard multi-orbital Hubbard-Hund
Hamiltonian. This allows for a microscopic determina-
tion of the Landau coefficients, the thermodynamic mag-
netic phase diagram, and subsequently, an analysis of the
energetics of the IC magnetic phases. Moreover, we dis-
3TABLE I. Characteristics and experimental signatures of the nine distinct incommensurate magnetic phases, which are extrema
of Eq. (1). The wavevectors appearing in the column regarding the induced charge order have been separated into groups. For
a given group the Bragg peaks have the same intensity. Note that the wavevectors in gray, depending on the parameters, may
not lead to a Bragg peak in the spectrum. B/E and C denote a Zeeman/electric field and the skyrmion charge, respectively.
Magnetic Phase Rot. Symmetry Induced charge order Magnetoelectricity B-induced C
1. IC-MS(Q1) C2 {±2Q1} 7 7
2. IC-CSDW C4 {±2Q1, ±2Q2, ±Q1 ±Q2} 7 7
3. IC-SVC C4 {±2Q1, ±2Q2} 7 7
4. MH(Q2) C2 7 4(M0 ∝ Q2 · E) 7
5. MS(Q1)||MH(Q2) C2 {±2Q1}, {±2Q2}, {±Q1 ±Q2} 4(M0 ∝ Q2 · E) 7
6. MS(Q1)⊥MH(Q2) C2 {±2Q1} 4(M0 ∝ Q2 · E) 7
7. DPMH(nˆ1 = nˆ2) C2 {±(Q1 −Q2)} 4(M0 ∝ (Q1 +Q2) · E) 7
8. SWC4 C4 {±2Q1, ±2Q2}, {±Q1 ±Q2} 4 4(C = ±1)
9. SWC2(nˆ1,2 of Eq.(14)) C2 {±2Q2}, {±Q1 ±Q2} 4 4(C = ±1)
FIG. 1. Illustration of the IC generalization of the three well-known commensurate magnetic phases with ordering wavevectors
(0, pi) and (pi, 0). Here we restrict to a single magnetic unit cell and depict the spatial profile of the magnetization for: (a) the
C2-symmetric IC magnetic stripe (IC-MS) phase, (b) the C4-symmetric IC charge-spin density wave (IC-CSDW) phase and
(c) the C4-symmetric IC spin-vortex crystal (IC-SVC) phase.
cuss the effects of the inversion-symmetric atomic SOC
on the magnetic phase diagram and the appearance of
non-coplanar magnetic textures. Finally, Sec. VII sum-
marizes our results and discusses further directions.
II. LANDAU FORMALISM FOR
INCOMMENSURATE MAGNETISM
To identify the accessible IC magnetic phases for a
generic itinerant system with tetragonal symmetry and
ordering wavevectors Q1,2 = (pi − δ, 0)/(0, pi − δ) or
Q1,2 = (pi, δ)/(−δ, pi), we write down the Landau fun-
ctional up to quartic order with respect to the mag-
netic order parameters M(Q1,2) ≡ M1,2. Contrary to
the commensurate case (δ = 0) where M1,2 = M
∗
1,2, in
the present IC situation the magnetic order parameters
are complex since M(Q1,2) 6= M(Q1,2)∗ ≡ M(−Q1,2).
This results in the following expression for the Landau
free energy functional:
F = α(|M1|2 + |M2|2) + β˜
2
(|M1|2 + |M2|2)2
+
β − β˜
2
(|M21 |2 + |M22 |2) + (g − β˜)|M1|2|M2|2
+
g˜
2
(|M1 ·M2|2 + |M1 ·M∗2 |2) . (1)
The above was previously studied by Schulz [65], re-
stricted however, to the possible occurrence of IC mag-
netism in high-Tc cuprates. We note that the free energy
given in Eq. (1) is obtainable from a microscopic elec-
tronic model, as will be demonstrated in Sec. VI below.
The Landau functional in Eq. (1) is invariant un-
der complex-conjugation (K), time-reversal (T ), D4h
point group operations, SO(3) spin rotations and trans-
lations (ta, with a the direct lattice shift vector). At
quadratic level the above symmetry becomes artificially
enhanced yielding a degeneracy among the possible can-
didate phases for the leading magnetic instability that
sets in when α < 0. The latter guides us to parametrize
the order parameters by
M1 = M cos η nˆ1 and M2 = M sin η nˆ2, (2)
with |nˆ1,2|2 = 1 and η ∈ [0, pi/2]. Note that the com-
4FIG. 2. Novel magnetic phases appearing with the rise of IC magnetism. The color scale signifies the magnitude of the
magnetic moment. Here we restrict to a single magnetic unit cell. Contrary to the commensurate case, the incommensurability
allows for non-coplanar magnetic textures. In (a)-(c) various magnetic helix (MH) order parameters are shown. In (b)/(c)
the helix coexists with an in-/out-of-plane IC stripe (MS||MH/MS⊥MH). In (d) we present the C2-symmetric double parallel
magnetic helix (DPMH) phase and in (e)/(f) the non-coplanar spin-whirl crystal (SWC4/SWC2) phase with C4/C2 symmetry.
plex spin-vectors generally satisfy |nˆ21,2| ≤ 1. Transla-
tional invariance allows us to arbitrarily and indepen-
dently choose the overall phase of the vectors nˆ1,2. On
the other hand, spin-rotational invariance allows for fur-
ther simplifications, for instance setting Re[nˆ1] parallel
to the z spin axis. Note that this is not possible if SOC
is present since this introduces anisotropy in spin-space.
The effects of a weak SOC will be discussed in Sec. VI C.
Under these conditions, extremizing the Landau func-
tional with respect to η yields
sin(2η) = 0, cos(2η) =
|nˆ21|2 − |nˆ22|2
2G+ 2G˜P − (|nˆ21|2 + |nˆ22|2)
,(3)
where we have introduced
G ≡ g − β˜
β − β˜ , G˜ ≡
g˜
β − β˜ , P ≡
|nˆ1 · nˆ2|2 + |nˆ1 · nˆ∗2|2
2
.(4)
For sin(2η) = 0 we retrieve single-Q phases since η = 0
(η = pi/2) implies that only the order parameter with
wavevector Q1 (Q2) appears.
The remaining extrema arise for values of η deter-
mined by the cos(2η), leading to double-Q phases. For
|nˆ21| 6= |nˆ22| we have η 6= pi/4. By observing that tan η =
|M2|/|M1| we obtain that in this case |M1| 6= |M2|
and, thus, all the arising double-Q phases violate C4-
symmetry leaving only a C2 subgroup intact. If instead
|nˆ21| = |nˆ22|, not necessarily all double-Q phases are C4-
symmetry violating. After excluding special or singular
values of the Landau coefficients we find nine extrema
of the free energy. These are presented in Table I and
in Sec. III. Further details regarding the corresponding
free energy are presented in Appendix A. Finally, note
that the two possible values for the sign of β− β˜ give rise
to two generic phase diagrams that will be presented in
detail in Sec. IV.
III. INCOMMENSURATE MAGNETIC PHASES
The order parameters of the accessible magnetic phases
are identified by the values of η and the spin-vectors nˆ1,2,
which are determined by minimizing the free energy of
Eq. (1). In addition to the IC extensions of the three well-
known commensurate single-Q stripe (MS) and double-
Q, collinear (CSDW) and non-collinear (SVC) phases,
we uncover a single-Q helix phase along with five fur-
ther double-Q phases. These double-Q phases include a
number of C4-symmetry breaking phases.
A. IC extensions of the known commensurate
magnetic phases
We commence by considering the IC generalizations
of the three well-studied commensurate phases, the
C2-symmetric MS phase along with the C4-symmetric
CSDW and SVC phases.
IC Magnetic Stripe (IC-MS): This constitutes
the generalization of the typical magnetic C2-symmetric
5phase, prevalent in FeSCs. As a single-Q phase, it can ap-
pear for either Q1 or Q2. Since the latter are equivalent,
they can lead to domains in actual materials. Through-
out this work we focus on single-domain realizations and
choose the magnetic ordering vector of the IC-MS to be
Q1 = (pi − δ, 0) throughout. Thus we obtain
nˆ1 = (0, 0, 1) and nˆ2 = (0, 0, 0) , (5)
that yields the magnetic order depicted in Fig. 1(a).
IC Charge-Spin Density Wave (IC-CSDW):
This is a double-Q C4-symmetric phase which consti-
tutes the IC extension of the CSDW phase and can be
seen as two superimposed IC-MS phases with parallel
magnetic order parameter spin-vectors. An example of
this magnetic order with Q1,2 = (pi− δ, 0)/(0, pi− δ) and
nˆ1 = (0 , 0 , 1) and nˆ2 = (0 , 0 , 1) , (6)
is shown in Fig. 1(b).
IC Spin-Vortex Crystal (IC-SVC): This genera-
lizes the commensurate SVC phase. It is a double-Q C4-
symmetric phase and similarly to the IC-CSDW above,
it can be viewed as two MS phases superimposed. The
difference in this case is that the spin-vectors of the
magnetic order parameter are oriented in a perpendicu-
lar fashion. An example of such a magnetic order with
Q1,2 = (pi − δ, 0)/(0, pi − δ) is
nˆ1 = (0 , 1 , 0) and nˆ2 = (1 , 0 , 0) . (7)
This phase is depicted in Fig. 1(c). It is worth commen-
ting on the nomenclature of the particular magnetic
phase, which reflects the presence of singular points in
the spatial profile of the magnetization. The singu-
lar points act as sources of vorticity, cf. Refs. 66 and
67. This becomes apparent by rewriting the here two-
dimensional magnetization vector as follows M(r) =
(Mx(r),My(r), 0) ≡ |M(r)|(cosϕ(r), sinϕ(r), 0). The
vorticity sources are located at points in space for which
|M(r)| = 0 and for which at the same time the phase
field, ϕ(r), jumps by n multiples of 2pi as we move around
a loop encircling the singularity. Here n corresponds to
the number of vorticity units carried by the defect. For
the choice of spin-vectors in Eq. (7), the coordinates for
the vorticity sources are given by rs =
pi
2Q (±1,±1). The
vorticity points are also depicted in Fig. 1(c), where we
have chosen the unit cell such that it contains one of the
vortices located at the center. One finds that each singu-
lar point contributes with a single unit of vorticity, while
within a single magnetic unit cell the total vorticity is
zero.
B. New magnetic phases arising by virtue of
incommensurability
Apart from the anticipated IC extensions of the three
well known commensurate magnetic phases encountered
in the FeSCs, we find additional phases unique to the
IC case. These are portrayed in Fig. 2(a)-(f). In (a)
we present a single-Q magnetic helix (MH) phase. In
(b)/(c) the MH phase coexists with an in-plane/out-of-
plane magnetic spiral. In (d) a C2-symmetric double
parallel MH (DPMH) phase is shown, while in (e) a
non-coplanar C4-symmetric spin-whirl crystal (SWC4)
phase is depicted. A C2 version (SWC2) of this phase is
shown in (f).
Magnetic Helix (MH): This is a single-Q C2-
symmetric phase. As we are in a position to arbitrarily
choose the ordering wavevector, below we present the
spin-vector structure for the Q1 ordering wavevector
nˆ1 =
1√
2
(i, 0, 1) and nˆ2 = (0, 0, 0) . (8)
For Q1 = (pi − δ, 0) the magnetic texture is depicted
in Fig. 2(a). Note that this is the only IC magnetic
phase for which the modulus of the magnetization in
coordinate space, |M(r)|, is spatially constant.
Magnetic Stripe with parallel Magnetic Helix
(MS||MH): This double-Q C2-symmetric phase consists
of a MH with ordering wavevector Q1(2) and an IC-MS
with wavevector Q2(1). The magnetic moment arising
from the MS is oriented inside the winding plane of the
MH. By choosing one of the above allowed and equivalent
wavevector configurations, the spin-vectors are given by
nˆ1 = (0 , 0 , 1) and nˆ2 = (i sinλ , 0 , cosλ) , (9)
and the magnetic order is shown in Fig. 2(b) for
Q1,2 = (pi − δ, 0)/(0, pi − δ). Note that the parameter
λ is provided by minimizing the free energy and its
expression is presented in Appendix A.
Magnetic Stripe with perpendicular Magnetic
Helix (MS⊥MH): This double-Q C2-symmetric phase
is composed by a MH and an IC-MS with magnetic mo-
ment of the stripe oriented out-of-the winding plane de-
fined by the MH. The respective magnetic vectors read
nˆ1 = (0, 0, 1) and nˆ2 =
1√
2
(i , 1 , 0) , (10)
and forQ1,2 = (pi−δ, 0)/(0, pi−δ) the order is depicted in
Fig. 2(c). Note that this is an example of a non-coplanar
magnetic order.
Double Parallel Magnetic Helix (DPMH): This
is a double-Q coplanar C2-symmetric phase (in spite of
η = pi/4) consisting of two helices ordered at Q1,2, with
spin winding within the same spin plane. This phase is
described by identical spin-vectors
nˆ1,2 =
1√
2
(i , 0 , 1) . (11)
For Q1,2 = (pi − δ, 0)/(0, pi − δ) the order is shown in
Fig. 2(d).
6C4-symmetric Spin-Whirl Crystal (SWC4): This
is a double-Q C4-symmetric textured phase with
nˆ1 = (i cosλ , 0 , sinλ) ,
nˆ2 = (0 , i cosλ , sinλ) . (12)
For Q1,2 = (pi− δ, 0)/(0, pi− δ) we obtain the coordinate
space magnetization profile:
M(r) =
√
2M
 cosλ sin (Q1 · r)cosλ sin (Q2 · r)
sinλ [cos (Q1 · r) + cos (Q2 · r)]
 , (13)
plotted in Fig. 2(e) for a specific choice of λ, whose ex-
pression is given in Appendix A.
Similar to the IC-SVC phase, also the present spatial
profile of the magnetization contains singular points ac-
ting as sources of topological charge located at r = rs.
The difference is that, in contrast to the IC-SVC case,
here the magnetization is a three-dimensional vector in
spin space. Thus, instead of vorticity which charac-
terizes singularities of a coplanar magnetic texture, we
can employ the singular Berry curvature [68] (Ωsxy(r) =
piδ(r − rs)) or pi-Berry flux [66, 67, 69, 70] for assigning
topological charge to the point singularities for a non-
coplanar magnetix texture [70]. This explains the rea-
soning behind naming the particular magnetic textures
as spin-whirls. Note that if we focus on the vicinity of the
singular points, the vorticity and the pi-Berry flux coin-
cide since the texture becomes effectively coplanar [71].
Importantly, one should not confuse the spin-whirls dis-
cussed here with spin-skyrmions [66]. In the latter case
the magnetic profile contains no point singularities, the
Berry curvature [72] Ωxy(r) can be defined for all r and
the skyrmion charge is non-zero. For further details see
Sec. V C.
For the profile of Eq. (13), the singular points are
located at (pi/Q, 0) and (0, pi/Q), as given by the zeros of
the modulus |M(r)|. Each one of the two non-equivalent
so-called nodal points, contributes with a unit of topo-
logical charge. These nodes can be gapped out by either
violating the C4 symmetry or the antiunitary symmetry
Θ = T t(pi/Q,pi/Q), consisting of the successive operation
of time reversal T and a direct-lattice translation by
(pi/Q, pi/Q) (see also Ref. 73). We find Θ2 = −1 which
implies that nodal points of unit topological charge
come in pairs, or, that the skyrmion charge is zero if
the nodes are gapped out by breaking C4 symmetry, cf.
the next paragraph. Any type of a bulk perturbation
that does not respect the above Θ symmetry lifts these
nodes, thus, resulting in a non-zero Berry curvature
in the entire magnetic unit cell. Depending on the
perturbation, the latter symmetry breaking can endow
the SWC with non-zero skyrmion charge as discussed in
Sec. V C.
C2-symmetric Spin-Whirl Crystal (SWC2): This
phase constitutes a two-fold symmetric version of the one
above. It consists of an isotropic helix for Q1,(2) coexi-
sting with an anisotropic helix for Q2,(1), i.e.
nˆ1 =
1√
2
(i , 0 , 1) and nˆ2 = (0 , i sinλ , cosλ) , (14)
which for a choice of λ is depicted in Fig. 2(f). For
the same type of IC magnetic ordering, as discussed for
SWC4, we find that the nodal points are gapped out due
to the broken C4 symmetry. Nevertheless, the Θ symme-
try is still present and leads to a zero skyrmion charge.
IV. GENERIC MAGNETIC PHASE DIAGRAMS
Having presented the allowed leading magnetic insta-
bilities and related order parameters of the generic Lan-
dau theory of Eq. (1), we now show the generic phase
diagram with respect to the rescaled parameters g − β˜
and g˜. We consider two cases, depending on the sign
of β − β˜. The resulting phase diagrams are presented in
Fig. 3. The β−β˜ < 0 case is very reminiscent of the com-
mensurate phase diagram, while the case with β − β˜ > 0
exhibits four out of the six new phases alongside the IC-
CSDW. In general, we find that the MH, IC-MS and
IC-CSDW phases dominate in a large part of the phase
diagrams.
For β − β˜ < 0 only the three IC extensions of the
commensurate phases appear. This resembles the well-
known commensurate phase diagram of Refs. 3, 8, and
11. For β − β˜ > 0 the MH appears for a wide range
of values of the Landau parameters. In the lower right
FIG. 3. Phase diagrams for the generic Landau functional in
Eq. (1) with: C2-symmetric IC magnetic stripe (IC-MS) ( ),
C4-symmetric IC charge-spin density wave (IC-CSDW) phase
( ), C4-symmetric IC spin-vortex crystal (IC-SVC) phase
( ), C2-symmetric magnetic helix (MH) ( ), C2-symmetric
IC magnetic stripe with a perpendicular (⊥) magnetic helix
(MS⊥MH) phase ( ), C2-symmetric double parallel magnetic
helix (DPMH) ( ), C4-symmetric spin-whirl crystal (SWC4)
phase ( ). The IC extensions of the original three phases
( , , ) are the only ones present when β− β˜ < 0, however, for
β − β˜ > 0 four of the new phases occupy a substantial region
of the phase diagram.
7quadrant we find both the MS⊥MH phase and the SWC4
phase, while the DPMH phase is confined to a thin sliver
for negative g−β˜ and g˜. The remaining part of the phase
diagram is occupied by the IC-CSDW phase.
Comparing the two phase diagrams reveals that the
IC-CSDW occupies almost the same region in both, while
the IC-MS is replaced by the MH as β − β˜ changes sign.
For β−β˜ > 0, the DPMH and SWC4 phases share a com-
mon boundary defined by the critical line g˜/|β − β˜| = 0,
where a degeneracy among phases with an arbitrary re-
lative orientation of the spin-vectors n1,2 occurs. In the
lower right quadrant, the MS⊥MH phase replaces the
IC-SVC as β − β˜ becomes positive. One further ob-
serves a certain degree of similarity between the two
phase diagrams. Since the phase diagram for β − β˜ < 0
resembles the commensurate one, it is useful to consi-
der the commensurate limit (pi, 0) and (0, pi) of the IC
magnetic wavevectors Q1,2, for the textured phases. One
obtains MH→MS, MS⊥MH→SVC, DPMH→CSDW and
SWC4 →SVC [74]. The latter limits provide a clear hint
regarding the expected position of each textured phase
in Fig. 3(b), by virtue of its continuity to the respective
commensurate order.
The SWC2 and MS‖MH do not appear as free energy
minima near the paramagnetic-magnetic transition in the
parameter regime studied here. Based on the structure
of the generic phase diagrams, we can conjecture that
this holds in the entire parameter space. However, this
statement is challenging to prove using the analytical ex-
pressions discussed in Appendix A. Therefore, we will
still consider the appearance of these phases as a possi-
ble scenario. A reason to leave such a possibility open
is that, since they constitute extrema of the free energy,
they may still appear as metastable phases. Even more,
these two phases may become thermodynamically stable
under the additional presence of external fields or other
more general conditions not taken into account in this
study.
Finally, we remark that for the values of g, g˜, β and β˜
considered here, the free energy is bounded from below
and we can truncate the free energy expansion at quartic
order. Otherwise, one should include appropriate contri-
butions from higher order terms.
V. SIGNATURES AND EXPERIMENTAL
DETECTION
From the previous section it is clear that several IC
magnetic phases may become accessible, and therefore
it is desirable to identify ways to differentiate them ex-
perimentally. While directly probing the spatial profile
of the magnetization using spin-resolved means can cer-
tainly uniquely identify them, it can be a formidable ex-
perimental task. Thus, it is important to elaborate on
alternative detection methods that do not rely on the
texture’s profile alone, but can still provide an unam-
biguous identification of the stabilized magnetic order.
For this purpose we consider the combination of charge
and magnetoelectric measurements. Below we provide
more details regarding these two, while we additionally
discuss further interesting features of the SWC4,2 phases,
i.e. that they can be converted into spin-skyrmion crystal
phases via the application of an external magnetic field.
A. Induced charge order
A common characteristic of almost all the IC magnetic
phases is that the respective modulus of the magneti-
zation profile |M(r)| is not constant, but rather spa-
tially varying. The only exception is the MH phase.
As a consequence of this spatial inhomogeneity, charge
order is induced when IC magnetism occurs. For
a general magnetic profile with Fourier decomposition
M(r) =
∑
qMqe
iq·r, the induced charge order ρ(r) =∑
q ρqe
iq·r has Fourier components proportional to the
scalar product of the magnetic order parameters’ spin-
vectors (Mq = |Mq|nˆq):
ρq+p ∝ |Mq||Mp|nˆq · nˆp . (15)
Note that the above are the components generated at
lowest order with respect to the magnetic order para-
meters, while contributions of higher order will lead to
weaker effects (see also Ref. 75). Given that here the
IC magnetic ordering is considered to occur at Q1,2,
Eq. (15) implies that there exists a set of eight possi-
ble induced components at lowest order, ρq, with q =
{±2Q1,±2Q2,±Q1 ± Q2}. The magnetic-charge order
coupling, leading to Eq. (15), is derived in Appendix B.
Based on Sec. III we can directly infer the Fourier
components of the induced charge order for the diffe-
rent cases. In Table I we display the resulting induced
charge density components depending on the magnetic
order. First of all, one observes that the MH, IC-
SVC and DPMH phases can be unambiguously identi-
fied via solely using the electronic charge density’s Bragg
peaks. The remaining six phases are split into three
subsets: {IC-MS, MS⊥MH}, {IC-CSDW, SWC4}, and
{MS||MH, SWC2}. The magnetic phases belonging to
the same subset are precisely or practically indistingui-
shable via this particular experimental approach. How-
ever, the magnetic phases of each subset can be discerned
based on their different magnetoelectric properties, which
are discussed in the next subsection.
Before concluding this subsection, we point out that
detecting charge order is more suitable for identifying IC,
rather than commensurate, magnetic orders in FeSCs.
This is because both commensurate magnetic ordering
wavevectors (pi, 0) and (0, pi), defined in the 1Fe/unit cell,
translate to (pi, pi) in the 2Fe/unit cell. In the latter,
physical, unit cell, commensurate magnetism induces a
charge order Bragg peak at (0, 0), which coincides with
a lattice Bragg peak. However, for IC magnetism the
charge order is also IC and the peaks are shifted away
from (0, 0) and should, in principle, be detectable.
8B. Magnetoelectric effects
The textured nature of the magnetic phases accessi-
ble through incommensurability opens up the possibili-
ty of a finite magnetoelectric coupling. This is linked
to magnetization profiles in which the spin moment
smoothly winds while sweeping particular paths in coor-
dinate space. Notably, such exotic magnetoelectric mani-
festations are incompatible with commensurate magnetic
phases and their related IC extensions.
To be more specific regarding the type of magnetoelec-
tric phenomena to be explored in the present work, we
remind the reader that all the six new IC phases discove-
red here consist of a single- or double-Q MH configura-
tions. However, it is well known from other studies that
a MH is equivalent to a SOC term in the presence of an
orthogonally oriented ferromagnetic field [33, 40, 41]. To
make the latter statement transparent, consider the MH
Hamiltonian term
M(r) · σ = M[ sin(q · r)nˆ⊥ + cos(q · r)nˆ] · σ
= Me−iq·r(nˆ×nˆ⊥)·σ/2nˆ · σeiq·r(nˆ×nˆ⊥)·σ/2 , (16)
while note that the unit vectors nˆ and nˆ⊥, comprise the
complex spin-vector nˆq = (nˆ−inˆ⊥)/
√
2 (up to an overall
factor). For illustration purposes let us momentarily con-
sider free electrons under the influence of the above MH
term. Gauging away the spatially varying SU(2) phase
above, one obtains the single electron Hamiltonian
[p− ~q(nˆ× nˆ⊥) · σ/2]2
2m
+M nˆ · σ = (qˆ⊥ · p)
2
2m
+
(~q)2
8m
+
(qˆ · p)2
2m
− 1
2
αqqˆ · p(nˆ× nˆ⊥) · σ +M nˆ · σ , (17)
where αq = ~|q|/m defines the strength of the generated
SOC, while we introduced the unit vector qˆ = q/|q|. The
presence of inversion-breaking SOC mediates a magneto-
electric coupling and can lead to a number of so-called
direct and inverse spin galvanic phenomena [36]. Here we
will focus on the generation of a homogeneous magneti-
zation when an electric charge current (I) flows through
the system or an electric field (E) is applied. Both situa-
tions can be described by coupling the electronic system
to a spatially homogeneous but generally time-dependent
vector potential A(t), that in the Coulomb gauge yields
the electric field E(t) = −∂tA(t). Instead, if A is time-
independent, it corresponds to a current flow bias, i.e.
I ∝ A.
It is straightforward to infer that a vector potential
minimally coupled to the momentum, i.e. p→ p+eA(t),
will generate a time-dependent but spatially homoge-
neous magnetization of the form
M0(t) ∝ (nˆ× nˆ⊥)qˆ ·A(t) ∝ (inˆq × nˆ∗q)qˆ ·A(t) . (18)
The derivation of the required magnetoelectric coupling
leading to the above relation is presented in Appendix C.
Interestingly, via magnetization measurements in the
zero-external magnetic field limit, one can arrest the
magnetoelectrically generated ferromagnetic moment, as
long as the current or electric field are orientated along
the MH’s spatial modulation direction qˆ. Moreover, the
spin-orientation of the induced magnetization can pro-
vide information regarding the MH’s winding plane, since
the former is given by inˆq × nˆ∗q. To further demystify
the nature of such vectors one observes that they can
be linked to the magnetic order parameter’s winding in
coordinate space along the q direction, i.e.
wq ∝
∫
UC
dr M(r)×
[
qˆ · ∂M(r)
∂r
]
∝ inˆq × nˆ∗q , (19)
with UC denoting the magnetic unit cell and wq corre-
sponding to a vector normal to the winding plane defined
by the helix.
Based on the above analysis, we find that magneto-
electric phenomena become possible in the IC magnetic
phases discussed here when either one of the quantities,
inˆ1 × nˆ∗1 or inˆ2 × nˆ∗2, becomes non-zero. In the former
(latter) case the induced SOC involves the electron’s mo-
mentum along the Q1 (Q2) direction. For the IC mag-
netic phases and respective order parameters under in-
vestigation, we observe that only the six new phases lead
to magnetoelectric phenomena as summarized in Table I.
In fact, the SWC4,2 phases consist of two non-coplanar
MHs and can give rise to such phenomena for an arbitrary
orientation of I or E, since both external products are
non-zero and non-parallel. In the present case Eq. (18)
and Appendix C imply that the magnetization retains
contributions from both MHs and one thus obtains
M0(t) ∝ (inˆ1 × nˆ∗1)Q1 ·A(t) + (inˆ2 × nˆ∗2)Q2 ·A(t) .
(20)
In contrast, the remaining magnetic phases induce SOC
only along one direction, and thus are not capable of
exhibiting magnetoelectric phenomena when the external
field is not properly aligned. The reason is that three of
those consist only of a single MH that essentially singles-
out the direction for which such effects become accessible.
Interestingly, the same holds for the DPMH phase due
to the coplanarity of the underlying MHs. Therefore, we
start from Eq. (20) and set nˆ1 = nˆ2 that dictates the
DPMH phase. The latter simply yields
M0(t) ∝ (inˆ1 × nˆ∗1) (Q1 +Q2) ·A(t) , (21)
revealing that magnetoelectric phenomena are not acces-
sible when E||(Q1 −Q2).
To this end, let us remark that while we focused here
on the generation of a ferromagnetic moment when an
electric field is applied or a current flow is induced, re-
ciprocal effects are also possible, by virtue of the magne-
toelectric coupling (see Appendix C). This can be par-
ticularly useful for the case of the itinerant magnets dis-
cussed here, which are expected to be good conductors
and, thus, screen the externally applied fields. There-
fore, depending on the case, it may appear experimen-
tally more feasible to observe a reciprocal magnetoelec-
tric effect, such as inducing a current by an externally-
imposed time-dependent homogeneous magnetization or
9by virtue of the Zeeman coupling to an applied magnetic
field. Both need to have an appropriate orientation for
the magnetoelectric effects to take place. Based on Ap-
pendix C, a field of frequency ω, M0(ω), generates an
electric current J(ω) which reads
Qs · J(ω) ∝ (inˆs × nˆ∗s) ·M0(ω) . (22)
In the above, we projected the current along the direc-
tions of the magnetic wavevectors Qs (s = 1, 2).
C. Zeeman-field-induced spin-skyrmion crystals
As discussed earlier, the SWC phases are special as, in
contrast to the remaining set of magnetic profiles exami-
ned here, they are characterized by isolated pi-Berry flux
sources. This feature is essentially responsible for the
observed distinct behavior of these phases regarding the
occurrence of magnetoelectric phenomena independent of
the orientation of the electric field. When the Θ symme-
try is broken, one obtains |M(r)| 6= 0 ∀r and the SWC
phases allow for the engineering of more exotic magnetic
textures, the so-called spin-skyrmion crystal phases. The
latter are characterized by a magnetic skyrmion charge
retrieved via the Chern number of the magnetic unit vec-
tor nˆ(r) = M(r)/|M(r)| [72]:
C = 1
4pi
∫
UC
dr nˆ(r) ·
[
∂nˆ(r)
∂x
× ∂nˆ(r)
∂y
]
≡ 1
2pi
∫
UC
dr Ωxy(r) , (23)
with UC denoting the magnetic unit cell, determined by
the ordering wavevectors Q1,2. In fact, the SWC4 phase
constitutes a critical magnetic phase, and lies on the bor-
der separating two spin-skyrmion crystal phases of diffe-
rent skyrmion charge.
To engineer a spin-skyrmion crystal from the SWC
phases it is required to violate the Θ symmetry. While
it is expected that the incommensurability will violate it
in the actual material, the outcome is difficult to predict
and, thus, a control knob to induce a non-zero skyrmion
charge is certainly desirable. One way to achieve the lat-
ter is to externally apply a homogeneous Zeeman field,
that is even under translations and odd under T . Via the
application of the Zeeman field we are additionally in a
position to control the sign of C [54], which also speci-
fies the orientation of the out-of-plane orbital angular
momentum in the system [66]. Note that while an arbi-
trarily weak Zeeman field violates the Θ symmetry, C is
non-zero only within a particular window of the Zeeman
energy values, EZeeman.
One finds that, given the expressions of Eqs. (12)
and (14), the SWC phases become skyrmionic by ap-
plying a Zeeman field B = Bzˆ. The straightforward
calculation of C yields that |C| = 1 for both phases.
In the case of the SWC4 phase the skyrmion charge is
non-zero for |EZeeman| < 2
√
2M | sinλ|, i.e. even for an
infinitesimal applied field. In contrast, we find that a
threshold field is required to induce a non-zero skyrmion
charge for the SWC2 phase, which is proportional to
the degree of nematicity of the magnetic order parame-
ter. Specifically, the magnetic profile is skyrmionic for√
2M |A−B| < |EZeeman| <
√
2M(A+B), with A = cos η
and B =
√
2 sin η| cosλ|. Finally, note that the presen-
ce of SOC will pin the magnetic moment direction, as-
sumed free in Eqs. (12) and (14), and thus constrain the
actual orientation of the required Zeeman field. See also
Sec. VI C.
VI. INCOMMENSURATE MAGNETIC PHASES
IN THE IRON-BASED SUPERCONDUCTORS
Having obtained the possible magnetic leading insta-
bilities and their distinctive characteristics for the gene-
ral class of tetragonal itinerant systems described phe-
nomenologically via the Landau free energy of Eq. (1),
we may now proceed by exploring the possibility of such
phases appearing in FeSCs. To accomplish this task
we extract the coefficients of the free energy functional
from two representative multi-orbital microscopic mo-
dels. These are supplemented with standard Hubbard-
Hund interactions that can drive the system to a mag-
netic instability. Below we present the details of this
analysis.
A. Microscopic model
We adopt a microscopic Hamiltonian, H = H0 +Hint,
with
H0 =
∑
k
∑
ab
σ
(ab(k)− µδab) c†kaσckbσ, (24)
provided by tight-binding fits to DFT calculations. Here
we consider two five-orbital bandstructures, adopted
from Refs. [57, 58], appropriate for BaFe2As2 and
LaFeAsO, respectively. Although, the BaFe2As2 band-
structure is three-dimensional, here we restrict to the
kz = 0 plane. The bandstructures are supplemented by
Hint consisting of Hubbard-Hund interactions [76, 77]:
Hint = UN
∑
q
∑
a
nqa↑n−qa↓ +
U ′
N
∑
q
∑
a<b
σσ′
nqaσn−qbσ′
+
J
2N
∑
kk′q
∑
a6=b
σσ′
c†k+qaσckbσc
†
k′−qbσ′ck′aσ′
+
J ′
2N
∑
kk′q
∑
a6=b
σ
c†k+qaσc
†
k′−qaσ¯ck′bσ¯ckbσ , (25)
where, by imposing SO(3) spin-rotational invariance on
the sum of the interaction terms and further assuming
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orbital-independent interactions, we obtain U ′ = U − 2J
and J = J ′. In the above expressions, c†kaσ (ckaσ) cre-
ates (annihilates) an electron in orbital a with momen-
tum k and spin σ. N denotes the number of momentum
states. The above interaction terms are treated at the
mean-field level via a Hubbard-Stratonovich decoupling
in the magnetic channel, yielding an effective action for
the magnetic order parameters. Expanding to quartic
order yields an extension of the magnetic free energy in
Eq. (1) to include the orbital content of the magnetic
order parameters
F =
∑
q
∑
abcd
[
(U−1)abcd − χabcd0 (q)
]
Mab(q)M cd(−q) +
∑
abcd
efgh
β˜abcdefgh1
(
Mab1 ·M cd∗1
) (
M ef1 ·Mgh∗1
)
+
∑
abcd
efgh
β˜abcdefgh2
(
Mab2 ·M cd∗2
) (
M ef2 ·Mgh∗2
)
+
1
2
∑
abcd
efgh
(
β1 − β˜1
)abcdefgh (
Mab1 ·M cd1
) (
M ef∗1 ·Mgh∗1
)
+
1
2
∑
abcd
efgh
(
β2 − β˜2
)abcdefgh (
Mab2 ·M cd2
) (
M ef∗2 ·Mgh∗2
)
+
∑
abcd
efgh
gabcdefgh
(
Mab1 ·M cd∗1
) (
M ef2 ·Mgh∗2
)
+
1
2
∑
abcd
efgh
g˜abcdefgh1
(
Mab1 ·M cd2
) (
M ef∗1 ·Mgh∗2
)
+
1
2
∑
abcd
efgh
g˜abcdefgh2
(
Mab1 ·M cd∗2
) (
M ef∗1 ·Mgh2
)
. (26)
We note that the coefficients of the free energy are ten-
sors in orbital space and are entirely determined by the
microscopic bandstructure. The expressions for these co-
efficients are given in Appendix D. Here we retained the
q-dependence of the magnetic order at quadratic level to
identify the transition from commensurate to IC mag-
netism. By contrast, the quartic order terms are calcu-
lated for fixed q, i.e. Q1,2 which are set by the quadratic
term.
To determine the magnetic transition temperature we
follow the procedure described in Ref. 11 and consider
the generalized eigenvalue problem[D−1mag(q)]abcd vcd(q) = λ(q)vab(q) , (27)
where [D−1mag(q)]abcd = (U−1)abcd − χabcd0 (q) , (28)
denotes the (inverse) magnetic propagator, λ(q) is the
smallest eigenvalue and vab(q) the associated eigenma-
trix. The vanishing of λ(Q) signals the onset of mag-
netic order with ordering vector Q. From the vanishing
of λ(Q) we find three types of ordering vectors appea-
ring as a function of electron filling (see insets in Fig. 5).
The orbital weight of the order parameter with orde-
ring vector Q is contained in the matrix vab(Q) and
we write Mab1,2 = M1,2vab(Q1,2). The quadratic coef-
ficient provides information on the transition tempera-
ture, and the quartic coefficients are required for the
determination of the leading magnetic instability. The
relation between the quartic coefficients and the micro-
scopic bandstructure is provided by the above Hubbard-
Stratonovich decoupling, and due to the IC nature of
the ordering vectors it is necessary to truncate the ex-
pressions. We accomplish this by assuming that only
the lowest harmonics contribute, an assumption justi-
fied by comparing the magnitude of the peak at Q1,2
in the bare susceptibility with the peaks at higher inte-
ger multiples of Q1,2, as shown in Figs. 4(d) and (j), for
the BaFe2As2 and LaFeAsO bandstructures. The eigen-
matrix vab(q = Q1,2) encodes the orbital content of the
magnetic order parameter at the magnetic transition [11].
Note that this object contains information solely about
the magnetic order parameter’s orbital structure, and not
its magnitude. Below, we employ the matrices vab(Q1,2)
to project Eq. (26) onto the leading instability. Thus, we
obtain the free energy of Eq. (1) with the coefficients ob-
tained from the microscopic models, see Eqs. (D2)–(D8)
of Appendix D.
The incommensurability evident in Figs. 4(d) and (j)
is caused by a change in the Fermi surface nesting pro-
perties induced by sufficient hole or electron doping. In
Figs. 4(a) and (g) we show the Fermi surfaces for both
the BaFe2As2 and LaFeAsO bandstructures in the para-
magnetic phase, at a doping leading to commensurate
magnetic order, i.e. 〈n〉 = 5.90. We also show the Fermi
surfaces for systems with substantial hole doping, leading
to IC magnetic orders, see Figs. 4(b) and (h). Note that
the doping necessary to drive the IC transition is substan-
tial, i.e. the commensurate order is preserved even under
moderate doping, consistent with experimental observa-
tions. In the case of BaFe2As2 the Fermi surface is not
drastically modified as the magnetic transition becomes
incommensurate, see Figs. 4(a) and (b). For LaFeAsO,
on the other hand, the IC transition occurs as a result
of the change in topology of the electron pockets at X
and Y, see Fig. 4(h). This is reflected in the suppres-
sion of the magnetic transition temperature in Fig. 5(c).
In Fig. 4 we also present the orbital content obtained
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FIG. 4. Fermi surfaces, bare physical susceptibilities
∑
ab χ
aabb
0 (q) and orbital content at the magnetic transitions for (a)–(f)
BaFe2As2 and (g)–(l) LaFeAsO. The Fermi surface depicted in (a) for 〈n〉 = 5.90 results in a commensurate magnetic order while
the Fermi surface in (b) with 〈n〉 = 5.76 leads to incommensurate magnetic order. We note that both these refer to the kz = 0
slice of the BaFe2As2 bandstructure of Ref. 57. In the commensurate case, the susceptibility is depicted in (c), clearly exhibiting
a peak at the X point (pi, 0). In contrast, in the incommensurate case (d), the peak is displaced from (pi, 0) to (pi−δ, 0). For the
case shown in (d), 〈n〉 = 5.76 and δ = pi/50. Incommensurability in the BaFe2As2 bandstructure onsets at 〈n〉 = 5.80 for which
δ = pi/200. Furthermore, we note that the path between Γ and X is dominated by a single peak, and while subleading peaks are
present, these are clearly much less pronounced. This allows us to neglect higher harmonics of Q = (Q, 0)/(0, Q). The orbital
content of the magnetic order parameter at the transition is shown in (e) and (f) for the commensurate and incommensurate
cases, respectively. In the commensurate case the contributions are purely real. The additional terms appearing as magnetism
becomes incommensurate are imaginary, and for purposes of the presentation have been multiplied by a factor of 10. Hence, in
the IC case M(Q1,2) 6= M(−Q1,2), as this would result in a change of sign of the imaginary parts. In (g) we show the Fermi
surface for the LaFeAsO bandstructure with 〈n〉 = 5.90. The commensurate-to-incommensurate transition is brought on by a
change in Fermi surface topology, as seen in (h). As in the case of BaFe2As2, the bare susceptibility depicted in (j) shows a
clear peak at (pi− δ, 0), although in this case δ ≈ pi/10 even close to the transition to incommensurate magnetism. The orbital
content of the magnetic order parameter depicted in (k) and (l) is very similar to the BaFe2As2 bandstructure, although the
xy orbital is more dominant in the case of LaFeAsO.
from vab(Q1,2) for both commensurate [(Figs. 4(e) and
(k)] and IC magnetism [Figs. 4(f) and (l)] for the two
bandstructures. We observe, that, as the ordering vector
becomes IC, the orbitally resolved magnetic order param-
eter acquires imaginary components, an indication that
indeed M(Q1,2) 6= M(−Q1,2), as expected.
B. Magnetic phase diagram
We determine the location of the magnetic transi-
tion and the respective leading instability as a func-
tion of the electron filling 〈n〉, for U = 0.95 eV and
J = U/4, for the two bandstructures described above.
The results are depicted in Fig. 5. In both cases we
find a large region of commensurate magnetism with
Q = (pi, 0)/(0, pi), around a filling of 〈n〉 ≈ 5.90 with IC
phases appearing upon either hole- or electron-doping,
as the Fermi surface nesting properties are sufficiently
modified. As expected based on the picture of itine-
rant magnetism, the magnetic order becomes IC as the
Fermi surface is substantially deformed by the addition
or removal of carriers. For the BaFe2As2 bandstructure,
both electron- and hole-doping leads to IC phases with
Q1,2 = (pi − δ, 0)/(0, pi − δ), with δ increasing smoothly
from zero. The transition temperature broadly follows
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FIG. 5. Magnetic transition temperatures, leading instabilitites and free energies as a function of the filling 〈n〉 for two
representative five-orbital models corresponding to (a)–(b) BaFe2As2 and (c)–(d) LaFeAsO. The type of incommensurability,
(pi − δ, 0)/(0, pi − δ) or (pi, δ)/(−δ, pi), is illustrated above figures (a) and (c). For BaFe2As2 we find the usual MS phase in the
majority of the commensurate region of the phase diagram, see (a). Prior to the transition to an incommensurate phase, a C4
SVC phase sets in. Incommensurate magnetism occurs for 〈n〉 > 5.95 and 〈n〉 < 5.81. In both cases Q1,2 = (pi− δ, 0)/(0, pi− δ),
with δ evolving smoothly from zero. We find the MH, DPMH, and IC-CSDW phases for 〈n〉 > 5.95, and the SWC4, DPMH and
IC-CSDW phases for 〈n〉 < 5.81. In (b) the free energies of the various phases in the IC region are shown, indicating the relative
proximity of all the IC phases. The full expressions are provided in Appendix A. In (c), the leading instabilities for LaFeAsO
are depicted. The electron doped side with 〈n〉 > 6 exhibits IC magnetic order with ordering vector Q1,2 = (pi, δ)/(−δ, pi)
and IC-MS order. In the commensurate region, the usual MS phase is found. Magnetism becomes incommensurate again
on the hole-doped side for 〈n〉 < 5.75, although in this case Q1,2 = (pi − δ, 0)/(0, pi − δ). However, this commensurate-to-
incommensurate transition occurs due to the change in topology of the Fermi surface shown in Fig. 4(h) and δ jumps from
zero to a finite value, δ ≈ pi/10. The magnetic phase in the IC region is the IC-SVC phase. (d) Magnitude of 4F (4)/M4 for
the different IC magnetic phases for U = 0.95eV and J = U/4. As the magnetic order becomes incommensurate, the IC-SVC
phase is favored. The inset shows a zoom of the lower left corner.
the expected behavior [24, 25], exhibiting an inflection
point at the commensurate-to-incommensurate transi-
tion, see Fig. 5(a). On the electron-doped side, we
find two C2-symmetric phases, in addition to the C4-
symmetric IC-CSDW phase. These are the MH and
DPMH phases. On the hole-doped side we find a tran-
sition to a C4 SVC phase prior to the commensurate-
to-incommensurate transition. As magnetism becomes
incommensurate, the SWC4 phase becomes favored, fol-
lowed by the DPMH and the IC-CSDW phases.
In contrast, for the LaFeAsO bandstructure, electron-
doping yields a region with Q1,2 = (pi, δ)/(−δ, pi) and IC
magnetic stripe order, as seen in Fig. 5(c). In this case
δ also smoothly increases from zero. Substantial hole-
doping (i.e. 〈n〉 ≈ 5.75) yields the IC magnetic wavevec-
tors Q1,2 = (pi − δ, 0)/(0, pi − δ), similar to the case of
the BaFe2As2 bandstructure. However, in this case δ
exhibits a jump from zero to a finite value, associated
with the change in topology of the Fermi surface shown
in Fig. 4(h). This also leads to a suppression of the mag-
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FIG. 6. (a) Phase diagram for the LaFeAsO bandstructure of
Ref. 58 with U = 0.86 eV, J = U/4 and Uxy = 1.1U , i.e. the
xy orbital is subject to a stronger interaction. The slight
change in interaction parameters has changed the ground
state in a region of the phase diagram, from to IC-SVC to
SWC4. The degree of incommensurability, δ, is the same as
the one shown in Fig. 5(c). (b) Value of 4F (4)/M4 for the
case with orbital-dependent interactions. The SWC4 phase is
favored close to 〈n〉 ≈ 5.80.
netic transition temperature, as seen in Fig. 5(c). The
commensurate magnetic stripe phase occupying a large
part of the phase diagram is succeeded by the IC-SVC
phase, which persists until the end of the magnetic dome.
In Fig. 5(b) and (d) we show the free energy of the va-
rious phases in the IC region. More specifically, we plot
the value of 4F (4)/M4, where F (4) is the quartic part of
the free energy in Eq. (1), as discussed in Appendix A.
Note that this number does not take into account the
effect of the increasing magnitude of the magnetic or-
der parameter. Thus, it is only valid in the vicinity of
the transition. For the BaFe2As2 bandstructure, many
phases appear in close proximity, leading to a number of
different leading instabilities, as seen in Fig. 5(a). In the
case of LaFeAsO [Fig. 5(d)], the IC-SVC phase is favored
throughout the IC region, although the remaining phases
appear close in energy.
The small free-energy separations observed in
Figs. 5(b) and (d) suggest that the phases stabilized are
sensitive to specific details of the microscopic models. To
highlight this sensitivity, we consider the effect of small
changes to the interaction parameters, inspired by recent
proposals of orbital selectivity [61, 62, 79–81]. Hence,
we allow the interactions in Eq. (25) to exhibit orbital
dependence. Despite the fact that such an orbital depen-
dence is typically ignored, it is well-known to be present
in realistic models, and recent experimental and theo-
retical works [61, 62, 79–81] have re-emphasized its im-
portant role. Nevertheless, the consideration of such an
orbital dependence introduces a large parameter space
and an exhaustive treatment is beyond the scope of the
current work. Instead, we focus on varying the inter-
actions of the xy orbital. This is expected to be the
most relevant for the present analysis since it is associ-
ated with the largest orbital weight as seen in Fig. 4.
To assess the impact of such orbital dependence we vary
the xy component of (U−1)abcd in Eq. (28) and repeat
the above analysis for the LaFeAsO band. We take
U = 0.86eV, Uxy = 1.1U ≈ 0.95eV and J = U/4. Un-
surprisingly, we find a magnetic dome with a slightly re-
duced transition temperature compared to the one shown
in Fig. 5(c). A commensurate-to-IC transition occurs
around 〈n〉 ≈ 5.805 and, interestingly, the lowest energy
phase in the immediate vicinity of this transition is the
SWC4, as seen in Fig. 6(a).
Based on Figs. 5 and 6, we verify that the magnetic
phase diagram is sensitive to both the bandstructure
and the interaction parameters. The appearance of the
SWC4 phase implies that the FeSCs are indeed poten-
tial candidates for textured magnetic phases and, given
the reported coexistence of magnetism and superconduc-
tivity [12, 23, 28–32], opens perspectives for realizing in-
trinsic topological superconductivity [82].
C. Effects of spin-orbit coupling
So far we have investigated the accessible magnetic
phases via the free energy of Eq. (1), which neglects the
effects of SOC. Here we extend our approach in order to
include the effects of a SOC respecting the symmetries
of the system [83]. At leading order, the free energy is
modified by the addition of the term
δF = α1
(|M1,x|2 + |M2,y|2)+ α2 (|M2,x|2 + |M1,y|2)
+ α3
(|M1,z|2 + |M2,z|2) , (29)
where the α-coefficients can be determined from a mi-
croscopic model including an atomic L · S coupling [10,
84]. Note, however, that a complete picture regarding
SOC in FeSCs requires the consideration of a ten band
model [85, 86], taking into account the two inequivalent
Fe sites of the FeAs layers. Lastly, note that experi-
mental evidence points to α1 being the smallest for un-
derdoped compounds, as these display in-plane magnetic
order. For systems approaching optimal hole-doping, the
magnetic moments reorient out-of-plane [1, 13], indica-
ting that α3 is the smallest [87–90].
As the above term adds a quadratic contribution to
the free energy, it plays an important role in selecting
the magnetic order at the leading instability. Moreover,
the additional terms modify the magnetic transition tem-
perature Tmag, obtained for vanishing SOC. Hence Tmag
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is now replaced by T SOCmag . The normalized difference
δTmag = (T
SOC
mag − Tmag)/Tmag can be either positive or
negative and yields a quantitative measure of the SOC
strength. Here we assume that the SOC is weak [91],
i.e. |δTmag|  1, a realistic assumption for FeSCs [92].
The presence of SOC also implies that only certain com-
ponents of the magnetic order parameter can condense
below the critical temperature T SOCmag , and these are se-
lected by the smallest of the α-coefficients. At first sight
this would imply that the energetics shown in Figs. 5
and 6, obtained without SOC, can be drastically altered
when δF is added. However, as we discuss below, the
results obtained with SOC remain relevant by virtue of
secondary transitions.
As seen from Eq. (29), if either α1 or α2 is the smallest
the magnetic moments align in the FeAs plane, either
parallel or perpendicular to the ordering vector. If in-
stead α3 is the smallest, the moments point out-of-plane.
Thus, only a subset of the nine IC magnetic phases found
earlier are compatible with the magnetic moment direc-
tions fixed by the SOC. This subset consists of the IC
generalizations of the three commensurate phases: IC-
{MS, CSDW, SVC}. The possible emergence of the IC-
MS is completely unaffected by the presence of SOC, as
can be inferred from Eq. (29). On the other hand, the
appearance of the IC-SVC (IC-CSDW) is hindered if α3
(α1 or α2) is the smallest coefficient. In such situations
the IC-SVC or IC-CDSW will only appear as the result of
secondary transitions. Similarly, this is always the case
for the six textured magnetic phases which are general-
ly disfavored when SOC is present. The appearance of
these phases becomes possible only if they minimize the
quartic term F (4) of the free energy. Specifically, these
transitions can occur once T is lowered sufficiently to al-
low for the modulus of M to grow, and the quartic part
F (4) to overcome the SOC energy. At the temperature
T
(2)
mag, where this secondary transition takes place, the
magnetic order reorganizes and develops additional com-
ponents in order to minimize F (4) [93].
We proceed by providing the implications of a non-
negligible SOC on the phase diagrams depicted in
Figs. 5(a) and (c) and in Fig. 6(a). The IC-MS region is
unaffected by the addition of SOC. On the other hand,
the IC-CSDW and IC-SVC are affected if α1,2 and α3
are the smallest, respectively. Starting with BaFe2As2
and α1 (or α2) being the smallest, we find that the free
energy hierarchy of Fig. 5(b) implies that the IC phases
of Fig. 5(a), DPMH, IC-CSDW, and SWC4 are all re-
placed by the IC-SVC phase, while the MH is replaced
by the IC-MS phase. On the contrary, if α3 is the smal-
lest, the IC-CSDW phase replaces the other IC phases,
while the commensurate SVC phase is replaced by the
commensurate CSDW phase. The phase diagram in the
case of LaFeAsO, Fig. 5(c), is unchanged if α1 (or α2)
is the smallest. On the other hand, if α3 is the smal-
lest, the IC-MS phase is stabilized in the IC regions of
the phase diagram, as can be gleaned from Fig. 5(d). In
Fig. 6 the SWC4 phase is replaced by the IC-SVC phase
in the case where α1 (or α2) is the smallest. In the case
where α3 is the smallest, the IC-CSDW phase replaces
both the SWC4 and the IC-SVC phases. Note that, for
〈n〉 = 5.77 the IC-CSDW phase is nearly degenerate with
the MS‖MH phase, and thus hidden in Fig. 6.
Note that, whilst the phases to be replaced do not con-
stitute leading instabilities in the presence of SOC, they
still minimize the F (4) part of the free energy. As a result,
additional magnetic order parameter components will ap-
pear at lower temperatures, possibly resulting in an ad-
mixture of phases [94]. In this manner, all the phases
predicted by the spin-isotropic free energy are recovered
through secondary phase transitions, provided we remain
within the regime of weak SOC. We remark that the
above analysis holds when one of the α1,2,3 coefficients is
smaller than the other two. Otherwise, possible degen-
eracies between pairs of these coefficients can allow for
textured phases to survive as leading instabilities or sig-
nificantly narrow down the difference |T SOCmag −T (2)mag|. In-
terestingly, the smaller this difference becomes the more
difficult it may be to experimentally distinguish the two
transitions.
D. Connection to the unknown C2-symmetric
magnetic phase of Ba1−xNaxFe2As2
Here we comment on the connection between our fin-
dings and the experimental results presented in Ref. 23.
In Ref. 23, an additional C2 symmetric phase was ob-
served, which was shown to be distinct from the usual
MS phase. It is challenging to account for such a phase
within the usual commensurate scenario. Indeed, there
are no commensurate candidates resulting from second-
order phase transitions from the paramagnetic phase. On
the other hand, allowing for IC magnetism introduces
six additional phases, five of which are C2-symmetric.
As discussed above however, the presence of SOC also
precludes the appearance of these phases as a result of
a second-order phase transition from the paramagnetic
phase. The experimental observations can be reconciled
with the above facts provided that the magnetic tran-
sition is first-order. In this case, the intermediate IC-
MS, IC-SVC or IC-CSDW dictated by the finite SOC is
no longer required, and a direct transition between the
paramagnetic phase and one of the five new textured IC
C2-symmetric phases is possible. At this stage, very lit-
tle is known about the properties of the newly observed
C2 symmetric magnetic phase. Therefore, to resolve the
nature of this phase additional experimental results are
warranted, in particular to confirm whether the magnetic
order is incommensurate in this region or not.
VII. CONCLUSIONS AND OUTLOOK
In the present work we shed light on aspects of IC mag-
netism and provided a general classification of the pos-
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sible magnetic phases that appear at the paramagnetic-
magnetic transition for particular types of incommensu-
rability. Our study is motivated by the marked tendency
of the FeSCs towards magnetism and the observation of a
puzzling C2-symmetric phase, distinct from the magnetic
stripe, in Na-doped BaFe2As2 [23].
By employing two realistic five-orbital models, we
demonstrated that such IC scenarios are feasible in these
systems. Our findings reveal that a subset of these new
phases consisting of the magnetic helix (MH), double
parallel magnetic helix (DPMH) and the C4-symmetric
spin-whirl crystal (SWC4), can emerge in the BaFe2As2
bandstructure upon electron- or hole-doping. On the
other hand, an IC spin-vortex crystal phase (IC-SVC)
can emerge on the substantially hole-doped side of the
LaFeAsO phase diagram. A C4-symmetric spin-whirl
crystal phase is made possible in this case by employ-
ing orbital-dependent interactions.
To detect the IC phases studied here in FeSCs and
other materials, suitable experimental methods have to
be employed. Similar to the predictions of Ref. 95 for
the three standard commensurate magnetic phases, ex-
perimental fingerprints of the novel IC phases are also
expected to become evident in spin-resolved scanning
tunneling microscopy. However, since directly probing
the spin-structure of the order parameter by e.g. po-
larized neutron scattering can be challenging, we pro-
posed alternative routes for diagnosing the underlying
magnetic order. These indirect measurements rely on
inferring the induced charge order and magnetoelectric
coupling. The induced charge order is expected to be
detectable via the observation of Bragg peaks at par-
ticular wavevectors from the set {±2Q1,2,±Q1 ± Q2},
depending on the magnetic phase. The magnetic helix,
the IC spin-vortex crystal and the double parallel mag-
netic helix phases can be directly distinguished via this
method. In contrast, the remaining six order parameters
can be uniquely identified by complementary magneto-
electric measurements. Textured magnetic phases induce
inversion-symmetry-breaking SOC that makes direct and
inverse spin-galvanic effects accessible. In more detail,
one can induce a ferromagnetic moment via a current
flow or the application of an electric field, while recipro-
cal phenomena are also possible. The orientation of the
induced magnetization is given by the spin-vectors’ cross
products inˆs×nˆ∗s (s = 1, 2), while its appearance strictly
depends on the orientation of the above mentioned exter-
nal perturbations.
In addition to these features, the spin-whirl crystal
phases are of particular interest, since they can ac-
quire a non-zero skyrmion charge via applying a Zee-
man field, but more importantly they can be employed
for realizing intrinsic two-dimensional topological super-
conductors. The possible microscopic coexistence of tex-
tured phases with spin-singlet superconductivity opens
the door for actualizing intrinsic topological systems har-
boring Majorana fermions [43, 44, 52–56]. The latter
become accessible by virtue of the inversion-symmetry
breaking SOC and magnetoelectric effects induced by the
textured phases. Hence, a transition from a topologically
trivial to a non-trivial SC phase is expected to take place
as the system enters the coexistence phase between IC
magnetism and superconductivity. As we demonstrated,
textured phases can be stabilized in FeSCs, with the most
prominent for engineering topological superconductivity
being the C4-symmetric spin-whirl crystal phase, found
as a stable minimum of the free energy for both band-
structure types considered here.
Interestingly, the IC nature of these magnetic textures
implies that a non-zero ferromagnetic moment will be
generated in a finite-sized two-dimensional FeSC. In the
event that this net-magnetization field is felt by the entire
bulk (only by the surface) of the FeSC material, the resul-
ting magnetic superconductor will belong to the class of
chiral (helical) topological superconductors. In the case
of a gapped bulk energy spectrum, these magnetic su-
perconductors are characterized by a Z (Z2) topological
invariant [38, 43] that, as long as bulk-boundary corre-
spondence remains intact [96], yields the number of chi-
ral (helical) Majorana modes per edge. Instead, if the
bulk energy spectrum exhibits nodal gap closings, then
flat band or other more complex types of Majorana edge
modes become accessible [82].
The potential experimental observation of micro-
scopic coexistence of magnetism and superconductivity
in FeSCs opens novel paths for crafting topological su-
perconductors, distinct from the already existing me-
chanisms involving FeSe [86, 97–100] or other hybrid
structures consisting of two dimensional magnetic tex-
tures [44, 53–56] in proximity to conventional supercon-
ductors.
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Appendix A: Incommensurate Magnetic Phases
As we showed in the main text, there exist nine distinct incommensurate (IC) magnetic phases which extremize
the Landau functional considered in Eq. (1). For each one of these phases we present: the configuration of the
respective nˆ1,2 spin-vectors, the corresponding (or other symmetry-equivalent) magnetization profile M(r), and also
the corresponding normalized and shifted quartic free energy term F (4) ≡ 4F (4)/M4 − 2β˜ (the quadratic term is the
same for all phases).
a. Incommensurate Magnetic Stripe
This single-Q C2-symmetric phase has a commensurate analog, appears only for β − β˜ < 0, and has the following
characteristics:
nˆ1 = (0, 0, 1) and nˆ2 = (0, 0, 0) , M(r) = 2M (0 , 0 , cos(Q1 · r)) and F (4) = 2(β − β˜) . (A1)
b. Incommensurate Charge-Spin Density Wave
This double-Q C4-symmetric phase has a commensurate analog, appears only for g˜ < 0, and is described by:
nˆ1 = (0 , 0 , 1) and nˆ2 = (0 , 0 , 1) , M(r) = 2M (0 , 0 , cos(Q1 · r) + cos(Q2 · r)) and F (4) = 2(β − β˜)G+ G˜+ 1
2
.(A2)
c. Incommensurate Spin-Vortex Crystal
This double-Q C4-symmetric phase has a commensurate analog, appears only for g˜ > 0, and has the following form:
nˆ1 = (0 , 0 , 1) and nˆ2 = (0 , 1 , 0) , M(r) = 2M (0 , cos(Q2 · r) , cos(Q1 · r)) and F (4) = 2(β − β˜)G+ 1
2
. (A3)
d. Magnetic Helix
This single-Q C2-symmetric phase is new and appears only for β − β˜ > 0. One finds:
nˆ1 =
1√
2
(i, 0, 1) and nˆ2 = (0, 0, 0) , M(r) = 2M (sin(Q1 · r) , 0 , cos(Q1 · r)) and F (4) = 0 . (A4)
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e. Incommensurate Magnetic Stripe & || Magnetic Helix
This double-Q C2-symmetric phase is new and we obtain:
nˆ1 = (0 , 0 , 1) and nˆ2 = (i sinλ , 0 , cosλ) , F (4) = 2(β − β˜) (G˜+ 2G)
2
(G˜+ 2)2 + 8(G− 1)
and M(r) = 2M (sin η sinλ sin(Q2 · r) , 0 , cos η cos(Q1 · r) + sin η cosλ cos(Q2 · r)) , (A5)
with:
cos(2η) = − G˜
2 − 4
(G˜+ 2)2 + 8(G− 1) and cos(2λ) = −G˜
2G+ G˜
G˜(G˜+ 2) + 4(G− 1) . (A6)
Note that the helix becomes isotropic, i.e. λ = pi/4, only for G˜ = 0.
f. Incommensurate Magnetic Stripe & ⊥ Magnetic Helix
This double-Q C2-symmetric phase is new and has the following features:
nˆ1 = (0 , 0 , 1) and nˆ2 =
1√
2
(i , 1 , 0) , M(r) =
√
2M
(
sin η sin(Q2 · r) , sin η cos(Q2 · r) ,
√
2 cos η cos(Q1 · r)
)
and F (4) = 2(β − β˜) G
2
2G− 1 with cos(2η) =
1
2G− 1 . (A7)
g. Douple Parallel Magnetic Helix
This double-Q C2-symmetric phase (in spite of η = pi/4) is new, appears for G˜ 6= ±2, and is described by:
nˆ1,2 =
1√
2
(i , 0 , 1) , M(r) = M (sin(Q1 · r) + sin(Q2 · r) , 0 , cos(Q1 · r) + cos(Q2 · r)) and F (4) = 2(β − β˜)G+ G˜/2
2
.
(A8)
h. C4-symmetric Spin-Whirl Crystal
This double-Q C4-symmetric phase is new, appears for G˜(1−G) + 4G 6= 0, and one finds:
nˆ1 = (i cosλ , 0 , sinλ) and nˆ2 = (0 , i cosλ , sinλ) , F (4) = 2(β − β˜)G(G˜+ 4) + G˜
2(G˜+ 4)
and
M(r) =
√
2M (cosλ sin(Q1 · r) , cosλ sin(Q2 · r) , sinλ cos(Q1 · r) + sinλ cos(Q2 · r)) , (A9)
with cos(2λ) = G˜/(G˜ + 4). The latter implies cos(2η) = 0 ⇒ η = pi/4. Note also that for g˜ , G˜ = 0
we obtain cos(2λ) = 0 ⇒ λ = pi/4 and leads to a symmetric double-Q non-coplanar C4-phase M(r) =
M (sin(Q1 · r) , sin(Q2 · r) , cos(Q1 · r) + cos(Q2 · r)).
i. C2-symmetric Spin-Whirl Crystal
This new double-Q C2-symmetric phase, consists of a isotropic magnetic helix for Q1 coexisting with an anisotropic
magnetic helix for Q2:
nˆ1 =
1√
2
(i , 0 , 1) and nˆ2 = (0 , i sinλ , cosλ) , F (4) = 2(β − β˜) (G˜+ 4G)
2
(G˜+ 4)2 + 16(2G− 1)
and M(r) = 2M
(
cos η√
2
sin(Q1 · r) , sin η sinλ sin(Q2 · r) , cos η√
2
cos(Q1 · r) + sin η cosλ cos(Q2 · r)
)
, with (A10)
cos(2η) = − G˜
2
(G˜+ 4)2 + 16(2G− 1) and cos(2λ) = −G˜
G˜+ 4G
G˜(G˜+ 4) + 16G
. (A11)
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Appendix B: Induced Charge Order
We will here derive the coupling term between magnetic and charge order, that is inducing the latter when magnetism
sets in. For simplicity, and without loss of generality, let us restrict ourselves near the magnetic critical temperature,
for which an expansion in terms of the magnetic order parameters and the charge density is permissible. We will
further consider that the orbital weight, vˆq, of the magnetic order parameters, M̂q, is fixed by the spin susceptibility,
i.e. M̂q = Mq vˆq (see Sec. VI A).
We start from a general multi-orbital model Hamiltonian for an itinerant system, rewritten in k-space and within
the framework of second quantization: H0 =
∑
kψ
†
k1ˆ2 ⊗ Ĥ0(k)ψk, where we introduced the electron creation and
annihilation operators acting in orbital and spin spaces. Note that Ĥ0(k) is a matrix in orbital space, and the complete
Hamiltonian is diagonal in spin space, since SOC has been omitted from the outset. We then add the term:
V =
∑
k,q
ψ†k+q
(
Mq · σ ⊗ vˆq + ρq1ˆ2 ⊗ 1ˆ5
)
ψk, (B1)
and perform a perturbative expansion of the resulting free energy to the lowest allowed coupling between charge and
magnetic order terms. The lowest order coupling term appears at cubic order of perturbation and the corresponding
free energy contribution is
F =
1
3β
∑
q,p
∑
ikn,k
Tr
[
1ˆ2 ⊗ Ĝ0(ikn,k)V̂q1ˆ2 ⊗ Ĝ0(ikn,k − q)V̂p1ˆ2 ⊗ Ĝ0(ikn,k − q − p)V̂−q−p
]
, (B2)
with the trace being over spin and orbital indices, 1/β = kBT , kn denotes the fermionic Matsubara frequencies,
Ĝ0(ikn,k) =
[
ikn1ˆ5 − Ĥ0(k)
]−1
defines the bare Matsubara orbital space matrix Green’s function and V̂q ≡ Mq ·
σ ⊗ vˆq + ρq1ˆ2 ⊗ 1ˆ5. By carrying out the trace over the spin degrees of freedom and after taking into account all the
products of the interaction terms, we have the general result:
F =
∑
q,p=±Q1,2
 2β ∑
ikn,k
Trorbital
[
Ĝ0(ikn,k)vˆqĜ0(ikn,k − q)vˆpĜ0(ikn,k − q − p)
] |Mq||Mp|nˆq · nˆp ρ−(q+p) .(B3)
Therefore we can obtain induced charge order for the set of wavevectors {±2Q1,2,± (Q1 ±Q2), depending on which
spin-vector inner products become non-zero. Note that there exist additional higher order contributions to the free
energy that yield i) corrections to the above and ii) charge order of additional wavevectors. However, these two
contributions will lead to Bragg peaks with lower intensity compared to the one found at cubic order, and thus can
be experimentally differentiated.
Appendix C: Magnetoelectric Effects
The aim of this paragraph is to illustrate the emergence of the magnetoelectric effects discussed in the main
text, whereas the q = 0 ferromagnetic component of the magnetization M0, couples to a generally time-dependent
electromagnetic vector potentialA, generating an electric field (E) or current (I). The coupling of the itinerant system
to the vector potential will be restricted to the paramagnetic contribution, sufficient for the lowest order coupling
with respect to A that is pursued here. Therefore, we employ a similar approach as in the paragraph above and focus
near the magnetic critical temperature, where the magnetic order parameters can be treated perturbatively. Then we
add to the Hamiltonian, in the Schro¨dinger picture, the perturbation term
V =
∑
k,q
ψ†k+q
{
Mq · σ ⊗ vˆq +
[
M0(t) · σ ⊗ 1ˆ5 + e~ 1ˆ2 ⊗
∂Ĥ0(k)
∂k
·A(t)
]
δq,0
}
ψk , (C1)
with e > 0. We thus perform a perturbative expansion of the resulting free energy to the lowest allowed coupling
between the vector potential, the ferromagnetic moment and the q = ±Q1,2 magnetic order terms. The lowest order
coupling term appears at quartic order of the perturbation term and the corresponding free energy contribution reads
F =
1
4β
∑
k,q1,2,3
Tr
[
1ˆ2 ⊗ Ĝ0(k)V̂q1 1ˆ2 ⊗ Ĝ0(k − q1)V̂q2 1ˆ2 ⊗ Ĝ0(k − q1 − q2)V̂q3 1ˆ2 ⊗ Ĝ0(k − q1 − q2 − q3)V̂−q1−q2−q3
]
, (C2)
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where we introduced the four vectors k = (ikn,k) and q = (iωs, q), where the latter consists of the bosonic Matsubara
frequency, iωs, and wavevector q. The respective perturbation terms reads
V̂q ≡Mq · σ ⊗ vˆqδωs,0 +
[
M0(iωs) · σ ⊗ 1ˆ5 + e~ 1ˆ2 ⊗
∂Ĥ0(k)
∂k
·A(iωs)
]
δq,0 . (C3)
For the itinerant systems of interest, inversion symmetry is present, therefore Ĥ0(k) = Ĥ0(−k) and ∂Ĥ0(k)/∂ka =
−∂Ĥ0(−k)/∂ka. As a result, we find that the magnetoelectric coupling can be non-zero only when A||qˆ, with
qˆ = q/|q|. By tracing over the spin indices and after taking into account all the possible combinations we obtain:
F =
e
~
∑
ωs
∑
q=±Q1,2
|Mq|2M0(−iωs) ·
(
inˆq × nˆ∗q
)
qˆ ·A(iωs) 2
β
∑
kn,k{
Trorbital
[
Ĝ0(ikn,k)qˆ · ∂Ĥ0(k)
∂k
Ĝ0(ikn − iωs,k)Ĝ0(ikn,k)vˆqĜ0(ikn,k − q)vˆ−q
]
−Trorbital
[
Ĝ0(ikn,k)qˆ · ∂Ĥ0(k)
∂k
Ĝ0(ikn − iωs,k)vˆqĜ0(ikn − iωs,k − q)Ĝ0(ikn,k − q)vˆ−q
]
+ Trorbital
[
Ĝ0(ikn,k)qˆ · ∂Ĥ0(k)
∂k
Ĝ0(ikn − iωs,k)vˆqĜ0(ikn − iωs,k − q)vˆ−qĜ0(ikn − iωs,k)
]}
. (C4)
In order to investigate the arising magnetoelectric response, one has to perform the analytical continuation, iωs →
ω + i0+, to the real frequencies, ω.
Appendix D: Hubbard-Hund model, magnetic order parameters and orbital structure for the case of
iron-based superconductors
The magnetic transition temperature is obtained by identifying the first zero eigenvalue of the static part of the
inverse magnetic propagator matrix when evaluated as a function of temperature and q. The latter is defined as
Dˇ−1mag(q) = Uˇ−1− χˇ0(q), withˇdenoting rank-4 tensors in orbital space. Note that for our calculations we neglect the
Hartree shift of the chemical potential induced by interactions. The orbital weight of the magnetic order parameter is
obtained from the eigenmatrix associated with the zero eigenvalue, i.e. Dˇ−1mag(Q1,2)vˆ1,2 = 0ˆ. As incommensurability
sets in the orbital content acquires imaginary parts, e.g. for LaFeAsO we find:
vˆ1 =

0.395 0 i0.045 0 0
0 0.501 0 i0.028 −i0.025
i0.045 0 0.574 0 0
0 i0.028 0 0.335 −0.038
0 −i0.025 0 −0.038 0.377
 and vˆ2 =

0.501 0 0 i0.028 i0.025
0 0.395 −i0.045 0 0
0 −i0.045 0.574 0 0
i0.028 0 0 0.335 0.038
i0.025 0 0 0.038 0.377
 , (D1)
where vˆ1 is plotted in Fig. 4(l) in the main text. The quartic coefficients of the free energy are computed by
performing a Hubbard-Stratonovich decoupling in the magnetic channel and expanding the trace-log to fourth order
in the magnetic order parameters. The expression is truncated by assuming that only the lowest harmonics contribute.
This is justified by comparing the magnitude of the peak at Q1,2 in the bare susceptibility with the peaks at higher
integer multiples of Q1,2, as shown in Figs. 4(d) and (j). The quartic coefficients are rank-8 tensors in orbital space
and to determine the magnetic order at the instability the coefficients are projected onto the leading instability using
the orbital content provided by the above eigenmatrices.
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The expressions for the quartic coefficients of the free energy are related to the microscropic bandstructure through
β˜abcdefgh1 =
1
16βN
∑
k
[
GabGcd1 G
efGgh1 +G
ebGch1 G
afGgd1 + 2G
gbGcd1 G
ehGaf−1 − 2GgbGch1 GadGef−1
]
(D2)
β˜abcdefgh2 =
1
16βN
∑
k
[
GabGcd2 G
efGgh2 +G
ebGch2 G
afGgd2 + 2G
gbGcd2 G
ehGaf−2 − 2GgbGch2 GadGef−2
]
(D3)
(
β1 − β˜1
)abcdefgh
=
1
16βN
∑
k
[−GabGcf1 GgdGeh1 + 2GebGcf1 GghGad−1] (D4)(
β2 − β˜2
)abcdefgh
=
1
16βN
∑
k
[−GabGcf2 GgdGeh2 + 2GebGcf2 GghGad−2] (D5)
gabcdefgh =
1
8βN
∑
k
[
GabGcd1 G
efGgh2 +G
gbGcd1 G
ehGaf−2 +G
adGeb−1G
cfGgh2 +G
gdGeb−1G
chGaf−2
−GefGgb2 Gch1+2Gad1 −GchGad1 Gef1+2Ggb2
]
(D6)
g˜abcdefgh1 =
1
8βN
∑
k
[−GabGcf1 GgdGeh2 +GebGcf1 GghGad−2 +GafGgb−1GcdGeh2 −GefGgb−1GchGad−2
+GgdGeb2 G
ch
1+2G
af
1 +G
abGcd1 G
ef
1+2G
gh
2
]
(D7)
g˜abcdefgh2 =
1
8βN
∑
k
[
GebGcf1 G
ghGad2 −GabGcf1 GgdGeh−2 −GefGgb−1GchGad2 +GafGgb−1GcdGeh−2
+GghGab2 G
cd
1+2G
ef
1 +G
ebGch1 G
af
1+2G
gd
2
]
, (D8)
with N denoting the number of sites in k-space. Here k = (ikn,k) and Gab1,2 is the fermionic Green function centered
at Q1,2:
Gab1,2 =
∑
ν
uaν(k +Q1,2)u
b
ν(k +Q1,2)
∗
ikn − Eν(k +Q1,2) , (D9)
with kn a fermionic Matsubara frequency. In the above we also employed the shorthand notation f1+2 ≡ fQ1+Q2 .
Note that the tensorial coefficients, e.g. β˜abcdefgh1 and β˜
abcdefgh
2 , are not identical but are related by C4 rotations.
To proceed we project these onto the leading magnetic instability utilizing the orbital content provided by the matrices
vab(Q1,2) as in Ref. 11, for instance we have
β1 − β˜1 ≡
∑
abcd
efgh
(β1 − β˜1)abcdefghvab(Q1)vcd(Q1)v∗ef (Q1)v∗gh(Q1) . (D10)
Note that the contracted coefficients, such as β1 − β˜1 and β2 − β˜2 are identical.
