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Abstract The comparison of eight tools applicable to
ligand-binding site prediction is presented. The methods
examined cover three types of approaches: the geometrical
(CASTp, PASS, Pocket-Finder), the physicochemical (Q-
SiteFinder, FOD) and the knowledge-based (ConSurf,
SuMo, WebFEATURE). The accuracy of predictions was
measured in reference to the catalytic residues documented
in the Catalytic Site Atlas. The test was performed on a set
comprising selected chains of hydrolases. The results were
analysed with regard to size, polarity, secondary structure,
accessible solvent area of predicted sites as well as param-
eters commonly used in machine learning (F-measure,
MCC). The relative accuracies of predictions are presented
in the ROC space, allowing determination of the optimal
methods bymeansofthe ROCconvex hull. Additionally the
minimum expected cost analysis was performed. Both
advantages and disadvantages of the eight methods are pre-
sented. Characterization of protein chains in respect to the
level of difﬁculty in the active site prediction is introduced.
Themainreasonsforfailuresarediscussed.Overall,thebest
performance offers SuMo followed by FOD, while Pocket-
Finderisthebestmethodamongthegeometricalapproaches.
Keywords Active site   Hydrolase   Ligand-binding site
prediction   Receiver operating characteristic
Introduction
Understanding of how biological systems function is the
salient motivation for the research in the ﬁeld of biochem-
istry and molecular biology. The most comprehensive
approachthataimsatgaininginsightintomolecularfunction
and mechanism of thousands of proteins relies on structural
genomics initiatives [1–3]. One of the major challenges in
structural genomics is identifying the function and evaluat-
ing the functional integrity of proteins [4]. Another goal,
justifying the huge investments already made in structural
genomicsinitiatives,istheabilitytopredictdruggabilityofa
particular protein based solely on its 3D structure [5, 6].
Accordingly, experimental as well as computational meth-
odsforidentifyingandcharacterizingligand-bindingsiteson
protein targets are being intensively developed nowadays
[7, 8]. Herein we focus on in silico methods, as promising
tools for ﬁnding and annotating functional sites in novel
structures from structural genomics.
The strategies for prediction of ligand-binding sites that
have already been developed, can be roughly divided into
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and clefts on the basis of pure geometric criteria such as
POCKET [9], SurfNet [10], APROPOS [11], CAST
[12, 13], LIGSITE [14] or PASS [15] constitute the ﬁrst
group. The methods in the second group, in addition to
structural data use biophysical and/or chemical properties,
such as pKa [16], electrostatic energy [17], solvent map-
ping [7, 18, 19], physical potential [20, 21], favourable
regions for van der Waals probes on the protein surface
[22] or hydrophobicity deﬁciency [23]. The third group of
methods relies on knowledge derived from biochemical
data and different types of databases. Many of them search
for clusters or patterns of conserved residues [24–33], and
therefore may be applicable to proteins that have homo-
logues. There is also a series of tools that exploit various
pattern matching approaches. They generally search for
local structural similarity of a protein structure to known
functional sites [34–48]. The main limitation of these
methods is a ﬁnite set of functional sites they can identify,
and therefore they are not suited to annotate new functional
motifs that may be present in novel folds. Moreover, there
are many methods that rely on statistical approaches [49,
50] and machine learning techniques based on neural net-
works [51–53], support vector machines [54–56] or Naive
Bayes classiﬁcations [57]. They exploit a wealth of
knowledge included in a training set, and aim at predicting
speciﬁc functional roles of residues rather than broadly
deﬁned ligand-binding sites. Apart from the methods
devoted to prediction of functional sites, alternative
approaches such as molecular dynamics simulations [58]o r
docking [59–61] were successfully employed to identify
ligand-binding sites. A thorough review of strategies for
ligand-binding site detection is presented elsewhere [62].
Here we present the extensive comparison of eight
methods designed for ligand-binding site prediction in
order to reveal limitations that should be overcome in the
future. The tools examined cover all three groups of
approaches brieﬂy described above. As representatives of
the geometry-based approaches CASTp [13, 63], Pocket-
Finder (an implementation of LIGSITE [14]) and PASS
[15] were chosen. From the second group Q-SiteFinder
[22] and FOD [23] were selected. The knowledge-based
methods are represented by ConSurf [64], SuMo [45, 46]
and WebFEATURE [49, 65, 66]. Short description of each
of the eight methods is presented in Table 1. All the
methods require protein’s 3D structure to make predictions,
but only ConSurf exploits its sequence by means of cal-
culation of an evolutionary conservation. Moreover all of
them are freely available as web services or standalone
executables and exhibit relatively short time of calcula-
tions. The results returned are straightforward, mainly in
the form of a list of atoms/residues predicted as binding
Table 1 Short description of each of the eight methods applicable to ligand-binding site prediction
Method Description Availability
ConSurf Calculates an evolutionary coneservation scores and maps them on
protein structures
http://consurf.tau.ac.il/
CASTp Locates and measures pockets and voids on 3D protein structures
based on the alpha shape and the pocket algorithm
http://castp.engr.uic.edu/cast
FOD Calculates hydrophobicity differences of idealized hydrophobicity
modeled by 3D Gauss function and observed hydrophobicity
modeled by function introduced by Levitt [108]
http://www.bioinformatics.
cm-uj.krakow.pl/activesite
a
PASS Identiﬁes buried volumes in protein structures based on the algorithm
that coats the protein with probe spheres and iteratively selects
probes with many atom contacts
Standalone executable
b
Pocket-ﬁnder Detects pockets on the surface of a protein based on a series of simple
operations on a cubic grid in the search for protein-solvent-protein
events
www.modelling.reeds.ac.uk/pocketﬁnder
Q-SiteFinder Locates energetically favourable binding sites using interaction
energy between a protein and a simple van der Waals probe
www.modelling.reeds.ac.uk/qsiteﬁnder
SuMo Detects 3D sites in proteins using representation of a protein structure
by a set of stereochemical groups and heuristic for ﬁnding
similarities that uses groups of triangles of these chemical groups
http://sumo-pbil.ibcp.fr
WebFEATURE Scans query structures for functional sites using a supervised learning
algorithm that creates and identiﬁes 3D physicochemical motifs,
and predeﬁned statistical models of functional sites
http://feature.stanford.edu/webfeature
Means of access are given as well
a An upgraded version as standalone executable is available from authors
b http://www.ccl.net/cca/software/UNIX/pass/overview.html
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123site(s). The exception is FOD and PASS, but their primary
results can be easily transformed into the aforementioned
list. Predictability of the methods was tested on the single
chains of hydrolases, one of the best studied class of
enzymes. The selection of this set has two reasons. Firstly,
active sites of enzymes are the best characterized group of
binding sites, even though many ligand-binding site dat-
abases exist [67–72]. Secondly, this class of enzymes is
very extensively studied and therefore much is known
about their mechanisms of catalysis [73–77] and dynamics
of its structures [78–80]. Moreover this class is structurally
and functionally miscellaneous [81, 82]. The accuracy of
predictions was measured in reference to the catalytic
residues documented in the Catalytic Site Atlas (CSA)
[83]. The choice of a reference set is dictated by its reli-
ability, clarity and an easy access (CSA). Even though the
tested methods are more suitable to detect ligand-binding
sites, the evaluation based on catalytic sites is justiﬁed as
active sites are located within binding sites and provided
that results are taken with the awareness. The measure of
accuracy was another aspect we have focused on. There-
fore, to designate the best method, different measures and
criteria were employed.
Materials and methods
Preparation of the test set
The research was limited to one particular enzyme class:
hydrolases. The polypeptide chains were selected form
the literature entries of CSA (version 2.2.9) [83]. Firstly,
the Enzyme Commission (EC) numbers were found
for the entries, using LinkDB method of KEGG API [84].
For the entries that failed to obtain an EC number, id
mapping from the Protein Data Bank (PDB) to the
UniProtKB (UP), available on the UniProt web page [85]
was performed and LinkDB method was used again (UP to
EC mapping). Concurrently information about EC numbers
for all the entries was extracted from CSA and PDB. As a
result all the entries with EC numbers denoting hydrolases
wereselected(325entries).Inordertoavoidtheredundancy
of a data set, the selected sequences were clustered using
BlastClust program [86], with a minimum length coverage
equal to 1.0 and a similarity threshold equal to 80 for both
sequences. The value of the latter is the lowest one ensuring
that the sequences in one cluster have identical active sites
according to CSA. The ﬁnal set comprises 189 structures of
single chains which have complete structural data (Supple-
mentary material).
Ligand-binding site prediction
The computations were performed using standalone exec-
utables (FOD, PASS version 2.0.36), web services made in
Ruby able to communicate with CASTp, ConSurf, Pocket-
Finder, Q-SiteFinder, WebFEATURE and text queries
offered by SuMo server. Additionally, the precalculated
results were downloaded from ConSurfDB [87]. Only the
highest ranked pockets/predictions were considered. The
outputs of all the methods were transformed into a common
format in the form of a list comprising the pointed residues.
The results of PASS, which are in the form of coordinates of
points ﬁlling pocket(s) (probe spheres) were transformed
into residue numbers in two steps. Firstly, the probe spheres
were clustered using hierarchical clustering with the single-
linkage, the Euclidean distance and the distance cut-off
equal to 2 A ˚. Next, the biggest cluster was selected and for
each of its points the closest residue was determined (with
the closest atom to the centre of the probe sphere). FOD
produces the hydrophobicity differences (D ~ H) between the
theoretical and the empirical hydrophobicities calculated
for each residue in a chain. Simple preliminary tests
revealed that residues with D ~ H higher or equal to maximum
D ~ H (for a chain), minus quarter of the D ~ H range (for a
chain), are optimal predictions of the method. WebFEA-
TURE results were interpreted using three z-score speci-
ﬁcity cut-offs: 100, 99 and 95%. Similarly, ConSurf and
ConSurfDB results were interpreted using three conserva-
tion grade cut-offs: 9, 8 and 7.
Measuring performance
We have considered a two-class prediction problem in
which a method produces catalytic and non-catalytic resi-
dues. The results were compared with CSA as a golden
standard. To assess the accuracy of prediction the follow-
ing parameters were used: F-measure, MCC and points in
the ROC space. Therefore, we consider the four possible
outcomes: true positives (TPs, correctly classiﬁed catalytic
residues), true negatives (TNs, correctly classiﬁed non-
catalytic residues), false positives (FPs, non-catalytic resi-
dues incorrectly predicted as catalytic) and false negatives
(FNs, catalytic residues incorrectly predicted as non-cata-
lytic). The F-measure parameter is given by the equation:
F   measure ¼
1
1=precision þ 1=recall
ð1Þ
where
precision ¼
TP
TP þ FP
recall ¼
TP
TP þ FN
ð2Þ
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123The formula for calculating MCC is shown in the equation:
MCC ¼
ðTP TNÞ ðFP FNÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTPþFPÞðTPþFNÞðTNþFPÞðTNþFNÞ
p ð3Þ
For each method a true positive rate (TPR) and a false
positive rate (FPR) was calculated (Eq. 4) and plotted as a
point in the ROC space.
TPR ¼ recall FPR ¼
FP
TN þ FP
ð4Þ
For the points in the ROC space, convex hull (ROCCH) was
found.TheROCCHisthe‘north-westboundary’ofthepoints
intheROCspace.Thisprocedureallowedtodeterminetheset
ofoptimalmethods[88].Theminimumexpectedcostanalysis
wasperformed.ThereforetheslopesoftheROCCHsegments
were calculated, and the boundaries of minimum expected
cost were assigned to the methods from ROCCH.
The accuracy of predictions was measured assuming
two perspectives. First, we checked whether the predicted
residues are in accordance with the catalytic residues from
CSA, and we have called it the amino acid (AA) per-
spective. Since the analysed methods do not necessarily
predict active sites but rather binding sites we decided to
extend, in a speciﬁc way, the reference set to residues
within the catalytic spheres [52]. Each active site has been
assigned a sphere with its centre at the centroid of all the
Cb atoms of catalytic residues (Ca for glycine) and radius
such that it contains all the Cb atoms. Chains with one
catalytic residue were set a radius of 3 A ˚. All the predicted
residues which lie within an active site sphere were con-
sidered TPs, but residues not predicted and not catalytic
lying within a sphere were still TNs. The second approach
we have called the sphere overlapping (SO) perspective.
Residue analysis
The sets of residues were analysed according to polarity,
secondary structure and relative solvent accessibility (RSA).
In respect to polarity, following [89] we distinguished three
groupsofresidues:charged(H,R,K,E,D),polar(Q,T,S,N,
C,Y,W)andhydrophobic(G,A,V,L,I,M,P,F).Secondary
structure was assigned using DSSP program [90], and we
discriminated helices (H, G, I), b-strands (E) and coil regions
(not helices and b-strands). Solvent accessibility was calcu-
lated using NACCESS program (an implementation of Lee
andRichardsmethod[91])withaproberadiusequalto1.4 A ˚.
Results
Description of the test set
The test set contains 189 chains of hydrolases related to
184 entries of PDB [92]. As maintained by NC-IUBMB
[93], it comprises 9 out of 13 subclasses of hydrolases. The
highest number of representatives have hydrolases acting
on ester bonds (EC 3.1), glycosylases (EC 3.2) and pepti-
dases (EC 3.4). These three subclasses cover 78% of all
selected chains.
The shortest chain has 79 amino acids, while the longest
has 1023. The length of the majority of chains range from
100 to 400 amino acids. According to CATH structural
classiﬁcation [94], 184 chains have 284 domains assigned,
however only 212 domains contain a catalytic residue.
Majority of the latter belong to the a/b class (151 domains,
71%). The mainly alpha and the mainly beta classes con-
stitute 12 and 16% of the catalytic domains, respectively.
There is only one catalytic domain which belongs to the
‘few secondary structures’ class. The dominance of the a/b
structures is in accordance with the distribution observed
across all enzyme classes [89]. Nevertheless, the mainly
alpha class is slightly under-represented in favour of the
a/b class compared with all classes [89].
Almost all hydrolases in the test set have catalytic res-
idues contained within just one subunit, with only 7 out of
184 enzymes having catalytic residues in at least two dif-
ferent subunits. Furthermore, as stated by PQS [95], 80
hydrolases are monomers, while the other are multimers.
The research is focused on the single chains in order to
ascertain an association between the performance and the
quaternary structure.
Comparison of the predictions with the catalytic sites
Five out of the eight methods produced results for all
chains. CASTp, FOD, PASS, Q-SiteFinder and SuMo
constitute this group. Other methods gave fewer yields.
Pocket-Finder failed in the case of 3 chains due to the large
number of atoms forming these structures. ConSurf had
problems with 5 and 23 chains depending on whether the
precalculated database (ConsurfDB) or default parameters
were used. In turn WebFEATURE gave no results for 1
chain using 95 and 99% speciﬁcity z-score cut-offs, and
failed for 150 with this parameter set to 100% (Web-
FEATURE100). Therefore all statistics calculated for the
predicted sites refer to the chains for which a method
produced results by any means.
Size
Approximate evaluation of the predictions was made by
means of comparison between the number of predicted and
catalytic residues. The latter constitute only 1% of all
residues in the test set, while the former variates depending
on the method, and except WebFEATURE100 it is always
higher than 1% (Table 2). Consequently, considering only
the number of predicted residues it may be assumed that
120 J Comput Aided Mol Des (2011) 25:117–133
123CASTp, FOD, PASS, Pocket-Finder and Q-SiteFinder tend
to reveal binding sites rather than catalytic residues
(Table 2). Conversely, SuMo and WebFEATURE (espe-
cially with z-score cut-off equal to 100) search for catalytic
residues. ConSurf produces the largest set of residues
regardless of the assumed conservation grade cut-off.
Moreover, the smallest fraction of the predicted residues is
for the highest possible cut-off (9) and equals 13.9 or
12.8% depending on the source (Table 2). The lower cut-
offs (8, 7) produce the fraction of predicted residues above
20% (Data not shown). Therefore the latter predictions due
to the small amount of information about catalytic residues
were excluded from further analysis that takes into account
polarity, secondary structure and solvent accessibility.
The size of predicted sites was expressed as a radius
(R) of a sphere containing all its Cb atoms (Ca for glycine).
In respect of the median of R, denoted as l1/2(R), all the
methods except WebFEATURE100 predicted bigger sites
than catalytic ones which have l1/2(R) equal to 6.2 A ˚
(Table 3). Moreover ConSurf, WebFEATURE99 and 95
have even l1/2(R) over 20 A ˚. These values are high, taking
into account that l1/2(R) calculated for the whole chains is
equal to 32 A ˚. Therefore such high values may indicate
that these programs produce large sites or a prediction
relates to more than one site. The argument for the latter is
that ConSurf and WebFEATURE, contrary to other pro-
grams, indicate residues not necessarily corresponding to
one site and may be distributed across whole protein
structure. Indeed, the maximum of R for WebFEATURE99
or 95 and ConSurf is over 80 and 50 A ˚, respectively, while
the maximum of R taking into account all residues is below
90 A ˚. Concurrently, relatively high maximum of R in the
case of CASTp, shows that this program identiﬁes large
pockets (only the biggest pocket was considered).
The analysis of the minimum of R reveals that Web-
FEATURE (99 or 95) may produce very small sites (single
residue), while the smallest site predicted by ConSurfDB9
is bigger than the average catalytic site from the test set.
Polarity, secondary structure and solvent accessibility
In order to assess whether a prediction is likely to be
correct the distributions of polarity, secondary structure as
well as solvent accessibility within the sets of predicted
Table 2 Statistics for catalytic and non-catalytic residues documented in CSA as well as residues predicted by the eight methods (WebFEA-
TURE has three variants)
Residue type Secondary structure Total Total (%)
Polar Charged Hydrophobic Helix b-strand Coil
Non-catalytic 28.7 23.3 48.0 33.4 21.4 45.3 60918 99
Catalytic 27.0 64.1 9.0 23.0 19.3 57.7 601 1.0
CASTp 32.1 26.4 41.5 26.7 19.3 54.0 5625 9.1
ConSurfDB9 28.2 24.4 47.4 27.4 23.1 49.5 7651 12.8
FOD 32.4 40.5 27.2 29.0 30.5 40.6 4076 6.6
PASS 32.3 31.2 36.5 28.6 17.5 53.9 3024 4.9
Pocket-Finder 31.4 25.3 43.3 28.3 19.3 52.4 4841 8.3
Q-SiteFinder 30.9 26.6 42.5 26.7 19.8 53.5 3956 6.4
SuMo 38.6 43.5 17.9 22.6 18.9 58.5 1222 2.0
WebFEATURE100 38.3 61.7 0 36.2 19.1 44.7 47 0.1
WebFEATURE99 33.7 66.3 0 30.9 19.0 50.2 2161 3.5
WebFEATURE95 29.6 73.1 0 30.3 17.9 51.8 4530 7.4
Residue types concerning polarity (polar, charged, hydrophobic) and secondary structure (helix, b-strand, coil) are taken into account. The total
number of predicted residues and the percentage (in reference to the residues of chains for which a method gave any results) are given.
Statistically signiﬁcant similarity to the catalytic set is given in bold (proportion test, a = 0.05)
Table 3 Minimum, median and maximum radii of spheres that
contain the catalytic residues and the predicted by the eight methods
Radius, R (A ˚)
Minimum Median Maximum
CSA 3.0 6.2 12.57
CASTp 4.64 13.01 46.07
ConSurfDB9 10.12 24.15 59.01
FOD 3.67 14.13 27.88
PASS 5.70 11.06 30.17
Pocket-Finder 4.53 12.27 35.99
Q-SiteFinder 6.68 11.45 20.43
SuMo 3.00 7.43 31.16
WebFEATURE100 3.00 3.00 22.87
WebFEATURE99 3.00 25.74 86.16
WebFEATURE95 3.00 23.11 83.70
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123residues were examined and the results were compared
with relevant distributions within the set of catalytic resi-
dues. Table 2 contains marked in bold fractions that are
similar to those of catalytic set according to the proportion
test (a = 0.05). It is clearly seen that only ConsurfDB9,
Q-SiteFinder and WebFEATURE (100 and 95) manifest
the fraction of polar residues at similar level as in CSA.
Only WebFEATURE (100 and 99) showed accordance
with the fraction of charged residues. Therefore none of the
methods predicted a set of residues that reproduces the
distribution of polarity observed for the catalytic residues.
Subsequently, secondary structure fractions within the
catalytic and predicted sets were compared. The resulting
signiﬁcance of the proportion test marked in Table 2 shows
that only predictions of CASTp, Q-SiteFinder, SuMo and
WebFEATURE100 are in accordance with the fractions of
all three secondary structure states within the catalytic set.
Other methods excluding ConSurfDB9 and FOD show
correspondence with two (b-strand, coil) or one state
(b-strand). The discordances are caused by the over-
representation of residues forming helical structures or
under-representation of coiled structures. The latter are
very often involved in catalysis [96]. The highest agree-
ment is observed for b-strand. Nonetheless the frequency
of residues forming b structures does not show signiﬁcant
difference between the catalytic and non-catalytic sets
(v
2decomposition),andthisfeatureisnotinformative.Hence,
CASTp, Q-SiteFinder, SuMo andWebFEATURE100 appear
as the best methods reproducing the secondary structure dis-
tribution of the catalytic residues.
Figure 1 shows the median of relative solvent accessi-
bilities (RSAs) of the 20 amino acids, taking into account
catalytic and non-catalytic residues separately. Within the
set of non-catalytic residues, polar ones tend to have high
RSA compared to hydrophobic ones and their exposure to
solvent is in accordance with their hydrophobicity. How-
ever, RSA analysis of the catalytic residues reveals quite
opposite tendency. The majority of hydrophobic residues
(I, L, M, F) have higher median RSA than polar or charged,
which are catalytic (Fig. 1). Additionally the majority of
polar residues performing catalysis (R, N, D, Q, E, K, S)
have substantially lower median RSA compared with their
non-catalytic equivalents. Consequently, it may be expec-
ted that methods for active site identiﬁcation should detect
polar residues more buried than typically and hydrophobic
residues more exposed to solvent.
The catalytic residues have the median of RSA equal to
10.3%, whereas the median for non-catalytic residues
equals 20.9%. According to Mann–Whitney-Wilcoxon
(MWW) test these two values are statistically different
(p = 0.0000). The majority of methods give the median of
RSA for predicted residues above the median of RSA for
catalytic ones (MWW test, Table 4). The exceptions are
ConSurf, FOD and WebFEATURE100. ConSurf produces
the biggest set of residues and almost half of them are
hydrophobic. However CASTp, PASS, Pocket-Finder also
predict substantial portion of hydrophobic residues but
higher median of RSA indicates that these residues form
cavities or clefts. In turn, WebFEATURE100 produces
small sets of residues which are mainly charged and
additionally buried within a protein. FOD is in the middle
of ConSurf and WebFEATURE100, but similarly to the
former, hydrophobic residues predominate in its set of
predicted residues. According to MWW test only the
median of RSA for SuMo and WebFEATURE99 are sta-
tistically equal to the one for catalytic residues (p equals
0.834 and 0.096 respectively). The high maxima of RSA
that even exceed 100%, indicate that all the methods are
able to point residues highly exposed to solvent (data not
shown).
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Fig. 1 Relative solvent accessibilities (RSAs) of the 20 amino acid
residues for catalytic and non-catalytic residues separately
Table 4 Medians of the relative solvent accessibilities (RSAs) of the
catalytic and non-catalytic residues as well as the predicted and non-
predicted by the eight methods
Median RSA (%)
Catalytic Non-catalytic
CSA 10.3 20.9
CASTp 18.4 21
ConSurf 9 4.9 24
ConSurfDB9 4.1 24.4
FOD 9.3 21.7
PASS 22.7 22.4
Pocket-Finder 13.7 21.7
Q-SiteFinder 14.7 21.3
SuMo 10.5 21.1
WebFEATURE100 4.1 18.8
WebFEATURE99 14.5 21
WebFEATURE95 18.2 21
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The quality of predictions was measured using parameters
commonly applicable to assessment of binary classiﬁca-
tions. The predicted sets of residues were compared with
the catalytic ones. The accuracy was measured assuming
two perspectives that differ in deﬁnition of true positive
(TP). First perspective regards only correctly indicated
residues as TPs (AA perspective), while the second is more
liberal and residues within catalytic sphere are counted as
TPs (SO perspective).
Firstly, in order to assess reliability of the methods,
fraction of chains for which a method produced at least one
true positive (TP) was calculated. Figure 2A shows that
regardless of the assumed perspective (AA/SO) the most
infallible is ConSurfDB9, then FOD, WebFEATURE95,
Pocket-Finder and WebFEATURE99. The poorest yields
are produced by PASS and WebFEATURE100. Moreover,
there is no method producing at least one TP for all chains.
Noteworthy is the increase in number of chains with at
least one TP after transition from AA to SO perspective.
The increase is the highest for SuMo and WebFEA-
TURE100. This result proves that some predictions which
at ﬁrst are regarded as failures, may be valuable, because
they are in the vicinity of a catalytic site.
Figures 2B, C show F-measure and MCC calculated for
each method and concerning two perspectives. According
to this chart both parameters have maximum value near
0.25 (AA perspective) and 0.4 (SO perspective). With
regard to AA perspective, SuMo and WebFEATURE100
are on the top of the ranking, while WebFEATURE95 is at
the end. When SO perspective is considered, the higher
agreement between F-measure and MCC is observed.
Accordingly SuMo, ConSurfDB9, FOD, Q-SiteFinder and
Pocket-Finder are among ﬁve the best methods, while
WebFEATURE95 gives the worst outcome. More detailed
analysis of these parameters reveals that only WebFEA-
TURE descends in classiﬁcation after change from AA to
SO perspective, while other methods ascend or remain
unchanged depending on the parameter considered. It is
due to the small number of residues produced byWeb-
FEATURE, which results in lower susceptibility to
improvement of the outcome after softening of the criterion
for TPs. With reference to SO perspective almost linear
decrease in MCC is observed (Fig. 2C), indicating slight
differences between subsequent methods. Contrary to that,
F-measure shows outstanding high value for SuMo in
comparison to other methods (Fig. 2B), and thus
strengthens the position of a leader.
Even though F-measure as well as MCC are based on
the four parameters (TP, TN, FP, FN), they do not provide
complete information about the system [97]. Accordingly,
mutual performances of the methods were visualized using
points in the ROC space (Fig. 3). The x axis indicates false
positive rate (FPR), while the y axis represents true positive
rate (TPR). Figure 3 shows that softening of the criterion
for TPs moves points in the ROC space towards upper-left
corner. The least signiﬁcant movement is in the case of
WebFEATURE100. The overall relative arrangement of
the points in the ROC space does not change substantially.
The optimal methods were established through deter-
mination of the ROC Convex Hull (ROCCH). Regardless
of the assumed perspective convex hull contains points
representing ConSurfDB7, ConSurfDB8, ConSurfDB9,
SuMo, WebFEATURE100. Additionally ROCCH related
to SO perspective has an extra point corresponding to FOD.
Majority of the optimal methods found in this way belong
to the group of knowledge-based approaches.
Further examination of the ROC graphs revealed that,
excluding ConSurf (ConSurfDB), all the methods have
Fig. 2 Fractions of chains for which a method produced at least one
true positive (A), F-measure (B) and MCC (C) parameters for both
perspectives (AA and SO)
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123FPR below 10%. Therefore the main drawback of ConSurf
is high number of over-predictions. The highest TPR with
FPR below 10% have FOD and Pocket-Finder for AA and
SO perspectives respectively. More detailed analysis of the
points related to SO perspective revealed, however that
Pocket-Finder has slightly higher TPR than FOD, but the
latter is on the ROCCH, and therefore should be regarded
as optimal. PASS has the lowest FPR among geometrical
approaches, but also the lowest TPR. On the other hand
Pocket-Finder has the highest TPR and lower FPR than
CASTp. Additionally, the latter has slightly lower TPR
than Pocket-Finder and therefore is unarguably not optimal
in comparison to Pocket-Finder. Considering methods
based on the physicochemical approaches, FOD has higher
TPR than Q-SiteFinder, and comparable FPR, which
demonstrates better performance of the former. Choosing
the best method among the knowledge-based is not so
obvious. ConSurf is able to generate different results
depending on parameters that control the program or are
used to interpret the results. Generally ConSurfDB gives
optimal results compared to ConSurf with default param-
eters. Moreover ConSurfDB9 is the best (the closest to the
point (0,1)) option in these group. Unfortunately it pro-
duces unsatisfactory high FPR. In contrast, WebFEA-
TURE100 has the lowest FPR but also the lowest TPR. The
value of the latter which is less than 0.2 is indisputably not
satisfactory. SuMo is better than WebFEATURE95 and 99.
Even though the latter has slightly higher TPR, SuMo has
much lower FPR and is on the ROCCH.
Therefore the best representative of each approach are
Pocket-Finder, FOD and SuMo. FOD outperforms Pocket-
Finder in terms of TPR and FPR. Clear statement whether
SuMo or FOD is better, depends on assumed costs of FP
and FN errors. This reasoning is based on lemma claiming
that for any set of cost and class distribution there is a point
on the ROCCH with minimum expected cost [88]. Mini-
mum expected cost (mmec) is deﬁned as the product of cost
ratio and the reciprocal of the class ratio, and is used to
determine whether one classiﬁcation model is better than
another. Moreover it may be easily transformed into the so-
called iso-performance line such as fragment of the
ROCCH [98]. Therefore slopes of the ROCCH deﬁne range
of minimum expected cost related to each point on the
ROCCH. According to that SuMo corresponds to such a set
of operating conditions that mmec = (4.0, 17.8) and
mmec = (4.3, 32.0) considering AA and SO perspectives,
respectively. FOD in turn is optimal when mmec = (3.8,
4.3) regarding SO perspective. Hence the choice of optimal
method depends on classiﬁer conditions. Because in our
case the approximate probabilities of negative and positive
classes are known, the only parameter which should be
carefully considered is the cost ratio. When proportion of
non-catalytic residues to catalytic ones is equal to 100:1
and cost of false positives is 10 times as expensive as false
negatives, then mmec = 10, what perfectly ﬁts the SuMo’s
optimal range. However change of cost ratio from 10 to 25
causes that FOD is optimal (SO perspective).
Considering AA perspective, SuMo is the optimal
method. It has the highest TPR with FPR below 10%
among methods on the ROCCH. The situation is slightly
different when SO perspective is examined. Then FOD as
well as SuMo should be considered because the assessment
of the method depends on classiﬁer conditions and the
choice is not obvious.
Comparison of the chains with different success rate
In order to create characteristics of chains differing in
success rate of active site prediction, one representative set
of results was chosen for each method. Therefore, among
methods having a few variants, ConSurfDB9 and Web-
FEATURE95 were selected as exemplars. Subsequently,
instances of failures, deﬁned as no TP, were aggregated for
each chain separately. Hence the maximum number of
failures (NF) may be equal to 8, as such a number of
methods is analysed. The chains have been divided into
three groups depending on the number of failures. As a
result there are hard (NF[4), medium (4[NF[0) and
easy (NF = 0) chains.
Figure 4 presents the results of correspondence analysis
(CA). It visualizes relationship between a chain difﬁculty
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Fig. 3 Points in the ROC space representing following results:
CASTp, ConSurf—CS, ConSurfDB—CSDB, FOD, PASS, Pocket-
Finder—PF, Q-SiteFinder—QF, SuMo, WebFEATURE—WebFT.
ROC convex hulls are denoted by solid lines, while points related to
the same method but different perspectives are connected by dashed-
lines
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123and features such as a subclass of hydrolases (panels A, B),
a class of catalytic domain in CATH classiﬁcation (panel
C), a quaternary structure according to PQS (panel D) and a
presence of different types of ligands (panels E, F). The
vertical and horizontal axes intersect at point (0,0). The
vertical axis is the one with the highest inertia. The CA was
made by means of the statistical package STATISTICA.
Column and row standardization was used to plot the
points on the maps.
EC subclasses
Correspondence analysis allowed to explore relationship
between subclasses of hydrolases and the level of difﬁculty
of active site prediction. The enzymes belonging to sub-
classes 3.8 and 3.11 according to the EC classiﬁcation were
excluded from the calculations (small number of repre-
sentatives). Figure 4A presents the relationship between a
hydrolase subclass and a group of difﬁculty (hard, medium,
Fig. 4 Correspondence analysis
presenting relation between
chain difﬁculty and subclass of
hydrolases (A, B), CATH class
(C), quaternary structure
(D) and presence of ligands
(E, F). The two perspectives are
analyzed: AA (A, E) and SO
(B, C, D, F)
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123easy) within AA perspective. Dimension 1 is the most
reliable indicator of an associations (inertia of 91.6%). It
distinguishes between easy or medium and hard chains, and
subclasses 3.4, 3.5, 3.6 and 3.1, 3.2, 3.3, 3.7. The strongest
association is observed for hard chains and hydrolases
acting on acid anhydrides (EC 3.6.-.-) and hydrolases act-
ing on carbon–nitrogen bonds other than peptide bonds (EC
3.5.-.-). Moreover easy or medium chains are associated
with subclasses 3.1, 3.2, 3.3 and 3.7. When dimension 2,
accounting for 8.4% of the variation in the data is taken
into account, easy chains are separated from the medium.
Then medium chains are related to esterases (EC 3.1.-.-)
and glycosydases (EC 3.2.-.-), two of the most abundant
subclasses in the data set, while easy chains are associated
with hydrolases acting on ether bonds (EC 3.3.-.-) and
hydrolases acting on carbon–carbon bonds (EC 3.7.-.-).
The latter association is however not highly reliable,
because these two subclasses are poorly represented in the
data set. Similar inferences can be drawn from the results
obtained for SO perspective, even though the coordinates
of points in the CA map are different (Fig. 4B). Note-
worthy is the point related to peptidases (EC 3.4.-.-), which
is close to the origin of the coordinate system. It clearly
denotes that this subclass of hydrolases contains miscella-
neous chains regarding difﬁculty of active site prediction,
with tendency to contain hard and easy chains.
CATH classes
Relation between a structure of catalytic domains regarding
class level of CATH classiﬁcation and the rate of success
was determined by means of CA as well. Domains that
belong to class 4 were excluded from the analysis (small
number of representatives). Figure 4C summarizes the ﬁnal
results for SO perspective. It presents explicit division of
the points into three clusters. The chains containing cata-
lytic domains that represent the mainly beta class appear as
hard for active site prediction, while the enzymes assigned
to the mainly alpha class are rather easy for the methods.
The medium results are generally observed for the a/b
class. Aforementioned conclusion can be drawn based on
the results obtained for AA perspective (data not shown).
Quaternary structure
The inﬂuence of a quaternary structure on the rate of
success was examined and Fig. 4D contains the resulting
CA map for the SO perspective. As can be seen from the
graph, hydrolases that are monomers are associated with
the group of medium chains. Multimers in turn, composed
of identical subunits are related to two groups: easy and
medium chains, while the one build of different subunits is
associated with hard chains. Similar map has been obtained
for AA perspective (data not shown).
Ligands
The presence of ligands is another factor that may inﬂuence
the quality of results. 124 chains contain heterogeneous
molecules. The majority of them are ligands bound with a
protein molecule (distance from a protein below 6 A ˚) but
theyarenotrequiredforbiologicalactivity.Anothergroupof
ligandsarecofactors,whicharemainlyintheformofametal
ion (Zn, Ca, Mg, Co, Mn), but there is also a pyridoxal 50-
phosphate(kyruneninase,1QZ9)andanicotinamideadenine
dinucleotide (NAD, adenosylhomocysteinase, 1B3R).
Therefore the chains were divided into four groups. The ﬁrst
containschainswithnoligands(APO),thesecondcomprises
structures with cofactors (CF), the third contains chains that
have cofactors as well other ligands (CF ? LIG), and the
fourthencompasseschainswithligandsthatarenotcofactors
(LIG). The correspondence analysis was applied to our data
set regarding a chain difﬁculty and a presence of different
types of ligands (APO, CF, CF ? LIG, LIG,). Figures 4E, F
presenttheresultsforAAandSOperspectives,respectively.
Regardless of the assumed perspective there is a clear sep-
aration between hard, medium and easy chains. Unques-
tionably apo structures are associated with hard chains, and
structures having bound a cofactor and a ligand (CF ? LIG)
are related to easy chains. In turn, medium chains are asso-
ciated with structures having bound cofactors or other
ligands(AAperspective).HoweverachangefromAAtoSO
perspective, causes that structures with ligands are more
related to easy chains.
Secondary structure, polarity and solvent accessibility
The relation between secondary structure elements of cat-
alytic residues and the level of difﬁculty was conﬁrmed
(v
2 statistics, p = 0.0280 and 0.0183 for AA and SO per-
spectives, respectively). With reference to AA perspective,
the fraction of catalytic residues forming helices does not
differ signiﬁcantly among three groups of difﬁculty
(v
2 decomposition, p = 0.0766). In turn when SO perspec-
tive is assumed such situation is in the case of b-strands
(p = 0.5664). The common conclusion is that regardless of
the assumed perspective, the difference always lies in coils.
The most distinctive is the set of easy chains, which has the
smallest fraction of catalytic residues located in coils
(p = 0.0075 and p = 0.0041 for AA and SO perspectives
respectively). In contrast to secondary structure, polarity
distributions are similar among hard, medium and easy
chains (p = 0.2216 and p = 0.4442 for AA and SO per-
spectives, respectively).
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123Figure 5 presents histograms of RSA for catalytic resi-
dues of three sets of chains: hard, medium and easy, dis-
tinguished according to SO perspective. Similar histograms
are for AA perspective (not shown). The median of RSA
for the catalytic residues of hard, medium and easy chains
are equal to 16.6, 10.6 and 7.65%, while the median of
RSA for non-catalytic residues is above 19%. Therefore the
median of RSA of catalytic residues increases with difﬁ-
culty, however it does not exceed the median RSA of non-
catalytic ones.
Examples of the most difﬁcult chains
There is no chain for which all the methods failed, however
there are 13 up to 17 chains (depending on the assumed
perspective) posing a problem for six or seven methods.
The most infallible methods for these hard cases are
ConSurfDB9 and WebFEATURE95. Table 5 contains a
list of the hardest chains (NF = 7) and their short
characteristics.
Type-2 restriction enzyme Cfr10I (1CFR:A) is the
structure for which only FOD pointed at a catalytic residue.
Catalytic site of this hydrolase (indicated by an arrow in
Fig. 6A or red spheres in Fig. 6B) is in the form of a
shallow pocket which together with second monomer
serves to DNA binding [99, 100]. Most of the methods
(CASTp, Q-SiteFinder, SuMo, PASS) indicate other pocket
which is much deeper (magenta in Fig. 6A). Interestingly
this pocket according to PQS database is involved in pro-
tein–protein contacts (Fig. 6B), and thus has functional
signiﬁcance [99]. Pocket-Finder in turn ﬁnds the pocket
close to the catalytic residue, but even assuming the SO
perspective it still fails to point at it. Similarly WebFEA-
TURE95’s predictions are near the correct result (cyan in
Fig. 6A). Unfortunately even though there was a catalytic
residue among those pointed out, the answer where the
active site is located would be equivocal, because the
residues predicted by WebFEATURE are scattered across
the whole structure.
AnotherinterestingenzymeisribonucleaseH(1RDD:A).
The predictions for this hydrolase are generally related to
twositesontheprotein’ssurface.Firstsitewhichis‘spongy’
because it contains visible holes (C-terminus and loop) is
indicated by CASTp, PASS, Pocket-Finder and Q-Site-
Finder (magenta in Fig. 6C) and has no particular function
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Table 5 List of the hardest chains and their characteristics including name, length of polypeptide chain, EC number, CATH ids, quaternary
structure, catalytic residues and function
PDB ID Name EC Length
a CATH
b PQS Acitve site
d Function
e
1CFR:A Type-2 restriction
enzyme Cfr10l
3.1.21.4 285 (283) 3.40 Homo-tetramer 190K DNA binding, magnesium ion binding,
type II speciﬁc deoxyribonuclease activity
1RDD:A Ribonuclease H 3.1.26.4 155 3.30 Monomer 124H Magnesium ion binding, nucleic acid binding,
ribonuclease H activity
1V0E:A Endo-alpha-sialidase 3.2.1.129 666 2.40 Homo-trimer 581E Endo-alpha-sialidase activity
2.120 596R
3.30 647R
4.10
1CVR:A Arg-gingipain 3.4.22.37 435 (432) 2.60 Monomer
c 152G Calcium ion binding, cysteine-type
endo-peptidase activity 3.40 211H
3.40 212G
244C
a Number in parenthesis denotes number of residues in pdb ﬁle
b Only ﬁrst two levels are given, catalytic domains are in bold
c Even though PQS states it is a heterotrimer; two additional chains are short peptides and therefore should be treated as ligands
d Catalytic residues according to CSA
e According to UniProtKB
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123ascribed, even though it is in close proximity to DNA-
binding sites [101] (purple spheres in Fig. 6D). Second site
is formed by the predictions of SuMo, ConSurf, FOD,
WebFEATURE95 and additionallyit has bound magnesium
ion (grey sphere in Fig. 6C), [102]. Alternatively this site
may bind two manganese ions [103] and generally it con-
stitutes a metal-binding site [101]. Nonetheless only one
method (ConSurf) pointed at the catalytic residue which is
annotated in CSA and described in [104] (indicated by an
arrow in Fig. 6C or red spheres in Fig. 6D). Therefore the
common failure in prediction of the active site is due to the
high solvent accessibility of its residue.
Endo-alpha-sialidase (1V0E:A) is an example of a ho-
motrimeric enzyme (Fig. 6F). Its single chain caused a
Fig. 6 Surface representations of structures found as the hardest
chains. Colouring scheme applied to opaque surface: ConSurfDB9-
yellow, CASTp-magenta, FOD-blue, Q-SiteFinder-orange, SuMo-
green, WebFEATURE95-cyan. Catalytic residues are red spheres or
pointed by an arrow. (A) Surface of type-2 restriction enzyme Cfr10I
(1CFR:A) with depicted predictions of CASTp, FOD, Pocket-Finder
and WebFEATURE95. (B) Ribbon model of quaternary structure of
type-2 restriction enzyme Cfr10I with one chain as transparent
surface. The four monomers are blue, purple, orange and yellow, two
chains have residues indicated by CASTp as spheres. (C) Surface of
ribonuclease H (1RDD:A) with depicted predictions of CASTp,
ConSurfDB9, SuMo and magnesium ion as sphere. (D) Transparent
surface of ribonuclease H with underlying ribbon model. RNA and
DNA binding sites [99] are shown as yellow and purple spheres,
respectively. (E) Surface of endo-alpha-sialidase (1V0E:A) with
depicted predictions of CASTp, FOD, SuMo, Q-SiteFinder and
WebFEATURE95. (F) Ribbon model of quaternary structure of endo-
alpha-sialidase and transparent surface of one chain. The three
monomers are blue, purple and yellow. Residues involved in sialic
acid binding are shown as spheres. (G) Surface of Arg-gingipain
(1CVR:A) with depicted predictions of CASTp, SuMo, WebFEA-
TURE95 and ConSurfDB9. Ligand molecule in sticks, calcium ions
in green spheres and zinc ions in grey spheres. (H) Transparent
surface of Arg-gingipain with underlying ribbon model
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123problem for all the methods except forWebFEATURE95.
The structure exhibits mushroom-like shape (Fig. 6E) and
is built of four distinct domains [105]. Generally six sites
were identiﬁed by the methods (Fig. 6E): CASTp and
Pocket-Finder in the tail-spike domain (magenta), FOD
between the b-propeller domain and the tail-spike domain
(blue), SuMo on the surface of the b-propeller (green),
Q-SiteFinder between the N-terminal and the b-propeller
domain (orange), WebFEATURE95 in the cavity of
b-propeller (cyan) and PASS in the opposite cavity of the
b-propeller (not shown). Since the sites indicated by
CASTp, Pocket-Finder and FOD form contacts between
monomers, residues predicted by Q-SiteFinder, SuMo and
PASS have no particular function. Only among the residues
indicated byWebFEATURE95 are those forming the active
site cleft. Additionally the hydrolase contains two sialic
acid-binding sites which are assemblies of residues from
adjacent monomers (Fig. 6F). First is between the tail-
spike domains indicated by CASTp and Pocket-Finder and
the second between the b-barrel and the b-propeller. The
second site is identiﬁed by none of the methods, even
though together with the active site it forms a long pocket
with a ridge.
Arg-gingipain (1CVR:A) in turn has almost ﬂat active
site within a domain composed of six-stranded b-sheets
sandwiched by a helices (Fig. 6G, H) [106]. Nevertheless
the methods reveal four sites (Fig. 6G). First, indicated by
CASTp, FOD, PASS, Pocket-Finder and Q-SiteFinder is in
the form of a tunnel like pocket, penetrating the structure
(magenta), which is ﬁlled with water and does not have
assigned any particular function [106]. The second and
third are small and shallow. They are predicted by SuMo,
WebFEATURE95 and ConSurf, WebFEATURE95
respectively. Indeed they bind calcium ions. However only
the set of residues indicated by ConSurf (fourth site) con-
tains the catalytic residues. Consequently presence of a
deﬁnite cavity turned out to be misleading, while real
active site as usual in such an open b-sheet enzymes is in a
crevice outside the carboxyl end of the b-sheet [106].
Discussions
Demand for a method allowing accurate identiﬁcation of
active sites is still not satisﬁed. Currently very popular is
utilizing machine learning approaches such as neural net-
works [51–53], support vector machines [54–56] or Naive
Bayes classiﬁcations [57] in order to face this challenge.
Here, however we validated simple approaches that use
geometric criteria (CASTp, Pocket-Finder, PASS), physi-
cochemical features (FOD, Q-SiteFinder) or knowledge-
based patterns (ConSurf, SuMo, WebFEATURE).
Relatively high number of over-predictions compared to
the number of true positives is an obvious drawback of
analysed methods. It is manifested in the number of
pointed residues by a method, and in the radii of predicted
sites. The most similar sites, regarding their size to those
documented in CSA were produced by SuMo. Polarity
analysis showed another shortcoming of tested methods.
Correct reproduction of polarity distribution of catalytic
residues appeared very challenging, concurrently denoting
that these feature is highly informative. In turn a few
methods yielded good accordance of secondary structure
elements distribution with the set of catalytic residues,
showing that these feature is easier to reproduce than
polarity. Relative solvent accessibility of amino acid resi-
dues alone as well as in conjunction with information about
polarity is a good indicator of correctness of catalytic site
prediction. Only two methods: SuMo andWebFEA-
TURE99 succeeded in reproduction of RSA characteristics
related to the catalytic residues. In spite of that, a glance at
polarity, secondary structure, RSA provides useful infor-
mation about correctness of predicted sites. More accurate
assessment of the predictions was carried out by means of
calculation of MCC and F-measure parameters and plotting
points in the ROC space. The best method among analysed
turned out to be SuMo, which is a representative of the
knowledge-based approaches. Second place takes FOD,
classiﬁed as the physicochemical approach. It exhibits
acceptable level of FPR and higher TPR than SuMo. In turn
Table 6 Summary of the evaluation regarding size, polarity, secondary structure, solvent accessibility of the predicted sites in comparison to the
catalytic ones, as well as TPR, FPR and the overall performance of the methods based on MCC, F-measure and the ROC analysis
Method Size Polarity Secondary structure Solvent accessibility TPR FPR Performance
CASTp ** * *** * ** ** **
ConSurf * ** * ** *** * **
FOD ** * * ** ** ** ***
PASS ** * ** * ** ** *
Pocket-Finder ** * ** * ** ** **
Q-SiteFinder ** ** *** * ** ** **
SuMo *** * *** *** ** ** ***
WebFEATURE ** ** ** ** * *** *
The more accurate results are denoted by the higher number of asterisks
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123Pocket-Finder appears as the best method among geometric
approaches. Unfortunately none of the methods exceeds
MCC values obtained by the neural network approach
using sequence and structure information [52]. MCC cal-
culated for the AA perspective that equals to 0.26 for SuMo
is not the highest that have ever been achieved. The
obtained results, however are not below expectations as the
analysed methods are more suitable for ligand-binding site
prediction rather than catalytic residues. The adopted
strategy for the assessment is due to well characterisation of
active sites in enzymes and that the information is gathered
consistently in one place (CSA). Therefore the obtained
results referring to MCC, ROC analysis deﬁne minimum
expectations for the methods for active site prediction. The
summary of the evaluation that lists size, polarity, secondary
structure, solvent accessibility and the overall performance
based on MCC, F-measure and points in the ROC space is
presented in Table 6. The more accurate method is denoted
by the higher number of asterisks.
Correspondence analysis revealed that esterases (EC
3.1.-.-) and glycosydases (EC 3.2.-.-) form structures of
moderate difﬁculty, while hydrolases acting on acid
anhydrides (EC 3.6.-.-) and on carbon–nitrogen bonds
other than peptide bonds (EC 3.5.-.-) usually are hard.
There is no clear association between any of hydrolase
subclasses and the easy chains. In turn association between
CATH class and difﬁculty is clear. Accordingly the a-
proteins are easy, the a/b-medium and the b-hard. The
relation between quaternary structure and difﬁculty of
prediction is equivocal. Monomers are of moderate difﬁ-
culty, while multimers—moderate or hard. Knowledge of
quaternary structure may be crucial for the success rate in
binding site prediction in cases when it is located in the
pocket on the edge of subunits. Hence if there is no
information about quaternary structure it is advised to
perform such an analysis as some methods are sensitive to
it, especially the ones based on the geometrical approaches.
The presence of a ligand appeared another factor affecting
the results. Higher success rate was observed for structures
with bound ligand, cofactor or both than for ‘unbound’
structures. Similar observations were reported elsewhere
[22], hence conformational ﬂexibility should be taken into
account in the future. There is no difference between
polarity distribution within catalytic residues of different
groups of difﬁculty. On the other hand in the hardest group
there is a particularly high frequency of catalytic residues
forming loops in comparison to other groups. Regarding
RSA markedly hard are structures with the catalytic resi-
dues exhibiting RSA similar to the RSA of non-catalytic
residues.
General observations concerning factors determining
difﬁculty of catalytic site prediction have the conﬁrmation
in the examples of the hardest structures. Deﬁnite pockets
turned out misleading in the case of type-2 restriction
enzyme Cfr10I and Arg-gingipain. This problem was
observed previously [107] but in the case of the former
protein this could be negligible if the quaternary structure
was concerned. Similarly this information could be helpful
in the case of endo-alpha-sialidase. In turn ribonuclease H,
has the catalytic site highly exposed to solvent.
Conclusions
In conclusion, the diversity of protein structures and
functions requires multiple approaches in order to correctly
predict their active sites. Even though the tested methods
are more suitable for prediction of ligand-binding sites than
active sites it was shown that they may be also valuable in
the latter. The main challenge is the determination of the
most suitable one for a particular protein structure. The
alternative solution may be a protocol providing for many
methods, not only designed for binding-site prediction.
Especially useful would be calculations yielding informa-
tion about quaternary structure as well as dynamic nature
of proteins. Simultaneously intensive studies devoted to
characterization of binding sites are necessary in order to
guide improvement of in silico approaches for function
prediction.
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