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Coarse Ricci curvature for continuous-time
Markov processes
Laurent Veysseire
Abstract
In this paper, we generalize Ollivier’s notion of coarse Ricci curva-
ture for Markov chains to continuous time Markov processes. We prove
Wasserstein contraction and a Lichnerowicz-like spectral gap bound
for reversible Markov processes with positive coarse Ricci curvature.
Introduction
In [7], Ollivier defines the coarse Ricci curvature for Markov chains
on metric spaces, in a discrete time framework. Here we extend this
notion to continuous time Markov processes. We define the curvatures
κ and κ¯ (see Definition 6), and prove (Theorem 9) that a control of κ¯
(or κ) implies that the Markov process contracts the W1 Wasserstein
distance between measures exponentially fast (or that theW1 distance
des not explode faster than exponentially, if we have negative curva-
ture). Note that the definition of the coarse Ricci curvature is local.
It is natural to think that positive curvature gives global contraction,
but it is not a trivial consequence.
We also show that the coarse Ricci curvature allows to generalize
the Lichnerowicz Theorem (see [6]) that we recall below.
Theorem 1 (Lichnerowicz) Let (M, g) be a n-dimensional Rieman-
nian manifold. If there exists K > 0 such that for each x ∈ M, for
each u ∈ TxM, we have Ricx(u, u) ≥ Kgx(u, u), then the spectral gap
λ1 of the Laplace operator ∆ acting on L
2 satisfies
λ1 ≥
n
n− 1
K.
Here we denote by Ric the Ricci curvature tensor of M.
Using the contraction of the Wasserstein distance given by Theo-
rem 9, we can prove we have a spectral gap. What we can get using
coarse Ricci curvature is the following:
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Theorem 2 Let (P t) be the semi-group of a reversible and ergodic
Markov process on a Polish space (E, d), admitting a left continuous
modification. Assume that for all (x, y) in E2 with x 6= y, the coarse
Ricci curvature κ(x, y) between x and y (see Definition 6) is bounded
below by a constant K > 0. Also assume that for some (then any) x0,∫
d2(x, x0)dpi(x) < +∞, where pi is the reversible measure.
Then the operator norm of P t acting on the space L20(E, pi) of 0-
mean L2(pi) functions is at most e−Kt. In the case when the Markov
process admits a generator L, this means L has a spectral gap λ1(L) ≥
K.
This Theorem looks like Theorem 1.9 of [3]. The difference is that
the contraction hypothesis was global, and some assumption about
the first eigenfunction was required. Here in Theorem 9, the coarse
Ricci curvature is local.
In the special case of diffusion processes on Riemannian manifolds,
we can get better lower bounds for the spectral gap, depending on the
harmonic mean of the Ricci curvature instead of its infimum, as shown
in [9] and [10].
1 Coarse Ricci curvature: definition
and examples
The coarse Ricci curvature of a Markov process on a Polish (metric,
complete, separable) space (E, d) is defined thanks to the Wasserstein
metric, which is based on optimal coupling:
Definition 3 The Wasserstein distance between two probability mea-
sures is the (possibly infinite) quantity defined by:
W1(µ, ν) = inf
ξ∈Φ(µ,ν)
∫
d(x, y)dξ(x, y).
Here Φ(µ, ν) is the set of all couplings between µ and ν, that is, the
set of probability measures on E2 whose marginal laws are µ and ν.
The duality theorem of Kantorovitch (see [11]) gives another inter-
pretation of this distance and allows to extend it to finite measures
provided they have the same total mass, and makes the triangular
inequality for W1 easier to check.
Theorem 4 (Kantorovitch–Rubinstein) We have the following equal-
ity:
W1(µ, ν) = sup
f bounded,1−Lipschitz
∫
fd(µ− ν).
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In [7], Ollivier defines the coarse Ricci curvature between two dif-
ferent points for discrete time Markov chains in the following way:
Definition 5 (Ollivier) If P is the transition kernel of a Markov
chain on a metric space (E, d), the coarse Ricci curvature between x
and y is defined by
κ(x, y) = 1−
W1(δx.P, δy.P )
d(x, y)
.
A natural generalization of this quantity for continuous-time Markov
processes is the following:
Definition 6 The coarse Ricci curvature between x and y is defined
by:
κ(x, y) = lim
t→0
1
t
(
1−
W1(P
t
x, P
t
y)
d(x, y)
)
where P tx = δx.P
t. We also denote
κ¯(x, y) = lim
t→0
1
t
(
1−
W1(P
t
x, P
t
y)
d(x, y)
)
.
Remark 7 For every (x, y, z) ∈ E3, we have the inequality
κ(x, z) ≥
d(x, y)κ(x, y) + d(y, z)κ(y, z)
d(x, z)
(this trivially comes from the triangular inequality forW1). This prop-
erty is not always satisfied by κ¯ as we will see in the example below.
This is the reason why we choose the liminf in the definition of Ricci
curvature.
This inequality is particularly interesting when d(x, z) = d(x, y) +
d(y, z) because in this case, the right-hand term of the inequality is
a convex combination of κ(x, y) and κ(y, z), so we have κ(x, z) ≥
min(κ(x, y), κ(y, z)).
So in the case of ε-geodesic spaces (see Proposition 19 in [7]), the
infimum of κ(x, y) on E2 equals the infimum of κ(x, y) for the couples
(x, y) such that d(x, y) ≤ ε. So we only have to pay attention to ”local”
curvature.
Example 8 Let us illustrate the difference between κ and κ¯. Let f :
R 7→ R be an increasing continuous function. Then the deterministic
3
kernel defined on the space f(R) by P tx = δf(f−1(x)+t) is Markovian.
We choose f such that there exist t1 < t2 < t3 such that
f(t) =


f(t1) + (t− t1)(1 +
1√
2
sin(ln(|t− t1|))) in a neighborhood of t1
f(t2) + t− t2 in a neighborhood of t2
f(t3) + (t− t3)(1 +
1√
2
sin(ln(|t− t3|))) in a neighborhood of t3
The graph above is the one of the function x 7→ x(1 +
sin(
2pi ln(|x|)
ln(2)
)√
1+ 4pi
2
ln2(2)
), it
illustrates the behaviour of f on the neighborhoods of t1 and t3.
Then, if we note x = f(t1), y = f(t2), z = f(t3), the curva-
tures are κ(x, y) = − 1√
2(y−x) , κ(y, z) = −
1√
2(z−y) and κ(x, z) = 0,
whereas κ¯(x, y) = 1√
2(y−x) , κ¯(y, z) =
1√
2(z−y) and κ¯(x, z) = 0. We
have κ(x, z) ≥ inf(κ(x, y), κ(y, z)), as stated in Remark 7, and the
same is not true for κ¯.
2 W1 contraction in positive coarse Ricci
curvature
It is known ([1, 3, 4, 5, 7]) that for Markov Chains, a positive coarse
Ricci curvature implies that the Markov operator acting on measures
is contractive for the W 1 distance. The following Theorem is a gener-
alization of this result to continuous-time Markov processes:
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Theorem 9 Let P t be the semigroup of a left-continuous Markov pro-
cess satisfying κ¯(x, y) ≥ K > −∞ for all (x, y) in E2 with x 6= y.
Then we have:
∀(x, y) ∈ E2,W1(P
t
x, P
t
y) ≤ d(x, y)e
−Kt.
The hypothesis of this Theorem states that for every ε > 0 and
(x, y) ∈ E2, there exist t < ε such that W1(P
t
x, P
t
y) ≤ d(x, y)e
−(K−ε)t,
but we do not control how this t depends on x and y. The infimum of
this t on every neighborhood of every pair of points could be 0, so we
have to refine Ollivier’s proof for the discrete time case.
The hypothesis of this Theorem may seem difficult to check on
concrete examples, but we can hope to compute κ, or κ¯ thanks to
the generator of the Markov process in classical cases, under some
assumption about the growth in t of the first momentum of P tx, as we
did in [10] for diffusion processes on manifolds.
Remark 10 In particular, the same inequalityW1(P
t
x, P
t
y) ≤ d(x, y)e
−Kt
holds if κ(x, y) ≥ K.
Corollary 11 We have infx,y κ¯(x, y) = infx,y κ(x, y) for left-continuous
Markov processes.
Proof of the Corollary : Since κ¯ ≥ κ, we trivially have infx,y κ¯(x, y) ≥
infx,y κ(x, y). Now set K = infx,y κ¯(x, y). Theorem 9 tells us that for
any (x, y), W1(P
t
x, P
t
y) ≤ d(x, y)e
−Kt, so the definition of κ(x, y) im-
plies
κ(x, y) ≥ lim
t→0
1
t
(
1−
d(x, y)e−Kt
d(x, y)
)
= lim
t→0
1− e−Kt
t
= K.
Thus infx,y κ¯(x, y) ≤ infx,y κ(x, y).
Remark 12 Usually in the literature, the processes are chosen right-
continuous, but Theorem 9 also works when the process admits a left-
continuous modification. Indeed, the conclusion of the theorem only
depends on the law of the process.
So Theorem 9 does apply to diffusion processes and to minimal
jump processes as defined in [2], when they do not explode in a finite
time. Indeed, such processes admit left-continuous modifications. In
the case of minimal jump processes, we just have to replace the value
of the process at the time of the jump with the value of the process just
before the jump to make it left-continuous, and this is a modification,
because for every t, the probability that the process jumps at time t
is 0.
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Theorem 9 also applies to some jump processes with an infinite
number of jumps in a finite time, provided the locations of the jumps
tend to one state in E, from which the jump process restarts, as in
the following example.
Example 13 Take the process on E = {0} ∪ {2−n, n ∈ N} defined in
the following way: jump from state 2−n to state 2−(n+1) after a time
of exponential law E(2n + 1). As
∑∞
n=0
1
2n+1 < ∞, the sum of the
times of the jumps converges almost surely. After this infinite number
of jumps, the process restarts at 0 and then jumps to 1 after a time of
law E(12 ).
In this example, we have κ(0, 2−n) = 32 and κ(2
−n, 2−(n+1)) = 12 , so
thanks to Remark 7, we have inf(κ(x, y)) = 12 , so we can use Theorem
9.
Corollary 14 Let (P t) be the semigroup of a Markov process on a
Polish space admitting a left-continuous modification. Assume that
κ(x, y) > K > 0 for all (x, y) ∈ E2 with x 6= y, and that there exist
some x0 ∈ E, t0 > 0 and M > 0 such that W1(δx0 , P
t
x0
) < M for
every 0 ≤ t ≤ t0.
Then the Markov process admits an unique equilibrium probability
measure. This equilibrium measure has a finite first moment.
Proof of the Corollary: We consider the process starting at x0,
restricted to times which are integer multiples of t0. Using the W1
contraction implied by Theorem 9 ,we can easily prove by induction
that W1
(
Pnt0x0 , P
(n+1)t0
x0
)
≤ Me−Knt0 . So the sequence (Pnt0x0 ) is a
Cauchy sequence for W1, and then it converges to a limit pi in the
W1 distance, and pi admits a finite first moment. Now if t is not an
integer multiple of t0, we have W1
(
P
⌊
t
t0
⌋
t0
x0 , P
t
x0
)
≤Me
−K
⌊
t
t0
⌋
t0 , and
the right hand term tends to 0 when t tends to infinity. Thus the
family (P tx0) also tends to pi.
Now we have for every T > 0,
W1(pi.P
t, pi) ≤W1(pi.P
t, P T+tx0 )+W1(P
T+t
x0
, pi) ≤ e−KtW1(pi, P Tx0)+W1(P
T+t
x0
, pi)
and the right hand term tends to 0 when T tends to the infinity, so
W1(pi.P
t, pi) = 0 and thus pi is invariant.
Since W1(P
t
x, P
t
x0
) ≤ e−Ktd(x, x0), (P tx) converges to pi in W1 dis-
tance and thus in weak convergence topology for every x ∈ E. Then
µ.P t converges weakly to pi for every probability measure µ, includ-
ing any invariant one. Thus pi is the unique equilibrium probability
measure.
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Theorem 9 implies Theorem 2 as follows.
Proof of Theorem 2: Let pi be the unique reversible probability
measure. Theorem 9 implies that the operator P t acting on the
space Lipsch0(pi) of Lipschitz functions with mean 0 (with respect
to pi) has a norm smaller than e−Kt. Under the hypothesis of The-
orem 2, the L2 norm is controlled by the Lipschitz norm because
Varpi(f) ≤ Epi[(f(x)− f(x0))
2] ≤ ‖f‖2LipschEpi[d(x, x0)
2] (keep in mind
that Epi[d(x, x0)
2] is assumed to be finite). Now, for any self-adjoint
operator S on a Hilbert space H, for any x ∈ H,x 6= 0, we have
‖Sx‖
‖x‖ ≤
√
‖S2x‖
‖x‖ , because
‖S2x‖2
‖x‖2 −
‖Sx‖4
‖x‖4 =
‖S2x− ‖Sx‖2
‖x‖2
x‖2
‖x‖2 ≥ 0. So by
induction, we get ‖Sx‖‖x‖ ≤
(‖S2nx‖
‖x‖
) 1
2n
. As pi is reversible, P t is self-
adjoint on L20(pi), so we use this result with S = P
t and x = f ∈
Lipsch0(pi) ⊂ L
2
0(pi): we get
‖P tf‖L2
‖f‖L2
≤
(√
Epi[d(x, x0)2]‖f‖Lipsche
−2nKt
‖f‖L2
) 1
2n
.
The right hand term tends to e−Kt when n tends to infinity. So we
have shown that ‖P tf‖L2 ≤ e
−Kt‖f‖L2 for any f ∈ Lipsch0(pi). The
probability measure pi is regular (see, for example [8]), so indicator
functions can be approximated in L2(pi) norm by Lipschitz functions,
so Lipschitz functions are dense in L2(pi). Thus, Lipsch0(pi) is dense
in L20(pi). The operator P
t is 1-Lipschitz on L2(pi), so it is continuous
on L20(pi), and then ‖P
tf‖L2 ≤ e
−Kt‖f‖L2 for any f ∈ L20(pi).
Example 15 Consider the Brownian motion on the circle R/2piZ,
equipped with the ”Euclidean” distance:
d(θ1, θ2) = 2
∣∣∣∣sin
(
θ2 − θ1
2
)∣∣∣∣ .
This distance is not geodesic, so we have to compute κ(θ1, θ2) for
each (θ1, θ2) such that θ2 6= θ1 + 2kpi, not only for those such that
|θ1 − θ2| < ε. The distance is smooth and bounded, so we can use the
formula in [10] to compute the coarse Ricci curvature. The Taylor
expansion of the distance is:
d(θ1+εv, θ2+εw) = d(θ1, θ2)

1 + w − v
2 tan
(
θ2−θ1
2
) − (w − v)2
8
+O(ε3)

 .
So from [10], the coarse Ricci curvature is κ(θ1, θ2) = 0 −
− 1
4
− 1
4
2 +√
1
4 ×
1
4 =
1
2 .
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The process has a positive curvature with this non-geodesic dis-
tance, and Theorem 2 gives the right spectral gap for the generator
1
2
d2
dθ2 . If we use the geodesic distance, we get nothing because curva-
ture is 0.
To prove Theorem 9, we need a generalization of stopping times,
which we call weak stopping times:
Definition 16 Let Xt be a random process on a probability space Ω,
and Ft be its natural filtration. Let F∞ = S((Ft)t∈R+) be the σ-algebra
generated by all the Ft. A random variable T is a weak stopping time
for Xt if there exists a σ-algebra G independent of F∞ such that T is a
stopping time for the filtration Gt = S(G,Ft), ie a positive real-valued
random variable T such that ∀t ≥ 0, {ω ∈ Ω|T (ω) ≤ t} ∈ Gt.
Lemma 17 Let T be a random variable having the form T = ϕ(ω, v),
where ω and v are independent and ω is a left-continuous process, and
∀v,∀t,1ϕ(ω,v)≤t only depends on ω|[0,t]. Then T is a weak stopping
time for the process ω, with G the σ-algebra generated by v.
Conversely, let Xt be a left-continuous random process, and T be
any weak stopping time for Xt. Let ω and u be two independent ran-
dom variables on another probability space, having the law of X and
the uniform law on [0, 1] (and assume that ω is left-continuous). Then
there exists a measurable function ϕ(ω, u) such that (ωt, ϕ(ω, u)) has
the law of (Xt, T ).
Proof: The first part of the Lemma is trivial once we note that the
measurable sets which depend on ω|[0,t] and v are in S(G,Ft), with
G the σ-algebra of events only depending on v and Ft the natural
filtration of ω.
So let us prove the other part of the Lemma. Take Yt = E[1T<t|F∞].
It is Ft-measurable because T is a weak stopping time, so there exists
a measurable function ft such that Yt = ft(X|[0,t]). If t1 < t2, we have
1T<t1 ≤ 1T<t2 , then Yt1 ≤ Yt2 almost surely by taking the conditional
expectation with respect to F∞. So for all ω outside an exceptional
set N of mesure 0, the function t 7→ ft(ω|[0,t]) is non-decreasing on
the subset of rational times, and bounded by 1. We define the events
At = {ω|∃ω
′ /∈ N,ω′|[0,t] = ω|[0,t]}. We take
f ′t(ω|[0,t]) = sup
t′<t,t∈Q
(ft′(ω|[0,t′])1At + 1Act ).
Then for all ω, t 7→ f ′t(ω|[0,t]) is non-decreasing and left continuous.
Furthermore, we can write f ′t(X|[0,t]) = E[1T<t|F∞] by using the fact
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that 1T<t is the limit of the increasing sequence 1T<t′
i
for any in-
creasing rational sequence t′i converging to t, and the monotone con-
vergence theorem. Here, t 7→ ft(ω|[0,t]) is a kind of repartition func-
tion of the conditional law of T knowing ω. We just have to take
ϕ(ω, u) = sup{t ∈ R¯+|f
′
t(ω|[0,t]) < u}. 
Definition 18 If (S,A) is a measurable space, a kernel on S will be
a measurable application from S to the set of probability measures on
S.
If k is a kernel on S and µ is a finite measure on S, µ.k is the
finite measure defined by µ.k(A) =
∫
k(x)(A)dµ(x). If k1 and k2 are
two kernels on S, k1 ∗ k2 is the kernel defined by k1 ∗ k2(x)(A) =∫
k2(y)(A)dk1(x)(y).
Proof of Theorem 9: Let t > 0 and ε > 0. We will show that for
every x and y,
W1(P
t
x, P
t
y) ≤ d(x, y)e
−(K−ε)t.
We denote by M (x) the Markov process starting at point x ∈ E,
and M
(x)
t its value at time t. We consider the set K of kernels k on
E2 × [0, t] satisfying:
• ∀(x, y, s),
∫
d(X,Y )e(K−ε)Sdk((x, y, s))(X,Y, S) ≤ d(x, y)e(K−ε)s.
• ∀(x, y, s), k((x, y, s))(E2 × [0, s[) = 0 (i.e. k is a time increasing
kernel)
• there exist weak stopping times T and T ′ for the Markov process
starting at x and y, depending measurably on (x, y, s), such that
for any random variable (X,Y, S) having the law k(x, y, s), we
have (X,S) ∼ (M
(x)
T , T + s) and (Y, S) ∼ (M
(y)
T ′ , T
′ + s).
Let (x0, y0) ∈ E
2, and I be the set {k((x0, y0, 0)), k ∈ K}. Our
goal is to prove that there exists an element (X,Y, S) of I satisfying
S = t almost-surely, because this would provide us a coupling between
M
(x0)
t and M
(y0)
t satisfying
E[d(X,Y )] ≤ d(x0, y0)e
−(K−ε)t.
We will prove that I is an inductive set for a well-chosen order
relation, and that any maximal element of I (whose existence is guar-
anteed by Zorn’s Lemma) satisfies S = t almost surely.
To do this, we will prove some nice properties of K:
Lemma 19 The set K is stable under ∗, and any sequence (ki)i∈N∗
of elements of K satisfies that the sequence of the products (k1 ∗ k2 ∗
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· · · ∗ kn)n∈N∗ has a limit k∞ in K, in the sense that for all (x, y, s) ∈
E2 × [0, t], the sequence (k1 ∗ k2 ∗ · · · ∗ kn)((x, y, s)) weakly converges
to k∞((x, y, s)).
Proof of the Lemma:
Let (ki)i∈N be a sequence of elements of K. Let (x, y, s) ∈ E2×[0, t],
and (Xi, Yi, Si)i∈N∗ be a Markov chain with non-stationary kernel ki.
Then (Xn, Yn, Sn) has law (k1 ∗ k2 ∗ · · · ∗ kn)(x, y, s). The quantity
E[d(Xi, Yi)e
(K−ε)Si ] is non-increasing in i. Indeed, we have
E[d(Xi+1, Yi+1)e
(K−ε)Si+1 ] = E[E[d(Xi+1, Yi+1)e(K−ε)Si+1 |(Xi, Yi, Si)]]
≤ E[d(Xi, Yi)e
(K−ε)Si ].
Thus E[d(Xi, Yi)e
(K−ε)Si ] ≤ d(x, y)e(κ−ε)s.
Taking i = 2 in the previous expression just says that k1 ∗ k2
satisfies the first condition in the definition of K. We will prove be-
low that the sequence (Xi, Yi, Si) converges almost surely, and we
note (X∞, Y∞, S∞) the limit of this sequence. Then, thanks to the
monotone convergence theorem, we will get E[d(X∞, Y∞)e(K−ε)S∞ ] ≤
d(x, y)e(K−ε)s, which is the first condition to check for proving that
k∞ belongs to K.
Now we construct variables (X ′i, Y
′
i , S
′
i) having the same law as
(Xi, Yi, Si) over the appropriate probability spaces to prove we have
the weak stopping times required by the definition of K.
Let Ω0 be the space of left-continuous functions from R+ to E.
Let us apply Lemma 17 to the weak stopping times T coming from
the third condition of the definition of K applied to ki: there ex-
ist measurable functions ϕi from E
2 × [0, t] × Ω0 × [0, 1] to R+ such
that for every (x′, y′, s′) ∈ E2 × [0, t], 1ϕi(x′,y′,s′,ω,u)≤s′′ does not de-
pend on the values of ω for times greater than s′′, and if we choose
ω and u two independent random variables with laws Px′ (the law
of the Markov process starting at x′) and the uniform law on [0, 1],
then (ω(ϕi(x
′, y′, s′, ω, u)), ϕi(x′, y′, s′, ω, u)) has the law of (X ′, S′−s′)
where (X ′, Y ′, S′) has the law ki(x′, y′, s′).
Using disintegration of measure on ki(x
′, y′, s′) gives us the exis-
tence of a conditional law of Y ′ knowing X ′ = x′′ and S′ = s′′ when
(X ′, Y ′, S′) has the law ki(x′, y′, s′), and this conditional law depends
measurably on (x′, y′, s′, x′′, s′′). Furthermore, as E is a Polish space,
any probability measure on E is the law of f(u) with f : [0, 1] 7→ E a
measurable function, depending measurably on the probability mea-
sure on E and u is a random variable with the uniform law on [0, 1].
Then there exist measurable functions ψi : E
2 × [0, t] × E × [0, t] ×
[0, 1] 7→ E such that the law of ψi(x
′, y′, s′, x′′, s′′, u) with u a uni-
form random variable on [0, 1] is the conditional law of Y ′ knowing
X ′ = x′′, S′ = s′′, where X ′, Y ′, S′ has the law ki(x′, y′, s′).
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We take Ω = Ω0×[0, 1]
N×[0, 1]N, and we will denote by (ω, (ui)i∈N, (vj)j∈N)
the typical element of this set. We put on the space Ω the probability
measure Px⊗U([0, 1])
⊗N⊗U([0, 1])⊗N, which depends on (x, y, s) in a
measurable way. Now we define the following random variables over
Ω:
X ′0 = x
Y ′0 = y
S′0 = s
ω0 = ω
X ′i+1 = ω(ϕi+1(X
′
i, Y
′
i , S
′
i, ωi, ui))
S′i+1 = Si + ϕi+1(X
′
i, Y
′
i , S
′
i, ωi, ui)
Y ′i+1 = ψi+1(X
′
i, Y
′
i , S
′
i,X
′
i+1, S
′
i+1, vi)
∀s′, ωi+1(s′) = ω(s′ + ϕi+1(X ′i, Y
′
i , S
′
i, ωi, ui))
(in other words, ωi+1 is ωi ”shifted” by S
′
i+1 − S
′
i).
We prove by induction that for all n, S′n − s is a weak stop-
ping time with G = S((ui)i∈N, (vj)j∈N) and the conditional law of
(ωn, (un+i), (vn+j)) knowing (X
′
0, Y
′
0 , S
′
0, . . . ,X
′
n, Y
′
n, S
′
n) is PX′n⊗U([0, 1])
⊗N⊗
U([0, 1])⊗N.
The case n = 0 is trivial. If we fix u0, . . . , un, v0, . . . , vn and take
s ≤ s′ ≤ t, we have to show that the function 1S′
n+1≤s′ does not de-
pend on the values of ω for times greater than s′ − s. Because of
the property of ϕn+1, we know that if S
′
n < s
′, the function 1S′
n+1≤s′
does not depend on the values of ωn for times greater than s
′ − S′n,
that is, on the values of ω for times greater than s′ − s. The induc-
tion hypothesis tells that S′n − s is a weak stopping time with G =
S((ui)i∈N, (vj)j∈N), and then the event S′n > s′ does not depend on
values of ω for times greater than s′. So S′n+1 is a weak stopping time
with G = S((ui)i∈N, (vj)j∈N). We can use the Markov property, so the
conditional law of ωn+1 knowing (X
′
0, Y
′
0 , S
′
0, . . . ,X
′
n+1, Y
′
n+1, S
′
n+1) is
PX′
n+1
. As (X ′k, Y
′
k, S
′
k) only depends on ω and the ui’s and vj ’s with
i and j smaller than k − 1, so the subsequence (un+1+i, vn+1+j) is
independent of (X ′0, Y
′
0 , S
′
0, . . . ,X
′
n+1, Y
′
n+1, S
′
n+1).
So the conditional law of (X ′i+1, Y
′
i+1, S
′
i+1) knowing (X
′
0, Y
′
0 , S
′
0, . . . ,X
′
i , Y
′
i , S
′
i)
is ki+1((X
′
i, Y
′
i , S
′
i)). Thus ((X
′
i , Y
′
i , S
′
i))i∈N and ((Xi, Yi, Si))i∈N have
the same law.
The sequence (S′i) is non-decreasing and bounded by t, so it con-
verges almost surely to a limit S′∞, which is also a weak stopping time,
because the supremum of a family of stopping times for the filtration
Gt is a stopping time for the filtration Gt. Because of the left continuity
of ω, the sequence (X ′i) converges to X
′∞ = ω(S′∞ − s).
Of course, we can do the same thing by swapping the roles of
x and y to define (X ′′i , Y
′′
i , S
′′
i ), and then we have the convergence
of (S′′i ) to a weak stopping time S
′′∞ and the convergence of (Y ′′i )
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to Y ′′∞ = ω′(S′′∞ − s). So we have proved that ((Xi, Yi, Si)) converges
almost surely, thus we have the existence of a limit k∞ of k1∗k2∗· · ·∗kn.
The fact that S′2, S
′′
2 , S
′∞ and S′′∞ are weak stopping times show
us that k1 ∗ k2 and k∞ satisfy the last two points of the definition of
K, so they belong to K.
End of the proof of Theorem 9:
Let us put the following partial order relation on I: µ1  µ2 if
and only if there exists k ∈ K so that µ2 = µ1.k. First we check
that  is an order relation. Transitivity of  is due to the fact that
K is stable under ∗. Reflexivity is a consequence that 1∗ ∈ K, with
1∗ : (x, y, s)→ δ(x,y,s) the trivial kernel. Antisymmetry is a bit harder
to check. Suppose µ  ν  µ. We have ν = k1.µ and µ = k2.ν
with (k1, k2) ∈ K
2. We construct (X0, Y0, S0) of law µ, (X1, Y1, S1) of
conditional law k1(X0, Y0, S0) knowing (X0, Y0, S0), and (X2, Y2, S2) of
conditional law k2(X1, Y1, S1) knowing (X0, Y0, S0,X1, Y1, S1). Then
we have S0 ≤ S1 ≤ S2 almost surely, so E[S0] ≤ E[S1] ≤ E[S2] = E[S0]
(S0 and S2 have the same law). As S1 − S0 ≥ 0 almost surely and
E[S1−S0] = 0, we have S0 = S1 almost surely. Since k1 ∈ K, we then
have k1(x, y, s) = δ(x,y,s), µ-almost surely, and so ν = µ.
Now we will prove that I is an inductive set. Let A ⊂ K be a totally
ordered subset. If A is empty, then δ(x0,y0,0) ∈ I is an upper bound of
A. Otherwise, we consider M = supµ∈A Eµ[S] ∈ [0, t]. If there exists
µ ∈ A such that Eµ[S] = M , then µ is the maximum of A. In the
remaining case, there exists an increasing sequence (µi)i∈N ∈ AN such
that Eµi [S] ր M , and so for every µ ∈ A, there exists i ∈ N so that
µ  µi, because A is totally ordered and µ  µ
′ ⇒ Eµ[S] ≤ Eµ′ [S].
Any upper bound of all the µi will be an upper bound of A. For
each i, there exists ki ∈ K so that µi+1 = µi.ki. Then by lemma 19
µ∞ = limi→∞ µi exists, belongs to I and we have for each i, µ∞ =
µi.(ki ∗ ki+1 ∗ . . . ). So µ∞ is an upper bound of A.
We can apply Zorn’s lemma to I to get a maximal element µmax.
Then we have µmax.k = µmax for every k ∈ K. Let us prove that under
µmax, s = t almost surely. To do so, we will construct a particular
k ∈ K such that for all (x, y, s), we have s = t or P(x′,y′,s′)∼k(x,y,s)(s′ >
s) = 1, and then the fact that µmax.k = µmax implies that s = t almost
surely under µmax.
By definition of κ¯, for each (x, y, s) with s < t, there exists 0 <
η(x, y, s) ≤ t−s such thatW1(P
η(x,y,s)
x ,P
η(x,y,s)
y ) ≤ d(x, y)e−(K−ε)η(x,y,s)
(because κ¯(x, y) > K − ε). So we have a coupling ξ(x, y, s) between
P
η(x,y,s)
x and P
η(x,y,s)
y such that Eξ(x,y,s)[d(X,Y )] ≤ d(x, y)e
−(K−ε)η(x,y,s).
It remains to prove that we can choose η(x, y, s) and ξ(x, y, s) in
a measurable way to get our k. A simple choice for η(x, y, s) is the
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maximal one
sup({η ∈]0, t− s]|W1(P
η
x,P
η
y) ≤ d(x, y)e
−(K−ε)η}),
which is measurable. The fact that this supremum is actually a maxi-
mum is due to the existence of a left continuous modification. Indeed,
let (ηi)i∈N be a maximizing sequence for the expression above, and η be
the supremum. Let f be any bounded 1-lipschitz function from E to R.
Because of the left continuous modification, M
(x)
ηi converges to M
(x)
η
and M
(y)
ηi converges to M
(y)
η . So by the dominated convergence theo-
rem, E[f(M
(x)
ηi )] converges to E[f(M
(x)
η )] and E[f(M
(y)
ηi )] converges to
E[f(M
(y)
η )]. Thus
∫
fd(Pηix −P
ηi
y ) converges to
∫
fd(Pηx−P
η
y) and this
latter is smaller than d(x, y)e−(K−ε)η . Then, there exists a measurable
way to choose an optimal coupling between two probability measures
(Corollary 5.22 in [11]), thus we can get a measurable ξ(x, y, s).
We can then set k(x, y, s) = ξ(x, y, s) ⊗ δs+η(x,y,s) for s < t, and
k(x, y, t) = δ(x,y,t) (because η(x, y, s) ≥ 0 is trivially a weak stop-
ping time). Since η(x, y, s) > 0, and µmax.k = µmax, we have s = t
µmax-almost surely, so µmax provides a coupling between P
t
x0
and
Pty0 which satisfies E[d(X,Y )] ≤ d(x0, y0)e
−(κ−ε)t, so W1(Ptx0 ,P
t
y0
) ≤
d(x0, y0)e
−(κ−ε)t as needed. Letting ε decrease to 0 gives the conclu-
sion of Theorem 9.
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