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ABSTRACT

Miller, Lior. Ph.D., Purdue University, December 2013. Utilizing Electron Microscopy
and Spectroscopy Methods to Understand Water Structure and Water Doping.
Major Professors: Elliott Slamovich, Eric A. Stach and Alexander H. King.

Water is the second most common element in the universe and the most
studied material on earth. Most of the studies concerning water are from the fields
of chemistry and biology. Hence, the structure of water molecules and short range
order and interactions are well characterized and understood. However, the
collective arrangement of water molecules and the long range order are still missing.
Understanding of this long range order in water is needed, as it is the key to many
water activities.
To fill this gap, this study utilizes a new direct method for characterization of
water in the vapor phase. Water samples from different water types were
characterized using electron energy loss spectroscopy (EELS) within a transmission
electron microscope (TEM). Prior to characterizing water vapor, the measurement
method for in‐situ gas analysis was developed using pure gases. Water samples were
also characterized using more conventional techniques, including: using cryogenic
scanning electron microscopy (Cryo‐SEM) in the solid state, after rapid freezing; and
using high resolution TEM (HRTEM) and scanning TEM (STEM) after drying. Many

xiv
other characterization techniques were evaluated but most of them were found to
be not suitable, mainly due to detection limits.
EELS characterization showed that samples from different water types have
different electronic configurations, and they all have structures that are large
enough in order to scatter electrons. From cryo SEM characterization it was found
that water has nanoparticles inside with a size range of 10‐100 nm, and these
particles are ~500 nm apart. HRTEM/STEM characterization showed that particles
from different water types have different shapes. The presence of particles provide
surfaces to support water structures and the difference between the particles can
explain the different properties of different water types
Using tools and methods that are conventional in materials science for
characterization of bulk materials and long range orders, resulted in characterization
of water clusters that are significantly larger than what was known until now. By this
we contribute a new point of view for water structure, which together with new
insights on water properties can potentially advance later use of water as an active
ingredient.

1

CHAPTER 1.

INTRODUCTION

Water is considered by many as the “matrix of life” and hence one of the most
studied materials and one of the most common materials on earth. Although the
structure of water molecule and the short range order and interactions in water are well
characterized and understood, the collective arrangement of water molecules and the
long range order are still missing. Understanding is needed, according to recent
advances in water research in the fields of physics chemistry and biology, towards
rethinking of water as an active ingredient [1‐5].
To date, water is mainly studied by chemists and biologists, which refer to water as
a collection of isolated molecule and to structure as the atomic arrangement within the
molecule. Materials scientists, on the other hand, consider structure as intermolecular
connections. This point of view and the use of material sciences characterization tools
may move the field of water research forward by characterizing the long range orders in
water. Therefore, to allow for long range order characterization, this study utilizes
materials science tools towards characterization of water structures.

2
1.1

Motivation

Since the beginning of this research it was clear to us that:
1. There are particles in the water (whether they are manmade or naturally
occurring).
2. The presence of these particles affects water properties.
Hence, the motivation for this study and the research goals are:
1. Find a method to characterize particles in liquid water.
2. Find a method to characterize particles in water in the solid phase.
3. Develop a method to characterize gases within the electron microscope
4. Apply the method above towards the characterization of water vapor.
5. Correlate the presence of particles in water to water structures and properties.

3

CHAPTER 2.

THEORETICAL BACKGROUND

This theoretical background includes two parts. The first part describes water as a
material, its properties and structures and its interactions with other surfaces. The
second part describes the basics of the characterization techniques used in this study in
order to characterize water and compare them to other techniques.
2.1

Water

Water is the second‐most common molecule in the universe and the most studied
material on earth. It covers 71% of the earth’s surface, and the human body contains 60‐
70% water (and when counting molecules it goes up to 99%) [1, 2]. At first glance, it
looks like water is a very simple molecule, consisting only of one oxygen atom and two
hydrogen atoms. Surprisingly though, many of the functions and properties of water are
poorly understood [1‐14]. Phillip Ball, in one of his Nature papers, writes that: “No one
really understands water. It’s embarrassing to admit it, but the stuff that covers two‐
thirds of our planet is still a mystery. Worse, the more we look, the more the problems
accumulate.” [3]. He continued by claiming: “Even many of those who work on general
theories of the liquid state of matter won’t go near water” [3].
Water has anomalous properties. It has a very high heat capacity, very high melting
and boiling temperatures and very high surface tension. In addition, it is one of the
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lightest known gases, lighter than expected as a solid and denser than expected as a
liquid. These properties, although unexpected while comparing to molecules with
similar size and/or atoms, can be explained by the strong hydrogen bonds [1‐4,10,11].
However, many other properties of water are less expected and hence are referred to as
'water anomalies'. There are 69 anomalies of water, where the most famous one is the
maximum density at 4°C [2,12‐14].
From a biological point of view, water is considered as the “matrix of life” and when
searching for life in other planets, the working hypothesis is to look for water traces [2‐4,
8, 9, 14]. Although the amount of water can be reduced even to 1‐10 water molecules to
protein, there still cannot be water‐free activity. One could find other solvents that can
have similar physical activity as water but no single molecule has all the properties of
water and no other molecule can replace water biologically [7].
Many phenomena in the human body are controlled by hydrophobic interactions,
such as protein folding and stability as well as enzyme‐substrate interactions, which can
have long range forces. One of the ways to characterize these forces is to insert
hydrophobic surfaces into the water [1,4,14]. One of the most likely explanations for
these long range forces is the presence of nanobubbles which bridge the hydrophobic
surfaces. Several studies report the existence of nanobubbles in water. Most of these
use tapping mode atomic force microscopy to characterize nanobubbles on hydrophobic
surfaces [1,15‐20]. These long range forces can be correlated to structures within the
liquid water

5
2.1.1 Water Structure
As mentioned in the introduction, the molecular structure and short range
interactions of water are well understood. However, the long range order is still missing
[1,3,4,7].There are several studies that report on clusters containing several water
molecules as well as longer range orders [1,4,21,22]. Vartapetyan et al. found that the
maximum cluster size for nucleation contains 150 molecules and has a diameter of ~
3nm [23]. The largest water cluster was first proposed by Martin Chaplin [24] and was
later characterized both by calculations and experimentally [25‐27]. This cluster contains
280 water molecules and the size is ~3 nm. Figure 2.1 presents a schematic description
of this icosahedral cluster.

Figure 2.1: A schematic description of the expanded and condensed 280 molecules
icosahedral water cluster as proposed by Chaplin [1, 24].
The debates regarding water structure have gone on for more than 100 years [28].
The first publication in this field was published by Röntgen in 1892, when he identified
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two molecular configurations in liquid water, one similar to ice and one unknown [29].
The most established picture of water today is the tetrahedral hydrogen bonded
structure with oxygen it the center, two hydrogen and two lone pairs of electrons in
tetrahedral configuration [28]. Wernet et al. published in 2004 a new model that claims
an asymmetrical structure of a single donor (SD) with one strongly bonded and one
weakly bonded hydrogen [30]. This publication generated many arguments in the
literature and many of them concerned the interpretation of the experimental data, and
which type of experiment is best [28, 30]. Wilson et al characterized the interface
between liquid water and vapor using X‐ray absorption spectroscopy (XAS) and received
similar spectra [31]. Figure 2.2 presents XAS spectra of gaseous, liquid and solid phases
of water [28]. More details regarding these measurements will be provided later in this
chapter.

7

Figure 2.2: XAS spectra of gaseous, liquid and solid phases of water, showing strong
pre‐edge peak in the liquid and strong post‐edge peak in the solid [28].
According to the interpretation of Wernet et al. [30], the liquid phase contains a
single donor and hence there is a large pre‐edge peak, and the solid phase contains
mainly double donors and hence there is a post‐edge peak, but not a significant pre‐
edge peak.
The first high resolution measurements of X‐ray emission spectroscopy (XES) and
XAS were in 2002, where the pre‐edge and post‐edge peaks of water were clearly seen
[28, 32, 33]. Following these experiments, solid and liquid water could be differentiated
by the ratio of pre‐edge and post‐edge intensities. Figure 2.3 presents a schematic
description of orbital diagram of a free water molecule and the principles of X‐ray
spectroscopy. These two processes are complementary: when an electron is exited to a
higher level, leading to X‐ray absorption (XAS), the decay of this same electron back to
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its ground state leads X‐ray emission (XES). It can be seen that the nonbonding orbitals
4a1 and 2b2 are much larger than the bonding orbitals, especially around the hydrogen
atoms. This results in a higher sensitivity for hydrogen bonding in XAS compared to XES,
especially when other molecules are close enough to overlap with the antibonding
orbitals. There are several characterization techniques based on these physical
principles while the differences are mainly in the excitation and detection methods [28].

Figure 2.3: Schematic description of orbital diagram of a free water molecule and
the principles of X‐ray spectroscopy [28].
Everything discussed so far regarding water structure was based on X‐ray
spectroscopy and was at the molecular level. This approach is usually used in life science
and chemistry. Roy et al. studied water structure from a materials science perspective,
in contrast to that of a chemistry viewpoint. While the former consider structure as a
repeating unit in space, the later consider structure as atom arrangement in the
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molecule. Within this study they compared water (OH2) and SiO2. Both water and SiO2
have many different structures in the solid phase (19 ice structures and 12 crystalline
SiO2 structures) and the basic unit cell has tetrahedral symmetry with one atom in the
center, two atoms and two lone pairs of electrons, and both are liquids at standard
room temperature and pressure. However, since SiO2 has a very high viscosity at room
temperature, it can be characterized using standard tools and methods used for solids
characterization, such as X‐ray diffraction (XRD) and transmission electron microscopy
(TEM). Hence, there are many studies on the structure of liquid SiO2 in the fields of
materials science and almost no studies on the structure of liquid water in this field.
From this Roy and co‐workers concluded that structures must exist not only in liquid
SiO2 but also in liquid water [34].
Roy et al. defined “materials science paradigm” as one that claims that what
controls the material properties is the structure and not the composition, and that
properties can be changed by changing structure without changing composition. This
definition is straight forward when discussing inorganic solids, where at a given
composition changes in temperature and pressure results in different structures.
However, this is not so common when discussing organic materials and liquids since
they do not have a periodic array of atoms that can be characterized by X‐ray diffraction
(XRD) [34]. Roy et al. claim that since XRD is the most frequently used tool for
crystallography characterization, there is plenty of data on solids and very little data on
liquid and glass structures. They used SiO2 as an example that showed that the
structures of all 12 different crystallographic structures are well characterized but that
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there is almost no data on the liquid phase structure (even though, SiO2 is the second
most common molecule on earth surface) [34‐37].
There are several studies on the structure of SiO2 and the similarities between SiO2
and water [34,37‐39]. Although there were arguments in the literature, Benmore et al.
studied the structures of high density amorphous ice and liquid water, silicon and
germanium using neutron and x‐ray scattering. They claim that the similarity between
liquid water and SiO2 is known for a long time and they showed similarity in structure
between liquid water and Si and Ge [40,41].
Roy et al. claim that the tool that is capable of characterizing both phases is TEM
[34]. Though, while glasses and liquids with very high viscosity are characterized
routinely in TEM, there are still difficulties in characterization of liquids with low
viscosity and soft non‐crystalline materials due to the required high vacuum and
radiation damage. There are few technical developments, such as Cryo‐TEM,
environmental cells and environmental TEM, which were developed and are in the
process of improvement, that enable characterization of soft materials [42‐49].
Kawamoto et al. published in 2004 the first experimental evidence for different
phases in liquid water. They used Raman spectroscopy to characterize the OH stretching
and found discontinuity when changing pressure. They concluded that this discontinuity
results from a structural change under measurement conditions [50]. Roy et al. claimed
that their findings show the existence of at least two polymorphs of stable liquid water.
Hence, these findings require rethinking water structure since it contradicts what
appear in the textbooks of thermodynamics, where at a given composition gas and

11
liquid have only one phase and solids can have several phases [34]. More, when
reviewing water anomalies that are in the “classical” temperature and pressure range of
liquid water, Roy et al. claim that only different structures can explain this anomalous
behavior.
2.1.2 Water and Interfaces
In this section the interactions between liquid water and solid surfaces will be
reviewed. As mentioned before, the presence of surfaces in water, either flat surfaces or
particles, can affect structures in water. This study correlates between particles and
surfaces in water and water structure. This part starts with a describing the use of water
in materials processing, which refer to water as an inert environment or solvent, and
then reviews some of the findings in the field of water science that correlate between
the presence of particles or surfaces in water to water structures. A good example for
this correlation is the exclusion zones.
Water is widely used in materials processing, in chemistry and in biology, and it is
usually considered as an inert environment or solvent [3,4,51, 52, 53]. In biology and
chemistry salts are added to water in order to create buffers with strong ionic strength.
In materials processing water is considered as an inert liquid and hence it is very
common to perform processes in water and purge the water at the end of the process.
For example, ceramic slurry is ball milled in water where water is not a part of the
process [51, 52]. When there is a chance for a reaction with water during process,
another solvent, such as alcohol, is used [52, 53]. However, there are interactions with
water that can affect the process and can be used to improve it. The interaction with
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water can be either physically or chemically. Li et al found that reducing the size of
alumina particles in a slurry results in increased viscosity. They correlated it to more
bound water on the alumina surface (another insight from this work will be presented
later in the text) [51]. Miller and Kaplan used the hydrolysis reaction of AlN with water
in order to produce a green body with a relatively high density compared to alcohol
based process [52]. Another possible process that uses water is precipitation. Lu et al.
prepared BaTiO3 using hydrothermal synthesis and BaTiO3 particles precipitated from
the slurry [54]. In all these studies water was used as an inert medium for the process
and there was no correlation to water structures.
One of the most surprising phenomena, that demonstrate a long rang order in
water are the exclusion zones. The term exclusion zone (EZ) was first introduced by
Pollack and co‐workers back in 2003 [55]. EZ is a layer adjacent to hydrophilic surface,
whether it is a flat or curved (particle) surface, from which solutes are excluded. This
layer can extend over few hundreds of microns, much more than the conventional
interaction lengths (usually up to few nm). Since then EZ became a known phenomena
accepted in many disciplines of water research [56,57]. EZ were characterized using six
different methods (NMR, infrared and birefringence imaging, electrical potential
measurements, viscosity and UV absorption spectroscopy), and were found physically
different from bulk water [55‐59]. Figure 2.4 presents examples for EZ adjacent to
various hydrophilic surfaces [56]. It can be seen that the thickness of the EZ is changing
with the different surfaces, based on the surface hydrophilicity. Microspheres were
placed in the water in order to demonstrate the solute behavior. It takes about 20
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minutes from placing the hydrophilic surface in the water until the EZ is formed.
Figure 2.4 (E) presents the growth of EZ with time after introduction of the surface into
the water, and Figure 2.4 (F) is an example for a surface that is not hydrophilic and
hence no EZ was formed.
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Figure 2.4: Examples for EZ adjacent to different surfaces. (A) Polyacrylic acid gel, (B)
biological tissue, (C) optical fiber, (D) hydrophilic monolayer containing COOH groups, (E)
Nation (different time durations from inserting the nafion into the water), and (F)
stainless steel wire. Note, labels are above the images and the order is from top down
[56].
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The first direct observation of exclusion zones (before it was called EZ) was reported
by Green and Otori in 1970 [60]. They used latex particles to compare between natural
(rabbit cornea) and synthetic tissue (contact lens) and found differences in the thickness
of the excluded layer. They related it to differences in the smoothness of the tissues.
Pollack and Clegg compared between EZ and unstirred layers (USL) [61]. They claim that
what generates the USL is EZ. More, the correlation between USL to surfaces and the
term “the fourth phase of water” started back in 1932 by Hardy [62].
Andrievsky et al. characterized long range order in water and used fullerenes for
demonstration [63,64]. They found that water can be arranged around fullerenes in
layers with different radicals. Figure 2.5 presents a schematic description of Andrievsky’s
model. They showed that a 0.5‐1 nm fullerene can generate a structure that is larger
than 100 nm (see Figure 2.5). Another support for particles that create structures in
water can be found in Li et al. [51]. This work is related to ceramic processing. They
measured the viscosity of water based alumina slurries with different particle size. They
correlated between the amount of surface‐bound water and the solid content of the
suspension and claimed that decreasing particle size to the nanometer range, results in
less “available” water and hence higher viscosity. In other words, they found that using
nanometer size particles can create clusters of water or EZ around the particles, similar
to Roy’s and Pollack’s theories.
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Figure 2.5: A model for hydrated fullerene ‐ water molecules surrounding 0.5 nm
fullerene [63].
Chai et al. used UV absorption to characterize EZ [58]. They found that there is an
absorption peak at 270 nm that can be attributed to water structure. They measured a
wide range of salt solutions in order to create various concentrations of ordered water
molecules around ions, and correlated between the 270 nm pick and the solution
concentration. Following this they measured EZ adjacent to various surfaces and found
similar and even more intense peak. They performed many additional measurements to
eliminate the possibility that this peak is due to contamination [65].
Additional route for characterizing EZ and correlating between EZ and water
structure are physical measurements based on size, electrical potential and charge
separation. Chai et al. also showed that radiant energy could “charge” the EZ and make
it expand. They showed that placing a source for infra red (IR) radiation close to EZ
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results in expansion of the EZ. The highest expansion was measured at a radiation
wavelength of 3.1 µm, which is the strongest absorption wavelength of water [65].
Zheng et al. studied the effect of buffers on EZ [57]. They found that increasing the
electrical potential of the solution results in a more stable EZ that spans to a larger
distance. In addition, there is no significant difference if the beads that demonstrate the
EZ are positively or negatively charged. Ovchinnikova and Pollack characterized the
charge separation in water [66]. They showed that not only can water store charge (by
EZ) but also that there is a pH gradient between two electrodes which remains for a long
time after the current was turned off. In addition, much of the charge that was
transferred could be recovered. Figure 2.6 presents a schematic description of charge
separation adjacent to EZ and also a pH sensitive die image showing low pH close to the
EZ and high pH far from the EZ.

A

B

Figure 2.6: A schematic description (A) and an optical image of pH sensitive die (B)
of the charge separation adjacent to the EZ (note that the images are rotated in 90
degrees) [67].
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Nagornyak et al. showed that EZ exists also around spherical particles, both
positively charged and negatively charged, using pH sensitive die [68]. Figure 2.7 and
Figure 2.8 present images of EZ formation around positively and negatively charged
beads in water using pH sensitive die. It can be seen that EZ is build up with time and
the charge separation depends on the surface charge of the particles [68].

Figure 2.7: The growth and propagation of low pH region around negatively charged
beads. PH scale is on the left [68].

Figure 2.8: The growth and propagation of high pH region around positively charged
beads. PH scale is on the left [68].
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Based on the above idea, Nagornyak et al. explained the principle of particles in
suspensions. Langmuir was the first to describe this phenomenon and suggested that
counter ions are situated around like charges and create attraction forces between
them [69]. Feynman supported this idea and coined the phrase “like‐likes‐like through
an intermediate of unlikes” [70]. Chai et al. showed that the EZ is not unique to water
but can be found in many other polar liquids [71]. However, their size is much larger in
water.
Pollack and co‐workers used the advantage of EZ towards application of water
purification [72]. They created a tube made of nafion and showed that while water are
passing through this tube there is a formation of EZ on the perimeter and all the spheres
in the water are pushed towards the center. This way, when separating the center part
from the periphery, the remaining water has a much higher purity compared to the
starting water. They found that this method works also on bacteria in water and found
that 99.6% of the particles were removed. Figure 2.9 presents the principle idea of the
method for water purification. It can be seen that when water is flowing through a
nafion tube EZ are formed in the tube perimeter. The thickness of the EZ reaches a
stable thickness after 60 seconds. This is an example of using the physical phenomena of
EZ formation adjacent to hydrophilic surface towards application of water purification.
In order for this apparatus to work, the formation of EZ should be uniform over time.
Figure 2.10 presents an apparatus based on the EZ phenomena that reached purification
efficiency of 99.6%.
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Figure 2.9: Demonstration of microspheres solution flowing through a nafion tube
at a steady flow of 15 L/h. It can be seen that the EZ is growing with time and it reaches
a steady state after 60s. On the right side there is an image of static solution for
reference [72].

Figure 2.10: Schematic description of an apparatus for water purification based on
EZ [72].
2.1.3 Water Anomalies and Unexplained Phenomena
As mentioned before there are 69 water anomalies. These anomalies are properties
and behaviors that are not seen in other liquids with similar size and atoms, and cannot
be explained by conventional thinking of water as a simple liquid and a simple molecule.
Although water is very common in our everyday life, it is the most non‐common
material. Some of the anomalies can be explained by the structures that were presented
before, and there are few behaviors that cannot be explained, such as the Mpemba
effect (hot water can freeze faster than cold water) [9]. However, these anomalies and
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special properties are what enable water to be so dominant in our existence and
become the matrix of life. A good example for this is the maximum density at 4°C.
At 4°C water expands on heating or cooling. This density maximum together with
the low ice density results in three main issues. First is the necessity that all the body of
fresh water needs to be close to 4°C before any freezing can occur. Second, the freezing
of rivers, lakes and oceans is from the top down, so permitting survival of the bottom
ecology and insulating the water from further freezing, reflecting back sunlight into
space and allowing rapid thawing. Third, density driven thermal convection causing
seasonal mixing in deeper temperate water and carrying life‐providing oxygen into the
depths. As a result, life can exist within the water even very deep and all over the year.
In addition, the large heat capacity of water enables the oceans and seas to act as heat
reservoirs and control climate fluctuation on earth surface, and by this enable life on
earth surface as well.
One of the most surprising phenomena, which are not fully understood, is the
formation of a floating water bridge. This is an example for how water structures can
last, although under external force, for up to 2 cm. Fuchs and co‐workers studied this
phenomenon using advanced techniques and have many insights [73‐82]. Figure 2.11
presents a schematic description of the experimental set up for floating water bridge
formation. The basic principle is to have two beakers filled with de‐ionized water, placed
one by the other, and to insert electrodes to each one of them and then apply high
voltage (25KV) between the electrodes. The result is a formation of a floating water
bridge between the two beakers, as can be seen in Figure 2.12. After a few sparks are
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generated between the beakers, there is the formation of a stable water bridge. The
bridge is stiff enough that the beakers can be separated to a large distance between
them. The maximum distance is determined by the applied voltage [78].

Figure 2.11: Schematic description of the experimental setup for water bridge
formation [78].

Figure 2.12: The formation of a floating water Bridge. (a) Before applying the power,
(b) – (e) show the changes in the beaker until the formation of a stable water bridge (f).
The fringes in the images are used for visualization [78].
Figure 2.13 presents the mass transport and temperature raise after the formation
of the water bridge. It is very interesting to see that there is a mass flow in both
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directions and there is a sinusoidal behavior (water is moving from one beaker to the
other and vice versa in a period of ~360 s). Careful examination of the colors shows that
while the mass flows in different directions (center and right side images), the
temperature gradient is in opposite directions.

Figure 2.13: Mass transport and temperature gradient with time after the formation
of a floating water bridge. It can be seen that when the mass flows in different
directions (center and right side) the temperature gradient is also changing [78].
As mentioned before, this example is the largest scale of water structure, although
it is under electrical field. One explanation for what enables the formation and
stabilization of the water bridge is the existence of nanobubbles that provide surfaces in
the water.
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2.2

Characterization

The second part of this review deals with characterization techniques that were
used during this study. The main tool used in this study is transmission electron
microscope (TEM). TEM was used both for imaging and spectroscopy. For imaging both
TEM and scanning TEM (STEM) modes were used, and for spectroscopy energy
dispersive spectroscopy (EDS) and electron energy loss spectroscopy (EELS) were used.
The basic principles will be described and a comparison to other techniques will be
presented.
2.2.1 Basics of EELS
When a beam of electrons is passing through a sample there are many types of
possible interactions as can be seen in Figure 2.14 (A). Most of these interactions can be
collected by a detector and provide information regarding the sample. These
interactions can be roughly divided into two groups. One is elastic interactions that are
used mainly for imaging and diffraction patterns. The second type is inelastic
interactions, which provide a tremendous amount of information of the sample
chemistry and composition, and are used both for imaging and spectroscopy (since the
TEM sample is very thin, only forward scattered electrons will be considered) [85].
Figure 2.14 (B) presents a schematic description of ionization process. It can be seen
that the same ionization event generates both EELS signal and EDS or Auger, so they can
be collected at the same time (we are not measuring the same signal). Figure 2.15
presents a classical view of the three types of interactions between an electron and an
atom: elastic, inelastic with core electron and inelastic with outer electron.
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B

Figure 2.14: Possible interactions between an electron beam and a sample (A) and
schematic ionization process (B), showing EELS, EDS and the electron that emerges is an
Auger electron [85].

Figure 2.15: A classical view of possible interactions between an electron and an
atom. (A) presents elastic interaction, (B) presents inelastic interaction with core
electron and (C) presents inelastic interaction with outer shell electron [84].
Figure 2.16 presents cross sections for the different interactions between an
electron and a sample. It can be seen that major part of the total cross section contains
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phonons and elastic interactions. Since the energy of the phonons is very low (~0.02eV)
they contribute mainly noise around the zero loss peak (ZLP) or in the image. The
elastically scattered electrons are used mainly for imaging and diffraction patterns. The
cross sections of all other signals are lower in orders of magnitude. However, when
collected, these inelastic scattering events provide information about the sample
chemistry and composition [85].

Figure 2.16: Cross sections for the different interactions an electron can undergo
when traveling through a sample. P is for phonons, E for elastically scattered electrons, L
and K for K and L shell ionizations, and SE is for secondary electrons [85].
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Among all the interactions mentioned before, this part will focus on inelastic
scattered electrons. Electron energy loss spectroscopy (EELS) is a method for analyzing
the energy distribution of electrons that passed through a sample and underwent
inelastic interactions. The basic idea is that the difference between the initial and final
energy of the electron is due to interactions with the sample [83‐86]. These interactions,
which are usually electron‐electron interactions, can be either with core level or with
outer shell electrons. In order to detect these electrons, a magnetic prism spectrometer
is used as an energy filter. Figure 2.17 presents a schematic drawing of how EELS
spectrometer is interfaced with TEM and a ray diagram of electrons going through the
magnetic prism. By applying a fixed magnetic field, electrons are deflected differently
according to their energy. This results in a spectrum of intensity versus energy loss. The
inset presents an analogy of optical prism (glass) that disperses light. The difference is
that the magnetic prism act also as a lens and focuses the dispersed electrons on the
dispersion plane.
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Figure 2.17: A schematic drawing showing how the magnetic prism spectrometer is
interfaced with the TEM (A) and a ray diagram of electrons within the magnetic prism (B
and C). The inset presents analogy of an optical prism [85].
The spectrum that is generated can be interpreted and provide information about
the electronic structure of the sample. Figure 2.19 presents characteristic features of
the inner shell ionization edges. Each one of them contributes to the acquired spectrum.
Figure 2.20 presents a typical EELS spectrum. The low loss region (usually up to 50 eV)
provides information on the weakly bound electrons from outer shells and Plasmon
interactions (5‐30 eV), and the high loss region (50‐2000 eV) provides information on
core level electrons. The zero loss peak (ZLP) is generated by electrons that did not lose
energy while going through the sample. The low loss region is very intense compared to
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the high loss region, and quantitative analysis is much more complicated. Hence this
region is mainly used for fingerprinting [85]. By creating a library of spectra from known
elements, unknown features in a new sample can be compared and identified. This is
one of the most frequent uses of EELS in standard microscopy operation.
As was presented in Figure 2.14 (B), the high loss processes are complementary to
X‐ray energy dispersion spectroscopy (XEDS). The primary process is ionization (kicking
an electron from the sample), which is a direct evidence for the sample composition.
The secondary process is relaxation by emission of X‐ray or Auger electron. In this way
the three characterization methods are based on the same ionization event – EELS, XEDS
and Auger electron spectroscopy (AES). However, while most of inelastically scattered
electrons are measured by the EELS system, not all of them produce X‐rays and only
small part of these X‐rays reach the XEDS detector. Hence the efficiency of EELS is much
higher, as can be seen in Figure 2.18 [85]. Another parameter that should be taken into
consideration is the scattering angles. Eq. 2.1 and Eq. 2.2 describe the scattering angle
and the cut off angle (the maximum angle to have intensity from scattered electrons),
respectively [85]. The values of the scattering angles are usually smaller than 1 mrad
and can go up to 10 mrad for core loss electrons. The cut off angle can be up to 100
mrad. Keeping the spectrometer entrance aperture (β) at 10 mrad covers most of the
forward scattered electrons. This value is lower than the Bragg scattering angle (~20
mrad). Hence, we do not have to worry about diffracted electrons within the EELS
spectrum [83‐ 85]. As a result from these scattering angles, the collection efficiency of
EELS electron is 50‐100%, much higher than XEDS as can be seen in Figure 2.18.
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Figure 2.18: A comparison of collection efficiencies between EELS and XEDS [85].
Eq. 2.1
Eq. 2.2

2

Equation 2: scattering angle and cut off angle of EELS electrons [85].
Figure 2.19 presents characteristic features that appear in the EELS spectra. It can
be seen that there are many interactions that contribute to the spectra, what makes the
analysis more complicated. As will be discussed later, there are two main parameters
that are taken into account when interpreting EELS spectra. First, the energy loss of the
hydrogenic edge, determines the element that is characterized, as seen in Figure 2.19
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(A). Second, the shape of the edge, including the near and extended structures, which
determine the chemical environment of the element as can be seen in Figure 2.19 (B)‐
(E). This shape will be different for the same element in different materials or different
phases/structures due to differences in electronic configurations.
The energy loss for core shell ionization is much larger than the plasmon excitation
and low loss electrons and hence the cross section for this process is much smaller. This
results in a much lower intensity (number of events) in the spectrum, as can be seen in
Figure 2.20. The shape of the background shows the decrease in intensity when the
energy loss increases. The scale is logarithmic and the difference is more significant for
high loss energies, what makes is more difficult to characterize larger elements.
The energy resolution of the magnetic prism spectrometer is in the range of 0.1 eV
(and getting better) and hence it can analyze all the elements in the periodic table and
can distinguish between them [83‐85].
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Figure 2.19: Characteristic features of the inner‐shell ionization edges. (A) is the
hydrogenic edge, demonstrates the energy decay of a measurement (B) is hydrogenic
edge superimposed on the background, (C) Electron energy loss near edge spectroscopy
(EELNES) – the shape near the main edge, (D) extended electron loss fine structure
(EXELFS) – the shape far from the main edge, and (E) is a combination of plural
scattering with ionization and Plasmon losses in thick sample [85].
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Figure 2.20: Typical spectra of EELS, showing the low loss and high loss regions [85].
Figure 2.21 is an example for convolution and deconvolution processes. Usually we
do not see ideal edges but a convolution of the ideal edge with other edges in this
region such as low loss edges and edges from other elements. The way to interpreting
the acquired spectra is to perform deconvolution of the edges and find the best match
for known edges. A more accurate but much more complicated way is to use
simulations.
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Figure 2.21: An example for convolution and deconvolution. The observed edge (A)
is a convolution of an ideal edge (B) and other edges resulting from different
interactions in this energy region (C) [85].
2.2.2 Core Loss Excitation and Extended Fine Structure
As mentioned before, the interaction between an electron beam and a sample can
be either elastic or inelastic [85]. Usually elastic interaction occurs when an electron
interacts with a nucleus from the sample and there is no loss of energy just a change in
the direction (change of momentum). These electrons are used for imaging and
diffraction patterns. Inelastic interaction is usually electron‐electron interaction, and
occurs when an electron from the beam interacts with a core level or outer electron
from the sample. The difference in energy between those two options can be large and
we define a low loss region for electrons that lost less than 50 eV and a high loss for
electrons that lost more than 50 eV (and below 2 KeV). Another parameter that should
be taken into account is the number of interactions an electron undergoes when
traveling through the sample. Ideally there will be only one interaction of the electron
and the sample (in order to make the analysis more accurate) but for this we need a
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very thin sample. In most cases there are several scattering events for each electron
(multiple scattering) [85].
One of the benefits of EELS in TEM is that in addition to the main edge location
(that provides the chemical composition of the sample), more data can be extracted
from the shape of the pre and post‐edge regions in the spectra. This data provides
information about the atomic and electronic structures [87]. There are two methods in
TEM that deal with the fine structure. The first is energy loss near edge structure (ELNES)
and the second is extended energy loss fine structure (EXELFS) [85]. Figure 2.19 presents
characteristic EELS spectra in which these features can be found. Figure 2.22 describes
schematically the source of these processes, and Figure 2.23 describes it from energetic
point of view. Following the ionization process, the ejected electron can have excess of
energy and may undergo additional interactions with electrons from neighboring atoms.
For low energy (<50 eV) we get multiple interactions and ELNES. If the energy is larger, a
single scattering occurs and this results in EXELFS

Figure 2.22: Schematic description of the processes for ELNES (A) and EXELFS (B)
[85].
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Figure 2.23: Relationship between the occupied and empty states in the sample and
the resultant ELNES and EXELFS signals [85].
Figure 2.24 presents an example for the usefulness of ELNES in identifying different
materials composed of the same elements. It can be seen in the spectra that while the
difference between graphite and diamond is the electronic configuration (sp3 for
diamond and sp2 for graphite), the spectra look totally different. More, even differences
between standard and shock compressed C60 can be seen. Due to the localization of the
measurement and the spatial resolution, this method can be used for detection of grain
boundary segregation, which is of a very high importance both for research and for
industry applications.
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Figure 2.24: An example for the ability of ELNES to differentiate between different
electronic configurations. Different configurations of electrons within the carbon
structure result in completely different spectra [85].
As for interpretation of the spectra, there are two options. The first is comparing
the acquired spectra to a known spectrum from a library or a standard sample. The
second is calculation of the density of states (DOS) and simulation of the spectrum.
While the latter should be more accurate, it is more complicated and requires much
more effort, and in most of the cases a comparison is enough [85]. Figure 2.25 presents
a comparison between experimental and calculated carbon k‐edge ELNES from TiC. It
can be seen that, although similar, none of the methods provide accurate prediction for
the experimental spectrum. Hence, a comparison to a known experimental spectrum
does not degrade the results’ accuracy. Though, there are cases that after iterations
with calculations, a good agreement between experimental and calculated spectra was
achieved. Duscher et al. compared between calculations and experimental data both for
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EELS and x‐ray absorption spectroscopy (XAS) and found excellent agreement. They
concluded it is sufficient and the method is robust enough to go to interface structures
[87].

Figure 2.25: A comparison between calculated (three different calculation
techniques) and experimental spectra of carbon k‐edge ELNES from TiC. Note the energy
should start at 280 eV and not 0 [85].
As mentioned in the beginning of this section, the ejected electron can have excess
of energy, and hence ELNES and EXELFS data are also exist in the spectra. This part will
focus on EXELFS, which is less frequently used as it is more difficult to interpret. This
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process is very similar to extended X‐ray absorption fine structure (EXAFS) measured
using synchrotron that will be discussed in the next section. Both methods provide
structural information with strong atomic correlation. However, there are some
differences. EXAFS uses X‐ray radiation and all the energy is absorbed during analysis,
while only a small fraction of incoming energy is absorbed during EXELFS. In addition,
since it is difficult to focus x‐ray radiation, the spatial resolution is not as good as EELNES.
Similar to XEDS, EXAFS works much better at energies higher than 3 KeV. Despite all
these possible benefits, EXELFS is rarely used due to the very low signal to noise which
makes it very difficult to have EXELFS analysis. In addition, since EXELFS can be up to 100
eV from the hydrogenic edge, it is difficult to do a background subtraction due to
overlaps with other elements. Hence, most of the radial distribution function (RDF)
measurements are still done using EXAFS [85]. However, there are studies that combine
these two techniques and increase the characterization possibilities. Sikora et al. used
both methods to characterize Ti – Al alloys (EXAFS for Ti and EXELFS for Al) and
compared between them [88]. Alamgir et al. used both techniques to characterize Bulk
Metallic Glass (BMG) [89]. In both studies they used EXAFS for the high energy
measurements and EXELFS for the low energy measurements.
The theory and experiments described so far deals mainly with solid state of matter.
However, this study deals with characterization of solid particles but also liquids and
gases. The main methods used for characterization of liquid and gas structures are x‐ray
absorption and scattering (XAS and XRS) using synchrotron radiation.
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2.2.3 X‐Ray Based Extended Fine Structure
Although TEM is a very powerful technique with a very good spatial resolution,
there is a challenge to characterize soft samples that are sensitive to radiation damage
and high vacuum. During the last 25 years there was a significant development of
microscopy and spectroscopy techniques based on X‐rays, such as X‐ray absorption near
edge structure (XANES) and near edge X‐ray absorption fine structure (NEXAFS) [90, 91].
These techniques, which are based on synchrotron and soft X‐ray radiation, provide
both compositional and structural information about the sample, similar to EELS [91].
These techniques are based on two basic physical phenomena which are
complementary to each other – X‐ray absorption (XAS) and emission (XES) [28]. One of
the major differences between the electrons and X‐rays is the mode of operation. In
EELS most of the radiation is passing through the sample and only a small fraction is
absorbed and provide analytical data. In X‐ray spectroscopy all the radiation absorbed
by the sample and provides analytical data. This result in a lower radiation damage of
about 100‐1000 times in X‐ray spectroscopy [91]. Figure 2.26 presents a schematic
description of various types of X‐ray spectroscopy techniques.
While TEM operates at ultra high vacuum (UHV), X‐ray experiments can be carried
out at room temperature and pressure. This can be done through a Si3N4 membrane,
due to the large penetration depth of X‐rays compared to electrons. Hence most of the
studies on soft matter and liquids are done by X‐rays.
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Figure 2.26: Various types of X‐ray spectroscopy: (a) transmission, (b) fluorescence
yield, (c) Auger yield and (d) X‐ray Raman scattering (XRS) [28].
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2.2.4 In Situ ETEM and EELS
The different approach to structure characterization between materials science to
biology and chemistry was presented earlier. As a result there are also different
characterization techniques for each field. While chemists and biologist use XAS as
advanced technique for structure characterization (molecular structure), materials
scientists use XRD and TEM for long range order characterization. This study
characterizes structures in water vapor and hence TEM was used.
Environmental transmission electron microscope (ETEM) is a TEM that is capable of
operating at relatively high pressures (up to ~15 Torr) [92]. It is a powerful tool for
characterization of gas‐solid interactions and is widely used in fields such as catalysis
[93‐107]. In‐situ experiments are performed within the microscope and the interactions
and reactions are characterized. ETEM enabled the field of catalysis to move from static
experiments post reaction to dynamic experiments of reactions. This resulted in a
deeper and fundamental understanding of issues like reactions mechanism, surface
structural evolution, the nature of bonding, phases and activation in redox processes
[98,99].
Although in‐situ experiments were carried before ETEM was available, the
combination with good spatial resolution makes the difference. Hitchcock et al.
measured EELS spectra in a spectrometer since the ~1978. They used modified electron
gun from a TV and created an apparatus that can generate EELS spectra. Using this
apparatus, it took 5‐10 hours to acquire a spectrum. They used mainly carbon based
gasses and optimized their measurements on the carbon peak. Their method worked
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only until ~400 eV since the electron beam was not stable for larger scattering angles
[108‐122]. Figure 2.27 presents a schematic description of the EELS system used by
Hitchcock and co‐workers.

Figure 2.27: A schematic description of the EELS system used by Hitchcock et al
[111]. G is the location of the electron source. L1 and L2 are lenses that together with
the hemispherical electrostatic analyzer M act as a monochromator. CC is the
interaction region, which is 1 cm long with entrance and exit slits of 15 mm. P2 and P3,
are selection plates and DD is deflection system. These features remove the zero loss
energy from the spectrum. BD is a trap for zero loss electrons that passed the deflection
system. CEM is the electron detector (channeltron). The electron direction is CCW.
Although Hitchcock and co‐workers faced many difficulties, the spectra they
generated are high quality [93, 94].
Crozier et al. characterized gas composition using in‐situ EELS [93, 94]. They
measured the C/O ratio in both CO and CO2. When using the standard conditions there
was a significant shift in the ratio. They explained it by a difference in the location of the
scattering event compared to standard solid sample and argued that this is more
pronounced when the scattering angle increases (higher energy loss). They solved it by
decreasing the convergence and collection angles and by this allowed only electrons
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with low scattering angles to be collected and generate the spectra. However, when
trying to characterize lab air, they couldn’t find significant difference between the two
working conditions. This might be explained by the similarity in scattering angles
between O and N compared to C and O.
Figure 2.28 presents a schematic description of the sample area within the ETEM.
The two turbo pumps above and below the sample create an isolated area with
relatively high pressure.

Figure 2.28: Schematic description of the sample area in ETEM [93].
2.2.5 Use of EELS in Mineralogy
EELS is also used in the field of mineralogy in order to characterize composition and
different phases of minerals [123‐132]. Wirth reported in 1997 that in minerals
containing H2O or OH groups, there is a pre‐edge peak in the oxygen spectra at ~528 eV
[124]. He suggested that this pre‐edge peak is related to the OH group and can be used
for evaluating the OH content in minerals. Figure 2.29 and Figure 2.30 present oxygen k‐
edge spectra of several minerals containing OH and H2O groups. The pre‐edge can be
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clearly seen and is correlated with the concentration of these groups. More examples
can be found in the original papers.

Figure 2.29: EELS spectra of the oxygen edge of various OH‐rich minerals. Each
graph contains the mineral name and the pre‐edge peak is correlated to the OH content
[124].
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Figure 2.30: EELS spectra of oxygen K‐edge of minerals containing molecular water
[124].
Following Wirth’s paper there was a debate in literature regarding his findings and
interpretations [124‐128]. The two main arguments were that the pre‐edge peak is a
result of radiation damage [128] or it might be related to an internal transition of
oxygen in the presence of transition metal [125]. It appears to be generally accepted
that EELS and the oxygen pre‐edge peak are capable of evaluation the OH and H2O
content, but it is still questioned from time to time [128].
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CHAPTER 3.

EXPERIMENTAL METHODS

Throughout this research many characterization techniques were used and they will
be described in this section. The main tools used for characterization of water and
particles are transmission electron microscope (TEM) and scanning electron microscope
(SEM).
3.1

Environmental EELS

Environmental EELS experiments were conducted using FEI Titan 80‐300 kV
environmental transmission electron microscope located at Birck Nanotechnology
Center (BNC) in Purdue. This microscope is equipped with chemical analysis & filtered
imaging through electron energy loss spectroscopy and a gas loading system, and can
work in pressures up to 20 Torr. Two additional pumps are located below and above the
sample in order to isolate its environment from the whole column and enable increased
pressure in the sample area. Figure 3.1 presents an image of the microscope used,
including the gas loading system. Red arrows indicate the gauges measuring the
pressures inside and outside the microscope. Figure 3.2 is a copy of Figure 2.28 and was
taken from Crozier et al. [93] and helps to better understand the experimental setup.
The outlet line on the left hand side is connected to the additional pumps that isolate
the sample area from the whole column. The fine valve is where the gauge that controls
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the inner pressure is located and the mixing tank is where the gauge that controls the
outer pressure is located. A, B and C are different feeding options to the mixing tank. In
this study there was no mixing. Two types of experiments were conducted, pure gasses
and water vapor, and they all went directly from the tank into the microscope. No
sample was inserted into the microscope but a single tilt sample holder was inserted to
prevent leaks from the goniometer

Figure 3.1: BNC TITAN microscope. The displays of the inner pressure and outer
pressure gauges are marked with red arrows.
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Figure 3.2: Schematic description of the sample area in ETEM [93]. This is a copy of
Figure 2.28 and helps to better understand the experimental setup.
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3.1.1 Pure Gas Analysis
The gases used for pure gas experiments can be found in Table 3‐1. The differences
in pressures result from differences in the gas mobility, size and amount of electron
scattering. The pressure of each gas was adjusted according the signal intensity in order
to acquire a spectrum with a good signal to noise ratio. The pressure outside of the
microscope (inside the mixing tank) was kept few times higher to enable constant gas
flow at constant pressure during the whole measurement time. The measurement time
was 20 seconds for low loss regions (<50 eV) and 60 seconds for high loss region (>50
eV). Before every measurement the pipes were pumped down to a pressure better than
40 mTorr. After adjusting the gas pressure, the gas was flowing for about 60 seconds
before measurement in order to make sure the pressure is constant. After the pressure
became constant, the zero loss peak was aligned. In the beginning of each session the
microscope was aligned and Gatan Image Filter (GIF) was tuned prior to inserting the
gas into the microscope.
Measurements were conducted using 2.0 mm entrance aperture, spot size 2, 0.05
eV energy dispersion and the spectra were shifted according to the edge location. The
spectra were then analyzed and background was subtracted using Gatan Digital
Micrograph software.
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Table 3‐1: Gases used for in‐situ measurements.
Gas name

Gas composition

Content/purity

Pressure during

source

measurement
Oxygen

O2

99.6%

1.8 Torr

Tank

Hydrogen

H2

>99.99%

210 mTorr

Tank

Nitrogen

N2

>99%

1.7 Torr

House

Air*

N2/O2/CO2/H2O

N/A*

3.2 Torr

Lab room air

(humidity ~40%)
Helium

He

>99.995%

600 mTorr

House

Argon

Ar

>99.995%

550 mTorr

House

Carbon dioxide

CO2

>99.8%

1.9 Torr

Tank

Ethane

C2H6

>99.95%

900 mTorr

Tank

Acetylene

C2H2

>99%

700 mTorr

Tank

He/Oxygen

He/O2

0.999% Oxygen

0.5 Torr

Tank

mixture

* Air is composed mainly from Nitrogen, Oxygen, Argon and Carbon Nitrogen and
Oxygen occupy 78% and 21% from air, respectively, and Argon and Carbon occupy less
than 1% each. There are other traces that are less than 0.002% total [133,134].
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3.1.2 Water Vapor Experiments
Water vapor samples were characterized using the same experimental setup as the
pure gases analysis. The pressure outside the microscope was kept at ~9 Torr, and the
pressure inside the microscope was 1.0 Torr. Water sample compositions can be found
in Table 3‐2.
Prior to every measurement the microscope was pumped down to a pressure
better than 10‐6 Torr and the pipes outside the microscope were pumped down to a
pressure better than 40 mTorr. The measurement time was 20 seconds for hydrogen
edge and 90 seconds for oxygen edge. After adjusting the pressure, water vapor were
flowing for about 60 seconds before measurement in order to make sure the pressure is
constant. Following this time zero loss peak was aligned. The microscope was aligned
and Gatan Image Filter (GIF) was tuned in the beginning of every session, prior to
inserting the water vapor into the microscope. Measurements were conducted using 5.0
mm entrance aperture, spot size 2 and 0.05 eV energy dispersion. For hydrogen, we
used 19 eV offset and a beam current of 2.2*10‐10 A, and for oxygen we used 500 eV
offset and a beam current of 2.15*10‐8 A. The spectra were then analyzed and
background was subtracted using Gatan Digital Micrograph software.
Water samples were 15 ml of water placed in a stainless steel tube connected to
the microscope gas loading system by stainless steel pipes. The tube and pipes were
heated to 65°C. Between water samples, the tube was rinsed with NPW, dried with
nitrogen and pumped down to a pressure better than 40 mTorr.
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3.1.2.1 Description of The Water Types Used
13 different water types were used in this study:


Nano Pure Water (NPW) – water originated in Birck Nanotechnology Center
(BNC). This water, according to ASTM D5127, is one of the purest that can be
found [135]. The contamination level should not exceed the ppb range, and in
practice the purity level is even better.



Ultra Pure Water (UPW) – water from a Millipore® machine, called also
deionized (DI) water. This water is very common in laboratories and industry.
There is no standard for UPW and usually only conductivity/resistivity and
organic and inorganic carbon content are measured.



Distilled Water (DW) – water that underwent a distillation process. The water is
heated and evaporated through glass tubes and undergoes condensation into a
clean beaker. In order to avoid collection of impurities that were in the system,
the initial part of the water (head) is not collected, and in order to avoid
impurities that were left in higher concentration after most of the water were
evaporated, the last part of the water (tail) is also not collected. Hence, only the
center part is collected. This method demands a lot of time and there is large
overhead water consumption. Hence, it is not frequently used. The basic
principle in this technique is that when water evaporates, only water molecules
leave the liquid, leaving all the solutes and contaminants behind.



Double Distilled Water (DDW) – when the purity of DW is not good enough, the
distillation process can be repeated and then it is called DDW.
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Aqua Nova purified water – an Israeli brand for treated water (drinking water).
This water originated from underground water that is purified using reverse
osmosis process and then minerals are inserted into the clean water.



Eden mineral water – an Israeli brand of mineral water, originated from the
Golan Heights in the north part of Israel.



Tami 4 purified water – an Israeli brand for home water purification system. Tap
water is filtered and irradiated with UV light.



Evian mineral water – a brand name for mineral water originated from the
French Alps.



San Benedetto mineral water ‐ a brand name for mineral water originated from
the Italian Alps.



San Benedetto sparkling mineral water – similar to San Benedetto but with CO2
added.



TAP water – water from the city of Or Yehuda, Israel.



Soda water – commercial Kinley® soda water diluted in UPW in order to have a
CO2 concentration of 10 ppm. This results in 5% Kinley® water. The preparation
method included mixing 5 ml Kinley® soda and 95 ml UPW and allowing it
equilibrate for ~30 min. 15 ml from this soda water was inserted into the metal
tube and was used as a sample for EELS characterization.



Sea water – water originated from the Mediterranean. After collection from the
sea, the water was filtered using 0.22 µm filter in order to remove large particles
and contaminants.
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Table 3‐2: Water samples composition.
Water type

pH

Conductivity

Measured

Ca content

Na content

Bicarbonate

[µS/cm]

C content

[ppm]

[ppm]

HCO3‐

[ppm]

[ppm]

NPW

7

1

0.00025

0.000002

0.000002

N/A

UPW

7.3

1.05

0.2

N/A

N/A

N/A

Distilled wafer

N/A

N/A

N/A

N/A

N/A

N/A

Double distilled water

N/A

N/A

N/A

N/A

N/A

N/A

Aqua Nova purified wafer

6.5

769

11.9

N/A

N/A

N/A

Eden mineral water

7.5

1450

72.4

26

32

198

Tami 4 purified water

8.0

1114

47.8

N/A

N/A

N/A

Evian mineral water

7.2

N/A

N/A

78

5

357

7.8

524

62.6

48.2

6.9

306

N/A

N/A

N/A

N/A

N/A

N/A

TAP water

7.7

1013

35.7

N/A

N/A

N/A

Soda water

N/A

N/A

10

N/A

N/A

N/A

~8

50000

N/A

416

10752

145

San Benedetto mineral
water ‐ natural
San Benedetto mineral
water – sparkling

Sea water
3.5% salt
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3.2

Cryo‐SEM

Cryo‐SEM was used in order to characterize the water sample in the solid state.
Rapid cooling was used to “freeze” the water and resulted in a particle distribution
similar to liquid water. The cooling rate is ~10000°C per minute [136, 137], and hence
there is not enough time for the particles to move before freezing occur. This sample
preparation method is very common in biology and soft matter.
The samples were imaged with a FEI NOVA nanoSEM field emission SEM (FEI
Company, Hillsboro, Oregon) using the Through‐the‐Lens (TLD) or Everhart‐Thornley (ET)
detector operating at 5 kV accelerating voltage, ~4mm working distance, spot size 3, and
aperture 6. Magnifications were 25‐200K when the images are viewed in full screen
mode (30x26cm).
Sample preparation included depositing 3 water drops in a 3‐hole holder. The
sample holder was plunged into liquid nitrogen slush. A vacuum was pulled and the
sample was transferred to the Gatan Alto 2500 pre‐chamber (cooled to ~‐170oC.). After
fracturing the sample with a cooled scalpel to produce a free‐break surface, the samples
were sublimated at ‐90oC for 8 minutes followed by sputter coating for 120 sec. with
platinum. The sample was then transferred to the microscope cryo‐stage (~‐130oC) for
imaging. Characterization was conducted using secondary electrons (SE) while rastering
the electron beam across the sample. Characterization took place on fresh surfaces that
were exposed by cleavage after rapid freezing.
An additional technique to characterize liquids is Cryo‐TEM. We tried to use the FEI
T12 G2 in Prof. Ishi Talmon’s lab at the Technion (Israel). Unfortunately it was not
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successful. We faced several technical difficulties during the experiments. First, during
sample preparation, the water didn’t wet the TEM grid well enough and in some parts of
the grid there was no water at all. Second, due to the very high cooling rate, some of the
water was transferred into a glassy phase. In this case it was difficult to distinguish
between “real” particles in the water and ice particles inside the glassy water. Third, and
most important, since the sample is very thin (~50 nm) and the electron beam melts the
ice when rastering on it, we were limited to magnifications below ~65K. Hence, there
was no added value to using this technique and we acquired a more detailed and
valuable data when using cryo‐SEM.
3.3

High Resolution and Analytical TEM

In order to characterize the particles in the water (solid particles from dried water),
high resolution transmission electron microscope (HRTEM/STEM) was used. Sample
preparation was based on spreading small drops of water on a holey carbon coated TEM
grid using a nebulizer. Due to the small radius of curvature, most of the water
evaporated before touching the TEM grid and there is no reaction with the surface. In
addition each drop contains only few particles and hence there are no large
agglomerates as seen when drying large drops. The nebulizer was working for 10
minutes in order to get a good coverage of the TEM grid by water drops. Following this
the samples were inserted into a vacuum desiccator to remove all water residue. Tulk et
al. also used a nebulizer in order to create small (~4µm) and uniform water drops [138].
Prior to using this methodology, it was optimized by trial and error. First we tried to
place a drop on a carbon TEM grid and let it dry in a vacuum desiccator or in air. Since
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the particle concentration is very low it was very difficult to find particles to characterize.
Second we tried to use the nebulizer for creation of small drops and we used a full
carbon coated TEM support grid so water will not go through the holes. It was better
from the point of view of the particle concentration but there were signals from the
carbon in both the images and spectra. Then it was concluded that there is a need to
eliminate the interactions of the electron beam and the carbon film during particle
characterization. Lacy carbon had too large holes and it was difficult to find particles and
holey carbon film was found to work very well for this purpose.
The samples were characterized using a monochromated and aberration corrected
field emission gun‐transmission electron microscope (FEI Titan 80‐300 S/TEM) operated
at 300 kV. This microscope is also equipped with a post‐column energy filter for electron
energy loss spectroscopy and with an energy dispersive spectroscopy system for
chemical analysis. Images were acquired using both HRTEM and HAADF‐STEM modes
and chemical analysis was done using both EDS and EELS. Most of the samples were
characterized using the monochromated and aberration corrected TEM at the Technion
microscopy facility in Israel, while others were characterized with the Titan TEM at BNC
microscopy facility at Purdue.
3.4

Additional Methods Used for Water Characterization

During the research, mainly in the beginning, many characterization techniques
were explored. However, most of them did not have sufficient resolution or the
detection limits were too high for the water sample used in this research.

59
One main method used to characterize the nanoparticles in bulk water is dynamic
laser scattering. This method is based on vibrations of particles within the water and
from scattering of a laser beam, the size of the particles can be calculated. In addition,
when applying a frequency of electric field, the particles surface charge (zeta potential)
can be calculated. Since the particles concentration in the bulk water is very low (~1015
particles per liter) the measurements are very close to the detection limit of the DLS and
the accuracy is not good enough. However, all water samples measured had intensity
from particles with size ranging 10‐200 nm. This is in agreement with direct
observations using Cryo‐SEM and HRTEM.
Additional techniques used/explored:


High energy X‐ray diffraction: A sample was sent to Argonne National Laboratory
beam line. Two water types were characterized and no difference was observed
between them within the 2% error. This method is characterizing the short rang
order (molecular structure) and hence no difference between water types is
expected.



Small angle X‐ray scattering: This tool is located at Purdue in Chemical
Engineering. We compared between two types of water and couldn’t see any
significant difference. Although this method should be able to characterize the
particles and the structures around them, the beam intensity was too low for the
particles concentration within the water.
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Wetting experiment/contact angle characterization: several experiments were
conducted at Prof. Youngblood’s lab using different surfaces and various water
types. Some differences were observed but no trend line could be drawn.



FTIR: Several water types were characterized using FTIR in reflectance mode at
the Technion in Israel. There were differences between the samples that should
provide information regarding hydrogen bonding. However, the differences were
within the measurement error.



Density and speed of sound: These parameters were measured for two types of
water at Prof. Ben Amotz lab in the Chemistry department in Purdue. No
significant difference was found between different water types.



Creating exclusion zones with different water types: This set of experiments was
conducted at Prof. Pollack’s lab at WU (Seattle). Exclusion zones were created
for all water types but no significant difference was found between them.



UV absorption: Several water samples were characterized at ALS national lab
(This work was done by Adam Wexler from Pollack’s group). A 190 nm pick was
observed. This peak does not appear in pure water but can be found when
exclusion zones are present. However, no significant difference was observed
between different water types.



Optical activity and chirality: Circular dichroism (CD) measurements were
conducted in Weitzman Institute in Israel. No significant difference was found
between different water types.
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Electrochemical deposition (ECD): Experiments using electrochemical cell were
conducted in Tel‐Aviv University in Israel. There were some differences in
deposition morphology but there were issues with sample preparations and the
shape of the cells that affected repeatability.



Electric potential measurements: Different water types were measured at the
Technion in Israel, with and without salts. No significant differenced were
observed



Raman scattering: Experiments were conducted at Ben Gurion University (BGU)
in Israel. Several water types were characterized and no significant difference
was found between different samples.
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CHAPTER 4.

RESULTS

This research contains two major parts and the results are presented accordingly.
First, results from environmental EELS are presented. This part includes scattering from
gases and scattering from water vapor. Second, results from particles characterization
are presented. This part includes particles characterization using HRTEM/STEM and
Cryo‐SEM.
4.1

Environmental EELS

Environmental EELS was used to characterize gases and water vapor inside the TEM.
This section includes results of scattering from gases, which was used for a development
of a characterization method of gases inside the electron microscope. This is followed by
results of scattering from water vapor. Water vapor characterization was conducted
using the characterization method that was developed for gases.
4.1.1 Scattering from Gases
This section presents results of scattering from gases. The gases used for these
experiments are divided to pure gases with single element, pure molecular gases and
mixtures of gases.
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4.1.1.1 Pure Gases With Single Elements
First, results from single elements are presented, as the interactions and hence
electronic configurations are easier to resolve. Figure 4.1 presents spectra acquired
from hydrogen, helium and nitrogen. The hydrogen atom (Figure 4.1 A) contains only
one proton and one electron and hence there is only one edge in the spectrum with no
extra features. Helium (Figure 4.1 B) has additional proton and electron, and two
neutrons, and there is a post‐edge shoulder that represents additional interactions.
Nitrogen (Figure 4.1 C) has more electrons, protons and neutrons and hence there are
more possible interactions which results in a more complex spectrum. These
interactions can be seen in the post‐edge fine structure while the most intense edge is
still the core shell excitation.
Figure 4.2 presents spectra from oxygen and argon. These two elements have more
protons, electrons and neutrons, and hence there are more possible interactions. This
result in a more complex spectrum in the K‐edge and the interactions of the outer shell
electrons are intense enough to be above the background, which results in an additional
low loss edge in the low loss spectrum.
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A

B

C

Figure 4.1: EELS spectra taken from pure single element gases. A represents
hydrogen, B represents helium and C represents nitrogen.
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A

B

C

D

Figure 4.2: EELS spectra from oxygen and argon. A represents oxygen low loss edge,
B represents oxygen K‐edge and C and D represent the low loss and K‐edge spectra for
argon, respectively.
4.1.1.2 Pure Molecular Gases
In this section, molecular gases are presented. These molecules contain more than
one element and hence the interactions are more complex. Figure 4.3 and Figure 4.4
present spectra taken from acetylene and ethane, respectively. Although these two
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molecules contain carbon and hydrogen only, it can be seen that the spectra are very
different from each other. This results from differences in the bonding between the two
molecules.

A

B

Figure 4.3: EELS spectra from acetylene (C2H2). A represents carbon edge and B
represents hydrogen edge.

A

B

Figure 4.4: EELS spectra from ethane (C2H6). A represents carbon edge and B
represents hydrogen edge.
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Figure 4.5 present spectra acquired from carbon dioxide (CO2), which has one
carbon and two oxygen atoms. It can be seen that although the energy loss is different,
the shape of the edge is similar between the two.

A

B

Figure 4.5: EELS spectra from carbon dioxide (CO2). A represents carbon edge and B
represents oxygen edge.
4.1.1.3 Mixtures of Gases
In this section, two mixtures of gases are presented, air and a mixture of helium and
oxygen. Figure 4.6 presents spectra acquired from air. Air is composed mainly from
nitrogen (78%), oxygen (21%) and carbon and argon (<1%), and their spectra are
presented. A hydrogen spectrum is also presented as it is present in the water vapor
(humidity) in the air. It can be seen that the shape of the hydrogen edge is similar to the
shape of hydrogen from water as seen in Figure 4.10
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A

B

C

D

Figure 4.6: EELS spectra from air. A represents hydrogen, B represents carbon, C
represents nitrogen and D represents oxygen.
The second mixture is helium and oxygen. This mixture is used for oxygen
calibration and contains 0.999% oxygen. The balance is helium. The high loss spectra,
that is not presented here, is similar to pure oxygen. The signal to noise ratio for oxygen
is very low since there is only 1% oxygen. Figure 4.7 A presents the low loss spectra.
Figure 4.7 B presents an overlap of the low loss spectra with oxygen, helium and argon,
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which are the main components in this mixture (argon is not supposed to be in this
mixture but is appears as a common contaminant in helium).

A

B

Figure 4.7: EELS spectra from a mixture of helium and oxygen. A represents the low
loss from the mixture. B represents an overlap with pure oxygen, pure helium and argon.
4.1.1.4 Comparison Between Different Electronic Configurations
Sections 4.1.1.1 and 4.1.1.2 presented spectra from pure gasses and molecules. This
section compares the shapes of the spectra for each element as a result of the chemical
environment. Figure 4.8 presents spectra of elements from different compounds,
showing the different electronic configurations. It can be seen that the shape of the
edge is different for the same element in different compounds. Figure 4.8 A presents
hydrogen. It can be seen that for pure hydrogen the edge shape is narrow with one edge
only. Ethane has six hydrogen atoms that are identical, and hence the edge is wider.
Acetylene has two hydrogen atoms and a triple bonding, and this is probably the reason
for the double peak. The source for hydrogen in air is water vapor (the room humidity is
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~40 %), and it can be seen that the shape of the edge is similar to hydrogen in water
that will be presented in the next section. Figure 4.8 B presents carbon. In this case also
the ethane edge is relatively wider. The acetylene and carbon dioxide edges have two
post‐edge bumps, probably due to the two hydrogen and oxygen atoms, respectively.
The carbon from air is in a very low concentration (~0.3%) and hence the signal quality is
not good. Figure 4.8 C presents nitrogen. It can be seen that pure nitrogen and nitrogen
from air are very similar (overlap each other) and this is expected since air contains 78 %
nitrogen and it is a mixture and not a compound. Figure 4.8 D presents oxygen. It can be
seen that the first peak is similar in pure oxygen and oxygen from carbon dioxide.
However, the second peak is different due to the different electronic configuration.
Oxygen in air is probably originated both from carbon dioxide, pure oxygen and water
vapor and hence the edge is a mixture of these spectra.
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A

B

C

D

Figure 4.8: EELS spectra from elements in different compounds. A represents
hydrogen, B represents carbon, C represents nitrogen and D represents oxygen.
4.1.2 Scattering from Water Vapor
This section presents results of scattering from water vapor. The characterization
method, which was developed on gases, is now utilized on water vapor. To the best of
our knowledge, these are the first experiments of this kind. The experiments were
carried out by evaporating water through the gas injection system into the microscope,
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and similar to the gas experiments, this was the sample for EELS characterization.
Several water types were used as samples in this experiment, starting from nano pure
water (NPW), through several mineral water, DI and purified water, soda water and
salty water from the Mediterranean (as per Table 3‐2). As water contains oxygen and
hydrogen only, these are the elements that were characterized.
Figure 4.9 presents an overlap of oxygen and hydrogen pure gases and spectra
taken from NPW, which are the purest water used in this study. Figure 4.10 presents an
overlap of the low loss (A) and high loss (B) regions in the spectra acquired from pure
gases and all types of water vapor characterized in this study. Since the spectra are in
the same range, they are presented in the same charts. More details will be discussed in
the next section.

A

B

Figure 4.9: Low loss (A) and high loss (B) regions of NPW EELS spectra, overlapping
with pure oxygen and hydrogen.
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A

B

Figure 4.10: Overlap of low loss (A) and high loss (B) EELS spectra from pure gases
and all types of water characterized in this study.
Careful examination of the spectra presented on Figure 4.10 reveals more insights
that will be presented in the next 3 figures and will be discussed in the next section.
Figure 4.11 presents spectra acquired from DW and DDW. It can be seen that the
differences in the spectrum are not significant.

A

B

Figure 4.11: A comparison of hydrogen (A) and oxygen (B) spectra between DW and
DDW.
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Figure 4.12 presents a comparison between soda water and Millipore® UPW
spectra. It can be seen that both in the hydrogen and the oxygen regions, the soda
water shape resembles that of the pure gases. This will be discussed in the next section.

A

B

Figure 4.12: A comparison between soda water and Millipore UPW EELS spectra for
hydrogen (A) and oxygen (B).
Figure 4.13 presents the carbon edge of UPW (contains ~20 ppb CO2), soda water
(that contains 10 ppm CO2) and pure CO2 gas. This case is a good example to
demonstrate the sensitivity of the measurement method used, and will be discussed in
the next section.

75

Figure 4.13: An example for the measurement sensitivity – carbon edge acquired
from carbon dioxide, Millipore® UPW and soda water
4.2

Particles in Bulk Water

The second part of this study deals with particles in water. Following the
characterization of gases and water vapor in the previous section, this section presents
characterization of particles in water. The two major techniques used for particle
characterization are cryo‐SEM and HRTEM/STEM.
4.2.1 Cryo‐SEM
Cryo‐SEM was used to characterize the 3D distribution of particles within the bulk
water. In this method a water drop is quenched in liquid Nitrogen for a rapid cooling,
which results is frozen water with particles dispersed exactly the same as in the liquid.
Figure 4.14 presents the particles distribution within the bulk water. A and B are low
magnification images showing a uniform distribution of particles. C and D are higher
magnification images. The nanoparticles distribution can be clearly seen in C and the
distance between the particles is approximately 500 nm. Image D presents a higher
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magnification from the central part of C, and it can be seen that the particles diameter is
smaller than 100 nm.
In addition, it can be seen that after rastering the electron beam for a long time (for
acquiring all the images) and especially when focusing the beam in order to increase the
magnification, the amorphous ice starts to melt and the nanoparticles start detaching
from it. The ice’s pattern starts to change and voids can be seen near the particles (as
seen in D).
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A

B

C

D

Figure 4.14: Cryo‐SEM secondary electrons (SE) micrographs taken from a fresh
surface of a frozen drop. Dark background is ice, which is melted under the electron
beam, and bright spots are nanoparticles within the ice (originally within the bulk water).
Magnification was increased from A to D.
One could argue that the bright spots that are regarded here as nanoparticles are
not originated from the bulk water but created during sample preparation as a result of
interaction between the water and liquid nitrogen. Figure 4.15 shows that this is not the
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case. The particles seen in this figure were created during sample preparation. However,
as can be seen in Figure 4.15 A, they are located on the outer surface of the drop and
not on fresh surface after cleavage. In addition, as can be seen in B, these particles are
larger and denser compared to the nanoparticles seen in Figure 4.14.

A

B

Figure 4.15: Cryo‐SEM SE images taken from a surface that was in contact with
liquid nitrogen during sample preparation. A presents a surface that was it contact with
liquid nitrogen (top), and fresh surface after cleavage (center). B presents a higher
magnification image taken from the side of the drop. Bright spots are ice particles
created during freezing due to interaction with liquid nitrogen.
Figure 4.16 presents a cryo‐SEM image taken from NPW sample. No particles can be
seen even after allowing the electron beam to raster the sample for a while.
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Figure 4.16: Cryo‐SEM image taken from a NPW sample. Note the absence of
nanoparticles.
4.2.2 High Resolution TEM/STEM
In order to characterize the particles themselves, higher magnification (and better
resolution) is needed, and hence high resolution TEM/STEM were used. Sample
preparation included spreading small drops of water on a holey carbon coated TEM grid,
and drying them in a vacuum desiccator. Figure 4.17 presents STEM (A) and TEM (B)
images of a drop on a TEM grid. The shape of the drop can be clearly seen. C and D are
higher magnification images of A. There are three types of contrast in the image (seen
mainly in the STEM images since the image contrast is a result of density). The dark
background is the TEM support grid, the bright spots are nanoparticles and there is
another gray contrast around the particles that is of interest, and will be characterized.
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Figure 4.17: High resolution TEM/STEM images of a drop. A and B represent HAADF‐
STEM and HRTEM images of the whole drop, respectively, and C and D represent higher
magnification images of A. Dark background is the TEM support grid, bright spots are
nanoparticles and there is an additional gray layer around the particles that will be
discussed.
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In order to eliminate any phenomena of interactions between the electron beam
and the TEM support grid while characterizing the particles and the layer around them,
holey carbon TEM grids were used. As seen in Figure 4.18, some of the particles reside
on the perimeter of the holes and only these particles were chosen to be characterized.
In this case the particle is on top of the vacuum and the electron beam interacts with
the particle only. Figure 4.18 presents one hole with particles on its perimeter (A) and
higher magnification images of these particles (B‐D). When increasing the magnification
as in C and D, not only the particles can be seen but also a layer around them. This layer
will be characterized both physically and chemically.
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Figure 4.18: HAADF‐STEM images of particles on the perimeter of a hole. A is a low
magnification micrograph showing the entire hole, and B, C and D are higher
magnifications micrographs.
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Figure 4.19 presents HRTEM and STEM micrographs of two particles with a layer
between them and one particle with a layer around it. This layer is not usually seen
around particles and is of a significant interest.

A

B

C

D

Figure 4.19: TEM (A and C) and STEM (B and D) micrographs showing two particles
and a layer between them (A and B), and a particle with a layer around it (C and D).
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HRTEM was used in order to better characterize the particles and the layer around
them. Figure 4.20 presents high resolution images of particles edge and the surrounding
layer. The bright spots are correlated to atomic positions [85].

A

B

Figure 4.20: HRTEM micrographs of two different particles and the layer around
them. Bright spots are correlated to atomic positions.
Figure 4.20 presents differences between the particle and the surrounding layer
from physical point of view. Using EELS we saw differences from chemical point of view
as well. Figure 4.21 presents EELS spectra acquired from a particle and from the layer
between two particles, for oxygen, carbon and calcium. Figure 4.21 D presents a
spectrum of oxygen acquired from Millipore DI water. These spectra will be discussed in
the next section.
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Figure 4.21: EELS measurement of oxygen, carbon and calcium taken from a particle
and from between the particles. A presents a STEM image of the measurements
locations, while the colors are according to the spectra. B and C present EELS spectra of
oxygen (B) and carbon and calcium (C) from the particle and from between the particles
(the C edge is located at 282 eV and Ca edge is located at 345 eV). D presents a
representative oxygen spectrum from water (Millipore DI water in this case) to compare
to C.
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In the previous section, results of EELS characterization from different water types
were presented. Figure 4.22‐Figure 4.29 present HAADF STEM images of particles from
different types of water. The correlation between these results will be discussed in the
next section.

A

B

Figure 4.22: HAADF‐STEM image of dried NPW on holey carbon TEM support grid.
Bright spots might be small particles from the water or some contamination on the grid.
This issue will be discussed in the next section.
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B

Figure 4.23: HAADF‐STEM image of dried UPW (Millipore® DI water) on holey
carbon TEM support grid. Bright spots are particles.

A

B

Figure 4.24: HAADF‐STEM image of dried San Benedetto mineral water on holey
carbon TEM support grid. Bright spots are particles.
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B

Figure 4.25: HAADF‐STEM image of dried Eden mineral water on holey carbon TEM
support grid. Bright spots are particles.

A

B

Figure 4.26: HAADF‐STEM image of dried Tami4 purified water on holey carbon TEM
support grid. Bright spots are particles.
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B

Figure 4.27: HAADF‐STEM image of dried Aqua Nova purified water on holey carbon
TEM support grid. Bright spots are particles.

A

B

Figure 4.28: HAADF‐STEM image of dried TAP water on holey carbon TEM support
grid. Bright spots are particles and gray regions contain salt.
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Figure 4.29: HAADF‐ STEM image of dried sea water on holey carbon TEM support
grid. Bright spots are particles and gray regions contain salt.
Figure 4.30 presents high resolution TEM images acquired from BNC NPW. Although
they are difficult to find, there are few particles in this water also. The size of these
particles is in the nanometer range and from EELS spectra it can be seen that they
contain copper and chromium. These particles will be further discussed in the next
section.
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Figure 4.30: HRTEM images and EELS spectra acquired from contamination particles
in NPW. Magnification is increased from A to D.
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CHAPTER 5.

DISCUSSION

The main goals of this study were to characterize particles and structures in water
and to correlate between them. It was found that particles exist in many types of water
and affect the structures and properties of water. Results of scattering from gases and
water vapor using environmental EELS and of particles in water using electron
microscopy were presented in the previous section and will be discussed hereafter.
5.1

Environmental EELS

Electron energy loss spectroscopy (EELS) is a technique that uses inelastic
interactions between an electron beam and a sample in order to characterize the
sample’s chemistry and composition [83‐85]. A conventional EELS system is mounted on
a TEM at the bottom of the microscope column. In environmental TEM (ETEM), EELS
analysis can be performed at increased pressures, and characterization can be done
during in‐situ experiments [85].
5.1.1 Scattering from Pure Gases
In this study EELS spectra were acquired from pure gases in order to correlate
between the gas electronic configuration, which is characterized by EELS, and the
known structures. A new method was developed where flowing gas was the sample for
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EELS characterization (no TEM sample was inserted into the microscope). To the best of
our knowledge, this measurement method has not been performed prior elsewhere.
The motivation for developing and evaluating this characterization method is to
provide a basis for water vapor characterization. Hence, the gases chosen for this part
of the study have a well‐defined structure and chemical environment, and the spectra
can be correlated to their known structure. The results in this study show good
correlation to prior experiments and calculations in the literature. For example,
hydrogen atom has only one proton and one electron and hence should have only one
edge at ionization energy of 13.6 eV [139,140]. The spectrum acquired from pure
hydrogen presents one edge with no extra features at an energy of 13.6 eV, exactly as
expected.
EELS database, which is a library of many EELS spectra, contains spectra from some
of the gases characterized in this study [141]. However, many of the experiments were
not performed in the same way as they were performed in this study. For example, in
the nitrogen spectrum presented in EELS database, nitrogen was characterized within a
carbon nanotube. Still, there is a similarity in the spectra and the shape and location of
the nitrogen edge acquired in this study are identical to EELS database. Another source
for literature data can be found in XAS studies, which is among the most common
methods for characterization of liquid and gas structures [28,142].
When discussing the shape of EELS edges and the source for calling them edges and
not peaks, Williams and Carter wrote: “Often the term “hydrogenic” is used for such a
sharp edge onset because this is what would arise from the ionization of the ideal single

94
isolated hydrogen atom” [85]. As seen in Figure 4.1 A, that presents spectrum acquired
from pure hydrogen, it fits their description well. Although they are describing the
element Li as the first element that can be characterized, in this study both hydrogen
and helium were characterized which is very unique for spectroscopy.
When looking at spectra acquired from molecular gasses, the interactions are more
complicated, which results in more complex spectra. Figure 4.3 and Figure 4.4 present
spectra taken from acetylene and ethane, respectively. Although these two molecules
contain carbon and hydrogen only, it can be seen that the spectra are very different
from each other. This results from differences in bonding between the two molecules.
While ethane contains a single bond between the two carbons and single bonds
between carbons and hydrogens, acetylene contains a triple bond between the two
carbons. The difference in the electronic configuration results in different interactions
an electron undergoes when emerging from the molecule and hence difference in the
shape of the spectrum. Figure 4.5 present spectra of carbon and oxygen from carbon
dioxide (CO2). Although each edge is at different energy, there is a similarity in the shape
of the near edge structure. This is probably since the interactions an electron undergoes
when emerging from the molecules are similar. The spectra acquired from pure gases
and molecular gases. it can be seen that this characterization method is capable of
characterizing gases, and it is capable of distinguishing between different chemical
environments for the same element.
Section 4.1.1.3 presented spectra acquired from mixtures of gases, and
section 4.1.1.2 presented spectra acquired from molecular gases. Comparing the spectra
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from these two groups emphasizes the differences between a mixture and a compound.
While in compounds the shape of the edge depends on the chemical bonding of the
element, the shape of the edges in mixtures are similar to pure gases since there is no
chemical reaction and hence no change in electronic configuration. In addition, while
the quality of the spectra (signal to noise ratio) in a compound depends on the total
pressure of the molecule, in a mixture it depends on the content (and hence the partial
pressure) of the element in the mixture. For example, the signal of carbon acquired
from air is very noisy (compared to carbon based compounds) since the carbon content
in air is very low (<1%). The quality of the oxygen edge in air spectra is also not as good
as oxygen from water or pure oxygen since the percentage of oxygen in air is lower
(21%). For nitrogen there is no difference in signal quality between air and pure nitrogen
since air is composed of 78% nitrogen. In addition, although hydrogen is not part of air
ingredients, it appears in air spectra in the form of water as humidity in air. It can be
seen that the shape of the hydrogen edge in Figure 4.6 (hydrogen acquired from air) is
similar to hydrogen from water vapor. The humidity in the microscope lab (the source
for air) is ~40% and it is significant enough that hydrogen will appear in the spectrum.
The shape of the oxygen edge is also similar to water for the same reason.
Comparing spectra from different compounds of hydrogen, carbon, nitrogen and
oxygen (as presented in Figure 4.8), show differences that can be correlated to the
chemical environments (different interactions). This is the basis of EELS analysis where
each element has its unique signature in the spectrum according to the chemical
environment surrounding it. Additional benefit of this study is providing data of electron
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scattering from gases within the environmental TEM. During experiments in
environmental TEM, gases are introduced into the microscope. When acquiring EELS
spectra during in‐situ experiment, these gases will contribute to the spectra as well.
Providing spectra of these gases only will allow eliminating them from the acquired
spectra and improve the analysis and data interpretation. The gases chosen for this
study are conventional gases used for in‐situ experiments and hence generating this
information will be helpful for everybody who uses in‐situ mode and needs to analyze
the experimental environment in a direct way and in the exact same location and time
as the experiment is taking place. This is the importance and justification for this study.
One more issue to take into account is the sample thickness. Since there is no
sample but a flow of gas, the physical thickness should be the environmental cell
dimensions (around 5 mm in Purdue TITAN). When discussing the number of scattering
events, the rule of thumb defines multiple scattering when t/λ ≥ 5 where t and λ are the
sample thickness and the mean free path, respectively [84, 85]. In this case (multiple
scattering) it is not possible to define individual edges and the spectra contain only wide
peaks [84]. As seen in the results section, the spectra are very clear. Hence, although t is
large, due to the low density of the gases, λ is also large and only single or plural
scattering occur. Rough calculation of the number of atoms, based on the gas equation
and taking into account the environmental cell dimension and measurement pressure,
results in an equivalent ice sample (density of 1 gr/cm3) with a thickness of 15‐20 nm.
When working with solids, similar sample thickness results in a single or multiple
scattering.
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Crozier et al. used FEI T20 ETEM with a space between differential pumping
apertures of 5.4 mm and pressures of 2.6‐3.8 Torr. This resulted in t/λ values lower than
0.1, which means the scattering from the gas is very low and most electrons undergo
single scattering events [44]. In our study, the gas pressure is even lower and hence the
chance for single scattering is even larger. Crozier et al. used a large entrance aperture
and short acquisition time, which resulted in low resolution and improved signal to
noise ratio [44]. In this study a much longer acquisition times (90 s) were used, which
resulted in a much better signal to noise and allowed higher resolution and better edge
characterization.
Crozier et al. faced difficulties with mixture of gases in the mixing tank due to
blocking of existing gases. As a result they needed to wait for an hour after inserting the
gases from the main tank to the mixing tank, and still it was not perfect. In this study,
prior to inserting the gas into the mixing tank towards the microscope, all the pipes
were vacuumed to a pressure lower than 40 mTorr. This prevented any interaction
between the current gas and the previous one. In addition, before starting the
measurement we allowed the gas to flow for few minutes through the microscope in
order to perform the measurement while the gas flow is constant.
In order to solve the mixing problem, Crozier et al. tried to understand the
phenomena by characterizing several ratios of CO and hydrogen. From calculating the
speed of those gases they concluded that the signal from hydrogen should be 4 times
larger. However, experimental results showed that only when the ratio is about 8 times,
the results fit the desired ratio. Their calculations are based on the ideal gas
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assumptions that require very low pressures. However, in order to increase the signal to
noise ratio they increased the pressure. This resulted in a non ideal gas mixture and the
proof for this is that they had problems with mixing. In this study we kept the pressure
in the mixing tank much higher than the microscope pressure (8 Torr vs. 1 Torr) and
allowed few minutes of gas flow through the environmental cell in order to reach
constant and stable flow during acquisition. In addition, we used in this study either
pure gasses or mixtures that were premixed and we didn’t create new mixtures by
ourselves.
5.1.2 Scattering from Water Vapor
Following the development of the measurement method on known gases, this
method was applied to water vapor. To the best of our knowledge, these are the first
experiments of this kind. The experiments were carried out by evaporating different
water types through the microscope, and these were the samples for EELS
characterization. No additional sample was inserted into the microscope. Several water
types were used, from NPW, through several mineral water, DI and purified water, soda
water and salty water from the Mediterranean. The reason was to have a variation in
water purity from contamination level of ppb up to ~3%. More details can be found
in CHAPTER 3.
As water contains oxygen and hydrogen only, these are the elements that were
characterized. Hydrogen has only one electron and hence only core loss spectra, and
oxygen has both core loss and low loss spectra since it has more electrons.
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According to classic chemistry textbooks, during evaporation water is broken into
molecules [67]. Hence, it would have been expected that EELS spectra taken from water
vapor will be similar to pure gases and there will be no differences between different
water vapor types. However, this was not the case in most of water types used. One
exception can be seen in Figure 4.9 that presents an overlap of oxygen and hydrogen
pure gases and spectra taken from NPW. This water has a very high level of purity,
maybe the purest water can be found (contamination level is in the range of ppb) [135].
The spectrum shows a good correlation between NPW vapor and pure gases. The
oxygen K‐edge (Figure 4.9 B) is very similar since the ionization interaction of oxygen
from water and from pure oxygen is very similar. The difference is the reduction of the
second edge, similar to oxygen from air (Figure 4.8 D), because of interaction between
oxygen and hydrogen. The shape of the oxygen edge acquired from NPW is similar to
the shape of oxygen from water vapor that Nilsson et al presented using XAS
measurements [28]. In the low loss region (Figure 4.9 A) it can be seen that hydrogen
edge from NPW overlaps with pure hydrogen and there are additional peaks with good
correlation to the oxygen low loss edges. In this case the influence of the oxygen on the
total ionization interaction is larger.
When comparing different compounds (Figure 4.8) it has been shown that same
elements have different shape of spectra due to different electronic configurations.
More, as seen in Figure 2.24 that compares different structures of carbon, even when
the composition is identical, different structures result in different spectra.
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When looking at spectra from different water types (Figure 4.10), it can be seen
that there is a significant difference between NPW and all other water types. Although
all other types of water differ from one another, their EELS spectra have similar shape.
The shape of the spectra of these water types contains the main oxygen or hydrogen
edges and additional features in the post‐edge shoulders (near edge structure), which
are different for each water type. These differences in the shape of the spectra can
result from different composition or different structures. In order to eliminate the
possibility of different composition, carbon and calcium spectra were also acquired (not
presented in the results part), since these are the two most common elements in water,
and the particles that were found contained calcium carbonate. No significant edge was
found. This eliminates both the possibility of scattering from solutes (that are different
for each water type) and the possibility of scattering from particles during vapor
characterization. This result is expected since the concentration of these elements in the
water is in the ppm level. Hence these elements cannot affect the shape of the spectra.
This leads to the hypothesis that the additional features in the spectra result from
structures with different electronic configurations. Hence, even in a very clean water, it
can be postulated that there is enough surface (might be ions or particles) that acts as a
nucleus for water clusters and structures. The size of these clusters is large enough to
affect EELS spectra significantly. Vartapetyan et al. calculated the minimum size for
cluster formation and found it to be 3 nm [23]. Chaplin has proposed the icosahedral
structure that contains 280 water molecules and the size was ~ 3 nm [24]. However,
their calculations were based on pure water without any impurities. Adding particles,
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ions and other impurities to water result in a much larger cluster size. Andrievsky et al
reported on structures larger than 100 nm that can be created around ~1 nm particles
(fullerenes) [64]. Zheng et al. showed that inserting hydrophilic surface into water
generates structures that can last for tens of microns [56]. Water molecules arranged to
this size result in tens to hundreds of molecular layers.
The differences in particles shape and size for several water types used in this
research were demonstrated in Figure 4.22‐Figure 4.29. Hence, one possible conclusion
from this data is that each water type has different structure. This explains the
differences in the spectra between different water types.
Since the size of many of the particles characterized in this study was around 20 nm,
and taking into account the dimensions mentioned above, a good estimation for the size
of water clusters and structures should be hundreds of nm. This estimation is based on
Andrievsky’s data of >100 nm cluster around ~1 nm fullerene [63, 64], and the work
presented by Pollack and co‐workers with a much larger particles and water structures
[55, 57, 61, 68].
Another support for this assumption is a comparison to solid particles. When
characterizing nanoparticles in a TEM, it becomes more difficult when the particle size is
smaller than ~ 2nm. Li et al. showed that when the particles size is below ~2.5 nm it
becomes more difficult to characterize, due to the size and interactions with the support
on which the particles reside [143]. There are technical reasons such as the stability of
the microscope and size of the beam, but also the amount of scattering from a small
amount of atoms. Since the density difference between solid water and water vapor is
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1:1250, the same amount of atoms will occupy 1‐2 microns. However, since there are
bonding in water vapor clusters, the density should be higher than ideal gas. Hence, the
size of the cluster should be smaller – hundreds of nm. There are technical questions
that should be raised following this assumption such as how these large clusters are
transferred through the system how do they interact with the microscope and the
pressure gauges. There is no strict answer but a key point is that these are soft particles
and not solid and rigid particles.
These findings support the materials science point of view on materials structures
and properties. It shows that very small changes in composition, even in the range of
ppm, affect the material’s properties by differences in material’s structure. Miller and
Kaplan showed that in ceramic materials, such as alumina and aluminum oxynitride
(AlON), small changes in impurity concentration, in the range of tens to hundreds of
ppms, result in different structures and properties [144, 145].
As mentioned before, NPW do not exhibit these additional features in the EELS
spectra and hence it can be concluded that there is a minimum concentration of ions or
particles or any other impurities in water that below this threshold there will not be
cluster formation, or at least not significant enough to affect EELS spectra. The results of
this study show that the threshold is between the concentrations of NPW and UPW, e.g.
between concentration of parts per billion (ppb) and parts per million (ppm). In order to
find a narrow range for this threshold NPW should be contaminated up to ppm level.
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Additional water type which has spectra that resembles that of pure gases is soda water,
as presented in Figure 4.12. This finding is not expected since UPW is not clean enough
and Kinley® soda is not as clean as UPW.
This leads to a broader discussion about water clusters formation and their
presence both in the liquid and the vapor phases. The first question is whether most of
the water samples contain only clusters or there is a mixture of isolated molecules and
clusters. This question is both for liquid phase and for vapor phase. The hydrogen bond’s
life time is very short and bonds are breaking and forming in a very high frequency.
More, since there are variations in particles size and there are also clusters around ions
and clusters of water molecules only, there should be variations in clusters size. Hence
there is, probably, a mixture of isolated molecules and clusters, and there is a range of
clusters sizes from water dimmers, through water‐only clusters of up to 280 molecules,
and up to hundreds of nm clusters around particles. Assuming this is the case, each
water type has a ratio between clusters and isolated molecules. This ratio can be
defined as a partition coefficient. Hence, the threshold between NPW and UPW
mentioned above might be a minimum concentration of clusters above a certain size
that will affect the EELS spectra. In order to verify this, future work should include
characterization of clusters and cluster size in the liquid and vapor phases. High
resolution cryo‐TEM should be used for characterization of water structures around
particles and XAS should be used for characterization of different molecular structures
that exist in water, and the ratio between them. This data, together with EELS
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characterization of vapor from different mixtures of UPW and NPW, will provide a
better understanding on the role of water clusters on water structures and properties.
The second question is whether the clusters in the liquid and in the vapor phase are
the same clusters, or in other words what happens during evaporation. One option is
that clusters from the liquid evaporate as clusters to the vapor phase. Another option is
that isolated water molecules evaporate from the liquid and agglomerate in the vapor.
These two cases should result in differences in the latent heat of evaporation. This
should be measured in the future for different water types and mixtures of NPW and
UPW.
Adding carbon dioxide to the system makes it more complex. CO2 can affect the
agglomeration in the liquid or in the vapor phase. However, since the concentration of
CO2 is very low (10 ppm), it is unlikely to occur in the vapor phase. There are several
possibilities that CO2 can affect agglomeration in the liquid. First, CO2 can break water
clusters in the liquid so only isolated water molecules will evaporate to the vapor. This
can be done by breaking water clusters in the liquid or at the point they break through
the surface to evaporate. One more option is that CO2 molecules can be bound to water
clusters in the liquid and escape when evaporating, causing water the clusters to break
up. The second scenario relates to the partition coefficient. Assuming that both water
clusters and isolated water molecules exist both in the liquid and in the vapor, there will
be a partition coefficient, which reflects a state of thermodynamic equilibrium, that
determines the ratio between them. This partition coefficient is not necessarily identical
for the two phases. The presence of CO2 molecules can change this partition coefficient
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towards isolated molecules. This can be done either by connecting to water clusters in
the liquid and making it more difficult for them to evaporate, or by connecting to water
clusters or isolated molecules in the vapor phase and shifting the partition coefficient
toward isolated molecules. The third possibility is that the effect is kinetic, where the
escape of CO2 molecules from the liquid can help to eject isolated water molecules, but
cannot affect water clusters. The result is a higher concentration of isolated water
molecules in the vapor compared to their concentration in the liquid. Hopefully,
characterization by XAS, that should be done in the future, will provide an answer for
which of the options mentioned happens. I think that the effect of CO2 in soda water is
kinetic, and it might be either increasing evaporation of isolated water molecules or
breaking water clusters (or both). The mixture of soda water in this experiment was
used for 30 minutes after preparation, and this time was probably not enough to reach
thermodynamic equilibrium, and hence CO2 molecules and bubbles were still escaping
from the water. The reason for using for not waiting more time was in order to have a
known CO2 concentration in the water. Another support for this hypothesis can be
found in the spectra acquired from San Benedetto mineral water. Two types of San
Benedetto mineral water were characterized, natural and sparkling. The difference
between them is that the sparkling water contains CO2. However, in this case the CO2
stayed in the bottle for a long time and is now closer to equilibrium. Hence, when
comparing the two spectra, there are differences but none of them is similar to pure
gases.
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There is an issue of dissolved CO2 in water, especially in lakes and oceans. However,
it will not be discussed in this research.
Myneni et al. have characterized the three phases of water using XAS and found
that there is a significant difference between gaseous phase and solid phase, mainly in
the overlap of the peaks and the ratio between the pre‐edge and post‐edge [32]. In this
study it can be seen that this is true only for very pure water. In all other water types
the spectra looks more like a solid. There are two possible explanations for this. The first
one is that EELS does not have enough energy resolution to separate the different peaks
in water vapor and they appear in the spectra as one peak (as was the case with XAS
before high resolution was achieved). However, this is not possible since the same EELS
instrument and method is capable of distinguishing between peaks in the case of NPW.
The second option is that the differences in the EELS spectra are real. Although XAS
considered as providing localized data in a molecular level, there are similar effects in
the “contaminated” water vapor as in solid.
Myneni et al. found similarity between liquid water and ice but related it to
molecular symmetry species and not to structures in the water (the largest structure
they are mentioning is water trimer) [32]. Nilsson and co‐workers have done a
tremendous amount of both theoretical and experimental work characterizing and
calculating water structure [28]. However, their work focused on local bonding
configuration in the first coordination shell of liquid water. EELS on the other hand,
characterize longer range structures that are based on these interactions. Figure 2.2
presents XAS data of gaseous, liquid and solid states of water. The discussion is about
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differences in configuration between liquid water and ice, based on the size of the post‐
edge peak which is related to strong hydrogen bonding. However, when looking at the
gas phase, there is no post‐edge peak at all. Hence it can be interpreted that there is no
bonding between gaseous molecules at all, in agreement with the definition of gas.
However, as seen in our EELS spectra, when the impurities level is above the threshold,
the EELS spectra from water vapor looks like XAS spectra from a liquid or a solid. This
suggests that the XAS spectra did characterize long range order but it was disregarded
since the authors focused on the short range only. In addition, the transition from high
level of order to low level of order is supposed to be between the liquid and solid and
not between the liquid and the gas. Hence, it is expected that the similarity between the
liquid and gas phases will be much higher compared to the solid phase. This result
supports the existence of an ordered liquid also from molecular point of view.
Additional explanation is related to sample preparation method used for water vapor
samples for XAS characterization. In order to increase water evaporation, inert gas is
flowing through the water. As discussed earlier in the case of soda water, the flow of gas
through the water might change the partition coefficient so water clusters will not be
pronounced in the spectra.
When comparing EELS results and XAS data, there is a similarity in the spectra. This
is expected since both methods use similar processes for generating data. However,
there is a significant difference. Only NPW presents an EELS spectrum that is similar to
the gas phase in XAS, while all other water vapor types present EELS spectra that are
similar to liquid water in XAS. The difference in the XAS spectra is between no hydrogen
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bonding to partial hydrogen bonding (SD). This means that when water is being
“contaminated” hydrogen bonds are created between water molecules. This
contamination can be done either by solutes or particles or both. Hence, when
evaporating water that contains clusters, the clusters remain in the vapor and they are
large enough to generate EELS spectra that are similar to liquid water.
Water distillation is considered as one of the best ways to purify water since,
according to theory, when evaporating water, only isolated water molecules are
transferred to the gaseous phase and hence when going back to the liquid phase, only
pure water are left. In practice, this method is not used very often for two main reasons.
First, it is a very slow process with a large amount of overhead water consumption.
Second, this process is not clean enough since it depends on the cleanliness of the
beakers and the system used. When the purity of distilled water (DW) is not sufficient,
the process can be repeated and then it is called double distilled water (DDW). In this
case the process takes twice the time and larger amount of water is not being used.
More, the need for double distillation proves that single distillation is not clean enough.
Figure 4.11 presents spectra acquired from DW and DDW. It can be seen that the
differences in the spectrum and hence in the level of purity and cluster formation, is not
significant. From a practical point of view, there are machines that can purify the water
much faster, and reach higher level of purity. Hence, the de‐ionized (DI) water machines
are very popular in laboratories.
Figure 4.13 presents carbon edges from UPW, soda water and pure CO2 gas. This
case is a good example to demonstrate the sensitivity of the measurement method used.
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As mentioned before, soda water is UPW with 10 ppm of CO2, and UPW has ~ 20 ppb of
CO2. The carbon edge that is clearly seen in the carbon dioxide spectrum can be also
seen in the soda water spectrum, but cannot be seen in the UPW spectrum. This means
that the detection limit of this method is below 10 ppm and above 20 ppb.
5.2

Particles in Bulk Water

The previous part of this study dealt with characterization of structures in liquid
water and water vapor. It was concluded that the presence of nanoparticles in the water
enable the existence and stabilization of these structures. Hence, in order to have a
complete image, this part of the study deals with characterization of these particles.
Nanoparticles are detected in almost all natural water sources, and it is now
realized that their presence can affect the physical and chemical properties and
behavior of water [146‐148]. Most of the research efforts have been directed towards
identification of metallic (and metal rich) nanoparticles and the assessment of their
possible toxic effects [149‐151]. Another field of research, which is much smaller but
also increasing in volume, is basic research on water properties, towards deeper
understanding of water [1, 67].
The focus of this part of the study is on non metallic particles that are not of
interest from a contamination point of view. However, they are of interest from physical
point of view, e.g. they affect the physical properties of water. As mentioned before,
water structures are created around or adjacent to particles or surfaces. The common
measurements for water quality are pH, total organic carbon (TOC) content and
conductivity. These measurements are used as quality control (QC) procedure when
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working with water. In some cases, particles size and surface charge (zeta potential) are
also characterized using dynamic light scattering (DLS), and when a more accurate
measurement of water composition is needed, inductively coupled plasma (ICP) is used.
As mentioned in the previous sections, water clusters are stabilized by ions, surfaces or
by particles. In this study HRTEM/STEM and cryo‐SEM were used in order to
characterize particles and their distribution within water. Sample preparation methods
were carefully chosen so the samples will represent the system in bulk water.
5.2.1.1 Cryo‐SEM
Cryo‐SEM was used to characterize the 3D distribution of particles within the bulk
water. In this method a water drop is quenched in liquid Nitrogen for a rapid cooling.
The cooling rate is ~10000°C per minute and hence the result is frozen water with
particles dispersed similar to the liquid. Figure 4.14 presents the particles distribution
within the bulk water, showing a uniform distribution. Higher magnification images
show that the distance between the particles is approximately 500 nm and the particles
diameter is smaller than 100 nm, in agreement with HRTEM characterization. From this
data the particles concentration within the water was estimated to be ~1015 particles
per liter. This concentration is very low, much below the detection limit of most
conventional characterization methods, and hence we found it very difficult to
characterize the particles in the liquid water.
We faced two technical issues while characterizing water samples in cryo‐SEM. First,
during sample preparation, it is very important to have a fresh surface for
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characterization, which was not in contact with the liquid nitrogen. During rapid cooling
there are interactions between the water sample and the liquid nitrogen that result in a
formation of ice particles. These particles are created on the surface that was in contact
with the nitrogen and not inside the bulk water. Hence, the methodology for sample
preparation includes cleavage of the drop after it is frozen in order to expose a fresh
surface. Figure 4.15 presents an example for the differences between a surface that was
in contact with liquid nitrogen and a fresh surface. Comparing this image (Figure 4.15 B)
and Figure 4.14 shows that the particles characterized in this study are different from
the particles created during sample preparation.
The second issue is sample stability. After allowing the electron beam to raster the
sample for a long time, and especially when focusing the beam in order to increase the
magnification, the amorphous ice starts to melt and the nanoparticles start detaching
from it. The ice’s pattern starts to change and voids can be seen near the particles. This
limits the time for characterization of a specific location on the sample since it changes
during characterization. This phenomenon is more pronounced in cryo‐TEM since the
sample is much thinner and then the whole film is melting. We tried to use FEI T12 cryo‐
TEM that is operated at 120 KeV, and after a very short time of imaging a particle, the
ice film was melted and disappeared. Hence, in order to characterize the particle‐water
interface, high resolution cryo‐TEM is required. Increasing the beam energy will result in
less energy absorbed by the sample and will enable this characterization. This
experiment should be conducted in the future.
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Figure 4.16 presents a cryo‐SEM image taken from NPW sample. No particles can be
seen even after allowing the electron beam to raster the sample for a while. This finding
is in agreement with the results from EELS characterization of water vapor and
HRTEM/STEM, showing that nanoparticles exist in all water types but NPW.
5.2.1.2 High Resolution TEM/STEM
In order to characterize the particles themselves, higher magnification (and better
resolution) is required, and hence high resolution TEM/STEM were used. Sample
preparation included spreading small drops of water on a holey carbon coated TEM grid.
The drops were in the micron size range and hence the Laplace pressure was very high
(high radius of curvature). As a result, most of the water was evaporated before
touching the holey carbon film and there was no reaction between the water and the
surface. Every drop contained very few particles and the sample contained many
isolated drops and particles. There were however some particles that were bound
together. Using this technique resulted in a good correlation between the particle
distribution in the sample and their distribution within the bulk water. Figure 4.17
presents STEM and TEM images of a drop on a TEM grid. The shape of the drop can be
clearly seen. Higher magnification images show three types of contrast (seen mainly in
the STEM images since the image contrast is a result of density). The dark background is
the TEM support grid, the bright spots are nanoparticles and there is another gray
contrast around the particles that is of interest.
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In order to eliminate any phenomena of interactions between the electron beam
and the TEM support grid while characterizing the particles and the layer around them,
holey carbon TEM grids were used. As seen in Figure 4.18, some of the particles reside
on the perimeter of the holes and only these particles were chosen to be characterized.
In this case the particle is on top of the vacuum and the electron beam interacts with
the particle only. Figure 4.18 presents an example for one hole with particles on its
perimeter, and higher magnification images showing these particles and a layer around
them. This layer was characterized both physically and chemically.
Figure 4.19 presents HRTEM and STEM micrographs of two particles with a layer
between them and one particle with a layer around it. This layer is not usually seen
around particles and is of a significant interest. In the previous section we mentioned
that water cluster formation is due to the presence of particles, ions or surfaces. This
layer might be the interface between the particles and the bulk water in the liquid phase.
Hence, this layer is suspected to contain water. This is very surprising since
thermodynamically it is not possible to have water at this temperature and pressure.
The vacuum level inside the microscope is ~10‐6 Torr and water should be in the gaseous
phase at room temperature. The question is what keeps the water on the particle’s
surface and the answer might be structure (the water behaves like a solid). Luckily, this
layer was stable enough under the electron beam and we managed to characterize it
with both STEM and TEM. This layer can be distinguished in both modes of operation.
This means that there are differences between the layer and the particle both in the
density and in the atomic positions. When we looking at higher magnification images,
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we can see that the atomic structure is different (C; HRTEM) and the density of the layer
is different (D; STEM). The size of this layer in the pictures is 5‐10 nm. In the previous
section, when discussing the size of water clusters, the size of the clusters was
estimated to be hundreds of nm. This difference can be explained by the environment
pressure. The high vacuum in the microscope pulls the water molecules from the
particles surface. As seen in Andrievsky et al. [64], the closer the molecule is to the
particle, the stronger it bounds. Hence, this layer thickness contains water molecules
that are attached strong enough to overcome the high vacuum.
Figure 4.20 presents high resolution images of particles edge and the surrounding
layer. The bright spots are correlated to atomic positions [85]. It can be seen that there
are crystalline domains within the particle and that the atomic spaces are different
between the particle and the surrounding layer. This means that they are different
materials.
HRTEM image present the differences between the particle and the surrounding
layer from physical point of view. Using EELS we saw differences from chemical point of
view as well. Figure 4.21 presents EELS spectra acquired from a particle and from the
layer between two particles, for oxygen, carbon and calcium. It can be seen that the
oxygen edges have different shape between the two locations, meaning that the
chemical environment is different. In addition, there is similarity between the shape of
the oxygen edge from between the particles (green) and the oxygen edge acquired from
water vapor samples as presented in D. Interestingly, the shape of the oxygen edge
from the particles is similar to minerals that contains water or adjacent to water, as was
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presented by Wirth and co‐workers [123, 124]. This also supports the hypothesis that
this layer contains water. As mentioned before, this layer should be further
characterized using high resolution cryo TEM in order to better understand this particle‐
water interface. The second spectrum presents carbon and calcium edges. In this case,
in addition to the differences in the shape of the edges there is a difference in the ratio
between them (C/Ca ratio). That also supports the claim for different materials. From
these measurements and from EDS measurements that are not presented, the main
components of the particles and the layer are carbon, calcium and oxygen. This is in
agreement with literature when talking about calcium carbonate particles in water.
In section 4.1.2 we saw differences in EELS spectra between different water types
and correlated it with different water structures. We also claimed that the source for
these structures is particles, ions and surfaces in the water. It would have been
expected then that different surfaces will generate different water structures.
Figure 4.22‐Figure 4.29 present images of particles from different types of water. It can
be clearly seen that each water type has its own particle shape and they differ from one
another. The difference in shape results in a different interface with the water which
might lead to different water structures. In addition, it can be seen that all water types
do have particles inside and hence, assuming that the existence of particles results in
water structure, they all have structures and clusters, as seen in the EELS spectra. One
exception is NPW. In this case it was very difficult to find any particles on the TEM
support grid, and the bright spots in Figure 4.22 might be the small particles or some
contamination on the grid. This observation is in correlation with the EELS spectra
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where only NPW spectra was similar to gaseous oxygen and hydrogen while all other
water types had spectra similar to solid. Future work should include simulations of these
particles structures and interfaces, and prediction for water structures adjacent to these
surfaces. These simulations should be compared to experimental results from high
resolution cryo TEM and EELS. Having all this data will provide a more complete picture
on water structures around particles and the interfaces between them. This data will be
very valuable towards deeper understanding of water activity in nature [4].
Figure 4.22‐Figure 4.29 present particles from many types of water. It can be seen
that all types of water have particles inside and this result in structures. However in EELS
spectra we saw that NPW spectrum is very similar to pure gases and differs from all
other water types. Hence it would have been expected that there will be no particles in
NPW. Figure 4.30 present high resolution TEM images acquired from BNC NPW.
Although they are difficult to find, there are particles in this water also. The size of these
particles is in the nanometer range and from the EELS spectra it can be seen that they
contain copper and cobalt. From this data it can be estimated that these particles are
contamination from the pumps or ion exchanger, and they are too small to be measured
by the QC systems. These particles could not be characterized using Cryo‐SEM, as
mentioned in the previous section, because they are too small. We saw here that their
size is a few nanometers and this is about the resolution limit of this method. Hence we
didn’t see those particles in Figure 4.16 since they are either not there or they are too
small. These particles were also found in smaller quantities in other water samples since
during sample preparation the parts were rinsed with NPW. The presence of these
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nanoparticles was confirmed several times, in different samples, at different time of the
year and even different microscopes.
5.2.1.3 Additional Methods Used for Water Characterization
During the research, mainly in the beginning, many characterization techniques
were explored. However, most of them did not have sufficient resolution or the
detection limits were too high for the water sample used in this research. These
experiments are described in the experimental chapter.
One main method used to characterize the nanoparticles in bulk water is dynamic
laser scattering. This method is based on vibrations of particles within the water and
from scattering of a laser beam, the size of the particles can be calculated. In addition,
when applying a frequency of electric field, the particles surface charge (zeta potential)
can be calculated. Since the particles concentration in the bulk water is very low (~1015
particles per liter) the measurements are very close to the detection limit of the DLS and
the accuracy is not good enough. However, all water samples measured had intensity
from particles with size ranging 10‐200 nm. This is in agreement with direct
observations using Cryo‐SEM and HRTEM.
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CHAPTER 6.

FUTURE WORK

Following the completion of this study, additional work should be done. The
purpose is to have a deeper understanding of water as a substance, and then correlate
it to biological activity and have a deeper understanding of water activity in nature.
Future work should include 7 main topics.
1. FEFF simulations for the EELS spectra. This study should start with experiments of
scattering from gases, trying to simulate their well known structures. Following this
there should be simulations of water vapor spectra in order to identify the different
structures.
2. Finding the threshold for water cluster formation. This study should include
contamination of NPW in order to find the minimum contamination level at which
there is structure in the water. In other words, there should be a series of water
purity levels that will be characterized by environmental EELS. From this data we
will be able to see if the change from NPW spectrum to UPW spectrum is linear or
there is a threshold for creation of water structure. During these experiments the
speculation of breaking water structure while bubbling inert gas through the water
can be checked. This will be done by characterizing UPW in TEM and creating vapor
the same way it is done for XAS experiments.
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3. Measurement of latent heat of evaporation. As mentioned in the discussion, there
should be differences in this value if the evaporation is of isolated molecules or
water clusters. Hence, these measurements will provide another point of view for
finding the threshold mentioned in the previous experiment.
4. Deeper understanding of the particles structures. This study should be both
experimental and theoretical. It should include high resolution characterization of
the particles in both TEM and STEM modes, using monochromated and aberration
corrected TEM. This should be done both to the particle and the surrounding layer.
From this data, a simulation of the structure of the particle’s core and the layer
around it should be done.
5. High resolution cryo‐TEM. This study should include high resolution characterization
of the water‐particle interface and water structure and variation from the interface
to the bulk water.
6. Dual beam TEM/X‐rays. This study should include characterization of the particles
and the layer around them using both TEM and synchrotron. This will provide
structural data both on atomic locations and electronic configuration in the
molecular level. Different water types will be evaluated in order to see the
differences between them and correlate between water composition and structure.
The same samples should be characterized both by EELS and XAS, providing
information on water structures in the molecular level and longer range order at
the same time and on the same sample.
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7. Interactions with biological molecules/proteins. After all the above is done and
there is an understanding of the structures in water and the effect of particles on
these structures, this knowledge should be used towards a better understanding of
water activity in nature. This study will include preparation of several water types
with different structures and then biological issues such as protein folding and
activity should be evaluated.
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CHAPTER 7.

SUMMARY AND CONCLUSIONS

This study was focused on characterization and development of characterization
methods for water structures and particles in water, towards a better understanding of
water structure and properties. It was found that water contains particles inside, and
these particles create structures in the water. These structures determine water
properties.
Although it was clear since the beginning of this research that there are particles in
water, it was proven during the research. Eight types of water were characterized using
HRTEM and STEM and they all found to have particles inside. Moreover, it was found
that these particles are different for each water type, and this might explain the
different structures and properties. Some of the water samples were also characterized
using cryo‐SEM, and particles were found as well. From both methods it was found that
the particle diameter is 10‐100 nm and from cryo‐SEM characterization it was found
that the distance between the particles is ~500 nm. Hence, the particles concentration
within the water is estimated to be 1015 particles per liter.
Structures in water were characterized using EELS. Characterization was conducted
on water vapor, assuming that structures in the vapor phase originated in the liquid. 13
different types of water vapor were characterized using environmental EELS. It was
found that all of them have structures and these structures are different from each
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other. These structures are also large enough in order to affect the EELS spectra and
their size was estimated to be hundreds of nm. One exception is NPW which its
spectrum is similar to pure gases of hydrogen and oxygen. Hence it was concluded that
there is a threshold in particle size or contamination level in the water, and below this
threshold there will be no structure formation, or at least not significant enough to
affect EELS spectra. This threshold should be between NPW and UPW purity levels, and
should be examined in the future.
Prior to characterization of water vapor, the measurement technique was
developed and optimized on known gases. Ten different gases were characterized and
the spectra were in good quality and with good correlation to literature.
Although conventional materials characterization tools and techniques were used,
sample preparation and modes of operations were modified in order to characterize
water samples. This resulted in a correlation between particles structures and water
properties. Many other characterization techniques were evaluated, many of them are
more “conventional” for water characterization. However, most of them were found not
to have enough resolution and detection limits in order to distinguish between different
water types. This is probably one of the reasons that water is still considered by many as
an inert substance [7].
The importance and uniqueness of this study is that we bring a new way to look at
water and characterize it. When using tools that are conventional in materials science
for characterization of bulk materials and long rang orders, we contribute a new point of
view on water structure that supports the assumptions of long range order in water
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raised in other studies. This is the importance and contribution of this study to the field
of water science.
7.1

Conclusions

There are several conclusions from this study.
1. There are particles in liquid water. Their size is 10‐100 nm, they are ~ 500 nm
apart and their concentration is 1015 particles per liter.
2. These particles can be characterized after drying using TEM and after freezing
using cryo‐SEM.
3. There is a layer around these particles that is stable enough to exist in high
vacuum. This layer is the interface between the particles and the water.
4. Different water types have different particles.
5. Environmental EELS is capable of characterizing gases.
6. Environmental EELS is capable of characterizing water vapor.
7. For all water types characterized in this study except NPW there is structure in
the vapor phase, which is large enough to affect EELS spectra.
8. There is a threshold of particles size or contamination level that below this
threshold there will be no structure in water vapor. This threshold is between
NPW and UPW.
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