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Abstract 
Dengue hemorrhagic fever is one of the most dangerous diseases which often leads to death 
for the sufferer due to delays or improper handling of the severity that has occurred. In 
determining that severity level, a specialist analyzes it from the symptoms and blood testing 
results. This research was developed to produce a system by applying Deep Neural 
Network approach that is able to give the same analytical ability as a doctor, so that it can 
give fast and precise decision of dengue handling. The research stages consisted of 
normalizing data to 0 – 1 intervals by Min-Max method, training data into multilayer 
networks with fully connected and partially connected schemes to produce the best weights, 
validating data and final testing. From the use of network parameters as much as 10 input 
units, 1 bias, 2 hidden layers, 2 output units, learning rate of 0.3, epoch 1000, tolerance rate 
0.02, threshold 0.5, the system succeeded in generating a maximum accuracy of 95% in 
data learning (60 data), 87.5% on data learning and non-learning (40 data), 85% on non-
learning data (20 data). 
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Abstrak 
 
Demam Berdarah Dengue merupakan salah satu penyakit yang berbahaya, yang seringkali 
menimbulkan kematian bagi penderitanya akibat keterlambatan maupun ketidaktepatan 
penanganan dari tingkat keparahan yang telah terjadi. Dalam menentukan tingkat tersebut, 
seorang dokter spesialis menganalisisnya dari gejala dan hasil pemeriksaan darah. 
Penelitian ini dikembangkan untuk menghasilkan sebuah system dengan menerapkan 
pendekatan deep neural network yang mampu memberikan kemampuan analisis yang sama 
seperti seorang dokter, sehingga dapat memberikan keputusan penanganan DBD yang cepat 
dan tepat. Tahapan penelitian terdiri dari normalisasi data ke interval 0-1 dengan metode 
min-max, pelatihan data ke dalam jaringan multilayer dengan skema fully-connected dan 
partially-connected hingga menghasilkan bobot-bobot terbaik, validasi data, dan pengujian 
akhir. Dari penggunaan parameter jaringan sebanyak 10 unit input, 1 unit bias, 2 hidden 
layer, 2 unit output, learning rate sebesar 0.3, epoch 1000, tolerance rate 0.02, threshold 0.5, 
sistem berhasil menghasilkan akurasi maksimal sebesar 95% pada data pelatihan (60 data), 
87.5% pada data pelatihan dan pengujian (40 data), 85% pada data pengujian (20 data). 
  
Kata Kunci: darah, deep learning, dengue, dropout, normalisasi min-max 
 
 
1. Introduction 
 
Dengue Hemorrhagic Fever (DHF) is a 
disease that is quite dangerous because it can 
cause death. In Indonesia it has even recorded as 
many as 126.675 people have been infected by 
DHF in 2016 [18]. This is because the disease has 
not found the vaccine for prevention and 
treatment, and also the delay in handling. 
Generally, in conducting an analysis of dengue 
hemorrhagic fever, the action performed by 
paramedics or doctors is to look at the symptoms 
that occur such as red spots or rash on the skin, 
high fever, nausea, vomiting, and symptoms of 
pain in bone or joints felt by the patient. From 
these actions, to ensure that the illness will then 
proceed by taking blood samples to be tested in 
the lab. From these results then can be sure what 
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disease is suffered by patients, where the analysis 
can only be done by a specialist. This is the basis 
for the researchers to develop a system to analyze 
dengue fever, where the severity of the disease is 
determined based on the amount of blood cells, 
long days of fever, and blood pressure through the 
Deep Neural Network.  
Research on dengue fever analysis has 
also been done by some researchers [4], as done 
by Hariman & Noviar in 2014 [1] who developed 
an expert system to diagnose dengue disease by 
Forward Chaining method through symptomatic 
input. But from these studies, unfortunately no 
definitive test results about the accuracy of the 
system developed. Other studies have also been 
conducted by Susanto, N.F [2], which implements 
Fuzzy Expert System method to detect early DHF 
disease based on symptoms arising from the 
patient, and from the   research, the system 
accuracy is only 70%. As well as the research 
Widodo, W. et el [6] using Artificial Neural 
Network methods, which yielded a high accuracy 
of 74%. However, from these studies, the data 
used as input only based on symptoms of the 
disease and it still not strong enough to prove the 
exact analysis of its DHF disease. Lack of these 
three studies, researchers will try to improve on 
research this time either from the use of its data, 
which is no longer based on symptoms but 
through data on the amount of cell content in the 
blood, blood pressure, and duration of fever. In 
addition, researchers will also apply the difference 
from the use of methods that is applying Deep 
Neural Network.  
Deep Neural Network is part of Machine 
Learning, which has the same architecture as 
Neural Network [14]. Application of the Deep 
Neural Network in the medical or health field has 
a good ability to recognize patterns, especially for 
complex patterns. As in the Sladojevic, et al [11] 
study, which implement one of the Deep Neural 
Network methods, Convolutional Neural Network 
for examining leaf disease and successfully 
classifying it with precision reached 96.3%. In 
addition, in other studies such as Yan, H. et al [13] 
have also successfully applied the Deep Neural 
Network method of Multilayer Perceptron Neural 
Network to diagnose heart disease with an 
accuracy of more than 90%. Similar to that of 
Yan, H. et al, on Jahangir’s research [12] also 
applied the Deep Neural Network of Automatic 
Multilayer Perceptron to the dataset of Pima 
Indian Diabetes to build a decision support system 
in helping to determine diabetes with accuracy 
reached 88.7%.  
Several studies using neural network method have 
been conducted by researcher, including research 
entitled “An Application of Backpropagation 
Artificial Neural Network Method for Measuring 
the Severity of Osteoarthritis” [5], which 
successfully developed a system of measuring the 
severity of osteoarthritis disease with an accuracy 
of 66.6%. Then the next research entitled 
“Implementation of Artificial Neural Network 
Method in Application Development to 
Measuring the Severity of Narcotics Substances in 
Blood” [3] has also been conducted by researchers 
where from the research has succeeded in 
producing a system of narcotics severity level 
detection in the blood with percentage of accuracy 
between 60-100%. And research relating to the 
analysis of dengue fever disease also researchers 
have done by using Perceptron Neural Network 
[16], which managed to reach the average 
accuracy level of 65.15%. This research is what 
researchers want to try to improve and develop 
again, where in previous research data used only 
as much as 30 data, the input based on only 8 
components of blood cells will now be improved 
by using more data, input type are more varied, 
and the use of Deep Neural Network method with 
more layers and adaptive. So it is expected, the 
percentage of accuracy obtained in this research 
will be higher than the previous research and can 
produce a more reliable dengue fever detection 
system. 
 
2. Literature Review 
 
A. Deep Neural Network 
Deep Neural Network (DNN) is a method of 
Machine Learning, which uses the concept of 
human thinking in learning patterns to help make 
decisions. Decision-making is done by analyzing 
patterns from existing examples, just as the way 
humans learn about things called Deep Learning 
[7]. The DNN itself imitates the structure of the 
neural network in the human brain comprising the 
processing unit, the receiver unit (perceptrons), 
the connective tissue. The DNN was first known 
as “Artificial Neural Network”, where the 
difference in the word “deep” from the word 
“depth” means that the formed network has not 
only two layers (input and output) but also a 
hidden layer. According to Tuomas Nikoskinsen 
[14], Deep Neural Network has the same network 
architecture as Multilayer Perceptron (MLP) 
Neural Network. But both have different training 
phases, where in the DNN the number of layers 
used is added when the value of error obtained in 
training continues to increase, and vice versa. In 
addition, the DNN can also implement the 
Dropout technique, which reduces the unit to 
prevent overfitting [20]. One of the DNN methods 
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that apply this concept is Deep Belief Network 
(DBN). Here is the architecture of the MLP 
network [15]: 
 
Figure. 1.  Multilayer Perceptron Neural Network 
Architecture. 
 
Algorithm in Multilayer Perceptron Neural 
Network as follows : 
a) Each input unit on the input layer (Xi, i = 1, 
….n) and bias (X0) receive the signal and the 
signal is propagated to the next unit (hidden 
layer Zj units). Each unit in the hidden layer is 
multiplied by the weight and summed and 
added by the bias weight. 
Z_inj = Vj0  + ∑ XiVji        (1) 
 
Then calculated according to the activation 
function used : 
Zj = f(Z_inj)      (2) 
 
When used is sigmoid function then the form 
of the function is [8] : 
 𝑍𝑗 =
1
1+𝑒𝑥𝑝
(−𝑧_𝑖𝑛𝑗)
        (3)
  
The output signal of the activation is sent to 
all units in the output layer.  
b) Each output unit (Yk, k = 1,2,3…m) is 
multiplied by weight and summed and added 
by the bias weight : 
               Y_ink = Wk0 + ∑ Zj.Wkj        (4) 
   
Then recalculated in accordance with the 
activation function : 
  yk = f(y_ink)        (5) 
 
c) Matches the output value Yk with target. If it 
appropriate, then calculated the error 
obtained: 
δk = ( tk – yk) f,(y_ink)       (6) 
 
d) Then calculate the new weights W and V 
where α is the learning rate : 
Wkj(new) = Wkj(old) + α.δk.Zj        (7) 
Vji(new) = Vji(old) + α.δJ Xi        (8) 
 
B. Dengue Hemorrhagic Fever 
Dengue Hemorrhagic Fever (DHF) is an 
infectious disease caused by dengue virus and is 
transmitted by Aedes Aegypty and Aeded 
Albopictus [10]. This disease often leads to plague 
and death is quite high, especially when entering 
the rainy season, because of the easy spread and 
has not been found vaccine treatment and 
prevention until now. DHF virus is small and has 
4 serotypes, namely DEN1, DEN2, DEN3, and 
DEN4. In Indonesia, most dominant serotypes are 
DEN2 and DEN3, whereas DEN3 to DEN4 is 
classified as severe dengue cases [9]. 
DHF severity classified into 4 levels, where level 
III and IV are grouped on Dengue Shock 
Syndrome (DSS) : 
Level I : fever with unclear symptoms, bleeding 
manifestations only in the form of positive 
tourniquet and easy bruising. 
Level II : manifestation of level I plus 
spontaneous bleeding, usually in the form of skin 
bleeding or other tissue. 
Level III : circulation failure is a narrow and weak 
pressure pulse with cold and moist skin. 
Level IV : there was an initial symptom of shock 
in the form of low blood pressure, until the pulse 
pressure can not to be detected. 
While on laboratory test of blood sample, DHF 
can be analyzed by looking at Platelet, 
Hematocrite, Hemoglobin, Lymphocyte, 
Monocyte, Eosinophil, Leucocyte, Basophil, 
Erythrocyte, MCV, MCH, MCHC, ESR. Here is an 
example of blood sample data in DHF patients : 
 
Figure. 2.  Blood sample result of DHF patient. 
 
In figure 2 above, the blood sample results 
indicate that the serologic value of NS1 is 
positive, which means the patient is positively 
affected by DHF. The example above also shows 
that the severity level is not included in the blood 
sample results, so to find out more analysis is 
needed from specialist doctors. This is what will 
be done by the system built.  
 
C. Data Normalization 
Data normalization is a method for grouping 
intervals of different values into the same scale. 
Essential normalization is used to assign equal 
weight to different data values. Some 
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normalization method such as Z Score, Decimal 
Scaling, Softmax, Min-Max. In this research, 
normalization method used is Min-Max 
Normalization. Here is the formula [5]: 
  𝐷′(𝑖) = +
𝐷(𝑖)−𝑚𝑖𝑛(𝐷)
𝑚𝑎𝑥(𝐷)− 𝑚𝑖𝑛 (𝐷)
∗ (𝑈 − 𝐿) +  𝐿    (9) 
where : 
D’ (i) = data after normalization (start from i data) 
D (i) = data before normalization 
Min (D) = minimum value of data D 
Max (D) = maximum value of data D 
U = upper bound value of interval 
L = lower bound of interval 
 
3. Methods 
 
A. Data Collection 
The data collection in this research is done by 
searching data directly from resource persons 
(former DHF patients) in various hospitals in 
Indonesia and through internet search. The data 
used are as many as 100 data, where this amount 
is taken based on the suitability of sample 
numbers from the calculation results with Slovin 
formula [17]: 
𝑛 =
𝑁
1+𝑁 (𝑒)2
     (10) 
 
Where 𝑛 is a number of samples, N is total 
population, e is a margin error or percentage of 
the error value that can be tolerated. 
In this study, the total population (N) used is the 
total population of Indonesia affected by DHF 
during the past year (2016) of 126.675 people 
[18]. While the percentage of error value (e) that 
is still intolerable is a maximum of 10%. Thus, the 
number of samples (𝑛) used by researcher are: 
𝑛 =
126.675
1+126.675 (0.1)2
= 99.92 ≈ 100   (11) 
 
Here are the data used in this research: 
TABLE 1 
RESEARCH DATA 
Data Leucoc
yte 
Hemat
ocryte 
Plate
let 
Hemog
lobin 
Euson
ophil 
Segment
ed 
Neutrop
hyl 
Lympho
cyte 
Erythr
ocyte 
Blood 
Pressu
re 
Days 
of 
Fever 
Diagno
se 
(Level) 
1 3 46 104 15 1 76 13 5.1 - - II 
2 4.4 43.8 203 15.2 0 64 25 4.99 - - II 
3 5.8 - 258 - 2 64 30 - - - I 
4 6.5 40 39 13.5 0.3 51 41.6 4.7 120 8 IV 
5 6.0 38 24 12.9 0.7 27.2 64.3 4.5 120 7 III 
6 7.0 42 18 13.9 0.4 23.4 70 4.9 110 7 IV 
7 5.8 39 24 13 0.3 17 70 4.5 120 6 I 
8 3.9 38 29 13 0 29.2 61.3 4.5 110 6 II 
9 2.3 37 67 12.3 0 56.4 35.8 4.3 110 5 II 
10 1.7 35 101 11.9 0 56.7 33.5 4.1 120 4 IV 
11 2.9 34 171 11.5 0 64.1 24.6 3.9 120 3 III 
12 3.8 34 209 11.4 0 82.5 9.9 4.0 110 2 II 
13 7.6 39 258 13.2 0 32.2 46.5 4.78 - - I 
14 1.6 41 111 13 - - - 4.61 - - II 
15 3.0 37 120 12.6 - - - 4.09 - - III 
16 7.0 35 149 11.6 - - - - - - II 
17 4.1 46 33 15.2 3 22 52 5.64 - - I 
18 5.4 37 40 12.4 - - - - - - III 
19 4.5 42 169 14.8 2 65 22 4.9 - - I 
20 4.9 33 69 11 - - - - - - III 
21 2.5 38 130 13 - 39 58 4.56 - - II 
22 10.6 37.5 376 12.7 0.7 79.2 9 4.62 - - III 
23 14.9 31.2 279 10.4 0.9 76.5 16 4.18 - - I 
24 6.9 41 205 14.1 0 73 16 4.82 - - I 
25 5.8 - 258 19 2 64 30 - - - I 
26 16.1 32.6 588 9.9 0.2 40 45.6 4.81 - - I 
27 5.3 42 40 14.0 - - - 5.2 - - III 
28 9.5 43 281 15.4 3 68 25 4.7 - - I 
29 5.2 43 329 14.8 - - - - - - I 
30 - 50.2 24 16.4 - 77 21 - - - IV 
31 3 40.6 126 - - 68 18 - - 2 III 
32 - 42 125 15.2 0.1 - 32.1 5.04 - - III 
33 - - 303 11.2 0.5 43 50 4.62 - - I 
34 3.7 39.7 68 13.8 0.9 56.4 36.4 3.76 - - III 
35 8.4 - 38 15 3 56 23 9 - - III 
36 5.9 46 258 15.3 0.3 33.6 15.9 5.4 - - III 
37 10.6 37.5 376 12.7 0.7 79.2 9 4.62 - 2 II 
38 2.4 47.3 107 15.7 - - 27.5 5.8 - 5 III 
39 - 45 150 15.4 0.6 49 35 4.94 - 1 III 
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40 - - 118 15.7 4 26 51 5.42 - 2 II 
41 - 42.6 115 14 0 52 35.6 4.73 - 6 III 
42 - 40.9 14.5 13.6 0.5 30.4 29.4 4.6 - 5 IV 
43 3.75 37.6 95 - - 21.5 21 - - 1 III 
44 - 40.9 14.5 13.6 0.5 30.4 29.4 4.6 - 5 IV 
45 10.2 25.1 67 - - 41 52 - - 6 II 
46 3.34 28.8 94 - - 19.5 25 - - 4 II 
47 2.1 36 127 12.1 0 61 33 4.44 - 3 II 
48 2.2 32 106 10.7 1 35 54 3.95 - 5 II 
49 2.4 33 107 10.9 0 43 49 4.01 - 4 II 
50 2.04 39.9 47 14.2 - - - 4.88 - 4 IV 
51 3.71 45.3 22 15.4 - - - 5.48 - 5 IV 
52 5.96 44.9 24 15.4 - - - 5.45 - 6 IV 
53 3.66 43.2 23 15.1 - - - 5.23 - 5 IV 
54 5.13 41.9 21 14.7 - - - 5.08 - 6 IV 
55 5.07 40 51 13.8 - - - 4.9 - 7 IV 
56 5 38.2 57 12.8 - - - 4.56 - 8 III 
57 4.79 40.5 29 13.7 - - - 4.9 - 7 IV 
58 7.05 38.2 101 13.1 - - - 4.56 - 9 III 
59 5.16 37.9 135 12.9 - - - 4.65 - 10 II 
60 6.47 38.4 430 12.7 - - - 4.37 - 2 I 
61 3.5 28 46 9.6 1 46 47 2.78 110 3 I 
62 2.9 24 39 7.9 - - - - 110 4 II 
63 3.7 30 71 10.2 - - - - 110 1 II 
64 2.9 17.6 8.67 6.01 0 31 60 - 110 3 IV 
65 3.5 19.4 12.9 6.63 - - - - 100 5 IV 
66 2.58 23.7 54 7.9 0 60.9 33.7 2.37 - 6 III 
67 2.55 22.7 10 7.8 0.8 27.4 66.7 2.42 110 5 IV 
68 3.5 28 46 9.6 1 46 47 2.78 90 7 III 
69 2.39 25.5 20 8.7 0.8 34.4 60.7 2.71 110 6 IV 
70 4.3 17.2 32 6.0 - - - 1.62 110 4 III 
71 3.5 28 46 9.6 1 46 47 2.78 90 7 III 
72 5.5 35 155 14.1 0 70 13 4.63 - 2 I 
73 5.8 33 170 19 1 58 28 - 110 2 I 
74 4..8 44 123 14.6 0.8 35 14.9 5.7 - 4 III 
75 2.4 31 101 10.7 0.5 33.4 52 3.66 110 4 II 
76 2.2 32.5 99 10.9 0 41 50 3.9 110 4 II 
77 3 42 127 15 1 71 12 5.2 - - II 
78 4.1 40.8 198 15.2 1 60 26 4.5 110 - II 
79 7.0 42 15 12.5 0.6 22.4 68 4.3 - 7 IV 
80 6.1 35 160 10 1 50 45 3.3 - 2 I 
81 3.0 25 90 7.3 0 43 - 2.5 - 2 I 
82 2.8 17 8.5 7.2 0 36 61 - 110 3 IV 
83 3.6 18.4 11.8 6.33 - - - - 100 5 IV 
84 3.3 27 40 9.8 1 46 44 2.79 90 6 III 
85 3.4 45 114 15 1 74 13 5.2 - - II 
86 4.3 43.4 198 15.2 0 64 25 4.7 - - II 
87 3.1 30 40 9.6 1 46 45 2.67 90 7 III 
88 5.9 37.1 220 11.7 1 37 - 4.37 110 2 I 
89 3.8 29 70 6.6 0 44 50 2.78 110 3 I 
90 6.6 37 238 11.2 0 32.2 44.5 3.78 - - I 
91 - 44 135 16 1 47 34.7 4.88 - 4 III 
92 7.6 39 257 13 0 32 44.5 4.55 110 2 I 
93 3.24 25.8 110 11 1 20.5 30 4.0 - - II 
94 2.1 35 145 11.5 1 58.5 39 3.7 - 3 II 
95 2.2 36 120 12 - 38 54 4.46 - 3 II 
96 5.2 44 26 13.2 0 - 35 5.25 90 6 IV 
97 3.44 43 23 14.7 - 33 - 5.53 - 5 IV 
98 2.4 47.3 111 14.7 0.5 40 27 5.6 - 5 III 
99 4.69 40.5 22 12.9 0 - - 4.8 - 7 IV 
100 7.1 33 205 13.6 0 40.2 44.3 4.08 - - I 
 
The data will be dividen into 3 categories, namely 
training data, validation data, and testing data. 
Training data is the data that will be used to build 
network model with the selection of certain 
parameters to get the best weights that will be 
applied to the validation and testing process. 
Validation data is used to evaluate the network 
model that has been built in the training process, 
while data testing is used to evaluate the end of 
the model that will determine the success of the 
method applied by the researcher and can 
compare it with other methods [19].  
Here is the distribution [21]: 
- Training data = 60%  of total data 
- Validation data = 20% of training data + 20% 
of total data 
62 Jurnal Ilmu Komputer dan Informasi (Journal of Computer Science and Information), 
     volume 12, issue 2, June 2019 
 
 
- Testing data  = 20% of total data that is not 
training data 
 
B. Research Stages 
 
In the early stages, the necessary data and 
information are collected by the researcher, in the 
form of any blood components assessed as 
determinants of dengue hemorrhagic fever and its 
severity diagnosis (level 1/2/3/4), as well as lab 
data collected from samples of former DHF 
positive patients (where the lab data had 
previously been diagnosed with DHF level). All 
patient lab data is then divided into 3 categoried, 
namely training data, validation and testing data, 
which then will normalized the values into certain 
interval. Training data will be used to generate 
relevant weights in the training phase. Relevant 
weights obtained after diagnosis on each training 
data that appears on the system has been in 
accordance with the target / doctor’s diagnosis 
that is when the accuracy reaches 100%. The 
weights will then be used in the validation stage to 
evaluate the built model and the testing phase to 
evaluate the end of the model from the application 
of the Deep Neural Network method while also 
producing a diagnosis of the testing data. The 
results of the diagnosis will then be calculated 
accurately, by matching the diagnosis of the 
doctor. The higher the percentage of accuracy 
obtained, the better developed system also the 
performance so that it can be implemented as a 
tool for knowing the diagnosis of DHF level as 
the way doctors work, as well as paramedic 
decision support tools in taking early treatment 
action from detected dengue disease level.  
In constructing a model that suits the physician’s 
analysis, the researcher uses a network training 
scheme consisting a several parameters as in 
following table:   
TABLE 2 
TRAINING SCHEMA OF NETWORK PARAMETERS 
Sample 60 
Input unit 10 + 1 (bias unit) 
Range of 
input unit 
value 
0.0 s/d 1.0 
Output unit 2 
Hidden layer 1 2 
(only when 
network 
doesn’t 
encounter 
convergent 
conditions) 
Hidden unit 3 5 8 3 5 8 
Learning rate 0.3 
Epoch 1000 
Tolerance 
rate 
0.02 
Weight value 
(Random) 
0.0 s/d 1.0 
Activation Binary threshold 
Threshold 0.5 
Target 4 
Grade I (0,0), Grade II (0,1), 
Grade III (1, 0), Grade 
IV(1,1) 
 
The use of 10 input units is based on 8 blood 
components on the results of laboratory 
examination of dengue fever patients are always 
there, blood pressure and long days fever, while 
the range of input units between 0.0 to 1.0 is 
based because the use of binary threshold 
activation that only output 0 and 1, requiring input 
values having an interval between 0 and 1. Hidden 
units between 3 and 8 are drawn based on 
amounts that must be less than the number of 
input units and greater than the number of output 
units, to prevent overfitting [22]. The number of 2 
ouput units is based on the target consisting of 4 
categories (Level I, Level II, Level III, Level IV) 
and binary input value. So the combination of the 
number of output values required to represent 4 
target categories as much as 2 pieces of binary 
value. Then the learning rate is choosen 0.3 
because based on the results of previous studies 
[16] it was found that the small value of the 
learning rate can have a better impact in 
recognizing patterns by making weights changes 
little by little on each iteration (epoch) compared 
with the use of big value of learning rate. Then the 
number of epoch 1000 is the maximum estimate 
of iteration that may be required in the learning 
process. While tolerance of 0.02 is the tolerance / 
maximal value of pattern recognition errors (98% 
accuracy) that still deserve to be received in the 
training process. Then the use of threshold 0.5 is 
choosen because it is in the middle of the network 
input value interval, which according to 
Srivastava, N et al [20] 0.5 is the optimal value as 
the threshold value of the network architecture. 
This value will be used to determine a neuron in 
the next hidden layer unit will be activated or not. 
If not enabled, then the neuron will be removed or 
dropout. Here is an example of network 
architecture that applies a dropout technique to a 
hidden layer with a number of hidden initial units 
(Y) of 3 pieces:  
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Figure. 3.  Dropout in Neural Network Architecture. 
 
Then the weights are the random weight of the 
interval 0 to 1, adjusted to the input and output 
intervals containing 0 and 1 (binary). Before the 
training process was conducted on 60 data, the 
values on the 10 input units were processed firstly 
in the normalization stage through the Min-Max 
method to obtain values with the same interval of 
0 to 1. The upper and lower bounds of the value at 
the 10 input units before it normalized as follows: 
TABLE 3 
MAXIMUM AND MINIMUM VALUE OF INPUT UNIT 
Component Value 
Platelet / Trombosit (/µl) 0 – 600  
Leucocyte (/µl) 0 – 20 
Lymphocyte (%) 0 – 100 
Segmen Neutrophyl (%) 0 – 100 
Erythrocyte (/µl) 0 – 6.0 
Hematocrite (%) 0 – 55 
Eusonophyl (%) 0 – 4 
Hemoglobin (g/dL) 0 – 17  
Blood pressure (mmHg) 0 - 130 
Fever (days) 0 - 10 
 
The upper bound value referred to in the above 
table is the reference data obtained from the 
consultation results in some hospitals and also the 
range of values that may occur in dengue 
hemorrhagic cases. If there is a sample data that 
has more value than that range, then the value will 
follow the maximum value in the table above. 
 
4. Result and Discussion 
 
Here are some implementation results of the 
training, validation, and final testing in this 
research: 
 
Figure. 4. Training Form 
 
The above picture is the view of one of the 
training parameter schema results, which shows 
the percentage of recognition in only 41.7% of 
1000 times iterated. The training is then 
performed again, but by using different hidden 
layer and hidden unit values, to be able to produce 
100% recognition accuracy or until the epoch has 
reached the end. All the weights generated from 
this training are then stored and will be used for 
the final validation and testing stage.  
From the training result, the maximum accuracy 
achieved in this stage is only 95%, with hidden 
units as much as 5 units on the first layer (3 units 
dropout) and 3 units on second layer (dropout 5 
units). For the type of training with fully 
connected network architecture, the accuracy 
value obtained maximally only 71.7%, that is 
when the hidden unit as much as 5 units in the 
second hidden layer. Although the accuracy 
obtained in both types of architecture is not 100%, 
but the resulting weight will be tested in the 
validation and final testing stages. This is done in 
order to see the effect of the percentage of training 
accuracy achieved on network capability later in 
the final testing phase. In addition, the weights are 
the optimal result of the training, where the epoch 
has reached 1000 iterations or 1000 times the 
iteration.  
TABLE 4 
Test Result of Validation Stage 
Data Target 
(Level) 
Predicted Results on Scheme 
A1 A2 A3 A4 A5 A6 B1 B2 B3 B4 B5 B6 
41 III III III III III III III III III III III III III 
42 IV IV III IV IV IV IV IV IV IV III IV IV 
43 III IV III I IV III I III III III III III III 
44 IV III I I III II I IV IV I IV IV I 
45 II I I I III I III IV IV II I III I 
46 II III I I III I II II II II II II II 
47 II I II I II II II II II II II III II 
48 II II II II II II III III III III II II II 
49 II II II II II II IV II II II II II II 
50 IV IV IV IV IV IV IV IV IV IV IV IV IV 
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51 IV III IV III III IV IV IV IV IV IV IV IV 
52 IV I I III III III I III I IV IV IV IV 
53 IV IV IV IV IV IV I III I IV IV III IV 
54 IV IV IV IV IV IV IV IV IV IV IV IV IV 
55 IV IV IV IV II IV IV IV IV I III IV III 
56 III II III II II III IV I IV I III IV IV 
57 IV III II III II I III III III IV IV IV IV 
58 III II II III II III III III III III III III III 
59 II III I I I I II II II II II II II 
60 I II II III II II I I I I I I I 
61 I II I III II I I I I I I I I 
62 II IV II III IV II II II II II II II II 
63 II II II II II II II II II II II II II 
64 IV IV IV IV IV IV I II IV III IV IV III 
65 IV III III III III IV IV IV IV IV IV IV IV 
66 III III II III III III III III III III IV III III 
67 IV III IV IV III III IV IV IV III III IV IV 
68 III IV III III II II III III III III III II III 
69 IV III III III II III III IV IV IV IV II IV 
70 III II IV II II II II IV IV III III II III 
71 III IV III III II III III III III III III III III 
72 I II II III III II II II I I I I I 
73 I II II II III III I I I I I I I 
74 III II III II III III III III I III III III III 
75 II III III III II III II II II II I II II 
76 II IV III III I II II II II II II II II 
77 II III II II I II I I III III II II II 
78 II III II II I II I III II II II I II 
79 IV III IV IV IV IV I III II IV IV II IV 
80 I I I I I I I I I I I I I 
Total  12 23 19 15 27 24 28 30 33 34 31 35 
% Accuracy 30 57.5 47.5 37.5 67.5 60 70 75 82.5 85 77.5 87.5 
 
The table above summarizes the results of the 
validation stage of 40 data applying 12 types of 
architecture / network schemes, which have an 
accuracy rate of about 30% to a maximum of 
87.5%. From this stage it can be seen that the best 
percentage is obtained from the network 
architecture in scheme B6, the same as in the 
training phase. In other words, the weight of the 
network training process will greatly affect the 
accuracy of the introduction of new data patterns. 
The better the training results, the better the test 
results, vice versa (for example in scheme A1). In 
addition, the dropout mechanism is also able to 
affect the learning performance, where the 
neuron/unit will be more selectively chosen by the 
network to be activated, so that only the best 
weights are generated by the network. Here is the 
system display and final test results from 20 data 
(non-learning): 
   
 
Figure. 5. Validating and Testing Form 
 
In figure 5 above is a view of the final test result 
with scheme A1, where from 20 data tested only 4 
data can be correctly diagnosed the level (seen 
from table 7). For fully connected (A1-A6) 
network schemes, the maximum percentage 
gained at 60% on A5 schemes with an average 
accuracy is minimal 37.5%. As for partially 
connected network schemes (B1-B6) applying 
dropouts, the maximum percentage gained is 85% 
in the B6 scheme with an average accuracy of 
71.6%. 
Based on the test results, the best accuracy 
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percentage in recognizing the level of dengue 
fever is obtained when using partially connected 
network. If analyzed more deeply, the varying 
percentage rate can be affected by the number of 
active or non-active neurons in the first and 
second hidden layers. In the B1 scheme, 3 
neurons in the hidden layer are all activated and 
produce an introductory percentage of 70%. 
Scheme B2, 4 of the 5 neurons in the hidden layer 
are activated and produce an accuracy percentage 
of 70%. For the B3 scheme, 5 of the 8 neurons in 
the hidden layer are activated and produce a 
percentage of 70%. In the B4 scheme, 2 of the 3 
neurons in the first and second hidden layers are 
activated which then produce an accuracy 
percentage of 75%. While in the B5 scheme, 3 of 
the 5 neurons in the first hidden layer are 
activated and all the neurons in the second hidden 
layer are activated, which in turn produces less 
accuracy than the B4 scheme, which is 60%. 
However, in the B6 scheme, 5 of 8 neurons 
activated in the first hidden layer and 3 of 8 active 
neurons in the second hidden layer produce a 
fairly high accuracy of 85%. From all these 
results, the best network architecture is obtained 
when the number of neurons is 11 (input) – 5 
(hidden) – 3 (hidden) – 2 (output), ie when the 
number of neurons decreases in both hidden 
layers. This result is very different when the 
reduction of neuron occurs only in one hidden 
layer only (scheme B5). Therefore, it can be 
concluded that the application of deep neural 
network method in diagnosis case of dengue 
hemorrhagic fever has a high success rate of 85% 
(with average 71.6%) and better than the applied 
perceptron neural network method in research 
previously [16] which achieved only the highest 
accuracy of 80% (with an average of 71.1%). 
 
5. Conclusion 
 
The conclusions that can be given from this 
research are: 
1. The results of the training are directly 
proportional to the test results, whereas if the 
training does not succeed to produce 
maximum accuracy, then the weights used in 
the testing stage can not produce maximum 
accuracy, and vice versa. 
2. The results of training with accuracy that does 
not reach 100% can also produce a good 
accuracy. This is evident from the validation 
stage of 20 dengue patient data in randomized 
samples that achieved 87.5% accuracy and 
final test of 20 new non-training data that 
achieved 85% accuracy from the use of 
training weights on 60 accurate data by 95%. 
3. The use of unit dropout technique with a 
threshold value of 0.5 on the hidden layer can 
improve the accuracy of pattern recognition, 
with a fairly high average accuracy difference 
of 34.1%. This can be because the network is 
made more selective in selecting information 
related to the target in which weights will be 
processed further (to the next layer) and where 
the information is omitted. So that the 
established network can be smarter in 
recognizing the patterns of each level in 
dengue disease. 
4. The use of deep neural network methods has 
better accuracy results than the use of 
perceptron neural network methods, although 
it takes more time and epoch to achieve 
optimal training results. This can be seen from 
the success of final testing with deep neural 
network method that can still get a maximum 
percentage of 85% even though the training 
results have not reached 100% accuracy. In 
contrast to previous studies [16] that have 
achieved optimal training, but final testing is 
only capable of producing a maximum 
accuracy of 80%. 
5. The use of deep neural network with 
parameters of 10 units of input, 2 hidden 
layers, 2 units of output, the value of learning 
rate 0.3, tolerance rate 0.02, threshold value 
0.5, the use of binary threshold activation and 
partially-connected network with dropout 
mechanism has a good level of ability to 
recognize patterns of dengue hemorrhagic 
fever, with an average accuracy rate of 71.6%. 
So that the system developed has been 
applicable for medical purposes. 
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