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i論文要旨
本研究の目的は階層モデリングの計算理論構築である．階層モデリングとはモデルの集合をさら
にモデル化することである．すなわち複数の解析対象に対して個々をモデル化すると同時に，モデ
ル集合全体を高次モデル化し，対象に共通する普遍的な法則性を表現することである．本研究では
特に，機械学習における普遍的表現である確率モデル集合の階層モデリングの計算理論を構築する．
これを通してマルチタスク学習，マルチビュー学習，マルチレベル解析，メタ解析等の研究領域群
を統一的な枠組みで体系化することをめざす．
確率モデル集合の階層モデリングでは以下の 3つの問題が存在する．(1) 確率モデル空間は線形
空間でないため，モデル間の補間や距離の概念自体が非自明である． (2) 関数回帰によるモデリン
グの場合は無限次元確率変数のモデル空間となるため，モデル間距離の有界性や有限時間での計算
可能性が保証されない． (3) 教師なし学習によるモデリングの場合は，高次モデル化に必要な情報
が不完全にしか得られない．そこで本研究では，(1) 情報幾何の観点で平坦な空間を用いることで
距離や補間の問題を解決し，(2) 無限次元の場合でも有界性と計算有限性を持つ距離を定義できる
ことを示し，(3) 教師なし学習による不完全情報下でも階層モデリングが可能な計算原理を提案し
た．さらに発展的取り組みとして，(4) 球体のような非平坦モデル空間における階層モデリングに
ついても理論化を試みた．
本論文の構成は以下のとおりである．第一章では序論として研究の背景および目的と論文の構成
について述べる．
第二章では階層モデリングの基礎となる概念と手法についてまとめる．はじめに階層モデリング
について概説した後，本研究で取り扱う確率モデル集合の階層モデリングの定義と問題設定を述べ
る．また先行研究を交えて体系的分類を提案する．
第三章では，本論文に必要な基礎知識を概説する．
第四章では，確率的ノンパラメトリック回帰の代表であるガウス過程回帰を取り上げ，回帰モデ
ル集合の階層モデリングの理論化を行う．特に無限次元確率変数のモデル間距離の定義と，有界性・
計算有限性の証明を行う．さらに情報幾何的主成分分析により階層モデリングの実装例を示す．
第五章，第六章では，教師なし学習の階層モデリングにおける不完全情報推定について述べる．
ここでは自己組織化マップ (Self-Organizing Map: SOM) を代表例として取り上げ，情報幾何に
おける２種の平坦性（m平坦・e平坦）に対応するアルゴリズムを提案する．第五章ではm平坦下
での階層モデリング，第六章では e平坦下での階層モデリングについて述べる．
第七章では，非平坦なモデル空間であるグラスマン多様体における階層モデリングについて述べ
る．その一例として，複数の異なる観測手段によるデータから観測者の意図を推定する潜在視点推
定法を提案する．
第八章は討論と総括であり，階層モデリングの体系的理解について検討し，論文全体をまと
める．
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1第 1章
序論
1.1 研究背景
近年，情報技術の発達により大規模かつ複雑なデータが得られるようになったことで，
これらのデータを解析し有効利用する需要が高まっている．それに伴い，機械学習の分野
ではより複雑な構造を持つデータを解析・モデリングする様々な学習理論が提案されてい
る．たとえば，オンラインショップにおけるユーザの商品に対する購買情報は行列や行列
を一般化したテンソルと呼ばれる構造として扱われている [1]．他の状況として，工場な
どで利用される産業用ロボットの自動制御も挙げられる．1つのロボットアームの制御に
はロボットアームの各関節の角度，角速度，角加速度からトルクを計算する必要がある
が，アームの種類が変わるとトルクと角度，角速度，角加速度の関係も変化してしまう．
このような状況において複数の異なるアームの各関節の角度，角速度，角加速度からトル
クへの関数をデータから同時に推定することで個々の推定精度向上や未知のアームに対す
る適応制御を行う解析法はマルチタスク学習と知られている [2, 3]．このときデータ構造
はデータセットの集合を扱う必要がある．また，他の例として，動画サイト内の動画像を
解析する状況では各動画はテキストや画像，音声などの複数の異なる特徴量で構成された
データを扱うことになる．複数の異なる特徴量で構成されるデータの解析はマルチビュー
学習として知られている [4]．他にも類似度行列の集合をデータとして扱う解析法 [5]や階
層構造を持つデータを扱う解析法 [6, 7]なども提案されており，様々な構造を持つデータ
に対する解析法が提案されている．
一方，現実社会において上記のような構造が複合したデータが得られることもある．た
とえばオンラインショップの場合，ユーザの商品に対する購買データだけでなく，ユーザ
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の年齢，性別，住所などのユーザの情報やジャンルなどの商品の情報なども存在する [8]．
これは関係データとマルチビューデータが組み合わさったものとみなすことができる．あ
るいは国ごとにユーザの購買情報を集めた場合，複数のグループに分けられた関係データ
とみなせる．このような複数の構造が複合したデータはそれぞれの構造に合わせて個別に
解析法が提案されてきた．たとえば，マルチビューデータと関係データの組み合わせた
データの解析法 [8]やマルチビューデータのマルチタスクが複合した解析法 [9]，階層構造
を持つ関係データの解析法 [10]が提案されている．しかしながら，データ構造の組み合わ
せのバリエーションは無数に存在するため，個々のデータ構造に合わせてその都度解析手
法を開発することは現実的ではない．
本論文はこのような複雑なデータを体系的に取り扱うための計算理論構築を目指すもの
である．具体的には複数の解析対象を個別にモデル化すると同時に，モデル集合全体をさ
らに階層的にモデル化する．本研究ではこのような階層的にモデルを構築することを階層
モデリングと呼ぶ．すなわち，階層モデリングの計算理論を構築することを通して，デー
タ構造に合わせて解析手法をシステマチックに提案できるようにすることを目指す．
1.2 研究の焦点と目的
階層モデリングの対象となるモデル集合として共分散行列，類似度行列，部分空間，関
数などの様々な種類のモデルが考えられる．一方，機械学習においてモデルの普遍な表現
として確率モデルがある．確率モデルは共分散行列や類似度行列，部分空間，関数などの
様々なモデルを表現することができるだけでなく，ベイズ理論と組み合わせることによっ
てデータ構造に合わせたモデルの表現が可能となる．
そこで，本論文では普遍的な計算理論構築の実現のために確率モデル集合の階層モデリ
ングの計算理論構築に焦点を当てる．具体的には確率モデル
しかし，確率モデル集合の階層モデリングにおいて三つの問題が存在する．第一の問題
は確率モデル空間は線形空間でないことである．通常のデータ解析において最もよく用い
られるベクトルデータはユークリッド空間として表現が可能であったため，誤差を二乗誤
差で計算したり，データ間の中間が定義できた．一方で，確率モデル空間はモデル間の補
間や距離の概念自体が非自明となってしまうため，どのように中間を表現するのかが問題
の焦点となる．
第二の問題は回帰モデル集合の階層モデリングの場合は無限次元確率変数のモデル空間
となるということである．この場合，モデル空間自体が無限次元の空間となってしまい，
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特にモデル間距離の有界性や有限時間での計算可能性が保証されなくなる．
最後の問題は教師なし学習によるモデルの集合を扱う場合に生じる問題であり，それぞ
れのモデルが不完全にしか得られないことである．たとえば，教師なし学習の一例である
クラスタリングの場合，モデル間でのクラスタの対応関係はデータからはわからない．そ
のため，対応関係のマッチングを取るなどの必要が出てくる．
この内，一つ目の問題については確率モデル空間は情報幾何として理解できることが知
られており [11, 12]，二種類の平坦な空間によって距離や内分点を定義できる．
以上を踏まえ，本研究では大きく三つの取り組みを行う．第一の取り組みでは回帰モデ
ル集合の階層モデリングの状況を考え，無限次元の場合でも有界性と計算有限性を持つ距
離を定義できることを示す．これにより，回帰モデルの場合も既存手法を用いることで階
層モデリングが可能であることを示す．第二の取り組みは教師なし学習においてモデル情
報が不完全な場合における，二種類の階層モデリング法を示す．また，実応用例として提
案法を用いて，マルチグループデータと関係データが複合したデータの解析を試みる．さ
らに発展的取り組みとして，非平坦モデル空間における階層モデリングについても理論化
を試みる．ここでは非平坦な空間としてグラスマン多様体と呼ばれる球体のような空間を
用いた．
1.3 本論文の構成
本論文の構成は以下のようになっている．第一章は序論である．第二章では階層モデリ
ングについて概説したのち，本研究における確率モデル集合の階層モデリングを定義し問
題の枠組みを明確化する．そして，確率的階層モデリングの体系的な分類を提案する．第
三章は本研究において基礎となる知識についてまとめる．
第四章は回帰モデル集合の階層モデリングについて述べる．まず確率的な回帰のモデル
であるガウス過程について説明したのちに回帰モデル集合の階層モデリングが解くべき問
題について定式化する．この際，問題の焦点となるのがガウス過程間の KLダイバージェ
ンスの有界性と有限時間で計算可能かどうかである．本章ではモデル間距離を定義し，有
界性と計算有限性を証明する．そして，情報幾何的主成分分析を用いた階層モデリングの
実装例を示す．
第五章，第六章では潜在変数モデル集合の階層モデリングについて述べる．また，提案
をマルチグループ解析へ応用を行う．
第七章ではグラスマン多様体を用いた階層モデリング法を提案する．第八章は討論であ
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り，確率モデル集合の階層モデリングの体系的理解について検討する．第九章では総括と
して論文全体をまとめる．
5第 2章
階層モデリング
本研究で扱う階層モデリングも含め，モデル集合を解析対象にする研究領域は数多く存
在し，対象とするモデルも解析目的も様々である．本章では解析対象となるモデルの種類
でこれらの研究を分類し，それぞれ紹介していく．その後，本研究で取り扱う確率モデル
集合の階層モデリング法を定式化する．また確率モデル集合の階層モデリングの観点で階
層モデリングを先行研究も交えながら体系的に分類を行う．
2.1 既存の階層モデリング法
2.1.1 関数集合の階層モデリング法
データ集合のモデリングにおいて最も基本的なタスクはデータを説明する関数を推定す
ることである．例えば，回帰のタスクでは入力データ x 2 X と出力データ y 2 Y のペア
の集合 f(xn; yn)gNn=1 が与えられたときにその入出力関係を表す関数 f : X ! Y を推定
する．また，次元削減法においても観測データ y 2 Y とその低次元表現 x 2 X の間の写
像 X ! Y を推定することはしばしば行われる．本節ではそのような関数の集合が持つ構
造や関数集合を階層モデリングする方法についてまとめる．
教師あり学習における関数
回帰のタスクではデータの入出力関係を表す関数をモデル化する．マルチレベル解析で
はそのような関数を線形モデルを用いて推定する際に一部のパラメータを異なるタスク間
で共有する []．これにより，タスク間で共通の特徴とタスク間で固有の特徴の分析が可能
になる．
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機械学習の分野でも類似の解析がガウス過程を用いて行われている．ガウス過程では異
なるタスク間で共通するバイアスを仮定する．これにより，個々のタスクの推定精度の向
上を行う [13]．
教師なし学習における関数
高次元データを低次元表現する次元削減法において最も標準的な方法は主成分分析であ
る．主成分分析は高次元空間中の低次元部分空間に射影することで高次元データを低次元
表現する．このとき，様々なデータセットから PCAで推定した様々な部分空間をさらに
モデル化する研究がある．例えば，ASSOM では主成分分析で求めた部分空間の集合が
何らかの多様体を作っていると仮定し，その多様体を自己組織化マップで求める [14]．ま
た，高階 SOMでは主成分分析で求めた部分空間の代わりに自己組織化マップで求めた多
様体の集合が作る多様体を推定する [15]．
一方で近年では複数の次元削減を同時に行うマルチタスク学習の研究も行われている．
例えば，マルチタスク PCAでは個々のタスクで推定した部分空間がグラスマン多様体上
に分布することを利用して複数の PCAを同時解析するし [16]，一般化固有値問題をマル
チタスク化することで PCAや FDAなどの部分空間を推定するタスクをマルチタスク化
する研究もある [17]．
2.1.2 確率分布集合の階層モデリング法
ヒストグラム
自然言語処理におけるドキュメント解析ではしばしばそれぞれのドキュメントの特徴量
を Bag-of-Words(BOW)と呼ばれる単語のヒストグラムで表現する．自然言語処理以外
の分野においても BOWを用いたデータ表現は利用される．例えば，画像処理の分野では
画像から HOGや Shift特徴量を取り出した際，これらの特徴量を用いて画像の特徴量を
表現するために複数の画像から取り出した特徴量集合をクラスタリングし，各画像がそれ
ぞれのクラスタをどの程度含んだ特徴量で構成されているかのヒストグラムで表現する．
このような BOWで表現されたデータはしばしば pLSAを用いて解析される [18]．pLSA
では可視化に適さないため可視化を行うために拡張された手法もある [19]．
近年，次元削減法によって可視化された結果の間の類似性を評価することで可視化結果
集合をさらに可視化するmeta-visualizaitonが提案された [20]．meta-visualizaitonでは
可視化結果の間の類似性はカーネル平滑化によって定義された各データ間の KLダイバー
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ジェンスによって定義される．
指数型分布族
指数型分布族とは以下のような式で書くことができる確率分布であり，様々な良い性質
を持つ．
p(xj) = exp
n
 Th(x)  () + C(x)
o
(2.1)
ここで， は自然パラメータと呼ばれる．たとえば，指数型分布族の例としてガウス分布
や二項分布，多項分布，ガンマ分布などのベイズ推定などにおいて用いられる確率分布が
挙げられる．このような指数型分布族の集合（e.g.ガウス分布の集合）の次元削減法に関
する研究がいくつか行われている．例えば，二値データに対する主成分分析や多項分布の
主成分分析などがある [21, 22]．また，情報幾何学に基づいて任意の指数型分布族に対す
る主成分分析を構成する方法も提案されている [23]．
混合分布
指数型分布族はデータ解析において様々な良い性質を持つが，現実のデータ解析におけ
る確率モデルが常に指数型分布族にはならず，より複雑な確率モデルが必要となる．その
ような場合に用いられるのがガウス混合モデル (GMM)や隠れマルコフモデル（HMM）
などの混合分布モデルである．指数型分布族の主成分分析を拡張することでこのような混
合分布モデルの集合をさらにモデル化する研究も行われている [24]．
2.1.3 正定値行列集合の階層モデリング法
データのモデリングにおいて最も基本的な方法はデータ全体の共分散を表す共分散行
列やデータとデータの間の類似度を表すグラム行列のような正定値行列としてモデル化
する方法である．実際，共分散行列はコンピュータビジョン [25, 26] や脳イメージング
[27, 28]，ブレインコンピュータインターフェース（BCI）[29, 30]をはじめとする様々な
分野で利用されてきた．また，グラム行列も様々な場面において利用される．例えば，計
量多次元尺度構成法（metric Multi-Dimensional Scaling : metric MDS）を使って解析
する際に用いられたり [31]，様々な非ベクトルデータや非線形な現象を扱うカーネル法に
おいても重要な役割を果たす [32]．
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グラム行列
このような正定値行列の集合をさらにモデル化する研究は様々な分野で行われてきた．
例えば，統計学の分野ではグラム行列の集合を同時にモデル化する Individual Dierence
Scaling(INDSCAL)がある [33]．INDSCALは metric MDSを複数のグラム行列を同時
に解析できるように拡張したものであり，通常のMDSがグラム行列を固有値分解するこ
とでデータを低次元表現するところを INDSCALでは複数のグラム行列の間で固有ベク
トルが共通しているという仮定を置いて固有値分解を行う．これにより，固有値の違いが
グラム行列の違いとなるため，グラム行列間の解析が可能になる．この方法は現在でも
[34]などの様々な拡張が行われている．
分散共分散行列
一方で，コンピュータビジョンにおいて共分散行列の集合が作る多様体を解析する研究
もある．このような解析を行う際に計算コストの問題が生じるために，様々な効率的な推
論を行う方法が提案されてきた [35, 36]．そのような方法の１つとして共分散行列の集合
を次元削減することで複雑な特徴を表現すると同時に計算コストの削減を狙うアプローチ
がある．例えば，[37]では SPD多様体をユークリッド空間に埋め込むことでクラス情報
が付いた共分散行列の集合を分離する部分空間を推定する．また，[35]では高次元の共分
散行列集合が作る多様体をアフィン不変な低次元の共分散行列集合が作る多様体へ写像す
ることで低次元表現を行う．
2.2 確率モデル集合の階層モデリング法
2.2.1 問題の枠組み
本研究における階層モデリングの枠組みを定式化する．はじめに I 個の確率モデル
集合 P = fp1(x); p2(x);    ; pI(x)g にそれぞれ従って生成したデータセットの集合を
X = fX1;X2;    ;XIgとする．このとき i番目のデータセットXi = xi1; xi2;    ; xiN は
pi(x)に従って生成されたデータセットである．ここで xin は二値変数や多値変数なども
考えられ，ベクトルとは限らないことに注意する必要がある．階層モデリングの一つめの
タスクはこのようなデータセットが与えられたときに Xi から p1(x) = p(xji)となる確
率モデルのパラメータ i を推定することである．たとえば，Xi がガウス分布に従って生
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図 2.1 階層モデリングの概念図．
成されたデータセットのときは，i は平均と分散に相当する．
階層モデリングの 2つめのタスクは figIi=1 をさらにモデル化することである．ここで
i 2 P もベクトルになるとは限らないことに注意が必要である．たとえば，xin がガウス
分布に従って生成されたベクトルデータであっても，平均と分散からなる i は分散が非
負の制約があるため，ベクトルにはならない．さて，figIi=1 をモデル化する際，本研究
では次のように i が生成されたと仮定する．
i = f(zi) (2.2)
すなわち，低次元の潜在変数 z 2 Z が確率モデル空間への写像 Z ! P によって確率モ
デルのパラメータが生成されるとする．本研究では写像 f によって埋め込まれた部分空
間に対して 3種類の仮定を考えそれぞれを扱う．すなわち，情報幾何の意味で平坦な部分
空間，情報幾何の意味で局所平坦な部分空間，非平坦な部分空間である．情報幾何につい
ては 3章でまとめる．このような状況下において，2つめのタスクは i から写像 f およ
び潜在変数 zi を同時推定することである．
以上をまとめると図 2.1のようなモデルとなる．ここで，潜在空間 Z を推定すること
で未知のモデル (z)から生成されたデータセットに対しても，未知のモデルに対する潜
在変数 z が分かれば，予測が可能となる．そのため，この問題を解くことでより普遍的
な知識を表現できるといえる．
本研究では特に，階層モデリングする確率モデルとして 2 つの確率モデルについて扱
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図 2.2 確率モデル集合に対する階層モデリングの分類．
う．そのため，ここではそれぞれの確率モデルにおける問題の焦点を説明する．1つめは
確率変数が無限次元の確率モデル，すなわち確率過程の場合である．確率過程を扱う場合
に問題となるのが確率モデルのパラメータが無限次元になるということである．より正確
にいえば，確率モデル空間 P が確率空間であると同時に関数空間になる．本研究では特
に確率過程としてガウス過程の場合について扱う．
2 つめは教師なし学習において推定される確率モデル，すなわち潜在変数モデルの場
合である．潜在変数モデルの典型的な例が混合ガウス分布 (Gaussian Mixture Model :
GMM) である．GMM は K 個のガウス分布を混合して得られる確率モデルである．す
なわち
p(xj) =
KX
k=1
pk()p(xjk; k) (2.3)
である．ここでパラメータは  = (1; 2;    ; K ; 1; 2;    ; K) である．このときモ
デルが変わればコンポーネントの対応関係も変わってしまうことに注意が必要である．そ
のため，モデル間でどのコンポーネントを対応付けるかが問題の焦点となる．
2.2.2 体系的分類
上記のような問題の枠組みにおいて階層モデリングはモデル化する対象（下位モデル）
の観点での分類とモデル化する手法（上位モデル）の観点での分類が考えられる．下位モ
デルにおいて本質的に異なってくるのが確率モデルのパラメータが無限次元になるかどう
かということと確率モデルが不完全情報になるかどうかということの 2つである．また，
上位モデルは部分空間が平坦，局所平坦，非平坦の 3つの場合が考えられる．
以上をまとめると図 2.2のような表として確率モデル集合の階層モデリングを分類でき
る．また，それぞれの先行研究と本研究は図 2.2の関係にある．
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本章では確率モデル集合の階層モデリングの計算理論を構築する上での基礎知識をまと
める．まずはじめに，通常の次元削減法について概説を行ったのち，情報幾何と先行研究
である情報幾何を用いた確率モデル集合の次元削減法について述べる．その後，既存の階
層モデリング法である高階 SOMについて説明する．
3.1 次元削減法
次元削減法は２つのアプローチに大別される [38]．最初のアプローチはスペクトル分
解法であり，データ点の類似性をなるべく保ったまま低次元空間に写像することを目
的とする方法である．すなわち，低次元空間を Z とし，高次元空間を X とすると写像
g : X ! Z によって z = g(x) となる低次元座標 z を推定するアプローチである．例
えば，多次元尺度構成法（Multidimensional Scaling : MDS）や kernel PCA(kPCA)，
ISOMAPなどの多様体学習法などが挙げられる．このアプローチの利点は解くべきタス
クが凸問題になることであるが，低次元のデータから元のデータを復元することが難しく
なるという欠点がある．このような問題はプレイメージ問題として知られている [39]．
これに対し，２つめのアプローチは低次元の潜在空間から高次元の観測空間への写像を
推定することを目的とする手法である．すなわち，低次元空間を Z とし，高次元空間を
X とすると写像 f : Z ! X によって x  f(z)となる写像 f を推定するアプローチであ
る．本研究ではこのアプローチを多様体モデリングアプローチと呼ぶ．例えば SOM[40]
や GTM[41]，GPLVM[38] などが挙げられる．このアプローチの利点は低次元のデータ
から元のデータを復元することや内挿が容易な点である．すなわち，プレイメージ問題が
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発生しない点である．階層モデリングにおいてモデル集合の比較を行うためには，モデル
間の距離が定義できる必要がある．この観点に立ったとき，多様体モデリングアプローチ
は以下のような関数空間上の距離としてモデル間の距離が定義できるのに対し，スペクト
ル分解法は距離の定義が容易でなくなる．
D(fi; fj) =
Z
kfi(z)  fj(z)k2p(z)dz (3.1)
また，実用上においても SOMを用いた Umatrixや Component Planeによる可視化の
ために低次元空間から高次元空間への写像を用いるため，スペクトル分解のアプローチだ
とプレイメージ問題をその都度解く必要が出てきてしまう．そのため，本研究ではもう１
つのアプローチである SOMを用いて開発を行った．
SOMに変わる別の手段として GTMや GPLVMを用いた component planeも考えら
れる．これらの方法と SOMとの本質的な違いは GTMや GPLVMではなめらかな写像
を推定する際にガウス過程を用いているのに対し，SOMではナダラヤワトソンカーネル
平滑化を用いている点である．確率分布集合をさらに次元削減することを考慮した場合，
ナダラヤワトソンカーネル平滑化は与えられた確率分布の非負混合でなめらかな写像を推
定するため，GPよりも取り扱いが容易である．すなわち，写像 f を以下のように N 個
の観測点の内分点によって推定する．
f(z) =
PN
n=1 h(k; zn)ynPN
n0=1 h(k; n0)
(3.2)
そのため，N 個の観測点が確率分布の場合，なめらかな写像 f は常に確率の公理を満た
す．これが本研究で SOMを用いる理由である．
3.1.1 自己組織化マップ（Self-Organizing Map: SOM）
カーネル平滑化を用いた次元削減法として自己組織化マップ (Self-Organizing Map
: SOM) がある．SOM を生成モデルの観点で見ると N 個の高次元データセット X =
fxngNn=1 が与えられたときにデータ xn 2 X は潜在変数 z 2 Z がなめらかな写像
f : Z ! X によって写像されガウスノイズ n が加わることで生成されると仮定する (図
3.1参照)．すなわち，以下のように生成されると仮定する．
xn = f(zn) + n (3.3)
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図 3.1 SOMの生成モデル．
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図 3.2 SOMのアーキテクチャ．SOMは潜在空間を代表点近似する．
ここで，SOMの目的関数 Lは以下の式で与えられる．
F =  1
2
NX
n=1
Z
h(z; zn)kxn   f(z)k2dz (3.4)
ここで，目的関数内に積分が出て来るが SOM では潜在空間を等間隔に K 個の代表点
k 2 Z で離散化することで計算を行う (図 3.2参照)．すなわち以下のように近似される
L   
2
NX
n=1
KX
k=1
h(k; zn)kxn   f(k)k2 (3.5)
写像 f と潜在変数 zは広義の EMアルゴリズムによって交互推定することによって推定
を行う．すなわち，学習が収束するまで EステップとMステップを交互に繰り返す．具
体的なアルゴリズムは以下のようになる．
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Eステップ
Eステップでは入力データ xn ごとに離散化した代表点 f(k)との 2乗誤差を最小にす
る k を求める．
kn = argmin
k
kxn   f(k)k2 (3.6)
zn = kn (3.7)
Mステップ
Mステップでは目的関数 @L@yk = 0となる yk = f(k)を求めることで更新を行う．こ
のとき，yk の更新式がカーネル平滑化になっていることがわかる．
yk =
PN
n=1 h(k; zn)ynPN
n0=1 h(k; n0)
(3.8)
SOMの確率モデル的解釈
確率的生成モデルの観点で SOMを見たとき，SOMはコンポーネント間に位相構造の
ある混合ガウスモデルとみなすことができる．具体的には SOMは以下のような生成モデ
ルで説明できる．まず，L次元潜在空間 V = RL 上に潜在変数 zが生成される．この時，
zの分布 p(z)は
p(z) =

1 for z 2 [  12 ; 12 ]L
0 otherwise
(3.9)
であり，[ 1=2; 1=2]L の一様分布を仮定する．そして，生成された潜在変数は同相写像
f(z)によってD次元の観測空間 X = RD 上の多様体W の点wへ写像される．さらに写
像された点wに平均 0，分散  1Iの等方ガウスノイズ が付加され，これを観測データ x
として観測する．これを N 回繰り返し，最終的に観測データ集合X = fx1;x2; : : : ;xNg
を観測する．すなわち，n番目の観測データ xn の確率密度関数 p(xnjzn; f; )は以下の
ようになる．
p(xnjzn; f; ) = f(zn) + 
= N (xnjf(zn);  1I)
=


2
D
2
exp

 
2
kxn   f(zn)k2

(3.10)
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ここで Z = fz1; z2; : : : ; zNgとすると観測データ集合Xの確率密度関数 p(XjZ; f; )は
p(XjZ; f; ) =
NY
n=1


2
D
2
exp

 
2
kxn   f(zn)k2

(3.11)
となる．この時，SOMは写像 f，ノイズ  を最尤推定によって推定するため，これらの
事前分布は一様分布を仮定する．また，写像 f は実際には潜在空間を K 個のコンポーネ
ント (1; 2;    ; K)で f(k) = wk と離散化する．そのため，式 (3:11)を用いて尤度
関数は以下のように混合ガウス分布の尤度関数として書くことができる．
p(XjZ;W; ) =
NY
n=1
KX
k=1
p(zn = k)


2
D
2
exp

 
2
kxn  wkk2

(3.12)
ただし，SOMでは p(z) = N (zj0;  1I)と近似する．
3.2 情報幾何的次元削減法
3.2.1 情報幾何
情報幾何は１つの確率分布を 1点とする空間の構造を幾何学的に考えることで，最尤推
定などの統計的学習理論を幾何学的に解釈する理論である [11, 12]．今，xを確率変数と
する確率 p(x)の集合を考える．ここで，xは 1; 2;    ; D の D 個の離散値を取りうると
したとき，p(x)の集合がつくる確率空間の 1点は
p(x = d) = pd (3.13)
の D 個の値で表される．ただし，確率の公理から以下の 2つの制約を満たさなければな
らない．
DX
d=1
pd = 1 (3.14)
pd  0 (3.15)
これは確率空間 S が D 次元空間上の D   1次元単体であることを意味する．たとえば，
D = 3のときは 3次元空間上の (1; 0; 0)(0; 1; 0)(0; 0; 1)を頂点とする 2次元単体が確率空
間 S となる．x が連続値の場合は事象 A が起こる確率 p(x 2 A) は以下のように書くこ
とができる．
p(x 2 A) =
Z
A
p(x)dx (3.16)
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情報幾何では確率空間上の距離を KLダイバージェンスによって定義する．すなわち，
連続変数 x を確率変数とする２つの確率分布 p(x),q(x) 間の距離は以下のように定義さ
れる．
DKL(p; q) =
Z
p(x) log
p(x)
q(x)
dx (3.17)
ここでDKL(p; q) 6= DKL(q; p)となることに注意が必要である．また，KLダイバージェ
ンスは以下のような性質を持つ．
3つの確率分布 p; q; r に対して以下の関係式が成り立つ．
DKL(p; q) DKL(p; r) DKL(r; q) =
Z
(p(x)  r(x))(log r(x)  log q(x))dx (3.18)
特に右辺=0のとき，以下のようなピタゴラスの定理が成り立つ．
DKL(p; q) = DKL(p; r) +DKL(r; q) (3.19)
これより，ピタゴラスの定理が成り立つときは (p(x)  r(x))と (log r(x)  log q(x))が
直交しているといえる．そこで，(p(x)  r(x))と (log r(x)  log q(x))を用いて 2種類の
座標系を考える．１つ目の座標系は以下のように書く．
r(x) = m  p(x) + (1 m)  q(x); 0 5 m 5 1 (3.20)
すなわち，二つの確率分布の相加平均になる．これを m-座標系と呼ぶ．一方，もうひと
つの座標系は以下のように書く．
log r(x) = m  log p(x) + (1 m)  log q(x)  (m); 0 5 m 5 1 (3.21)
すなわち，二つの確率分布の相乗平均になる．ここで (m)は確率の公理を満たすための
規格化項である．情報幾何ではこの二つの表現によって確率モデル間の内分点を表現す
る．また，以下のようにそれぞれの表現における N 個の確率分布の内分点で表現される
部分空間をそれぞれ m平坦な空間，e平坦な空間と呼ぶ．
r(x) =
NX
n=1
mn  pn(x);mn  0;
NX
n=1
mn 5 1 (3.22)
log r(x) =
NX
n=1
mn  log pn(x)  (m);mn  0;
NX
n=1
mn 5 1 (3.23)
この 2つの表現を用いると以下の直交射影を定義できる．
DKL(p(x)jjr((z;U))) =
Z
p(x) log
p(x)
r(xjm)dx (3.24)
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すなわち，e-平坦な空間へ m-座標系で直線をおろしたときの直交射影である．このよう
な射影を m-射影と呼ぶ．このとき式 (3.18)から e-平坦な空間に m-射影をする場合その
射影点は一意的に存在し，かつ，DKL(p; r)を最小にする．また，m平坦な空間への e-座
標系で直線をおろしたときの直交射影も同様に定義でき，DKL(r; q)を最小にする．この
ような射影を e-射影と呼ぶ．
3.2.2 情報幾何的主成分分析
指数型分布族とは以下のようにパラメータ  = (1; 2; : : : ; L)T で表現される確率モ
デルである．
p(xj) = exp(TF(x) + C(x)   ()) (3.25)
このような指数型分布族の集合はユークリッド空間にならず，多様体をなす．このような
確率モデルの集合が与えられたときに，情報幾何に基づいて主成分分析する方法が提案さ
れている [23]．この方法では情報幾何の観点で figIi=1 をよく表現する線形部分空間を求
める．すなわち，e-座標系と m-座標系と呼ばれる双対な２つの座標系を導入し，それぞ
れの座標系の意味で平坦な部分空間を求める（それぞれ e-PCA,m-PCAと呼ばれる）．指
数型分布族の場合における e-座標系と m-座標系はそれぞれ自然パラメータ  と十分統計
量  = (1; 2;    ; K)を座標系にとったものである．ここで，i = E[Fi(x)]であり，
K はパラメータ数である．
ここでは，e-PCA の場合について述べる．今，e-座標系をとったときの部分空間を
(H + 1)個の基底ベクトルU = (u0;u1;u2; : : : ;uH)T 2 R(H+1)L の線形結合で以下の
ように表現する．
　(z;U) =
HX
h=1
zhuh + u0 (3.26)
= zTU (3.27)
ここで z = (1; z1; z2; : : : ; zH)である．このような状況下で確率モデルの集合 figIi=1 を
部分空間に m-射影し，その誤差を最小にするように部分空間を推定する．したがって，
e-PCAでは以下の目的関数を最小にするような部分空間を推定する．
F (z;U) =
IX
i=1
DKL(p(xji)jjp((zi;U))) (3.28)
アルゴリズムは勾配法を用いる．すなわち，目的関数 F を各変数 Z，Uでそれぞれ以
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下のように偏微分し，交互に最適化することで推定する*1．
Z =  (H^ H)TU (3.29)
U =  UT(H^ H) (3.30)
ここで，H = (1;2; : : : ;N )であり， は指数型分布族を m-座標系で表現した時の指
数型分布族の座標ベクトルである．すなわち， = E[F(x)]である．
具体例として，指数型分布族の一つである多変量正規分布の場合を考える．D次元の多
変量正規分布は以下のように平均 ，共分散行列 でパラメータ表現できる確率分布で
ある．
p(xj;R) =

1
2
D
2 1
det(R)
1
2
exp

 1
2
(x  )TR 1(x  )

(3.31)
今，多変量正規分布を指数型分布族の表現で書き直すとそれぞれ以下のように定義できる．
 = (1; vec(2)) (3.32)
F(x) = (F1(x); vec(F2(x))) (3.33)
C(x) =  D
2
log 2 (3.34)
 () =  1
4
Tr( 12 1
T
1 ) 
1
2
log
( 2)Ddet(2) (3.35)
ここで，1 =  1，2 =   12 1，F1(x) = x，F2(x) = xxT である．また，vec()
は行列をベクトル化する演算子である．一方， = (1; vec(H2))は ，を用いると以
下のように表現できる．
1 =  (3.36)
H2 = 
T +R (3.37)
このとき， と  の相互への変換はそれぞれ以下のようになる．
1 =
 
H2   1T1
 1
1 (3.38)
2 =  1
2
 
H2   1T1
 1
(3.39)
1 =  
1
2
 12 1 (3.40)
H2 =
1
4
 12 1
T
1
 1
2  
1
2
 12 (3.41)
*1 実際にはUが線形従属になるののを防ぐためにUが直交行列になるように補正する
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3.3 自己組織化マップを用いた階層モデリング
3.3.1 高階 SOM
高階 SOMは下位のモデル集合と上位のモデルのどちらにも SOMを用いた階層モデリ
ングである．今, 下位モデルのタスクは I 個のデータセット fXigIi=1 が与えられたとき
に，それぞれのデータセットの下位モデルすなわち写像 ffigを推定すると同時にデータ
xin 2 X の潜在変数 zin 2 Z を推定することである．これに対し，上位モデルのタスクは
下位モデルが推定した写像集合 ffigをデータとみなし，fi = g(ui)となるように上位モ
デルの写像 g を推定することである．
さて，このような写像集合を学習する際，問題となるのがモデル間距離をどのように評
価するかである．特に高階 SOMのモデル fi は関数 fi : Z ! X であるため無限次元の
特徴量を持つ．また，zは潜在変数であり，データからはわからない．そのため，階層モ
デリングにおける無限次元の問題と教師なし学習の問題の両方を含む問題となる．今，こ
こで潜在変数 zがわかっているとしよう．この場合モデル間距離は以下のような関数間距
離で書くことができる．
D(fi; fj) =
Z
kfi(z)  fj(z)k2p(z)dz (3.42)
高階 SOMは SOMをもちいて写像を推定するため，実際には以下のように離散化した写
像間の距離を評価すれば良い．
D(fi; fj)  1
K
KX
k=1
kfi(k)  fj(k)k2dz (3.43)
すなわち，関数間距離を測る際の無限次元の問題は代表点で離散近似することで回避で
きる．
しかし，実際には潜在変数 zは観測できない．そこで高階 SOMは下位モデル fi を学
習すると同時に以下の基準に従い，潜在変数 zの対応関係も推定することでモデル間距離
を測る．
Dmin(fi; fj) = minD(fi; fj) (3.44)
 min 1
K
KX
k=1
kfi(k)  fj(k)k2dz (3.45)
20 第 3章 基礎知識
すなわち，写像間の距離が最小になるように潜在変数の対応関係を取りながら，モデル間
距離を測る．このような潜在変数間の対応関係推定のことを高階 SOMではファイバーバ
ンドル推定と呼ぶ．
高階 SOMのアルゴリズムは 3つのステップで記述できる．
Step1
最初のステップでは SOMを用いて与えられたデータセット fXigから下位モデル ffig
と潜在変数 zin を計算する．ここで yik = fi(k)
kin = argmin
k
kxin   fi(k)k2 (3.46)
zin = kin (3.47)
yik =
PN
n=1 h(k; z
i
n)ynPN
n0=1 h(k; n0)
(3.48)
Step2
２つめのステップでは推定した下位モデル集合 ffigをデータとみなし SOMを用いて
上位モデル g と潜在変数 ui を推定する．ここで wlk = g(l; k)．
li = argmin
l
kfi(k)  g(kjl)k2 (3.49)
ui = li (3.50)
wlk =
PN
n=1 h(l;ui)y
i
kPN
n0=1 h(l; l0i)
(3.51)
Step3
3つめのステップは上位モデルで推定した対応関係を下位モデルにコピーバックする．
yik := wli k (3.52)
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第 4章
ガウス過程集合の情報幾何的主成分
分析
ガウス過程（Gaussian Process: GP）は無限次元のガウス分布に相当し，関数や時系
列信号の確率的表現などに利用される．特にベイズ回帰では関数の事前・事後分布のノン
パラメトリックな表現に GP が用いられる．したがって GP 間の KLダイバージェンス
を測ることは重要である．しかしながら GPは無限次元であることから，距離の評価は一
般に容易ではない．
本研究の目的は，ベイズ回帰によって得られた GP事後分布間の KLダイバージェンス
の評価方法を得ることである．ただし事前分布は共通すると仮定する．すなわち事前分布
p(f)がひとつ与えられた状況下で，異なるデータセットで回帰した 2つの GP事後分布
p(f jX1;y1)と p(f jX2;y2)間の KLダイバージェンスを求めることが目的である．われ
われの得た結論は，GP間の KLダイバージェンスが観測点のみに限定した有限次元ガウ
ス分布の KLダイバージェンスに等しいということである．
GP事後分布間の KLダイバージェンスが測れればマルチタスク学習等への応用が可能
になる．本研究ではその一例として，GP集合の情報幾何的な主成分分析が可能であるこ
とも併せて示す．
本論文の構成は以下のとおりである．第 2 節では GP 間の KL ダイバージェンスを定
義する．第 3 節では GP 事後分布間の KL ダイバージェンスが有限次元ガウス分布間の
KLダイバージェンスで評価できることを示す．第 4節ではマルチタスク学習への応用例
として GP 集合の主成分分析法を提案する．最後に本研究で得られた結果について討論
を行う．
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4.1 ガウス過程の KLダイバージェンス
ガウス過程 (GP) とは入力 x 2 Dと出力 y 2 Rの間の写像 f : D ! Rの確率分布を表
すもので，任意の入力集合 X = fx1; : : : ;xng に対する出力 f(X ) = (f(x1); : : : ; f(xn))
が n 次元ガウス分布に矛盾なく従うものである．また GP は平均 m(x) と共分散関
数 k(x;x0) で表すことができ，f  GP (m(x); k(x;x0)) と書く（本稿では形式的に
p(f) = GP(f jm; k)とも表記する）．直感的に言えば GPは無限次元のガウス分布に相当
するため，GP間の KLダイバージェンスを評価するのは一般に容易ではない．
GP間の KLダイバージェンスの測定法として，エントロピーレートに基づく方法があ
る [42]．これは定常ガウス過程間の KL ダイバージェンスを測る方法であり，GP のパ
ワースペクトルを用いて KLダイバージェンスを評価する．この方法は定常信号間の距離
を測るのに有用であるが，本研究の目的である GP回帰の事後分布の場合は一般に非定常
過程になるため，この方法を用いることができない．
さて，上に述べたように n 点の入力集合 X = fx1; : : : ;xng に対する出力 f(X ) =
(f(x1); : : : ; f(xn)) は n 次元正規分布に従う．これを p(f(X )) と書くこととする．
p(f(X )) は有限次元なので KL ダイバージェンスを測ることができる．この KL ダイ
バージェンスは以下の性質を満たす．
補題 1. 任意のX1  X2に対しDKL [p1(f(X1)) k p2(f(X1)) ]  DKL [p1(f(X2)) k p2(f(X2)) ]
が成り立つ．
Proof. X1 と X2 の差集合を X 0 = X2  X1 をする．このとき
DKL [p1(f(X2)) k p2(f(X2)) ]
= DKL [p1(f(X1)) k p2(f(X1)) ]
+ Ep1(f(X1)) [DKL [p1(f(X 0)jf(X1)) k p2(f(X 0)jf(X1)) ]] (4.1)
右辺第二項は KLダイバージェンスの期待値なので非負である．
これより集合列 X1  X2  X3 : : : に対して DKL [p1(f(Xi)) k p2(f(Xi)) ] は広義単調
増加となる．すなわち GP を離散点 X に関して有限次元ガウス分布で近似した場合の
KLダイバージェンスは，離散点 X の要素が増えるほど増加し，真の KLダイバージェン
スに近づくと考えられる．そこで有限ガウス分布で評価した KLダイバージェンスの上限
を GPの KLダイバージェンスと定義する．
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定義 2. 2つのガウス過程 p1(f), p2(f)間の KLダイバージェンスを次式で定義する．
DKL [p1(f) k p2(f) ] , sup
X2P(D)
DKL [p1(f(X )) k p2(f(X )) ] (4.2)
ここで，P(D)は D の冪集合である．
ただし (4.2)は必ずしも上限を持つとは限らない．補題 1より次のことが言える．
補題 3. ある入力集合 X に対し，任意の入力集合 X 0  X に関して
DKL [p1(f(X )) k p2(f(X )) ] = DKL [p1(f(X 0)) k p2(f(X 0)) ]
が成り立つ時，X が与える有限次元ガウス分布の KL ダイバージェンスは GP 間の KL
ダイバージェンスを与える．すなわち
DKL [p1(f) k p2(f) ] = DKL [p1(f(X )) k p2(f(X )) ] (4.3)
である．
4.2 ガウス過程回帰の KLダイバージェンス
4.2.1 ガウス過程回帰
n個の入力集合 X = fx1; : : : ;xngと対応する出力 y = (y1; : : : ; yn)T 2 Rn のペアが与
えられたとき，GPを用いて写像 f をベイズ推定することを GP回帰と呼ぶ．GPの事前
分布を
p(f) = GP(f j0; k(x; x0)) (4.4)
としたときの事後分布 p(f jX ;y)は次式で与えられる [43]．
p(f) = GP(f jm(x); S(x; x0)) (4.5)
m(x) = kT(x)(Knn + 
2I) 1y
= kT(x)
S(x; x0) = k(x; x0)  kT(x)(Knn + 2I) 1k(x0)
= k(x; x0)  kT(x)A 1k(x0)
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ここで，k(x;x0) は共分散関数であり，k(x)，Knn はそれぞれ k(x) = k(X ;x) 2 Rn，
Knn = k(X ;X ) 2 Rnn である*1．
われわれの目的は，共通の事前分布を持ち，異なるデータセットで回帰した 2つの GP,
p(f jX1;y1), p(f jX2;y2)間の KLダイバージェンスを評価することである．
4.2.2 本論文の主張：GP間の KL距離の有限次元評価
命題 4. 2つのデータセット (X1;y1), (X2;y2)について，GP回帰によって得られた事後
分布 p(f jX1;y1), p(f jX2;y2)間の KLダイバージェンスは
DKL [p1(f) k p2(f) ] = DKL [p1(f(X12)) k p2(f(X12)) ] (4.6)
で与えられる．ここで X1, X2 はそれぞれ回帰に用いた入力データの集合であり，X12 =
X1[X2である．すなわち有限次元のガウス分布間のKLダイバージェンスで評価できる．
この命題の意味は次のように理解できる．2つの異なるシステムを GP回帰する場合，
観測開始前の 2 つの GP 間の KL ダイバージェンスは（事前分布が同一という前提によ
り）ゼロである．観測データが得られた場合の KLダイバージェンスは，観測データの入
力点に関して有限次元ガウス分布で表現し，その KLダイバージェンスを測ればよい．ま
た各システムで観測データの入力が異なる場合は，その和集合に関して評価すればよい．
4.2.3 命題の証明
この命題の証明には，次の補題を使う．
補題 5. 今，Xn  XM  XN の包含関係にある 3 つのデータ集合を考え，それぞれの
要素数を n,M ,N とする．また KNN = k(XN ;XN )，KMM = k(XM ;XM )，KNM =
k(XN ;XM )，KMn = k(XM ;Xn)，KNn = k(XN ;Xn)とする．このとき以下が成り立つ．
KNMK
 1
MMKMn = KNn (4.7)
*1 ここでは (k(xj ;x))nj=1 を k(X ;x) と表記している．また Knn における添字はカーネル関数にデータ
数 nのデータセットを入力しており，行列のサイズを表すものとする．
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Proof. Xn  XM より以下が成り立つ．
KNN =

Knn K
T
n
Kn K

(4.8)
ここで，Kn = k(X;Xn)，K = k(X;X)であり，X は差集合 X = XM  Xn であ
る．このときK 1MMKMM =
24In 0
0 I
35より
K 1MMKMn =

In
0

(4.9)
が成り立つため，KTNMK 1MMKMn = KNn が示せる．
この補題を用いて命題 4は以下のように証明できる．
Proof. X12 = X1 [ X2 とし，それぞれの要素数を M , n1, n2 とする．さらに任意の
X  X12 を考え，要素数を N (N > M)とする．また両者の差集合を X = X   X12 と
する．これらの集合から得られる共分散行列を KMM , KNN , KNM , KNni 等と表記す
る．このとき (Xi;yi)により得られる GP事後分布は
p(f(X )jXi;yi) = N (miN ;SiNN )
miN = KNnii
SiNN = KNN  KNniA 1i KTNni
となる．ここで，補題 5より
p(f(X )jXi;yi) = N (mN ;SNN )
miN = KNMK
 1
MMKMnii
SiNN = KNN  KNMK 1MMKMniA 1i KTMniK 1MMKTNM
である．Ri = KMM  KMniA 1i KTMni とすると
SiNN = KNN  KNMK 1MM (KMM  Ri)K 1MMKTMni
と書ける．今，SiNN の部分行列は
SiNN =
"
SiMM S
i
M
T
SiM S
i

#
(4.10)
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となる．各項は具体的に
SiMM = R
i
SiM = KMK
 1
MMR
i
Si = K  KMK 1MM (KMM  Ri) 1K 1MMKTM
と書くことができる．以上の状況下において
p(f(X)jf(X12);Xi;yi) = N (f(X)ji;i)
i =m
i
 + S
i
MS
i 1
MM (f(X12) miM )
i = S
i
   SiMSi
 1
MMS
i
M
T
となる．ここで，miN =
24miM
mi
35 とした．このとき，i，i はそれぞれ以下のように
なる．
i =m
i
 + S
i
MS
i 1
MM (f(X12) miM )
=KMK 1MMKMnii +KMK
 1
MM (f(X12) miM )
=KMK 1MM f(X12)
i =K  KMK 1MM (KMM  Ri)K 1MMKTM
 KMK 1MMRiK 1MMKTM
=K  KMK 1MMKTM
ここで i もi もどちらもデータセット Xi に依存しないため，両者のKLダイバージェ
ンス，すなわち式 (4.1)の第２項はゼロとなる．そのため，入力データセット X12 に新規
入力 X を追加しても KLダイバージェンスが増加しないことがわかる．
4.3 ガウス過程集合の主成分分析
前節では命題 4によってガウス過程間の KLダイバージェンスが有限次元のガウス分布
間の KLダイバージェンスで評価できることを示した．本節では命題 4の応用例の一つと
して GP集合の主成分分析法を提案する．この際，ガウス分布集合の主成分分析法が必要
となるが，ガウス分布を含めた指数型分布族集合の主成分分析法がすでに提案されている
ため今回はそのまま用いた．
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4.3.1 提案アルゴリズム
今，I 個の入出力データセット f(Xi;yi)gIi=1 が与えられたとする．そして，i 番目の
データセット (Xi;yi) を GP で推定したときの事後分布を pi(f) = GP (f jmi; Si) とす
る．ここで，miと SiはGPの平均関数と共分散関数である．このようなGPのパラメー
タ集合 (mi; Si)Ii=1 が与えられたときに，これらを次元削減することが目的である．
命題 4から，XM = [Ii=1Xi とすると I 個の GP集合 fpi(f)gIi=1 から任意の二つのガ
ウス過程 pi(f)，pj(f)間の KLダイバージェンスはDKL[pi(f(XM ))jjpj(f(XM ))]と書く
ことができる．pi(f(XM ))はM 次元正規分布なのでその平均と分散を i,i とすると，
(i;i)
I
i=1 は (mi; Si)
I
i=1 と KL ダイバージェンスが等価な有限次元のパラメータ集合
となる．そこで f(mi; Si)gIi=1 を直接次元削減するのではなく，f(i;i)gIi=1 を次元削
減した結果を平均関数と共分散関数の形に戻すことを考える．
提案手法は以下の３つのステップを行うことで GP集合の次元削減を行う．
■ステップ 1 このステップでは以下の式によってデータセットから f(i;i)gIi=1 を求
める．
i = KMnii (4.11)
i = KMM  KMniA 1i KTMni (4.12)
ここで，i = (Knini + 2I) 1yi，Ai = (Knini + 2I) 1 なので，すべての入力データ
点の予測分布を求めることと等価である．
■ステップ 2 f(i;i)gIi=1を figIi=1へ変換した後に，e-PCAを用いて iを (zi;U)
で近似する*2．
■ステップ 3 近似した部分空間上の任意の点 (z;U) を (;) に変換した後に以下の
式で対応する平均関数，共分散関数を求める．
m(x) = k(x)TK 1MM (4.13)
S(x; x0) = k(x; x0)  k(x)TK 1MM (KMM  )K 1MMk(x0) (4.14)
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(a) (b)
図 4.1 (a) データセットの集合．同じ色が同じ GP に対する入力になっている．ま
た，入力はすべての GPで共通になっている．(b)タスクごとにデータセットから関数
を GP で事後分布推定した結果．黒い線が推定した平均関数を表し，灰色の領域が推
定した共分散関数を表す．
図 4.2 GP の集合を e-PCA で低次元表現したときの結果．データセットと同じ色が
同じタスクを表す．
4.3.2 数値実験
人工データを用いて 1次元入力 1次元出力の GP回帰集合を提案手法で次元削減でき
るか検証を行った．まず，ガウス過程が学習するデータセットを生成した (図 4.1(a))．
データセットの生成には入力は [ ; ]の範囲で入力データ xを生成した後に同じ入力に
対し，各タスクごとに出力を生成した．タスク iの出力 yi の生成は yi = sin(x) + i + 
のように生成した．ここで，は平均 0,分散 0.1のガウスノイズであり，i はタスク i固
有のバイアスである．各タスクごとに GPを用いて関数を推定した結果は図 4.1(b)のよ
*2 m-PCAの場合は figIi=1 へ変換した後に m-PCAを用いる．
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図 4.3 GPを e-PCAで復元した結果（左）と元の GPの事後分布（右）．
うになる．ここで期待される結果は事後分布を次元削減した時にバイアス i の違いを低
次元表現することである．
GP のカーネルには l = 1 のガウスカーネル k(x; x0) = exp  12l2 kx  x0k2	 を用い
た．推定した GP の集合を e-PCA で主成分分析を行った．e-PCA で低次元化したデー
タを復元する際，K 1MM の計算が必要になるが，KMM はほとんどの場合で実際にはラン
ク落ちする．そのため，本実験では正則化項 Iを加えてランク落ちを防いでいる．今回
は  = 0:2とした．
結果は図 4.2のようになり，タスクごとのバイアスの違いを表現できていることがわか
る．また，３つのタスクについて元の GPの推定結果と e-PCAで復元した結果を比較し
た (図 4.3)．結果から平均関数も共分散関数も元の GPを復元できていることがわかる．
4.4 まとめ
本論文ではガウス過程間の KLダイバージェンスを定義し，GP間の KLダイバージェ
ンスが有限次元の正規分布間の KLダイバージェンスで評価できることを示した．これに
より，GP事後分布間の類似性を評価できるようになるため，マルチタスク学習などへの
応用が期待される．本論文では実際にこの結果を用いて GP 集合の主成分分析法を開発
した．一方で，ガウス過程間で入力が異なる場合はすべてのタスクの入力に対する出力を
評価する必要があり，計算コストの面で実用には向かない．そのため．実際に利用するた
めにはなんらかの近似法などが必要になる．また，今回は GP間でカーネル関数が共通の
状況を仮定したが，マルチタスク学習などの実際の状況においてタスク間でカーネル関数
が全く同じになる状況は稀である．そのため，タスク間でカーネル関数が異なる場合への
拡張も必要となってくる．
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複数のグループから得られた調査データを解析するために，我々は個人レベルとグルー
プレベルの両方を解析し，さらにその関係も明らかにする必要があるため，データ全体の
イメージをつかむことは難しい．本研究の目的は自己組織化マップに基づいてマルチグ
ループデータのための可視化法を開発することである．本手法によってデータ全体のイ
メージを直感的に理解することが可能になる．
典型的な例は異なるチームに所属するスポーツ選手の心理調査である．データセットか
ら知識を発見するには，各プレイヤーの心理状態をその状態を表す要因を見つけることで
知る必要がある．また，各プレイヤーの心理状態を比較することで，各プレイヤーが他と
似ているか違うかを知ると同時に，選手を構成するチーム間も比較する必要がある．もう
1つの例は、企業内における部署内の社員に対するモラール調査から構成員の士気状態を
分析することである．他にも学校，地方自治体などの様々な状況でこのようなマルチグ
ループデータは現れる．
このようなマルチグループデータの最も単純な方法は構成メンバーの平均値を使うこと
である．この場合，グループ内の個人のデータは平均化され，その平均値がグループの特
徴ベクトルとみなされる．もし平均値が構成メンバーの特徴を十分に表現している場合，
このアプローチは有効である [7]．しかしながら，もしデータ分布が単峰でない場合，こ
のアプローチでは適切な結果が得られない．例えば，もしグループのメンバーがいくつか
の全く異なるクラスタを持つ場合，平均値は実際にはメンバーのいないそのクラスタの中
間値になってしまう．このアプローチは線形回帰や主成分分析などの他のパラメトリック
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モデルで得られたモデルのパラメータを各グループの特徴ベクトルにする場合へ拡張でき
る．このような場合でも得られたメンバー分布をうまく表現する必要がある．
マルチグループデータを解析するもう１つの方法はヒストグラムのようなノンパラメト
リックモデルを用いてグループの特徴を表現する方法である．Bag-of-Features(BOF)の
場合のように得られたヒストグラムはグループの特徴ベクトルとみなされる．これはパラ
メトリックモデルよりもより柔軟な表現が可能になる．しかし，与えられるデータが低次
元の場合は問題ないが，高次元になると次元の呪いが生じてしまうため，そのまま利用す
ることができない．このような問題を解決するために次元削減法とノンパラメトリックな
表現を組み合わせた方法が考えられる．すなわち，まず高次元のデータを低次元表現し，
その後潜在空間上のデータ分布ノンパラメトリックモデルで推定する方法である．このア
プローチは一見よさそうに見えるが（特にデータが非線形の場合は）データの解釈がしに
くくなってしまう．すなわち，この方法はメンバーの分布を潜在空間上で見ることができ
るようになるがその分布の各メンバーがどのような特徴を持つか解釈することが困難に
なる．
本章では TSOM を用いたマルチウェイの非線形次元削減法を利用する．TSOM は関
係データを解析するための非線形テンソル分解法であり，２つあるいはそれ以上の潜在空
間（マップ）を生成することでデータ間の関係を可視化できる [44]．TSOMは関係デー
タを解析するためのアルゴリズムではあるが通常の多変量データも関係データとみなす
ことで可視化することができる．この場合，TSOMはターゲットとなる対象のマップと
データの成分マップを生成する．この内，データの成分マップはデータに潜む潜在的な
因子を可視化する．すなわち，TSOMを用いることで高次元データの解釈性が向上する．
TSOMをマルチレベル解析へ利用することによりメンバー分布の表現力を損なうことな
くかつ解釈がようにな結果を得られるようになる．
さらに，メンバーとグループの間の所属関係も関係データとみなせるため，TSOMは
グループ集合を可視化する際にも利用できる．結果として，メンバーレベル解析を行う
TSOM とグループレベル解析を行う TSOM の２つの TSOM を階層的に繋げたものが
アーキテクチャ全体になる．このような階層的な TSOM を使うことにより，一貫した
シームレスな方法でマルチレベル解析が可能になる [45]．
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5.1 問題の枠組み
典型的な例として I 人のメンバーに J 個の質問項目のアンケート調査を行ったデータ
を考えよう．この時，データセットを X = (xij) 2 RIJ とする．また，同時に各メン
バーは K 個のグループのいずれかに所属するとする．このメンバーとグループの所属関
係を行列Y = (yik) 2 f0; 1gIK とする．ここで，yik = 1ならば ithメンバーは kthグ
ループに所属することを意味し，yik = 0ならば所属しないことを意味する．
提案法の目的はメンバー間の関係，グループ間の関係および質問項目間の関係を低次元
の潜在空間によって同時に可視化することである．本研究ではそれぞれの関係を可視化し
た潜在空間をメンバーマップ，質問マップ，グループマップと呼ぶことにする．すなわ
ち，われわれのタスクは３つの潜在変数の集合
n
z
(member)
i
o
,
n
z
(query)
j
o
,
n
z
(group)
k
o
を
推定することである．このタスクはさらにメンバーレベル解析とグループレベル解析の２
つのサブタスクで構成される．
メンバーレベル解析におけるタスクはデータが以下のように生成されると仮定し，観測
データが近似できるように潜在変数
n
z
(member)
i
o
,
n
z
(query)
j
o
となめらかな写像 f を推定
することである．
xij ' f(z(member)i ; z(query)j ): (5.1)
潜在変数が推定された後に，kth グループのメンバー分布は潜在空間上の確率分布
pk(z
(member))によって特徴づけられる．
グループレベル解析におけるサブタスクは kth グループのメンバー分布が以下のよう
に生成されると仮定し，そのときの潜在変数
n
z
(group)
k
o
およびなめらかな写像 q を推定
することである．
pk(z
(member)) ' q(z(member) j z(group)k ): (5.2)
5.2 アーキテクチャとアルゴリズム
5.2.1 アーキテクチャ
通常の SOMでは潜在空間 Z がグリッド状のノードによって離散化されており，各ノー
ドに対応する観測データ空間上の参照ベクトルを持つ．もし潜在空間がZ = f1; : : : ; Lg
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図 5.1 提案法のアーキテクチャ. ２つの TSOM がメンバーマップを共有することで
結合している.
によって離散化されているなら SOMは L個の参照ベクトル ff1; : : : ; fLgを持つ．2階の
TSOM(TSOM2)の場合，２つの潜在空間 Z(1), Z(2) を持ち，通常の SOMのようにそれ
ぞれは L個とM 個のノードによってそれぞれ離散化される．しかし，通常の SOMと異
なり，参照ベクトルは２つのノードの全ての組み合わせたノードごとに持つ．すなわち，
LM 個の参照ベクトル ff11; : : : ; fLMgが存在する．
マルチレベル解析のための提案アーキテクチャはメンバーレベル解析を行う TSOMと
グループレベル解析を行う TSOMの２つの TSOM2 で構成される (図 5.1)．３つの潜在
空間を Z(member);Z(query);Z(group) とし，それぞれが L;M;N 個のノード f(member)l g,
f(query)m g, f(group)n g によって離散化されているとする．メンバーレベルの TSOM に
おいてなめらかな写像 flm  f((member)l ; (query)m ) を表現できるように参照ベクトル
はすべてのノードの組み合わせ
n

(member)
l ; 
(query)
m
o
に対し割り当てられる．このと
き，参照ベクトルの集合全体は行列 F  (flm) 2 RLM になる．ここで，行ベクトル
f
(member)
l  (fl1; : : : ; flM )と列ベクトル f (query)m  (f1m; : : : ; fLm)はそれぞれ従来のメ
ンバーに対する参照ベクトルと質問に対する参照ベクトルに相当する．
同じように，グループレベル TSOMの参照ベクトルは qln  q((member)l j (group)n )と
なるようにすべての組み合わせ
n

(member)
l ; 
(group)
n
o
に対し割り当てられる．すなわ
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ち，参照ベクトルの集合全体は行列 Q = (qln) 2 RLN になる．この場合，列ベクトル
qn  (q1n; : : : ; qLn)はグループの参照ベクトルとなる．
これらの参照ベクトルの他にこのアルゴリズムは g(member)i 2 RL, g(query)j 2 RM と
pk 2 RN というベクトルも持つ．これらはそれぞれメンバーのデータベクトル，質問の
データベクトル，グループのデータベクトルの役割を持ち，アルゴリズムの中で計算さ
れる．
5.2.2 メンバーレベル TSOM
提案アルゴリズムはメンバーレベル解析をする TSOMの学習とグループレベル解析を
する TSOM の２つの手続きで構成される．すなわち，はじめにメンバーレベル TSOM
を学習した後，グループレベル TSOMを学習する．TSOMの学習アルゴリズムは広義の
EMアルゴリズムであり，潜在変数を推定する Eステップと写像を推定するMステップ
を交互に繰り返す．メンバーレベル TSOMのアルゴリズムは以下のように記述できる．
■Initialization はじめに，すべての潜在変数
n
z
(member)
i
o
,
n
z
(query)
j
o
をランダムに
初期化する．そして学習回数を t = 0とする．その後，EMアルゴリズムをMステップ
から始める．
■M Step カーネル平滑化によって写像 Fを以下のように推定する．
flm =
IX
i=1
JX
j=1
R
(member)
li R
(query)
mj xij ; (5.3)
ここで R(member)li , R
(query)
mj は以下のように与えられる．
R
(member)
li =
h(
(member)
l ; z
(member)
i )P
i0 h(
(member)
l ; z
(member)
i0 )
(5.4)
R
(query)
mj =
h((query)m ; z
(query)
j )P
j0 h(
(query)
m ; z
(query)
j0 )
: (5.5)
h(; z) = exp

k   zk2 =22(t)

は SOMの文献では近傍半径と呼ばれる平滑化カーネ
ルである．このとき，(t)はカーネルの滑らかさを決める値であり，学習回数 tが増加す
るほど徐々に小さくなるように設定する.
36 第 5章 m型マルチレベルテンソル SOM(m-MLTSOM)
Fの計算が終わった後に fg(member)i gと fg(query)j gもまた以下のように計算する．
g
(member)
im =
JX
j=1
R
(query)
mj xij (5.6)
g
(query)
jl =
IX
i=1
R
(member)
li xij : (5.7)
■E Step メンバーと質問のデータに対する Best Matching Unit(BMU) を決定する．
ithメンバーと jth質問の BMUは以下のように決定される．
l?i = argmin
l
kg(member)i   f (member)l k2 (5.8)
m?j = argmin
m
kg(query)j   f (query)m k2: (5.9)
このときそれぞれの潜在変数は z(member)i = (member)l?i , z
(query)
j = 
(query)
m?j
となる.
■ これら M ステップと E ステップを TSOM の近傍半径が十分小さくなるまで繰り
返す．
5.2.3 グループレベル TSOM
メンバーレベル TSOMの学習が終わったあとにグループレベル TSOMの学習を行う．
■初期化 学習を始める前にカーネル密度推定を用いて各グループのメンバー分布を以下
のように計算する．
plk =
1
Nk
IX
i=1
~R
(member)
li yik; (5.10)
ここで
~R
(member)
li =
h(
(member)
l ; z
(member)
i )P
l0 h(z
(member)
l0 ; z
(member)
i )
; (5.11)
であり，Nk は kthグループに所属するメンバーの数である. ここで pk は kthグループ
のメンバー分布である確率分布 pk(z(member))を表すことに注意する．その後，メンバー
分布の潜在変数 fz(group)k gをランダムに初期化する.
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■M Step Mステップにおいて，参照ベクトルQ = (qn)は以下のように更新される．
qn =
KX
k=1
R
(group)
nk pk ; (5.12)
ここで
R
(group)
nk =
h((group)n ; z
(group)
k )P
k0 h(
(group)
n ; z
(group)
k0 )
: (5.13)
である．このとき，qn は条件付き確率 qln  q((member)l j (group)n )を表現することに注
意する必要がある．これはナダラヤワトソンカーネル平滑化を用いているため，qn が
データ fpkgの混合分布として表現されるためである．すなわち，qn が常に確率分布の
公理である非負性と総和が１という要件を満たすことを意味している．
■E Step Eステップでは各グループの BMUを決定する．pk と qn は確率分布を表現
するため，誤差の評価は以下のようにユークリッド距離の代わりに相互エントロピーを用
いる．
n?k = argmax
n
LX
l=1
plk ln qln: (5.14)
潜在変数は z(group)k = 
(group)
n?k
によって推定される.
■ グループマップが収束するまで EステップとMステップを交互に繰り返す．
5.3 マップを用いた可視化法
5.3.1 可視化法
生成されたマップから知識を発見するためにマップは様々な方法で色付けされる．
SOM の最も一般的な可視化法は U-matrix である．これは,f(z) のラプラス変換を表す
[46]. U-matrixを用いることで，勾配が大きい領域がマップ状で強調され，クラスタ境界
を可視化できる．本研究では U-matrixをフルカラーで表現する．具体的にはマップ上で
赤いほどクラスタ境界であることを示す (図 5.2 (a){(c)や図 5.4を参照)．
もう１つの一般的な可視化法は component plane である．これは f(z) の値が高い領
域を強調させる可視化法である [44]．TSOM において，この可視化法はさらに Con-
ditional Component Plane (CCP) に拡張される．CCP はを通して片方のマップ上で
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特定の潜在変数を指定したときのもう片方の f の値をマップ上に表示する方法であ
る．例えばもし各メンバーの質問に対するスコア分布を見たい場合，メンバーマップ
は f(z(member); z(query))  f(z(member) j z(query)) によって z(query) が与えられたときの
z(member) の関数としてメンバーマップ上で色付けされる．すなわち，メンバーマップは
質問マップ上の特定の質問についてのメンバーマップ上の各メンバーのスコアによって色
付けされる．
もし各グループの特性を知りたい場合，質問マップは CCPのメンバーマップに関する
期待値（Expectation of CCP : ECCP）によって以下のように可視化される．
f(z(query)jz(group))  Eq(z(member)jz(group))
h
f(z(query)jz(member))
i
: (5.15)
ここで f(z(query)jz(group)) は各グループに所属するメンバーの平均スコアを意味する
z(group).
本研究では CCPと ECCPは青{白{赤の色付けで表現される．このとき，青いほどそ
の領域のスコアが低いことを意味し，赤いほどその領域のスコアが高いことを示す．例え
ば，図 5.2 (e), (f), (h), (i)や図 5.6 (c){(e)，図 5.7 (c){(e)では CCPを用いて色付けさ
れている．また，図 5.6 (b)や図 5.7 (b)では ECCPによって色付けされている．
最後の色付け方法はメンバー分布の可視化法である．q(z(member)jz(group)) は z(group)
のメンバーに関する確率分布を意味するため，z(group) のメンバー分布は q によるメン
バーマップ上の色付けによって可視化される．図 5.2 (d) (g)ではメンバー分布をモノク
ロによって表現している（黒いほどその領域の確率密度が高いことを意味する）．
5.4 実験
提案法を 3つのデータセットへ適用した．１つめは寿司の嗜好データでありベンチマー
クデータとして用いた．この実験では，ユーザーのグループは性別と年齢によって編成さ
れている．２つめデータセットは，大学リーグのサッカー選手の心理学的調査である．こ
の実験の目的は，選手チームの構成要素の観点からサッカーチームを分析することであ
る．３つめのデータセットは，企業内のモラールサーベイデータである．この目的は，構
成社員のモラール状態の面で各部署を分析することである，
5.4 実験 39
5.4.1 寿司の嗜好データ解析
寿司データ*1は 5000 人の回答者の 10 個の寿司ネタに対するランキングになっている
[47]. すなわち，10個の寿司ネタは各回答者に 1から 10のランク付けをされているデー
タである．本研究ではこれらをスカラーのスコアとみなし扱った．回答者は年齢と性別の
ペアでグループ化を行った．
図 5.2に寿司データを解析した結果を示す．図 5.2 (a){(c)はそれぞれ回答者マップ，寿
司マップ，グループマップである．これらのマップでは類似/相違するものほどマップ上
で近く/遠くに配置されている．例えば，好みが類似する回答者は (a)のマップ上で近く
に配置され，同じ回答者に好まれる寿司ネタは (b)のマップ上で近くに配置される．これ
らの結果は先行研究 [44]の結果と一致する．グループマップにおいて，大きく男性（マッ
プ上のラベル M）と女性（マップ上のラベル F）が分類されていることがわかる．さら
に，これらのグループは世代順に並べられている（10代から 50代がそれぞれ 10から 50
でラベル付けされている．）*2．グループマップ上の各グループの類似性はメンバーマップ
上のメンバー分布の類似性を示しており，回答者の好みの類似性を直接示しているわけで
はないことに注意が必要である．
図 5.2 (d){(f)は 20代女性のメンバー分布とその好みを示し，全く異なる２つのクラス
タが存在する（(d)で aと bでラベル付けされている）．片方のクラスタは卵や穴子を好
むのに対し，もう一方は好まれない．同様に，40代女性も 2つのクラスタで構成され，一
方のクラスタでイクラやウニが好まれているのに対し，もう一方では好まれない．グルー
プがこのような反対のタイプのメンバーで構成されている場合，グループの平均は意味を
持たない．
結果の妥当性を検証するために，k-meansクラスタリングによって各グループを別々に
分析した．図 5.3 は 20 代と 40 代の女性の結果を示している．k-means の参照ベクトル
は，グループ内のクラスタの好みを表す（上段）．クラスタ中心の TSOM から得られた
対応する嗜好は，k-meansと一貫した結果を示した（下段）．ここで，k-meansは高次元
データ空間内のクラスタを表すが，TSOMのクラスタは低次元潜在空間内にあるにもか
かわらず，両方の結果が一致したことに注意が必要である．
*1 http://www.kamishima.net/sushi/
*2 50Fと 50Mには 60代の女性と男性もそれぞれ含まれている．
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5.4.2 サッカーチームデータ解析
2つめのデータセットは，日本の大学リーグのサッカー選手に対する心理的アンケート
調査である [48]．調査は 16大学の 439人の選手について行われた．アンケートは、リッ
カートスケールの 112 の質問で構成され，プレーヤーが自分自身とコーチに対する評価
を尋ねている．具体的には，質問は，（1）動機づけ，（2）セルフマネジメントスキル，
（3）サッカースキル，（4）コーチ受容，（5）コーチングのパフォーマンスとメンテナンス
（PM），コーチング効果（PCE）．質問（1）-（3）は自己評価に関する質問であり（4） -
（6）は選手によるコーチの評価に関する質問である．平均と分散がそれぞれ 0と 1となる
ように，データをあらかじめ標準化した．
提案手法を適用することで，図 5.4 のようにメンバーマップ，グループマップ，質問
マップの 3つのマップが生成された．質問マップ図 5.4（c）では，6つのカテゴリが区切
られている．特に，自己評価とコーチ評価の問合せの間に明確なクラスタ境界が存在し，
その結果が妥当であることが示唆された．
既存のパラメトリックアプローチと比較するために，我々はこのデータセットを
Multilevel-Simultaneous Component Analysis（MLSCA）[49]で解析した．MLSCAで
は，構成メンバーの平均値に従って 1組のグループが分析される．結果は図 5.5の通りで
ある．図 5.4と比較して，チーム（b）と質問（c）の配置はほぼ似ており，一貫した結果を
示している． （MLSCAでは，メンバーマップ（a）は各グループ内の相対スコアに従っ
て配置されているのに対し，本手法では絶対スコアによって配置されているため，2つの
方法のメンバーマップは比較できない）．グループマップも概ね類似する位置に配置され
ている．しかし，いくつかのグループは異なる位置にある．例えば，チーム B と O は，
提案法では反対側のコーナーに位置しているが，MLSCA結果ではほぼ同じ位置にある．
図 5.6と図 5.7はチーム Bと Oの構成を示しており，どちらも 3つのクラスター（図
5.6（a），図 5.7（a））とそれらのクラスタの得点分布は全く異なる（図 5.6（c）-（e），図
5.7（c）-（e））．提案された方法は，そのような違いをはっきりと区別している．しかし，
平均得点分布はクエリマップ（図 5.6（b），図 5.7（b））でほとんど同じである．MLSCA
では，チームマップはチームの平均得点の類似性を表し，各グループ内のメンバー間の差
異は無視される．そのために，MLSCAがチームマップの類似の位置にチーム Bと Oを
配置される．
5.5 まとめ 41
5.4.3 社内のモラール調査データ
3つめの実験では，この方法を会社のモラール調査データセットに適用した．分析のタ
スクは，従業員のモラール状態の面で会社内の各部署を比較することである．この調査
は，15の部署に属する 482名の従業員を対象に行ったデータである．この調査は，5つの
カテゴリからなる 5つの等級のリッカートスケールの 16の質問からなる．（1）上司との
関係，（2）人材育成，（3）仕事内容と業務効率，（4）会社の経営方針，（5）安全管理，（6）
有給休暇．
提案手法の結果は図 5.8 に，MLSCA の結果は図 5.9 に表示される．部署 B，F，I に
所属するメンバーの平均得点は互いに類似しており，MLSCA の結果では同じ場所にプ
ロットされる．しかし，図 5.10に示されているように，各部門のメンバーの分布は異な
る．提案法はその差をうまく表している．
5.5 まとめ
本稿では，階層型 TSOMネットワークを用いたマルチレベルマルチグループ分析のた
めの可視化手法を提案した．提案手法は多方向非線形次元削減による柔軟なモデリングを
提供する．また，平均化による情報損失を回避しながら，分析の容易さと高度な解釈能力
を保証する．対話型 GUIを用いることでこの方法は，マルチグループデータセットの全
体像を直感的に把握することができるより有用なツールになる．
本稿では 2つの TSOMで構成されているにも関わらず，TSOM em networkと呼んで
いる．実際，この方法をより複雑なケースに拡張するのは簡単で，TSOMのネットワー
クになる．例えば，オンラインショップのユーザーアイテムレーティングデータの場合，
ユーザーグループとアイテムグループの両方が存在する可能性がある．この場合，3つの
TSOMで構成されるネットワークが必要になる．もう 1つの例は，電子メールを送信者
と受信者がグループ化し，部門と所在地に基づいてグループ化した会社の電子メール分析
である．我々の方法は，非常に複雑な場合であっても容易に適応できる．したがって，こ
のアプローチは，マルチレベル分析のための強力かつ一般的なツールを提示する．
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
図 5.2 寿司の嗜好データの解析結果. (a) 回答者マップ (b) 寿司マップ (c) グルー
プマップ. 10F は 10 代女性を意味し，40M は 40 代男性を意味する. (a){(c) は
U-matrix で色付けされている．(d) メンバーマップ上の 20 代女性のメンバー分布．
２つのクラスタ a，b にラベル付けされている. (e) (f) クラスタ a，b の 20 代女性の
寿司の好み．赤/青の領域はその寿司ネタの好き/嫌いを表す．(g) メンバーマップ上の
40代女性のメンバー分布． ２つのクラスタ c，dがラベル付けされている．(h) (i) ク
ラスタ c，dの 40代女性の寿司の好み．
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(a) (b)
図 5.3 寿司データの部分集合から k-meansの参照ベクトルを推定した結果. 最初の 2
つのコンポーネントの値を示す (上段). 対応する TSOM の結果も示される．(下段).
(a) 20 代女性の結果．図 5.2d のクラスタ a, b に対応する結果になっている. (b) 40
代女性の結果．図 5.2gのクラスタ c, dに対応する結果になっている．
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(a) (b) (c)
図 5.4 提案アルゴリズムによって生成されたサッカー選手とチームのマップ．(a) メ
ンバ （ープレーヤー）マップ．シンボルは所属チームを表します．（b）グループ（チーム）
マップ．（c）質問マップ．(4: Percieved Coaching Eectiveness, : Performance
and Maintenance, : Coaching Acceptance, 5: Self-Management, : Football
Skill, F: Motivation). これらのマップは，U-matrixによって色付けされている．
(a) (b) (c)
図 5.5 MLSCA によるチーム分析の結果（a）メンバーマップ．シンボルは所属チー
ムを表す．（b）グループ（チーム）マップ．（c）質問マップ．記号は図 5.4 と同じで
ある．
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(a) (b)
(c) (d) (e)
図 5.6 図 5.4b のチーム B の選手分布．(a) メンバーマップのチーム B の選手分布．
(b) クエリマップ内のメンバーの平均得点． (c){(e) 質問マップのクラスター a、b、c
のスコア．
(a) (b)
(c) (d) (e)
図 5.7 図 5.4b のチーム O の選手分布． ((a) メンバーマップのチーム O の選手分
布． (b) クエリマップ内のメンバーの平均得点． (c){(e) 質問マップのクラスター a、
b、cのスコア．
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(a) (b) (c)
図 5.8 モラール調査データセットから得られた会社の従業員および部門のマップ．
（a）メンバー（従業員）マップ．（b）グループ（部門）マップ．（c）質問マップ．（赤：
経営方針、緑：業務内容と業務の効率性，青：上司との関係，紫：安全管理，茶色：有
給休暇）これらのマップは，U-matrixによって色付けされている．
図 5.9 MLSCAを用いた部署解析の結果．(a) メンバ （ー従業員）マップ．(b) グルー
プ（部署）マップ．(c) 質問マップ．
(a) (b) (c)
図 5.10 3つの部署の社員分布． (a) 部署 B, (b) 部署 F, (c) 部署 I.
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本研究の目的は，コミュニティ，学校のクラス，スポーツチームなど複数のグループと
そのメンバーを同時に分析する方法を開発することである．統計学ではそのような分析
は，マルチレベル - マルチグループ（ML-MG）分析に分類される．この研究では，対応
するメンバーを推定することによってグループを分析することに焦点を当てる．すなわ
ち，類似の役割または異なるグループの類似の位置を有するメンバーを発見する．
課題をより明確にするために，異なる年齢のクラスから子供の活動データを取得する場
合を考えてみよう．クラスの中には活発な子供もいれば，落ち着いている子供もいる．こ
のようにそれぞれのクラスは様々なタイプの子供で構成され，構成する子どものバリエー
ションによってクラスが特徴付けられる．年長の子どもたちは若い子供たちよりも積極的
に活動する可能性が高いので，グループや環境に応じてバイアスを除去する必要がある．
このような状況で，我々は（1）グループバイアスを取り除いた後の各子供の性格，（2）各
クラスの子どもの種類の分布，（3） 各クラスの子供の特性のタイプが知りたい．
上記の作業を達成するために，グループ内のメンバーに関する役割または位置情報は有
用な手掛かりである．たとえば，2つの野球チームを比較し，プレイヤーのポジションが
すべてわかっている場合は，2人のプレイヤーをそれぞれのポジションで比較して，2つ
のチームの類似性を簡単に測定できる．しかし，本研究で扱うタスクにおいてそのような
情報はほとんど与えられない．したがって，異なるグループ間のメンバーの対応を決定す
る必要がでてくる．この作業は，データの次元が大きくなると難しくなる．例えば，数十
の質問項目からなる心理的調査データの場合，「対応するメンバー」の意味は自明ではな
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い．さらに，高次元のデータはまたデータの画像全体を把握することを困難にする．した
がって，各グループの低次元空間にデータを投影し，それらの間の対応関係を発見する必
要がある．
本研究では提案手法は複数の自己組織化マップ（SOM）の組み合わせを用いてマルチ
グループデータを表現する．つまり，I 個のマルチグループのデータセットが与えられる
と，I 個のメンバーマップ，1つのグループマップ，および 1つの調査項目マップが構成
される．メンバーマップは各グループ内のメンバー間の類似点を可視化し，グループマッ
プはグループの特性間の類似点を可視化する．同様に調査項目マップは，項目間の関係を
表す．さらに，提案された方法は，グループ間のメンバーの対応を決定することによって
メンバーマップとの互換性を提供する．したがって，異なるグループに属するメンバーで
あっても，各グループで類似の役割を持つ場合，メンバーマップ上の同じ位置に配置され
る．したがって，I 個のメンバーマップは，メンバーマップが 1つしかないかのように扱
うことができる．
6.1 理論的な枠組み
6.1.1 問題の定式化
それぞれ Ji 構成メンバーからなる I グループがあり，J 人の人数（J =
P
i Ji）を J と
する．さらに，K 調査項目を使って J 人からデータを収集するとする．これは xjik 2 X
で表される．すべての調査項目は，同一の観測空間 X（例えば，RD）に属するか，また
はそれらが同じ空間に属するように事前に正規化されていると仮定する．典型的なケース
は，K 個の質問項目を使用したリッカートスケールのアンケート調査で，xjik はスカラー
になる．次に，i番目のグループから得られたデータは，テンソルXi =（xjik）RJiKD．
本研究では，fxjikgが低次元多様体Mi に分布していると仮定する．多様体Mi は ith
グループ，つまりグループのメンバ変数を表す．グループ多様体Mi は，次のように積多
様体で表される．
xjik ' gi(z(m)ji ; z
(i)
k ) + xik: (6.1)
z
(m)
ji
と z(i)k はそれぞれ固有の特徴を表す jith メンバーと kth 調査項目の潜在変数であ
る．これらの潜在変数は，グループ多様体Mi の座標系を決める．xik は ithグループの
バイアスであり，平均値で与えられる．さらに，グループ多様体 fMig は，ある多様体
から別の多様体への連続的なモーフィングによってモデル化できると仮定する．したがっ
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て，データ構造全体は，ファイバー束 F となり，~xjik , xjik   xik 2 F と
~xjik ' f(z(g)i ; z(m)ji ; z
(i)
k ) (6.2)
各グループ多様体Mi はファイバー（図??）とみなされる．z(g)i は，ファイバー束内の
Mi の位置を示す ith グループの潜在変数である．この枠組みでは，潜在変数 fz(g)i g,
fz(m)ji g，fz
(i)
k gとなめらかな写像 f を推定することがタスクである．
6.1.2 多様体アライメント
潜在変数 z(m)ji は、Mi の jithメンバーの座標を表す．これは，ithグループ内の固有
の役割（または位置）を表す．つまり，同じ潜在変数を持つ 2 つのメンバーは異なるグ
ループに属していても同じ役割を果たすことが期待される．ただし，多様体Mi の座標は
多様体ごとに任意に取ることができるので，グループ間の対応を一意に決定することは不
可能である．したがって，メンバー間の対応を決定するための追加の仮定が必要である．
固定 z(m) で z(g) を変更することで，所属グループが変わると同じ役割を持つ人々の特
性がどのように変化するかを追うことができる．z(m) に対する f(z(g); z(m); z(i))の軌道
は，ファイバー束 F のセクションとみなされる．セクションは同じ役割を表すことが期
待されるため，f の変更量は最小であることが望まれる．したがって，多様体 fMigは，
セクションの合計長さが最小になるように調整できる．これはこの多様体のメンバーの対
応の定義である．多様体の位置合わせは，f を可能な限り滑らかにすることによって達成
される．
6.2 アーキテクチャとアルゴリズム
6.2.1 アーキテクチャ
上で説明したように，本研究で潜在変数と非線形関数 f を推定することが課題である．
したがって，この方法のアーキテクチャは複数の SOM（図??）で構成される．
この方法では，メンバー，調査項目，およびグループを，潜在空間に対応する低次元
（通常は 2次元）の地形図として可視化する．通常の SOMと同様に，これらの潜在空間
は有限個のグリッドノード（ニューロン）に離散化される．しかしながら，通常の SOM
と異なり，各基準ベクトルは 3つのノードの組み合わせに割り当てられる．したがって，
写像 f は，4次テンソルW = (wlmn) 2 RLMND で表され，ここで，l, m, nはそれ
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ぞれグループ，メンバー，調査項目のノードを示す．
したがって，写像 f は，4次テンソルW = (wlmn) 2 RLMND で表される．ここ
で，l, m, nはそれぞれグループ，メンバー，調査項目のノードを示す．Wは 3モードの
lthスライスWl からなるサブテンソル (wlmn)M;Nm=1;n=1 である．
ファイバー束 F を推定するには，各グループのマッピング gi を見積もることで，グ
ループ多様体Mi の輪郭線を描く必要がある．この非線形写像は各グループのテンソル
Vi = (vimn) 2 RMND で表される．
以下のアルゴリズムでは，V のエントリを i と m とする行列 V(m)im とし，i と n の
部分行列は V(i)in で表される．さらに，W と V に加えて，アルゴリズムでは fU(m)iji gと
fU(i)ik gも必要である．これらの行列は勝利ノードを決定するために使用される．
6.2.2 アルゴリズム
前述の枠組みを考慮して、我々のタスクは以下のサブタスクで構成されている．（1）
メンバ fz(m)g の潜在変数を推定する，（2）アンケート項目の潜在変数 fz(i)g を推定
する．（4）gi(z(m); z(i)) を推定することでグループ多様体 Mi をモデル化する．（5）
f(z(g); z(m); z(i))を推定することによって，ファイバー束 F をモデル化し，（6）滑らかな
ファイバー束から多様体 fMigをアライメントする．
アルゴリズムを要約すると以下のようになる．
(1) 潜在変数 z(m) の推定
m?iji = argmin
m
kU(m)iji  V
(m)
im k2 (6.3)
z
(m)
ji
= z
(m)
m?iji
: (6.4)
(2) 潜在変数 z(i) の推定
n?k = argmin
n
IX
i=1
kU(i)ik  V(i)ink2 (6.5)
z
(i)
k = z
(i)
n?k
: (6.6)
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(3) グループ多様体Mi の推定
vimn =
JiX
j=1
KX
k=1
R
(m)
mj R
(i)
nkxijk (6.7)
u
(m)
ijin
=
KX
k=1
R
(i)
nkxijk (6.8)
u
(i)
imk =
JiX
j=1
R
(m)
mj xijk; (6.9)
ここで
R
(m)
mj =
h(z
(m)
m ; z
(m)
ji
)P
j0 h(z
(m)
m ; z
(m)
j0 )
(6.10)
R
(i)
nk =
h(z
(i)
n ; z
(i)
k )P
k0 h(z
(i)
n ; z
(i)
k0 )
: (6.11)
h(z; z0)は SOMの平滑化カーネル（近傍関数）.
(4) 潜在変数 z(g) の推定
l?i = argmin
l
kWl  Vik2 (6.12)
z
(g)
i = z
(g)
l?i
: (6.13)
(5) ファイバー束 F の推定
wlmn =
IX
i=1
R
(g)
li vimn; (6.14)
ここで
R
(g)
li =
h(z
(g)
l ; z
(g)
i )P
i0 h(z
(g)
l ; z
(g)
i0 )
: (6.15)
(6) グループ多様体のアライメント
Vi :=Wl?i : (6.16)
これら 6つのステップを収束するまで交互に推定する．
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6.3 実験
6.3.1 データセットと前処理
提案手法を日本の大学チームのサッカー選手の心理的アンケート調査に適用した．こ
の調査データは，16大学の 439人のプレーヤーから収集されたものであり，自己評価と
コーチアセスメントに基づくリッカートスケールの質問 112項目で構成されている [48]．
質問は，（1）モチベーション，（2）セルフマネジメントスキル，（3）サッカースキル，（4）
コーチ需要，（5）コーチングのパフォーマンスとメンテナンス（PM），（6）コーチングの
有効性（PCE）．質問（1）-（3）は自己に関する評価，（4）-（6）は選手によるコーチの
評価である．
前処理として平均と分散がそれぞれ 0 と 1 となるようにデータをあらかじめ正規化し
た．次に，平均スコアを各チームについて計算し，データから差し引いてグループバイア
スを除去した．
6.3.2 グループ，メンバー，質問項目のマップ
図 6.1 に生成されたマップを示す．これらのマップは U-matrix を使用して色付けさ
れ，クラスタ境界は赤色の領域（例えば，図 6.1（c））によって示される．
チームマップ（図 6.1（a））は，チーム間の類似点を構成要素の変動の観点から可視化
する．このマップはメンバーがチーム平均の周りでどのくらい類似しているか，または異
なって分布しているかを表す．これはチーム平均を考慮しているだけで，平均値の周りの
分布は考慮していない PCA [7]とMLSCA [50]とは対照的である．
プレーヤーマップ（図 6.1（b））は，プレイヤーがどれくらい似ているか違うかを表す．
より正確にはこのマップは 16 チームから編成された 16 個の選手マップを重ねたマップ
である．これらの 16のマップは，メンバーの対応を発見することによってアライメント
されている．結果の詳細については本書の後半で検討する．
最後に、図 6.1（c）は調査質問間の関係を表す質問マップである．このマップは大まか
に 2つの領域に分かれている．具体的には，自己評価の質問は左側にあり，コーチ評価の
質問は右側にある．さらに，6つのカテゴリの領域もマップ内で分類されている．この結
果は，この方法が期待通りに機能したことを示唆している．
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(a) Team map
(b) Player map
(c) Question map
図 6.1 サッカーチームのデータセットのマルチレベル解析の結果．これらのマップ
は，クラスタ境界を赤で示す Umatrix を使用して色付けされている．（a）グループ
（チーム）マップ．（b）メンバー（プレーヤー）マップ．（c）項目（クエリ）マップ
（4：Percieved Coaching Eectiveness，：Performance and Maintenance，：
Coaching Acceptance，5：self-management, ： football skillF：モチベーショ
ン）; 赤い記号は自己評価の質問を表し，青の記号はコーチ評価の質問を表す．
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(a) Superimposed player maps
(b) Player maps in the team map
図 6.2 （a）選手の特徴に応じてプレイヤーマップが色付けされる．得点はすべての
チームで平均されている．（b）チームマップ内のプレーヤーマップ（小領域）．各プレ
イヤーマップは，チームマップ内で徐々に変化するプレーヤーの多様性を表す．
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6.3.3 マップの解析
得られたマップを調べるために，プレーヤータイプを図 6.2（a）のように可視化した．
この図では各ノードの色は全チームの自己評価とコーチ評価の平均得点を表している．右
上の選手は自己評価とコーチ評価の両方で高い得点を示したが，左下の選手の得点はどち
らも低かった．この図はすべてのチームの平均得点を示しており，各チームの得点分布は
異なります．
図 6.2（b）は，チームマップに描かれたすべてのプレーヤーマップを示す．この図は，
さまざまなチームでのプレーヤーの多様性の変化を示している．具体的には各チームには
さまざまなプレーヤーがあるが，チームは共通の構造を持っていることを示している．ま
た，この図はチームによって同じ役割を持つ選手の特性がどのように変化するかも示して
いる．ここで，チーム間のプレーヤーの差異の違いは，チームの平均得点によるものでは
ないことに再度注意する必要がある．
6.4 まとめ
本稿では非線形テンソルモデリングに基づく ML-MG解析法を提案した．この方法は
多様体のアライメントによってグループ間のメンバーの対応関係を発見する．本研究で
は，グループ間の比較としてメンバーの対応情報を使用した．しかし，対応情報自体も実
用上有用な情報となりうる．例えば，メンバーの対応はコミュニティの主要人物を発見す
るための有用な手掛かりになるであろう．また，教師情報として与えられていない役割の
決定への応用は，興味深い研究領域になると考えている．
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調査データの潜在視点解析
コンピュータビジョンの分野において 3次元復元法の技術が発展している．3次元復元
法とは複数の静止画から撮影対象の３次元形状とそれぞれのカメラの視点を再構成する手
法であり，拡張現実や画像/動画処理，リモートセンシングなどの様々な分野に応用され
ている [51]．例えば，同じ建物を複数のアングルで撮影したカメラ画像を元に建物の 3D
モデルや [52]，街の 3Dモデルを再構成したり [53]，ロボットアームに取り付けられたカ
メラの視点を同定するなど様々な技術を可能としてきた [54]．
本研究の目的は 3次元復元法をデータマイニングに取り入れた可視化アルゴリズムの開
発である．より具体的には，複数の調査データが与えられたときに 1つの調査データを 2
次元の静止画とみなし，調査対象の 3次元の構造とそれぞれの調査の視点を可視化する．
提案手法が扱う典型的な状況が様々な心理調査法の解析である．今，様々な心理尺度で複
数の被験者を評価したデータがあるとしよう．このとき，LVA を用いれば心理尺度に依
存しない被験者の心理を可視化するだけでなくそれぞれの心理尺度が被験者の特徴を評価
する視点も可視化することができる．そのため，類似する心理尺度の発見や新規の心理尺
度の評価が容易になる．
他にも提案手法によって様々な調査方法や評価方法の分析が可能になる．例えば，様々
な模擬試験のデータを提案手法で可視化することによって，それぞれの模擬試験が評価す
る学生の能力を分析したり，評価が類似する模擬試験が発見できる．また，世界各国に対
する様々な統計データを提案手法で可視化すると，経済，政治，エネルギー，環境などの
様々な分野の統計調査間の比較も可能となる．提案手法はデータに潜在する調査方法の視
点を推定する手法であるため，本研究では潜在視点解析法 (Latent Viewpoint Analysis :
LVA)と呼ぶ．
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図 7.1 潜在視点推定法の問題の枠組み．
本稿の構成は以下の通りである．第 2節で LVAが扱う問題の枠組みを定式化する．第
3節で今回 3次元復元法として用いる因子分解法について述べたあと，第 4節で具体的な
LVAのアルゴリズムについて説明する．最後に，LVAを人工データと実データの両方を
用いて LVAの有効性を示す．
7.1 問題の枠組み
本研究の問題の枠組みを図 7.1 に示す．今，調査対象の集合 
 = f!1; !2; : : : ; !Ng
を I 種類の方法で観測したとしよう．ここで，i-th 調査方法で !n を観測した結果を
x
(i)
n 2 RDi とする．また，x(i)n 2 RDi のデザイン行列をXi 2 RNDi とする．
われわれの目的は fX1;X2; : : : ;XIgから調査に依存しない 
の特徴を可視化すると同
時にそれぞれの調査方法がその特徴を評価する視点を可視化することである．すなわち，
調査対象の潜在変数 fzngと各調査方法の視点 fvigを推定することが目的である．この
とき，特徴が類似する観測対象同士は zn も近くに配置されていることが期待され，類似
する観測方法同士は vi も類似することが期待される．
本研究では Xi は 2 次元空間上の点 Yi = (yin) 2 RN2 へ次元を削減しても十分近
似できると仮定し，fYig から調査対象の潜在変数 fzng と調査方法の視点 fvig を復元
する．今，Yi は以下のように fzng が Pi によって射影されることで生成されると仮定
する．
Yi = PiZ (7.1)
ここで，Z , (z1; z2; : : : ; zN )T であり，zは標準ガウス分布に従うとする．また，Pi は
視点 vi の位置から原点方向への正射影とする．このとき，この射影を Pi とすると，Pi
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は以下のように記述できる．
Pi =

1 0 0
0 1 0

Ri (7.2)
ここで，Ri 2 R33 は 3 次元の回転行列である．これは，Pi が３次元空間上の角度に
よって決まることを意味する．そのため，vi が 3 次元単位球面 V 上に分布すると仮定
すると vi は Ri と一対一で対応が取れる．すなわち，Ri を推定することで vi を推定で
きる．
したがって LVA が解くべきタスクは fXigIi=1 が与えられたときに，fXigIi=1 を
fYigIi=1 に次元削減すると同時に fYigIi=1 から調査対象の 3次元構造
vZ および，各観測方法ごとの回転行列 fRigIi=1 を復元することである．
7.2 3次元復元法
本研究では 3 次元復元法として因子分解法を用いる [55]．映像などのカメラの運動に
よって画像が連続的に変化する状況では画像間の特徴点の対応関係がわかることが多い．
因子分解法はそのようなあらかじめ画像間の特徴点の対応関係がわかっているときに各特
徴点の 3次元座標と各カメラによる射影を推定することを目的とする．
今，i-th画像の N 個の対応点をXi = (xin) 2 RN2 とする．このとき，xin と特徴点
の 3次元座標 zn の関係は以下の式で記述できる．
xin = Pizn (7.3)
Pi 2 R23 は 3次元ベクトルを 2次元ベクトルへ射影する線形写像である．ここで，Pi
は弱透視投影などのより一般化した射影を用いることもできるが，ここでは古典的な因子
分解法で用いられる正射影を仮定する [55, 56]．正射影であるため，因子分解法でも Pi
は式 (7.2)が成り立つ．このとき，特に PiPTi = Iが成り立つ．また，各画像の特徴点の
重心を xi，3次元の特徴点の重心を zとすると以下の関係が成り立つ．
xi =
1
N
NX
n=1
xin =
NX
n=1
Pizn = Piz (7.4)
因子分解法では fxingは xi = 0となるようにあらかじめ規格化されているものとする．
このような状況において，PiPTi = Iの制約のもと以下の目的関数 F を最小にする射影
Pi と 3次元座標 fzngを推定することが因子分解法の目的である．
F =
IX
i=1
kXi  PiZk2F (7.5)
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ここで，Z , (z1; z2; : : : ; zN )T とした．また，k・k2F はフロベニウスノルムである．因
子分解法では Zは構造行列と呼ばれる．
因子分解法のアルゴリズムは 2つのステップで構成される．
Step 1
各画像の特徴点 fXigを X , (X1;X2; : : : ;XI)とまとめる．同様に，射影 fPigもま
とめて P , (PT1 ;PT2 ; : : : ;PTI )T とする．P は因子分解法では運動行列と呼ばれる．こ
のステップでは特異値分解によって，以下のようにXを低ランク近似する．
X  UVT (7.6)
ここで，U 2 RN3， 2 R33，U 2 RDi3 である．そして，U，，Uを用いて以下
のように運動行列 P^，構造行列 Z^を作る．
P^ = U (7.7)
Z^ = VT (7.8)
Step 2
Step1 で求めた P^，Z^ は式 (7.5) を最小にするが，PiPTi = I の制約を満たさな
い．そこで，X  PZ と近似したとき任意の正則行列 Q 2 R33 に関する等価な解
PZ = P^QQ 1Z^の中で PiPTi = Iを満たす Qを求める．ここで，PiPTi = Iを満たす
運動行列は Pi と  Pi の 2種類あるが，今回の枠組みではこの 2つを判別することはで
きない．Qの求め方はいくつかあるが，本研究では PiPTi = Iの線形方程式を解く方法
を採用した [57]．
最後に Pi から i-th カメラの回転行列 Ri を求める方法について説明する．正射影
の場合 vi は射影する角度を表すため，回転行列 Ri が分かれば求めることができる．
Pi = (pi1;pi2)
T とするとRi は以下のように復元することができる．
Ri = (pi1;pi2;pi1  pi2) (7.9)
ここで，pi1  pi2 は pi1 と pi2 の外積である．
7.3 潜在視点推定法
LVAのアルゴリズムは以下の 2つのステップで構成される．
Step 1
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このステップでは fXigをそれぞれ 2次元空間に次元削減し fYigを推定する．本研究
では p(z) = N (zj0; I)の事前分布を取り入れるために DPPCAを用いた [38]．DPPCA
では x(i)n = Wyin + "(i)n に従って x(i)n が生成されると仮定する．すなわち，yin が線形
写像Win によって観測空間へ写像され，ノイズ "(i)n が加わり x(i)n が生成されると仮定す
る．このときXi に対する DPPCAの目的関数 Li は以下のようになる．
Li =  DiN
2
log 2   Di
2
log detKi   1
2
Tr(K 1i Si)
  1
2
NX
n=1
yTinyin
(7.10)
ここでKi , YiYTi +  1i I，Si , XiXTi である．DPPCAのアルゴリズムは Lを最大
にするように共役勾配法を使って収束するまでYi， 1i ，Ki を交互に更新する．
Step 2
このステップでは推定した fYigを 2次元画像の特徴点とみなし，因子分解法を用いて
各データセットの回転行列 Ri と構造行列 Z を復元する．具体的なアルゴリズムは 3 節
で述べた因子分解法をそのまま用いる．
以上が LVAのアルゴリズムである．
7.4 実験
本節では人工データと実データに対し LVAを適用し，有効性を示す．
7.4.1 人工データを用いた検証
本実験ではモデルに従って生成したデータを LVAに与えたときに元の fzng，fvigを
推定できるかどうか検証した．まず初めに，図 7.2のように 3次元の立方格子上に N 個
のデータ fzngと単位球面上に等間隔に I 個の視点 fvigを生成した．次に，それぞれの
視点 vi の方向から 2次元平面へ正射影し，さらに任意の正則な線形変換を用いて図 7.3
のようなデータを生成した．本実験では図 7.3を LVAに与えたときに図 7.2を推定でき
るかどうか検証する．結果は図 7.4のようになり，期待通りの結果が得られた．
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図 7.2 人工データの生成に用いたデータ．立方格子上に並んだ小さい点が調査対象の
潜在変数を表し，球面上に並んだ太い点が調査方法の視点を表す．
図 7.3 観測データ．それぞれの小領域の正方形が 1つのデータセットを表し，データ
セット間で同じ色の点が同じ観測対象を意味する．
7.4.2 LVAによる心理調査解析
提案手法の有効性を検証するためにサッカー選手を対象とする様々な心理調査法の解
析へ LVA を応用した．用いたデータは日本の大学サッカーリーグに所属する 439 人の
サッカー選手に対し，17種類の心理調査をしたデータである．各心理調査は自己評価に
関する調査とコーチの評価に関する調査に大別される．また，自己評価に関する調査は以
下のように 3 つに分類される．(1) 意欲．(2) セルフマネジメントスキル．(3) サッカー
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図 7.4 人工データを LVA で学習した結果．立方格子上に並んだ小さい点が調査対象
の潜在変数を表し，球面上に並んだ太い点が調査方法の視点を表す．
スキル．同様に，コーチ評価に関する調査も以下の 3 つに分類される．(1) コーチ受容．
(2) リーダーシップ行動 (Paformance and Maintenance : PM)．(3) コーチングの効果
(Perceived Coaching Eectiveness : PCE)．この内，意欲に関する調査は 1種類，セル
フマネジメントスキルに関する調査は 8 種類，サッカースキルに関する調査は 1 種類，
コーチ受容は 1種類，PMは 2種類，PCEは 4種類ある．また，前処理として質問ごと
に平均 0，分散 1となるように規格化した．
LVAで可視化した結果を図 7.5，図 7.6に示す．可視化結果は 3次元上に分布するサッ
カー選手を様々な角度から 2次元的に見ることでそれぞれの心理調査の観点でのサッカー
選手の関係を理解することができる．例えば，図 7.5と図 7.6では異なるサッカー選手の
関係をみることができる．図 7.5から自己評価に関する調査とコーチ評価に関する調査は
それぞれ球面上を 1元的に変化していることがわかる．これは各調査がサッカー選手の特
徴を 2 次元的に見たときに自己評価に関する調査同士は常に 1 次元は同じ特徴を見てい
るということが言える．コーチ評価も同様である．
また，サッカー選手の潜在変数はおおよそ２次元上に分布しており，自己評価同士で共
通している軸とコーチ評価同士で共通している軸の２つの軸が張る空間と一致する．すな
わち，サッカー選手は自己評価が高いかどうかとコーチの評価が高いかどうかによって特
徴づけられることがわかる．
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図 7.5 LVA を用いてサッカー選手を対象とする心理調査の視点を可視化した結果．
球面上のグレーの点，黒い点がそれぞれ自己評価に関する心理調査の視点，コーチ評価
に関する心理調査の視点を表す．また球面内の点がそれぞれのサッカー選手の潜在変
数を表す．
7.5 まとめ
本研究ではコンピュータビジョンの分野で発展している 3 次元復元法を用いてデータ
マイニングのための可視化手法を提案した．提案手法によって複数の調査データから調査
方法に依存しない調査対象の特徴と各調査方法の視点が可視化できた．特に，提案手法を
サッカーの心理調査解析に応用した結果，自己評価に関する調査とコーチ評価に関する調
査で大きく別れることが読み取ることができた．今後の展望としてモデルをより一般化す
るために潜在空間を任意の次元に拡張することが考えられる．
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図 7.6 別の視点から見たときのサッカー選手の関係．
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第 8章
討論と総括
8.1 討論
8.1.1 GPLVM集合の階層モデリング
4章ではガウス過程集合の情報幾何的主成分分析を提案した．ガウス過程は確率変数が
無限次元の確率分布であるため，確率過程間の距離が有限時間で評価できるかが非自明で
あった．そのため，本研究では確率過程間の距離が有限時間で評価できることを示すこと
で，理論的に厳密な取り扱い方法で階層モデリングを実現することができた．今回の範囲
では下位モデルが連続潜在変数モデルの状況での厳密な階層モデリング法は行わなかった
が，ガウス過程を連続潜在変数モデルへ応用した GPLVMがすでに提案されているため，
今回証明した結果を用いることで GPLVM集合の情報幾何的主成分分析へも取り組むこ
とができるようになったといえる．
8.1.2 e-MLTSOMと m-MLTSOMの情報幾何的解釈
e-MLTSOMと m-MLTSOMはどちらもマルチグループデータをマルチレベル解析す
るアルゴリズムである．特に，下位のモデルとしてどちらも Tensor SOMを用いている．
これにより，解析結果の可読性がどちらも高くなっている．一方で，2つのアルゴリズム
は異なる部分も多い．最も異なる点は m-MLTSOMはマルチグループデータをひとまと
めにして Tensor SOMでモデリングした後に上位の SOMでグループ間の比較を行うの
に対し，e-MLTSOMはグループごとに個別にモデリングした後に上位の SOMがモデル
集合をさらにモデル化する．確率の観点で見ると e-MTLSOM において上位が学習する
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モデルは
p(x; z(m); z(i) j z(g)) = N

x
 f(z(g); z(m); z(i)); 2 p(z(m))p(z(i)); (8.1)
となる．すなわち，写像の違いをモデルの違いとみなしている．一方，m-MLTSOMは上
位が学習するモデルは
p(x; z(m); z(i) j z(g)) = N

x
 f(z(m); z(i)); 2 p(z(m)jz(g))p(z(i)): (8.2)
となる．これは潜在変数分布の違いをモデルの違いとみなしていることに相当する．情報
幾何の観点で見れば e-MLTSOM は写像のパラメータの違いを e-座標系で評価している
のに対し，m-MLTSOMは潜在変数分布の違いをm-座標系で評価しているといえる．m-
座標系と e-座標系はどちらかが優れていると言うものではないため，2つの提案手法もど
ちらかが優れているのではなく，状況に応じた使い分けが必要だと考えられる，
8.1.3 e-MLTSOMと m-MLTSOMの実応用上の使い分け
今回，e-MLTSOMと m-MLTSOMの 2種類の階層モデリング法を提案した．実用上
の観点でみたとき，2つの手法はどちらが優れているというものではなく，マルチグルー
プデータをマルチレベル解析する際にどのような解析をしたいのかによって使い分ける必
要がある．具体的には m-MLTSOMはグループごとにメンバー分布を可視化することが
できるため，グループごとの傾向を知りたい場合に適している．一方，e-MLTSOMはグ
ループ間でのメンバーの対応関係を発見することができる．そのため，スポーツチームや
企業内のプロジェクトチームなどを解析する際にそのチーム内でリーダーシップを発揮す
る人といったチーム内の役割を推定する場合に利用できると期待される．
8.2 総括
本研究ではモデルの集合をモデル化する階層モデルの計算理論構築を行った．特に，モ
デル化する対象の種類に対してなるべく普遍な計算理論を構築するために確率モデル集合
の階層モデリングの計算理論を構築した．確率モデル集合の階層モデリングにおいて以下
の３つが問題となった．(1)確率モデル空間が線形空間にならず，内分点や距離の概念が
自明でない．(2)回帰モデルを扱うときは無限次元の確率変数を考える必要があり，距離
の有界性，計算有限性が保証されない．(3)教師なりモデルの場合は不完全情報となりモ
デル間の対応がとれない．これに対し，本研究では情報幾何を用いてモデル間の内分点・
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距離を定義した．また，回帰モデルの場合はガウス過程を考え，ガウス過程間の KLダイ
バージェンスを定義することで距離の有界性と計算有限性を示し，情報幾何的主成分分析
を用いた実装例を示した．さらに，教師なしモデルの場合は情報幾何における２つの平坦
な表現を用いた階層モデリングを実現した．特に，e-平坦の場合には高階 SOMを用いた
ファイバーバンドル推定によってモデル間の対応関係を推定することでモデル集合のモデ
リングを実現した．最後にグラスマン多様体を用いた階層モデリングの理論化も試みた．
本研究が明らかにしたものは確率モデル集合の階層モデリング全体で見ると一部である
が，これらはまだ明らかにしていない部分を実現する際の布石となるとかんがえられる．
第４章で述べた内容は無限次元の確率変数を扱う上で必ず必要となるため，無限次元の確
率変数を持つ潜在変数モデル集合の階層モデリングを実現する上でなくてはならないもの
である．また，第５章，第６章の内容は局所平坦な階層モデリングのなかではもっとも難
しい部分であったため，第５章，第６章の内容を抑えることは最も重要であった．第７章
の内容については類似する研究はあまりなく，本研究はその第一歩であるといえる．
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