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A B S T R A C T
ANA LYSIS O F  G R O W T H  CU RV ES U N D ER SO M E 
S P E C IA L  C O V A R IA N C E  S T R U C T U R E S
S hobha P rab lia la
O ld D om inion U niversity , 1995 
D irector: Dr. D. N. Naik
In th is  d isse rta tio n  we consider th e  grow th curve or generalized M ANOVA 
m odel in its  m ost general form  given by.
^On.x,,., =  * =  U 2, ....</, j  - 1 . 2........ //,.
an d  develop s ta tis tic a l m ethodo logy  for ana lyz ing  d a ta  using th is  m odel. H ere g 
rep resen ts  th e  n u m b er of g roups, Y]j is th e  observation  m a trix , £ is a  m a trix  of 
unknow n p a ram e te rs , A, is a  know n m atrix  of ran k  g , and  is a  m a trix  of rank  
k.  F u rth er, th e  rows of th e  e rro r m a trix  Gp are  in d ep en d en t and  each d is tr ib u te d  
as yVPij(0, S ij) .  T h is  m odel accom m odates different, k inds of unbalanced  d a ta , 
such as, m o n o to n e  d a ta , d a ta  m issing from  any occasion, and  d a ta  observed a t 
unequally  spaced  tim e  po in ts.
O ur m ain  re su lts  are: ( I )  deriva tion  of th e  form ulae for th e  m ax im u m  likeli­
hood es tim a tes  (M L E s) of th e  p aram ete rs  involved, (2) con stru c tio n  of th e  tests  
for te s tin g  gen era l lin ear hypo thesis  of th e  form  H 0 : Kqxg£gxkFkxv — 0. for known 
full rank  m a trice s  E  an d  F ,  an d  (3) deriva tion  of th e  form ulae for p red ic tion  of (a) 
fu tu re  o bserva tions co rrespond ing  to  an  ind iv idua l, (b) th e  unobserved portion  of
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a p a rtia lly  observed  d a ta  for a new ind iv idual, an d  (c) any m issing value of an 
observation  vector.
D eriv ing th e  m ax im u m  likelihood e s tim a tes  and  th e  pred ic tion  form ulae for 
unbalanced  d a ta  is a  challenging  problem . YVe have derived th ese  re su lts  by ta k ­
ing tw o ty p es  of covariance s tru c tu re s  for E 1;. T hese  s tru c tu re s , nam ely  equicor- 
re la tion  s tru c tu re  and  au to reg ressive  s tru c tu re , are  m ost com m only  used in th e  
lite ra tu re . For th e  au to regressive  s tru c tu re , th e  m axim um  likelihood e s tim a to r  
of th e  co rre la tio n  p a ra m e te r  tu rn s  o u t to  be a  so lu tion  of a  cubic eq u a tio n . We 
prove th a t  th is  cubic  eq u a tio n  has a un ique real root in ( — 1, 1). T h is  proves 
th e  un iqueness of th e  M LE. F u rth er, we notice th a t  th e  au to regressive s tru c tu re  
leads to  M arkov s tru c tu re  w hen th e  d a ta  are observed a t unequally  spaced  tim e  
in tervals. For th e  m odel w ith  M arkov covariance s tru c tu re , we derive a  form ula 
for e s tim a tin g  a  m issing value and  show th a t  th e  e s tim a to r based on th is  form ula 
depends on only  tw o neighboring  d a ta  values. T h e  resu lts for eq u ico rre la tion  
s tru c tu re  a re  included  in C h ap te r  2 and  those for th e  au to regressive  s tru c tu re  
(M arkov s tru c tu re  as well) a re  included in C h a p te r  3.
Finally , in th e  fou rth  ch a p te r  we po in t o u t som e draw  backs of fittin g  th e  linear 
g row th  curve m odels to  biological d a ta  and  suggest fitting  non linear m odels to  
g row th  d a ta . A fter rev iew ing  th e  p o p u lar non lin ear m odels, we show th e  analysis 
of n o n lin ear m odels w ith  different covariance s tru c tu re s  using SAS softw are.
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Chapter 1
Introduction
T h e  analysis of grow th d a ta  is im p o rta n t in m any  fields of study, like biology, 
m edicine , ag ricu ltu re , and  education . O ften  in p rac tice , d a ta  are  of th e  form  where 
several successive m easu rem en ts over tim e  are  m ad e  on each su b jec t (or experi­
m en ta l u n it)  and  occur n a tu ra lly . E specially  in  th e  field of m edical and  fisheries 
research , such d a ta  are  com m on. T ypically , d a ta  a re  o b ta in ed  from  stud ies th a t  are 
designed  to  (a) describe th e  changes in an  in d iv id u a l’s response as tim e  changes (b) 
co m p are  m ean  responses (m ean  response curves) over tim e  am ong several groups of 
ind iv iduals . T hese  stud ies are  called long itud ina l s tu d ies , rep ea ted  m easures d a ta  
an a ly sis , or analysis of grow th  curves.
Som e exam ples w here p rob lem s (a) and  (b) are  of in te re s t are:
•  M edical tria ls  involving several groups of su b jec ts , w here m easu rem en ts m ay be 
co llec ted  on each su b jec t a t  regu lar tim e  in tervals.
1
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•  G ro w th  (of an im al or p lan t) ex p e rim en ts , w here observations m ay  b e  m ad e  on 
th e  sam e ind iv id u a l (an im al or p lan t) as it grows and  changes over tim e .
•  In fisheries research , g row th  of c e rta in  species of fish m ay  be observed  over a 
p e r io d  of tim e  in th e  lakes of different geographical regions.
In  m any  cases, especially  if th e  n u m b er of m easu rem en ts  on each su b je c t is 
sm all, th ese  d a ta  can be ana lyzed  by fittin g  po lynom ial grow th  curves to  th e  re­
p e a te d  m easures. T his can be achieved using th e  generalized  m u ltiv a r ia te  analysis 
of variance (generalized  M ANO V A) or th e  grow th  cu rve m odel in tro d u ced  by Pot- 
thoff an d  Roy (1964). If th e  n u m b er of rep ea ted  m easu rem en ts  on each su b jec t is 
th e  sam e, th e  grow th  curve m odel can be w ritten  as
^ n x p  =  A n x g ^ g x k B k x p ^  £ u x p j  ( I ' l )
w here  Y  is an observation  m a trix , £ is a  m a trix  of unknow n p a ra m e te rs , A is a  
know n m a tr ix  of rank  g < n ,  and  B  is a  know n m a tr ix  of ran k  k  < p.  F u rth e r, 
th e  rows of th e  e rro r m a trix  €  are in d ep en d e n t each d is tr ib u te d  as N p(0, E ), w here 
E  is a  p x  p  positive  defin ite  m a trix . In  general, p  rep resen ts  th e  n u m b e r of tim e  
p o in ts  observed  in each of th e  n  cases, {k — 1) is th e  deg ree  of th e  p o ly n o m ia l and 
g  is th e  n u m b er of groups. H ere B  will be th e  m a trix  o f po lynom ial te rm s .
T h e  p rob lem s of in te re st re la tin g  to  th is  m odel are  :
•  E s tim a tio n  of £ and  E ,
2
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•  T estin g  of general linear h y p o th eses  of th e  form
H 0 '■ Dqxg^gxkFkxv  =  0 ,
for know n full ran k  m a trice s  D  an d  F ,  an d
•  P red ic tio n  of fu tu re  observations.
E s tim a tio n  an d  te s tin g  of h y p o th esis  p rob lem s for th is  m odel have been d iscussed  
by m an y  au th o rs . Som e of th e  im p o rta n t artic les  in th is  a rea  are  P o tth o ff an d  Roy 
(1964), R ao  (1965, 1966, 1967), K h a tr i (1966), and  G rizzle and  A llen (1969). A 
survey  of th e  analysis of th is  m odel is given by T im m  (1980), and  m o re  recently , by 
von R osen (1991). A p p lica tio n s of th e  grow th  curve m odels to  d ifferent fields can  
be found  in  N um m i (1995). A re cen t book solely on grow th  curves, by K sh irsag ar 
an d  S m ith  (1995), is an  excellen t collection  of m a te ria ls  in th is  a rea  w ith  m an y  
real life ap p lica tio n s . T h e  p red ic tio n  p rob lem  is d iscussed by Rao (1977). R ecen tly  
R ao (1987) rev ived  in te re s t in th is  m odel by considering  p red ic tion  p rob lem s using 
several m eth o d s.
1.1 E stim ation  and testing
Suppose ou r in te re s t is to  te s t  H 0 : D £ F  =  0, w here D  is a  q x  g m a tr ix  of ran k  
q an d  F  is a  k  x v m a tr ix  of ran k  v.  A likelihood ra tio  te s t for te s tin g  H 0, can  
be  c o n s tru c te d , b u t th e  d is tr ib u tio n  of th e  te s t  s ta t is tic  is in trac ta b le . H ence, th e  
following tw o m eth o d s have been  suggested  in th e  l i te ra tu re  :
3
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1. P o tth o ff  & R oy’s m eth o d .
2. R ao -K h atri analysis of covariance m ethod .
W e discuss only th e  R ao -K h atri m eth o d . In th is  m e th o d , a  p x  k  m a tr ix  C x of 
ran k  k  and  a  p x  (p — k) m a tr ix  C 2 of ran k  (p — k)  a re  chosen such th a t  B C \  = h  
an d  B C 2 =  0. Let C  =  (C ijC ^ )  be a  p x  p nonsingular m a tr ix . T h en  m ake th e  
tran sfo rm a tio n  Yc = Y C  =  (say), w here Y\  =  Y C \  an d  Y2 =  VC^. T hus it
is easy  to  see th a t  E ( Y \ )  =  an d  E ( Y 2) =  0, so th e  analysis of covariance m odel 
is
E [Y l \Y2) = A t  + Y2T = ( A , Y 2) ( ^ H ' -
S ince th e  rows of Y\ a re  co n d itio n a lly  d is tr ib u te d  as in d ep en d e n t m u ltiv a ria te  
no rm als w ith  a  com m on covariance m a tr ix , th e  th eo ry  of ana lysis  of covariance can 
b e  app lied . T h e  e s tim ates  are:
£ =  (A ' A ) - l A ' Y S - l B ' { B S - xB ' ) _1 and
f  = {C ,2SC2) - l C ,2S C u
w here
S  =  Y ' [ I  -  A { A ' A ) - l A ' ) Y I ( n  -  p).
It can  be shown th a t  £ is th e  m ax im u m  likelihood (M L) e s tim a te  of w .r.t th e  
co n d itio n a l m odel as well as th e  orig inal m odel. To te s t th e  h y p o thesis  Ho ■ D £ F  =  
0, we define two m atrices E  an d  H  as follows:
E  = ( n -  g ) F ' ( B S ~ 1B ' ) ~ l F  and  
4
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H  =  F ' i ' D ' W A ' A Y ' D '  +  D L M L ' D ' l ^ D i F ,
w here
L M L '  =  - L - ( A ' A ) - l A ,Y [ S - x -  S - ' B ' i B S - ' B ' y ' B S - ^ Y ' A i A ' A ) - 1.
W h en  Ho is tru e , E  and  H  are in d ep en d en tly  d is trib u te d  as u -d im ensional 
W ish a r t w ith  a  com m on d ispersion m a trix  and  re sp ec tiv e  degrees of freedom  g + p —k 
and  q . S ince th ese  W ish a rt d is trib u tio n s do n o t d epend  on th e  co n d itio n  th a t  
Y2 is fixed, th ese  are  also th e  uncond itional d is trib u tio n s  of these m a trice s  under 
Ho- U sing th ese  m atrices , th e  s tan d a rd  m u ltiv a ria te  tes ts  can be co n stru c ted . For 
ex am p le , W ilk s’ A for te s tin g  Ho can be w ritten  using th e  E  and  H  m a trice s  as 
A =  \E  +  H \ ~ 1\E\.  See R ao  (1973) for a  desc rip tion  of various m u ltiv a r ia te  tests.
1.2 Prediction
T h ere  are  tw o ty p es of p red ic tio n  problem s of in te re s t th a t  have been considered 
in th e  lite ra tu re :
(1) P red ic t 14 g iven V\ an d  Y ,  w here V  =  (14, 14) is a  set of observations draw n 
from  th e  g row th  curve m odel on a  new ind iv idua l (Lee and  Geisser (1972, 1975), 
F earn  (1975), R ao  (1975), and  R einsel (1984)). H ere V  has d im ension 1 x p,  14 has 
d im ension  1 x  r  an d  14 has dim ension 1 x (p — r) . T h is  problem  is concerned  w ith 
p red ic tio n  of th e  unobserved  p o rtion  of a  p a rtia lly  observed vector co rrespond ing  
to  a  new ind iv idua l.
5
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(2) T h e  second p roblem  is to  p red ic t y j  g iven Y ,  w here y j  is a  set of N ( <  n ) fu tu re  
q-d im ensional observations whose cu rren t p -d im ensional observations are  a  subset 
of Y  (R ao  (1977, 1984, 1987)). T his p rob lem  is concerned  w ith  p red ic tin g  fu tu re  
values on som e or all of th e  a lready  observed su b jec ts .
P red iction  of V2 :
For sim p lic ity  assum e th a t  r  =  p — 1. T h en  V2 is a  sca lar. Let E ( V )  =  
E { V u V2) =  (E ( V : ) , E ( V 2)) =  A S( B  = ( A f Z B u A f Z B 2), w here A f  is an 1 x m  
know n vec to r, and  B  — ( B i , B 2). F u rth er, let
cov{V)  =  E =
/  \  
E ll  a 12
 ^ <721 & 2 1  J
w here S  is p a rtitio n ed  in accordance w ith  th e  p a r ti t io n  of V . T h en  th e  m in im um  
pred ic tiv e  m ean  square  erro r p red ic to r for V2 based on th e  co n d itio n a l ex p ecta tio n  
of V2 g iven Y  and  Vi is given by
V2 =  A f i B 2 +  (Vj -  A ^ B ^ t c u .  ( 1-2)
Also
var{V2 — V"2) =  r 2 =  cr22 — cr2\ T , ^ c r i 2 -(- c;d!Dd,
w here cj  =  4 / ( A 'A ) " M ) ,T  =  ( B S - 15 ' ) - 1 , and  d  =  B 2 — F ^ E n  a \ 2- Since in 
p rac tice , E  in th e  p red ic tion  fo rm ula  is unknow n, th e  p red ic to r is n o t com putab le .
6
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H ow ever, if a  co n sisten t e s tim a te  of E is availab le , th en  th e  p re d ic to r can b e  eval­
u a te d  as
V2 =  A f £ B 2 +  (K  — A f £ B i ) T i n  <Ji2.
T h e  e s tim a ted  variance is
f 2 =  £722 -  ^21^11^12  +  Cfd'Dd.
N aik  (1990) has co n stru c ted  ap p ro x im a te  p red ic tio n  in tervals for V2. S ince 
(V2 ~  V2) / r  is ap p ro x im a te ly  d is tr ib u te d  as iV (0 ,1), a  100(1 — a)  % p red ic tio n  
in te rv a l for V2 can  be co n s tru c te d  using th e  n o rm al d is trib u tio n . T h is  can  be 
su m m arized  in th e  following th eo rem  
THEOREM 1 : I f  an est imate  o fT, ,
E  =
/  A . N2j h  (Jxi
 ^ <721 <722 J
is available, then an approximate  100(1 — at) % prediction interval  f o r  Vi is given  
by
(V2 -  Za/2T , V2 +  Za/2f ) ,  ( L 3 )
where
Vi =  A f i B 2 + ( V x - A f i B x ) t ^ a x i ,
f 2 =  d"22 ~  br2ifj-l f d ‘x2 4- Cfd'Dd,
d =  B 2 -  B x t x l ^ x i  , D  =
7
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and z a / 2  is the s tandard normal  distribut ion cut o f f  point .
P red ictio n  of y/:
L et us assu m e N  = n  a n d  q =  1 for sim plicity . T h en  in te re s t is to  build  
p re d ic tio n  fo rm u la  for y j i , w here yj i  is th e  fu tu re  o b serva tion  (a t (p +  l ) t/l tim e  
p o in t) of Yi , th e  i th row of Y .  For th e  i th in d iv id u a l we have
E
K y S t )  {  ( A ' t B j ) 1
, cov
v h  y
=  E ,  =
1 E  <Tf ^
a s <y2f
where  A[ is th e  i th row  of /I ,  B j  is a  & x  1 know n vec to r, an d  E /  is a  ( p - h l )  x  (p + 1) 
covariance m a tr ix . T h en  th e  m in im u m  p red ic tiv e  m ean  sq u are  e rro r p re d ic to r based 
on th e  co n d itio n a l ex p ec ta tio n  of yj i  g iven Y  is
(1.4)
an d  th e  v arian ce  of yj i  is
v a r ( y Si -  y f i ) = t ? =  <r2/  -  07 E  +  c f f D g , (1.5)
w here
d  = A \ { A ! A ) - l Ai  %g = B f -  B  E _ 1<7, ,  <md£> =  { B E ^ B ' f f  .
If a  c e r ta in  co n sis ten t estim ates  of E /  an d  E  are  ava ilab le  th e n  th e  p red ic to rs  can 
b e  co m p u ted  as
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As before, i t  is possib le to  co n stru c t an  ap p ro x im a te  p red ic tio n  in terval for yj i  
(N aik  (1990)). S ince {yji  — y / i ) / r ;  is d is trib u ted  ap p ro x im a te ly  as N { 0 , 1), we have 
th e  following th eo rem .
THEOREM 2 : Approx im ate  100(1 — a)% predict ion interval  f o r  yj i  is given by
[ y j i  ~  Z v p i T u V l i  +  Z a / 2 T i ) ,
where
assuming  that a consis tent  est imate
E , =
I  . \
E (jj
o f  Yjj  is available.
N ote th a t  an  e s tim a te  of E  in
E ,  =
(  \  
E £7 J
\  af Gu
can p erh ap s b e  o b ta in ed  from  th e  available d a ta , b u t th e re  is no d a ta  for e s tim a t­
ing <jj an d  a 2 / .  T h is  is so because these q u an titie s  re fer to  th e  covariances and  
variance of th e  fu tu re  unobserved  q uan titie s . H ence, th e  fo rm u la  for yj i  canno t be
9
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used in p ractice . To overcom e th is  difficulty, certain  s tru c tu re s  on E  (an d  hence on 
E / )  are  assum ed. W e consider tw o special covariance s tru c tu re s , ( 1) equ ico rre la­
tio n  s tru c tu re  in  th e  second ch a p te r, an d  (2) autoregressive s t ru c tu re  in th e  th ird  
ch ap te r.
1.3 Unbalanced data
So far, we have dea lt w ith th e  s itu a tio n  w here d a ta  are  availab le  for all th e  sub jects  
or all occasions. T his is called th e  balanced  data . H owever, o ften  in p rac tice  one 
does no t have balanced  d a ta . In fac t, unbalanced  d a ta  a re  m o re  com m on th an  
balanced  d a ta . In general, th e re  are  tw o types of u n b alan ced  d a ta  : ( 1) m onotone 
or balanced  incom plete  d a ta  ; (2) un b alan ced  data . T h e  first ty p e  of unbalancedness 
for n  sub jects  a t  p occasions or tim e  p o in ts  has th e  follow ing form :
M onotone or balanced  incom plete  
tim e
S u b jec t 1 2 . . . .  p
1  2/ i i  2 /12  • • • 2/ i p i
2  2/21 V 2 2  ■ ■ ■ ■ V 2 V 2
H  2/rcl  V n 2  . . . .  2/npn
10
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N o te  th a t  for these  ty p e  of d a ta , observations are m issing from  th e  la s t few 
occasions for som e of th e  su b jec ts . H ere p  is th e  m ax im u m  of p(s. T h ese  d a ta  
o ccu r n a tu ra lly  in p ractice . For ex am p le , som e p a tien ts  th a t  a re  in  a  s tu d y  a t  th e  
beg inn ing  of an ex p e rim en t m igh t s top  com ing a fte r som e tim e  for a  v a rie ty  of 
reasons.
W e analyze these  d a ta  by d iv id ing  th e  n  su b jec ts  in to  g g roups based  on the  
n u m b er of m easu rem en ts on each su b jec t. T hus a  m odel for ba lanced  in co m p le te  
d a ta  or m ono tone  d a ta  is as follows:
^n;Xp; =  A i n.xg£gxk.Bikxp. +  S tniXpij i  — 1)2 , ....,£f. ( 1-6)
H ere g  represen ts th e  n u m b er of groups in  th e  m odel and  each g roup  h as  n t- un its 
(n o t th e  sam e n u m b er in  each  g roup). In th is  m odel, rows of th e  e rro r m a tr ix  
Si a re  in d ep en d en t each d is tr ib u te d  as N Pi(0,Hi) ,  w here E; is a  p; x pi positive  
d efin ite  m a trix . W hen g =  1 th e  m odel is s im ilar to  th e  grow th curve m odel for th e  
b a lan ced  d a ta . A nalysis of m ono tone  d a ta  from  a  m u ltiv a ria te  no rm al d is tr ib u tio n  
has been  d iscussed by A nderson  (1957) and  B hargava (1975).
T h e  second ty p e  of unbalancedness w here d a ta  could be m issing  for an y  su b jec t 
from  any occasion ( n o t ju s t  th e  las t few occasions as in th e  m o n o to n e  d a ta  case) 
can  b e  rep resen ted  such th a t  th e  m easu rem en ts  a re  available a t  th e  checked  (yQ 
places.
11
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U nbalanced
tim e
S ubject 1 2 .  ■ ■ P
1 V  V  -  ■ ■ V
2 — y /  ~  . . y /
U V  V  V ~
A m o d el for ana lyz ing  th ese  d a ta  is
^ n ;x Pi ~  A iniXg£gxkBkxpGipxp.-\- £ in.xp. , i  =  1, 2 , . . . . , 5 , (1-7)
w here  rows o f A^ Pi(0 , G^EGi),  Gi is a  m a tr ix  of 0 ’s an d  l ’s such th a t  if  th e  
ob serv atio n s a re  availab le th e n  Gi has one in  th e  (k , i k ) th position  for k  =
1 , 2 , . . . , pi an d  zeros elsew here. This m odel has an  ad v an tag e  over in co m p le te  d a ta  
m odel. In  p ra c tic e , one can have d a ta  m issing  from  in te rm e d ia te  occasions as well. 
T h u s  th is  m o d el is m ore general an d  can  b e  used  if d a ta  a re  m issing from  any 
occasion  on any  su b jec t. D a ta  w ith  m issing  values a re  com m on in  p ra c tic e  and  a 
sy s te m a tic  ap p ro ach  to  analyze  such d a ta  is needed . T h e re  are  som e discussions 
a b o u t an a ly z in g  th ese  ty p es  of d a ta  in  th e  li te ra tu re , for ex am p le , see K le inbaum  
(1973) an d  C hi an d  R einsel (1989).
T h e re  is a  th ird  ty p e  of unbalancedness th a t  is possib le . T h is  is a  m ore  general
12
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case th a n  th e  m o no tone  or b a lan ced  in co m p le te  d a ta  case. H ere, for each  group, 
d a ta  could be  m issing for som e of th e  su b jec ts  from  th e  la s t few occasions.
In co m p le te  
G roup i
t i m e
1 2 . . .  . pi
1 2/11 2/12 • • • U l p u
2  2/21 2/22 • •  • • 2/2pi2
J 2/ji  Vji ■ ■ 2Jjpij
n i 2/nil 2/ni2 . . .  . 2/nipi„i
A m odel for general in co m p le te  d a ta  can  b e  w ritten  as:
^ b „ iXpij =  A in.xg£gxkBi jkxp., +  6 o n.xp.y , i =  1, 2 , . . . . ,5 , j  =  1, 2 , . . . , n t-. ( 1.8)
H ere  g rep resen ts  th e  n u m b er of g roups in  th e  m odel an d  each group  has n; u n its  
(n o t th e  sam e n u m b er in each  g roup). In  th is  m odel, th e  rows of e rro r m a tr ix  Eij 
a re  in d ep en d en t each d is tr ib u te d  as ./Vp.; ( 0 ,  E , j ) ,  w here is a  p,j  x  pij positive  
d efin ite  m a trix . W h en  g =  1 th e  m odel reduces to  th e  case w here th e  n u m b er 
o f m easu rem en ts  observed  on  each  su b jec t is d ifferent, th a t  is, th e  first ty p e  of 
u n balancedness. T h e  m ax im u m  likelihood analysis of th e  m odel is e ssen tia lly  th e  
sam e as th e  m uch  sim pler in co m p le te  (ba lanced ) d a ta  m odel of eq u a tio n  ( 1-6 ).
13
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H ence we will n o t p u rsu e  th e  analysis of th e  m odel (1.8) b u t re s tr ic t  ourselves to  
( 1 .6 ).
1.3.1 Analysis of incomplete data under general
covariance structure
C onsider th e  m odel (1.6) , th a t  is,
w ith  th e  rows of e rro r m a trix  6 i in d ep en d en t, each d is tr ib u te d  as _/VPi(0, E,-). 
C ase 1: W h en  E,- is know n for each i th en  th e  e s tim a te  of £ can b e  o b ta in ed  as
■>«({) =  « )  
t=i t=i




C ase 2 : W h en  E* are  unknow n th en  M LE of uec(£) has th e  sam e form  b u t th e  
M L eq u a tio n s for E i a re  in trac tab le . Som e suggestions ab o u t how to  co m p u te  som e 
a lte rn a te  e s tim a to rs  of E< are suggested  by C row der an d  H and  (1990).
1.4 A nalysis of unbalanced data under general
covariance structure
C onsider th e  m odel (1.7). K leinbaum  (1973) called th is  m odel th e  G eneralized
14
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G row th  C u rv e  M u ltiv a ria te  (G G C M ) M odel. He has proposed  b es t a sy m p to tica lly  
n o rm al (B A N ) es tim a to rs  for th e  p aram ete rs  as follows
t=i ;=i
w here E is a  co n sis ten t e s tim a to r of E . He proposed an  unb iased  an d  consisten t 
e s tim a to r  of E  =  ((ov*)) by form ing th e  usual pooled e s tim a te  of <tts as follows:
5 'rS =  TV — 1R ( D ~ ) X 'T^ 1  ~  D ™ ( D 't s D ™ ) ~ 1 D 'rs]x r s  r > 5  =
w here N rs{> 2) is th e  n u m b er of ex perim en tal un its  in w hich b o th  response variates 
Vr an d  Vs a re  observed , x TS( N rs x 1) is th e  observation vec to r on VT corresponding  
to  th o se  ex p e rim en ta l u n its  on w hich b o th  response varia tes VT an d  Vs a re  observed, 
D ts( N t ,  x  g ) is th e  design m a tr ix , consisting  of a  row of Ai  m atrice s , corresponding  
to  x T,  an d  Vj, l/2> •••> VP a re  th e  p  response varia tes co rresponding  to  th e  p  tim e  
po in ts. I t  is im p o rta n t to  n o te  th a t  th is  es tim ate  of E is n o t necessarily  positive 
defin ite  for sm all sam ples.
In  this thesis, we consider the two types o f  unbalanced data and using the M L  
method,  un der  the above ment ioned two types o f  s tructures  f o r  covariance matrix,  
show the analysis ( es t imat ion, prediction,  and testing) o f  growth curves.
In th e  second an d  th ird  chap ters  we consider th e  po lynom ial g row th  curve m o d ­
els u n d e r equ ico rre la tio n  an d  au toregressive covariance s tru c tu re s  respectively . In 
each ch a p te r we consider th e  m odels for balanced d a ta  , for balan ced  incom plete  
d a ta , an d  also for u n b alan ced  d a ta . For each covariance s tru c tu re , th e  valid ity  of
15
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assum ing  such  a  s tru c tu re  (goodness of fit of th e  m odel w ith  th e  assum ed  s tru c tu re )  
is d iscussed e ith e r  by te s tin g  for th e  covariance s tru c tu re  or by using  resid u a l p lo ts.
W hen  th e  m o d e l (1.7) is used to  ana lyze  u n b alan ced  d a ta  w ith  an au to reg ressive  
covariance s tru c tu re  for E , th e  covariance m a tr ix  for th e  e rro r, G (E(7t-, becom es 
w h a t is know n as a  M arkov s tru c tu re . Also, if b a lan ced  o r b a lan ced  in co m p le te  
d a ta  a re  such th a t  th e  rep ea ted  m easu rem en ts  a re  m ad e  a t  u n eq u a lly  spaced  tim e  
p o in ts , th en  th e  n a tu ra l covariance s tru c tu re  to  use is M arkov s tru c tu re . U nder th is 
s tru c tu re , th e  p rob lem  of p red ic tin g  th e  unobserved  p o rtio n  o f a  p a r tia lly  observed 
vec to r V , w hen  th e  unobserved  p o rtio n  is in th e  m id d le  is also add ressed  in  ch ap te r
3. T h is  re su lt addresses som e in te re stin g  questions re la tin g  to  e s tim a tio n  of m issing 
values in  a  t im e  series co n tex t.
In each case c o m p u ta tio n  of e s tim a to rs  have been  i l lu s tra te d  e ith e r  using  th e  
availab le  so ftw are (for ex am p le  SAS) or by w riting  F O R T R A N  program s.
T h e  po ly n o m ia l m odels can provide useful p red ic tiv e  in fo rm a tio n  an d  m ay  be 
th e  b es t ap p ro ach  if th e  grow th  in fo rm ation  has been  co llected  over a  lim ited  range 
of g row th  cycle. H owever, such m odels are  o ften  biologically  u n sa tisfac to ry , as 
th e  p a ra m e te rs  m ay  no t h ave a  sa tisfac to ry  biological in te rp re ta tio n . In  th a t  case 
we need to  u se  non linear functions for f ittin g  th e  grow th  processes. In  th e  fo u rth  
ch a p te r we consider th e  non linear grow th  curves an d  give co m p u te r p rog ram s using 
SAS softw are, to  do th e  analysis of n o n lin ear m odels u n d er v a rie ty  of s itu a tio n s .
In  su m m ary , th e  new  resu lts developed in  th is  d isse rta tio n  can  b e  found  in 
ch ap te rs  2-4 an d  specifically  in sections 2.3-2.5, 3 .3-3 .6, an d  4.4-4.7.
16
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C hapter 2 
A nalysis o f G rowth Curves 
U nder Equicorrelation  
Covariance Structure
2.1 Introduction
In  th is  ch a p te r, we consider th e  g row th  curve m odels u n d er eq u ico rre la tio n  co- 
variance s tru c tu re . F irs t, in section  2 .1, we describe  th e  s tru c tu re  itse lf by  p rov id ing  
its  d e te rm in a n t an d  th e  inverse. In sec tion  2.2, we review  th e  re su lts  for e s tim a tio n  
an d  p red ic tio n  p roblem s for b a lan ced  d a ta  m odel. In section  2.3, we consider a 
m odel for m o n o to n e  or balan ced  in co m p le te  d a ta . F u rth e r we p o in t o u t th a t  th is 
m odel can  h an d le  any ty p e  of u n b a lan ced  d a ta  u n d er eq u ico rre la tio n  s tru c tu re . In 
sec tion  2.4, we consider som e goodness of fit te s ts . F ina lly  in  th e  la s t sec tio n , we
17
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give th e  co m p u te r p ro g ram  for e s tim atio n  of p a ram ete rs  u n d er un b alan ced  d a ta  
m odel.
2.2 Equicorrelation structure
A step  tow ards dep en d en ce  from  in d ep en d e n t errors is eq u ico rre la ted  errors. 
U n d er th e  eq u ico rre la ted  erro rs m odel each  p a ir  of com ponen ts of th e  e rro r vec to r 
has th e  sam e co rre la tio n  coefficient, say p. T h is  s tru c tu re  is ap p ro p ria te  w hen th e  
m easu rem en ts  a re  all m ad e  u n d er sim ilar co nd itions. For m easu rem en ts  of th e  sam e 
ty p e  m a d e  in th e  sam e way, it is usual to  assu m e variance hom ogeneity . T hus E , 
th e  covariance m a tr ix  of th e  e rro r vector, h a s  th e  following s tru c tu re :
E  =  cr2 [ ( l - p ) I p + pJ]
= <r2 V (p )
/  \
1 p p . . p 
p 1 p . . p
T h e  d e te rm in a n t an d  inverse respective ly  are
d e t ( X )  =  |E | =  <r2( l  + ( p -  l )p) (*>( l  -  p ) Y - 1 
18
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an d
v - i  _   ^ r_r _______ P_____ /]
<x2( l - p ) L' (1 -  (p -  1 ) p ) J i -
N ote th a t  th e  inverse is also of th e  sam e form  as E. W e need th e  re s tric tio n , 
— <  P <  t °  m a in ta in  th e  positive definitness of E. T h e  d e te rm in a n t and
inverse can  also be w ritten  in  th e  following form  for th e  rep a ra m e te riza tio n ,
Tj =  <t2( 1 +  (p — l)p ) a nd  t 2 =  cr2( l  — p) :
|E | =  <72(1 +  (p -  l)p)(cr2( l  -  p ))p_1 =  t xt I ~ X
V - l  =   ^ [ / __________ P_______  71
*>(1 ~ P ) [1 ( l - ( p - l ) p ) ^
1 /  _  (T1 ~  T2) j
r 2 p r i r 2
T h is  re p a ra m e tr iza tio n  is useful to  o b ta in  th e  M LEs of cr2 an d  p.
2.3 Balanced data m odel
For b a lan ced  d a ta , th e  grow th  curve m odel (1.1) is
=  A nxg£gXkBkxp~\~ €nxpi
w here Y  is an  observation m a trix , £ is a  m a tr ix  of unknow n p a ram e te rs , A  is a 
know n m a tr ix  of rank  g < n,  and  B  is a  know n m a tr ix  of ran k  k  < p. F u rth e r, rows 
of e rro r m a tr ix  G are in d ep en d en t each d is tr ib u te d  as N p(0, E ), w here E is a  p x p 
m a trix . H ere  we are considering th e  equ icorre la tion  s tru c tu re  for E. W e discuss
19
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only estim atio n  and  p red ic tio n  in th is  section  since te s tin g  is done in ex actly  th e  
sam e m an n er as discussed in  th e  first chap ter.
2.3.1 Estimation
Lee (1988) has discussed estim atio n  of cr2, p and  £ using th e  M L m eth o d . We 
first show es tim a tio n  of th e  p aram ete rs  p and  cr2. T h e  likelihood fun c tio n  has th e  
following form
L ( a 2,p )  = {2Tr)-r? m - $ e x p l - - t r Y , - l ( y  -  A ^ B ) \ Y  -  A £ B ) \
2
R ew riting  th e  log of likelihood function  in  te rm s of T\ and  r 2 a fte r su b s titu tin g  £ 
for we get
ln L  =  - ^ i n (2 ^ ) - ^ l n \ ^ - l- t r [ l l - \ Y - A i B ) \ Y - A i B ) }
= ~ ^ l n ( 2 i r )  -  ^ I n ^ r r 1) ~  \ t r [ - l  -  —  J  +  — J ] E ' E
£ L Z 7"2 pT2 pT\
= ~ l n ( 2 i r )  -  ^ l n ( n )  -  ~  l)- ln{r2) -  ^ - t r E ' E  +  - ^ - t r J E ' E
L L 2 2t 2 Lpr2
1 . *
- J E ' E
2 pry
w here E  = ( Y  — A £ B ) .
T aking th e  p a rtia l deriva tive  of l n L  w ith  re sp ec t to  r : and  se ttin g  it  to  zero we
get
t\  = — t r J E ' E  =  — l ' E ' E l ,  
np np
20
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where 1 is a vector of ones. Also
d l n L
a  = 0O To
=> r2 =
n
1 . V E ' E l ,
[it r E ' E -------------- ]
( P -  1)
Since
n  =  cr2( l  +  (p -  l)p ) &  r2 =  cr2( l  -  p)
2 . Ti ~  t 2 P ~  lr 2 +  ncr =  r2 +  -
P =
P P
Ti -  r2 rx -  r2
per2 p — l r 2 +  Tx
T h is gives us th e  M L es tim a tes  of cr2 and  p as :
-  M r l ' E ' E l  +  — t r l ' E ' E l  \ . .
cr2 =   -------------- 25------------------ 2E--------------- =  — t r E ' E
p np
and
- M r l ' M l  -  - i  t r E ' E  + - A - t r l ' E ' E l  
» _   " ( p - l ) ___________  n ( p - l ) p ______________
J - t r l ' £ ' £ l  +n p  n  np
V E ' E l  -  f r - g '£  
(p — 1 ) t r E ' E
T h e  M L e s tim a te  of £ as before is
£ = ( A ' A y ' A ' Y Z - ' B ' i B Z - ' B ' ) - 1.
B u t for th e  eq u ico rre la tio n  s tru c tu re
Y Z - ' B ' i B Z - ' B ' ) - 1 = Y B ' { B B ' ) ~ \
21
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assum ing  th a t  th e  m a tr ix  B  has th e  vec to r of ones as one of th e  rows. T h en  th e  
M L e s tim a te  of £ can be w ritten  as
£ = ( A ' A ) - l A ' Y B ' ( B B ' ) - 1. (2 .1)
2.3.2 Prediction
T h e  p red ic tio n s of V2 and  y j  have been  considered by Lee (1988), un d er th e  
eq u ico rre la tio n  s tru c tu re .
P r e d i c t i o n  o f  V2 :
Using (1 .2), th e  p red ic to r of V2 g iven Y  and  V\ is
v 2 = a s£ b 2 + { v x - A j £ b { ) ^ < t 12 
=  A A B t  +  T + W =
since
G12 — &2pl-p-l 1 &21 — 1
S 11 =  °'2[(1 — 1 +  pJp-1]
an d
Also we have
A p - i y  
-  ( i + (P - 2 ) 7 r
22
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From  T h eo rem  1 of ch ap te r 1, we get th a t  th e  ap p ro x im a te  100(1 — a ) %  p red ic tio n  
in terv a l for V2 (N aik  (1990)) as
w here
(^2 -  Za/ 2T , V2 + Za/ 2 T) (2 .2 )
f 2 =  <722 — d 2i E 111d-i2 +  Cf d ' Dd  
2 (1 - /5 ) (1  +  { p - l ) p )
=  cr
1 +  (P ~  2 )p
+  Cfd'Dd
d = B 2 — d i 2
— B 2 — B\-
D  =
1 +  (p -  2)p
( b £ - 1 b ' ) ~ 1.
P rediction  of yj  :
Let us assum e N  =  n  an d  q =  1 here  also. For th e  i tk in d iv id u a l we have
/ \  
Yi
\  y S' /
'  ( A [ ( B Y  }
( A m y
, cov
VH y
/  \  
E  (7/
\ 2^/ y
w here A!i is th e  i th row of A , B j  is a  k  x  1 know n vec to r s im ilar to  th e  m a tr ix  B , 
an d  E /  is a  (p +  1) x (p +  1) covariance m a tr ix . For th e  eq u ico rre la tio n  s tru c tu re  
we have
23
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/E ,  =
\
E <7/








T h is gives
(H E " 1 a 2p V
1
' ^ ( l - Py p ( i - ( p - i )p ) ip i ; i
(7/E *<7/
( l  +  ( p -  l ) p ) lp 
P  / 2 
( i  +  0 > -  i j c ) 1’ *7 P lp =  ( i  +  ( p - i ) r i
p2p<r2
=$■ <7 — 7 /E  <7/ =-
(1 - =  cr
, ( 1 - p ) ( l  +  pp) 
1 +  ( p -  l)p
From  (1.4) we get th e  conditional p red ic to r of yj i  g iven Y  as
= ( A m y  +
1 +  ( p -  1 )p
an d  th e  v arian ce  of (yj i  — t//») is given by
va r { y S i - y Si) = t 2 =
w ith  q  =
<72/ -  < J /E  +  Cig'Dg 
<r2( l  -  p )( l  +  pp)
1 +  ( p -  l ) p  
A ' ^ A ' A Y ' A i
+  Cig'Dg ,
24
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pD  =
U sing T heo rem  2 of ch ap te r 1, we have th e  ap p ro x im a te  100(1 — a ) %  p red ic tion  
in terva l for yj i  (N aik  (1990)) as
( y j i  -  Zc' /2Ti , i j j i + Ztt/ 2 h )  
w here yj i  and  t? a re  as above.
2.4 Unbalanced data m odel
T h e  m odel for u n balanced  d a ta  considered  in  (1.7) is as follows:
=  +  E in. xp. , i  =  1 , 2 g,  (2-3)
w here th e  rows of th e  e rro r m a trix  7VP(0, G^EC?;)) E having a  equ ico rre la tio n  
s tru c tu re . B u t E , =  G -E G ; =  <r2 Vi(p),  since G\Gi  =  U and  G^ J G i  = J t , 
w here =  l Pil p., J  =  l pl p and  Vi(p) =  [(1 -  p ) I Pi +  p J pJ .  T hus E ; also has 
equ ico rre la tio n  s tru c tu re . T herefore, for equ ico rre la tion  s tru c tu re , th e  m odel for 
un balanced  d a ta  is th e  sam e as th e  m odel for th e  m ono to n e  or balanced  incom plete  
d a ta . H ence we consider es tim atio n , te s tin g , an d  p red ic tio n  problem s for th e  la t te r  
m odel only.
T h e  m odel for balan ced  incom plete  d a ta  is
YinixPi =  Ain.xm£mXkBikxp. +  =  1 ,2 , . . . . , 5 .  (2-4)
25
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T h e  rows of e rro r m a tr ix  G; a re  in d ep en d en t each d is tr ib u te d  as jVPi(0, E i) , w here 
£,• is a  x  pi m a tr ix  w ith  equ ico rre la tion  s tru c tu re .
2.4.1 Estimation
For th is  m odel a  so lu tio n  to  th e  m ax im u m  likelihood eq u a tio n  for £ 
d irec tly  a tta in a b le . H ence we m ake th e  following tran sfo rm a tio n .





\ y 3 /




B ' g ® A g J
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T h en  th e  m odel (2.4) can  be w ritte n  as
y  =  X v e c ( £ )  +  e. (2.5)
D  =
L et N \  =  J2i=i n iPi • T h en  y, X  an d  e a re  m atrices of d im ensions iVi x  1, TVj x  g k ,
an d  iVi x  1 respectively . F u rth e r  e ~  N ( 0 , D ) ,  w here
/
E i &  I \  0 . . .  0




0 0 . . . E  g ® I g
W e know  th a t  if th e  m odel is y =  X /3  +  e w ith  e ~  A^(0, V ) ,  th e n  M L E  of /3 is 
[j =  (X ' V ~ xX ) ~ l X ' V ~ l y . T h u s for th e  m odel in (2 .5), we have th e  M L e s tim a te  
of uec(£) as
ve c ( i )  =  { X ' D - l X ) - l X ' D - l y.  (2.6)
\ /
To sim plify  (2.6), n o te  th a t  
/
(E x ® / ! ) " 1 0
D  =
0 (E 2 ®  I 2 ) -1





. . (E s ®  I g ) - l
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N ex t, using  th e  p roperties  th a t  (a) (A ®  B) 1 =  A 1 ®  B  1 (if inverses ex is t) , (b) 
(A  <3) B ) ( C  <2) D) = A C  ®  B D , we can show th a t
X ' D - ' X  = ' £ ( B iZ i- 1 B l ) ® ( A ! iA i )
i = l
an d
r z r 1*/ =  f ^ E " 1 (g ) A '> e c ( y t)
t =l
T h u s for th e  m odel (2 .5), we have th e  M L e s tim a te  of £ as 
vec(i) = {X'D~l X)~ 'X 'D~l y
= [j^(B$-'Bl)®(A\Ai)]-''t(.BiZ-'®A\)vcc(Y,) (2.7)
i = l  t = l
I t  can  be show n for Ej =  cr2y ( p ) ,  th e  eq u ico rre la tio n  s tru c tu re , th a t  th e  expression  
for £ does n o t depend  on p  and  a 2. H ow ever, if we consider th e  m odel (1.8) th e  M L 
e s tim a te  |  of £ will dep en d  on p .  How ever, we will n o t consider th is  m odel fu r th e r  
since co m p u ta tio n a lly  it  does no t c rea te  any  com plexity .
Now, to  find th e  M L estim ates  of p  an d  a 2 for th e  incom plete  d a ta  m odel (2 .4), 
w ith  E< hav ing  equ ico rre la tion  s tru c tu re , th e  likelihood  function  is
L =  n [ ( 2 7 r ) - ^ | E i | - ^ e x p [ - i t r E - 1( y i - A ^ B l ) , ( ^ - ^ l )]]
.=1  2
=  ( 2 » ) - < E ? . . t ^ » n ( |S i | - 5 i ) e x p ( - i £ ( r S r 1£ ; K l  (2-8)
t =  l ^ t = l
w h ere  E{ =  ( y  — A £ B i ) .  Recall th a t
|E4| = a 2( l  +  (P i - l ) p ) ( a 2 ( l - p ) r - 1
a n d E f 1 =  —   M i - j z ----- /
<r2{ l - p y  ( l - ( p i - l ) ^ )
28
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S u b s ti tu tin g  th ese  values for |£,-| and  *, and  tak in g  th e  lo g arith m  of likelihood 
fu n c tio n  we get,
lnL  =  - y f a ( 2 i r ) -  y l n t r 2 -  ^  ^ f a ( l  -  p) -  ^  y f a ( l  +  (?■ ~  l ) p )
<2-9>
w here N \  =  22f=1 n,-pi and Ei  = Yi — A ^ B i .  Now we can get th e  M L e s tim a te  of
cr2 by ta k in g  th e  p a rtia l derivative of l n L  w .r.t. cr2 and  se tting  it  to  zero, i.e:
d l n L  
~ d ^ ~  =
- 0  + 2 V ( b ) [| > ^  -  g  = »■
T his gives us th e  M L es tim ato r of cr2 as
 ^- mhr)ttrm ~ <2-10>
N ote th a t  a 2 is an  explicit func tion  of p  (as it can  be seen) since E i  is in d ep en d en t 
of p .  P u tt in g  a 2 in th e  log of likelihood func tion  (2 .9), we can w rite  l n L  as a  function  
of p :
I n L M  =
- E y M '  +  h  -  !)/>) -  y
W e have to  m inim ize — I n L ( p )  w .r.t. p  to  g e t th e  M LE of p .  T aking p a rtia l 
d e riv a tiv e  of — I n L ( p )  w .r.t. p  and se ttin g  it  to  zero  gives us an eq u a tio n  w hich is 
d ifficu lt to  solve. Instead  we use num erical m in im iza tio n  m ethods to  get th e  M LE. 
C onsider th e  following function  of p:
29
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f ( p ) =  — 2  l n L  =  N i ( l  +  ln(2ir) +  I n a 2) +  (M  — n ) l n (  1 — p)
+  ^ 2  n i l n ( l  +  (pi — l )p) .  ( 2 . 1 1 )
i=1
For given values of N i ,  d 2, n l5 n 2 , . . . ,ng,g,pi,  p 2 , ...,pg, we have to  m in im ize  f ( p )  w .r.t. 
p and find a  so lution. Suppose th is  so lu tion  is p. Use th is  p in <r2 of (2.10). F ind  
th e  new <r2 and  again  find th e  m in im u m  of f ( p ) -  We con tin u e  th ese  ite ra tiv e  steps 
un til th e  so lu tion  (p) is stab ilized . T hese types of a lg o rith m s have been  successfully 
im p lem en ted  in p o p u la r softw are, like SAS. We il lu s tra te  th e  co m p u ta tio n  on a  d a ta  
set in section  2.5.
2.4.2 Testing of hypothesis
To te s t th e  hypothesis
H o  • Eqxg£gxkFkxv = 0
one can use th e  te s t s ta tis tic
=  {Gfr -  / 3) ' [ G ( ^ ( JBiE t- 15 ' ) ( g ) ( ^ A t)_ 1)_ 1G '] - 1(G/3 -  P )  (2 .12)
t=i
w here G  =  F '  10 E ,  P  =  vec (C )  and  /3 =  uec(£). T h is  s ta tis tic  can be  show n 
to  be ap p ro x im a te ly  d is tr ib u te d  as x 2 w ith  qv degrees of freedom .
2.4.3 Prediction
Prediction  of V2
30
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L et E ( V ilxp.) = E ( V u , V 20  =  (A i f £ B u , A i f Z B 2 i ) w ith  B ikxp. = ( B u , B 2i) and 
C o v ( V i ) =  S i having eq u ico rre la tio n  s tru c tu re . T h e  in te re s t h ere  is to  p red ic t 
V2i g iven Vu  and  Y{, i s tan d s  for th e  i th group . U sing (1.2), a  p re d ic to r of V2i given 
Vn  an d  Yi is
V2 i =  A i f £ B 2i +  (Vu  — A { f i B u ) T , 1 i i(Ti2i
Also
<?2uZn\crUl -  a 2 p i ^ _ 1 i^  +  (^ . ;- _ 1p._i
p2(pi - 1)<72
(1 +  (pi — 2 )p)
Since (V2i — V2 i ) / r i  is ap p ro x im a te ly  d is tr ib u te d  as N ( 0 , 1), using  T h eo rem  1 of th e  
first ch a p te r, we can  co n stru c t th e  ap p ro x im a te  100(1 — a ) %  p red ic tio n  in te rva l for 
V2i as
(V2i — z a/ 2 T(, V2i + z a/ 2 Ti) (2.13)
w here
2 _  a-3( i  -  p ) ( i  +  (p. -  i ) p )  j
T‘ ~  l +  f o - 2 V >
w ith  cfi = A if ( A ,iA i)~ 1 A'i f ,
Pand  d; — B 2i BxAp^—i , on'"'
1 +  (pi -  2 )p
P rediction  o f  yj
31
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= £ / , =
(  \  
Ei (Tji
a ' j i  a 2 f i
where  A[j  is th e  j tk row of Ai ,  B i f  is a  k  x  1 know n vec to r defined s im ilarly  
Since ^
1 p p . . p
and
£ / . =
/  \
E  i (T ji
 ^ 0 } i  & 2 f i  J
=  a
P 1 P • • P
■ P 
. 1
i . /  y>— 1   ________ __________
li  ‘ ( i  +  (Pi -  i M i ; , .
th e  p re d ic to r of yifj is given by
Now, using
p2 Pi ( ? 2
.£.2 £./ V1-! Acr — (T (T ji =  <7 2 (1
_  y i i 1 - p ) ( l + P i P )
(l + (Pi- l J}) )  1 +  (pi -  1 )p
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we have
v a r ( y ifl -  y i f .) =  f?. =  cr2fi -  <7^  xa f i  +  c0 3t'A<7;
(72(1 -  /3)(1 + p i p ) 
1 +  ( P i  ~  1 ) P
w ith
+  Cijg'iDiQi,
Cij = A ^ A r ' A n ,
9l = B i j - B i  l P il +  J _ 1)/5,
A  =  ( B i t - ' B l ) - 1.
Since (r/j/ — yij} ) / r i j  is ap p ro x im a te ly  d is tr ib u te d  as A ^(0,1) using T heorem  2 of 
ch a p te r  1, we can co n stru c t th e  ap p ro x im a te  100(1 — a)  % p red ic tion  in terval for 
yif, as
( y i f j  -  z a f 2 T i j , y i f j  +  z a / 2T i j ) .
E x am p le  2.3.1
J u s t  to  il lu s tra te  th a t  th ese  m eth o d s can b e  im p lem en ted  in p ractice , we provide 
an  ex am p le  w ith  co m p u te r p rog ram . In a  s tu d y  of th e  assoc ia tion  of hyperg lycem ia 
an d  re la tiv e  h yperinsu linem ia , s ta n d a rd  glucose to le ran ce  tes ts  w ere adm in iste red  
to  13 con tro l and  20 obese p a tie n ts  on th e  P e d ia tr ic  C lin ica l R esearch W ard of th e  
U n iversity  of C olorado M edical C en ter (Z erbe (1979)). P la sm a  inorganic pho sp h ate  
m easu rem en ts  d e te rm in ed  from  blood sam ples w ith d raw n  0, 0.5, 1, 1.5, 2, 3, 4 
an d  5 hours a fte r a  s ta n d a rd  dose oral glucose challenge are  shown in T able 2.1. 
Suppose for th e  tre a tm e n t  group  we d o n ’t  have d a ta  a t  t im e  poin ts 1.5 and  5. So
33
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T ab le  2.1: P la sm a  Inorganic P h o sp h a te  d a ta
H ours a fte r glu cose challenge
P a tie n t 0 0.5 1 1.5 2 3 4 5
1 4.3 3.3
C ontrol 
3.0 2.6 2.2 2.5 3.4 4.4
2 3.7 2.6 2.6 1.9 2.9 3.2 3.1 3.9
3 4.0 4.1 3.1 2.3 2.9 3.1 3.9 4.0
4 3.6 3.0 2.2 2.8 2.9 3.9 3.8 4.0
5 4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7
6 3.8 2.2 2.0 2.6 3.8 3.6 3.0 3.5
7 3.8 3.0 2.4 2.5 3.1 3.4 3.5 3.7
8 4.4 3.9 2.8 2.1 3.6 3.8 4.0 3.9
9 5.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3
10 3.7 3.1 2.9 2.2 1.5 2.3 2.7 2.8
11 3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9
12 4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8
13 4.7 3.1 3.2 3.3 3.2 4.2 3.7 4.3
1 4.3 3.3
Obese 
3.0 2.6 2.2 2.5 2.4 3.4
2 5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9
3 4.6 4.4 3.9 3.9 3.7 4.2 4.8 5.0
4 4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0
5 3.1 3.1 3.0 2.6 2.6 1.9 2.3 2.7
6 4.8 5.0 2.9 2.8 2.2 3.1 3.5 3.6
7 3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4
8 5.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7
9 3.0 2.5 2.3 2.2 2.1 2.6 3.2 3.5
10 4.9 5.0 4.1 3.7 3.7 4.1 4.7 4.9
11 4.8 4.3 4.7 4.6 4.7 3.7 3.6 3.9
12 4.4 4.2 4.2 3.4 3.5 3.4 3.9 4.0
13 4.9 4.3 4.0 4.0 3.3 4.1 4.2 4.3
14 5.1 4.1 4.6 4.1 3.4 4.2 4.4 4.9
15 4.8 4.6 4.6 4.4 4.1 4.0 3.8 3.8
16 4.2 3.5 3.8 3.6 3.3 3.1 3.5 3.9
17 6.6 6.1 5.2 4.1 4.3 3.8 4.2 4.8
18 3.6 3.4 3.1 2.8 2.1 2.4 2.5 3.5
19 4.5 4.0 3.7 3.3 2.4 2.3 3.1 3.3
20 4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8
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n i =  13,n 2 =  20, m  =  2, k  =  5,p =  8 , p\  — 8 and p 2 =  6 . A \  an d  A 2 a re  of o rder 
13 x  2 an d  20 x  2 respectively. U sing SA S, we fit th e  un b alan ced  m odel on th is 
d a ta  se t (P R O G R A M  1). T h e  resu lts  of th is  p rog ram  are  p =  0.33, cr2 =  0.61 and
/ \ 
3.2 -0 .0 1  0.01
y 3.44 0.64 -0 .1 5  j
2.5 G oodness of fit tests
C onsider th e  m odel (1 .1), Y  = A £ B +  6 , w ith th e  usual assu m p tio n s. O ne of 
th e  p ro b lem s we face in p rac tice  is to  d e te rm in e  an  a p p ro p ria te  s tru c tu re  for th e  
covariance m a tr ix  E . If th e re  is only one group in th e  m odel, one can  d e te rm in e  th e  
a p p ro p ria te  s tru c tu re  for E  by selecting  several s tru c tu re s  and  te s tin g  h y po theses 
ab o u t th ese  s tru c tu re s . For exam ple , suppose we w an t to  see w h e th e r eq u ico rre la ­
tio n  s tru c tu re  fits well for th e  d a ta . U sing th e  d a ta  u n d er th e  above m o d e l we te s t 
Ho : E  =  cr2 V (p )  ( th e  equ ico rre la tion  s tru c tu re )  ag a in st H a : E  is a  p o sitiv e  defin ite  
m a tr ix . T h is is a  s ta n d a rd  p roblem  in  m u ltiv a r ia te  analysis, p e rh ap s u n d e r sim pler 
m u ltiv a r ia te  linear m odel s itu a tio n . See A nderson  (1984) or S io tan i, H ayakaw a, 
an d  Fujikoshi (1985). S im ilarly , te s ts  for te s tin g  o th e r s tru c tu re s  can  be developed  
using  th e  likelihood  ra tio  tes t.
If th e re  are several, say g, g roups, th en  these  ty p e  of te s tin g  of h y p o thesis  
p ro b lem s becom e difficult. T his is because , different groups m ay  h ave d ifferent 
covariance m atrices  E j ,  i =  1 ,2 ,. . . ,  <7 an d  we m ay need  to  first te s t  Ho : E i =  E 2 =  
... =  E g versus H a : T h e  covariance m a trice s  E i’s are  d ifferent. If Ho is re je c ted  and
35
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2 o r m o re  s tru c tu re s  are  being  considered  for Hi,  a  varie ty  of s itu a tio n s  m ay occur in 
p rac tice  due to  th e  fact th a t ,  on ly  a  ce rta in  p a ram e te rs  d e te rm in in g  th e  s tru c tu re s  
m ay  be d ifferent for d ifferen t g roups. T h e  p ro b lem  is fu r th e r  co m p lica ted  if th e  
d a ta  are  unbalanced . For ex am p le , suppose we w an t to  te s t  Ho : 2 tp.xpi =  a 2 Vi(p) 
ag a in st Hi  : Ej is a  positive  d efin ite  su b m a trix  of E pxp. In  th is  case, finding th e
M L E  of Hi u n d er Hi  m ay  be very  d ifficult even if i t  ex ists.
In  th is  section , we assu m e due to  o th er p rac tic a l considerations as well, th a t  
th e  s tru c tu re  for group i is £ ip.XPi =  <7iV(Pi)i i — 152, ...,<7. T h e  p ro b lem  th e n  is 
to  te s t various hypo theses,
Hoi • 0?  =  =  ••• =  cr2g, Pi =  P2 =  ••• =  pg
#02 : cr2 = a j  =  ... =  a 2 =  cr2, p ^ s  a re  different
H 0 3  : pi =  pt  = ...pg — p, erf’s a re  different
aga inst an  a p p ro p ria te  a lte rn a tiv e  hypothesis.
In a  recen t p ap er, V ian a  (1994) h as derived  th e  M L E ’s of th e  p a ram e te rs  u n d er 
Hq2 and  # 0 3 • T h e  M L E ’s of a 2, pi, i =  1 ,2 ,. . . ,  <7 u n d er th e  a lte rn a tiv e  Hi =  crfV(pi)  
a re  easily  o b ta in ed  using  th e  M L E ’s for balanced  d a ta . T h e  M L E ’s of a 2 an d  p 
u n d er #01 are  derived in  sec tion  2.2.1. Using th ese  M L E ’s various hypo theses can 
be  te s ted  using  th e  likelihood ra tio  crite rion .
If we consider an  au to reg ressiv e  s tru c tu re  in s tead  of an  eq u ico rre la tio n  s tru c tu re , 
th e n  te s ts  for all of th e  above various hypo theses have been considered  by Lee 
(1991).
R esidual P lo ts
36
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O n e can also suggest ce rta in  g raph ica l p rocedures for v isual an d  easy validation  
of th e  assum ed  s tru c tu re . O n e  g rap h ica l p rocedure  we m ay  suggest is as follows 
D efine y  =  vec(V '), t =  v ec (e ) an d  /? =  vec(£). T h en  m odel (1.1) can  be 
re w rit te n  as
y =  (B ' (^ ) A)(3 +  e = X/3  +  e (say)
F u r th e r , u n d e r th e  assu m p tio n  of rows of €  being in d ep en d en tly  d is tr ib u te d  as 
m u ltiv a r ia te  n o rm al w ith  m ean  0 and  covariance m a trix  £ ,  we have e to  be  d is­
t r ib u te d  as n p  v a ria te  n o rm al w ith  m ean  0 and  covariance m a tr ix  f t =  £  (g) / .  Using 
s ta n d a rd  generalized  least squares th eo ry  we know th a t  /3 =  (X ' £ t ~ l X ) ~ l X ' Q r l y . 
T h e  vecto rs of p red ic ted  values and  th e  residuals respectively  are given by y = X 0  
an d  i  =  y — y.  I t is s ta n d a rd  p rac tice  in  regression analysis to  p lo t th e  respective  
e lem en ts  of f l~ *y  and  f l 'z e  as p o in ts  in  a  plane. If th e  p o in ts  follow a  ran d o m  
p a t te r n  in  th e  p lan e  th en  th e  m odel is assum ed  to  be valid. W e ad o p t th is  p lo t for 
v a lid a tin g  th e  assum ed  s tru c tu re . Suppose £* is th e  covariance m a trix  for th e  i th 
g roup  an d  it  has an  equ ico rre la tio n  s tru c tu re  th en  th e  covariance of e is of th e  form  
f t  =  D ia g (£ i,  £ 2, ..., £ 5) in s tead  of /(g ) £  and  ft is a  function  of th e  two p a ram ete rs  
cr2 an d  p. W e e s tim a te  a 2 an d  p using th e  ML m eth o d  an d  e s tim a te  ft. Suppose 
th e  e s tim a to r  of f t  is ft, th en  we co m p u te  t l ~ ^ y  and  f t“ Je an d  p lo t th e  p o in ts  in a 
p lan e  as desc ribed . A p rog ram  for p lo ttin g  th e  residuals for a  d a ta  set u n d e r th e  
eq u ico rre la tio n  s tru c tu re  is p rov ided  in  section  2.5.
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2.6 Com puter program
P R O G R A M  1 
options linesize= 70;
T itle  ’G row th  curve analysis of p lasm a d a ta  u n d er equ ico rre la tion  s tru c tu re ’ 
d a ta  p lasm a; 
infile ’p la s m a .d a ta ’;
in p u t s u b j l  y l  y2 y3 y4 y5 y 6 y7 y 8 su b j2  y9 ylO y l l  y l2  y l3  y l4  y l5  y  16; 
d a ta  n e w l(k e e p = s u b jl  y l -y 8) n ew 2 (k eep = su b j2  y 9 -y l6 ); 
set p lasm a;
/*  C rea tin g  v e c (F ) * / 
d a ta  n e w ll ;  
se t n ew l;
y = y l ; t im e = l;o u tp u t ;  
y = y 2; t im e = 2;o u tp u t; 
y = y 3 ;tim e = 3 ;o u tp u t;  
y = y 4 ;tim e = 4 ;o u tp u t;  
y = y 5 ;tim e = 5 ;o u tp u t;  
y = y 6;t im e = 6 ;o u tp u t; 
y = y 7 ;tim e = 7 ;o u tp u t;  
y = y 8 ; t im e = 8 ;o u tp u t; 
d rop  y l - y 8;
38
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d a ta  new 22; 
set new 2;
y = y 9 ;t im e = l;o u tp u t ;  
y = y l 0; t im e = 2 ;o u tp u t; 
y = y l l ; t im e = 3 ;o u tp u t ;  
y = y l3 ; t im e = 5 ;o u tp u t;  
y = y l4 ; t im e = 6 ;o u tp u t;  
y = y  1 5 ;tim e= 7  ;o u tp u t; 
d rop  y9-y l6 ; 
d a ta  b;
set n e w ll( in = in n e w l re n a m e = (s u b jl= s u b j) )  
new 22(re n a m e = (su b  j 2= su b  j )); 
if s u b j= V  th e n  delete;
/*  W e are  c rea tin g  th e  X m a tr ix  in  th is p roc s tep . * /  
p roc iml;
B =  (1 1 1 1 1 1 1 1 ,
0 0.5 1 1.5 2 3 4 5 ,
0 0.25 1 2.25 4 9 16 25 );
G1 = ( 1  0 0 0 0 0 0 0 ,
0 1 0  0 0 0 0 0,
0 0 1 0  0 0 0 0,
0 0 0 1 0  0 0 0,
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0 0 0 0 1 0  0 0 , 
0 0 0 0 0 1 0  0 , 
0 0 0 0 0 0 1 0 ,
0 0 0 0 0 0 0 1  ); 
G2  =  (1 0 0 0 0 0 ,
0 1 0  0 0 0 ,
0 0 1 0  0 0 ,
0 0 0 0 0 0 ,
0 0 0 1 0  0 ,
0 0 0 0 1 0 ,
0 0 0 0 0 1 ,
0 0 0 0 0 0 );





1 0 , 
1 0 ,
1 0 , 
1 0 , 
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A2 =  (0 1 , 
0 1 ,
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0 1 ,
0 1 , 
o  1 );
D zl =  (G 1 ‘ * B ‘) @ A l;
Dz2 =  (B 2 ‘ * G ‘) @ A2;
D =  D z l/ /D z 2 ;
v a rn am es= x l,x 2 ,x 3 ,x 4 ,x 5 ,x 6 ;
c rea te  dd  from  D (|co ln am e =  varnam es|);
ap p en d  from  D;
close dd;
d a ta  last;
m erge dd  b;
/*  W e a re  fittin g  th e  m odel y  =  X v e c ( £ )  +  e w ith  eq u ico rre la tion  covariance 
s tru c tu re . * /
p ro c  m ixed  d a ta = la s t  m e th o d = m l; 
class sub j;
m odel y =  x l  x2 x3 x4 x5 x 6/ s  noint; 
rep ea ted  in te rc e p t d ia g /s u b je c t= s u b j r; 
m ake  ’P re d ic te d ’ o u t= p re d ; 
m ake  ’R ’ o u t= rm a tr ix ;  
run ;
p ro c  im l;
42
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use rm a trix ;
read  all var{co ll}  in to  col;
s ig l= c o l[ l ,l ] ;
sig2= co l[2, 1];
rh = s ig 2/s ig l;
rh o = J (2 2 4 ,l , l ) ;
rh o = rh * rh o ;
v a rn am es= rh o ;
c rea te  rhnew  from  rh o ( |co ln am e =  varn am es|);
ap p en d  from  rho;
close rhnew ;
d a ta  final;
m erge rhnew  pred;
/*  In th e  following p roc step  we are  tran sfo rm in g  th e  p red ic ted  an d  residual 
v ec to rs .* / 
p ro c  im l; 
use final;
read  all v ar{ rh o ,P red ,R esid }  in to  aa;
r h o l= a a [ l , l ] ;
g l= J (8 ,8 ,1 .0 ) ;
g2= J  (6 ,6 ,1.0);
c = 1.0/ s q r t ( 1.0-rh o l) ;
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b e t l= ( - rh o l* 8 ) /( (1 .0 - rh o l)* (1 .0 + 7 * rh o l) ) ;
b e t2 = ( -rh o l* 6 ) /( (1 .0 -rh o l)* (1 .0 + 5 * rh o l) ) ;
d l = ( 1.0 / 8 )* ( -c + s q r t( c + b e tl) ) ;
g l= c * I (8 ) + d l * J ( 8,8 ,1.0);
d 2= ( 1.0 / 6 )* ( -c + s q r t( c + b e t2 ));
g 2 = c * I (6 )+ d l* J (6 ,6,1.0);
p re d l= ( I (1 3 )  @ g l)* aa[l:1 0 4 ,2 ];
p red 2 = (I(2 0 ) @ g2)*aa[105:224,2];
t p r e d = p r e d l / / p re d 2 ;
re s d l= ( I (1 3 )  @ g l )* a a [ l : 104,3];
re sd 2 = (I(2 0 ) @ g2)*aa[105:224,3];
t r e s d = r e s d l / / r e s d 2 ;
z z = tp re d  || tresd ;
v a rn a m e s= tp re d ,tre sd ;
crea te  la s t l  from  z z ( |c o ln a m e =  varnam es|);
ap p en d  from  zz;
close la s t l ;
/* T H E  R E S ID U A L  P L O T * /
/*  P lo ttin g  th e  tran sfo rm ed  residuals on tran sfo rm ed  p red ic ted  values.* / 
p ro c  p lo t d a ta = la s t l ;  
p lo t tre sd * tp red ;
44
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Chapter 3
A nalysis o f G rowth Curves 
U nder A utoregressive Covariance 
Structure
3.1 Introduction
In  th is  ch a p te r we consider th e  grow th  curve m odels for d ifferent s itu a tio n s  w ith  th e  
au to reg ressiv e  s tru c tu re  for th e  covariance m a tr ix . In a lm o st all cases, th e re  will be 
co rre la tio n  betw een  th e  re p e a te d  m easu rem en ts  (m easu rem en ts  on  th e  sam e su b jec t 
o r ex p e rim en ta l u n it)  ta k e n  a t  different tim e  po in ts. I t  is also likely th a t  th e re  
is a  decay in  th e  co rre la tio n  w ith  increasing  tim e  d is tan ce  betw een  th e  rep ea ted  
m easu rem en ts . In  th is  case th e  n a tu ra l s tru c tu re  for th e  co rre la tio n  m a tr ix  is th e  
au to reg ressiv e  co rre la tio n  s tru c tu re . M oreover th is  s tru c tu re  enab les us to  m odel
45
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u n b alan ced  (m issing  value) d a ta . H ence in th is  ch ap te r we re s tr ic t  ourselves to  
th e  first o rd e r au to reg ressiv e  co rre la tio n  s tru c tu re . W hile  m o deling  th e  unbalanced  
d a ta  or th e  d a ta  observed  a t  u nequa lly  spaced tim es , th e  first o rd e r au to regressive  
s tru c tu re  leads to  th e  M arkov s tru c tu re  as we will see la te r . In  th e  n e x t section, 
we p resen t th e  au to reg ressiv e  s tru c tu re  and its  variance an d  th e  d e te rm in a n t. In 
section  3.3, we s tu d y  th e  grow th  curve m odel for th e  b a lan ced  case an d  give th e  
m ax im u m  likelihood  e s tim a to rs  of th e  p aram ete rs  involved (Lee (1988), Fujikoshi 
e t al. (1990)) an d  give a  te s t  for te s tin g  Ho- W e also consider th e  p red ic tio n  of yj  
g iven Y  an d  p red ic tio n  of V2 given Vi and  Y .
A n o th er p red ic tio n  p ro b lem  th a t  m ay  be of in te re s t to  sc ien tis ts  is th e  p red ic tion  
of unobserved  p o rtio n  of a  vec to r, w hen th e  unobserved  p o rtio n  is in  th e  m iddle. 
For exam ple , p re d ic t Vi, g iven V\, V2, and  Y , w here V '  — ( V { , V / , V 2 ). W e address 
th is  p rob lem  also in  sec tio n  3.3.
In sec tion  3.4, we consider th e  m odel to  ac co m m o d ate  m o n o to n e  or balanced  
in co m p le te  d a ta  ( th a t  is, d a ta  th a t  a re  m issing only a t  th e  en d ) an d  derive th e  
m ax im u m  likelihood  e s tim a to rs . F u rth e r, we consider th e  tw o p red ic tio n  problem s. 
T h e  tes tin g  p ro b lem  is s im ila r to  th e  one considered in th e  second ch a p te r. F inally , 
in  sec tion  3 .5 , a  m odel to  analyze m issing or u n b alan ced  d a ta  ( th a t  is, d a ta  th a t  
a re  m issing a t  any  tim e  of th e  observation) is considered.
46
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3.2 Autoregressive structure
A w idely  used tim e  series m odel is th e  au to regressive process an d  th e  s tru c tu re  
of th e  co rre la tio n  of a  first o rd er au toregressive process is called  autoregressive 
co rre la tio n  s tru c tu re . In  ap p lica tio n s , we tak e  a  p  x  p au to reg ressive  covariance 
m a tr ix  as
S  =-  a 2 {p]t j | ),





Pp- X pp- 2 p 1
=  ff2V(p).
T h e  inverse of V can be w ritte n  as
(3.1)
V  =  (1 ~  P ) [p ~  2pC<2 +  Ip],
47
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where
Ci =







^ ( E )  =  iEi =  ( ^ ( i - p 2r 1.
3.3 Balanced data m odel
T h e  grow th curve m odel u n d e r th e  balanced  case is
^nXp =  Anxm^mx/c-^fcxpd" ^nxpi
w here Y  is an  observation  m a tr ix , £ is a  m a trix  of unknow n p a ra m e te rs , A is a  
know n m atrix  of ran k  m  < n , an d  B  is a  known m a trix  of ran k  k  < p. F u rth e r, 
rows of erro r m a tr ix  €  a re  in d ep en d en t each d is trib u ted  as 7Vp(0,E), w here E  is a 
p  x  p  positive defin ite  m a trix .
48
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T h e  log of th e  likelihood func tion
L  = { 2 i r ) - ¥ \ Y , \ - ? e x p [ - l- t r i : - \ Y  -  A ^ B ) ' { Y  -  A£B)]
Li
of <f, p an d  a 2 based on Y  can  b e  w ritten  as
ln L ( £ ,  cr2 ,p)  =  — l / 2 [(np)/n<72 +  n(p — l ) l n ( l  — p2) +  (n p ) ln 2 ir 
+ a 2( 1 -  p 2) " 1^ ^ 2^  -  2p C 2 + I P) ( Y  -  A £ B ) ' ( Y  -  A£B )]
T aking  th e  deriva tive  of th is  eq u a tio n  w ith  respec t to  a 2 and  se ttin g  it to  zero 
we have
' S '  +  -  p ^ i r l i p 2 c ' ~  2pC 2 +  , f ) { y  "  M B ) ' { Y  ~  m ) ]  =  0
*2 _   I_____
< 7  =
np(  1 -  p2) 
N ex t, rew ritin g  I n L  as
tr [ (p 2C x -  2p C 2 +  IP) ( Y  -  M B ) \ Y  -  A £ B ) \
InL = -2pn2ir -  ^Ina1 -  2 ^ h n ( l  _ f )  _ _ ^ _ irCl(K _ A(B)'(y -  M B )
+  , > ( l - ? ) t rCl (Y ~  A ( B y ( V  -  A(B)  ~  2 ^ ( i1- p 2) ‘r(V' "  M B ) '( Y  "  M B )  
an d  d iffe ren tia tin g  w ith  re sp ec t to  p we o b ta in  
d l n L  n (p  — l ) p  p , , , ,  1 +  p 2
-  W W  P 7t r C 1 ( Y - A t B ) , ( Y - A £ B )  +
dp  (1 - p 2) u 2 { l - p 2 ) 2 u  s M  s ! <j2 { l - p 2 ) 2
t r C , { Y  -  A ( B ) ' ( Y  -  A ( B )  -  t r ( Y  -  A ( B ) \ Y  -  A ( B ) ,
and
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gives
n (p  -  l ) p ( l  -  p 2y  -  p t r [ C \ { Y  -  A Z B ) ' ( Y  -  A ^ B ) }  +  (1 +  p 2) 
t r [C 2( Y  -  A £ B ) ' ( Y  -  A£B)]  -  p t r ( Y  -  A ^ B ) ' ( Y  -  A £ B )  =  0 (3.3)
L et R  =  ani^ a ‘ =  t r {PiR).  T h en  we h ave th e  M L e s tim a to r  of a 2
as
2 — ----------------[Yr> — m \o'- =
np(  1 -  p2)
[(n  ) p  a\ — 2 (n  — m ) p a 2 +  (n  — m ) a 3]
n  — m  r „ .
[a iP — 2a 2/> +  a3\
np(  1 — p2)
To get th e  M L e s tim a to r  of p, let us s u b s titu te  th e  value of a 2 , R  and  a ;  in 
(3.3). W e g e t th e  following equation :
T i   771
n (p  -  l)/o (l -  p2) — T ------r r [ a i p2 -  2 a 2p +  a 3] -  p (n  -  m ) a j  +
np{ 1 -  p l )
(1 -1- p 2) ( n  — m ) a 2 — p(n  — m ) a 3 =  0
p — 2
=>  p[a\P2 ~  2a2p +  a 3] -  pax +  (1 +  p 2 ) a 2 -  pa 3 =  0
P
=> (p -  l ) a i p 3 -  2 (p -  1 )a2 p 2 +  (p -  1 )a3p -  pa^p  
+ p a 2  +  p a 2 p 2 -  pa3p =  0
T h u s , M L e s tim a te  of p is th e  so lu tion  of th e  follow ing cub ic  eq u a tio n
(p  -  l ) a i p 3 -  (p -  2 )a2 p 2 -  (pax +  a3)p +  p a 2 =  0 .
W e su m m arize  th e  m ax im u m  likelihood (M L) e s tim a te s  of £, a 2, an d  p in  th e  
following th e o re m  d u e  to  Fujikoshi e t al. (1990). A lso see Lee (1988).
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THEOREM 3 The M L  es t imates  o f  £, cr2 and p in the growth curve model  with 
autoregressive covariance s tructure  are the solut ions  o f  the fol lowing equations:
( I )  £ =  £(p) =  ( A ' A ) ~ l A ' Y V '  B ' ( B V l B ' ) ~ 1
( I I )  <r2 =  <72(£, p) = - — — (1 -  p2)_1 [av 52 -  2a2p +  a 3]
n
( I I I )  (p -  l)o i/53 -  ( p -  2)a 2 p 2 -  (p a j +  a3)p + p a 2 =  0 .
where
V  = V ( p ) ,  v - '  =  (1 -  p ) - ' [ p 2 C,  -  2 p C ,  +  f t ) ,
r . v - w w - m b )
n  — m
with Ci  C 2 as defined in equation 3.2 and C 3  =  Ip .
Fujikoshi e t al. (1990) h ave stud ied  th e  a sy m p to tic  p ro p e rtie s  of th e  M L esti­
m a to rs  £, a 2 an d  p an d  have estab lished  th a t ,  for fixed p  an d  <7, as n  —► 0 0 ,
v e c ( ( ( A ' A ) ± ( i  -  0 ) ' )  ~  N gk(0 , 1 0  ( B t - ' B 1) -1), (3-4)
w here £  =  a 2 V (p ) .
3.3.1 Testing of hypothesis
C onsider th e  p ro b lem  of te s tin g  H 0  : E £ F  =  C  versus H \  : E ^ F  C , for known 
m a trice s  E ,  F  an d  C  of o rd e r q x g, k  x v  and  q x  u respectively , w ith  E  of rank  q 
an d  F  of ran k  u.
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U sing th e  a sy m p to tic  d is trib u tio n  of £ given in (3.4) a  te s t  c rite rio n  can be 
easily  co n stru c ted . We n o te  th a t  th e  a sy m p to tic  variance of E £ F  using (3.4) is
v a r ( v e c ( E £ F ) ' )  =  (E { A ' A ) ~ l E ') ® B ' ) ~ l F.
H ence a  te s t  c rite rio n  to  te s t  Ho is to  use th e  tra c e  of
( E £ f  -  C ) ' { E ( A ' A ) - 1 E ' ) - \ e £ f  -  C ) ( F ' { B t ~ l B ' ) ~ l F ) - '  (3.5)
w hose a sy m p to tic  d is tr ib u tio n  is x 2 w ith  qv  degrees of freedom . T h e  read e r is re­
ferred  to  A zzalin i (1987) for a  sim ilar resu lt. O th e r c rite ria  b ased  on th e  eigenvalues 
of th e  m a tr ix  (3.5) can also b e  used to  te s t Ho-
3.3.2 Prediction
In  th e  following we p resen t m in im um  (p red ic tive) m ean  square  p red ic to rs  for 
yi f,  th e  fu tu re  o b serv atio n  for th e  i th  ind iv idua l, an d  V2 , th e  unobserved  portion  of 
th e  v ec to r V ' { =  (U /, V^)). For sim plicity  of p re sen ta tio n  we assum e th a t  b o th  yif  
and  V2 are scalars. H ow ever, in general, these  can  b e  vectors.
P rediction  of V2’.
T h e  m in im u m  m ean  sq u a re  p red ic to r of V2 given Vi and  Y  is o b ta in ed  as follows: 
L et E ( V )  =  E ( V i , V 2 ) =  ( A f £ B i , A f € B 2), w here A j  is 1 x  g  know n vec to r, B  =
52
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(B \ , B 2 ), and  c o v ( V ) — E. T hen  V2 = A / £ B 2 +  (Vi — A / £ B 1 ) E n 1 cr12  w ith  
variance, r 2 =  va r ( V 2 -  V2) =  a 22  -  ^ l E f / o ^  +  cf d ' D d , 
w here
cov (V ) =  E =
E n  ° \ 2
a 2\ U2 2
1 p p 2 p3 riP- 1
p  1 p  p 2 p 3 . p *  2
p r - '  p ? - 2 p 1
c/ =  A /(i4 'v4)_ 1A^, and  d = B 2 — B i E ^ o ^ .  
For th e  au toregressive s tru c tu re ,
*12 =  V 2 (pP~ \ p P~2, "  ; P Y  , 0-22 =  0-2
E l l  =  0‘2Vr ( /3) p - l x p - l
E ii1^  =  ( l - p 2) - 1[ ^ C ' i - 2pC '2 +  / p_ i ] ( ^ - 1, / - 2, . . . , p , i y
2 \  —1
0 0
01 —/» 0 . . .
- p  1 +  p 2 - p  0  . .
0  — p  1 +  p 2 — p  0  . 0
0
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=  ( W 2)
2 \—1





(72 lE j j1 (7i2 =  cr12( l  -  p2) - 1^  -  2pC 2 +
=  ^ 2 ( / _ 1 , / _ 2 , - ^ ) ( o '  2 , p y
2 2 =  CtV
and
(J22 -  0'12S 111<T12 =  cr2 -  CT2^2 =  <J2(1 -  p2)
T h u s we have
U2 =
r 2 =
A f i B 2 +  (V1 - A Ji B 1 )(0'p_ 2, Py
v a r { \ 2  —  V 2 ) =  c r 2 ( l  — p 2 )  +  C f d ' D d ,
d  =  B 2 — Bi(0'p_ 2 ,p) .
Using th e  m ax im u m  likelihood es tim a te s  of p and  cr2 th a t  a re  o b ta in e d  using  Y ,  we 
can  co m p u te  th e  p red ic to r and  its  variance. N ote th a t  th e  observed  p o rtio n  of V
54
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/  \  
Y i = ( A ^ B ) ' , a n d  c o v
'
=  E /  =
E
. m B j y  _ *“  J & 2f
is used  only for p red ic tio n  purposes an d  no t for es tim atio n  of th e  p a ra m e te rs . O ne 
can suggest an  i te ra tiv e  p ro ced u re  fo r p red ic tio n  of V2 u tiliz ing  V\ for e s tim a tio n  
as well as p red ic tio n . T h is  p ro ced u re  is d iscussed la te r in th is  section .
P red iction  o f  yj:
For th e  i th in d iv id u a l we have
E
K yi j  J  [ J \  yi f  /  [ 0 /
w here E /  is a  (p +  1) x  (p +  1) p o sitiv e  defin ite  m a trix , A\  is th e  i th row o f A and  
B j  is a  k  x  1 know n vec to r. U sing th is  and  th e  fo rm ula  of co n d itio n a l ex p e c ta tio n  
of y i f  given Y{  , th e  p re d ic to r is given by
y ti  =  W i B , ) '  +  o > p - \ Y i  -  ( A ' j B f ) ' ) ,
an d  th e  v arian ce  of th e  p re d ic to r is
r 2 =  v a r ( y Si -  y f i )  =  a 2f  ~  c r ' f £ r x <7 S +  C i g ' D g ,
w here ct- =  A ' ^ A ' A ) ~ l Ai ,  g =  B j  — 5 E _ 1<7/ ,  an d  D  =  ( 5 E - 15 ' ) - 1 .
For th e  au to reg ressiv e  s tru c tu re
/
E  07  
0 7  a 2f
I p  p2 p3
p i  p p2 p3 . pp_1
pp pP-t P 1
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T h e n  doing ca lcu la tions in  a  sim ilar way (as for l/2), we get
o ' / V - '  = (o u ? )
0"2/  “  =  CT2(1 — p2).
U sing th is  we have
y ,i  =  ( A ' i 5 / )' +  (O;_1, /J) ( K - ( ^ 5 ) 0  
Ti2 =  v a r ( y fi  -  y } i ) =  cr2( l  -  p2) + c{g 'Dg  
g = B } - B { V p_ l ,p) ' .
In  ap p lica tio n s , we rep lace p and <72 in  th e  fo rm u lae  by th e ir  m ax im u m  likelihood 
e s tim a te s  o b ta in ed  using th e  d a ta  m a trix  Y .  I t is in te re s tin g  to  n o te  here th a t  we 
h ave used  th e  observation  corresponding  to  th e  i th in d iv id u a l for b o th  estim atio n  
of th e  p a ra m e te rs  and  p red ic tio n  of y j i .  As in th e  eq u ico rre la tio n  case one can 
co n s tru c t a p p ro x im a te  p red ic tio n  in tervals for t//i an d  also for V i i .  See N aik (1990) 
for d e ta ils .
3.3.3 Prediction of missing values
P red ict ion  o f Vi :
H ere we consider th e  p red ic tion  of unobserved  p o rtio n  of a  vec to r, w hen th e  
u n o b serv ed  p o rtio n  is in th e  m iddle. T h a t is, we p re d ic t Vi, given Vi, V2 , and  Y , 
w h ere  V '  =  {V{, V(,  V2). For convenience, suppose V{ is a  sca la r and  it  corresponds 
to  th e  i th p o sitio n  of th e  vec to r V.  R earrange  th e  e lem en ts of V  so th a t  V '  =
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(Vi,V" VZ). Let E ( V ' )  = ( E ( V t ) , E ( V I ) , E ( V l ) )  = ( A / £ B i ,  A f £ B i ,  A / £ B 2), where 
A f  e tc . a re  ap p ro p ria te ly  defined vectors or m atrices . Let
cov
/ \ ■ ■
Vi U)n U>n ^.2 - ■
u>u U>i
Vi U>H O n fll2 =
u 'i fl
\ v2 / U>2i ^21 1
NG
T h e  m in im u m  m ean  sq u are  p red ic to r of V{ th en  is 
E ( V t/ V u V2 , Y )  = A ^ B t + u [ n - 1
( \  
Vx
/ \  
A m
\ v>; A m  2
C o m p u t a t i o n  o f  wt'f l -1 . F irs t we co m p u te  th e  inverse of fl.  For th a t  we use the 
fo rm u la
r - i P
A B A ~ x +  A - xB E - l B ' A - x —A ~ XB E ~ X
B ' D —E ~ XB ' A ~ X E ~ x
w here E  = D - B ' A XB  (see R ao, 1973, p. 33).
W e use th is  fo rm ula  to  com p u te
I T 1 =
/ \ 
f i l l  f l i2
-1
y ^21 ^22 J  
f i n 1 +  F E - 1 F '  - F E ' 1 
- E ~ XF '  E ~ x
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w here F  =  f i n f i i 2 and  E  =  f i22 -  ^ 2i ^ n  ^ 12-
N ote  th a t  th e  (i — 1) x  (i — 1) m a trix  f i n ,  th e  (p — i) x  (p — i ) m a tr ix  f i22, and  
th e  (i — 1) x  (p — i) m a tr ix  f i12 for th e  s tru c tu re  in  h an d  are
f i n  =  cr2
1 p p2
p 1 p
f i22 — O’2


















=  fi'2 1 -
- p - t + 1
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F u rth e r, u>'{
H ere a' =  (pl
■ (oJu,oj2iY = a 2 (p i \ p { 2 , . . . , p 2 , p , p , p 2 , . . . , p p l ) an d  u>a = 1 - p 2
a 21 — cr2
1





np - t + i
an d  ton  =  Ci ( i - Pi ) [p2 c i -  Pc 2  +
i ^ p a ' C i  ~  i ^ p a ' C 2 +  i ^ 2  pa'  
A r p ' a ' C x  -  ^ - r P 2 a'C2 +
£ ? P p- l «'Ci  -  ^ P P~l a 'C 2 + ^ - l a'\  i - p
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Here
\




» - l  J - 2a' c 2 =
1
1 0\  ± ^  /
( J - 2  l J - 3  J - 2 , J - 4  . 3  I .  _2 \[P ,P + P ,P + P + P,P J
j ~ —^ [p2a 'C x -  pa 'C 2 +  a'}
p {~ 1 > •• V ,  ° ) -  i ? ' 1 > ^  +  ^ " 2> p 1~ 1 +  ^ " 3> - > ^  +  p2’ ^
P
I - P *
[(o, 0 , 0 , . . . ,  0, p ( l  — p )\
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0 p 2  
0 P3
0  0  . . .  0  P p ~ l + 1  J








p l  1 p l
■ ■ 0  P p ~ i + 1  j  \ p 2  p 3
, .p- i+3
• • • pp - i +4
p P ~ i + 3  p p ~ i + i
=  dV
, P - 2
, p - t + l
6 1
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I  \  
p
\ p p ' /
T herefore , E  = Q 2 2  — =  ^22 — db' an d  E  1 Q -1 _L ^ 2 2  ^ ' ^ 2 2“ 22 - r  { Z v a - f i
SO
{ P i P  1 •••) P P ) ^ 2 2
p2 (0,  p2, 0) -  _0 J - — { p \ p  +  p \ Pp— 2 +  Pp- \ fcr2( l  - p 2) 
1
cr2( l  -  p2)
+ ;{p ,p 2 , - - ; P F ')cr2( l  -  p2)
1 ( p - P3,0, . . . , 0)
<r2( 1 -  p2)
T h u s,
/  \  
P
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Hence we have
E _1 = Q 22 +








1 -p « 0 . . . 0
0 0 . . . 0
0 0 . . . 0
0 0 . . . 0
N ext,
F E ~ l =




\ „ t  t
t t22 +





1 - P 4 0 . . 0
0 0 . . 0
0 0 . . 0
0 0 . . 0
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0 0 . 
pdd 1^ 22 
0 0 . . .
0 0 . . .




\  a 2 \ - p *  V













0 0 0 . 0
0 0 0 , . . 0
1
H— 2
0 0 0 • ■ . 0
/
P6
\  1 - P 4
0 • • . 0
t \
0 0  . 0
0 0  . 0
+
0 0  . 0
p6













0  P p~ i+1
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0 0 . . . 0
0 0 . . . 0
0 0 . . . 0
0 0 . . . <72i —p4 J
T h u s,
n ~ l  =
( \  
f i l l  f i i2
-1
/021 ^22 
n ^ 1 + F E ~ 1 F '  —F E ~ X
(
f i i ,1 +
\  /
0 0 . . . 0
0 0 . . .  0
0 0 . . . 0
0 0 . .
0 0  . . 0
0 0  . . 0
0 0  . . 0
p 4
1 , 0 0  .
p4
/
0 0  .
\
. 0
0 0  . . 0
• n 2  2 +
0 0  . . 0
v °








<r*(l - p * )
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Finally, we need
w , n  1 =  <72o ,~ \ /9‘ 2 , . . . , p 2,p  p , p 2 , . . . , p p i ) n  1
O ^ 1 +  F E ~ XF '  —F E ~ l
—E ~ l F '  E ~ l
_5
1 — p i — p 1 — p
+d'Cl22 d” ( z ~ 0 , 0 )]1 -  p4
5 3 3
=  [(0 , o,. . . ,o ,p)  +  (0 , 0 , . . . , o , r 4 ^ ) -  (0 . 0—  :
+ ( p , 0 , . . . , 0 ) +  ^  4 | 0 , - , 0)]
1 +  p 2 1 +  (02 '
T h u s a  m in im u m  m ean  square p red ic to r of Vi given V \ , V"2 and  Y  is
Vi =  A j ^ B i  +   ^ 2 (^*~i — A f £ B i - 1) +  — A f £ B i +1), (3.6)
w here th e  vecto rs B i - i  an d  i?;+i are  all ap p ro p ria te  p a r t of th e  m a tr ix  B  and  Vi-1 
an d  Vi+1 are  th e  (i -  l ) 4/l and  (i +  l ) i/l e lem ents of V  respectively. Also
9  ■ P  r , 0 , . . . , 0 )<7 2( p , _ 1 , p , ~ 2, . . . , p 2, p  : p , p 2 , . . . , / - ‘ )'t o - f I W i  =  ( 0 , . . . , 0 ,
1 +  p2 1 + p 2
2 p
A nd
1 -  p2 1 +  p 2
w a  — =
2 p
1 — p 2 1 — p 2 1 +  p 2 1 +  p2
So, we have th e  v ar(K  — Vi) els
tr  =
1 +  P‘
+  Cjd \Dd i ,
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where d{ =  B{ -  ( ^ B ^  +  ^ B ,+ 1 ) .
An alternative predictor o f V; :
A A
In finding Vi (V2 as well) above, we have used  th e  observed p a rt of th e  vec to r 
V  for p red ic tin g  Vi b u t ignored it for e s tim a tin g  various p aram eters  involved. W e 
suggest an ite ra tiv e  p red ic tio n  m eth o d  in w hich th e  observed portion  of V  will 
be used not only for p red ic tio n  b u t also for e s tim a tio n . T h e  p rocedure essen tially  
m akes use of th e  fo rm ulae  developed in (3.6) for V  and  th e  m axim um  likelihood 
es tim a tes  in T heorem  3. It can be described  as follows:
1. C o m p u te  Vi using th e  fo rm u la  given in (3.6) for an  in itia l value of p, say p =  0.5.
2. U sing V,, form  th e  vec to r V '  =  ( ,  Vi, V2) an d  th e  new d a ta  m atrix
/  \
Y
V '\  /
cr2 rep lac ing  Y  by  Ynew and  A  by
/  \
A
4. R ep ea t steps ( l) - (3 )  u n til th e  es tim ato rs  a re  stab ilized .
To com pare  th e  p red ic to r Vi w ith  Vi we co n d u c t th e  following sim ula tion  ex p e r­
im en t.
F irs t,  we g en era te  p  =  12, n o rm al ran d o m  variab le  Zj, j  =  l , . . . , p  w ith  m ean  
zero an d  variance 1. N ex t, for p =  0.5 we find a  p  x  p  m a trix  T(p) such th a t
67
new —
3. Use T heorem  3 to  eva lua te  £, p and
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V( p )  =  r ( p ) r '( p ) ,  w here V{p)  is a  p x  p  m a tr ix  of au to regressive s tru c tu re . T h en  
we find a  p  x  1 v ec to r u = T z ,  w here z '  =  (z1} z 2 , z p), and  u'  =  (u l5 u 2, ..., up). 
L et <f =  (£0, 6 ,& )  an d  p : =  6  +  6 j  +  6 j 2, j  =  1 ,2 , . . . ,p. W e set y, = p 3 +  Uj, 
j  =  1, 2 , . . . ,p  to  o b ta in  a v ec to r y ' =  ( j/i,j/2, •••)2/p)- F ° r our s im u la tio n  we tak e
e =  (0 , 0 , 0 ).
R ep ea tin g  th is  p rocedure , n. =  20 tim es, we o b ta in  th e  n  x  p  d a ta  m a tr ix  Y  
such th a t
Y  = A £ B  + E ,  (3.7)
w here A  is a  n  x  1 vec to r of ones, B  is a  m a trix  of second degree po lynom ial te rm s 
and  rows of E  a re  in d ep en d en tly  d is tr ib u te d  as p -v a ria te  norm al w ith  zero m eans 
and  covariance m a tr ix  cr2! /(p ) , V( p)  hav ing  th e  au to regressive  s tru c tu re . N ex t, we 
g en e ra te  one m o re  1 x  p  vec to r V  in th e  sam e way. W e p re ten d  th a t  V5, th e  5th 
e lem en t of V ,  is m issing. For each s im u la tio n  ru n  ( th a t  is, for each g en e ra ted  set 
of d a ta ) , we co m p u te  V5 an d  V5 using (3.6) an d  th e  steps ( l) - (4 )  of th e  a lg o rith m  
respectively . D uring  th is  process we also have p an d  p, th e  es tim ates  of p using  th e  
re sp ectiv e  p rocedures. W e re p ea t th e  whole p ro ced u re  N  =  2000 tim es and  o b ta in
j j U K - V s ) 2, j j U V s - V s ) 2, b U p - p ) 2, b n p - p ) 2, b  E x p a n d  £ £ p - p .  T h e  
above q u a n titie s  respectively  a re  th e  p red ic tiv e  m ean  squared  erro rs for e s tim a tin g  
p for th e  tw o p rocedures (using fo rm ula  (3 .6), and  using  th e  a lgo rithm ) , an d  b iases 
for th e  tw o p rocedures. T hese  q u an titie s  for th e  sim u la tion  are  0.6216, 0.6201, 
0.0036, 0.0034, -0.0141, and  -0.0123. W e have ru n  th is  ex p e rim en t for d ifferent
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choices of n , p,  an d  p. T h e  resu lts  w ere n o t d ifferen t from  th e  p a t te rn  we see in 
th is  ex am p le . I t  is clear th a t  th e re  is a  sligh t im p ro v em en t if we use th e  a lg o rith m , 
a lth o u g h  th e  im provem en t is very m in im al.
S ince th is  a lg o rith m  is easy to  ad o p t an d  in  fa c t, leads to  th e  m ax im u m  like­
lihood  p re d ic to r of Vi based on th e  u n co n d itio n a l likelihood  ( n o te  th a t  V  is the  
p re d ic to r based  on cond itional likelihood), we reco m m en d  th a t  th is  a lg o rith m  be 
used  in  p rac tice . O f course, for large sam ple  (n  —► oo) th e  tw o p red ic to rs  are 
e ssen tia lly  th e  sam e.
3.4 M odel for m onotone or balanced
incom plete data
T h e  m odel for incom ple te  d a ta  is as follows:
^ n ;x Pi == A in.xm£mx k B ikxp. +  =  1, 2 , . . . . ,  <7, (3.8)
w here g  rep resen ts  th e  n um ber of groups in  th e  m o d el and  each  g roup  h as n; 
u n its  (n o t th e  sam e n u m b er in each g roup). H ere th e  rows of th e  e rro r m a tr ix  E.i 
a re  in d ep en d e n t each d is tr ib u te d  as N P(Q, E j), w h ere  E; is a  pi x  pi m a tr ix  w ith 
au to reg ressiv e  covariance s tru c tu re . W e discuss e s tim a tio n  and  p red ic tio n  for th is 
m odel. T esting  of hypo thesis Ho : E £ F  =  C  can  b e  done th e  sam e w ay as exp lained  
in  ch a p te r  2 .
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3.4.1 Estimation
We have seen in c h a p te r  2 t h a t  for this m odel  th e  ML e s t im a te  of £ is
” « « ' )  =  (3-9)
i = i  i = i
Now we consider an  autoregressive covariance s t ru c tu re  for E j  as follows:
E, =  cr2t/,(p) =  <r2( p V - % j , k =  1 , 2 , . . . , P i)* =  1 , . . . . ,$ .  (3.10)
W e have
ISil =  (ffJ)w ( i  -  P2Y ' - '
E->  =  (tr2) - l V - ' -  =  (ff2)_1( l  -  p ‘ Y ' { p >C h -  2/>C,i +  / „ ]
Here C u  an d  Cii  a re  p t x  pl m a tr ices  w ith  th e  sam e  s t ru c tu re  as C\  and  C 2 of
section 3.2. Tak ing  th e  log of likelihood function  of (2.8) an d  su b s t i tu t in g  for | E i |  
an d  E,-1  from  th e  above equations, we get
In L  =
Z i =  l  L  t = l
=  ~ Y l n (27r) - \ N *l n ( l ~  P2) ~ \ N iln<^2 + Y ~ 2  
t r ( p 2 C u  — 2 p C 2 i  +  l P i ) E [ E i .
t = i
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Hence
=  0 =»
* ! =  N l { i - p l ) t t r ^ c ' ‘ - 2pC* +
w here  JVi =  E?=i ^p,-, N 2 =  E?=i ««(Pi “  1) ■ Let us w rite  a x =  E?=i a u ,  o2 = 
E f=  i a 2t5 o 3 =  E?=i °3m o ^  =  t r (CkiRi) ,  Ri  =  So we can w rite  th e  M L E  of
a 2 as
< 7  = (p ai -  2/3a2 +  a 3).
^ ( l - p 2) '
Now to  ge t th e  M LE of p, we tak e  p a r tia l  der iva tive  of In L  w .r .t  p.
d l n L  E f= iO ,(p i  -  l )p  p ,
—  =  ------Ty 2\----------T2?i 2U +dp 1 - V  cr2( l - P 2 2 ^
<^ 2(1 -  P2)2 S  t rC2i^ i 0-2(1 -  p2)2
Z t r B ' A
t=i 
=  0
^ P  p , 1 + P 2 „ p _ n
a l +   2^ -0 2  -  TT71 ^ 0 3  -  0
( 1 - p 2) (J2( l  — p2)2 <72(1 — p 2)2 d 2( l  — p2)2
=» fV2p ( l  -  p2) o 2 -  pai +  (1 +  p 2 ) o 2 -  pa3 =  0
=> ^ p ( p 2ai -  2pa2 +  o3) -  pa i  +  (1 +  p2)a 2 -  p a 3 =  0
J\i
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^  p 3 N 2& \  — 2 p 2N 2&2 +  p N i & z  — p N \ d \  +  N \a .2  +  p 2N \0 ,2  — p N \ a 3 =  0 
^  p 3 N 2 d \  — p 2 a 2 ( 2 N 2  — N i )  +  p ( N 2 d 3 — N \ a i  — N \ a 3 ) +  N \ a 2  =  0 
^  p 3 N2<ii — p 2a.2{2N 2  — N { )  — p ( N i < i i  +  ( N \  — N 2 ) a 3) +  N \ d 2  =  0
So we have th e  following th eo rem  for th e  M L es t im a tes  under th e  in co m p le te  (bal­
anced) d a t a  m odel sim ilar to  th e  one given by Fujikoshi e t al. (1990) for balanced  
d a ta  model:
THEOREM 4 The M L E ’s o f  cr2 and p in the model  (3.8) with covariance structure  
(3.1) are the solut ions o f  the following equations:
(JWf) = Et&vr'B!) ®(4Aor' Bavr1 <g> 4)»e c(vo
t=i  t=i
^1 1 =  M ( 1  - p 2 ) ^ 2fll “  2/3<l2 +
( I I I ) p 3N 2ai -  p2a2( 2 N 2 -  N i )  -  / 5 ( M a i  +  ( M  -  ^ 2 ) 0 3 ) +  N 3a2 =  0,
where
9 9  9 9
V i  =  V i { p ) , N x =  Y ^ , n i P i , N 2 =  X n ' ( P ‘ -  l ) , a i  =  X a i ‘ >a 2 =  X a 2^
t=l  i = l  t = l  i= l
9
a 3 =  X a3‘>a *‘ =  t r ( C k i R i ) , k  =  1 ,2 ,3 ,  C 3i =  I Pi andFU  =  (?• -  A ^ B i f i Y i  -  A ^ B i ) .
t=i
Note th a t  th e  eq u a tio n  for es t im a t in g  p is a  cubic equa tion  in p. A lthough  this 
equa tion  is different from  th e  cubic eq u a tio n  in D ah iy a  and  K orw ar (1980), the
ideas from  th e re  can be used to  show, using D escarte s ’ rule of signs, t h a t  the
equa tion  has  un ique  roo t in th e  interval (—1,1). A proof follows.
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P r o o f o f uniqueness o f p :
T h e  cubic equa tion  is
p2 N2&\ — p2a 2( 2 N 2 — N i )  — p ( N i a i  -f {Ni  — ^ 2)03) -F N \ a 2 — 0.
Let us w ri te  th is  as f(p) =  0
W e n o te  t h a t  N \  >  N 2, a j >  0, an d  03 >  0. For a2 we have th e  following cases: 
C ase  1 : a 2 >  0
B y D escar te s ’ Rule, th e  n u m b er  of posit ive  roots  of th is  eq ua tion  is a t  m o s t  2 
an d  th e  n u m b er  of negative roots is a t  m o s t  1, provided pi > 2 w ith  a t  least  one pi 
g re a te r  th a n  2 .
Case 2: a 2 <  0
A gain  by D escartes’ Rule, th e  n u m b e r  of negative  roots is a t  m o s t  2 an d  th e  
n u m b e r  of positive roots  is a t  m o s t  1 , p rov ided  pi > 2  w ith  a t  least one  p; g rea te r  
th a n  2 .
Case 3: a 2 =  0
For th is  case, i t  can be easily show n t h a t  th e re  is only one root in th e  in terval 
( -1,1) an d  it  is equal to  zero.
W e prove for th e  case w hen a 2 >  0, th e  cubic equa tion  f ( p )  =  0 has a  un ique  
ro o t  be tw een  (-1,1). I t  can be  sim ilar ly  proved  for th e  case when a2 < 0.
C ase  when a 2 > 0:
C onsider
/ ( —l)  =  —N 2a\ — a 2( 2 N 2 — N \ )  +  (N i d \  +  (N \  — ^ 2)03) +  N \ a 2
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— ( N \  — N 2)(ai  +  2ai  +  (13).
Since a 2 >  0 an d  N i  — N 2 >  0, / ( —l)  >  0. Also / ( 0 )  =  N \ a 2 > 0. Now
/ ( l )  =  N 2d\  — a 2(2 N 2 — N i )  — (Ahfli +  — N 2)a3) +  N \cl2
— (A 2^ — N \ ) ( a \  — 2a2 +  (13)
B u t  ((a! -  2a 2 + a 3) > 0, (N ote  t h a t  E j = i ( ejfc ~  ej k - 1)2 >  0 gives -  2a2 +
a 3) >  0) , hence / ( l )  <  0 .
Since / (  — l )  >  0 an d  / ( 0 )  >  0, and  by D esca r te s ’ R ule  the re  can be only one 
nega tive  roo t ,  th e re  a re  no roots  in th e  interval (-1,0). T h u s  if we prove th a t  th e re  
is a  u n iq u e  roo t in th e  in terva l (0,1), we are  done. Since / ( l )  <  0, th e re  is a t  least 
one root in th e  in terval (0,1). T h e re  are  in to ta l  two posit ive  roots an d  one negative  
root. So th e re  can  b e  only one ro o t  between (0,1) since / ( 0 )  >  0 and  / ( l )  <  0. 
T hus  th e  above cubic eq u a tio n  has a  un ique root in  th e  interval (-1,1). T h is  root 
can  b e  easily eva lua ted  using s im ple co m p u te r  program s.
3.4.2 Prediction
P red iction  o f yj
For th e  j th ind iv idua l  in  th e  i th g roup  we have
/  \ /  \
Ya W t B i ) '
\ K W j t B i f Y  j
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//  \ /  \
2 , '  cr f i
c o u =  2 / r  =
v ; K <Tfi V i f i  t
=  a
P2 P3 ■ ■ Pp'
P P 2 P 3 nPi-1
pP' pP' -1 P  1
A[j  is th e  j  row of and  Bi f  is a  k  x  1 know n vector. Using th is  an d  th e  
cond itional ex p ec ta t io n  of y^j given Yij,  th e  p red ic to r  is given by
Also,
va r ( y i f s -  y ,/; ) =  f J  =  <r2/ i  -  ff/jEj V /f +  ctlg[D,yt.
B ut
V / f  =
2 2 =  <rV
w hich gives
^  ^  =  <r2 -  t r y  =  ^ 2( i  -  p 2)
T h u s  we get th e  variance as
Tij =  (72(1 -  p 2) + C i j g - D i g i , 
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where
cij = A ^ A i r ' A i j ,  
9 i  =  B i f  — B i ( O p . _ 1 , p ) ,
s r 1 = [ p  C u  — 2 p C 2 i +  I P i ]-
s* ( i  - p y
We observe t h a t  ( j / ^  — y i f ^ / t i j  is app rox im a te ly  d is t r ib u te d  as norm al w ith 
m ean  zero and  var iance  one. Hence a  100(1 — a)  % p red ic tion  interval for yifJ can 
be cons truc ted  using th e  no rm al d is tr ibu tion  as:
( y i f j  z a / 2 ^ i j i  y i f )  ~F z a / 2 ^ i j ) (3.11)
w here yij3 an d  f tJ a re  as given above.
P red iction  o f V 2
Let E ( V i l x p . )  =  E ( V u , V 2 i )  =  ( A i f £ B u , A i f £ B 2i). Also B ikxp. = ( B u , B 2i) and  
C o v ( V ) =  Hi hav ing  au toregressive structure . Hi is p a r t i t io n ed  in accordance with 
th e  p a r t i t io n  of Vi
/ \  
E l i ;  0 \ 2 x
&21i CT 22t
=  <7
1 p  p 2
p  1 p
o P i - i
nVi-1
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and
o-iz i =  <j2(/jP‘~1 i ppi~2 ■> •••) p y
& 22i =  & i S m  =  C  ^ t ( p ) p i  —l x p i  — 1 
Following th e  sam e p rocedure  as we did for j/j/ -, we get
^-'ll\Cr12t =  (Op; —2) P)'
<T22i ~  G2U^niGl2i  =  G2( l — p2).
T hus a  conditional p red ic to r  of Va  given Vu and  Y  is
^2 i =  Aif£tB2i +  {V\i — A i f ( B u ) ^ \ i i G i 2 i
=  +  (K i — A i ^ B u ) ( Q ' v._2) p ) ' .
A n d  also th e  variance of (V2i — V^) is
T2 =  G22i~ G2U^UiG\2i +  C}id[Didi 
=  d 2( l  -  p2) +  Cfid'iDidi,
w here
cji  =  A a M A i Y 1^
d i  =  B 2i -  B i i ( O p ._ 2 , p ) ,
A  =  ( B i t - ' B l ) - 1.
Since (V^i — is app rox im ate ly  d is tr ib u ted  as N ( 0 ,1 ) ,  a  100(1 — a  ) %
pred ic tion  in terval for V2i can  be  construc ted  using th e  norm al d is t r ib u tio n  as:
(V2i -  ZaflTij, Vii +  z a/2Tij). (3.12)
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3.5 U nbalanced data m odel
T h e  g row th  curve m odel for ana lyz ing  u n b a lan ced  d a t a  is :
xpi — A in.xm£mxkBkXpGipxpi ~^' £ tnixp;)^ 1 )2 , --- , <7)X p ' - ' t p ;  ' ^ I f l j X p ; ) (3.13)
w here  Gi  is th e  m a tr ix  of 0 ’s and  l ’s such t h a t  if th e  observations are
available, th e n  Gi  has 1 in th e  (k , i k ) th p osit ion  for k =  l , . . . , p ;  and  zeros else­
where. In th is  ch ap te r ,  rows of error m a t r ix  a re  independen t,  each d is t r ib u te d  
as N p (0 ,  G (E G ,) ,  where E is a  p  x p  m a t r ix  w ith  autoregressive s t ru c tu re ,  t h a t  is, 
E  =  It  is easy to  see t h a t  G 'J I G i  has a  M arkov s tru c tu re ,  t h a t  is,
G|EG< =  E< =  =  a 2v t(p) , j , f  =  l , . . . , Pt,
w here  j  =  l , . . . , p ;  are  th e  consecutive t im es  po in ts  where th e  observa tions  on 
an  ind iv idua l of th e  i th group is m ade. T h e n  V i ( p )  can be w ri t ten  as
Vi(p) =
pti2—tn p tia til
pU2-U\ i (3 -*«2
P" 
P*
pUPi~Ul ptiPi~ti 2 1
\ r r /
T h e  d e te rm in a n t  and  th e  inverse of th is  m a t r ix  a re  given below. Let dij
^b) an<-l f i j  ~  \„p2dij > j  ~  !)•••)?* 1- T h e n
IS* | =  \cr2 V i (p ) \  =
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and
Vi{p)~l = v r l =
1 f i l  - f « P d11 0  . . 0
— f n p dtl f i l  +  f i l  —  1 — f i 2 p d'2 ■ • 0
o  - f i 2 p d«  f i 2  +  f i 3 -  1 • • 0
dipi-l0 • • f ipi-2 + fip>-l — 1 —fipi -lP
0 . 0 - f i Pi- lPdiPi-' f lpi-
If U i , t i 2 i ■•■•>tip are  integers then  V f p )  is p .d . for — 1 <  p < 1, o therw ise  for
0 <  p < 1.
3.5.1 Estimation
T h e  log of th e  likelihood function is w r i t te n  as
= -  ^ l n (  2 t )  -  ^ Z n ( < r ’ ) M l  -  ^  "  h  £  t r V ' l B '-E '
H ere N \  =  £ ? = i  and  Ei — Yi — A £ B i .  Taking  th e  p a r tia l  derivative of I n L  
w .r .t .  a 2 an d  se t t in g  it  to  zero gives th e  M L e s t im a te  of <72 as
=  ^ X > K " ' 4 ' A >
-,Vl t=i
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w here  Ei =  Y{ — A ^ B i  and  V; =  Vi(p),  £ and  p being th e  M LEs of £ and  p 
respectively. T h e  M L E  of will be  given in t h e  th eo rem  th a t  follows and  the  
M L E  p of p is derived next.
Take th e  p a r tia l  derivative of I n L  w ith  respect to  p, and  set it to  zero, to get
5 m  2dijp2di>~1 1 X 0
k * h  1 -  PUil 2a2 h  d P ‘
(3.14)
Now to  eva lua te  consider
d1 1 1  -  — ( _____ \ ______ ) =  — p 2d' i ) ~ 2 ( — l ) 2 d -  p 2d,1~ l =  2 d i j P 2d>1 1 =  f 2 2 d -  p 2
d p  ~  d p ^ i - p ^ ’ 1 p j 1 ’ l]P ( i - p 2^ ) 2 h r  ljP
T h u s  th e  diagonal e lem ents  of § ^ V ~ 3 are:
( f h 2 d a p 2d^ - \ f f 12di lp2d^ - 1 + f h 2 d i2p2^ - 1, . . . ,  
f i p i -2 ^ d ip i - 2 p 2dip'~ 2~ 1 + f i p i- i ^ d i Vi- \ p 2ii'’i~ 1~ l .t f i Vi_-i 2diVi- i p 2dipi~l ~ l ).
Also,
d p  J l j  1 3  p  +  p  d p
2  p 2 d i =
—  d i j p  11 / u ' [ l  +  ^ -  p 2 d ‘ iP
1 4- o2d'i
=  d V ^  " 1 - — 1-  O-tjP d, j>
= d ijPd^ f ^ { \ + p 2d- ) .
T herefore ,  th e  off-diagonal elem ents  of 1 are:
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T h u s  we see th a t  § ^ V ~ l is a  tr id iagonal m a tr ix  with  diagonal and  off-diagonal 
e lem ents  as given above. S u b s t i tu t in g  th is  in equation(3 .14),  we get th a t  th e  ML 
e s t im a te  of p as a  solution of th e  equation:
i=l j =1 1=1 j =1 k= 1
- 2 d i j^ - 1/ t/ ( l  +  p2*f)  £ ;(e jyc* j+ i)] =  0.
k=1
T h e n  we have th e  following theo rem  for ML est im ato rs  of £, cr2 and  p. 
THEOREM 5 The M L E ’s o f  a 2 and p in the unbalanced model  with autoregressive  
covariance s tructure are the solut ions o f  the following equations:
( I ) v e c ( ( )  =  [ ^ ( - S G i E ” 1 G[B')  ®  (A JA i) ] '1 (g> A\)vec(Yi)
1=1 t= l
l ^ i =  1 TLt Pl  1=1
( / / / ) * » £ *  E 2 t i f n p 2* 1' 1 -  E  E  [ /« ’ ( « #  )p2dl1 1 +  Cfej+l)
t= l  j  = l t= l  j  = l /c=l
— 2 d i j p d>] l f i j 2 ( 1 +  /52ci,J) =  0 ,
fc=l
where E i ntXp. = ( i kj )  k  =  1, 2 , rii j  =  1, 2 ,  is the m a tr i x  o f  residuals f o r  the
i th group.
N ote ,  un like in T h eo rem s 3 an d  4, t h a t  th e  th ird  eq u a tio n  ( I I I )  for e s t im atin g  
p involves a 2. However, th is  does not c reate  any problem  for num erica lly  evaluating 
th e  M L es t im ates  using th e  th ree  equations ( I )  — ( I I I ) -  W e have successfully 
im p lem en ted  th is  a lgo ri thm  using a  F O R T R A N  program. T h is  p ro g ram  is provided
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in section 3.6 (P R O G R A M  1). We fi t ted  th e  p la s m a  d a t a  under  M arkov s t ru c tu re .  
T h e  results  are  p =  0.71, a 2 =  0.47 and
t  4.45 - 0 .5 2  0.045 ^
5.01 - 0 .5 3  0.04
\
Using these  M L es t im ates  one can  suggest a  t e s t  s ta t i s t ic  of th e  fo rm  (2.12) to  tes t  
th e  hypo thes is  H 0 : E ^ F  =  C.
3.5.2 Prediction
P red iction  o f yj
For th e  j th ind iv idual in  th e  i th group we have
/  \  
Yi






= s «  =
\  Vlfl /
(  \  
E; a






. p t 'Pi + l ~ t 'Pi 1
CT^  =  a 2(p ti’’i + 1~Ul , /J*‘P> + 1 -t<2 ,  , . . ,  pUPi + l ~UPi - 1 ,  p i*Pi + 1 _t‘Pi ) j
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- f i i P d'2 o . o
f i 2  +  f i 3  ~  1 0  0  0
o f p i - 2  +  f p i - 1  —  1
0 - f i p i _ l P d 'P<- ' /ip ..!
=  ( f n p U p i + i ~ Ui - / « i / v ,p,+i~“%
+  f i l p U p i  +  1 ~ t i 2  +  f i 2 p t i p i  +  1 ~ U 2  - ^ ‘P‘ + 1 " £l2 -  f i 2 p d ' 2 p U p '  +  1 ~ U \  
- f i 2 p d '2 p tiPi + 1~ U2 +  f i 2 p U p i + l ~ U2 +  f i 3 p U p i + 1 ~ ti2 ~  p UP ^ - ^  -  f a p t ipi  + l ~ t a ,
- »  - / tpi- l / ip*-1/3t‘Pi + 1_fiPi“ 1 +  f i Pi- l p tipi + 1~t,Pi)
=  ( / !' i / 9t ‘p‘ + 1 - t ' 1 —  f i l p ttp' + l j
—/t l / j£,p‘ + 1-t' I+t‘2_t‘1 +  f i i p tip' + 1~ti2 +  f i2ptipi + 1~ti2 ~  p tip> + 1~ti2 — f i2p tl3 f'2+f‘Pi + l - ( '3)
+  / ipi_ 1p £ip*+1" £‘p*)
=  ( 0 , 0 , . . . , / i Pi_ i [ ^ i« +1-t<« [ l  -/)*««+«-*ipi - ‘]])
=  (0 ,0 ,...,/ip 1._i[/3d'p‘[l — ^ d*pi+(i‘pt - 1]])
=  [i -  A ' ^ - l )
=  (0 ' ’ ! [1 -  A ‘+ 4 » - ] )
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— f i l P d ' 1 f i l  +  / t 2  —  1
0  - f l 2 p d ' 2
0
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Thus a predictor of based on conditional expectation of yif: given Y  is
m ,  =  +  ffJ.ET’P '#  -  ( A ' j B G , Y )
-  (A' i j (B G <i)' +  - # * * * * " » « <  -
T h e  variance  of yif3 — yif j is
v a r ( y i f )  -  y i f j )  =  t 2- =  <7 2 / i  -  +  c y s - A #
B u t
=  (o'* 7 3 ? [ i  - p rf,p-+d,p' - i ])(T2(pt‘p‘+i- t' i , p t‘p‘+i" t‘2,
1 p  * 
y9ti‘p»+1 5 p^Pi+i-tt 'Pi y
=  (J-2___ ^______ [J _  pdiPi+diPi~l l/9t‘Pi+1-t,Pi
1 _  p 2 d <Pi~l  L ^  J r
,  0 2tf*Pi . ,2 r _________ f i  _  ^a» p ^+ « ip i - i  1
=  V S t — ( W1 — p2d'Pi-j L
H ence
a j  =  
A  =  ( B G i t - ' G ' i B ' ) - 1.
P r e d i c t i o n  o f  V2
L et £(VSlxp.) =  £ (V i i ,V 20  =  ( A i f t B G l u A i f t B G 2J .  Also G ikxp. =  ( G u , G 2i) 
an d  C o v ( V ) =  G ' ^ G i  where E  has au toregressive  s truc tu re .  As before G^EG; has
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a Markov structure. The predictor of V2i based on the conditional expectation of
V2i given Vu and Y  is given by
V2i =  A i f t B G 2i +  (Vu  -  A i f t B G u V n ' i *  1 2 0
Following th e  steps sim ilar  to  t h a t  for pred ic tion  of t/^ .,  we get a  p red ic to r of 
V u  and  variance of ( V 2 i — V 2i )  as follows:
14- = A i}Z B G 2i + (Vu --  A i f t B G u )(0'Pi
t 1 1 _  f  diPi-
[1 pdiPi+d'Pi~1
Cfi = Ai f (A ' iA i ) ~ 1A'if
di = B G 2 i - B G u ( 0 ; t .
Pd'”‘ fl 
•2’ 1 _  p d i n - i  L
Di =  { B G i t - ' G ' i B ' ) - 1-
3.5.3 Prediction of missing values
As in th e  cases of ba lanced  an d  m o no tone  d a ta ,  it is possible to develop a 
fo rm ula  for pred ic ting  th e  m issing value in th e  present case also. In the  following, 
we derive a  fo rm ula  for p red ic t ing  Vi, based on th e  conditional expecta tion .
P r e d i c t i o n  o f  Vi. As in th e  previous cases, for convenience, suppose Vi is a 
scalar and  it  corresponds to  th e  i th position  ( th a t  is, th e  i th e lem ent) of th e  vector 
V .  Again for easy p re sen ta t io n  we suppress th e  suffix ( i ) for th e  group. Also let
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B G \  =  B \  an d  B G 2 = B 2. R e-a rrange  th e  e lem ents  of V  so th a t  V '  =  (V^, V { ,  V^).  
Let E ( V ' )  =  ( E ( V i ) , E ( V { ) , E ( V { ) )  =  (A /£ i? t-, A / £ B i ,  A f £ B 2 ) ,  where A j  etc. are 
ap p ro p r ia te ly  defined vectors or m atrices .  We sim ilarly  p a r t i t io n  th e  covariance 
m a t r ix  of V  as
cov





U\i f l u  fll2
U2i f^21 f^22
T h e  m in im u m  m ean  square p red ic to r of V. th en  is
U>H
U>; n
E ( V i / V u V2 ,Y)  = A f t B i  +  u>$li n - 1
{ \ ( \ 
Vi A j i B y
K V2 J  \  A f £ B 2 j
C om p u tation  o f wt'f t  L F irs t  we co m p u te  th e  inverse of ft. For t h a t  we use the 
fo rm ula
r -1 r




w here  E  = D - B ' A ~l B  (see Rao, 1973, p. 33).
W e use th is  fo rm ula  to co m p u te
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N ote t h a t  th e  i — 1 x i — 1 m a tr ix  f l u ,  th e  p — i x p  — i m a t r ix  ^ 22, an d  th e  i — 1 x p  
m a t r ix  f t i 2 for M arkov s t ru c tu re  are
11 =  a 2
p t 2 - h  p t 3 - U
p t  2 ~ *1  I -,*3 - * 2
J i - 1
0*1-1
. 1
a 22 =  (T2
pti + 2~ti+l ]_
Ol2 =  O’2
p t P ~  *■+! p * P - *i+2
pti+2-tl
pti+l-*2 pti+2-t2
~*i+ 3  *t + 2
ptp-U+3 _ _ ^
\
. . . |Otp-tl 
. . . p lp~t2
F u rth e r ,
wi — (w*l)wt2) =






p —*1 + 1  
P —*t+ 2
)
— .0/ u 21.
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W ith  som e algebra  it can be shown th a t
= (o.o  ni' V 1 _  p2(d, ’ 1 _  ■^2(</1_1+-/1) 7
and
2 />2d- '  ( 1  -  p 2d ' ] +  p 2d ' {  1 -  p 2d ' - ' )
u1' 17 1 — p l (d l - \ + d J
T hus  th e  p red ic to r  of V; given \ \  ■<  ^21 and Y  is given by
pd<-1 (1 — oM.)
*5 =  M B ,  +  ( ' I . . , - - ' / { f t - , :
^■(1 _ ^ - i  ) / i r  
1 _  p 2 [ d , - x+ d , )
with th e  e s t im a te d  variance
f ,2 =
<72 [1 — p 2d ' ~ '  — p 2d' +  ^ 2 ( d , _ i  +rf, )j
1 —  p 2 J -  p 2 ( d , . , + d , )
+  Cfd' Dd.
where
. #> , pd'(\ -  p2d'-'j  n
( 1 t 1 _  p2(d,^+d.) ,_1 + 1 _  p2{d,-t+d,) ^' + '1
3.6 Com puter programs
P R O G R A M  1
in teger n ,p ,n l ,n 2 ,p l ,p ‘2 ,g ,k ,np l,np2 ,kg  
p a ra m e te r  (p 1= 7 ,p2= () .n  I =  13 ,n 2 = 2 0 ) 
p a ra m e te r  (n = 2 0 ,p = 1 6 ,g = 2 .k = 3 ,k g = ( i ,
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c n p l= 9 t ,n p 2 = 1 2 0 )  
real rh o .rh a t .s ig m a .rh o  I , tr  1 . tr2
d im ension  u (n ,p ) ,y  1 ( n l . p l ) ,y2 (n2 ,p2 ) .a l(n l,g ) ,a2 (n2 .g )  
d im ension t l ( p l , l ) . t 2 ( p 2 , l ) ,b l ( k ,p l ) ,b 2 ( k ,p 2 ) , s u in l ( k  * g,k * g) 
d im ension sum 2(k  * g , l ) ,a l t ( g ,n l ) ,a 2 t ( g ,n 2 ) ,b l t ( p l .k )  
d im ension b 2 t(p 2 ,k ) ,a a l(g ,g ) ,a a2 (g ,g ) ,su m li(k  * g,k * g) 
dimension b v il(k ,p l) ,b v i2 (k ,p 2 ) ,b v ib l(k ,k ) ,b v ib 2 (k .k )  
d imension s z l l ( k  * g,k * g ) ,sz l2 (k  * g,k * g),sz21(k g .n l * p i )  
dimension sz22(k * g,n2 * p 2 ) ,v ecy l(n l  * p l , l ) ,v ecy 2 (n 2  * p2 ,1) 
dimension sz31(k * g,l) ,szU2(k * g , l) ,veczha t(k  “ g . l )  
d im ension z l i a t (g ,k ) , r e s l (p l ,p l  ),res2(p2,p2) 
d imension a l z ( n l , k ) , a z b l ( n l , p l ) , e l ( n l , p l ) , e l t ( p l , n  1) 
d im ension a2z(n2 ,k) ,azb2(n2 ,p2),e2(n2 ,p2),e2 t(p2 ,n2) 
d im ension f t l I ( p l - l , l ) , f t l 2 ( p 2 - l , l ) , v i l ( p l , p l ) ,v i 2 ( p 2 ,p 2 )
com m on /first,/  e v l ( p l - l .1 ) , e v 2 (p l - l . l ) ,e v 3 (p 2 - l .1 ).ev-l(p2-1.1) 
com m on / s e e n d /  i d l ( p l - l , l ) , i d 2 ( p 2 - l . l )  
c ex terna l  f 
rho= 0 .5  
do i =  1 ,n
read( 1, * )(u(i,j) ,j  =  l ,p )  
end do
do i = l , n l
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do j =  1.6 
v l ( i , j )= u (u j )  
end  do
y l ( i .7 )= u ( i ,8 )  
end  do
do i=  l ,n2  
y 2 ( i , l ) = u ( i .9 )  
v 2 ( i ,2 )= u ( i . l0 )  
y 2 ( i ,3 )= u ( i . l  1) 
y2(i,*l)=u(i,13) 
y 2 ( i ,5 ) = u ( i . l l )  
y 2 ( i ,6 )= u(i ,16 )  
end  do
c C rea ting  ai m atrices  
call z e r (n l ,g ,a l )  
call ze r(n2 ,g ,a‘2) 
do i =  l ,n l  
a l ( i , l ) = 1 .0  
end  do
do i =  l ,n2  
a2 ( i ,2 )= 1 .0
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end do
do i =  l,5 
1.1(i,l)=i 
end  do 
t l ( 6 , l ) = 7 .0
1.1 (7,1 )=11.0
do i = l ,3  
t2 ( i . l ) = i  
end  do
t2 (4 , I )= 5 .0  
t ‘2(5 ,l  )=7.0 
t2 (6 ,1 )=11.0
do i = l , p l - l
i d l ( i , l ) =t l ( i +l , l ) - t l ( i , l )
end  do 
do i = l ,p 2 - l
i d 2 ( i , l ) = t2 ( i+ l , l ) - t 2 ( i , l )  
end do
c C rea ting  bi m atrices  
do j =  l ,p l
b l ( l j )  =  1.0
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b l ( 2 j ) = t l ( j , l )  
b l ( 3 . j ) = t l ( j , l )  * * 2
end  do 
do j =  l ,p 2
b 2 ( l , j ) = 1 .0  
b 2 (2 , j )= t2 ( j , l )  
b 2 ( 3 . j )= t2 ( j , l )  * * 2  
end  do
call x p (a l  ,n l .g ,a l t )  
call x p (a 2 .n ‘2,g,a2t) 
call x p ( b l , k ,p l , b l t )  
call x p (b 2 ,k .p 2 ,b 2 t)  
call x x p ( a l , n l ,g , a a l )  
call xxp (a2 ,n2 ,g ,aa2)
prin t  * . 'B eg in n in g  do loop’
1000 con tinue
call v in (p  1 , rho ,id l  ,ft 11 ,vi 1) 
call v in (p2 ,rho ,id2 ,f t l2 ,v i2 )  
call m m ( k ,p l , b l , v i l , p l , b v i l ) 
call m m (k ,p l ,b v i l , b l t , k ,b v ib l )  
call m rn(k,p2,b2,vi2 ,p2,bvi2)
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call rm n(k,p2,bvi '2 ,b‘2t.k.bvib2) 
call k r (k .k ,b v ib l ,g ,g ,a a l . s z l  1) 
call k r(k ,k ,bvib2 .g ,g ,aa2 .sz  12) 
call k r ( k ,p l ,b v i l .g ,n l ,a l t . . s z 2 1 ) 
call kr(k,p2,bvi2.g,n2.a2t,.sz22)
call v e c ( n l ,p l , y l , v e c y l )  call vec(n2.p2,y2,vec,y2) 
call m m (kg ,r ip  1 ,sz21 .vecy 1.1 ,sz31) 
call rmn(kg,np2.sz22.vecv2.1 ,s/,32)
c ( ’rea t in g  zh a t  
do i = l ,k g  
do j =  l ,kg
s u m l ( i , j ) = s z l  l ( i , j )+ s z l2 ( i . j )  
end  do 
end  do 
do i = l .k g
s u m 2 ( i , l ) = s z 3 1 ( i , l ) + s z 3 2 ( i . l ) 
end  do
call l in rg (kg ,sum  1,kg,sum  1 i.kg) 
call m m (k g ,k g ,su m li ,su m 2 .1  ,veczhat) 
k i = 1 
do i = l , k
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do j =  l .g
z h a t ( j , i ) = v e c z h a t ( k i , l )
k i = k i + l
end  do
end  do
prin t  * . ’T h e  es tim ates:  z h a t ’ 
do  i = l . g
w rite  (6. * )(zhat(i , j) ,j  =  l.k) 
end  do
call m m ( n l  .g ,a l ,zh a t ,k ,a lz )  
call m m ( n l , k , a l z , b l , p l , a z b l ) 
do  i = l . n l  
do j =  l , p l
e l ( i , j ) = y l ( i , j ) - a z b l ( i j )  
en d  do 
end do
call in m (n 2 ,g ,a ‘2,zhat,k ,a2z) 
call m m (n2 .k ,a2z ,b2 ,p2 ,azb2) 
do i =  1, n 2 
do j =  l ,p 2
e2( i , j )= y2(i , j) -azb2(i , j )
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end  do 
end do
do j =  L .p l-1 
s u m m 2 = 0 .0  
sum rn 3 = 0 .0  
do i=  1.111
s u m m 2 = s u m m 2 + e l( i , j )  * * 2 + e l ( i . j  +  l)  * * 2 
su m m 3 = s u in m 3 + e l( i . j )  * e l ( i . j + l )  
end  do
e v l ( j , l  )= sum rn2
e v 2 ( j , l )= s u m m 3
end do
do j =  l ,p2- l
s u m m 4 = 0 .0
su m m 5 = 0 .0
do i= l ,n 2
s u m m 4 = s u m m 4 + e 2 ( i j )  * * 2+e2(i,j  +  l)  * * 2 
sum m 5= sum rri5+ e2(i , j )  * e 2 ( i , j+ l )  
end  do
e v 3 ( j , l )= s u m m 4
e v 4 ( j , l )= s u m m 5
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end do
call x p ( e l . n l , p l , c l t )  
call m m ( p l . n l , c l t . e l , p l , r e s l ) 
call t r a b ( p l , v i l . r e s l , t r l )  
call xp (e2 ,n ‘2 ,p‘2,e2t) 
call m m (p2,n2.c2t,c2 ,p2,rcs2) 
call t rab (p2 .v i2 ,res2 ,tr2 )  
s i g m a = ( t , r l + t r 2 ) / ( n l  * p l + n 2  * p2) 
print, * ."s ig m a= ‘.sigma
r h a t= r h o
call rhoha t(s igm a .rho )
co m p = a b s ( rh a t - rh o )
if (comp.ge.lOe-5) go to 1000
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c Subrou tines  s t a r t  from here 
c C rea tin g  roha t
su b ro u t in e  rhoha t(s ig ,rr)
in teger i tm ax .in fo .n r t . ie r
real f ,ep s ,e ta .r ,r r ,e rr ,e rr2 .rguess
ex te rna l  f
co m m o n  sigl
s ig l= s ig
err= 1 .0c-5
e r r 2 = l  .Oe-5
e p s =  1.0e-5
e t a = 1.0e-2
i tm a x =100
n r t = l
rg u e ss= rr
call zrea l(f ,e r r ,e rr2 ,eps,eta ,nrt,i t,m ax,rguess.r ,info) 
r r = r
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real r ,sum nl.s ig l ,su m n 2 ,su m n 3 ,su m n 4 .su m n o .su m n ()  
com m on  sigl
p a ra m e te r  (p i  = 7 .p 2 = 6 ,n  1 =  13 ,n2=20)
c o m m o n  / f i r s t /  e v l (6 , l ) ,e v 2 (6 , l  ),ev3(5.1 ) ,e v 4 (5 , l )
co m m on  / s e c n d /  id 1 (6,1 ) , id 2 (5 , l )
s u m n l = 0.0
s u m n 2 = 0.0
su m n 3 = 0 .0
su m n 4 = 0 .0
s u m n o = 0.0
s u m n 6 = 0.0
do j =  l , p l - l
s u m n l = s u m n l + 2.0 * i d l ( j , l )  * ( 1.0/ ( l . - r  * * (2 * i d l ( j , l ) ) ) )  * 
c (r  * * (2 * id 1 ( j , 1)-1)) 
end  do
do j =  l ,p 2-l
s u m n 2 = s u m n 2 + 2.0 * id2 ( j , l )  * ( 1.0 / ( l . - r  * * (2 * id2( j , l )))) * 
c ( r  * * (2 * id2 ( j , 1) -1)) 
en d  do
do j = l , p l - l
s u m n 3 = s u m n 3 + ( e v l ( j , l )  * ( ( 1.0/ ( l . - r  * * (2 * i d l ( j , l )))) * * 2) *
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c (2.0 * i d l ( j , l ) )  * (r " * (2 * i d l ( j , l ) - l ) ) )  
end do 
do j =  l , p l - l
s u m n 5 = s u m n 5 + (e v 2 ( j , l )  * ( ( 1.0 / ( l . - r  * * (2 * i d l ( j , l )))) * * 2) x 
c (2.0 * i d l ( j , l ) )  * (r * * ( i d l ( j , l ) - l ) )  * ( 1+ r  * * (2 * id l ( j , l ) ) ) )  
end  do
do j =  l ,p 2-l
s u m n l= s u m n 4  +  (ev;5(j,l) * ( (1 .0 / ( l . - r  * * (2 * id2 ( j , l ) ) ) )  * * 2) * 
c (2.0 * id2 ( j , l )) * (r * * (2 * id2 ( j , l ) - l ))) 
end do
do j = l , p 2-l
su rn n 6 = su rn n 6 + (e v 4 ( j , l )  * ( ( 1 .0 / ( l . - r  * * (2 * id2 ( j , l ) ) ) )  * * 2) * 
c (2.0 * id2 (j, 1)) * (r * * (id2 ( j , 1) -1)) * ( 1+ r  * * (2 * id2( j , l ) ) ) )  
end  do
f= s ig l  * (n l  * s u m n l + n 2  * su rnn2)-(sum n3-surnno+sum n4-sum n6)
re tu rn
end
c M ultip lica tion  x s= x  * s
su b ro u tin e  rnm(n,ip ,x ,s ,iq ,xs) 
d im ension x(n ,ip),s( ip ,iq ) ,xs(n ,iq)  
do i = l , n
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do  k = l . i q  
s u m = 0.0 
d o  j =  l.ip
s u m = s u m + x ( i , j )  * s(j,k)
e n d  d o
x s ( i , k ) = s u m
e n d  d o
(Mid d o
r e t u r n
( ; n d
c  p p  is t r a n s p o s e  o f  x
su b ro u t in e  xp(x ,n ,ip ,pp)
d im ension  x (n ,ip),pp(ip ,n)
do  i = l . n
d o  j =  l , i p
p p ( j , i )= x ( i , j )
e n d  d o
e n d  d o
re tu rn
e n d
c s is transpose(x )  * x
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su b ro u tin e  xxp(x .n ,ip ,s )
d im ension x (n ,ip ) ,s ( ip , ip )
do i = l . i p
do j =  l ,ip
s u m = 0.0
do k = l , n
s u m = s u m + x (k , i )  * x(k,j)
end do
s ( i . j )= su m





c Kronecker p ro d u c t
su b ro u tin e  k r(m ,l ,a ,p ,q ,b ,c )  
integer m ,l,p ,q
dimension a (m ,l ) ,b (p ,q ) ,  c(m  * p,l * q) 
do i = l ,m  
do j =  l,l 
do i k = l , p
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d o  j k = l . q







c C rea ting  inverse m a tr ix
su b ro u tin e  v in(m ,x ,id .f ,v i)  
integer m 
real x
d im ension v i ( rn ,m ) , id (m - l , l ) , f (m - l , l )  
ex terna l  zer 
do i = l ,m - l
f ( i , l ) = 1.0 / ( 1.0-x * * (2 * i d ( i , l ))) 
end  do
call zer(m ,rn ,v i) 
do i = 2 ,m -l
v i ( i , i ) = f ( i - l , l ) + f ( i , l ) - 1.0 
v i ( i , i - l ) = - 1.0 * f( i-1,1) * x * * id ( i - l , l )
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v i ( i , i + l ) = - 1.0 * f( i, l)  * x * * id ( i . l )  
end  do
v i ( l , l ) = f ( l , l )
v d ( m , m ) = f ( r n - l , l )
v i ( l , 2 ) = - 1.0 * f( 1, 1) * x x * i d ( l . l )
v i (m ,m - l )= -1 .0  * f ( m - l . l )  * x * * i d ( m - U )
re tu rn
end
c C rea ting  a  m  by rn m a tr ix  of zeroes 
su b ro u t in e  zer(m ,l,z) 
in teger m,l 
real z(m ,l) 
do  i = l , m  
do j =  l,l 
z ( i , j )= 0.0 
end  do 
end  do 
re tu rn  
end
c C rea ting  su b ro u t in e  for vec opera tion
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su b ro u t in e  vec(m ,l,a ,b) 
in teger m,l
d im ension  a (m .l) ,b (m  * 1. 1) 
do j =  l,l 
do  i = l .m





c C rea t in g  t rac e (a  * b)
su b ro u t in e  t ra b (m ,a .b , t r )  
real t r  
in teger m
dim ension  a (m ,m ) ,b (m ,m )  
s u m = 0.0 
do i = l , m  
do j = l , m
s u m = s u m + a ( i , j )  * b(j,i) 
en d  do 
en d  do
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C hapter 4 
Non-Linear G rowth Curves
4.1 Introduction
We have considered th e  problem s of fit t ing  th e  polynomial curves to  the  growth 
d a t a  in th e  previous two chapters .  T h e  polynom ial model can provide useful p re­
d ic tive  in form ation  and  m ay  be th e  best app roach  if th e  growth inform ation has 
been collected over a  l im ited  range of grow th  cycle. However, in general, th e  p a ­
ra m e te rs  of such m odels m ay  have unsa tis fac to ry  biological in te rp re ta tions .  Hence, 
in prac tica l  problem s, nonlinear functions a re  used to fit th e  growth da ta .
T h e  p rob lem  of f itt ing  nonlinear functions to  growth d a ta  has been considered 
by m any  in th e  l i te ra tu re .  O ne of th e  first m odels  is by G o m p er tz  (1825), followed 
by Verhulst (1845), von Bertalanffy (1957), an d  Richards (1959). In fact, the  
functions considered by these  au th o rs  are recognized by the ir  nam es, except the  
logistic function in troduced  by Verhulst.
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A nonlinear grow th curve  m odel can be w ri t ten  in th e  form
V =  6) +  e
=  f ( x u x 2 , . . . , X k , 0 l , d 2 , . . . , 9 p) +  e,
w here  y  is th e  observed response variable, /  is a  specified nonlinear function, 
x \ , X 2 , . . . , X k  are  p red ic to r  variables an d  9i ,02, - -- ,0p are  th e  unknow n pa ram ete rs .
W e give th e  forms of som e of th e  p o p u la r  nonlinear functions in section  4.3. For 
m o re  details  and  o th er  in te rp re ta t io n s ,  see R atkow sky (1983) an d  Seber an d  W ild
(1989). A m ong these  curves, th e  von B ertalanffy  grow th  curve has been widely used 
in fisheries science. K im u ra  (1980) considered th e  s ta t is t ica l  analysis of th is  curve 
using th e  likelihood m e th o d  an d  i l lu s t ra ted  th e  analysis on a  fisheries g row th  da ta .  
In th e  n ex t  section, we p resen t  th is  im p o r ta n t  d a t a  set in Table  4.1 and  u ti lize  th is  
in th e  la te r  sections to  i l lu s t ra te  our  m e th o d s .  T h e  analysis done by K im u ra  (1980) 
has been  adop ted  using s im p le  SAS codes by Lakkis an d  Jones (1992). T h ese  codes 
can  be  easily modified to  fit any  of th e  nonlinear m odels. For exam ple , we provide 
th ese  codes for R ichards curve a t  th e  en d  of th is  chap te r.
W e no te  th a t  th e  sam p le  sizes for different age groups, in th e  d a ta  se t  of Table  
4.1 a re  different. In sec tion  4.4, we p resen t th e  analysis (using SAS codes) by 
tak in g  th e  sam ple  sizes for different ages being different in to  consideration. In 
sec tion  4.5, we consider a  m o re  general model, where th e  fish a re  assum ed  to  have 
been  ra n d o m ly  selected from  a  popu la tion .  This am o u n ts  to  using a  ra n d o m  effects 
t e rm  in th e  model.
107
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Finally ,  in section 4.6, we consider a  non linear  growth curve in a  m u ltiv a r ia te  
se tup .  A ssum ing  certa in  p opu la r  covariance s tru c tu re s  for th e  covariance m a t r ix  of 
th e  e r ro r  vec tor ,  we show how th e  M L es t im a tes  of th e  p a ram ete rs  of th e  covariance 
m a t r ix  can  be  co m p u ted  using SAS program s.
4.2 Fish data set
T h e  Pacific hake, M erluccius p ro d u c tu s , is a  com m on gadid fish t h a t  ranges from 
th e  gulf  of California  to th e  gulf of Alaska. D ark  (1975) collected d a ta  on Pacific 
hake , off California, Oregon, an d  W ash ing ton  during  1965-69, an d  s tud ied  th e  age 
a n d  g row th  of these  fish. Biological d a ta  were collected from  b o th  com m ercial 
fishery an d  ab o a rd  research vessels.
T h e  spec im ens were first d issected to  d e te rm in e  th e  sex of a  fish. T h en  th ey  were 
m e a su re d  from  snout to  th e  fork of th e  ta i l  to  d e te rm in e  th e  length . An O to li th  
was rem oved  for age d e te rm in a tio n .  T h e  spec im ens were also weighed to  d e te rm in e  
th e  weight. T h e  n u m b er  of fish caugh t for s tu d y  each year were different. F u rther ,  
th e  n u m b e r  of fish in each age group were very  different. T h e  average body  lengths 
a t  various ages (w ith  th e  corresponding sam p le  sizes) for m ale  an d  fem ale hakes 
tak en  off California, Oregon, an d  W ash ing ton  coast are  given in Table  4.1. For 
m o re  de ta ils  a b o u t  these  d a ta  an d  for o th e r  considerations see D ark  (1975). For a 
s ta t i s t ic a l  analysis  of these  d a ta  see K im u ra  (1980) and  Lakkis and  Jones (1992).
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Tab le  4.1: Average length  a t  various ages for m ale  an d  fem ale  Pacific hake taken








S am p le
size
M ean length  
(cm)
1.0 385 15.40 385 15.40
2.0 36 28.03 28 26.93
3.3 17 41.18 13 42.23
4.3 135 46.20 83 44.59
5.3 750 48.23 628 47.93
6.3 1073 50.26 1134 49.67
7.3 1459 51.82 1761 50.87
8.3 626 54.27 432 52.30
9.3 199 56.98 93 54.77
10.3 97 58.93 21 56.43
11.3 44 59.00 8 55.88
12.3 11 60.91 - -
13.3 6 61.83 “
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4.3 Different nonlinear curves
For m an y  types  of grow th  d a ta ,  th e  growth curve is an S -shaped  or is of w ha t  is 
called S igm oidal p a t te rn .  T h is  is because, th e  cu r ren t  grow th  r a te  is p roportional 
to  th e  cu rren t  size and th e  rem a in ing  growth. T h e  four curves which we are  going to 
discuss a re  m ost  popu lar in th e  l i te ra tu re .  These are, Logistic curve, von Bertalanffy 
curve, G o m p er tz  curve, and  th e  R ichards curve.
L o g i s t i c  C u r v e :  W ith  x  deno ting  t im e  and /  deno ting  th e  size,
=  1 + / 3 e x p ( - K x ) '  ^
Here a  is th e  l im iting  size an d  K  is th e  constan t of p roportionali ty .  This curve can 
be used to  describe growth in th e  size of a  popu la tion  or an organ  or th e  biochem ical 
n a tu re  of a  ce r ta in  grow th processes, 
v o n  B e r t a l a n f f y  c u r v e :  T h e  function  is of th e  form
f { x ) =  /oo(l -  e x p (—K ( x  -  7 ))), (4.2)
w here is th e  a sy m p to tic  size, K  acts as a  scale p a ra m e te r  on  x  thus governing 
th e  ra te  of grow th , and  7  is th e  po in t of inflection. T h is  curve is used extensively 
in fisheries research.
G o m p e r t z  c u r v e :  T h e  func tion  is of th e  form
f ( x )  =  a e x p ( - e x p ( - K ( x  -  7 ))), (4.3)
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w here a ,  K ,  and  7  have th e  sam e  m ean ing  as above. T h e  G o m p er tz  curve has th e  
p ro p e r ty  t h a t  any  pow er of /  again  is a  G o m p er tz  curve. T h e  G o m p er tz  curve is 
used for p o p u la t io n  s tud ies  and  in th e  g row th  m odel  for th e  h ea r t  of a  chicken. 
R ichards curve: R ichards  curve is th e  m o s t  general of Sigmoidal types  of curves. 
It  has th e  form
f ( x )  =  a [  1  - ( 6 -  l ) e x p ( - K ( x  -  7 ) ) ] * = * ,  8 #  1 , ( 4 . 4 )
w here a  is th e  final size, th e  po in t of inflection is a t  th e  t im e  point x  =  7 , K  is a  
scale p a ram e te r  on x, an d  8 is a  m easure  for degree of a sy m m etry  to  th e  grow th  
curve. If 8  <  1, th e n  one  has to  p u t  th e  ad d it io n a l  re s tr ic t ion ,  (1 — 8 ) e x p ( K ~ f )  <  1, 
to  ensure t h a t  0 <  /  <  a.  All th e  previous th re e  curves a re  special cases of th e  
R ichards  curve. For exam ple ,  8 — 2 gives th e  logistic curve, 8 =  0 gives th e  von 
B ertalanffy  curve, an d  th e  curve ob ta ined  by tak in g  th e  l im it  as 8 —► 1, is th e  
G o m p er tz  curve.
T h e  d a ta  we com e across in th is  a rea  generally  a re  average growth of a  pa r t icu la r  
cha rac te r is t ic  like, th e  leng th  m easu red  a t  d ifferent ages ( th e  t im e  factor) for m ale  
an d  female fishes ( th e  groups). A m odel for f i t t ing  th ese  d a t a  can b e  w r i t ten  as
y i  =  f i ( a i , K i , j i , 6 i , x )  +  e i , i  =  1 , 2 , . . . , 5 ,  ( 4 . 5 )
w here  y; is a  rrii x  1 vec to r  of average lengths for th e  i th group , 1 is a  rri; x  1 vec to r of 
ages, p { o i i , K i , i i , 8 i , x )  is a  non linear func tion  an d  th e  error vector e; is d is t r ib u te d
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as N Pt(0, cr21).  If p(a i ,  K {, 7,-, Si, x )  =  o-t [l -  (Si -  \ ) e x p ( - K i ( x  -  T.))] 1_<s‘ , & r  1 
(R ich ard s  curve),  then  le t t ing
9  Pi
S ( a h  • a gi  1 ) K g i  Tl ) • Ig i  1^> Sg)  =  ^ ) ^ ^ (iJ ik  a i [1 ~  (S i 1)
i = l  A:=l
e x p ( - K i ( x k -  7 t) ) ]1-<<) »
we can  w ri te  th e  likelihood function  as :
L  =  71 1 ,7V"e x p ( - S ( a u a g , ATt , f f g ,  71 , 7g, 61, Sg) l 2 a 2),
( 2 7 T<7 2 )  2
w here  TV =  £?=i m«'- For a  fixed cr2, m axim iz ing  L w ith  respect to  th e  p a ra m e te rs  
a i ,  , i =  1 ,2 , . . . , 5  is sam e as m inim izing  S  w ith  respec t to  th e  corre­
sp o n d in g  p a ram ete rs .  Hence, i t  follows t h a t  th e  m ax im u m  likelihood es t im a to rs  of 
cti, =  1,2, ...,<7 are  th e  least squares es tim ators .  N ex t,  tak ing  th e  first
de r iva t ive  of th e  log likelihood func tion  w ith  respec t to  a 2, se t t in g  i t  to  zero and  
solving th e  eq ua tion  for cr2, we get th e  M L E  of <72. T h a t  is,
; r  / n  2 \  S > ( a \ , a 3 ,  K i , K g , y i ,  6 1 , S g ' j
I n L  =  ln[2'KCT ) ------------------------------ — ---------------------------- .
2 v 1 2 c
d l n L
=
th e  m a x im u m  likelihood of cr2 is given by
(4.6)
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w here  6{ is th e  m ax im u m  likelihood (equivalently  least equares) e s t im a to r  of the  
p a r a m e te r  0,.
In sec tion  4.7, we give a  SAS p rogram  (P R O G R A M  1) for ca lcu la ting  th e  M LE
(4.6) for th e  fish d a ta  (Table 4.1). T h e  results  of th is  p rog ram  are: d j  =  56.5,
d 2 =  66 .2 , K \  =  0.38, K 2 =  0.14, ^  =  - 0 .3 ,  S2 =  - 1 .2 8 ,  71 =  -0 .3 6 5 9  and
72 =  -5 -0 -
4.4 von Bertalanffy m odel w ith unequal 
sam ple sizes under incom plete data
C onsider  th e  von Bertalanffy  m odel in th e  following form:
V i k  =  K i  1 ^ o » > *£fc) d" A;> k  =  1 , 2 , . . . ,  i —  1 , 2 ,  . . . ,  <7, ( ^ • ' O
w ith  f i ( loo i ,K i , t0i,Xk)  =  /ooi(l -  e x p { - K i { x k  -  to.)) and th e  errors  eik having 
N ( 0 , a 2) d is tr ibu tion .  Here g rep resen ts  th e  n u m b er  of groups.
In fisheries, th e  d a ta  generally  a re  such th a t ,  for every age group , th e  sam ple  
size is different. T hus  it is essential t h a t  th e  sam ple  sizes be p a r t  of th e  m odel and 
its analysis .  To acco m m o d a te  th e  sam ple  size we suggest th e  following model:
L et yi — (y.i) J/.2) •••) 2/t'mi), ) an d  th e  m odel  be w ri t ten  as
Vi — pijoait At', ^o.) 2:) 4* c,, (4.8)
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w here y i  is a  rrii x 1 d a ta  vector, ei is a  x 1 vec to r of errors, and  th e  m t- x 1 
vector
/  \
/ (^^ooi i i 0^t> )
y*( ^oot i ^Oti  ^ 2 )
//(^) — ^ ( l o o i t  K i )  toi -> X )
such t h a t  ^{looi .Ki^toi .Xk)  =  /oot(l -  e x p ( - K i ( x k  -  t oi))) . We assum e th a t  et is
d is t r ib u te d  as N m i ( 0 , < j 2 V i ) ,  w here
( \
^ - 0  0 . . .  0 nil
Vi =
0 j -  0 . . . 0ni 2
0 0 • 0  — J
riik be ing  th e  sam ple  size in th e  i th group at age Xk . Let Zi = V{ 2 r/t- T hen
cov(Zi) =  V r jL0 2K )V T * =  a 21
and
E ( z i )  = V - t f i ( x )
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\f(rii i)  0 0 . . 0
0 v ^ n *2) 0 • • o
( \ 
f l i j o o i  ? K {  j ^Ot i *^1)
/ ^ ( ^ o o t i  K { ^  ^ O t 7 ^ 2 )
ooi 1 K i , tot? *^ 1) 
yf(ni2)n(l  O O t )  Ki,toi, X2)
=  Vi (say )
o oii K { ,  t o i , x m i )
T h u s  th e  transfo rm ed  m odel can be w ri t ten  as
z;* =  >/niklooi(i -  e x p ( - K i ( x k -  t oi))) +  rjik, * =  l , 2 , . . . , m t-, i =  l , 2 ,...,$r (4.9)
w here  z;* is t ransfo rm ed  d a ta  and  rjik are d is t r ib u te d  in d ep en d en tly  as N ( 0 , a 2 ).  
T h is  m odel now is s im ilar to  (4.7). L e tt ing
S  =  5 ( / 00l>.. ,  Icogi  K \  , . K g , Zoii *■) t o g )
9  Pi
=  E E  (Zi -  \/rci*/oot-(l -  e x p ( - K i ( x k -  t 0i) ) ) )2
t= l  /c=l
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The likelihood function can be written as:
^  —  771 T T E e x P i  S ( . l o o l ) loogi K l  > •• > K g i  t o \ ,  . . ,  t o g ) / 2 ( 7  )
w here N  = J2i=im i- T h e  M L e s t im a to rs  of /<*,;, K i , t 0i, for i =  1 ,2 , ...,<? a re  the  
least squares e s t im ato rs  m in im iz ing  (4.10). A nd  th e  m a x im u m  likelihood e s t im a to r  
of a 2 is given by
1 ........................................
<J2 — yy S (fool) • ■ 5 loogi 1 • •) 0^1 ‘i * m 0^g) i (^TO)
where .., l ^g ,  K \ , . . ,  K g, f0i> • tog a re  th e  e s t im ates  o b ta ined  by n on linear  least 
squares m in im iza tion  of (4.10).
Once we have th e  ML es t im a to rs  for all th e  p a ram e te rs  we can p er fo rm  th e  likeli­
hood ra tio  tes ts  as given in K im u ra  (1980).
E x am p le  4.4.1:
For th e  fish d a t a  in Table  4.1, we use P R O C  NLIN  (NLIN p ro ced u re  of SAS 
software) to  fit a  von B ertalanffy  m odel  w ith  different sam ple  sizes. F rom  T ab le  4.1 
we see t h a t  th e  d a t a  on th e  average leng ths  a t  different ages for m a le  an d  fem ale 
fishes a re  given. T h e  sam ple  sizes a re  also p rovided  a t  different ages, for b o th ,  th e  
m ale  an d  th e  fem ale fishes. T h e  p ro ced u re  P R O C  NLIN requires t h a t  th e  in itia l 
e s t im a tes  of th e  p a ram e te rs  /ooi,^oo2, A'i, ^ 2,^01 02 he  provided. For t h a t ,  we first 
plo t, for each group  (m ale  an d  fem ale),  th e  length  as a  function  of age, an d  ge t th e  
initial e s t im a tes  for foo2> ^01, ^02 by visually  exam in ing  th e  p lo t  (see Lakkis and  
Jones (1992)). T h e  intial e s t im a te s  for K \  and  K 2 a re  o b ta ined  by s u b s t i tu t in g  th e
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corresponding  in i tia l  e s t im a tes  for 5 th e  average yi for and  th e  average
x  for Xk  in (4.7). T h e  SAS p rog ram  is provided in P R O G R A M  2 of sec tion  4.7. 
T h e  resu lts  of th is  p ro g ram  are =  54.17, 2 =  58.23, K \  =  0.4, K 2 =  0.32,
toi =  0.17 an d  i02 =  0.03.
4.5 von Bertalanffy m odel under 
equicorrelation structure
T h e  m o tiv a t io n  for adop ting  th e  m odel (4.11) show n below, comes from  th e  
special way in w hich th e  fish d a t a  p resen ted  in T ab le  4.1 are collected. I t  is clear 
t h a t  we d o n ’t  have  d a t a  for th e  sam e fish a t  different occasions. R a th e r ,  a t  every 
occasion, ce r ta in  n u m b e r  of fish a re  collected from  a  pool and  th ey  are  classified as 
belonging to  a  ce r ta in  age group. F u r th e r ,  th e  m a le  an d  fem ale  fishes are  sep a ra ted  
to  form two groups. T h e  n u m b er  of fish caugh t a t  different occasions is different 
an d  th is  leads to  u n eq u a l  sam ple  sizes. A lthough  th e  fish on which th e  d a t a  are 
collected a t  different occasions a re  different, th ey  share  a  com m on  h ab i ta t .  This 
leads us to  believe t h a t  th e  following m odel would b e  m o re  ap p ro p r ia te  to  analyze 
th e  fish d a t a  of T ab le  4.1. Consider th e  model,
Ui  — M(^oot j , f  Otj 2<) “b ( 4 - 1 1 )
such th a t  I/; is a  m ;  x  1 d a ta  vec tor (a  vector of leng ths) ,  th e  k th e lem en t  of th e
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m e a n  vec to r p . { l o o i , K i , t o i , X k )  is fooi(l — e x p ( — K i ( X k  — toi))). T h e  error vec to r t i  is 










y 71 iT \/™i"rnp^il ^imj J
T h e  m a tr ix  V{ has equicorrelation  s t ru c tu re  excep t for th e  different sam p le  sizes.
W e rew rite  th e  m odel (4.11) by transfo rm ing  th e  d a t a  so t h a t  th e  covariance m a tr ix
of t h e  error vector is <x2[(l — p ) I mi +  pJmi ]• For t h a t  let
/
Di =
—  0 0 nn
0 -1-  0 ni2
0 0 0 - 1 -  n.m,- /




Now we m ak e  th e  tran sfo rm atio n  Zi =  Ci 2y i . T h en
E f r )  =  Ci~2pi
P
P
p p .  . . p i
1   1 ,
v a r ( z i )  =  C ~ 2 ( a  V i ) C i ~ 2 =  C ~ 2 { a 2 C i 2 W i C ^ C r 2 =  a l W {
T h e  m odel  for transfo rm ed  d a ta  is
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2 t m ; x l  —  +  V i m i X l  >  ^ ~   ^i “^ i  9 1 ( 4 - 1 2 )
w here  Vi =  C ~ ^ p i  and th e  error vec to r 77; is d is t r ib u te d  as N mi(0,cr2Wi).
G lasbey  (1979) considered th e  following m odel for a  single group,
Vt = f t (8)  +  t =  (4.13)
w here  f t {0) is a  nonlinear growth function  depend ing  on ce rta in  unknow n p a ra m ­
e ters  6. Assum ing  th e  first order autoregressive process for th e  errors, he  has 
p rovided  an  a lgo ri thm  for com puting  th e  m ax im u m  likelihood e s t im ates  of th e  p a ­
ra m e te rs  involved. O ur problem  is s im ilar, b u t  w ith  th e  equicorre la ted  errors.
Suppose  we consider th e  m odel (4.13) with  th e  observations yt m ad e  a t  t im e  
po in ts  t  =  t i ,  t 2 , (unequally  spaced t im e p o in ts ) .  T h e n  th e  errors (et l , et2, ..., etm) 
will have  a  M arkov covariance s tru c tu re .  E s t im a tin g  th e  p a ram ete rs  u n d e r  this 
s t ru c tu re  has been  discussed in chap te r  3, when th e  po lynom ia l m odels were fit for 
grow ths. For th e  model (4.13) w ith M arkov s t ru c tu re ,  we provide  a  SAS m acro  
p ro g ram  for f itt ing  a  nonlinear grow th  curve in P R O G R A M  3 (on fish d a ta ) .  This 
p ro g ram  includes Glasbey (1979)’s m odel  as a  p a r t ic u la r  case. T h e  results  of this 
p ro g ram  are p =  —0.045, i<x,\ =  52, /oo2 =  53, K \ =  0.73, K i  — 0.65, toi =  0.52 and  
fo2 =  0.49.
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4.6 A nalysis of nonlinear m odels for 
m ultivariate data
So far in th is  ch ap te r ,  we have considered th e  m odel of th e  form
V i j  M ( ^ t >  X i j )  "h j  =  1 , 2 , . . . ,  T T l i , 2 =  1 , 2 ,  ^  ( 4 . 1 4 )
where g is th e  n u m b er  of groups, m; is th e  n u m b e r  of sub jec ts  in th e  i th group, fi 
is a  ce r ta in  non linear  function , and  th e  vec to r (e , i , possibly has a  covari­
ance s t ru c tu re ,  like equicorrelation, autoregressive, or a  M arkov s t ru c tu re .  In th e  
following, we consider a  m odel to  a c co m m o d a te  m u ltiv a r ia te  observations on  each 
sub jec t  or ind iv idua l.
G enera l  m u l t iv a r ia te  nonlinear models u n d e r  th e  m ixed  effects m odel se tup  have 
been  considered in th e  l i te ra tu re  an d  a lgo ri thm s to  co m p u te  th e  M LEs have been  
provided  by m a n y  au thors .  For exam ple , see th e  works of L indstrom  and  B ates
(1990), P a lm er ,  Phillips,  and  Sm ith  (1991), H irs t ,  Boyle, Zerbe and  W ilken ing
(1991), F rey an d  M uller (1992), and  Vonesh an d  C a r te r  (1992). O ur a im  in th is  
section however is to  provide easy co m p u ta t io n a l  tools using easily available soft­
ware, ra th e r  th a n  giving an o th er  general m odel.  For our  discussion we consider th e  
m odel of th e  form
l / i j k  =  fl i j  4" C i j k i
i =  l ,2 , . . . ,< 7 l i  =  1 ,2 , . . . ,  u ,j A: =  1 , 2 , . . . , pi j .
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Defining yij =  (yij i ,  ■■■, yijpi})' an d  =  (t i j i ,  •••, we can  rew rite  th e  m odel as
y<>Pyx i =  ^  +  eOp1Jx 1, (4.15)
w ith  tij  d is t r ib u te d  as N ( 0 , a 2Vij(p))  an d  pi  is th e  ap p ro p r ia te  v ec to r  of m eans. 
W e prov ide  SAS m acro  p ro g ram s to  co m p u te  th e  M L es t im ates  of t h e  p a ram ete rs  
u n d er  th e  m o d e l  /i,j =  ^ ( 1  — e x p ( —Ki{x jk  — t oi))) in P R O G R A M  4 for p la sm a  
d a t a  of T ab le  2.1. T h e  resu lts  of th is  p rog ram  are  p =  0.81, a 2 =  2.29, lool =  66.95, 
loo2 =  300.25, K \  =  0.003, K 2 — 017.79, toi =  —9-1 and  fo2 =  —11-
4.7 Com puter programs
P R O G R A M  1 
/  * T h e  following code fits R ichards  m odel * /  
d a t a  fish;
in p u t  leng th  d l  d 2 age; 
cards;
proc n lin  d a ta = f is h  m a x i t e r = 100;
p a rm s  a i = 5 5  / f i= 0 .2 7 6  7 i = 0  <$i=0 a 2= 6 0  .R2= 0 .23  7 2= 0  <52=0; 
m odel l e n g th  =  o ; id l[ ( l  +  (6i — 1 ) e x p { —K \ { a g e  — 7 i ) ) ) ]^ 5i1_ 1j )+  
a 2rf2[(l +  ( 6 2  -  1 ) e x p ( - K 2(age -  72)))]Cp ^ i y ) 5
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P R O G R A M  2 
op tions  ls= 78  p s= 4 5  n o d a te  nonum ber;
t i t l e  ’N onlinear G row th  C urve  Analysis under variance s ig s q /n ’; 
d a t a  fish;
in p u t  leng th  size d l  d 2 age@@;
sq s ize= sq r t( s iz e ) ; t len g th = sq s ize* len g th ;
lines;
15.40 385 1 0 1.0 26.93 28 1 0 2.0 42.23 13 1 0 3.3 44.59 83 1 0 4.3 47.63 628 1 0 5.3 
49.67 1134 1 0 6.3 50.87 1761 1 0 7.3 52.30 432 1 0 8.3 54.77 93 1 0 9.3 56.43 21 1 0
10.3 55.88 8 1 0 11.3
15.40 385 0 1 1.0 28.03 36 0 1 2.0 41.18 17 0 1 3.3 46.20 135 0 1 4.3 48.23 750 0 1
5.3
50.26 1073 0 1 6.3 51.82 1459 0 1 7.3 54.27 626 0 1 8.3 56.98 199 0 1 9.3 58.93 97 0 
1
10.3 59.00 44 0 1 11.3 60.91 11 0 1 12.3 61.83 6 0 1 13.3;
/ *  T h e  following code fits von Berta lanffy  m odel u n d er  variance s ig m a-sq u a re /n * /
p ro c  nlin d a ta = f is h  m ax i te r= 4 0 0 ;
p a rm s  11=55 k l= .2 7 6  t l = 0  12=60 k 2 = .2 3  t2 = 0 ;
m o d e l  t l e n g th = l l* d l* s q s iz e * ( l - e x p ( - k l* ( a g e - t l ) ) )+ 12*d2*sqsize*(l-exp(-k2*(age-t2)))
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output out=new p=plength r=rlength;
run;
p ro c  iml; 
use new;
read  all varrlength  in to  res;
s u m = 0 .0;
do i = l  to  24;
su m = su m + res [ i]* * 2 ;
end;
p r in t  sum; 
s ig sq = su m /2 4 ;  
p r in t  sigsq;
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P R O G R A M  3
In th is  p ro g ram , we are fitting von B erta lanffy  curve to  fish d a ta  w ith  M arkov  
covariance s t ru c tu re .
/*  T h e  following m acro  es tim ates  th e  value of rho  itera tively  till i t ’s value s tab i­
lizes.* /
% m acro  rh o h a t l ;
p roc  iml; 
use & ldata;
/*  G iving th e  in itia l  value of rho as 0 .5* /
rh o = J (2 4 , l ,0 .5 ) ;
v a rn a m e s = { rh o  };
c rea te  nn from  rho ( |co lnam e =  varnam es|);  
ap p e n d  from  rho; 
close nn;
% tt t :  d a t a  n n l ;  
m erge  nn  & ldata ;
/*  In th e  th is  p roc  step , we are  t ransfo rm ing  th e  d a t a  set Y  to  z  so t h a t  2 has 
covariance s t ru c tu re  a 2I .  A nd  also we are  c rea t ing  rh a t  so t h a t  a t  every i te ra t io n ,  
we can use it  to  com pare  i t  w ith  th e  cu r ren t  value of rh o .* /
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proc  iml; 
use n n l ;
read  all var { t leng th ,rho  } into aa;
r h o l= a a [ l ,2 ] ;
p r in t  rh o l ;
/ * p l  =  H  an d  p 2 = 1 3 7  
d i s t l = J ( 1 0 , 1,1.0); 
d is t l [2 , l ]  =  1.3;
g l = J ( l l , l l , 0 . 0 ) ;  
g l [ l , l ]  =  1.0;
%do i= 2  % to  11;
g l [& i ,& i- l ]= - ( rh o l* * (d is t l [& i- l , l ] ) ) / s q r t ( l - rh o l* * (2 * d is t l [& ; i - l , l ] ) ) ;  
gl[&i,&i] =  1 .0 /sq r t( l- rh o l* * (2 * d is t l [& d - l , l ] ) ) ;
%end;
d i s t2 = J (1 2 ,1,1.0); 
dist2[2,l] =  1.3; 
g 2 = J  (13,13,0.0); 
g2 [ l , l]  =  1.0;
g 2 [& i,& i- l ]= - (rh o l* * (d is t2 [& i- l , l ] ) ) /sq r t ( l - rh o l* * (2 * d is t2 [& :i- l , l ] ) ) ;
g 2 [& i,& i]= 1 .0 /sq r t ( l - rh o l* * (2 * d is t2 [& i- l , l ] ) ) ;
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z l = g l * a a [ l : l l , l ] ;
z2=g2*aa[12:24,l];
z = z l  || z2;
r h a t = J (24,1,1); 
rh a t  =  rh o l* rh a t;
z a = z  || rha t;
v a rn am es= {  z , rh a t  };
c rea te  dd from za ( |co ln am e  =  varnam es |) ;
ap p en d  from za;
close dd;
d a t a  last;
m erge  dd & ld a ta  nn;
/* W e  are using p ro c  n lin  to  fit th e  von B erta lanffy  curve to  Z * /
proc  nlin d a t a = la s t  m ax i te r= 4 0 0 ;  
p a rm s  11=55 k l= .2 7 6  t l = 0  12=60 k 2= .23  t2 = 0 ;  
m odel z = l l* d l* s q s iz e * (a g e l* ( l - e x p ( -k l* (a g e - t l ) ) )  
+ a g e 2 * ( - r h o /s q r t ( l - rh o * * 2 ) )* ( l - e x p ( -k l* ( (a g e - l ) - t l ) ) )  
+ a g e 2 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )  
+ ag e3 * (-rh o * * 1 .3 /sq r t ( l - rh o * * (2 * 1 .3 ) ) )* ( l -e x p (-k l* ( (ag e -1 .3 ) - t l ) ) )  
+ a g e 3 * (1 .0 /s q r t ( l - rh o ,t:* (2 * 1 .3 ) ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
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+ a g e 4 * ( - r h o /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( - k l* ( (a g e - l ) - t l ) ) )
+ a g e 4 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
+ a g e 5 * ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l - e x p ( - k l* ( (a g e - l ) - t l ) ) )
+ a g e 5 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
+ a g e 6 * ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l - e x p ( -k l* ( (a g e - l ) - t l ) ) )
+ a g e 6 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
+ a g e 7 * ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l - e x p ( -k l* ( (a g e - l ) - t l ) ) )
+ a g e 7 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
+ a g e 8 * ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l - e x p ( - k l* ( (a g e - l ) - t l ) ) )
+ a g e 8 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
+ a g e 9 * ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l - e x p ( - k l* ( (a g e - l ) - t l ) ) )
+ a g e 9 * (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* (a g e - t l ) ) )
+ a g e lO * ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k l* ( (a g e - l ) - t l ) ) )
+ a g e l0 * (1 .0 / s q r t ( l - r h o * * 2 ) )* ( l - e x p ( -k l* ( a g e - t l ) ) )
+ a g e l l* ( - rh o /s q r t ( l - r h o * * 2 ) )* ( l -e x p ( -k 2 * ( (a g e - l ) - t2 ) ) )
+ a g e l l* (1 .0 /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k 2 * (a g e - t2 ) ) ) )
+12*d2*sqsize*(agel* (l-exp(-k2*(age-t2 )))
+ ag e 2 * (- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )
+ ag e2 * (1 .0 /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * (ag e - t2 )) )
+ ag e3 * (-rh o * * 1 .3 /sq rt( l- rho**(2*1 .3 )))* ( l-exp (-k2*((age -1 .3 )- t2 )))
+ a g e 3 * (1 .0 /sq r t ( l - rh o * *  (2*1.3) ))* (l-exp(-k2*(age-t2 )))
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- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )  
1 .0 /sq r t( l- rh o * * 2 ))* ( l-ex p (-k 2 * (ag e -t2 )))  
- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )  
1 .0 /sq r t( l- rh o * * 2 ))* ( l-ex p (-k 2 * (ag e -t2 )))  
- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )  
1 .0 /sq r t( l- rh o * * 2 ))* ( l-ex p (-k 2 * (ag e -t2 )))  
- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )  
1 .0 /sq r t( l- rh o * * 2 ))* ( l-ex p (-k 2 * (ag e -t2 )))  
- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )  
1 .0 /sq r t( l- rh o * * 2 ))* ( l-ex p (-k 2 * (ag e - t2 )) )  
- rh o /sq r t( l- rh o * * 2 ))* ( l -ex p (-k 2 * ((a g e - l ) - t2 ) ) )  
(1 .0 /sq rt( l- rh o * * 2 ))* (l-ex p (-k 2 * (ag e-t2 )))  
+ a g e l0 * ( - rh o /sq r t ( l - rh o * * 2 ))* ( l - e x p (-k 2 * ((a g e - l ) - t2 ) ) )  
+ a g e l0 * (1 .0 /sq r t ( l - rh o * * 2 ))* ( l-ex p (-k 2 * (ag e - t2 ) ) )  
+ a g e l l* ( - rh o /s q r t ( l - rh o * * 2 ) )* ( l -e x p ( -k 2 * ( (a g e - l ) - t2 ) ) )  
+ ag e l l* (1 .0 /sq r t ( l - rh o * * 2 ) )* ( l -e x p ( -k 2 * (a g e - t2 ) ) )  
+ a g e l2 * ( - rh o /sq r t ( l - rh o * * 2 ))* ( l -e x p (-k 2 * ((a g e - l ) - t2 ) ) )  
+ ag e l2 * (1 .0 /sq r t ( l - rh o * * 2 ))* ( l-ex p (-k 2 * (ag e - t2 ) ) )  
+ a g e l3 * ( - rh o /sq r t ( l - rh o * * 2 ))* ( l -ex p (-k 2 * ((ag e - l ) - t2 ) ) )  
+ ag e l3 * (1 .0 /sq r t ( l - rh o * * 2 ))* ( l-ex p (-k 2 * (ag e - t2 ) ) ) ) ;  
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d a ta  newdd; 
m erge  n e w d a ta  nn; 
run;
/*  T h e  d a t a  set new dd  has th e  residuals after f i t t ing  th e  von Bertalanffy curve on 
Z .  In th e  next p ro c  iml, we are  t ransform ing  th e  res iduals  so t h a t  now th ey  have 
th e  M arkov s t ru c tu re * /
p roc  iml; 
use new dd;
read all var {rho,rz } into aa;
r h o l = a a [ l , l ] ;
run;
d i s t l = J ( 1 0 , 1,1.0); 
d is t l  [2,1] =  1.3;
g l = J ( l l , l l , 0 . 0 ) ;  
g l [ l , l ]  =  1.0;
%do i= 2  % to  11;
g l [& i ,& i- l ]= - ( rh o l* * (d is t l [& i- l , l ] ) ) / s q r t ( l - rh o l* * (2 * d is t l [& i- l , l ] ) ) ;  
gl[&i,&i] =  1 .0 /sq r t ( l - rh o l* * (2 * d is t l [& i- l , l ] ) ) ;
%end;
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d is t2 = J ( 1 2 ,1,1.0); 
dist2[2,l] =  1.3; 
g2=J(13 ,13 ,0 .0 );  
g 2 [ l , l ]= 1 .0 ;
%do i= 2  % to  13;
g2[&i,&i-l]=-(rhol**(dist2[&i-l,l]))/sqrt(l-rhol**(2*dist2[&i-l,l]));
g2[&i,&i] =  1 .0 /sq r t( l- rh o l* * (2 * d is t2 [& i- l , l ] ) ) ;
%end;
ry  1 = g l  * a a [ l : 11,2]; 
ry2=g2*aa[l2 :24,2]; 
r y = r y l / / r y 2 ;  
v a rn am es= {  res };
c rea te  n d a t  from  ry ( |c o ln a m e =  varnam es |) ;  
ap p en d  from  ry; 
close ndat;
d a t a  n d a ta ;  
m erge n d a t  & ldata ;
/*  We are  using proc m ixed  to  find th e  ML e s t im a te  of rh o .* /
p roc  m ix ed  d a t a = n d a t a  m e th o d = m l ;  
class group; 
m odel re s =  /s ;
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r e p e a te d / ty p e = s p (p o w )(a g e )  su b je c t= g r o u p  r;
M A K E  ’C o v P a rm s ’ O U T = fin a l ;  
run;
/*  D a ta  set final has th e  new value of rh o * /
proc  iml; 
use final;
read  all var {est } in to  est; 
r h = e s t [ l , l ] ;
rho=J(24, l , l ) ;
rh o = rh * rh o ;  
v a rn a m e s = { rh o  };
crea te  nn  from  rh o ( |co ln am e  =  varnam es |) ;  
ap p e n d  from  rho; 
close nn;
d a t a  th e l ( k e e p = r h a t ) ;  
set last;
/*  H ere we are  com paring  th e  new value of p which is in rho to  th e  p rev ious  value 
of rh o  w hich is in rh a t .  So if th e  difference betw een  th e  two is s to red  in co m p o s .* /  
d a t a  t las t;  
m erge  t h e l  nn;
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co m p = a b s ( rh a t- rh o ) ;
proc iml; 
use tlast;
read  all var{com p } in to  comp;
co m p o s= c o m p [ l , l ] ;
p r in t  compos;
%if compos >  0.01 % th en  %goto t t t ;
% m end rh o h a t l ;
/*  M ain p rog ram  s ta r ts  h e re* /
options ls= 7 8  p s= 4 5  n o d a te  nonum ber m p r in t  mlogic symbolgen;
t i t le  ’N onlinear G ro w th  C urve  Analysis under  M arkov covariance s t r u c tu r e ’;
d a ta  fisht;
in p u t  length  size d l  d2 age@@;
sqsize= sq r t(s ize) ; t leng th= sqsize* leng th ;
lines;
15.40 385 1 0 1.0 26.93 28 1 0 2.0 42.23 13 1 0 3.3 44.59 83 1 0 4.3 47.63 628 1 0 5.3 
49.67 1134 1 0 6.3 50.87 1761 1 0 7.3 52.30 432 1 0 8.3 54.77 93 1 0 9.3 56.43 21 1 0
10.3 55.88 8 1 0 11.3
15.40 385 0 1 1.0 28.03 36 0 1 2.0 41.18 17 0 1 3.3 46.20 135 0 1 4.3 48.23 750 0 1
5.3
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50.26 1073 0 1 6.3 51.82 1459 0 1 7.3 54.27 626 0 1 8.3 56.98 199 0 1 9.3 58.93 97 0 
1
10.3 59.00 44 0 1 11.3 60.91 11 0 1 12.3 61.83 6 0 1 13.3;
d a t a  fish; 
set fisht;
if ag e= 1 .0  th en  age l =  l; 
else a g e l= 0 ;  
if ag e= 2 .0  then  ag e 2 = l;  
else age2=0; 
if ag e= 3 .3  then  ag e 3 = l ;  
else age3=0; 
if ag e= 4 .3  th en  a g e 4 = l;  
else age4=0; 
if ag e= 5 .3  th en  ag e 5 = l ;  
else age5=0; 
if ag e= 6 .3  then  a g e 6 = l;  
else age6=0; 
if ag e= 7 .3  then  ag e 7 = l ;  
else age7=0; 
if age=8 .3  th en  ag e 8 = l ;  
else age8=0;
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if age= 9 .3  th en  a g e 9 = l ;  
else age9=0;
if age=10.3  th en  ag e lO = l ;  
else a g e l0 = 0 ;  
if age=11.3  th en  a g e l l  =  l; 
else a g e l l = 0 ;  
if age=12.3  th en  a g e l 2 = l ;  
else ag e l2 = 0 ;  
if age=13.3  th en  a g e l3 = l ;  
else a g e l3 = 0 ;  
if d l = l  th en  g r o u p = l ;  
else g roup= 2 ;
% let lda ta= f ish ;  % r h o h a t l ;
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P R O G R A M  4
T his  p ro g ram  is for a  d a ta  set w i th  two groups, each group having n, observa­
tions  a t  pi occasions, i =  1 , 2 He r e  we are  fi t t ing  a  von Bertalanffy  curve w ith  
au to regressive  covariance s tru c tu re .  W e have used th e  p la sm a  data.
/*  G iven a  in itia l  value of rho(p),  we e s t im a te  th e  m ean . Using th is  e s t im a te  of 
m ean ,  we find th e  M L e s t im a te  of rho. W i th  th is  new value of rho, we again  find 
th  M L e s t im a te  of m ean .  We do th is  i te ra tiv e ly  till th e  value of rho stabilizes. All 
of th is  is done  inside th is  m acro .* /
% m acro  rhoha t;  
p ro c  iml; 
use &ddata;
/*  G iving th e  in itia l value of rho as -0 .5* /
rh o = J (1 9 8 , l , -0 .5 ) ;
v a rn am es= { rh o } ;
c rea te  nn  from  rh o ( |co ln am e =  v a rnam es |) ;  
ap p e n d  from  rho; 
close nn;
%t.tt: d a t a  n n l ;  
d a t a  n n l ;  
m erg e  n n  &;ldata;
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/ *  In th e  th is  proc s tep ,  we are transfo rm ing  th e  d a ta  set Y  to  z  so t h a t  2 has 
covariance s t ru c tu re  a 21. And also we are crea t ing  f l l  an d  f22 to  b e  used to  
tran sfo rm  th e  th e  m ean  of Y .  W e are  creating rh a t  so t h a t  a t  every i te ra t io n ,  we 
can use it  to  com pare  it  w i th  th e  cu r ren t  value of rh o .* /
p roc  iml; 
use n n l ;
read  all var{y,rho} into aa;
rh o l= a a [ l ,2 ] ;
p r in t  rh o l ;
g= J(6 ,6 ,0 .0 ) ;
g [ U ] = 1 .0 ;
%do i= 2  % to  6;
g[&i,&i] =  1 .0 /( sq rt(1 .0 - rh o l* * 2 )) ;  
g [& i,& i-l]=  - rh o l / ( s q r t (1 .0 - rh o l* * 2 ) ) ;
%end;
f l  =  1 .0 /( sq rt(1 .0 -rho l**2)) ;  
f2 = (-  rh o l ) / ( s q r t (1 .0 - rh o l* * 2 ) ) ;
f l l= J (1 9 8 , l , l ) ;  
f l l = ( f l * f l l ) ;  
f22=J(198, l , l );
f22=(f2*f22);
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r h a t= J ( 1 9 8 , l , l ) ;
rh a t  =  rh o l* rh a t ;
tm l= I ( 3 3 ) ;  
t m 2 = t m l  @ g;
z =  tm 2  * aa[,l];
z a = z  || f l l  || f22 || rhat;
v a rn am es= {  z ,f l l , f2 2 , rh a t  };
create  dd  from  za ( |co lnam e =  varnam es | );
append  from  za;
close dd;
d a ta  last; 
m erge d d  &ddata;
/* W e a re  using proc nlin to  fit th e  von B erta lanffy  curve to  Z* j
proc nlin  d a t a = la s t  m ax ite r= 4 0 0 ;
p arm s 11=5.0 k l = 0  t i l = 0  12=6.7 k 2 = 0  t l2 = 0 ;
m odel z = g l * ( t l * l l ’|c( l - e x p ( - k l* ( t im e - t l l ) ) ) + f l l* t2 * l l* ( l - e x p ( - k l* ( t im e - t l l ) ) )  +  
f2 2 * t2 * l l* ( l -e x p ( -k l* ( ( t im e - l ) - t l l ) ) )  +  f l l* t3 * U * ( l - e x p ( - k l* ( t im e - t l l ) ) ) +  
f2 2 * t3 * l l* ( l -e x p ( -k l* ( ( t im e - l ) - t l l ) ) )  +  f l l* t4 * U * ( l - e x p ( - k l* ( t im e - t l l ) ) ) +  
f 2 2 n 4 * l l* ( l - e x p ( - k l* ( ( t im e - l ) - t l l ) ) )  +  f l l * t5 * l l* ( l - e x p ( -k l* ( t im e - t l l ) ) )  +  
f2 2 * t5 * l l* ( l -e x p ( -k l* ( ( t im e - l ) - t l l ) ) )  +  f l l * t6 * l l* ( l - e x p ( -k l* ( t im e - t l l ) ) )  +
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f2 2 * t6 * l l* ( l -e x p ( -k l* ( ( t im e - l ) - t l l ) ) ) )  +
g 2 * ( t l* 1 2 * ( l-ex p (-k 2 * ( t im e-t l2 )) )+ f l l* t2 * 1 2 * ( l-ex p (-k 2 * ( t im e -t l2 ) ) )+  
f22*t2*12* ( 1-exp (-k2* ( ( t im e -1 )-tl2))) +  f l l* t3 * 1 2 * (l-ex p (-k 2 * ( t im e -t l2 )) )+  
f22*t3*12*(l-exp(-k2*((tim e-l)-tl2 ))) +  f l l* t4 * 1 2 * (l-ex p (-k 2 * ( t im e -t l2 )) )+  
f22*t4*12*(l-exp(-k2*((tim e-l)-tl2 ))) +  f l l* t5 * 1 2 * (l-ex p (-k 2 * ( t im e -t l2 )) )+  
f22* t5*12* ( 1-exp (-k2* ( ( t im e -1)-t l2 ))) +  f l l* t6 * 1 2 * (l-ex p (-k 2 * ( t im e -t l2 )) )+  
f22* t6*12* ( 1-exp (-k2* ( ( t im e -1)-t l2 )))); 
o u tp u t  o u t= n e w d a ta  p = p z  r= rz ;  
run;
d a t a  new dd; 
m erge  n ew d a ta  nn; 
run;
/*  T h e  d a t a  set new dd has th e  residuals after f it t ing  th e  von B ertalanffy  curve on 
Z .  In th e  n ex t  proc  im l, we are  transform ing th e  residuals so t h a t  now th ey  have 
th e  autoregressive covariance s tru c tu re .* /
p roc  iml; 
u se  newdd;
read  all var{rho,rz} in to  aa; 
rho  1 = aa[ 1,1];
g = J(6 ,6 ,0 .0 ) ;
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g[l, l]  =  1.0;
%do i= 2  % to  6;
g[&i,&i] =  1 .0 /(sq rt(1 .0 -rho l**2)) ;  
g[&i,&i-l] =  - rh o l / ( sq r t (1 .0 - rh o l* * 2 )) ;
%end; 
t m l= I ( 3 3 ) ;  
t m 2 = t m l  @ g; 
ry = in v ( tm 2 )  * aa[,2]; 
v a rn am es= {  res };
c rea te  n d a t  from  ry( |co lnam e =  varnam es |) ;  
ap p e n d  from  ry; 
close n d a t ;
d a t a  n d a ta ;  
m erge  n d a t  & ldata ;
/*  W e are  using p roc  mixed to find th e  M L e s t im a te  of rh o .* /
proc m ix ed  d a t a = n d a t a  m e th o d = m l;  
class g roup  subj; 
m odel r e s =  g ro u p /s ;  
r e p e a t e d / t y p e = A R ( l )  su b jec t= su b j  r;
M A K E  ’C o v P a rm s ’ O U T = fina l;  
run;
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/*  D a ta  set final has th e  new value of rh o * /
p ro c  iml; 
use final;
re ad  all var{est}  in to  est;
r h = e s t [ l , l ] ;  
r h o = J ( 1 9 8 , l , l ) ;
rh o = rh * rh o ;
v a rn am es= { rh o } ;
c rea te  n n  from  rh o ( |co ln am e  =  varnam es |) ;  
a p p e n d  from  rho; 
close nn;
d a t a  th e l ( k e e p = r h a t ) ;  
se t  last;
/*  H ere we are  com par ing  th e  new value of p which is in rho to  th e  previous value 
of r h o  which is in rh a t .  So if th e  difference be tw een  th e  two is s tored in com p o s .* /  
d a t a  t las t;  
m erg e  t h e l  nn; 
c o m p = a b s ( rh a t - rh o ) ;
p ro c  iml; 
use  t last;
re ad  all var{com p } in to  comp;
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c o m p o s = c o m p [ l , l ] ;  
p r in t  compos;
%if com pos >  0.01 % then  %goto t t t ;
% m en d  rh o h a t;
/*  M ain  p rog ram  s ta r ts  he re .* /  
op tions  linesize=70 m p rin t  mlogic sym bolgen;
t i t le  ’F i t t in g  p la sm a  d a ta  using p roc  m ix ed  w ith  von Bertalanffy curve and  
au to reg ress ive  covariance s t ru c tu re ’; 
d a t a  p lasm a; 
infile ’p la s m a .d a ta ’;
in p u t  s u b j l  y l  y2  y3 y4 y5 y6 y7 y8 su b j2  y9 ylO y l l  y l 2  y l3  y l 4  y l 5  y l6 ;
d a t a  n e w l( k e e p = s u b j l  y l -y 8 )  n ew 2 (k eep = su b j2  y9-y l6);
se t  p lasm a;
d a t a  n e w l l ;
se t  n ew l;
y = y l ; t i m e = l ; t l  =  l ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = 0 ;o u tp u t ;  
y = y 2 ; t i m e = 2 ; t l = 0 ; t 2 = l ; t3 = 0 ; t 4 = 0 ; t 5 = 0 ; t 6 = 0 ; o u tp u t ;  
y = y 3 ; t i m e = 3 ; t l = 0 ; t 2 = 0 ; t 3 = l ; t 4 = 0 ; t 5 = 0 ; t 6 = 0 ; o u tp u t ;  
y = y 4 ; t im e = 4 ; t l = 0 ; t 2 = 0 ; t 3 = 0 ; t4 = l ; t 5 = 0 ; t 6 = 0 ; o u tp u t ;  
y = y 5 ; t i m e = 5 ; t l = 0 ; t 2 = 0 ; t 3 = 0 ; t4 = 0 ; t 5 = l ; t 6 = 0 ; o u tp u t ;
141
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
y = y 6 ; t i m e = 6 ; t l= 0 ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = l ;o u tp u t ;  
y = y 7 ; t im e = 7 ; t l= 0 ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = 0 ;o u tp u t ;  
y = y 8 ; t im e = 8 ; t l= 0 ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = 0 ;o u tp u t ;  
d rop  y l-y8 ;
d a t a  new22; 
se t  new2;
y = y 9 ; t i m e = l ; t l  =  l ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = 0 ;o u tp u t ;
y = y l0 ; t im e = 2 ; t l = 0 ; t 2 = l ; t 3 = 0 ; t 4 = 0 ; t 5 = 0 ; t6 = 0 ;o u t p u t ;
y = y l l ; t i m e = 3 ; t l = 0 ; t2 = 0 ; t 3 = l ; t 4 = 0 ; t5 = 0 ; t 6 = 0 ; o u t p u t ;
y = y l2 ; t im e = 4 ; t l = 0 ; t 2 = 0 ; t3 = 0 ; t 4 = l ; t 5 = 0 ; t6 = 0 ;o u t p u t ;
y = y l3 ; t im e = 5 ; t l = 0 ; t 2 = 0 ; t3 = 0 ; t 4 = 0 ; t 5 = l ; t 6 = 0 ;o u t p u t ;
y = y l4 ; t im e = 6 ; t l = 0 ; t 2 = 0 ; t3 = 0 ; t 4 = 0 ; t 5 = 0 ; t 6 = l ;o u t p u t ;
y = y l5 ; t im e = 7 ; t l= 0 ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = 0 ;o u tp u t ;
y = y l6 ; t im e = 8 ; t l= 0 ; t2 = 0 ; t3 = 0 ; t4 = 0 ; t5 = 0 ; t6 = 0 ;o u tp u t ;
drop  y9-y l6 ;
d a t a  b l l ;
set n e w l l ( i n = i n n e w l  r e n a m e = ( s u b j l= s u b j ) )
n e w 2 2 ( re n a m e = (s u b j2 = s u b j) ) ;
if in n ew l  th e n  g ro u p = l ;
else g ro u p = 2 ;
if s u b j = ’.’ th e n  delete;
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if t i m e = ’7’ then  delete; 
if t i m e = ’8’ then  delete;
d a t a  h; 
set b 11;
if g r o u p = l  then  g l  =  l; 
else g l= 0 ;
if g ro u p = 2  th en  g 2 = l ;  
else g2=0;
% let ld a ta = b ;  
% rhohat;
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