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Abstract
Given a symmetric random walk in Z2 with finite second moments,
let Rn be the range of the random walk up to time n. We study
moderate deviations for Rn−ERn and ERn−Rn. We also derive the
corresponding laws of the iterated logarithm.
1 Introduction
Let Xi be symmetric i.i.d. random vectors taking values in Z
2 with mean 0
and finite covariance matrix Γ, set Sn =
∑n
i=1Xi, and suppose that no proper
subgroup of Z2 supports the random walk Sn. For any random variable Y
we will use the notation
Y = Y − EY.
Let
(1.1) Rn = #{S1, . . . , Sn}
be the range of the random walk up to time n. The purpose of this paper is
to obtain moderate deviation results for Rn and −Rn.
∗Research partially supported by NSF grant #DMS-0244737
†Research partially supported by NSF grant #DMS-0405188.
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For moderate deviations of Rn we have the following. Let
(1.2) H(n) =
n∑
k=0
P
0(Sk = 0).
Since the Xi have two moments, then by [23], Section 2,
H(n) =
n∑
k=0
P
0(Sk = 0) ∼ logn
2π
√
det Γ
and
H(n)−H([n/bn]) =
n∑
k=[n/bn]+1
P
0(Sk = 0) ∼ log bn
2π
√
det Γ
.
Theorem 1.1 Let {bn} be a positive sequence satisfying bn →∞ and log bn =
o((logn)1/2) as n→ ∞. There are two constants C1, C2 > 0 independent of
the choice of the sequence {bn} such that
−C1 ≤ lim inf
n→∞
b−1n logP
{
Rn ≥ nH(n)2 (H(n)−H([n/bn]))
}
≤ lim sup
n→∞
b−1n logP
{
Rn ≥ nH(n)2 (H(n)−H([n/bn])
}
≤ −C2.(1.3)
Remark 1.2 The proof will show that C2 in the statement of Theorem 1.1
is equal to the constant L given in Theorem 1.3 in [2]. We believe that C1 is
also equal to L, but we do not have a proof of this fact.
A more precise statement than Theorem 1.1 is possible when the Xi have
slightly more than two moments.
Corollary 1.3 Suppose E[ |Xi|2(log+(|Xi|)) 12+δ ] < ∞ for some δ > 0. Let
{bn} be a positive sequence satisfying bn → ∞ and log bn = o((logn)1/2) as
n→∞. There are two constants C1, C2 > 0 independent of the choice of the
sequence {bn} such that
−C1 ≤ lim inf
n→∞
b−θn log P
{
Rn ≥ 2θπ
√
det Γ
n
(logn)2
log bn
}
≤ lim sup
n→∞
b−θn log P
{
Rn ≥ 2θπ
√
det Γ
n
(logn)2
log bn
}
≤ −C2(1.4)
for any θ > 0.
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Remark 1.4 The constants C1, C2 are the same as in the statement of
Theorem 1.1. See Remark 1.2.
For bn tending to infinity faster than the rate given in Theorem 1.1, e.g.,
log bn = (log n)
2, then we are in the realm of large deviations. For results on
large deviations of the range, see [14], [18], [19].
For the moderate deviations of −Rn = ERn − Rn we have the following.
Let κ(2, 2) be the smallest A such that
‖f‖4 ≤ A‖∇f‖1/22 ‖f‖1/22
for all f ∈ C1 with compact support. (This constant appeared in [2].)
Theorem 1.5 Suppose bn → ∞ and bn = o((logn)1/5) as n → ∞. For
λ > 0
lim
n→∞
1
bn
log P
(
− Rn > λ nbn
log2 n
)
= −(2π)−2(det Γ)−1/2κ(2, 2)4λ.
Comparing Theorems 1.1 and 1.5, we see that the upper and lower tails of
Rn are quite different. This is similar to the behavior of the distribution of
the self-intersection local time of planar Brownian motion. This is not sur-
prising, since LeGall, [21, Theorem 6.1], shows that Rn, properly normalized,
converges in distribution to the self-intersection local time.
The moderate deviations of Rn are quite similar in nature to those of −Ln,
where Ln is the number of self-intersections of the random walk Sn; see [4].
Again, [21, Theorem 6.1] gives a partial explanation of this. However the
case of the range is much more difficult than the corresponding results for
intersection local times. The latter case can be represented as a quadratic
functional of the path, which is amenable to the techniques of large deviation
theory, while the range cannot be so represented. This has necessitated the
development of several new tools, see in particular Sections 5 and 6, which
we expect will have further applications in the study of the range of random
walks.
Theorem 1.1 gives rise to the following LIL for Rn.
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Theorem 1.6
(1.5) lim sup
n→∞
Rn
n log log logn/ log2 n
= 2π
√
det Γ, a.s.
This result is an improvement of that in [6]; there it was required that
the Xi be bounded random variables and the constant was not identified.
Theorem 1.1 is a more precise estimate than is needed for Theorem 1.6; this
is why Theorem 1.1 needs to be stated in terms of H(n) while Theorem 1.6
does not.
For an LIL for −Rn we have a different rate.
Theorem 1.7 We have
lim sup
n→∞
−Rn
n log log n/ log2 n
= (2π)−2
√
det Γ κ(2, 2)4, a.s.
The study of the range of a lattice-valued (or Zd-valued) random walk
has a long history in probability and the results show a strong dependence
on the dimension d. See [15], [20], [21], [23], [18], [19], [14], and [6] and
the references in these papers, to cite only a few. The two dimensional case
seems to be the most difficult; in one dimension no renormalization is needed
(see [9]), while for d ≥ 3 the tails are sub-Gaussian and have asymptotically
symmetric behavior. In two dimensions, renormalization is needed and the
tails have non-symmetric behavior. In this case, the central limit theorem
was proved in 1986 in [21], while the first law of the iterated logarithm was
not proved until a few years ago in [6].
Acknowledgment: We would like to thank Greg Lawler and Takashi Ku-
magai for helpful discussions and their interest in this paper.
2 Moments of the range
In this section we first give an estimate for the expectation of the range.
By [23], Theorem 6.9, we have
(2.1) ERn =
n
H(n) +
1
2π
√
det Γ
n
H(n)2 (1 + o(1)),
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where H is defined in (1.2). By [23], Section 2,
(2.2) H(n) ∼ log n
2π
√
det Γ
and
(2.3) H(n)−H(m) ∼ log(n/m)
2π
√
det Γ
as n and m tend to infinity.
Throughout this paper we will mostly be concerned with random walks
that have only second moments. The exception is the following proposition,
which supposes slightly more than two moments, and Corollary 1.3.
Proposition 2.1 Suppose {Xi} is a sequence of i.i.d. mean zero random
vectors taking values in Z2 with
(2.4) E
(
|X|2(log+ |X|) 12+δ
)
<∞
for some δ > 0 and nondegenerate covariance matrix Γ. Let Sn =
∑n
i=1Xi
and suppose Sn is strongly aperiodic. Then
(2.5) P(Sn = 0) =
1
2πn
√
det Γ
+O
( 1
n(log n)(1+δ)/2
)
.
Proof. Let ϕ be the characteristic function of Xi, let x · y denote the inner
product in R2, let Q(u) = u · Γu, and let C = [−π, π]2. We observe that
|1− ϕ(u)−Q(u)|(2.6)
= |E (1− eiu·X + iu ·X + (1/2)(iu ·X)2) |
≤ c1|u|3E
(
1{|X|≤1/|u|}|X|3
)
+ c1|u|2E
(
1{|X|>1/|u|}|X|2
)
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and consequently for any fixed M > 0
|1− ϕ(u/√n)−Q(u/√n)|
(2.7)
≤ c2
(
1
n3/2
)
E
(
1{|u||X|≤√n}(|u||X|)3
)
+ c2
(
1
n
)
E
(
1{|u||X|>√n}(|u||X|)2
)
≤ c3 1
n3/2
+ c3
(
1
n3/2
)
E
(
1{M<|u||X|≤√n}(|u||X|)3
)
+ c3
(
1
n
)
E
(
1{|u||X|>√n}(|u||X|)2
)
.
Choose M so that x/ log1/2+δ(x) is monotone increasing on x ≥ M , and
therefore
E(1{M<|u||X|≤√n}(|u||X|)3)(2.8)
≤ E
(
1{M<|u||X|≤√n}(|u||X|)2 log1/2+δ(|u||X|)
|u||X|
log1/2+δ(|u||X|)
)
≤
( √
n
log1/2+δ(
√
n)
)
E
(
1{M<|u||X|≤√n}(|u||X|)2 log1/2+δ(|u||X|)
)
.
Also
E(1{|u||X|>√n}(|u||X|)2)(2.9)
≤
(
1
log1/2+δ(
√
n)
)
E
(
1{|u||X|>√n}(|u||X|)2 log1/2+δ(|u||X|)
)
.
(2.7) then implies that
|1− ϕ(u/√n)−Q(u/√n)| ≤ c |u|
2| log1/2+δ(|u|)|
n log1/2+δ(n)
.(2.10)
Following the proof in Spitzer [34], pp. 76–77,
2πnP(Sn = 0) = (2π)
−1
∫
√
nC
ϕ(u/
√
n)ndu
= I0 + I1(n,An) + I2(n,An) + I3(n,An, r) + I4(n, r),
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where
I0 = (2π)
−1
∫
R2
e−Q(u)/2du = (detQ)−1/2,
I1(n,An) = (2π)
−1
∫
|u|≤An
[ϕ(u/
√
n)n − e−Q(u)/2] du,
I2(n,An) = −(2π)−1
∫
|u|>An
e−Q(u)/2du,
I3(n,An, r) = (2π)
−1
∫
An<|u|<r√n
ϕ(u/
√
n)n du,
I4(n, r) = (2π)
−1
∫
|u|≥r√n,u∈√nC
ϕ(u/
√
n)n du.
Still following [34], we can choose r such that |ϕ(u/√n)n| ≤ e−Q(u)/4 if |u| ≤
r
√
n and by the strong aperiodicity there exists γ > 0 such that |ϕ(u/√n)| ≤
1− γ if |u| > r√n and u ∈ √nC. Set An = c4
√
log logn. We have
|I4(n, r)| ≤ (2π)−1
∫
u∈√nC
(1− γ)ndu = O(n−p)
for every positive integer p. Next
|I3(n,An, r)| ≤
∫
|u|>c4
√
log logn
e−Q(u)/4du = O((logn)−2)
for c4 large and similarly we have the same bound for |I2(n,An)|. To estimate
I1(n,An) we use the inequality |an − bn| ≤ n|a − b| if |a|, |b| ≤ 1 with a =
ϕ(u/
√
n) and b = e−Q(u)/2n. Using (2.10) and the analogous expansion for
e−Q(u)/2n we have
|ϕ(u/√n)n − e−Q(u)/2| ≤ n|ϕ(u/√n)− e−Q(u)/2n|
≤ c5n |u|
2| log1/2+δ(|u|)|
n log1/2+δ(n)
= c5
|u|2| log1/2+δ(|u|)|
log1/2+δ(n)
.
Integrating this over the set {|u| ≤ An}, we see
|I1(n,An)| = O((log logn)2+δ/2/(logn)1/2+δ) = O(1/(logn)(1+δ)/2).
Summing I0 through I4, we obtain
2πnP(Sn = 0) = (det Γ)
−1/2 +O(1/(logn)(1+δ)/2).
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Next we establish some sharp exponential estimates for the range and
intersection of ranges. Aside from their intrinsic interest, they will be used
to estimate the tail probabilities in our first main theorem.
We write S(I) for {Sk : k ∈ I}. Let S(i), i = 1, . . . , p be p independent
copies of S. First, by Corollary 1 of [8], for any integers a ≥ 1, n1, · · ·na ≥ 1,
(2.11)
(
EJmn1+···+na
)1/p ≤ ∑
k1+···+ka=m
k1,··· ,ka≥0
m!
k1! · · ·ka!
(
EJk1n1
)1/p · · · (EJkana)1/p,
where
Jn = #
{
S(1)[1, n] ∩ · · · ∩ S(p)[1, n]} n = 1, 2, · · · .
In the next Theorem we deduce from this the exponential integrability
of Jn, which was established in [6] in the special case p = 2 and under the
condition that S had bounded increments.
Theorem 2.2 Assume that the planar random walk S has finite second mo-
ments and zero mean. There exists θ > 0 such that
(2.12) sup
n
sup
y1,··· ,yp
E
(y1,··· ,yp) exp
{
θ
((logn)p
n
)1/(p−1)
J1/(p−1)n
}
<∞.
Proof. We recall the fact (see Remarks, p. 664, in [23]) that
(2.13) EJkn ≤ (k!)p(EJn)k, k = 0, 1, · · · ,
and for some C <∞
(2.14) EJn ≤ Cn
(logn)p
, n = 1, · · · .
The proof of (2.12) is a modification of the approach used in Lemma 1 of [8].
We begin by showing that there is a constant C > 0 such that
(2.15) sup
n
EJmn ≤ Cm(m!)p−1
( n
(log n)p
)m
, m, n = 1, 2, · · · .
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We first consider the case m ≤ (log n)(p−1)/p. Write l(n,m) = [n/m] + 1.
Then by (2.11) and (2.14),
(
EJmn
)1/p ≤ ∑
k1+···+km=m
k1,··· ,km≥0
m!
k1! · · · km!
(
EJk1l(n,m)
)1/p · · · (EJkml(n,m))1/p
≤
∑
k1+···+km=m
k1,··· ,km≥0
m!
k1! · · · km!k1! · · · km!
(
EJl(n,m)
)k1/p · · · (EJl(n,m))km/p
=
(
2m− 1
m
)
m!
(
EJl(n,m)
)m/p
≤
(
2m− 1
m
)
m!Cm
( (n/m)
(log n)p
)m/p
≤
(
2m
m
)
(m!)
p−1
p Cm
( n
(log n)p
)m/p
,
where the second inequality follows from (2.13) and the third from (2.14)
using the fact that m = O(logn) so that log n = O(log(n/m)). Hence,
taking p-th powers we obtain
EJmn ≤
(
2m
m
)p
Cpm(m!)p−1
( n
(log n)p
)m
,
and (2.15) for the case of m ≤ (log n)(p−1)/p follows from the fact(
2m
m
)
≤ 4m.
For the case m > (logn)(p−1)/p, notice from the definition of Jn that
Jn ≤ n. So we have
EJmn ≤ nm = (log n)pm
( n
(logn)p
)m
≤ m(p−1)m
( n
(logn)p
)m
≤ (m!)p−1Cm
( n
(log n)p
)m
,
where the last step follows from Stirling’s formula. This completes the proof
of (2.15).
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By Ho¨lder’s inequality this shows that((log n)p
n
)m/(p−1)
sup
y1,··· ,yp
E
(y1,··· ,yp)
(
Jm/(p−1)n
)
(2.16)
≤
((logn)p
n
)m/(p−1)
sup
y1,··· ,yp
{
E
(y1,··· ,yp)
(
Jmn
)}1/(p−1)
≤
((logn)p
n
)m/(p−1) {
E
(
Jmn
)}1/(p−1)
≤ Cmm!
where the second inequality used [8], p.1053. Our theorem then follows from
a Taylor expansion.
Remark. Theorem 2.2 is sharp in the sense that (2.12) does not hold if
θ is too large. Indeed, by [21], for any m = 1, 2, · · · ,
(log n)pm
nm
EJmn −→ (2π)pm det(Γ)m/2Eα
(
[0, 1]p
)m
as n→∞, where α([0, 1]p) is the Brownian intersection local time formally
defined by
α
(
[0, 1]p
)
=
∫
Rd
[ p∏
j=1
∫ 1
0
δx
(
Wj(s)
)
ds
]
dx,
and by Theorem 2.1 in [7]
E exp
{
θα
(
[0, 1]p
)(p−1)−1}
=∞
for large θ. The following theorem is sharp in the same sense.
Theorem 2.3 Assume that the planar random walk S has finite second mo-
ments and zero mean. Then there exists θ > 0 such that
(2.17) sup
n
E exp
{
θ
(log n)2
n
|Rn|
}
<∞.
Proof. We first consider the case where n is replaced by 2n. Let
N = [2(log 2)−1 logn]
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so that 2N ∼ n2 and note that
#
{
S[1, 2n]
}
=
2N∑
k=1
#
{
S((k − 1)2n−N , k2n−N ]}(2.18)
−
N∑
j=1
2j−1∑
k=1
#
{
S
(
(2k − 2)2n−j, (2k − 1)2n−j] ∩ S((2k − 1)2n−j, (2k)2n−j]}.
Setting
βk = #
{
S((k − 1)2n−N , k2n−N ]}
and
αj,k = #
{
S
(
(2k − 2)2n−j, (2k − 1)2n−j] ∩ S((2k − 1)2n−j, (2k)2n−j]}
leads to the decomposition
R2n =
2N∑
k=1
βk −
N∑
j=1
2j−1∑
k=1
αj,k.
Recall that (Lemma 3 in [8]),
(2.19) sup
n
E exp
{
λ
log n
n
#
{
S[1, n]
}}
<∞
for all λ > 0. In particular,
sup
n
E exp
{
λ
log 2n−N
2n−N
|β1|
}
<∞.
Notice that β1, · · · , β2N is an i.i.d. sequence with Eβ1 = 0. By Lemma 1 in
[3], there is a θ > 0 such that
sup
n
E exp
{
θ2−N/2
log 2n−N
2n−N
∣∣∣ 2N∑
k=1
βk
∣∣∣} <∞.
By the choice of N one can see that there is a c > 0 independent of n such
that
2−N/2
log 2n−N
2n−N
≥ c(log 2
n)2
2n
.
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So there is some θ > 0 such that
sup
n
E exp
{
θ
(log 2n)2
2n
∣∣∣ 2N∑
k=1
βk
∣∣∣} <∞.
We need to show that for some θ > 0,
(2.20) sup
n
E exp
{
θ
(log 2n)2
2n
∣∣∣ N∑
j=1
2j−1∑
k=1
αj,k
∣∣∣} <∞.
Set
(2.21) J˜n = #
{
S[1, n] ∩ S ′[1, n]} n = 1, 2, · · · ,
where S ′ is an independent copy of the random walk S. In our notation,
for each 1 ≤ j ≤ N , {αj,1, · · · , αj,2j−1} is an i.i.d. sequence with the same
distribution as J˜2n−j . By Theorem 2.2 (with p = 2), there is a δ > 0 such
that
sup
n
sup
j≤N
E exp
{
δ
(log 2n−j)2
2n−j
∣∣αj,1∣∣} <∞.
By Lemma 1 in [3] again, there is a θ¯ > 0 such that
sup
n
sup
j≤N
E exp
{
θ¯2−j/2
(log 2n)2
2n−j
∣∣∣ 2j−1∑
k=1
αj,k
∣∣∣} <∞.
Hence for some θ > 0
C(θ) ≡ sup
n
sup
j≤N
E exp
{
θ2j/2
(log 2n)2
2n
∣∣∣ 2j−1∑
k=1
αj,k
∣∣∣} <∞.
Write
λN =
N∏
j=1
(
1− 2−j/2) and λ∞ = ∞∏
j=1
(
1− 2−j/2).
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Using Ho¨lder’s inequality with 1/p = 1− 2−N/2, 1/q = 2−N/2 we have
E exp
{
λNθ
(log 2n)2
2n
∣∣∣ N∑
j=1
2j−1∑
k=1
αj,k
∣∣∣}
≤
(
E exp
{
λN−1θ
(log 2n)2
2n
∣∣∣N−1∑
j=1
2j−1∑
k=1
αj,k
∣∣∣})1−2−N/2
×
(
E exp
{
λNθ2
N/2 (log 2
n)2
2n
∣∣∣ 2N−1∑
k=1
αN,k
∣∣∣})2−N/2
≤ E exp
{
λN−1θ
(log 2n)2
2n
∣∣∣ N−1∑
j=1
2j−1∑
k=1
αj,k
∣∣∣} · C(θ)2−N/2
since λN < 1. Repeating this procedure,
E exp
{
λNθ
(log 2n)2
2n
∣∣∣ N∑
j=1
2j−1∑
k=1
αj,k
∣∣∣}
≤ C(θ)2−1/2+···+2−N/2 ≤ C(θ)2−1/2(1−2−1/2)−1 .
So we have
sup
n
E exp
{
λ∞θ
(log 2n)2
2n
∣∣∣ N∑
j=1
2j−1∑
k=1
αj,k
∣∣∣} ≤ C(θ)2−1/2(1−2−1/2)−1 .
We have proved (2.20) and therefore (2.17) when n is the power of 2. We
now prove Theorem 2.3 for general n. Given an integer n ≥ 2, we have the
following unique representation:
n = 2m1 + 2m2 + · · ·+ 2ml
where m1 > m2 > · · ·ml ≥ 0 are integers. Write
n0 = 0 and ni = 2
m1 + · · ·+ 2mi i = 1, · · · , l.
Then
#
{
S[1, n]
}
=
l∑
i=1
#
{
S(ni−1, ni]
}− l−1∑
i=1
#
{
S(ni−1, ni] ∩ S(ni, n]
}
=
l∑
i=1
Bi −
l−1∑
i=1
Ai.
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Write
l∑
i=1
Bi =
∑
i
′
Bi +
∑
i
′′
Bi
where
∑
i
′ is the summation over i with 2mi ≥ √n and∑i′′ is the summation
over i with 2mi <
√
n. We also define the products
∏
i
′ and
∏
i
′′ in a similar
manner. Then
E exp
{
θ
(logn)2
n
∣∣∣∑
i
′
(Bi − EBi)
∣∣∣}
≤
∏
i
′
(
E exp
{
θ
(logn)2
n
2−mi
(∑
j
′
2mj
)
|R2mi |
})2mi(∑j ′2mj)−1
≤
∏
i
′
(
E exp
{
4θ
(log 2mi)2
2mi
|R2mi |
})2mi(∑j ′2mj)−1
≤ sup
m
E exp
{
4θ
(log 2m)2
2m
|R2m |
}
.
Assume that the set {1 ≤ i ≤ l; 2mi < √n} is non-empty. We have∑
i
′′
2mi ≤ 2√n.
So we have
(logn)2
n
≤ 1√
n
≤ 2
(∑
i
′′
2mi
)−1
.
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Hence
E exp
{
θ
(log n)2
n
∣∣∣∑
i
′′
(Bi − EBi)
∣∣∣}
≤
∏
i
′′
(
E exp
{
θ
(log n)2
n
2−mi
(∑
j
′′
2mj
)
|R2mi |
})2mi(∑j ′′2mj)−1
≤
∏
i
′′
(
E exp
{
2θ
1
2mi
|R2mi |
})2mi(∑j ′′2mj)−1
≤ sup
m
E exp
{
2θ
1
2m
|R2m |
}
.
By the Cauchy-Schwarz inequality and what we have proved in the previous
step, there exists θ > 0 such that
E exp
{
θ
(log n)2
n
∣∣∣ l∑
i=1
(Bi − EBi)
∣∣∣}
is bounded uniformly in n. By the fact that
(2.22) n− ni = 2mi+1 + · · ·+ 2ml ≤ 2mi
we have
(2.23) Ai
d
= #
{
S[1, 2mi] ∩ S ′[1, n− ni]
} ≤ J2mi .
By (2.14) there is a constant C > 0 independent of n such that
l−1∑
i=1
EAi ≤
l−1∑
i=1
EJ2mi ≤ C
l∑
i=1
2mi
m2i
(2.24)
≤ C
∑
mi<l/2
2mi
m2i
+ C
l∑
mi≥l/2
2mi
m2i
≤ C2l/2 + C n
(logn)2
≤ C n
(log n)2
.
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It remains to show that
(2.25) sup
n
E exp
{
θ
(log n)2
n
l−1∑
i=1
Ai
}
<∞.
Using (2.24,) this follows from (2.12), (with p = 2), and the same argument
used for B1 − EB1, · · · , Bl − EBl.
In view of the remark prior to Theorem 2.3, the next result shows that
Rn has a non-symmetric tail behavior.
Theorem 2.4 Under the assumptions of Theorem 2.3,
(2.26) sup
n
E exp
{
θ
(log n)2
n
Rn
}
<∞
for all θ > 0.
Proof. By Theorem 2.3, (2.26) holds for some θ0 > 0. For θ > θ0, take an
integer m ≥ 1 such that m−1θ < θ0. It is easy to see that it suffices to prove
(2.27) sup
n
E exp
{
θ
(log n)2
mn
Rnm
}
<∞.
Set ζjn = #{S((j − 1)n, jn]}. By the facts that
Rnm ≤
m∑
j=1
ζjn +
( m∑
j=1
Eζjn
)
− ERnm
and that by (2.2) and (2.3),( m∑
j=1
Eζjn
)
− ERmn = mERn − ERmn
=
mn
H(n) +O
( mn
H(n)2
)
− mnH(mn) +O
( mn
H(mn)2
)
=
mn
H(n)H(mn)((H(mn)−H(n)) +O
( n
log2 n
)
= O
( n
(logn)2
)
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as n→∞ (note m is fixed), there is a constant Cm,θ > 0 depending only on
m and θ such that
E exp
{
θ
(log n)2
mn
Rnm
}
≤ Cm
(
E exp
{
θ
(logn)2
mn
Rn
})m
.
So we have (2.27).
3 Moderate deviations for Rn − ERn
We can now prove Theorem 1.1.
Proof. We first prove the upper bound. Let t > 0 and write K = [t−1bn].
Divide [1, n] into K disjoint subintervals, each of length [n/K] or [n/K] + 1.
Call the ith subinterval Ii. Let Ei = #{S(Ii)}. Then
Rn ≤
K∑
j=1
Ej +
( K∑
j=1
EEj
)
− ERn
From (2.1) we have
K∑
j=1
EEj − ERn
(3.1)
= K
n/K
H([n/K]) −
n
H(n) +
1
2π
√
det Γ
{
K
n/K
H2([n/K]) −
n
H2(n)
}
+ o
( n
H2(n)
)
=
n(H(n)−H([n/K]))
H2(n)
{
1 +
H(n)−H([n/K])
H([n/K])
}
+
n
H2(n)
{H2(n)−H2([n/K])
H2([n/K])
}
+ o
( n
H2(n)
)
,
where the error term can be taken to be independent of {bn}. (This is where
the hypothesis log bn = o((logn)
1/2) is used.) Since
H(n)−H([n/K]) =
n∑
k=[n/K]+1
P{Sk = 0} ∼ logK
2π
√
det Γ
,
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we have
(3.2)
K∑
j=1
EEj − ERn = n(H(n)−H([n/K]))H2(n) + o
( n
H2(n)
)
.
Hence for any λ > 0,
P
{
Rn ≥ nH2(n)
(H(n)−H([n/bn]))}
≤ exp
{
− λbn
(H(n)−H([n/bn]))}E exp{λH2(n)bn
n
Rn
}
≤ exp
{
− λbn
(H([n/K])−H([n/bn]))+ o(bn)}(E exp{λH2(n)bn
n
E1
})K
.
Notice that
lim
n→∞
(H([n/K])−H([n/bn])) = log t
2π
√
det Γ
and that by [21, Theorem 6.1],
H2(n)bn
n
E1
d−→ − 2πt
2π
√
det Γ
γ1,
where γt is the renormalized self-intersection local time of a planar Brownian
motion. By Theorem 2.4 and the dominated convergence theorem,
E exp
{
λ
H2(n)bn
n
E1
}
−→ E exp
{
− λ 2πt
2π
√
det Γ
γ1
}
Consequently,
lim sup
n→∞
b−1n logP
{
Rn ≥ nH2(n)
(H(n)−H([n/bn]))}
(3.3)
≤ −λ log t
2π
√
det Γ
+
1
t
logE exp
{
− λ 2πt
2π
√
det Γ
γ1
}
=
λ
2π
√
det Γ
log
λ
2π
√
det Γ
+
1
t
logE exp
{
− λt
2π
√
det Γ
log
λt
2π
√
det Γ
− λ 2πt
2π
√
det Γ
γ1
}
.
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By [2], see the proof of Theorem 3.2, the limit
(3.4) C ≡ lim
t→∞
1
t
logE exp
{− t log t− 2πtγ1}
exists. Set
L = exp(−1− C).
Letting t→∞ in (3.3) gives
lim sup
n→∞
b−1n log P
{
Rn ≥ nH2(n)
(H(n)−H([n/bn]))}
≤ λ
2π
√
det Γ
log
λ
2π
√
det Γ
+ C
λ
2π
√
det Γ
.
Taking
λ
2π
√
det Γ
= exp
{− 1− C}
then yields
lim sup
n→∞
b−1n log P
{
Rn ≥ nH2(n)
(H(n)−H([n/bn]))}
≤ − exp {− 1− C} = −L.
We now prove the lower bound. The proof is similar to that of Proposition
4.4 of [6]. Fix n and let K = [bn]. Let M = [n/bn]. Let Ij be the interval
(mj , mj+1], where the mj are integers such that m0 = 0, mK = n, and
mj+1 −mj is equal to either M or M + 1.
Let e be a vector of length
√
M and let B(x, r) be the ball of radius r
about x. Set
Ej = #{S(Ij)}, Hj = #{S(Ij) ∩ S(Ij−1)}.
Let
(3.5) Aj = {Smj+1 ∈ B((j + 1)e, 18
√
M)} ∩ {S(Ij) ⊂ B((j + 12)e,
√
M)}
and
(3.6) Bj = {Ej log2M/M ≥ −c1}
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where we will select c1 in a moment. By the central limit theorem, we know
P
Smj−1 (Aj) ≥ c2 on the event Aj−1 if n is large. By [21, Theorem 6.1],
P
Smj−1 (Aj ∩ Bj) > c2/2 on the event Aj−1 if we take c1 sufficiently large. If
we let
F =
K−1⋂
j=0
(Aj ∩Bj),
then by the Markov property applied K − 1 times we have
(3.7) P(F ) ≥ (c2/2)K−1.
On the set F we have that S(Ij) is disjoint from S(Ii) if |i− j| > 1, and
so on F
(3.8) Rn =
K∑
j=1
Ej +
(( K∑
j=1
EEj
)
− ERn
)
−
K∑
j=1
Hj.
On the set F the event Bj holds for each j, and so
(3.9)
K∑
j=1
Ej ≥ − c1KM
log2M
≥ − c3n
log2 n
.
As in (3.2),
(3.10)
( K∑
j=1
EEj
)
− ERn = n(H(n)−H([n/K]))H(n)2 + o
( n
H(n)2
)
if n is large.
Let Λ > 0 be chosen in a moment. Let
C1 =
 ∑
{j odd}
Hj ≥ nΛ
log2 n
 , C2 =
 ∑
{j even}
Hj ≥ nΛ
log2 n
 .
Set G = F ∩Cc1 ∩Cc2. For j odd the Hj are independent, and by Lemma 4.6
of [6],
P(C1) = P
( ∑
{j odd}
Hj
M/ log2M
≥ c4KΛ
)
≤ e−c4c5KΛEec5Hj log2 M/M
≤ e−c4c5KΛcK6 ,
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where c4, c5, c6 do not depend on Λ and without loss of generality we may
assume c6 > 1. Choose Λ large so that e
−c4c5Λ ≤ c−26 . When n is large, K will
be large, and then P(C1) ≤ P(F )/3. We have a similar estimate for P(C2),
so
P(G) ≥ (c2/2)K−1/3.
Set vn = H(n)−H([n/bn]). On the event G
(3.11)
K∑
j=1
Hj ≤ 2 nΛ
log2 n
,
and so combining (3.9), (3.10), and (3.11), on the event G
(3.12) Rn ≥
(
1− c7
vn
)
nvn/H(n)2.
Therefore
(3.13) P
(
Rn ≥
(
1− c7
vn
)
nvn/H(n)2
)
≥ c8cbn9 .
Define b′n by v
′
n = H(n) − H([n/b′n]) = vn + c7. If we apply (3.13) with bn
replaced by b′n, we have
P(Rn ≥nvn/H(n)2)
= P
(
Rn ≥
(
1− c7
v′n
)
nv′n/H(n)2
)
≥ c8cb
′
n
9 .
We now take the logarithms of both sides, divide by bn, and use the fact that
the ratio bn/b
′
n is bounded above and below by positive constants to obtain
the lower bound.
Proof of Corollary 1.3: Assume first that Sn is strongly aperiodic. We
have by Proposition 2.1 that
(3.14) P(Sn = 0) =
1
2πn
√
det Γ
+O
( 1
n(log n)1/2
)
.
Then, if γ denotes Euler’s constant
(3.15)
n∑
k=1
1
k
= logn + γ +O
(1
n
)
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and
(3.16)
n∑
k=3
1
k(log k)1/2
≤
∫ n
2
dx
x(log x)1/2
≤ c1(logn)1/2
so that
H(n) =
n∑
k=0
P
0(Sk = 0) = 1 +
1
2π
√
det Γ
n∑
k=1
(
1
k
+O
( 1
k(log k)1/2
))
(3.17)
=
1
2π
√
det Γ
(
log n+ γ +O
(
(log n)1/2
))
=
log n
2π
√
det Γ
(
1 +O
( 1
(logn)1/2
))
.
Similarly we
(3.18)
n∑
k=[n/bn]+1
1
k(log k)1/2
≤ c2
(
(log n)1/2 − (log(n/bn))1/2
)
.
To evaluate this note that
(log(n/bn))
1/2 = (logn− log bn)1/2(3.19)
= (logn)1/2(1− log bn/ logn)1/2
= (logn)1/2(1 +O(log bn/ logn))
= (logn)1/2 +O(log bn/(logn)
1/2)
by our assumption that log bn = o((log n)
1/2). It follows that
H(n)−H([n/bn]) = 1
2π
√
det Γ
n∑
k=[n/bn]+1
(
1
k
+O
( 1
k(log k)1/2
))
(3.20)
=
1
2π
√
det Γ
(
log bn +O
( log bn
(log n)1/2
))
=
log bn
2π
√
det Γ
(
1 +O
( 1
(log n)1/2
))
.
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We then have that
n
H(n)2 (H(n)−H([n/bn]))(3.21)
= 2π
√
det Γ
n log bn
(logn)2
(
1 +O
( 1
(logn)1/2
))
= 2π
√
det Γ
n log bn
(logn)2
(1 + an),
where we use the last equality to define an. Let
(3.22) 1 + ân = (1 + an)
−1 = 1 +O
( 1
(log n)1/2
)
.
Then if we set
(3.23) b̂n =: b
1+ân
n = b
(1+an)−1
n
we see from (3.21) that
(3.24)
n
H(n)2 (H(n)−H([n/ b̂n])) = 2π
√
det Γ
n log bn
(log n)2
.
Also, log b̂n = (1 + ân) log bn = o((logn)
1/2), so that Theorem 1.1 applies to
b̂n, and indeed to b̂
θ
n for any θ > 0.
Note that
b̂θn = b
θ
(
1+O
(
1
(log n)1/2
))
n(3.25)
= bθn exp
(
O
( log bn
(log n)1/2
))
= bθn(1 + o(1n))
by our assumption that log bn = o((log n)
1/2). Hence by (3.24) and (3.25)
b̂−θn logP
{
Rn ≥ θnH(n)2 (H(n)−H([n/b̂n]))
}
(3.26)
= (1 + o(1n))b
−θ
n log P
{
Rn ≥ 2πθ
√
det Γ
n log bn
(logn)2
}
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Together with Proposition 2.1, Theorem 1.1 applied to b̂θn proves the corol-
lary in the strongly aperiodic case. The modifications to handle the case
where Sn is not strongly aperiodic are very similar to those in Section 2 of
[23].
4 Moderate deviations for ERn −Rn
To avoid difficulties connected with subdividing time intervals, it is more
convenient to look at the continuous time analogue of Sn. We let T1, T2, . . .
be i.i.d. exponential random variables with parameter 1 that are independent
of the sequence Sn. Define Zt = Sn if
∑n
i=1 Ti ≤ t <
∑n+1
i=1 Ti. Zt is a Le´vy
process that waits an exponential length of time, then jumps according to X1,
and then repeats the procedure. Define Nt = n if
∑n
i=1 Ti ≤ t <
∑n+1
i=1 Ti.
Note that Nt is a Poisson process with ENt = t and that Zt = SNt . We write
|Z[a, b]| for the cardinality of {Zs : s ∈ [a, b]}.
Theorems 2.2 and 2.3 have the following analogues for continuous time
processes. We omit the proofs, which are almost identical to the proofs given
for the discrete time random walks.
Lemma 4.1 Let Z1(t), · · · , Zp(t) be independent copies of Z(t). There is
C > 0 such that
(4.1) sup
y1,··· ,yp
E
(y1,··· ,yp)
∣∣∣Z1[0, t] ∩ · · · ∩ Zp[0, t]∣∣∣m ≤ Cm(m!)p−1( t
(log t)p
)m
.
Consequently, there is θ > 0 such that
(4.2)
sup
t
sup
y1,··· ,yp
E
(y1,··· ,yp) exp
{
θ
((log t)p
t
∣∣∣Z1[0, t] ∩ · · · ∩ Zp[0, t]∣∣∣)(p−1)−1} <∞.
Lemma 4.2 There is θ > 0 such that
(4.3) sup
t
E exp
{
θ
(log t)2
t
∣∣E|Z[0, t]| − |Z[0, t]|∣∣} <∞.
Consequently
(4.4) lim sup
t→∞
1
bt
log P
{∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣ ≥ λ tbt
(log t)2
}
≤ −θλ.
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We will prove Theorem 1.5 by first proving the following analogue for Zt.
Theorem 4.3 For any λ > 0 and for any bt satisfying bt → ∞ and bt =
o
(
(log t)1/5
)
as t→∞, we have
lim
t→∞
1
bt
log P
{∣∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣∣ ≥ λ tbt(log t)2
}
(4.5)
= −(2π)−2 det(Γ)−1/2κ(2, 2)−4λ.
The next proposition shows that Theorem 1.5 follows from Theorem 4.3
and Theorem 1.1.
Proposition 4.4 For any ε > 0,
(4.6) lim
n→∞
1
bn
log P
{∣∣∣|Z[0, n]| − |S[0, n]|∣∣∣ ≥ ε nbn
(logn)2
}
= −∞.
Remark 4.5 Our proof actually gives a stronger result, but this is all we
need.
Proof. Observe that if n > m, then
(4.7)
∣∣∣E|S[0, n]| − E|S[0, m]|∣∣∣ ≤ E|S[m,n]| = E|S[0, n−m]| ≤ n−m.
Consequently,∣∣∣E|Z[0, n]| − E|S[0, n]|∣∣∣ = ∣∣∣E|S[0, Nn]| − E|S[0, n]| ∣∣∣(4.8)
≤ E|Nn − n| ≤ C
√
n.
Hence, it suffices to show that for any ε > 0
(4.9) lim
n→∞
1
bn
logP
{∣∣∣|Z[0, n]| − |S[0, n]|∣∣∣ ≥ ε√nb3/2n
logn
}
= −∞.
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Let M > 0 be fixed. On the event {|Nn − n| ≤M
√
nbn}∣∣∣|Z[0, n]| − |S[0, n]|∣∣∣ ≤ ∣∣S[Nn ∧ n,Nn ∨ n]∣∣(4.10)
d
=
∣∣S[0, Nn ∨ n−Nn ∧ n]∣∣ ≤ ∣∣S[0, 2M√nbn]∣∣.
So we have
P
{∣∣∣|Z[0, n]| − |S[0, n]|∣∣∣ ≥ ε√nb3/2n
log n
}
≤ P
{∣∣S[0, 2M√nbn]∣∣ ≥ ε√nb3/2n
logn
}
+ P
{|Nn − n| ≥M√nbn}.(4.11)
By Lemma 3 in [8],
(4.12) sup
n
E exp
{
θ
log n√
nbn
S
[
0, 2M
√
nbn
]}
<∞, θ > 0.
By the Chebyshev inequality one can see that
(4.13) lim
n→∞
1
bn
log P
{∣∣S[0, 2M√nbn]∣∣ ≥ ε√nb3/2n
log n
}
= −∞.
By the classical moderate deviation principle ([13, Theorem 3.7.1]),
(4.14) lim
n→∞
1
bn
log P
{|Nn − n| ≥M√nbn} = −M2
2
.
Thus,
(4.15) lim sup
n→∞
1
bn
log P
{∣∣∣|Z[0, n]| − |S[0, n]|∣∣∣ ≥ ε√nb3/2n
logn
}
≤ −M
2
2
.
Letting M →∞ proves the proposition.
Thus we we need to prove Theorem 4.3. By the Ga¨rtner-Ellis theorem
([13, Theorem 2.3.6]), to prove Theorem 4.3 it suffices to prove
lim
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣1/2}(4.16)
= (θπ)2
√
det(Γ)κ(2, 2)4.
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Let h(x) be a smooth symmetric probability density on R2 with compact
support and write hε(x) = ε
−2h(ε−1x). We have
(4.17) Λε(t) ≡
∑
x∈Z2
hε
( x√
t
)
∼ t, t→∞.
The following lemma describing exponential asymptotics for the smoothed
range will be proved in Section 5.
Lemma 4.6 Let
(4.18) At(ε) ≡ Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
)]2
.
For any θ > 0,
lim
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t) |At(ε)|1/2
}
(4.19)
= sup
g∈F
{
2πθ
√
det(Γ)
(∫
R2
|(g2 ∗ hε)(x)|2dx
)1/2
−1
2
∫
R2
〈∇g(x),Γ∇g(x)|2dx
}
.
where
F = {g ∈ W 1,2(R2); ||g||2 = 1}.
Furthermore, for any N = 0, 1, . . . and any ǫ > 0,
lim
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
×
(
Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,2−N t]
hε
(√bt
t
(x− y)
)]2)1/2}
≤ 2−N+2π2θ2
√
det(Γ)κ(2, 2)4.(4.20)
The following lemma on exponential approximation will be proved in Sec-
tion 6. In this lemma Z ′ denotes an independent copy of Z.
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Lemma 4.7 Let
B
(j)
t (ε) ≡ Λε
( t
bt
)−2
×
∑
x∈Z2
[ ∑
y∈Z[0,2−jt]
hε
(√bt
t
(x− y)
)][ ∑
y′∈Z′[0,2−jt]
hε
(√bt
t
(x− y′)
)]
.(4.21)
Then for any θ > 0 and any j = 0, 1, . . .,
lim sup
ε→0
lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
∣∣ |Z[0, 2−jt] ∩ Z ′[0, 2−jt]| − B(j)t (ε)∣∣1/2} = 0.(4.22)
These lemmas will be the key to proving Theorem 4.3. Before proving this
theorem, we present a simple lemma which will be used several times in the
proof of Theorem 4.3.
Lemma 4.8 Let l ≥ 2 be a fixed integer and let {ξ1(ρ); ρ > 0}, · · · , {ξl(ρ); ρ >
0} be l independent non-negative stochastic processes.
(a) If there is a constant C1 > 0 such that for any 1 ≤ j ≤ l,
(4.23) lim sup
ρ→0+
ρ logP
{
ξj(ρ) ≥ λ
} ≤ −C1λ, λ > 0,
then
(4.24) lim sup
ρ→0+
ρ log P
{
ξ1(ρ) + · · ·+ ξl(ρ) ≥ λ
}
≤ −C1λ, λ > 0.
(b) If there is a constant C2 > 0 such that for any 1 ≤ j ≤ l,
(4.25) lim sup
ρ→0+
ρ logE exp
{
ρ−1θ
√
ξj(ρ)
}
≤ C2θ2, θ > 0,
then
(4.26) lim sup
ρ→0+
ρ logE exp
{
ρ−1θ
√
ξ1(ρ) + · · ·+ ξl(ρ)
}
≤ C2θ2, θ > 0.
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Proof. . Clearly, part (a) needs only to be proved in the case l = 2. Given
0 < δ < λ, let 0 = a0 < a1 < · · · < aN = λ be a partition of [0, λ] such that
ak − ak−1 < δ. Then
P
{
ξ1(ρ) + ξ2(ρ) ≥ λ
} ≤ N∑
k=1
P
{
ξ1(ρ) ∈ [ak−1, ak]
}
P
{
ξ2(ρ) ≥ λ− ak
}
≤
N∑
k=1
P
{
ξ1(ρ) ≥ ak−1
}
P
{
ξ2(ρ) ≥ λ− ak
}
.(4.27)
Hence
lim sup
ρ→0+
ρ log P
{
ξ1(ρ) + ξ2(ρ) ≥ λ
}
(4.28)
≤ max
1≤k≤N
{
− C1ak−1 − C1(λ− ak)
}
≤ −C1(λ− δ).
Letting δ → 0+ proves part (a).
We now prove part (b). By Chebyshev’s inequality, for any λ > 0
(4.29) lim sup
ρ→0+
ρ log P
{
ξj(ρ) ≥ λ
} ≤ − sup
θ>0
{θ
√
λ− C2θ2} = − λ
4C2
.
By part (a)
(4.30) lim sup
ρ→0+
ρ logP
{
ξ1(ρ) + · · ·+ ξl(ρ) ≥ λ
} ≤ − λ
4C2
, λ > 0.
In addition, by the triangle inequality and by independence,
(4.31) E exp
{
ρ−1θ
√
ξ1(ρ) + · · ·+ ξl(ρ)
}
≤
l∏
j=1
E exp
{
ρ−1θ
√
ξj(ρ)
}
.
So by assumption, for any θ > 0,
(4.32) lim sup
ρ→0+
ρ logE exp
{
ρ−1θ
√
ξ1(ρ) + · · ·+ ξl(ρ)
}
<∞.
By [13, Lemma 4.3.6],
lim sup
ρ→0+
ρ logE exp
{
ρ−1θ
√
ξ1(ρ) + · · ·+ ξl(ρ)
}
(4.33)
≤ sup
λ>0
{
θ
√
λ− λ
4C2
}
= C2θ
2.
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Proof of Theorem 4.3: We begin with the decomposition
∣∣Z[0, t]∣∣ = 2N∑
k=1
∣∣∣∣Z[k − 12N t, k2N t]
∣∣∣∣
−
N∑
j=1
2j−1∑
k=1
∣∣∣∣Z[2k − 22j t, 2k − 12j t] ∩ Z[2k − 12j t, 2k2j t]
∣∣∣∣(4.34)
=: It − Jt.
We first establish the upper bound. Let ε > 0 be fixed. Since
(4.35) E
∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣ = (EIt − It) + Jt − EJt ≤ (EIt − It) + Jt,
it follows that
P
{∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣ ≥ λtbt/(log t)2}(4.36)
≤ P
{∣∣EIt − It∣∣ ≥ εtbt/(log t)2}+ P{Jt ≥ (λ− ε)tbt/(log t)2}.
Notice that
(4.37)
∣∣EIt − It∣∣ ≤ 2N∑
k=1
∣∣∣∣∣E
∣∣∣∣Z[k − 12N t, k2N t]
∣∣∣∣− ∣∣∣∣Z[k − 12N t, k2N t]
∣∣∣∣
∣∣∣∣∣.
Replacing t by 2−N t, λ by 2Nλ and bt by b˜t =: b2N t in (4.4) we obtain
(4.38)
lim sup
t→∞
1
bt
logP
{∣∣∣E∣∣Z[0, 2−N t]∣∣− ∣∣Z[0, 2−N t]∣∣∣∣∣ ≥ λ tbt
(log t)2
}
≤ −2NCλ.
Hence by Lemma 4.8,
(4.39) lim sup
t→∞
1
bt
log P
{∣∣EIt − It∣∣ ≥ εtbt
(log t)2
}
≤ −εC2N .
By the triangle inequality,
(4.40) P
{
Jt ≥ (λ− ε)tbt
(log t)2
}
≤
N∑
j=1
P
{ 2j−1∑
k=1
ξj,k ≥ 2−j (λ− ε)tbt
(log t)2
}
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where for each 1 ≤ j ≤ N ,
(4.41)
ξj,k(t) =
∣∣∣∣Z[2k − 22j t, 2k − 12j t] ∩ Z[2k − 12j t, 2k2j t]
∣∣∣∣, k = 1, · · · , 2j−1,
forms an i.i.d. sequence with the same distribution as
(4.42) |Z[0, 2−jt] ∩ Z ′[0, 2−jt]|.
By Theorem 1 in [8] (with 2−jt instead of t), for any λ > 0,
lim
t→∞
1
bt
log P
{
|Z[0, 2−jt] ∩ Z ′[0, 2−jt]| ≥ λtbt
(log t)2
}
= −2j(2π)−2 det(Γ)−1/2κ(2, 2)−4λ.(4.43)
Therefore, by Lemma 4.8,
(4.44) lim
t→∞
1
bt
log P
{ 2j−1∑
k=1
ξj,k ≥ λtbt
(log t)2
}
= −2j(2π)−2 det(Γ)−1/2κ(2, 2)−4λ.
In particular,
lim
t→∞
1
bt
log P
{ 2j−1∑
k=1
ξj,k ≥ 2−j (λ− ε)tbt
(log t)2
}
= −(2π)−2 det(Γ)−1/2κ(2, 2)−4 (λ− ε)(4.45)
and therefore by (4.40)
(4.46) lim
t→∞
1
bt
logP
{
Jt ≥ (λ− ε)tbt
(log t)2
}
= −(2π)−2 det(Γ)−1/2κ(2, 2)−4 (λ−ε).
Combining (4.36), (4.39) and (4.46) and letting ε→ 0 we obtain
lim sup
t→∞
1
bt
log P
{∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣ ≥ λtbt
(log t)2
}
≤ −(2π)−2 det(Γ)−1/2κ(2, 2)−4λ.(4.47)
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By Varadhan’s integral lemma [13, Section 4.3]
lim supt→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣1/2}(4.48)
≤ supλ>0
{
θλ1/2 − (2π)−2 det(Γ)−1/2κ(2, 2)−4λ
}
= (θπ)2
√
det(Γ)κ(2, 2)4.
(The uniform exponential integrability is provided by Lemma 4.2.)
We now prove the lower bound. Using induction on N , one can see that
At(ε) =: Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
)]2
≤ Λε
( t
bt
)−2 2N∑
k=1
∑
x∈Z2
[ ∑
y∈Z
[
k−1
2N
t, k
2N
t
]hε
(√bt
t
(x− y)
)]2
+2Λε
( t
bt
)−2 N∑
j=1
2j−1∑
k=1
∑
x∈Z2
[ ∑
y∈Z
[
2k−2
2j
t, 2k−1
2j
t
] hε
(√bt
t
(x− y)
)]
×
[ ∑
y′∈Z
[
2k−1
2j
t, 2k
2j
t
] hε
(√bt
t
(x− y′)
)]
=: It(ε) + 2Jt(ε).(4.49)
Therefore, with It, Jt given by (4.34)
E
∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣ = (EIt − It) + Jt − EJt(4.50)
≥ (EIt − It) + Jt(ε)− |Jt − Jt(ε)| − EJt
≥ (EIt − It)− 12It(ε)− |Jt − Jt(ε)| − EJt + 12At(ε).
We will see that the dominant contribution to the lower bound comes from
At(ε). By the last display we see that
(4.51)
1
2
At(ε) ≤
∣∣E∣∣Z[0, t]∣∣−∣∣Z[0, t]∣∣∣∣+|EIt−It|+1
2
It(ε)+|Jt−Jt(ε)|+EJt.
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and consequently∣∣∣∣12At(ε)
∣∣∣∣1/2 ≤ ∣∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣∣1/2 + |EIt − It|1/2
+
∣∣∣∣12It(ε)
∣∣∣∣1/2 + |Jt − Jt(ε)|1/2 + |EJt|1/2.(4.52)
Notice that it follows from (4.1) that
(4.53) EJt ≤ CN t
(log t)2
.
If p¯ is such that p−1 + p¯−1 = 1, then by the generalized Ho¨lder inequality
with f = θ
√
bt
t
log t we have∥∥∥∥ exp fp ∣∣12At(ε)∣∣1/2
∥∥∥∥
1
≤ eCN
√
bt
∥∥∥∥ exp fp ∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣1/2
∥∥∥∥
p
·
∥∥∥∥ exp fp |EIt − It|1/2
∥∥∥∥
3p¯
·
∥∥∥∥ exp fp ∣∣12It(ε)∣∣1/2
∥∥∥∥
3p¯
·
∥∥∥∥ exp fp |Jt − Jt(ε)|1/2
∥∥∥∥
3p¯
(4.54)
Taking the p-th power and noting that p¯/p = 1/(p−1), this can be rewritten
as
E exp
{
θ
√
bt
t
(log t)
∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣1/2}(4.55)
≥ e−CN
√
bt
[
E exp
{ 3θ
p− 1
√
bt
t
(log t)|EIt − It|1/2
}]− p−13
×
[
E exp
{ 3θ
p− 1
√
bt
t
(log t)It(ε)
1/2
}]− p−13
×
[
E exp
{ 3θ
p− 1
√
bt
t
(log t)|Jt − Jt(ε)|1/2
}]− p−13
×
[
E exp
{
θ
2p
√
bt
t
(log t)|At(ε)|1/2
}]p
.
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By Lemma 4.6
lim
t→∞
1
bt
logE exp
{
θ
2p
√
bt
t
(log t)|At(ε)|1/2
}
(4.56)
= sup
g∈F
{
πθ
p
√
det(Γ)
(∫
R2
|(g2 ∗ hε)(x)|2dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
.
This will give the main contribution to (4.55). We now bound the other
factors in (4.55).
Using Lemma 4.8 together with (4.48) (with t replaced by 2−N t, θ by
2−N/2θ, and bt by b˜t =: b2N t) we can prove that for any θ > 0,
(4.57) lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)|EIt − It|1/2
}
≤ 2−NCθ2.
Using (4.20) and Lemma 4.8, we see that
(4.58) lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)It(ε)
1/2
}
≤ 2−NCθ2,
where C > 0 does not depend on ε. Notice that
(4.59) |Jt − Jt(ε)| ≤
N∑
j=1
2j−1∑
k=1
|Kj,k(ε)|,
where
Kj,k(ε) =
∣∣∣∣Z[2k − 22j t, 2k − 12j t] ∩ Z[2k − 12j t, 2k2j t]
∣∣∣∣
− Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z
[
2k−2
2j
t, 2k−1
2j
t
] hε
(√bt
t
(x− y)
)]
×
[ ∑
y′∈Z
[
2k−1
2j
t, 2k
2j
t
]hε
(√bt
t
(x− y′)
)]
.
(4.60)
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For each 1 ≤ j ≤ N , Kj,1(ε), · · · , Kj,2N−1(ε) forms an i.i.d sequence with the
same distribution as B
(j)
t (ε). It then follows from Lemma 4.7 and Ho¨lder’s
inequality that
(4.61) lim sup
ε→0
lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)|Jt − Jt(ε)|1/2
}
= 0.
Hence
lim inf
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣1/2}
≥ −2−N+1Cp− 1
3
( 3θ
p− 1
)2
− p− 1
3
lim sup
t→∞
1
bt
logE exp
{ 3θ
p− 1
√
bt
t
log t|Jt − Jt(ε)|1/2
}
+ p sup
g∈F
{
πθ
p
√
det(Γ)
(∫
R2
|(g2 ∗ hε)(x)|2dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
.
Take limits on the right hand side in the following order: let ε→ 0+, (using
(4.61)), N →∞, and then p→ 1+. We obtain
lim inf
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
∣∣∣E∣∣Z[0, t]∣∣− ∣∣Z[0, t]∣∣∣∣∣1/2}
(4.62)
≥ sup
g∈F
{
πθ
√
det(Γ)
(∫
R2
|g(x)|4dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
= (πθ)2
√
det(Γ) sup
f∈F
{(∫
R2
|f(x)|4dx
)1/2
− 1
2
∫
R2
|∇f(x)|2dx
}
= (πθ)2
√
det(Γ)κ(2, 2)4,
where the second step follows from the substitution g(x) =
√| det(A)|f(Ax)
with the 2× 2 matrix A satisfying
(4.63) AτΓA = (πθ)2
√
det(Γ)I2×2
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(I2×2 is the 2 × 2 identity matrix), and where the last step follows from
Lemma A.2 in [7].
5 Exponential asymptotics for the smoothed
range
In order to prove Lemma 4.6 we first obtain a weak convergence result.
Let β > 0 and write
(5.1) At,β(ε) =: Λε(t)
−2 ∑
x∈Z2
[ ∑
y∈Z[0,βt]
hε
(x− y√
t
)]2
and
(5.2) Bt,β(ε) =: Λε(t)
−2 ∑
x∈Z2
[ ∑
y∈Z[0,βt]
hε
(x− y√
t
)][ ∑
y′∈Z′[0,βt]
hε
(x− y′√
t
)]
.
Let W (t),W ′(t) be independent planar Brownian motions, each with co-
variance matrix Γ and write
(5.3) αε([0, t]
2) =
∫ t
0
∫ t
0
(hε ∗ hε)(W (s)−W ′(r)
)
dr ds
and
(5.4) α([0, t]2) = lim
ε→0
αε([0, t]
2).
Lemma 5.1
(log t)2
t
[∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣− Bt,β(ε)](5.5)
d−→ (2π)2 det(Γ)
[
α([0, β]2)− αε([0, β]2)
]
and
(5.6)
(log t)2
t
At,β(ε)
d−→ (2π)2 det(Γ)
∫
R2
(∫ β
0
hε
(
W (s)− x)ds
)2
dx.
as t→∞.
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Proof. To prove (5.5), we consider the following result given on p.697 of
[23]: if Z(t)(s) =: Z(ts)√
t
then
(
Z(t)(·),(Z ′)(t)(·), (log t)
2
t
∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣)
d−→
(
W (·),W ′(·), (2π)2 det(Γ)α([0, β]2)
)
(5.7)
in the Skorohod topology as t → ∞. Actually, the proof in [23] is for the
discrete time random walk, but a similar proof works for Z.
Let M > 0 be fixed for a moment. Notice that
(5.8) pt,ε(x) ≡ Λε(t)−1hε
( x√
t
)
, x ∈ Z2,
defines a probability density on Z2 and that
(5.9) p̂t,ε
( λ√
t
)
= Λε(t)
−1 ∑
x∈Z2
hε
( x√
t
)
exp
{
iλ · x√
t
}
−→ ĥε(λ)
uniformly on [−M,M ]2 as t→∞. Consequently the family
(5.10) ψt(x, y) =
∫
[−M,M ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∫ β
0
eiλ·x(s)ds
][ ∫ β
0
e−iλ·y(s
′)ds′
]
dλ
are convergent continuous functionals onD
(
[0, β],R2
)
⊗D
(
[0, β],R2
)
. There-
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fore (
1
t2
∫
[−M,M ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∫ βt
0
exp
{
iλ · Z(s)√
t
}
ds
][ ∫ βt
0
exp
{
− iλ · Z
′(s′)√
t
}
ds′
]
dλ,
(log t)2
t
∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣)
=
(∫
[−M,M ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∫ β
0
exp
{
iλ · Z(t)(s)
}
ds
][ ∫ β
0
exp
{
− iλ · (Z ′)(t)(s′)
}
ds′
]
dλ,
(log t)2
t
∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣)
d−→
(∫
[−M,M ]2
|ĥε(λ)|2
[ ∫ β
0
eiλ·W (s)ds
][ ∫ β
0
e−iλ·W
′(s′)ds′
]
dλ,
(2π)2 det(Γ)α([0, β]2)
)
.(5.11)
Recall that by Lemma 3 in [8],
(5.12) sup
t
E exp
{
θ
log t
t
|Z[0, t]|
}
<∞
for all θ > 0. We will show that uniformly in λ ∈ [−M,M ]2
lim
t→∞
1
t2
E
∣∣∣∣ ∫ βt
0
exp
{
iλ · Z(s)√
t
}
ds
− log t
2π
√
det(Γ)
∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}∣∣∣∣2 = 0.(5.13)
Using the inequality
|AA′ − BB′| ≤ |A(B − B′)|+ |(A−B)B′|,
the Cauchy-Schwarz inequality and (5.12), we see from (5.13) that uniformly
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in λ ∈ [−M,M ]2
lim
t→∞
1
t2
E
∣∣∣∣[ ∫ βt
0
exp
{
iλ · Z(s)√
t
}
ds
][ ∫ βt
0
exp
{
− iλ · Z
′(s′)√
t
}
ds′
]
−
(
log t
2π
√
det(Γ)
)2 [ ∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}]
(5.14)
[ ∑
x∈Z′[0,βt]
exp
{
iλ · x
′
√
t
}]∣∣∣∣
= 0.
Together with (5.11) this shows that(( log t
2πt
)2 ∫
[−M,M ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}][ ∑
x′∈Z′[0,βt]
exp
{
− iλ · x
′
√
t
}]
dλ,
(log t)2
t
∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣)
d−→
(
det(Γ)
∫
[−M,M ]2
|ĥε(λ)|2
[ ∫ β
0
eiλ·W (s)ds
][ ∫ β
0
e−iλ·W
′(s′)ds′
]
dλ,
(2π)2 det(Γ)α([0, β]2)
)
.(5.15)
Notice by (5.9) that for any δ > 0, one can take M > 0 sufficiently large
so that
(5.16)
∣∣∣p̂t,ε( λ√
t
)∣∣∣ < δ, λ ∈ [−√tπ,√tπ]2 \ [M,M ]2,
if t is sufficiently large. Consequently
Ht =:
∣∣∣∣ ∫
[−√tπ,√tπ]2\[−M,M ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}]
(5.17)
×
[ ∑
x′∈Z′[0,βt]
exp
{
− iλ · x
′
√
t
}]
dλ
∣∣∣∣
≤ (2π)2δt∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣.
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It follows from (4.1) that
(
log t/(2πt)
)2
Ht → 0 in L1 uniformly in large t as
M →∞. Therefore, using (5.15) and the fact that ĥ ∈ L2, we obtain(( log t
2πt
)2 ∫
[−√tπ,√tπ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}]
×
[ ∑
x′∈Z′[0,βt]
exp
{
− iλ · x
′
√
t
}]
dλ,
(log t)2
t
∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣)
d−→
(
det(Γ)
∫
R2
|ĥε(λ)|2
[ ∫ β
0
eiλ·W (s)ds
][ ∫ β
0
e−iλ·W
′(s′)ds′
]
dλ,
(2π)2 det(Γ)α([0, β]2)
)
.(5.18)
Note that
Bt,β(ε) =
∑
x∈Z2
[ ∑
y∈Z[0,βt]
Λε(t)
−1hε
(x− y√
t
)][ ∑
y′∈Z′[0,βt]
Λε(t)
−1hε
(x− y′√
t
)]
=
∑
y∈Z[0,βt]
∑
y′∈Z′[0,βt]
[∑
x∈Z2
pt,ε(x− y)pt,ε(x− y′)
]
.(5.19)
It then follows from Parseval’s identity that
(2π)2t Bt,β(ε).(5.20)
= t
∫
[−π,π]2
|p̂t,ε(λ)|2
[ ∑
y∈Z[0,βt]
eiλ·y
][ ∑
y′∈Z′[0,βt]
e−iλ·y
′
]
dλ
=
∫
[−√tπ,√tπ]2
∣∣∣p̂t,ε( λ√
t
)∣∣∣2[ ∑
y∈Z[0,βt]
exp
{
iλ · y√
t
}][ ∑
y′∈Z′[0,βt]
exp
{
− iλ · y
′
√
t
}]
dλ.
Similarly, using the fact that hε is symmetric so that ĥε(λ) is real
(5.21)
∫
R2
|ĥε(λ)|2
[ ∫ β
0
eiλ·W (s)ds
][ ∫ β
0
e−iλ·W
′(s′)ds′
]
dλ = αε([0, β]
2).
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Thus, we have proved(
(log t)2
t
Bt,β(ε),
(log t)2
t
∣∣Z[0, βt] ∩ Z ′[0, βt]∣∣)(5.22)
d−→
(
(2π)2 det(Γ)αε([0, β]
2), (2π)2 det(Γ)α([0, β]2)
)
.
(5.5) follows from this.
Thus to complete the proof of (5.5) it only remains to show (5.13) uni-
formly in λ ∈ [−M,M ]2. We will show that for any δ > 0 we can find δ′ > 0
and t0 <∞ such that
(5.23)
1
t2
E
∣∣∣∣ ∫ βt
0
exp
{
iλ · Z(s)√
t
}
ds−
∫ βt
0
exp
{
iγ · Z(s)√
t
}
ds
∣∣∣∣2 < δ
and
(5.24)
( log t
t
)2
E
∣∣∣∣ ∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}
−
∑
x∈Z[0,βt]
exp
{
iγ · x√
t
}∣∣∣∣2 < δ
for all t ≥ t0 and |λ − γ| ≤ δ′. We then cover [−M,M ]2 by a finite number
of discs B(λk, δ
′) of radius δ′ centered at λk, k = 1, . . . , N . Define τ(λ) = λk
where k is the smallest integer with λ ∈ B(λk, δ′). By [8, (4.11)], we can
choose t1 <∞ such that for all t ≥ t1 and k = 1, . . . , N ,
(5.25)
1
t2
E
∣∣∣∣ ∫ βt
0
exp
{
iλk · Z(s)√
t
}
ds− log t
2π
√
det(Γ)
∑
x∈Z[0,βt]
exp
{
iλk · x√
t
}∣∣∣∣2 ≤ δ.
Hence, uniformly in λ ∈ [−M,M ]2 we have that for all t ≥ t0 ∨ t1
(5.26)
1
t2
E
∣∣∣∣ ∫ βt
0
exp
{
iλ · Z(s)√
t
}
ds− log t
2π
√
det(Γ)
∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}∣∣∣∣2 ≤ 3δ
proving that (5.13) holds uniformly in λ ∈ [−M,M ]2.
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(5.23) actually holds uniformly in t. To see this note that
1
t2
E
∣∣∣∣ ∫ βt
0
exp
{
iλ · Z(s)√
t
}
ds−
∫ βt
0
exp
{
iγ · Z(s)√
t
}
ds
∣∣∣∣2(5.27)
≤ 1
t2
E
∣∣∣∣ ∫ βt
0
|λ− γ| |Z(s)|√
t
ds
∣∣∣∣2
=
|λ− γ|2
t3
E
∫ βt
0
∫ βt
0
|Z(s)||Z(r)| ds dr
≤ C |λ− γ|
2
t3
∫ βt
0
∫ βt
0
s1/2r1/2 ds dr ≤ C ′|λ− γ|2.
As for (5.24),
E
∣∣∣∣ ∑
x∈Z[0,βt]
exp
{
iλ · x√
t
}
−
∑
x∈Z[0,βt]
exp
{
iγ · x√
t
}∣∣∣∣2(5.28)
≤ 4E
{
|Z[0, βt]|21{sups≤βt |Z(s)|≥C√t}
}
+|λ− γ|2E
∣∣∣ ∑
x∈Z[0,βt]
|x|√
t
∣∣∣21{sups≤βt |Z(s)|≤C√t}

≤ 4E
{
|Z[0, βt]|21{sups≤βt |Z(s)|≥C√t}
}
+ C2|λ− γ|2E|Z[0, βt]|2
and by (5.12)
4E
{
|Z[0, βt]|21{sups≤βt |Z(s)|≥C√t}
}
+ C2|λ− γ|2E|Z[0, βt]|2(5.29)
≤ 4
{
E(|Z[0, βt]|4)P (sup
s≤βt
|Z(s)| ≥ C
√
t)
}1/2
+ C2|λ− γ|2E|Z[0, βt]|2
≤
(
ct
log t
)2(
4
{
P (sup
s≤βt
|Z(s)| ≥ C
√
t)
}1/2
+ C2|λ− γ|2
)
.
Taking C large and then choosing δ′ > 0 sufficiently small completes the
proof of (5.24) and hence of (5.5).
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We now prove (5.6). Using the facts that Λε(t) ∼ t, that
1
t
∑
x∈Z2
[ ∑
y∈Z[0,βt]
hε
(x− y√
t
)]2
−
∫
R2
[ ∑
y∈Z[0,βt]
hε
(
x− y√
t
)]2
dx
= o(1)|Z[0, βt]|2,(5.30)
(where the boundedness and continuity of hε is used), and (5.12) we need
only show that( log t
t
)2 ∫
R2
[ ∑
y∈Z[0,βt]
hε
(
x− y√
t
)]2
dx(5.31)
d−→ (2π)2 det(Γ)
∫
R2
(∫ β
0
hε
(
W (s)− x)ds
)2
dx.
By the Parseval identity,∫
R2
[ ∑
y∈Z[0,βt]
hε
(
x− y√
t
)]2
dx(5.32)
= (2π)−2
∫
R2
∣∣∣∣ ∫
R2
eiλ·x
∑
y∈Z[0,βt]
hε
(
x− y√
t
)
dx
∣∣∣∣2 dλ
= (2π)−2
∫
R2
∣∣∣∣ ∫
R2
hε(x)e
iλ·xdx
∣∣∣∣2∣∣∣∣ ∑
y∈Z[0,βt]
exp
{
iλ · y√
t
}∣∣∣∣2 dλ
=
∫
R2
∣∣ĥε(λ)∣∣2∣∣ ∑
y∈Z[0,βt]
exp
{
iλ · y√
t
}∣∣2 dλ.
Let M > 0 be fixed and λ1, · · · , λN and τ be defined as above. By [8,
Theorem 7],
log t
t
( ∑
y∈Z[0,βt]
exp
{
iλ1 · y√
t
}
, · · · ,
∑
y∈Z[0,βt]
exp
{
iλN · y√
t
})
(5.33)
d−→ (2π)
√
det(Γ)
(∫ β
0
eiλ1·W (s)ds, · · · ,
∫ β
0
eiλN ·W (s)ds
)
.
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In particular,( log t
t
)2 ∫
[−M,M ]2
|ĥε(λ)|2
∣∣∣∣ ∑
y∈Z[0,βt]
exp
{
iτ(λ) · y√
t
}∣∣∣∣2dλ(5.34)
=
N∑
k=1
∫
Bk
|ĥε(λ)|2
∣∣∣∣ log tt ∑
y∈Z[0,βt]
exp
{
iλk · y√
t
}∣∣∣∣2dλ
d−→ (2π)2 det(Γ)
N∑
k=1
∫
Bk
|ĥε(λ)|2
∣∣∣∣ ∫ β
0
eiλk ·W (s)ds
∣∣∣∣2dλ
= (2π)2 det(Γ)
∫
[−M,M ]2
|ĥε(λ)|2
∣∣∣∣ ∫ β
0
eiτ(λ)·W (s)ds
∣∣∣∣2dλ.
Notice that the right hand side of (5.34) converges to
(5.35) (2π)2 det(Γ)
∫
[−M,M ]2
|ĥε(λ)|2
∣∣∣∣ ∫ β
0
eiλ·W (s)ds
∣∣∣∣2dλ
as N →∞. Applying (5.24) to the left hand side of (5.34) gives( log t
t
)2 ∫
[−M,M ]2
|ĥε(λ)|2
∣∣∣∣ ∑
y∈Z[0,βt]
exp
{
iλ · y√
t
}∣∣∣∣2dλ(5.36)
d−→ (2π)2 det(Γ)
∫
[−M,M ]2
|ĥε(λ)|2
∣∣∣∣ ∫ β
0
eiλ·W (s)ds
∣∣∣∣2dλ.
As M →∞, the right hand side of (5.36) converges to
(2π)2 det(Γ)
∫
R2
|ĥε(λ)|2
∣∣∣∣ ∫ β
0
eiλ·W (s)ds
∣∣∣∣2dλ(5.37)
= det(Γ)
∫
R2
(∫ β
0
hǫ
(
W (s)− x)ds)2dx
by Parseval’s identity. Note
H ′t,M =:
∫
R2\[−M,M ]2
|ĥε(λ)|2
∣∣∣∣ ∑
y∈Z[0,βt]
exp
{
iλ · y√
t
}∣∣∣∣2dλ(5.38)
≤ ∣∣Z[0, βt]∣∣2 ∫
R2\[−M,M ]2
|ĥε(λ)|2dλ.
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It follows from (5.12) and the fact that ĥε ∈ L2 that
(
log t
2πt
)2
H ′t,M → 0 in
L1 as M → ∞ uniformly in t. Therefore, using the last three displays, we
obtain ( log t
t
)2 ∫
R2
|ĥε(λ)|2
∣∣∣∣ ∑
y∈Z[0,βt]
exp
{
iλ · y√
t
}∣∣∣∣2dλ(5.39)
d−→ det(Γ)
∫
R2
(∫ β
0
hǫ
(
W (s)− x)ds)2dx.
Proof of Lemma 4.6: Let T > 0 be fixed for the moment. Write
γt = t/[T
−1bt]. We have
E exp
{
θ
√
bt
t
(log t)
(
Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
)]2)1/2}
≤
[
E exp
{
θ
√
bt
t
(log t)
×
(
Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,γt]
hε
(√bt
t
(x− y)
)]2)1/2}][T−1bt]
.(5.40)
We obtain from Lemma 5.1 (with t being replaced by t/bt and β = T )
bt
t
(log t)2Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,γt]
hε
(√bt
t
(x− y)
)]2
d−→ (2π)2 det(Γ)
∫
R2
(∫ T
0
hε
(
W (s)− x)ds
)2
dx, t→∞.(5.41)
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In addition,
bt
t
(log t)2Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,γt]
hε
(√bt
t
(x− y)
)]2
≤ bt
t
(log t)2Λε
( t
bt
)−2
||h||∞|Z[0, γt]|
∑
x∈Z2
y∈Z[0,γt]
hε
(√bt
t
(x− y)
)
=
bt
t
(log t)2Λε
( t
bt
)−2
||h||∞|Z[0, γt]|2
∑
x∈Z2
hε
(√bt
t
x
)
≤ C
(bt
t
)2
(log t)2|Z[0, γt]|2,(5.42)
where in the last step we used (4.17). (5.12) together with (5.41) then implies
that
E exp
{
θ
√
bt
t
Λε
(
t
bt
)−1
(log t)
(∑
x∈Z2
[∑
y∈Z[0,γt] hε
(√
bt
t
(x− y)
)]2)1/2}
−→ E exp
{
2πθ
√
det(Γ)
(∫
R2
(∫ T
0
hε
(
W (s)− x)ds
)2
dx
)1/2}
.(5.43)
Combining (5.40) and (5.43) we see that
lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)|At(ε)|1/2
}(5.44)
≤ 1
T
logE exp
{
2πθ
√
det(Γ)
(∫
R2
(∫ T
0
hε
(
W (s)− x)ds
)2
dx
)1/2}
.
Then the upper bound for (4.19) follows from the fact that
lim
T→∞
1
T
logE exp
{
2πθ
√
det(Γ)
(∫
R2
(∫ T
0
hε
(
W (s)− x)ds
)2
dx
)1/2}
= sup
g∈F
{
2πθ
√
det(Γ)
(∫
R2
|(g2 ∗ hε)(x)|2dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
.
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This is [12, Theorem 7]. (Or see the earlier [7, Theorem 3.1], which uses a
slightly different smoothing).
We now prove the lower bound for (4.19). Let f be a smooth function on
R
2 with compact support and
(5.45) ||f ||2 =
(∫
R2
|f(x)|2dx
)1/2
= 1.
We can write √
bt
t
(∑
x∈Z2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
)]2)1/2
(5.46)
=
√
bt
t
(∫
R2
[ ∑
y∈Z[0,t]
hε
(√bt
t
([x]− y)
)]2
dx
)1/2
=
(∫
R2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(
[√ t
bt
x
]
− y)
)]2
dx
)1/2
.
Hence by the Cauchy-Schwarz inequality,√
bt
t
(∑
x∈Z2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
)]2)1/2
=
(∫
R2
[ ∑
y∈Z[0,t]
hε
(√bt
t
[√ t
bt
x
]
−
√
bt
t
y
)]2
dx
)1/2
≥
∫
R2
f(x)
∑
y∈Z[0,t]
hε
(√bt
t
[√ t
bt
x
]
−
√
bt
t
y
)
dx
=
∫
R2
f(x)
∑
y∈Z[0,t]
hε
(
x−
√
bt
t
y
)
dx+O(1)|Z[0, t]|, t→∞,(5.47)
where O(1) is bounded by a constant. In view of (4.12), recalling that√
bt
t
|At(ε)|1/2 ∼ bt
t
√
bt
t
(∑
x∈Z2
[ ∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
)]2)1/2
,
and using Ho¨lder’s inequality one can see that the term O(1)|Z[0, t]| does
not contribute anything to (4.19).
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By [8, Theorem 8],
lim inf
t→∞
1
bt
logE exp
{
θ
bt log t
t
∑
y∈Z[0,t]
(f ∗ hε)
(√bt
t
y
)}(5.48)
≥ sup
g∈F
{
2πθ
√
det(Γ)
∫
R2
(f ∗ hε)(x)g2(x)dx− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
= sup
g∈F
{
2πθ
√
det(Γ)
∫
R2
f(x)(g2 ∗ hε)(x)dx− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
.
We see from (5.47) and (5.48) that
lim inf
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)|At(ε)|1/2
}
(5.49)
≥ sup
g∈F
{
2πθ
√
det(Γ)
∫
R2
f(x)(g2 ∗ hε)(x)dx
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
.
Taking the supremum over f on the right gives
lim inf
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)|At(ε)|1/2
}
(5.50)
≥ sup
g∈F
{
2πθ
√
det(Γ)
(∫
R2
|(g2 ∗ hε)(x)|2dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉dx
}
.
This completes the proof of (4.19).
To prove (4.20), in (4.19) we replace t by 2−N t, θ by 2−N/2θ, bt by b˜t =: b2N t
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and ε by 2N/2ε to find that
lim
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)
(5.51)
×
(
Λε
( t
bt
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,2−N t]
hε
(√bt
t
(x− y)
)]2)1/2}
= lim
t→∞
1
b˜2−N t
logE exp
{
2−N/2θ
√
b˜2−N t
2−N t
(log t)
×
(
Λ2N/2ε
(2−N t
b˜2−N t
)−2 ∑
x∈Z2
[ ∑
y∈Z[0,2−N t]
h2N/2ε
(√ b˜2−N t
2−N t
(x− y)
)]2)1/2}
= sup
g∈F
{
2π2−N/2θ
√
det(Γ)
(∫
R2
|(g2 ∗ h2N/2ε)(x)|2dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉2dx
}
≤ sup
g∈F
{
2π2−N/2θ
√
det(Γ)
(∫
R2
|g(x)|4dx
)1/2
− 1
2
∫
R2
〈∇g(x),Γ∇g(x)〉2dx
}
.
=
(
2π2−N/2θ
)2√
det(Γ) sup
f∈F
{(∫
R2
|f(x)|4dx
)1/2
− 1
2
∫
R2
|∇f(x)|2dx
}
.
= 2−N+2π2θ2
√
det(Γ)κ(2, 2)4,
where the third step follows from Jensen’s inequality, the fourth step follows
from the substitution g(x) =
√| det(A)|f(Ax) with the 2 × 2 matrix A
satisfying
AτΓA =
(
2π2−N/2θ
)2√
det(Γ)I2×2,
and the last step follows from Lemma 7.2 in [7].
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6 Exponential approximation
Let t1, · · · , ta ≥ 0 and write
(6.1) ∆1 = [0, t1], and ∆k =
[ k−1∑
j=1
tj ,
k∑
j=1
tj
]
k = 2, · · · , a.
Let p(x) be a positive symmetric function on Z2 with
∑
x∈Z2 p(x) = 1 and
define
(6.2) L =
a∑
j,k=1
[∣∣Z(∆j) ∩ Z ′(∆k)∣∣−∑
x∈Z2
p(x)
∣∣Z(∆j) ∩ (Z ′(∆k) + x)∣∣],
and
Lj =
∣∣Z[0, tj] ∩ Z ′[0, tj]∣∣(6.3)
−
∑
x∈Z2
p(x)
∣∣Z[0, tj] ∩ (Z ′[0, tj] + x)∣∣, j = 1, · · · , a.
Lemma 6.1 For any m ≥ 1,
(6.4) ELm ≥ 0
and
(6.5)
{
ELm
}1/2
≤
∑
k1+···+ka=m
k1,··· ,ka≥0
m!
k1! · · ·ka!
{
E|L1|k1
}1/2
· · ·
{
E|La|ka
}1/2
.
Consequently, for any θ > 0
(6.6)
∞∑
m=0
θm
m!
{
ELm
}1/2
≤
a∏
j=1
∞∑
m=0
θm
m!
{
E|Lj |m
}1/2
.
Proof. Write
(6.7) p̂(λ) =
∑
x∈Z2
p(x)eiλ·x.
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We note that
(6.8) |p̂(λ)| ≤ p̂(0) = 1.
Notice also that
(6.9)
L =
1
(2π)2
∫
[−π,π]2
[
1− p̂(λ)][ a∑
j=1
∑
x∈Z(∆j)
eiλ·x
][ a∑
j′=1
∑
x′∈Z′(∆j′ )
e−iλ·x
′
]
dλ.
We therefore have
ELm =
1
(2π)2m
∫
([−π,π]2)m
∣∣∣∣E m∏
k=1
a∑
j=1
∑
xk∈Z(∆j)
eiλk ·xk
∣∣∣∣2( m∏
k=1
[
1− p̂(λk)
]
dλk
)
=
1
(2π)2m
∫
([−π,π]2)m
∣∣∣∣ a∑
l1,··· ,lm=1
E
(
Hl1(λ1) · · ·Hlm(λm)
)∣∣∣∣2
( m∏
k=1
[
1− p̂(λk)
]
dλk
)
,(6.10)
where
(6.11) Hj(λ) =
∑
x∈Z(∆j)
eiλ·x.
This proves (6.4) and implies that{
ELm
}1/2
(6.12)
≤ 1
(2π)m
a∑
l1,··· ,lm=1
{∫
([−π,π]2)m
∣∣∣E(Hl1(λ1) · · ·Hlm(λm))∣∣∣2
( m∏
k=1
[
1− p̂(λk)
]
dλk
)}1/2
.
Note that for any k > j we can write
(6.13) Hk(λ) =
∑
x∈Z(∆k)
eiλ·x = eiλ·Z(tj)H(j)k (λ),
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where
(6.14) H
(j)
k (λ) =
∑
x∈Z(∆k)−Z(tj )
eiλ·x
is independent of Ftj .
Let l1, · · · , lm be fixed and let kj =
∑m
i=1 δ(li, j) be the number of l’s which
are equal to j, for each 1 ≤ j ≤ a. Then using independence
∫
([−π,π]2)m
∣∣∣E(Hl1(λ1) · · ·Hlm(λm))∣∣∣2( m∏
k=1
[
1− p̂(λk)
]
dλk
)(6.15)
=
∫
([−π,π]2)m
∣∣∣E a∏
j=1
(
Hj(λj,1) · · ·Hj(λj,kj)
)∣∣∣2( a∏
j=1
kj∏
l=1
[
1− p̂(λj,l)
]
dλj,l
)
=
∫
([−π,π]2)m
∣∣∣E[ exp{i( a∑
j=2
kj∑
l=1
λj,l
)
· Z(t1)
}
×
(
H1(λ1,1) · · ·H1(λ1,k1)
)]
E
( a∏
j=2
(
H
(1)
j (λj,1) · · ·H(1)j (λj,kj)
)∣∣∣2( a∏
j=1
kj∏
l=1
[
1− p̂(λj,l)
]
dλj,l
)
=
∫
([−π,π]2)m−k1
∣∣∣E( a∏
j=2
(
H
(1)
j (λj,1) · · ·H(1)j (λj,kj)
)∣∣∣2
F (λ2,1, · · · , λ2,k2; · · · ;λa,1, · · · , λa,ka)
( a∏
j=2
kj∏
l=1
[
1− p̂(λj,l)
]
dλj,l
)
,
where
F (λ2,1, · · · , λ2,k2; · · · ;λa,1, · · · , λa,ka)
(6.16)
=
∫
([−π,π]2)k1
∣∣∣∣∣E
[
exp
{
i
( a∑
j=2
kj∑
l=1
λj,l
)
· Z(t1)
}
×
(
H1(λ1,1) · · ·H1(λ1,k1)
)]∣∣∣∣∣
2
( k1∏
l=1
[
1− p̂(λ1,l)
]
dλ1,l
)
.
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Notice that by symmetry
(6.17) E
[
exp
{
i
( a∑
j=2
kj∑
l=1
λj,l
)
· Z(t1)
}(
H1(λ1,1) · · ·H1(λ1,k1)
)]
is real valued. Hence if Z ′ denotes an independent copy of Z, and H ′1 is
obtained from H1 by replacing Z by Z
′,
F (λ2,1, · · · , λ2,k2; · · · ;λa,1, · · · , λa,ka)(6.18)
=
∫
([−π,π]2)k1
E
[
exp
{
i
( a∑
j=2
kj∑
l=1
λj,l
)
· (Z(t1) + Z ′(t1))}
×
k1∏
l=1
(
H1(λ1,l)H
′
1(λ1,l)
)]( k1∏
l=1
[
1− p̂(λ1,l)
]
dλ1,l
)
= E
[
exp
{
i
( a∑
j=2
kj∑
l=1
λj,l
)
· (Z(t1) + Z ′(t1))}
×
∫
([−π,π]2)k1
k1∏
l=1
(
H1(λ1,l)H
′
1(λ1,l)
)]( k1∏
l=1
[
1− p̂(λ1,l)
]
dλ1,l
)
.
By the fact that∫
([−π,π]2)k1
k1∏
l=1
(
H1(λ1,l)H
′
1(λ1,l)
)( k1∏
l=1
[
1− p̂(λ1,l)
]
dλ1,l
)
(6.19)
=
[ ∫
[−π,π]2
[
1− p̂(λ)]H1(λ)H ′1(λ) dλ]k1 = (2π)2k1Lk11 ,
we have proved that∫
([−π,π]2)m
∣∣∣E(Hl1(λ1) · · ·Hlm(λm))∣∣∣2( m∏
k=1
[
1− p̂(λk)
]
dλk
)
≤ (2π)2k1E|L1|k1
∫
([−π,π]2)m−k1
∣∣∣E( a∏
j=2
(
H
(1)
j (λj,1) · · ·H(1)j (λj,kj)
)∣∣∣2
( a∏
j=2
kj∏
l=1
[
1− p̂(λj,l)
]
dλj,l
)
.(6.20)
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Repeating the above procedure,∫
([−π,π]2)m
∣∣∣E(Hl1(λ1) · · ·Hlm(λm))∣∣∣2( m∏
k=1
[
1− p̂(λk)
]
dλk
)
≤
a∏
j=1
{
(2π)2kjE|Lj |kj
}
= (2π)2m
a∏
j=1
E|Lj |kj .(6.21)
Our Lemma now follows from (6.12).
Proof of Lemma 4.7: Define
(6.22) qt,ε(x) = Λε
( t
bt
)−2 ∑
z∈Z2
hε
(√bt
t
(x− z)
)
hε
(√bt
t
z
)
, x ∈ Z2.
Then qt,ε(x) is a probability density on Z
2. We claim that
(6.23) B
(0)
t (ε) =
∑
x∈Z2
qt,ε(x)
∣∣Z[0, t] ∩ (x+ Z ′[0, t])∣∣.
This follows from the fact that∑
x∈Z2
∑
y∈Z[0,t]
hε
(√bt
t
(x− y)
) ∑
y′∈Z′[0,t]
hε
(√bt
t
(x− y′)
)
(6.24)
=
∑
x∈Z2
∑
y′∈Z′[0,t]
hε
(√bt
t
x
)∑
y∈Z2
hε
(√bt
t
(x+ y′ − y)
)
1{y∈Z[0,t]}
=
∑
x∈Z2
∑
y′∈Z′[0,t]
hε
(√bt
t
x
)∑
y∈Z2
hε
(√bt
t
(x− y)
)
1{y+y′∈Z[0,t]}
=
∑
y∈Z2
∑
x∈Z2
hε
(√bt
t
x
)
hε
(√bt
t
(x− y)
)∣∣Z ′[0, t] ∩ (Z[0, t]− y)∣∣
and
(6.25)
∣∣Z ′[0, t] ∩ (Z[0, t]− y)∣∣ = ∣∣Z[0, t] ∩ (Z ′[0, t] + y)∣∣.
Write γt = t/[bt] and ∆j = [(j − 1)γt, jγt], j = 1, · · · , [bt]. Note that∑[bt]
j=1
∣∣Z(∆j) ∩ Z ′[0, t]∣∣−∑1≤j<k≤[bt] ∣∣Z(∆j) ∩ Z(∆k) ∩ Z ′[0, t]∣∣
≤ ∣∣Z[0, t] ∩ Z ′[0, t]∣∣ ≤∑[bt]j=1 ∣∣Z(∆j) ∩ Z ′[0, t]∣∣(6.26)
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and similarly
[bt]∑
j=1
∑
x∈Z2
qt,ε(x)
∣∣Z(∆j) ∩ (x+ Z ′[0, t])∣∣(6.27)
−
∑
1≤j<k≤[bt]
∑
x∈Z2
qt,ε(x)
∣∣Z(∆j) ∩ Z(∆k) ∩ (x+ Z ′[0, t])∣∣
≤
∑
x∈Z2
qt,ε(x)
∣∣Z[0, t] ∩ (x+ Z ′[0, t])∣∣
≤
[bt]∑
j=1
∑
x∈Z2
qt,ε(x)
∣∣Z(∆j) ∩ (x+ Z ′[0, t])∣∣.
Hence, ∣∣∣∣∣∣Z[0, t] ∩ Z ′[0, t]∣∣−∑
x∈Z2
qt,ε(x)
∣∣Z[0, t] ∩ (x+ Z ′[0, t])∣∣∣∣∣∣
≤
∣∣∣∣ [bt]∑
j=1
[∣∣Z(∆j) ∩ Z ′[0, t]∣∣−∑
x∈Z2
qt,ε(x)
∣∣Z(∆j) ∩ (x+ Z ′[0, t])∣∣]∣∣∣∣
+
∑
1≤j<k≤[bt]
∣∣Z(∆j) ∩ Z(∆k) ∩ Z ′[0, t]∣∣
+
∑
1≤j<k≤[bt]
∑
x∈Z2
qt,ε(x)
∣∣Z(∆j) ∩ Z(∆k) ∩ (x+ Z ′[0, t])∣∣.(6.28)
We first take care of the last two terms. This is the easy step. Write
η(t, ε) =
∑
1≤j<k≤[bt]
∣∣Z(∆j) ∩ Z(∆k) ∩ Z ′[0, t]∣∣(6.29)
+
∑
1≤j<k≤[bt]
∑
x∈Z2
qt,ε(x)
∣∣Z(∆j) ∩ Z(∆k) ∩ (x+ Z ′[0, t])∣∣.
It follows from (4.2) that
(6.30) sup
t,j,k,x
E exp
{
c
(log t)3/2√
t
∣∣Z(∆j) ∩ Z(∆k) ∩ (x+ Z ′[0, t])∣∣1/2} <∞.
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for some c > 0. Hence, if bt = o
(
(log t)1/5
)
, then for any θ > 0 we can find
t0 <∞ such that
sup
t≥t0
E exp
{
θ
√
bt
t
(log t)η(t, ε)1/2
}(6.31)
≤ sup
t≥t0
sup
j,k,x
E exp
{
θ
√
bt
t
(log t)b2t
∣∣Z(∆j) ∩ Z(∆k) ∩ (x+ Z ′[0, t])∣∣1/2}
<∞.
Hence
(6.32) lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)η(t, ε)1/2
}
= 0.
To handle the first term on the right hand side of (6.28) set
(6.33) ξ(t, ε) =
[bt]∑
j=1
[∣∣Z(∆j)∩Z ′[0, t]∣∣−∑
x∈Z2
qt,ε(x)
∣∣Z(∆j)∩ (x+Z ′[0, t])∣∣].
Using Fubini, independence and then the Cauchy-Schwarz inequality we have
∣∣Eξm(t, ε)∣∣ =
(6.34)
(2π)−2m
∣∣∣∣E ∫
([−π,π]2)m
( m∏
k=1
[
1− q̂t,ε(λk)
])
×
[ m∏
k=1
∑
x′k∈Z′[0,t]
eiλk ·x
′
k
][ m∏
k=1
[bn]∑
j=1
∑
xk∈Z(∆j)
e−iλk·xk
]
dλ1 · · · dλm
∣∣∣∣
≤ (2π)−2m
{∫
([−π,π]2)m
( m∏
k=1
[
1− q̂t,ε(λk)
])∣∣∣∣E m∏
k=1
∑
xk∈Z[0,t]
eiλk ·xk
∣∣∣∣2 dλ1 · · · dλm}1/2
×
{∫
([−π,π]2)m
( m∏
k=1
[
1− q̂t,ε(λk)
])∣∣∣∣E m∏
k=1
[bt]∑
j=1
∑
xk∈Z(∆j)
eiλk ·xk
∣∣∣∣2 dλ1 · · · dλm}1/2
≤
{
E|Z[0, t] ∩ Z ′[0, t]|m
}1/2{
Eζm(t, ε)
}1/2
,
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where
(6.35) ζ(t, ε) =
[bt]∑
j,k=1
[∣∣Z(∆j)∩Z ′(∆k)∣∣−∑
x∈Z2
qt,ε(x)
∣∣Z(∆j)∩(x+Z ′(∆k))∣∣]
and we have used the fact that 1− q̂t,ε(λ) ≤ 1 in the last step. Note that in
the notation of (6.2), ζ(t, ε) = L with p(x) = qt,ε(x), so that by (6.4), for all
m ≥ 1
(6.36) Eζm(t, ε) ≥ 0.
Let δ > 0 be fixed for a while. By Cauchy-Schwarz and then (6.34)
E cosh
{
θ
√
bt
t
(log t)|ξ(t, ε)|1/2
}
(6.37)
=
∞∑
m=0
θ2m
(2m)!
(√bt
t
(log t)
)2m
E|ξm(t, ε)|
≤
∞∑
m=0
θ2m
(2m)!
(√bt
t
(log t)
)2m{
Eξ2m(t, ε)
}1/2
≤
{ ∞∑
m=0
(δθ)2m
(2m)!
(√bt
t
(log t)
)2m{
E|Z[0, t] ∩ Z ′[0, t]|2m
}1/2}1/2
×
{ ∞∑
m=0
(δ−1θ)2m
(2m)!
(√bt
t
(log t)
)2m{
Eζ2m(t, ε)
}1/2}1/2
≤
{ ∞∑
m=0
(δθ)m
m!
(√bt
t
(log t)
)m{
E|Z[0, t] ∩ Z ′[0, t]|m
}1/2}1/2
×
{ ∞∑
m=0
(δ−1θ)m
m!
(√bt
t
(log t)
)m{
Eζm(t, ε)
}1/2}1/2
,
where in the last step we used (6.36) and the fact that |Z[0, t]∩Z ′[0, t]| ≥ 0.
By [8, (2.11)], there is a C > 0 independent of δ and θ such that
(6.38)
lim
t→∞
1
bt
log
∞∑
m=0
(δθ)m
m!
(√bt
t
(log t)
)m{
E|Z[0, t] ∩ Z ′[0, t]|m
}1/2
= C(δθ)2.
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In addition, by Lemma 6.1
∑∞
m=0
(δ−1θ)m
m!
(√
bt
t
(log t)
)m{
Eζm(t, ε)
}1/2
(6.39)
≤
{∑∞
m=0
(δ−1θ)m
m!
(√
bt
t
(log t)
)m{
E|β(t, ε)|m
}1/2}[bt]
,
where
(6.40) β(t, ε) =
∣∣Z[0, γt] ∩ Z ′[0, γt]∣∣−∑
x∈Z2
qt,ε(x)
∣∣Z[0, γt] ∩ (x+ Z ′[0, γt])∣∣.
Recall that qt,ε(x) is defined by (6.22) and γt = t/[bt]. As in the proof of
(6.23) we can check that∑
x∈Z2
qt,ε(x)
∣∣Z[0, γt] ∩ (x+ Z ′[0, γt])∣∣ = Bγt,1,
see (5.2). By Lemma 5.1 (with t replaced by γt),
(6.41)
bt(log t)
2
t
β(t, ε)
d−→ (2π)2 det(Γ)
[
α([0, 1]2)− αε([0, 1]2)
]
.
By Lemma 4.1 (with p = 2),
(6.42) E|β(t, ε)|m ≤ 2 sup
x
E
(0,x)|Z[0, γt]∩Z ′[0, γt]|m ≤ m!Cm
( t
bt
(log t)−2
)m
.
Hence,
limt→∞
∑∞
m=0
(δ−1θ)m
m!
(√
bt
t
(log t)
)m{
E|β(t, ε)|m
}1/2
(6.43)
=
∑∞
m=0
(δ−1θ)m
m!
(
(2π)
√
det(Γ)
)m{
E
∣∣∣α([0, 1]2)− αε([0, 1]2)∣∣∣m}1/2.
So by (6.39) we have
lim supt→∞
1
bt
log
∑∞
m=0
(δ−1θ)m
m!
(√
bt
t
(log t)
)m{
Eζm(t, ε)
}1/2
(6.44)
≤ log∑∞m=0 (δ−1θ)mm! ((2π)√det(Γ))m{E∣∣∣α([0, 1]2)− αε([0, 1]2)∣∣∣m}1/2.
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By [24, Theorem 1, p.183],
(6.45) E
∣∣∣α([0, 1]2)− αε([0, 1]2)∣∣∣m −→ 0 as ε→ 0+,
for all m ≥ 1. In addition, by [7, (1.12)], there is a constant C > 0 such that
(6.46) E
∣∣∣α([0, 1]2)− αε([0, 1]2)∣∣∣m ≤ Eαm([0, 1]2) ≤ m!Cm
for all m ≥ 1. By dominated convergence, therefore,
(6.47)
∞∑
m=0
(δ−1θ)m
m!
(
(2π)
√
det(Γ)
)m{
E
∣∣∣α([0, 1]2)− αε([0, 1]2)∣∣∣m}1/2 −→ 1
as ε→ 0+. (Alternatively, this follows immediately from [12, (6.29)]). Thus
(6.48) lim
ε→0+
lim sup
t→∞
1
bt
log
∞∑
m=0
(δ−1θ)m
m!
(√bt
t
(log t)
)m{
Eζm(t, ε)
}1/2
= 0.
Summarizing what we have,
(6.49) lim sup
ε→0+
lim sup
t→∞
1
bt
logE cosh
{
θ
√
bt
t
(log t)|ξ(t, ε)|1/2
}
≤ C(δθ)2.
Letting δ → 0+ gives
(6.50) lim sup
ε→0+
lim sup
t→∞
1
bt
logE cosh
{
θ
√
bt
t
(log t)|ξ(t, ε)|1/2
}
= 0.
Since exp(x) ≤ 2 cosh(x) we see from (6.50) that
(6.51) lim sup
ε→0+
lim sup
t→∞
1
bt
logE exp
{
θ
√
bt
t
(log t)|ξ(t, ε)|1/2
}
= 0.
By (6.28) and (6.23) we have thus completed the proof of Lemma 4.7 when
j = 0. If in (4.22) with j = 0 we replace t by 2−jt, θ by 2−j/2θ, bt by b˜t =: b2jt
and ε by 2j/2ε, we obtain (4.22) for any j (compare the proof of (4.20)).
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7 Laws of the iterated logarithm
We first prove some lemmas in preparation for the proof of Theorem 1.6.
Define
ϕ˜j =
j
H(j) , G˜j = (Rj − ϕ˜j)
log2 n
n
,
and K = [log logn] + 1.
Lemma 7.1 There exists a constant c1 such that if A and B are positive
integers and C = A+B, then
|ϕ˜C − ϕ˜A − ϕ˜B| ≤ c1 (A ∧B)
1/2
C1/2 log2C
.
Proof. The cases when A or B equal 1 are easy, so we suppose A,B > 1.
Write
ϕ˜C − ϕ˜A − ϕ˜B = CH(C)
[
− A
C
H(C)−H(A)
H(A) −
B
C
H(C)−H(B)
H(B) .
]
By (2.2) and (2.3), the right hand side is bounded in absolute value by
c2
C
logC
[
− A
C
logC − logA
logA
− B
C
logC − logB
logB
]
= c2|ϕC − ϕA − ϕB|,
where ϕj = j/ log j. Our result now follows by Lemma 4.2 of [6].
Lemma 7.2 There exists λ0 such that if λ ≥ λ0, then
P(max
m≤n
Rm > λn log log log n/ log
2 n) ≤ (logn)−2.
Proof. Using Lemma 7.1 in place of Lemma 4.2 of [6] and with ϕ˜j, G˜j re-
placing ϕj, Gj, resp., we have by [6], Lemma 4.3 and the proof of Proposition
4.1 (up through the display in the middle of p. 1390), that
P(max
m≤n
G˜m > A log log logn) ≤ (log n)−2
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if A is large enough. By (2.1) and (2.2), we see that
max
m≤n
|Rm − (Rm − ϕ˜m)| ≤ c1 n
log2 n
= o(n log log log n/ log2 n),
and our result now follows immediately.
Proof of Theorem 1.6: Let ξ = 2π
√
det Γ. We begin with the upper
bound. Let η, ε > 0 be small and let q > 1 be very close to 1. Let ti = [q
i].
If
Ai =
{
Rti ≥ (1 + η)ξti log log log ti/ log2 ti
}
,
then it follows from Theorem 1.1 that
∑
i P(Ai) < ∞, and so by Borel-
Cantelli, P(Ai i.o.) = 0.
Next, if λ is sufficiently large,
(7.1) P(max
m≤n
Rm > λn log log log n/ log
2 n) ≤ (logn)−2;
by Lemma 7.2. Let
Bi =
{
max
ti≤k≤ti+1
[Rk − Rti ] > εti log log log ti/ log2 ti
}
.
By subadditivity Rk −Rti ≤ Rk−ti ◦ θti , where θti is the usual shift operator
of Markov theory. By Lemma 7.1
(7.2) ERk − ERti ≥ ERk−ti − c
ti
log2 ti
.
So by the Markov property, and using the fact that the Px law of Rk−ti does
not depend on x, for i large
P(Bi)(7.3)
= P( max
ti≤k≤ti+1
[Rk − Rti − (ERk − ERti)] > εti log log log ti/ log2 ti)
≤ P( max
ti≤k≤ti+1
[Rk −Rti − ERk−ti ] + c
ti
log2 ti
> εti log log log ti/ log
2 ti)
≤ PSti ( max
ti≤k≤ti+1
[Rk−ti] > εti log log log ti/ log
2 ti − c ti
log2 ti
)
≤ P( max
k≤ti+1−ti
Rk ≥ ε2ti log log log ti/ log2 ti)
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If q is sufficiently small, then
∑
i P(Bi) will be summable by (7.1). So with
probability one, for i large enough
max
k≤ti+1
Rk ≤ ((1 + η)ξ + ε)qti log log log ti/ log2 ti.
Since η and ε are arbitrary, and we can take q as close to 1 as we like, this
implies the upper bound.
Let η > 0, ti = [exp(i
1+ η
2 )], Vi = #S((ti, ti+1]), and set
Ci =
{
V i > (1− η)ξ(ti+1 − ti) log log log(ti+1 − ti)/ log2(ti+1 − ti)
}
.
Note that the events Ci are independent. By Theorem 1.1 and Borel-Cantelli,
P(Ci i.o.) = 1. Note
(ti+1 − ti) log log log(ti+1 − ti)
log2(ti+1 − ti)
=
ti+1 log log log ti+1
log2 ti+1
(
1 + o(1)
)
.
Also
|Vi − Rti+1 |+ |EVi − ERti+1 | ≤ 2ti = o
(ti+1 log log log ti+1
log2 ti+1
)
.
Therefore with probability one, infinitely often
Rti+1 >
(
1− η
2
)
ξti+1 log log log ti+1/ log
2 ti+1.
This proves the lower bound.
We now turn to the LIL for −Rn. First we prove
Lemma 7.3 Let ε > 0. There exists q0(ε) such that if 1 < q < q0(ε), then
P( max
[q−1n]≤k≤n
(Rn − Rk) > εn log log n/ log2 n) ≤ 1
log2 n
for n large.
Proof. Let
Gk = (Rn − Rk) log
2 n
n
.
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Let
Ai =
{
[q−1n] +
[nℓ
2i
]
: ℓ ∈ Z+
}
∩ [0, n], i ≤ log2 n+ 1.
Given k, let ki = max{j ∈ Ai : j ≤ k}. We write
Gk = Gk1 + (Gk2 −Gk1) + (Gk3 −Gk2) + · · · ,
where the sum is actually a finite one. If Gk > ε log logn for some [q
−1n] ≤
k ≤ n, then either
(7.4) G[q−1n] >
ε
2
log log n
or for some i there exist consecutive elements ℓ,m of Ai such that
(7.5) Gm −Gℓ > ε
10i2
log logn.
By subadditivity Rn − Rk ≤ Rn−k ◦ θk for k ≤ n, while by Lemma 7.1
ERn − ERk ≥ ERn−k − c1(1− q−1)1/2 n
log2 n
.
Then setting k = [q−1n],
P(G[q−1n] >
ε
2
log log n)
= P
(
(Rn −Rk) log
2 n
n
− (ERn − ERk) log
2 n
n
> ε
2
log logn
)
≤ PSk
(
Rn−k
log2 n
n
− ERn−k log
2 n
n
+ c1(1− q−1)1/2 > ε2 log log n
)
.
Using the fact that the Px law of Rn−k does not depend on x, this is the same
as
P
( Rn−k
(n− k)/ log2(n− k) >
n
n− k
log2(n− k)
log2 n
(
ε
2
log logn− c1(1− q−1)1/2
))
.
If q > 1 is close enough to 1 and n is large enough, by Theorem 1.5 this is
bounded by
(7.6) c2 exp
(
− c3 ε
2
1
1− q−1 log logn
)
≤ 1
2 log2 n
.
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This bounds the probability of the event described in (7.4).
Similarly, Rm − Rℓ ≤ Rm−ℓ ◦ θℓ and by Lemma 7.1
ERm − ERℓ ≥ ERm−ℓ − c1
(m− ℓ
n
)1/2 n
log2 n
.
So if ℓ and m are consecutive elements of Ai, similarly to (7.6) we obtain
(7.7)
P
(
Gm −Gℓ ≥ ε
10i2
log log n
)
≤ P
( Rm−ℓ
n/ log2 n
≥ ε
10i2
log log n− c12−i/2
)
.
For n large, c12
−i/2 ≤ ε
20i2
log log n for all i and n/(m−ℓ) = 2i, so by Theorem
1.5 the left hand side of (7.7) is less than
P
( Rm−ℓ
(m− ℓ)/ log2(m− ℓ) ≥
ε
40i2
n
m− ℓ log log n
)
≤ c2 exp
(
− c3 log log n
40i2
2i
)
.
There are at most 2i+1 such pairs ℓ,m, so
wi := P(for some consecutive elements ℓ,m ∈ Ai : Gm −Gℓ > ε
10i2
log log n)
≤ c22i+1 exp
(
− c3 log logn
40i2
2i
)
.
Since c32
i/40i2 > 2(i+ 1) log 2 for i large, then for n large enough
wi ≤ c2 exp
(
− c32
i log logn
40i2
)
.
So then ∞∑
i=1
wi ≤ 1
2 log2 n
for large n, and this bounds the event that for some i there exist consecutive
elements ℓ,m of Ai such that (7.5) holds. Combining with the bound for
(7.4), the result follows.
Proof of Theorem 1.7: Let
Θ = (2π)2 det(Γ)−1/2κ(2, 2)−4.
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Upper bound. Let η, ε > 0 and choose q ∈ (1, q0(ε)) where q0(ε) is as in
Lemma 7.3. Let ti = [q
i]. If
Ai =
{
−Rti > (1 + η)Θ−1
ti log log ti
log2 ti
}
,
then by Theorem 1.5,
∑
i P(Ai) <∞, and hence by Borel-Cantelli, P(Ai i.o.) =
0. Let
Bi =
{
max
ti≤k≤ti+1
(Rti+1 −Rk) > ε
ti+1 log log ti+1
log2 ti+1
}
.
By Lemma 7.3,
∑
i P(Bi) <∞, and again P(Bi i.o.) = 0. So with probability
one, for k large we have ti ≤ k ≤ ti+1 for some i large, and then
−Rk = −Rti+1 + (Rti+1 −Rk)
≤ Θ−1(1 + η)ti+1 log log ti+1
log2 ti+1
+ ε
ti+1 log log ti+1
log2 ti+1
≤ q(Θ−1(1 + 2η) + 2ε)k log log k
log2 k
.
Since ε, η can be made as small as we like and we can take q as close to 1 as
we like, this gives the upper bound.
Lower bound. Let η > 0, ti = [exp(i
1+ η
2 )], Vi = #S((ti, ti+1]). Let
Ci =
{
−V i ≥ Θ−1(1− η)(ti+1 − ti) log log(ti+1 − ti)
log2(ti+1 − ti)
}
.
By Theorem 1.5,
∑
i P(Ci) = ∞. The Ci are independent, and so by Borel-
Cantelli, P(Ci i.o.) = 1.
Since Rti+1 ≤ Vi +Rti and ERti+1 ≥ EVi, then
−Rti+1 ≥ −V i −Rti .
Now
Rti ≤ ti = o
(ti+1 log log ti+1
log2 ti+1
)
and
(ti+1 − ti) log log(ti+1 − ti)
log2(ti+1 − ti)
∼ ti+1 log log ti+1
log2 ti+1
,
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so
−Rti+1 ≥ Θ−1(1− 2η)
ti+1 log log ti+1
log2 ti+1
, i.o.
This implies the lower bound.
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