Abstract. The objective of this paper is three-fold. First, we specify what it means for a fixed point of a stabilizing distributed system to be a Nash equilibrium. Second, we present methods that can be used to verify whether or not a given fixed point of a given stabilizing distributed system is a Nash equilibrium. Third, we argue that in a stabilizing distributed system, whose fixed points are all Nash equilibria, no process has an incentive to perturb its local state, after the system reaches one fixed point, in order to force the system to reach another fixed point where the perturbing process achieves a better gain. If the fixed points of a stabilizing distributed system are all Nash equilibria, then we refer to the system as perturbation-proof. Otherwise, we refer to the system as perturbation-prone. We identify four natural classes of perturbation-(proof/prone) systems. We present system examples for three of these classes of systems, and show that the fourth class is empty.
Introduction
The main objective of this paper is to argue that Nash equilibria, which were introduced as termination criteria of games [1] , can be used to discourage malicious perturbations in stabilizing distributed systems. But let us start, from the beginning, by describing how a Nash equilibrium can be used as a termination criterion for a well-known game called the two-prisoner dilemma [2] .
Consider a "game" that involves two prisoners: prisoner 0 and prisoner 1. This game ends when each prisoner settles on one strategy, out of the two possible strategies of "stay silent" or "betray other prisoner", that maximizes the value of its gain function.
Each prisoner i has a variable x.i whose value, 0 or 1, is assigned as follows:
x.i =0 if prisoner i selects the "stay silent" strategy 1. The actions of each player in a game are intended only to increase the value of the gain function of that player, whereas the actions of each process in a system are intended to perform other functions (e.g. construct a spanning tree, elect a leader, or reach consensus) and may not always increase the value of the gain function of that process. 2. Each fixed point of a game is a Nash equilibrium, whereas some fixed points of a system may not be Nash equilibria. Assume for example that a system has a fixed point s such that if a process i perturbs its local state at s, then the system reaches another fixed point s where the value of the gain function of i at s is higher than its value at s. In this case, the fixed point s can not be considered a Nash equilibrium for this system. 3. The role of Nash equilibria in a game is to signal game termination. By contrast, the role of Nash equilibria in a stabilizing distributed system is to discourage the system processes from maliciously perturbing their local states to force the system into fixed points with higher values of their gain functions.
The notion that each process in a stabilizing distributed system may have a distinct gain function (that the process seeks to maximize during the system execution) has appeared in the pioneering work of [3] and [4] . There are, however, substantial differences between the problems addressed in the current paper and those addressed in [3] and [4] .
1. In [3] and [4] , the gain function of each process in a stabilizing distributed system is defined at each state (whether stable or not) of the system. By contrast, in the current paper, the gain function of each process in the system is defined only at the (stable) fixed points of the system. 2. In [3] and [4] , the actions of each process in the system are intended to increase the value of the gain function of that process. In the current paper, the actions of each process are only intended to force the system into a fixed point. 3. In [3] and [4] , once the system reaches a fixed point, no process can perturb its local state. In the current paper, once the system reaches a fixed point, any process can perturb its local state in order to push the system towards another fixed point, provided that the gain function of the process has a higher value at this new fixed point.
Stabilizing Systems and Nash Equilibria
A distributed system consists of n processes that communicate through their shared memory, as described below. Each process i in a distributed system, where i is in the range 0 . . . (n − 1), has a number of local variables and a number of actions. Each action of process i is of the following form:
where < guard > is a boolean expression over the local variables of process i and the local variables of the neighboring processes of process i, and < statement > is an assignment statement that reads the local variables of process i and the local variables of the neighboring processes of process i and writes the local variables of process i. A local state of process i in a distributed system is defined by a value for each local variable in process i. A global state of a distributed system is defined by a local state of every process in the distributed system.
A transition of a distributed system is a pair (s, s ) where the following two conditions hold:
1. Both s and s are global states of the distributed system. 2. There is an action c in some process in the distributed system such that the guard of c is true when the system is in state s and executing the statement of the action c when the system is in state s yields the system in state s .
A global state s of a distributed system is called a fixed point of the system iff the guard of each action in each process in the system is false when the system is in state s. Consider a stabilizing distributed system that has n processes. A gain function g.i for process i in this system is a function that assigns, to the local state of process i and to the local states of the neighboring processes (of process i) when the system is in a fixed point s, an integer value called the value of the gain function g.i at the fixed point s.
Note that the value of a gain function is defined only when the system is at a fixed point.
Henceforth we adopt the notation {g.i} to indicate a set of gain functions that contains exactly one gain function g.i for each process i in the system. Consider a stabilizing distributed system. Let s be a fixed point of this system, and {g.i} be a set of gain functions for this system. The fixed point s is called a Nash equilibrium w.r.t. {g.i} iff for every process i in the system and for every global state s , that results from perturbing (i.e. changing in any way) the local state of process i starting from state s, the following condition holds:
The value of the gain function g.i at some fixed point s , reachable from s , is no more than the value of g.i at the fixed point s.
Equivalently, the fixed point s is not a Nash equilibrium w.r.t. {g.i} iff there exists a process i in the system, and there exists a global state s , that results from perturbing the local state of process i starting from state s, such that the following condition holds:
The value of the gain function g.i at every fixed point s , reachable from s , is more than the value of g.i at the fixed point s.
The significance of a fixed point of a stabilizing distributed system being a Nash equilibrium w.r.t. {g.i} can be explained as follows. Recall that each computation of the system is guaranteed to end at a fixed point since the system is stabilizing. Now assume that the system computation ends at a fixed point s.
If s is a Nash equilibrium w.r.t. {g.i}, then no process i in the system has an incentive to perturb its local state -any such perturbation may lead the system to a fixed point where the value of g.i is no more than its value at s. On the other hand, if s is not a Nash equilibrium w.r.t. {g.i}, then at least one process i in the system has an incentive to perturb its local state in some way, because this perturbation is guaranteed to lead the system to a fixed point where the value of g.i is more than its value at s.
In summary, whereas a Nash equilibrium in a game is an indication that no move by a game player is gainful to this player, a Nash equilibrium in a stabilizing distributed system is an indication that no perturbation of the local state of a system process is gainful to this process.
Verification of Nash Equilibria
In this section, we present some theorems that state sufficient conditions under which a fixed point of a stabilizing distributed system is, or is not, a Nash equilibrium. These sufficient conditions are convenient to use in verifying that a fixed point is, or is not, a Nash equilibrium, as illustrated by the system examples in the following sections.
The first theorem states a sufficient condition for a given fixed point, of a given stabilizing distributed system, to be a Nash equilibrium w.r.t. a given set of gain functions.
Theorem 1. Consider a stabilizing distributed system that has n processes. Let s be a fixed point of this system, and {g.i} be a set of gain functions for this system. The fixed point s is a Nash equilibrium w.r.t. {g.i} if, for each i in the range 0 . . . (n − 1), at least one of the following two conditions holds: (a) The gain function g.i has its maximum value at s. (b) For each global state s that results from perturbing the local state of process
i at s, -either s is a fixed point where the value of g.i at s is no more than its value at s, -or process i has an action whose execution starting at s returns the system to state s.
Proof. We show that, if either (a) or (b) holds, then no perturbation of the local state of process i can guarantee that the value of the gain function g.i (of process i) will increase. Thus, there is no incentive for any process to perturb its local state at s, and s is a Nash equilibrium w.r.t. {g.i}. If (a) holds, then the value of the gain function g.i at any fixed point s , other than s, cannot be greater than its value at the fixed point s. Thus, when s is the state of the system, no perturbation of the local state of process i will increase the value of g.i.
If (b) holds,then any perturbation of the local state of process i at s will either lead back to s, or lead to another fixed point s , where the value of g.i is no more than its value at s. In either case, the perturbation of the local state of process i will not increase the value of g.i.
The next theorem states a sufficient condition for a given fixed point, of a given stabilizing distributed system, to not be a Nash equilibrium w.r.t. a given set of gain functions. Proof. Let s be a fixed point of a stabilizing distributed system. Assume that for each process i in the system, and for each global state s that results from perturbing the local state of process i at s, process i has an action whose execution, starting at s , returns the system to s. Therefore, no process i can be guaranteed to increase the value of its gain function by perturbing its local state at s. As no process has an incentive to perturb its local state at s, s is a Nash equilibrium w.r.t. any set of gain functions.
The next theorem states sufficient conditions under which one can construct a set of gain functions to make every fixed point, of a stabilizing distributed system, a Nash equilibrium, or to make one fixed point, of a stabilizing distributed system, not a Nash equilibrium. 
{g.i}.
Based on the above definition of a fixed point being or not being a Nash equilibrium, we identify, in the next four sections, four classes of perturbation proof/prone systems. We give nontrivial examples of systems in the first three classes and then show that the fourth class of systems is empty.
Relatively Perturbation-Proof Systems
A stabilizing distributed system is called relatively perturbation-proof iff there is a set of gain functions {g.i} for this system such that every fixed point of the system is a Nash equilibrium w.r.t. {g.i}.
In this section, we present an example of a relatively perturbation-proof system. Our objective of this exercise is two-fold. First, we want to show how to use Theorem 1 (above) in verifying that a stabilizing distributed system is relatively perturbation-proof. Second, we want to demonstrate that the class of relatively perturbation-proof systems admits interesting systems.
Consider a maximal matching bidirectional ring that consists of n processes. Each process i in this ring has two neighbors: process i − 1 and process i + 1. Note that, henceforth, we use i − 1 and i + 1 to denote (i − 1 mod n) and (i + 1 mod n), respectively. Each process i in this ring has only one local variable named m.i whose value is taken from the set {i − 1, i, i + 1}. When the value of m.i is i − 1 or i + 1, we say that process i is matched to process i − 1 or process i + 1, respectively. When the value of m.i is i, we say that process i is not matched. Process i in this ring is specified as follows:
To show that this ring is stabilizing, we first specify a ranking function R that assigns to each global state s of the ring a nonnegative integer. We then establish that for each action execution, that causes the global state of the ring to change from s to s , R(s) > R(s ). A ranking function R for this ring can be specified as follows:
where each R.i is specified as follows:
To show that the following predicate P holds at each fixed point of this ring: P =(∀i, where i is in the range 0 . . . n − 1,
it is sufficient to argue that the guard of each action in the ring is false when predicate P holds.
Specify the gain function g.i for each process i in this ring as follows:
We use Theorem 1 to show that each fixed point of this ring is a Nash equilibrium w.r. Similarly, we can argue that process i has no incentive to perturb the value of m.i from i to i + 1. Therefore, s is a Nash equilibrium w.r.t. {g.i}.
Because each fixed point of this ring is a Nash equilibrium w.r.t. the set of gain functions {g.i} specified above, this ring is relatively perturbation-proof.
Relatively Perturbation-Prone Systems
A stabilizing distributed system is called relatively perturbation-prone iff there is a set of gain functions {g.i} for this system such that some fixed point of the system is not a Nash equilibrium w.r.t. {g.i}.
In this section, we present an example of a relatively perturbation-prone system and use Theorem 2 (above) to verify that the system is indeed relatively perturbation-prone.
Consider a ring that has n processes. Each process i has one local variable named c.i that can be regarded as the color of process i. The value of c.i is taken from the set {0, 1, 2}. At each fixed point of this ring, every two neighboring processes have distinct colors. Process i in this ring is specified as follows:
It is straightforward to show that this ring is stabilizing and that the following predicate P holds at each fixed point of the ring: We use Theorem 2 to show that some fixed point of this ring is not a Nash equilibrium w.r.t. this set of gain functions. Consider the following fixed point s of the ring (assuming that n is even):
To show that s is not a Nash equilibrium w.r.t. {g.i}, it is sufficient, by Theorem 2, to exhibit another fixed point s where s and s differ only in the value of exactly one c.i, say c.1, and show that the value of g.1 at s is less than its value at s . Now consider the following fixed point s of the ring:
The two fixed points s and s differ only in the value of c.1 and the value of g.1 at s is 0, less than its value 1 at s . This proves that s is not a Nash equilibrium w.r.t. {g.i}. (Note that, as the value of the gain function g.1 increases from 0 to 1, the values of each of the two gain functions g.0 and g.2 is decreased from 2 to 1.) Because some fixed point of this ring is not a Nash equilibrium w.r.t. the set of gain functions {g.i} specified above, the ring is relatively perturbation-prone.
Absolutely Perturbation-Proof Systems
A stabilizing distributed system is called absolutely perturbation-proof iff for every set of gain functions {g.i} for this system, every fixed point of the system is a Nash equilibrium w.r.t. {g.i}.(Note that a system is absolutely perturbationproof iff it is not relatively perturbation-prone).
Consider the case where the designers of a stabilizing distributed system wish to make this system perturbation-proof. In this case, if the designers can determine the natural set of gain functions for this system, then they should design the system to be relatively perturbation-proof w.r.t. this set of gain functions. On the other hand, if the designers cannot determine the one natural set of gain functions for this system, then they should design the system to be absolutely perturbation-proof.
In this section, we give an example of an absolutely perturbation-proof system and use Theorem 3 (above) to show that this system is indeed absolutely perturbation-proof.
Consider a ring that has n processes. Each process i has one local variable named c.i that can be regarded as the color of process i. In specifying the actions of each process in this ring we adopt the notation A ≡ B to indicate that the two sets A and B are equal, and adopt the notation A ⊆ B to indicate that set A is a subset of set B. Process i in this ring is specified as follows: The existence of such a ranking function for this system guarantees that the system will eventually reach a global state where no action can be executed, i.e. a fixed point.
The following predicate P holds at each fixed point of this ring: We use Theorem 3 to show that each fixed point of this ring is a Nash equilibrium w.r.t. any set of gain functions. Consider a fixed point s of this ring where P holds. At s, each c.i has any one of the values 0, 1, or 2. If the value of c.i is 0 at s, and if this value is perturbed to 1 or 2 yielding the ring in a global state s , then the first action of process i can be executed at s to return the ring to the fixed point s. Also if the value of c.i is 1 at s, and if this value is perturbed to 0 or 2 yielding the ring in a global state s , then either the second or third action of process i can be executed at s to return the ring to s. Similarly, if the value of c.i is 2 at s, and if this value is perturbed to 0 or 1 yielding the ring in a global state s , then the fourth action of process i can be executed at s to return the ring to s. Thus, by Theorem 3, the fixed point s is a Nash equilibrium w.r.t. any set of gain functions.
Because each fixed point of this ring is a Nash equilibrium w.r.t. any set of gain functions, we conclude that this ring is absolutely perturbation-proof.
This system example illustrates a method, implied by Theorem 3, for designing absolutely perturbation-proof systems. This method can be summarized as follows. To ensure that a stabilizing distributed system is absolutely perturbation-proof, consider each global state s of this system, where s differs from a fixed point s of the system only in the local state of process i, then ensure that process i has an action whose execution starting at s yields the system in s .
The next theorem identifies an interesting subclass of absolutely perturbationproof system.
Theorem 5. Any stabilizing distributed system, that has exactly one fixed point, is absolutely perturbation-proof.
Proof. Consider a stabilizing distributed system that has only one fixed point s. If any process i perturbs its local state at s, the system (being stabilizing) is guaranteed to stabilize and thus return to state s. Therefore, the value of the gain function of process i remains unchanged. Thus, no process has an incentive to perturb its local state at s, so s is a Nash equilibrium w.r.t. any set of gain functions. The system is absolutely perturbation-proof.
Absolutely Perturbation-Prone Systems
A stabilizing distributed system is called absolutely perturbation-prone iff for every set of gain functions {g.i} for this system, there is a fixed point of the system that is not a Nash equilibrium w.r.t. {g.i}.
The next theorem, which follows directly from Theorem 4(a), states, in effect, that the class of absolutely perturbation-prone systems is empty. Proof. By Theorem 4(a), for every stabilizing distributed system there exists at least one set of gain functions {g.i} such that every fixed point of the system is a Nash equilibrium w.r.t. {g.i}. This implies that every stabilizing distributed system is relatively perturbation-proof, and the theorem holds.
Based on Theorem 6, we have the taxonomy of stabilizing distributed systems shown in Figure 1 . 
Concluding Remarks
A stabilizing distributed system is a system that is guaranteed to return to a fixed point every time a "fault" yields the system in an arbitrary state that is not a fixed point. Thus, the property of stabilization makes systems recover from the effects of a large class of faults [5] .
Unfortunately, stabilization does not protect a system from state perturbations caused by system processes that prefer one fixed point over another in accordance with some gain functions for these processes. To ensure that no process in a system has an incentive to intentionally perturb the system state, the system should be designed such that any perturbation caused by any process i in the system is not guaranteed to increase the value of the gain function of process i. This can be accomplished by ensuring that each fixed point of the system is a Nash equilibrium with respect to the given set of gain functions, one for each process in the system. We refer to a system, where each fixed point is a Nash equilibrium, as a perturbation-proof system.
In this paper, we identify two classes of perturbation-proof systems: relatively perturbation-proof systems and absolutely perturbation-proof systems. In a relatively perturbation-proof system, each fixed point is a Nash equilibrium w.r.t. a given set of gain functions (one for each process in the system). In an absolutely perturbation-proof system, each fixed point is a Nash equilibrium w.r.t. each possible set of gain functions (one for each process in the system).
Clearly, the concept of a relatively perturbation-proof system is useful when the set of gain functions for the system processes can be uniquely and completely identified. On the other hand, the concept of an absolutely perturbation-proof system is useful when there are multiple candidates for the set of gain functions.
The fact that one can design an absolutely perturbation-proof system, as indicated by Theorem 3, is the main contribution of this paper. Theorem 3 suggests that an absolutely perturbation-proof system can be designed as follows:
1. Consider each global state gs that is not a fixed point of the system and where changing the local state of one process i from ls to ls changes the global state of the system from gs to a fixed point gs . 2. Ensure that process i has an action that can be executed when the global state of the system is gs and when the local state of process i is ls, and ensure that the execution of this action causes the local state of process i to become ls .
It has been suggested recently that the definition of a Nash equilibrium can be extended to make it more relevant to Computer Science. (See for instance [6] , [7] , and [8] .) It is interesting to explore how these extensions of Nash equilibrium can impact our theory of Perturbation-Freedom outlined in this paper.
