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IoT Internet of Things internet stvari








YARN Yet Another Resource Negoti-
ator
Upravljalec virov
SQL Structured query language strukturiran poizvedovalni je-
zik
NoSQL non/not only SQL ne/ne samo SQL
I2C Inter-Integrated Circuit /
SDA Serial Data Line Serijska linija podatkov
SCL Serial Clock Line Serijska linija ure
JSON Javascript Object Notation Javascript objektna notacija




RAID Redundant array of indepen-
dent disks




Algoritem za sˇifriranje z jav-
nim kljucˇem
AWS Amazon Web Services Amazonove oblacˇne storitve
IaaS Infrastructure as a service Infrastruktura kot storitev
PaaS Platform as a service Platforma kot storitev
SaaS Software as a service Programska oprema kot stori-
tev
Povzetek
Naslov: Zasnova in razvoj oblacˇne platforme za zajemanje in shranjevanje
podatkovnih tokov iz pametnih naprav
Avtor: David Rubin
Pri nalogi smo zasnovali in izdelali platformo, ki omogocˇa zbiranje in shranje-
vanje podatkovnih tokov iz pametnih naprav. Med pametne naprave sodijo
tako mobilni telefoni, kot tudi naprave interneta stvari. Sposobne so gene-
rirati veliko podatkov v realnem cˇasu, katere pa je tezˇko obvladati, torej ne
le zajeti ampak tudi shraniti za kasnejˇse analize. Pomemben je tudi hitri
dostop do teh shranjenih podatkov. Z nalogo smo razvili sˇibko sklopljeno
platformo, ki omogocˇa porazdeljeno shranjevanje podatkov in nudi mozˇnost
poizvedovanja po njih. Razvili smo tudi IoT senzorske aplikacije, s katerimi
smo pokazali, da nasˇa platforma deluje s heterogenimi podatkovnimi tokovi.
Platformo smo na koncu sˇe preizkusili in omogocˇili vizualizacijo zajetih po-
datkov.
Kljucˇne besede: oblak, internet stvari, velepodatki, pametne naprave, po-
razdeljena shramba podatkov, Hadoop.

Abstract
Title: Designing and developing a cloud based platform for capturing and
storing data streams from smart devices
Author: David Rubin
In this thesis we designed and developed a cloud based platform which of-
fers storage for data gathered by smart devices. Smart devices can include
smartphones, the devices of the internet of things and many more. They are
capable of generating a large amount of data in real time and it is a challenge
to not only capture the data, but to also store it for a possible later analysis.
It is also important that we have quick access times to the stored data. In
this thesis we developed a loose-coupled platform that can offer distributed
storage for the big data from the devices and also an option for querying that
data. We also developed some IoT sensor applications that demonstrate ef-
ficient operability of our platform on heterogeneous data flows. At the end
we tested the platform and plotted some of the data collected.





Zamislimo si, da imamo doma pametno budilko, ki je povezana na internet.
Budilka ima zmozˇnost, da nas vsak dan zbudi od ravno pravem cˇasu, da
ne zamudimo v sluzˇbo ali v sˇolo. Vremenska postaja ji pove, da dezˇuje in
da raje vzemimo avtobus namesto kolesa. Povezani avtomobili ji sporocˇajo,
da so zastoji in da se moramo na pot odpraviti prej. Sˇe vecˇ, lahko obvesti
nasˇ pametni kavni avtomat in opekacˇ, naj nam ob pravem cˇasu pripravita
zajtrk. Zamislimo si, da nam hladilnik lahko pove, cˇesa nam primankuje in bi
bilo potrebno kupiti. Kaj cˇe smo hladilniku narocˇili, naj nam sam narocˇuje
mleko, ko nam ga zmanjka? Podobne stvari se zˇe dogajajo, v prihodnosti pa
bo tega sˇe vecˇ [13].
S pametnimi napravami se dandanes srecˇujemo vsepovsod. Med pame-
tne naprave sˇtejejo elektronske naprave, ki so vecˇinoma povezane z drugimi
napravami preko razlicˇnih brezzˇicˇnih protokolov. Vecˇina ljudi ima vsaj eno
taksˇno v svojem zˇepu, to je mobilni telefon, poznamo pa tudi naprave inter-
neta stvari (v nadaljevanju IoT). IoT bi lahko opisali kot vse naprave, ki so
zmozˇne povezave do interneta [13]. Napravam je tudi skupno, da so sposobne
zbirati podatke o svoji okolici s pomocˇjo senzorjev. Vecˇina mobilnih telefonov
ima senzor za svetlobo, ki samodejno uravnava svetlost ekrana, prav tako v
njem najdemo pospesˇkometer, ki meri pospesˇek v vse tri smeri v prostoru in
sˇe mnoge druge. Cˇe pogledamo naprave IoT, pa je izbira senzorjev sˇe vecˇja.
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Lahko si zgradimo vremensko postajo in belezˇimo temperaturo, zracˇni tlak,
hitrost in smer vetra, kolicˇino padavin ... Morda si kdo zˇeli sistem za zali-
vanje rastlin in bo tako belezˇil podatke o vlazˇnosti zemlje, jakosti svetlobe
in kdaj ter kako intenzivno je bila posamezna rastlina zalita. Do interneta
lahko danes dostopamo od prakticˇno vsepovsod, saj 84% populacije zˇivi v
obmocˇju pokritim z mobilnim sˇirokopasovnim omrezˇjem. Prav tako pa se
znizˇujejo strosˇki dostopa do interneta [5]. Nizˇajo se tudi cene tehnologij in
vedno vecˇ naprav ima vgrajene senzorje in sprejemnike za brezzˇicˇno omrezˇje.
Vse to skupaj je ustvarilo odlicˇno okolje za rast IoT. Revija Forbes je v prete-
klem letu objavila cˇlanek, v katerem navajajo, da je 60% organizacij pricˇelo
z uvajanjem naprav IoT [10]. Prav tako napovedujejo, da bo sˇtevilo pove-
zanih IoT naprav naraslo na 20.8 milijard do leta 2022 [2]. Pri primerjavi
obicˇajnih relacijskih bazah ugotovimo, da bi z njihovo uporabo hitro priˇsli
do performancˇnih tezˇav in tudi do zgornje meje velikosti shrambe [23]. Ali je
potem sploh mogocˇe obvladati podatke, ki bi jih vse te naprave proizvedle?
Kot odgovor na to vprasˇanje smo zasnovali in razvili platformo, ki omogocˇa
shranjevanje vecˇjih kolicˇin podatkov in kasnejˇse poizvedovanje po njih. Tega
izziva smo se lotili iz nule, torej sami smo si zamislili tri primere senzorskih
naprav, katere smo seveda implementirali, vzpostavili pa smo tudi strezˇnik,
na katerem tecˇe Hadoop in prehod za podatke v obliki spletnega strezˇnika. V
nadaljevanju je besedilo razdeljeno na vecˇ poglavij. V poglavju 2 opisujemo
problem, ki ga resˇujemo. V poglavju 3 so opisani primeri aplikacij, ki zbirajo
in posˇiljajo podatke. V poglavju 4 si bomo ogledali Apache Hadoop, iz ka-
terih modulov je sestavljen, kako deluje in nasˇo postavitev te arhitekture. V
poglavju 5 je predstavljen nasˇ prehod za podatke, v poglavju 6 pa podamo
sˇe primer MapReduce programa in vizualizacijo zbranih podatkov.
Poglavje 2
Arhitektura platforme
Zˇivimo v cˇasu, ko imamo s pomocˇjo svetovnega spleta dostop do ogromnih
kolicˇin podatkov. Podatki tako imenovanega digitalnega vesolja se vsako leto
skoraj podvojijo. Leta 2013 smo imeli 4.4 zetabajtov podatkov. Cˇe predsta-
vimo malce drugacˇe, je vsako gospodinjstvo v povprecˇju na leto proizvedlo
dovolj podatkov, da napolni 65 IPhonov (32GB razlicˇic). Napovedi kazˇejo,
da bi se naj kolicˇina povecˇala na 44 zetabajtov do leta 2020 [11]. Vsi ti po-
datki pa ne pripadajo samo velikim podjetjem in organizacijam. Vzemimo
za primer fotografije. Doma imamo album, kjer je pred cˇasom moja mama
zdruzˇila vse starejˇse, po vecˇini sˇe cˇrno-bele, fotografije nasˇih prednikov in jim
dopisala kratke opise. Album ima okoli 100 strani in na vsaki se najde do 5
fotografij. Fotografije segajo od leta 1900 in se razprostirajo po naslednjih
80-90 let. Povprecˇno so torej na leto naredili pet fotografij. Danes pa imamo
za zadnjih deset let pet albumov, poleg njih pa sˇe skoraj tri popolnoma zase-
dene trde diske s kapaciteto 500GB, kjer so shranjene sˇe preostale fotografije,
ki niso priˇsle v izbor za tisk.
Z vsemi temi podatki, ki jih neprestano zbiramo o okolici, lahko pridemo
do precej zanimivih ugotovitev. Kot primer lahko omenimo prepoznavo osebe
samo s podatki pospesˇkometra na mobilnem telefonu [21]. V zdravstvu je IoT
odprl popolnoma nove zmozˇnosti spremljanja pacientov. Spremljamo lahko
stanje pacientov, posˇiljamo podatke senzorjev v oblak in posredujemo ugoto-
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vitve ustreznim zdravstvenim usluzˇbencem za nadaljnje ukrepe [6]. Kamor-
koli pogledamo, najdemo mozˇnost zbiranja podatkov za analize in raziskave,
ki bi morda izboljˇsale oziroma olajˇsale trenuten nacˇin zˇivljenja.
Za analizo podatkov ni dovolj, da nam jih senzorji le prikazujejo, po-
trebno je imeti dovolj veliko kolicˇino shranjenih podatkov, kar pa je pri vecˇjih
razsezˇnostih lahko problem. Ena izmed tezˇav je cˇas dostopa do podatkov.
Pomembno je, da prejete podatke hitro shranimo, prav tako pa da lahko za
namene ucˇinkovitega procesiranja do njih tudi hitro dostopamo. Resˇitev je
skaliranje platforme oziroma posameznih nivojev, to pa dosegamo s pomocˇjo
oblaka. Da bi vse te podatke lahko shranili, tako da so kasneje dostopni
za poizvedovanje, so se namesto tradicionalnih relacijskih podatkovnih baz
uveljavile NoSQL podatkovne baze. Taksˇne podatkovne baze se od tradici-
onalnih razlikujejo po nacˇinu shranjevanja podatkov. Ti se ne shranjujejo v
tabelah, povezanimi preko relacij, ampak po razlicˇnih principih. Med dru-
gim poznamo kljucˇ-vrednost (angl. key-value), dokumente (angl. document)
in stolpicˇne (angl. column). Med slednje spada tudi baza HBase, ki je v
uporabi pri Hadoopu, o kateri bomo povedali vecˇ v prihajajocˇih poglavjih.
V tem delu bomo torej razvili platformo s pomocˇjo odprtokodnega ogrodja
Apache Hadoop, ki se uporablja za procesiranje velikih podatkov. Izbran
je bil predvsem iz razloga, ker je mozˇno vzpostaviti delujocˇo aplikacijo na
obicˇajnih strezˇnikih, torej ni potrebe po precej dragi strezˇniˇski infrastruk-
turi, ki se uporablja v podatkovnih centrih. Z uporabo lastnega strezˇnika
imamo tudi popolni dostop do postavitve.
2.1 Razdelitev na podprobleme
Da prikazˇemo sˇibko sklopljenost sistema, smo si celotno platformo razdelili
na tri nivoje. Vsak nivo stoji sam kot celota in za prehode oziroma komu-
nikacijo med njimi so definirana ustrezna pravila. Posledicˇno se posamezen
nivo v sistemu lahko spreminja, dokler uposˇteva pravila za komunikacijo z
drugimi. Implementacije so lahko v razlicˇnih tehnologijah, prav tako se lahko
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dodela zˇe obstojecˇo aplikacijo, da se vkljucˇi v platformo. Na sliki 2.1 je prika-







Visualizacija in upravljanje podatkov
Slika 2.1: Diagram nivojev jedra nasˇe resˇitve s kljucˇnimi tehnologijami za
izdelavo le-teh. Vir: lasten, 2018
Prvi nivo so pametne naprave (senzorski nivo). To so prej omenjene
naprave IoT in pa mobilni telefoni. Njihova naloga je zbiranje podatkov
o okolici in posredovanje le-teh v nadaljnji prehod. Nivo je omejen le z
pogojem, da mora posamezna naprava imeti mozˇnost posˇiljanja podatkov do
nivoja prehoda. Struktura podatkov je nacˇeloma lahko poljubna, mi smo se
odlocˇili za JSON in definirali standardno strukturo za vsak primer uporabe.
Za ta nivo smo z primeri uporabe pokazali tudi mozˇnost zbiranja heterogenih
podatkovnih tokov.
Drugi nivo (nivo prehoda) je prehod med senzorski napravami in shrambo.
Tudi ta nivo je neodvisen od tehnologije v kateri je implementiran. Shramba
ima na voljo spletni vmesnik za upravljanje, tako da je izbira za prehod,
ki je pri nas spisan v ogrodju NodeJS, popolnoma po zˇelji razvijalca. Za
tehnologijo NodeJS smo se odlocˇili, ker je relativno enostavna in ucˇinkovita za
uporabo in imamo nekaj izkusˇenj pri njeni uporabi. Ta del usmerja podatke
senzorjev, da se pravilno shranijo.
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Postavitev ogrodja Hadoop (podatkovni nivo) je tretji nivo. Nudi shrambo
za podatke na grucˇi racˇunalnikov. Zaradi omejitev strojne opreme, smo
namesto obicˇajne grucˇe racˇunalnikov uporabili samo enega in tako imeno-
vani single-node setup, kar v grobem pomeni samo eno vozliˇscˇe. Na enem
racˇunalniku smo tako postavili vse storitve potrebne za delovanje Hadoopa.
Postavitev na grucˇo racˇunalnikov oziroma skaliranje nasˇe implementacije de-
luje po enakem pristopu. Bistvena razlika pri uporabi grucˇe bi bili strosˇki,
torej pojavi se sˇe vprasˇanje, koliko strojne opreme potrebujemo za ucˇinkovito
uporabo nivoja v nasˇi platformi.
Za potrebe po demonstraciji delovanja smo dodali sˇe cˇetrti nivo (upravlja-
nje in vizualizacija podatkov). V diagramu je povezan s prekinjeno pusˇcˇico,
saj bi ta nivo nacˇeloma implementiral uporabnik nasˇe platforme, torej nekdo,
ki nad podatki shranjenimi preko nasˇe platforme izvaja svoje analize. Da




Ponavadi si zˇelimo cˇim vecˇ in cˇim bolj natancˇnih meritev. V CERN-u (Evrop-
ska organizacija za jedrske raziskave) za primer vsako sekundo senzorji proi-
zvedejo en petabajt podatkov. Zaradi fizicˇnih omejitev strojne opreme, nato
z dolocˇenimi metodami izlusˇcˇijo samo pomembne podatke in tako na dan pro-
izvedejo
”
le“ nekaj deset petabajtov podatkov. Tako so 29. junija leta 2017
presegli 200 petabajtov trajno shranjenih podatkov v svojem centru [17]. To
so skrajni primeri, v nasˇi platformi se taksˇnim sˇtevilkam nikakor ne moremo
niti priblizˇati, lahko pa pokazˇemo principe, po katerih se ti podatki zbirajo in
shranjujejo. V naslednjih podpoglavjih bomo opisali nasˇe primere aplikacij
in naprav, katerih namen je izkljucˇno zbiranje podatkov. Odlocˇili smo se,
da izdelamo vecˇ razlicˇnih prototipov in pokazˇemo, da se v platformo lahko
vkljucˇi kakrsˇnakoli naprava. V nasˇem primeru so to naprave, ki temeljijo
na Raspberry Pi, Arduinu in mobilni telefoni z operacijskim sistemom An-
droid. Podatke posˇiljamo in shranjujemo v formatu JSON. To je lahek in
tudi dobro berljiv format, najpomembneje pa je to, da se odlicˇno obnese z
nasˇim prehodom, ki je realiziran v jeziku JavaScript. Tako smo lahko z malo
dodatnimi koraki dosegli predpomnjenje posameznih meritev kar na nivoju
prehoda. Slednje je bilo koristno pri Arduinu, ki zaradi majhnega pomnil-
nika ni mogel predpomniti vecˇje kolicˇine podatkov. Pri vseh treh primerih
smo se odlocˇili, da med podatke vkljucˇimo enolicˇni identifikator, cˇasovni po-
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snetek dogodka, nekaksˇen identifikator za senzor in vrednosti za senzor. Po
tej strukturi se ravnamo pri Arduinu (rastlina) in Raspberry Pi (vremenska
postaja). Pri mobilni aplikaciji smo tej osnovni strukturi podatkov senzorja
dodali sˇe podatke o stanju baterije naprave in morebitni brezzˇicˇni omrezˇni
povezavi.
3.1 Rastlina, ki se zaliva sama
Spoznajte mojo rastlino, ki sem jo poimenoval Leon. Spada v rod spatifilov
(znanstveno ime Spathiphyllum) in za prezˇivetje ne potrebuje veliko soncˇne
svetlobe ali vode. Kljub temu so pri njegovi negi nastajale tezˇave, saj je med
sˇtudijem prebival v sˇtudentskem domu, ki je okoli sto kilometrov oddaljen
od mojega stalnega prebivaliˇscˇa. Med vikendi kot tudi kaksˇen teden med
pocˇitnicami je ostajal sam in noben (niti sostanovalci) ni imel mozˇnosti, da bi
ga zalival. Odlocˇili smo se, da enkrat in za vselej resˇimo tezˇave z zalivanjem.
Leonu smo omogocˇili, da se zalije sam. S pomocˇjo naprav IoT imamo sedaj
rastlino, ki se zalije sama in podatke o njenem stanju lahko spremljamo
tudi na daljavo. Z analizo teh podatkov bi lahko dolocˇili interval zalivanja,
oziroma lahko bi napovedovali, kdaj je najboljˇsi cˇas za zalivanje. Vse skupaj
smo realizirali s pomocˇjo razvojne plosˇcˇice Arduino. Arduino je projekt, ki
vsebuje tako strojno kot programsko opremo in temelji na enostavnosti za
uporabo. Uporablja se v veliko projektih, kjer je potreba po krmiljenju razne
elektronike. Na Arduino razvojne plosˇcˇice lahko prikljucˇimo vse od svetlecˇih
diod do 3D tiskalnikov. V nadaljevanju sta v podpoglavjih opisana fizicˇni
del sistema in pa programerski del.
3.1.1 Strojna oprema
Za realizacijo sistema za zalivanje smo vzeli senzorje za vlago zemlje, plosˇcˇico
Arduino, vodno cˇrpalko in komponento, ki skrbi za povezavo s brezzˇicˇnim
omrezˇjem (oznaka slednje je ESP8266). Na nasprotnih straneh loncˇka smo
vstavili po en senzor vlage, vsak pa ima tudi svoj dovod vode iz vodne cˇrpalke.
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Za lazˇje spremljanje dogajanja je na Arduino prikljucˇen tudi zaslon, ki izpi-
suje podatke senzorjev, cˇas delovanja in cˇas pretecˇen od zadnjega zalivanja.
Za vzpostavitev povezave med temi komponentami so potrebne sˇe nekatere
druge, kot so recimo uporniki ali pa kondenzatorji. Seznam vseh uporabljenih
komponent je prikazan v tabeli 3.1.
Na senzorju vlage so oznacˇeni sˇtirje pini. Napajanje smo povezali na 5 V
in senzor ozemljili. Pin A0 pa smo povezali z enim izmed analognih pinov
na Arduinu. V nasˇem primeru smo namenili pina A1 in A2 za vsak senzor.
Cˇrpalka ima le dve zˇici, napajanje smo s pomocˇjo tranzistorja povezali na
vhodno napetost (kar je 12 V zaradi adapterja, ki napaja sistem) in na enega
izmed analognih pinov na Arduinu. Izbrali smo si A0. Pri cˇrpalki smo
vstavili sˇe diodo, da pri vklopu in izklopu ne bi mogel tok tecˇi v obratno
smer in povzrocˇiti posˇkodbo na cˇrpalki. Svetlobno celico smo povezali na
5 V in drugi pin s pinom A3 na Arduinu. Na drugi podatkovni pin smo
dodali sˇe pull-down upor. Senzor za temperaturo smo povezali na 5 V in
ozemljitev, podatkovni pin pa z digitalnim pinom D2 in mu dodali sˇe 4.7 kΩ
pull-up upor. Zaslonu smo dodali I2C komponento in potem sˇe povezali SDA,
SCL, napajanje in ozemljitev z enakimi na Arduinu.
Na ESP8266 verzije 1 smo za boljˇso stabilnost in lazˇje delo pri programi-
ranju predhodno nalozˇili NodeMCU strojno-programsko opremo. Pri vezavi
je bilo potrebno paziti, saj ESP8266 obratuje na 3.3 V, torej ga 5 V, kar je
izhod na pinih Arduina, lahko posˇkoduje. Napajalni pin smo prikljucˇili na
3.3 V in ESP8266 ozemljili. Pin oznacˇen s chip power down smo preko 10 kΩ
upora povezali na 3.3 V. Pin reset smo med navadnim obratovanjem pustili
plavajocˇ. Za komunikacijo smo si izbrali pine Serial1 na Arduinu. Oddajni
pin na ESP8266 smo brez tezˇav povezali s sprejemnim pinom na Arduinu.
Oddajni pin na Arduino pa kot izhod posˇilja 5 V, zato smo si naredili eno-
staven pretvornik napetosti s pomocˇjo dveh upornikov, v nasˇem primeru z
1 kΩ in 2 kΩ uporom. ESP8266 se napaja preko Arduina, in ker pini ne do-
segajo dovolj velikega izhodnega toka za obicˇajno obratovanje modula (tudi
do 250 mA), smo dodali sˇe kondenzator s kapaciteto 1000µF. Celotno vezje
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Oznaka opreme opis
Arduino Mega 2560 plosˇcˇica, ki uravnava in nadzira delo-
vanje sistema
ESP8266-01 skrbi za povezljivost v omrezˇje in
posˇilja podatke
16x2 zaslon prikazuje podatke o trenutnem stanju
sistema, prav tako je nadgrajen z I2C
vmesnikom
Senzor za vlago dva, ki merita na nasprotnih straneh
loncˇka
DS18B20 senzor temperature
cˇrpalka za vodo potopna, ima 12 V DC motor
2N2222A tranzistor za dovajanje elektricˇnega
toka do cˇrpalke
1N4001 dioda, ki skrbi, da tok tecˇe le v eno
smer
kondenzator skrbi, da ESP8266 dobi dovolj toka
svetlobna celica lahko zaznava spremembe svetlobe
preko sprememb upora
senzor temperature v obliki ene zˇice meri temperaturo oko-
lice
uporniki pull-up/-down upor, tudi za pretvorbo
iz 5 V na 3.3 V
zˇice /
plosˇcˇe za vezavo na njih bomo povezali komponente
med sabo
12 V adapter pretvarja 220 V iz zidne vticˇnice na
12 V s 3 A toka.
Tabela 3.1: Strojna oprema v koncˇni verziji sistema.
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je prikazano na sliki 3.1.
Slika 3.1: Skica povezav med komponentami za rastlino, ki se zaliva sama.
Vir: lasten, 2018
3.1.2 Programiranje Arduina
Arduino je programiran s pomocˇjo 5 knjizˇnic in sicer Wire, LiquidCrystal I2C,
ArduinoJson, OneWire in DallasTemperature. Prva se uporablja za komu-
nikacijo z zaslonom, druga poenostavi delo z modulom na zaslonu, tretja
podatke oblikuje v veljaven JSON, zadnji dve pa poenostavita branje podat-
kov iz temperaturnega senzorja. Za zacˇetek smo inicializirali vse potrebne
spremenljivke in v funkciji setup nastavili nacˇine pinov, pri cˇemer so senzorji
vhodni, edini izhodni pa je A0, torej pin za vklop cˇrpalke. Pricˇnemo serij-
sko komunikacijo z modulom ESP8266 na pinih Serial1 in pocˇakamo, da se
ta modul postavi v stanje pripravljenosti in nam pove trenuten cˇas. Vecˇ o
tem modulu bomo povedali malce kasneje. V glavni zanki se vsake tri se-
kunde zamenja operacija. Spisali smo vecˇ zank, taksˇne kot so prikazane na
kodnem bloku 3.1, kjer se vsaka zanka ponavlja tri sekunde preden preide
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na naslednjo. Znotraj zanke se opravljajo operacije belezˇenja, posˇiljanja in
prikazovanja vrednosti senzorjev, pri cˇemer je med vsakim prehodom dodan
zamik, saj nekateri izmed senzorjev fizicˇno niso zmozˇni hitreje pridobivati
podatke. Za primer vzemimo senzor za temperaturo, ki lahko poda vrednost
vsakih 750 ms. Za zalivanje se vzame povprecˇje obeh senzorjev vlage, vendar
se lahko rastlina zaliva le enkrat na 60 sekund in to za vnaprej dolocˇenih 5
sekund. To omejitev smo uvedli, da ne pride do prekomernega zalivanja, cˇe
se rastlina prevecˇ izsusˇi v cˇasu, ko sistem ni prikljucˇen v elektricˇno omrezˇje,
saj se vlaga meri v zgornjih 5 cm zemlje, voda pa na zacˇetku odtecˇe do dna.
Poleg tri sekundnih ciklov belezˇenja podatkov, sta vkljucˇena tudi tri sekun-
dna cikla, kjer se na zaslon izpisujejo podatki o cˇasu delovanja in o cˇasu
pretecˇenem od zadnjega zalivanja. V zankah, kjer se zbirajo podatki, se po
vsakem branju meritve posˇlje prebrane vrednosti v ustrezni JSON obliki v
prehod. Posamezna meritev je tako JSON objekt, kateremu se poleg imena in
vrednosti senzorja doda sˇe cˇasovni posnetek dogodka in enolicˇni identifikator
naprave. V cˇasu izdelave nisem imel pri roki komponente, ki je namenjena
belezˇenju cˇasa, zato smo uporabili ESP8266, da nam pove cˇas s pomocˇjo
omrezˇne povezave, katerega nato povecˇujemo z Arduinovo vgrajeno funkcijo
millis, ki vracˇa milisekunde od zagona naprave.
void loop()
{
unsigned long displayChange = millis ();
while (( millis () - displayChange)/1000 UL <= 3UL )
{




// Enake zanke , ki izvajajo druge operacije
}
Kodni blok 3.1: Izgled glavne zanke v Arduinu.
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ESP8266 pa ima nalozˇeno zˇe prej omenjeno strojno-programsko opremo
NodeMCU, katero lahko programiramo v jeziku Lua. Naprej se zazˇene dato-
teka init.lua, kjer se povezˇemo z dostopno tocˇko. Dodan je varnostni ukrep,
da preden zacˇne izvajati glavni program, pocˇaka pet sekund. Cˇe bi v tem
glavnem programu priˇslo do neskoncˇne zanke zaradi napak v kodi, bi se modul
ob vsakem zagonu prenehal odzivati na uporabnikove ukaze in potrebno bi
bilo na novo nalozˇiti strojno-programsko opremo. Iz tega razloga smo dodali
ta varnostni ukrep. Za vsem tem se v novi datoteki (plant.lua) pricˇne izvajati
glavni program, ki je sestavljen iz dveh funkcij. Prva je getCurrentTime, ki
s pomocˇjo vmesnika spletne strani timezonedb.com pridobi trenuten cˇas v
obliki sekund pretecˇenih od 1.1.1970. Funkcija postData pa posˇlje podane
argumente kot telo zahtevka na strezˇnik, torej v nivo prehoda. Zdruzˇevanje
posameznih meritev v seznam se prepusti nivoju prehoda, saj je pomnilnik
na Arduinu dokaj majhen. Vsa komunikacija med ESP8266 in Arduinom
poteka preko serijske linije s hitrostjo 115200 bitov na sekundo.
3.2 Enostavna vremenska postaja
Za naslednji primer smo se odlocˇili, da s pomocˇjo RaspberryPi plosˇcˇice zgra-
dimo enostavno vremensko postajo, ki belezˇi vlago v ozracˇju, temperaturo
okolice, zracˇni tlak, nadmorsko viˇsino in kolicˇino svetlobe za morebitno ugo-
tavljanje soncˇnih dni. Za izdelavo smo uporabili RaspberryPi Model B
prve generacije. Senzorji so bili sledecˇi: DHT22 za temperaturo in vlago,
BMP180 za zracˇni tlak, nadmorsko viˇsino, vodoodporni senzor za tempera-
turo DS18B20, ter svetlobno celico, za ugotavljanje kolicˇine svetlobe.
Senzor temperature in vlage smo povezali s pinom GPIO4, dodali pa smo
sˇe pull-up upor. Pri senzorju za svetlobo oziroma fotocelici, smo en pin pove-
zali s 3.3 V, drugega pa z GPIO22 in preko 1 µF kondenzatorja do ozemljitve.
Senzor za tlak in nadmorsko viˇsino pa smo povezali s SDA in SCL. Pri sen-
zorju DS18B20 je bilo potrebno nalozˇiti sˇe gonilnik, preden smo lahko kompo-
nento uporabili. Po privzetem uporabljen gonilnik poslusˇa na drugem pinu,
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tako da smo v /boot/config.txt dodali vrstico dtoverlay=w1-gpio,gpiopin=17.
Slednja pove, naj gonilnik w1-gpio uporablja pin 17, kamor smo prikljucˇili
DS18B20. Zagnali smo sˇe komponento, ki nam omogocˇa branje vrednosti.
Ukazi, ki vse to dosezˇejo so vidni na kodnem bloku 3.2. Shema komponent
je prilozˇena na sliki 3.2.
$ printf "#Doda OneWire na pin 17\ ndtoverlay=w1-gpio ,
gpiopin =17\n" >> /boot/config.txt
$ modprobe w1-gpio
$ modprobe w1-therm
Kodni blok 3.2: Ukazi potrebni za delovanje DS18B20 na RaspberryPi.
Slika 3.2: Skica povezav med komponentami za vremensko postajo. Vir:
lasten, 2018
Program, ki se izvaja za zbiranje podatkov, je napisan v jeziku Python.
Poleg standardnih knjizˇnic smo uporabili sˇe dve za ucˇinkovitejˇse branje sen-
zorjev, to sta Adafruit Python DHT in Adafruit Python BMP085. Za foto-
celico smo spisali lastno funkcijo, ki sˇteje koliko cˇasa je vhod postavljen na
nizko vrednost. Izkazalo se je, da lahko tako zaznavamo spremembe svetlobe,
vendar bi za pretvorbo v standardne enote svetlosti potrebovali mozˇnost kali-
bracije, katera pa v cˇasu izdelave ni bila na voljo. Iz podatkov zopet tvorimo
JSON, tokrat ima objekt polje za enolicˇno identifikacijo in polje z imenom
data. Slednje je seznam meritev, pri cˇemer je vsaka izmed njih sestavljena
iz cˇasovnega posnetka, imena senzorja in do tri vrednosti za vsak senzor.
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Program tudi predpomni 1125 vrednosti in jih nato posˇlje v nivo prehoda.
Z merjenjem trajanja zanke, kjer se izvajajo branja senzorjev, smo priˇsli do
povprecˇnega cˇasa 1.6 sekunde za en obhod. Cˇe to pomnozˇimo z velikostjo
predpomnilnika dobimo cˇasovni interval posˇiljanja na vsakih 30 minut, kar
se nam zdi primerno za zbiranje testnih podatkov.
3.3 Mobilna aplikacija
Za zadnji primer pa smo sˇe spisali aplikacijo za mobilni operacijski sistem
Android, ki belezˇi celo kopico podatkov o mobilni napravi in posledicˇno upo-
rabniku. Sodecˇ po raziskavi podjetja Gartner je v prvem cˇetrtletju leta 2017
kar 86% prodanih novih telefonov imelo namesˇcˇen ta operacijski sistem [9].
Tako imamo na voljo ogromno uporabnikov, katere lahko profiliramo, torej
ugotavljamo kje se zadrzˇujejo, merimo fizicˇno aktivnost ... S taksˇnimi po-
datki lahko na primer uporabniku posredujemo bolj specificˇne oglase, lahko
pa tudi odkrijemo in nadzorujemo navade posameznikov. Aplikacija vzame
vse senzorje, ki so napravi na voljo, in jih izpiˇse na ekran s stikali za vklop.
Poleg tega pa sˇe belezˇi vse dotike po zaslonu, kot tudi stanje baterije in
podatke o morebitni aktivni brezzˇicˇni omrezˇni povezavi.
Za realizacijo mobilne aplikacije smo uporabili knjizˇnico Volley, ki vpelje
vrsto za posˇiljanje datotek preko omrezˇne povezave. Spisali smo lasten Gso-
nRequest, ki nasˇ Java objekt s podatki naprave pretvarja v JSON in ga posˇlje
na ustrezen naslov do nasˇega prehoda. Posamezen JSON objekt za meritev
je sestavljen iz enolicˇnega identifikatorja, ki je pri nas IMEI (mednarodna
identiteta mobilne opreme), cˇasovnega posnetka, imena senzorja, tipa sen-
zorja, do tri vrednosti za senzor in podatki o bateriji in morebitni brezzˇicˇni
povezavi. Podatki o bateriji so JSON objekt s stopnjo napolnjenosti in po-
datkom o morebitnem napajanju. Cˇe se naprava napaja je sˇe dodano ali tok
prihaja preko povezave USB ali zidne vticˇnice. Podatki o brezzˇicˇni povezavi
so prav tako JSON objekt, kjer se zapiˇse ali je povezava vzpostavljena, cˇe
je, so dodana sˇe polja za mocˇ signala in ime dostopne tocˇe (angl. service set
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identifier oziroma SSID). Za prikaz vseh senzorjev na ekranu se uporablja
RecyclerView, kateri izpiˇse ime senzorja, poleg imena pa se nahaja stikalo za
vklop tega senzorja. Cˇe je stikalo vkljucˇeno, se pod njim pricˇnejo prikazovati
in osvezˇevati vrednosti, ki jih senzor vracˇa. Cˇe senzor sˇe ni bil vklopljen ozi-
roma ob zagonu aplikacije, pa namesto samih vrednosti piˇse
”
Ni vrednosti“.
Na sliki 3.3 je prikazan izgled aplikacije. V graficˇni vmesnik smo dodali sˇe
nekaj nastavitev, katerih namen je lazˇje testiranje in uporaba aplikacije. Te
nastavitve z opisi so prikazane na sliki 3.4.
Slika 3.3: Izgled vmesnika mobilne aplikacije za belezˇenje podatkov. Vir:
lasten, 2018
Dotiki po zaslonu se belezˇijo vedno, ko je aplikacija aktivna. Dogodke
dotikov obravnavamo kot senzorske in uporabljamo enako JSON strukturo
za shranjevanje. Dodan je le tip dotika, ki je lahko na primer samo pritisk,
ali pa uporabnik vlecˇe po zaslonu. Preden se posˇljejo, se podatki nabirajo v
medpomnilniku. Ta pocˇaka, da se zdruzˇi nekaj dogodkov (privzeto 12.000),
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Slika 3.4: Nastavitve dostopne znotraj aplikacije. Vir: lasten, 2018
nato pa vse skupaj posˇlje v naslednjo tocˇko, to je prehod. Knjizˇnica Volley,
ki se uporabi za posˇiljanje meritev, se obnese odlicˇno pri posˇiljanju majhnih
kolicˇin podatkov, ima pa tezˇave pri posˇiljanju vecˇjih, saj objekte prepiˇse v
pomnilnik (angl. in-memory). Posledicˇno se upocˇasni delovanje aplikacije
med posˇiljanjem in z nekaj poskusi smo dolocˇili mejo 12.000 meritev, kjer se
aplikacija sˇe dobro odziva. Pri senzorjih smo uporabili najkrajˇsi mozˇen zamik





Kot smo zˇe vecˇkrat omenili, smo za shranjevanje podatkov uporabili Apache
Hadoop. Poglejmo si najprej kratko zgodovino projekta. Projekt Nutch so
leta 2002 zˇeleli uporabiti kot iskalnik po spletu. Njegovi ustanovitelji so do-
kaj hitro ugotovili, da se projekt slabo skalira za iskanje po milijardah strani.
Idejo za Hadoop so nato dobili v cˇlanku, kjer je bil opisan Google distributed
filesystem [20]. Leto kasneje je Google predstavil sˇe MapReduce programski
model [14]. Tako je leta 2006 ustanovitelj projekta Doug Cutting zdruzˇil ar-
hitekturi in ustanovil Hadoop. Kot zanimivost naj omenimo, da ime Hadoop
izhaja iz pliˇsaste igracˇe, ki jo je poimenoval sin ustanovitelja. K nadaljnjemu
razvoju je veliko prispevalo podjetje Yahoo!, kjer so med drugim leta 2009
uspeli razvrstiti 1 terabajt podatkov v 62 sekundah s pomocˇjo Hadoopa [19].
Leta 2011 je Yahoo! imel Hadoop grucˇo sestavljeno iz 42.000 vozliˇscˇ. Leta
2012 pa je Facebook oznanil, da imajo na voljo 100 petabajtov shrambe v
Hadoop grucˇi [3]. V nadaljevanju bomo na kratko opisali posamezne kom-
ponente, ki so v uporabi, nato pa bomo sˇe predstavili nasˇo postavitev.
Apache Hadoop projekt razvija odprtokodno programsko opremo za za-
nesljivo, skalabilno in distribuirano procesiranje [1]. Slednje omogocˇa tudi
na vecˇjih podatkovnih mnozˇicah, pri tem pa uporablja enostavne program-
ske modele. Kar je pa za nas sˇe predvsem pomembno, postavimo ga lahko na
samo enem ali pa ga skaliramo na grucˇo strezˇnikov. Cˇe si bralec zˇeli izvedeti
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vecˇ o samem delovanju in arhitekturi Apache Hadoopa priporocˇamo knjigi
Hadoop: The Definitive Guide in Hadoop Operations (vira [22] in [8]), na
kateri se skozi naslednja poglavja navezujemo tudi sami.
V osnovi je Hadoop sestavljen iz sˇtirih vecˇjih modulov: Hadoop Common,
Hadoop Distributed File System (v nadaljevanju HDFS), Hadoop YARN in
Hadoop MapReduce. Prvi izmed nasˇtetih je imenovan tudi jedro Hadoopa,
saj vsebuje knjizˇnice in orodja, ki podpirajo delovanje ostalih modulov. Ta
modul vsebuje tudi datoteke in skripte, ki so potrebne za zagon samega Ha-
doopa. Kot je zˇe iz imena razvidno, je HDFS modul, ki nudi porazdeljeno
shrambo z visoko propustnostjo dostopa do podatkov. Porazdeljena shramba
pomeni, da so podatki shranjeni v omrezˇju na vecˇ napravah, kar pa seveda
lahko pripelje do tezˇav. Ena izmed najvecˇjih je preprecˇevanje izgube podat-
kov, v primeru da eno izmed vozliˇscˇ preneha delovati. Vecˇ o samem sistemu si
lahko preberemo v podpoglavju 4.1. YARN je Hadoopov sistem za upravlja-
nje virov grucˇe strezˇnikov. Obicˇajno ga uporabnik ne klicˇe direktno, ampak
uporablja viˇsje nivojske programske vmesnike od ostalih ogrodij. Vecˇ o njem
v podpoglavju 4.2. MapReduce je programski model, ki pri zadnjih verzijah
Hadoopa temelji na YARNu in se uporablja za paralelno procesiranje veli-
kih podatkov. Sestavljen je iz dveh postopkov: Map, ki opravi filtriranje in
sortiranje in Reduce, ki nato opravi procesiranje podatkov. Vecˇ o samem mo-
delu si lahko preberete v podpoglavju 4.3. Na sliki 4.1 je prikazan ekosistem
Hadoopa, kjer zasledimo tudi te sˇtiri osnovne module.
4.1 Hadoop porazdeljen datotecˇni sistem
Danes imamo na voljo vedno viˇsje kapacitete trdih diskov. Medtem ko so trdi
diski leta 2005 dosegali kapacitete okoli 200GB 1, imamo danes na voljo zˇe
diske velikosti 12TB 2. Zˇal pa je faktor zviˇsevanja hitrosti pisanja in branja
podatkov po disku manjˇsi. Tako so diski leta 2005 imeli povprecˇno hitrost
1Za podatke smo uporabili trdi disk Seagate Barracuda 7200.7 (ST3200822AS)
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Slika 4.1: Ekosistem Hadoopa. Vir: lasten, 2018
branja okoli 50MB/s, medtem ko so novejˇsi diski blizu 250MB/s. Leta 2005
smo rabili priblizˇno 1 uro, da smo prebrali vse podatke na disku, danes pa bi
za vecˇji disk rabili zˇe vecˇ kot 13 ur. Ena izmed resˇitev za vecˇjo propustnost
podatkov je v uporabi vecˇ diskov, ki delujejo paralelno. Zˇal pa se izkazˇe, da
se pri uporabi vecˇ delov strojne opreme povecˇa verjetnost za odpoved enega
izmed teh delov. RAID deluje po principu, da podatke podvaja ali racˇuna
paritete, tako da v primeru odpovedi strojne opreme ostanejo bodisi kopije
podatkov bodisi mozˇnost izracˇuna izgubljenih bitov. HDFS (Hadoop Dis-
tributed Filesystem oziroma Hadoop porazdeljen datotecˇni sistem) pa deluje
malce drugacˇe.
HDFS so zasnovali tako, da lahko shrani datoteke velike vecˇ deset gi-
gabajtov in vzdrzˇuje datotecˇne sisteme velike po vecˇ deset petabajtov. Za
skaliranje se uporabi cenejˇsa strezˇniˇska oprema in kup diskov, dostopnost in
propustnost pa zagotavlja aplikacijska replikacija podatkov. Optimizirali so
ga za velika pretocˇna branja, kar posledicˇno povecˇa latenco. Prav tako je bil
zasnovan za uporabo z modelom MapReduce. Tako kot trdi diski uporablja
koncept blokov (v nadaljevanju se z besedo blok sklicujemo na HDFS bloke),
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kar prinasˇa vecˇ prednosti. Prva prednost so shranjevanje datotek, ki so vecˇje
kot celoten disk. Razdelimo jo na bloke in porazdelimo po vecˇ diskih. Po-
enostavi se tudi datotecˇni sistem, saj je lazˇje shranjevati bloke, ki so stalne
velikosti, kot pa datoteke, ki so lahko razlicˇnih velikosti. Bloki pa se obnesejo
dobro tudi pri replikaciji (s katero zmanjˇsamo mozˇnost za izgubo podatkov),
saj se bloki obicˇajno prepiˇsejo na vecˇ lokacij. Ker so bloki v HDFS shranjeni
po principu write once, read many times, se problem glede spreminjanja ori-
ginalov in popravljanja repliciranih blokov ne pojavi. Tako lahko pri dostopu
do bloka vzamemo kar tistega, ki nam je v omrezˇju najblizˇji oziroma imamo
na izbiro vecˇ opcij. V primeru odpovedi strojne opreme se lahko zgodi, da
se sˇtevilo kopij blokov zmanjˇsa. V taksˇnih situacijah sistem to zazna in
ustvari nove kopije na drugih lokacijah. HDFS ne potrebuje RAID sistema
za shrambo, saj je pred izgubo podatkov zasˇcˇiten s tem repliciranjem.
Pri HDFS poznamo dva tipa vozliˇscˇ, ki delujejo po principu gospodar-
suzˇenj. Med gospodarje se sˇtejejo tako imenovana namenode vozliˇscˇa. Le-ta
skrbijo za datotecˇno strukturo, torej vodijo evidenco o vseh datotekah in
mapah v sistemu, katero shranijo na lokalni disk. Brez namenode uporaba
datotecˇnega sistema ni mogocˇa. Cˇe bi nekdo unicˇil vsa ta vozliˇscˇa, bi iz-
gubili vse datoteke v sistemu, saj ne bi znali rekonstruirati teh datotek iz
shranjenih blokov. Da se to ne zgodi, ima Hadoop vecˇ varnostnih meha-
nizmov. Prvi je izdelava varnostnih kopij prej omenjenih metapodatkov o
sistemu, ki so sinhrona in atomicˇna pisanja. Hadoop 2 je vpeljal koncept
visoke razpolozˇljivosti, kjer imamo dva namenode vozliˇscˇa v konfiguraciji
active-standby. Za realizacijo je bilo potrebno uvesti sˇe nekaj arhitekturnih
sprememb, toda sedaj pri uporabi tega koncepta v primeru odpovedi primar-
nega vozliˇscˇa sekundarno prevzame v manj kot sekundi, kar je veliko hitreje
kot pa tako imenovan hladni zagon, kjer mora nov namenode prepisati vse
metapodatke v delovni spomin in dobiti dovolj podatkov od datanode vozliˇscˇ,
da lahko pricˇne delovati. Cˇas potreben za hladen zagon namenode vozliˇscˇa je
obicˇajno vecˇ kot 30 minut. Datanode vozliˇscˇa so suzˇnji, ki shranjujejo ali pri-
dobivajo bloke iz lokacij, ki so vnaprej podane bodisi od vozliˇscˇa namenode
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bodisi uporabnika. Njihova naloga je tudi periodicˇno posˇiljanje informacij
o vseh blokih, ki jih trenutno hranijo. Medtem ko se podatki, o tem katere
datoteke so v katerem bloku, shranijo na disk, se lokacije teh blokov zapiˇsejo
le v delovni spomin. Ta pristop prinasˇa vecˇ prednosti. Lahko se spremeni
omrezˇni naslov (ang. hostname) naprave in sistem bo sˇe zmeraj deloval. Sˇe
vecˇ, odpove lahko maticˇna plosˇcˇa sistema in diske lahko le prestavimo v drug
datanode in malo pocˇakamo, da se posˇljejo vsa porocˇila o blokah in name-
node bo zopet stregel te podatke. Slabost je ta, da mora ob zagonu grucˇe
namenode pridobiti vsa porocˇila o shranjenih blokah. Ker je veliko podat-
kov v spominu namenode vozliˇscˇ, ugotovimo, da pridemo do omejitev, saj je
kolicˇina pomnilnika koncˇna. Ta problem so resˇili tako, da vecˇ namenode vo-
zliˇscˇ skrbi za en datotecˇni sistem. Za primer lahko namenode1 skrbi za vse v
mapi /user, namenode2 naj vzdrzˇuje mapo /hbase in tako naprej. Koncept
se imenuje namenode federation. Na sliki 4.2 je prikazana poenostavljena
shema arhitekture HDFS.
Poleg teh dveh tipov vozliˇscˇ pa poznamo sˇe tako imenovan sekundaren
namenode. Ta ni kopija primarnega vozliˇscˇa, ampak le skrbi za njegove
metapodatke o sistemu.
4.2 Upravljalec virov YARN
Apache YARN (ang. Yet Another Resource Negotiator) upravlja vire, ki so
na voljo v grucˇi racˇunalnikov. Viˇsje lezˇecˇa ogrodja kot so MapReduce ali
Spark od te komponente pricˇakujejo porazdelitev posameznih opravil njiho-
vih aplikacij na vozliˇscˇa v grucˇi, dodeljevanje virov posameznemu opravilu
preko vsebnikov, nadzorovanje posameznih opravil in podobno. Ekipa pri
podjetju Yahoo! je naletela na tezˇave v arhitekturi prvotnega sisema, ko so
sistem skalirali na 4000 vozliˇscˇ [15]. Velike tezˇave je povzrocˇal JobTracker,
ki je takrat skrbel za vsa opravila (angl. jobs) pri MapReduce. Pri tej veliki
postavitvi JobTracker ni mogel vzdrzˇevati vseh opravil, ki bi naj tekla in
so se posledicˇno izgubljala. Kot resˇitev so leta 2012 namesto JobTracker -ja
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Slika 4.2: Pregled arhitekture datotecˇnega sistema HDFS. Vir: Sammer E.,
Hadoop Operations, stran 10
vpeljali cˇetrti modul imenovan YARN [4].
Deluje kot vmesnik med viˇsjenivojskimi aplikacijami in viri. Prav tako
tezˇi k temu, da je za uporabnika proces upravljanja virov skrit. Na sliki
4.3 lahko vidimo nivoje pri aplikacijah, ki uporabljajo YARN. Seveda ob-
stajajo sˇe viˇsje nivojske aplikacije, ki delujejo nad temi prikazanimi na sliki,
kot sta Pig in Hive. Prvotno implementacijo enega procesa, ki upravlja z
viri, je YARN izboljˇsal tako, da si je proces razdelil v dva dela. Del, ki je
v JobTrackerju upravljal z viri, je postal upravljalec virov (angl. resource
manager), ki se pojavi enkrat na grucˇo. Ta dodeljuje vire k vecˇ aplikacijam,
vsaka taksˇna aplikacija pa ima nato svojega gospodarja (angl. application
master). Pri taksˇni postavitvi nimamo vecˇ centraliziranega upravljalca vi-
rov. Posamezni gospodarji so med sabo izolirani in tudi cˇe eden izmed njih
odpove, lahko ostali delujejo brez problemov. Prav tako lahko gospodarji
uporabljajo razlicˇno programsko opremo in posledicˇno enostavno vpeljejo
tekocˇe posodobitve aplikacij. Preostali del, ki je pa upravljal s procesi Ma-
pReduce opravil, pa je postal upravitelj vozliˇscˇ (angl. node manager), ki pa
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tecˇe na vsakem vozliˇscˇu. Zaganja in nadzoruje procese v vsebnikih. Ti ome-
jujejo procese z viri (pogosto pomnilnik, procesna mocˇ, ...). Postal je tudi
bolj splosˇen: ni nujno, da zaganja le procese, ki so v povezavi z MapReduce,
ampak kakrsˇnekoli. Tako je mogocˇe, da YARN upravlja tudi aplikacije, ki
niso povezane z MapReduce.
Slika 4.3: Distribuirane aplikacije, ki tecˇejo kot YARN aplikacije na proce-
snem nivoju in uporabljajo HDFS in HBase na nivoju shrambe. Vir: White
T., Hadoop: The Definitive Guide, Fourth Edition, stran 79
Na sliki 4.4 je prikazan proces zagona aplikacija s pomocˇjo YARN. Najprej
mora uporabnik poslati zahtevo za nov proces (korak 1) k upravljalcu virov.
Ta najde prosto vozliˇscˇe in na njem zazˇene vsebnik s procesom (koraka 2a in
2b). Vecˇinoma se nato iz procesa zaradi distribuiranega procesiranja klicˇejo
zahtevki za vecˇ virov (korak 3) in se zatem ustvarijo sˇe novi vsebniki (koraka
4a in 4b). Pri zahtevanju virov imamo mozˇnost dolocˇevanja, kje naj se
dodelijo. Tako lahko za vecˇjo pasovno sˇirino med vsebniki dolocˇimo vozliˇscˇa,
kjer naj tecˇejo. To je bodisi na istem vozliˇscˇu bodisi na istem stojalu (angl.
rack), cˇe pa to ne uspe, pa lahko recˇemo naj ga kreira kjerkoli. Kot primer:
MapReduce pri funkciji map poskusi vsebnik ustvariti na enem izmed vozliˇscˇ,
ki hrani podatke potrebovane v procesu. Prav tako lahko vnaprej zaprosimo
za vse vire, ali pa med samim procesom dinamicˇno zviˇsujemo ali znizˇujemo
razpolozˇljive vire.
V primerjavi z MapReduce 1 (implementacija MapReduce preden se upo-
rabi YARN), se pojavi vecˇ prednosti. Kot zˇe omenjeno je grucˇa bolj skala-
bilna in lahko dosezˇemo 10000 vozliˇscˇ [18]. Omogocˇi se tudi visoka raz-
polozˇljivost. Podvajamo podatke o stanju, tako da lahko drug prikrit proces
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Slika 4.4: Proces zagona aplikacije pri YARN. Vir: White T., Hadoop: The
Definitive Guide, Fourth Edition, stran 80
(angl. daemon) prevzame opravila, v primeru da prvotni odpove. Pri Ma-
pReduce 1 so viri bili razporejeni fiksno po predalcˇkah. Dolocˇena so bila tudi
sˇtevila predalcˇkov za opravila map in za opravila reduce. Pri tem se opravila
map niso mogla zaganjati v predalcˇkah namenjenim reduce in obratno. Pri
YARN pa imamo pool of resources, kjer si opravilo samo izbere kolicˇino vi-
rov. Ne pride vecˇ do situacij, da bi map ali reduce opravilo cˇakalo na prazne
predalcˇke svoje vrste. Izboljˇsala se je tudi izkoriˇscˇenost, saj lahko vire za
posamezno opravilo dinamicˇno spreminjamo (ni potrate v primeru da proces
ne potrebuje vnaprej dolocˇene kolicˇine virov, ali napake v primeru da pre-
dalcˇek nima dovolj virov za proces). Verjetno najvecˇja prednost pa je ta,
da se Hadoop lahko uporablja z drugimi distribuiranimi aplikacijami, ki ne
rabijo nujno uporabljati MapReduce.
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4.3 Hadoop MapReduce
Idejo o programskem modelu MapReduce so razvili pri podjetju Google leta
2004 [14]. Zamiˇsljen je bil za procesiranje velikih podatkovnih mnozˇic. Upo-
rabniki piˇsejo opravila, ki so v glavnem sestavljena iz dveh delov: map (ma-
perji) in reduce (reducerji). Vso upravljanje z viri, distribucija na vecˇ vozliˇscˇ,
nadzor in resˇevanje tezˇav naj bo prepusˇcˇeno ogrodju. Slednje omogocˇa, da
tudi razvijalci z malo izkusˇnjami z distribuiranimi sistemi lahko uporabljajo
vire le-teh. Glavne prednosti so torej enostavnost, saj se skrije distribuiranje
opravil, skalabilnost na vedno vecˇ vozliˇscˇ in pa odpornost na napake. Zadnje
je izvedeno tako, da cˇe se opravila na enem izmed vozliˇscˇ ne izvedejo do
konca (na primer vmes pride do izpada strojne opreme), se vsa nedokoncˇana
opravila ponovno zazˇenejo na nekem drugem zdravem vozliˇscˇu samodejno.
Pri MapReduce se torej piˇsejo opravila. Uporabnik definira funkciji map
in reduce in sˇe poda nekaj parametrov za zagon novega opravila. Ogrodje
(YARN) nato poskrbi, da se to opravilo razdeli na procese, jih razporedi po
vozliˇscˇih, nadzira njihovo stanje in skrbi za morebitne napake. Vecˇinoma se
za vhod vzame mnozˇica datotek in se kot izhod vrne podatkovna mnozˇica.
Funkcija map vhodne podatke spremeni v vmesne pare tipa kljucˇ in vrednost.
Ti se nato kot vhod podajo funkciji reduce, ki vzame nek kljucˇ in nato obdela
vse vrednosti zanj, ki so lahko porazdeljene po vozliˇscˇih. Vecˇinoma se kot
rezultat funkcije reduce vrne le ena vrednost. Za enostaven primer vzemimo
sˇtetje pojavov posamezne besede v kolicˇini dokumentov. Psevdokoda 4.1 pri-
kazuje funkciji map in reduce. Pri prvi se sprehodimo skozi vsebino posame-
znega dokumenta in v njem presˇtejemo pojave posameznih besed vsebovanih
v njem. V naslednjem koraku pa za vsako posamezno besedo presˇtejemo,
kolikokrat se je pojavila po vseh dokumentih.
Vhodni podatki v MapReduce program se porazdelijo na kose (angl. in-
put splits ali kar splits), katerih velikost je dolocˇena vnaprej. Nad vsakim
kosom se nato zazˇene opravilo map, ki klicˇe uporabnikovo funkcijo nad vsa-
kim zapisom v kosu. Obdelava enega kosa je veliko hitrejˇsa, kot pa cˇe bi
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map(String kljuc , String vrednost):
// kljuc: ime dokumenta
// vrednost: vsebina dokumenta
for each beseda b in vrednost:
EmitIntermediate(b, "1")
reduce(String kljuc , Iterator vrednosti):
// kljuc: beseda
// vrednosti: seznam prestetih besed
int rezultat = 0
for each v in vrednosti:
rezultat += int(v)
Emit(kljuc , rezultat)
Kodni blok 4.1: Psevdo koda sˇtetja besed v dokumentih.
gledali celotno mnozˇico podatkov. Kose pa lahko obdelujemo paralelno in se
zato celotna obdelava pohitri. Porazdeljevanje bremena (angl. load balan-
cing) je tu bistvenega pomena. Idealen scenarij je, ko vsa vozliˇscˇa v grucˇi
opravljajo enako veliko dela, kar je enostavneje dosecˇi z manjˇsimi kosami
podatkov. Toda premajhni kosi lahko povzrocˇijo prevecˇ rezˇije in upocˇasnijo
obdelavo. Vecˇinoma je za velikost enega kosa dobra mera kar velikost HDFS
bloka (privzeto 128 MB). Hkrati je to tudi najvecˇja garantirana velikost po-
datkov shranjenih na enem vozliˇscˇu. Cˇe bi recimo vzeli dva bloka, se lahko
zgodi, da sta (vkljucˇno z kopijami) shranjena na dveh precej oddaljenih vo-
zliˇscˇih. V takem primeru bi tratili dragoceno pasovno sˇirino grucˇe, saj bi
blok prenasˇali preko omrezˇja. Opisano nacˇelo se imenuje optimizacija lokal-
nosti podatkov (angl. data locality optimization), o katerem smo govorili zˇe
pri YARN (zagon procesov na istih vozliˇscˇih kjer so podatki). Vmesni po-
datki, to so izhodi funkcije map, se ne zapisujejo v HDFS. Te vrednosti so le
zacˇasne in se ob koncˇanem reduce opravilu lahko zavrzˇejo. Repliciranje teh
podatkov v sistemu HDFS bi bila potrata, zato jih shranimo na lokalen disk
(ogrodje Spark za dodatno pohitritev vrednosti shrani v delovni pomnilnik).
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Pri opravilih reduce pa lokalnost ni mogocˇa. Vhodi zanje so izhodi od vseh
maperjev, ki pa so tipicˇno razporejeni po omrezˇju. Prav tako se izhod opra-
vila reduce zapiˇse v sistem HDFS za vecˇjo zanesljivost ohranjanja rezultata.
Sˇtevilo reducerjev ni pogojeno z velikostjo vhoda ampak ga lahko dolocˇimo.
Na sliki 4.5, lahko vidimo potek aplikacije pri dveh reducerjih. Maperji svoje
izhode porazdelijo na particije: vsak jih naredi toliko, koliko je reducerjev.
Particija lahko vsebuje veliko razlicˇnih kljucˇev, vendar se vse vrednosti za
dolocˇen kljucˇ vedno nahajajo v samo eni izmed particij. Particije se nato
porazdelijo po reducerjih v fazi imenovani shuﬄe. Ta faza je bolj komple-
ksna kot nakazuje slika in dolocˇanje parametrov zanjo lahko precej vpliva na
celoten cˇas izvajanja. Poseben primer je, ko nimamo reducerjev. Takrat za
rezultat vzamemo kar izhode maperjev in jih zapiˇsemo v HDFS.
Slika 4.5: Diagram poteka MapReduce pri dveh reduce opravilih. Vir: White
T., Hadoop: The Definitive Guide, Fourth Edition, stran 33
Prizadevamo si za cˇim manjˇso obremenitev omrezˇja, saj je pasovna sˇirina
dragocena. Za dodatno varcˇevanje z njo lahko definiramo tudi zdruzˇitvene
funkcije (angl. combiner functions). Te se klicˇejo med maperji in reducerji
in zmanjˇsujejo kolicˇino podatkov, ki se prenasˇajo med njimi. Razlozˇimo
koncept na primeru. Imamo podatke o meritvah temperaturev nekem kraju
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po posameznih letih. Zˇelimo najti najviˇsjo izmerjeno temperaturo za leto







Obicˇajno bi klicali reducer s seznamom vseh vrednosti:
(2016, [0, 20, 10, 25, 15])
Kar bi nam vrnilo izhod 25, saj je najviˇsja vrednost. Z uporabo zdruzˇitvene
funkcije bi, enako kot pri reducerju, iskali maksimum, vendar bi to storili zˇe
pri izhodih maperjev. Tako bi reducer dobil naslednji vhod:
(2016, [20, 25])
pri cˇemer sta 20 in 25 maksimuma pri obeh posameznih maperjih. Rezultat
je v tem primeru ostal enak, kar pa ne velja za vsak primer. Za primer lahko
bralec poskusi enak postopek za racˇunanje povprecˇne vrednosti. Prav tako ni
zagotovljeno kolikokrat se bo funkcija klicala. Lahko da samo enkrat, lahko
vecˇkrat, lahko pa da sploh ne. Zato je pomembno, da ne glede kolikokrat jo
klicˇemo, cˇe sploh, da preverimo, da reducer proizvede enak rezultat. Kljub
vsemu se zmanjˇsuje kolicˇina podatkov, ki se prenasˇa med maperji in reducerji
in samo iz tega vidika je vredno pretuhtati ali lahko uporabimo zdruzˇitveno
funkcijo.
4.4 Drugi projekti
Z leti se je razvilo vedno vecˇ projektov, ki razsˇirjajo zmozˇnosti Hadoopa. V
tem podpoglavju bomo na kratko opisali nekaj izmed njih, da dobimo obcˇutek
kaj vse Hadoop sˇe zmore. Seznam odprtokodnih projektov v povezavi s
Hadoopom je na voljo na spletnem naslovu hadoopecosystemtable.github.
io (nazadnje dostopano 25.10.2017).
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Apache Flume nudi mozˇnost, da v Hadoop vpeljemo podatkovne to-
kove. Vecˇinoma se uporablja za dnevniˇske datoteke, tipicˇen primer je zbira-
nje teh datotek iz spletnih strezˇnikov in ustvarjanje novih datotek primernih
za shrambo v HDFS. Proces je sestavljen iz izvirov, ponorov in kanalov. Do-
godki, ki se proizvajajo v izvirih, se shranjujejo v kanalu do dolocˇene mere
in se nato posredujejo ponoru, ki je ponavadi kar HDFS.
Apache Sqoop je odprtokodno orodje, ki omogocˇa pretvorbo strukturi-
ranih podatkov za obdelavo teh v okolju Hadoop. Pogosto so podatki shra-
njeni v relacijskih bazah in Sqoop omogocˇa, da tudi taksˇne podatke procesi-
ramo z MapReduce. Pridobljene rezultate lahko shrani tudi nazaj v prvotno
bazo, da so na voljo ostalim uporabnikom.
MapReduce omogocˇa, da definirate funkciji map in reduce, vendar morate
sami nato prilagoditi podatke, da ustrezajo temu postopku. Velikokrat je to
tezˇek izziv, zato Apache Pig vpelje bogatejˇse podatkovne strukture. Upora-
blja svoj jezik imenovan Pig Latin, ki deluje podobno kot SQL pri relacijskih
bazah. Uporablja pa sˇe svojo okolje za zagon Pig Latin programov, ki pa je
bodisi lokalno na virtualnem Java stroju bodisi v grucˇi Hadoop. Program v
tem jeziku je sestavljen iz vecˇ operacij in transformacij nad vhodnimi podatki.
Cˇe bi pogledali natancˇneje, bi videli, da Pig uporablja MapReduce opravila,
da izvede svoje operacije. Uporabniku je to skrito in se tako lahko osredotocˇi
na podatke ne pa na izvedbo. Celoten projekt je bil zasnovan tako, da je
razsˇirljiv. Vse operacije (nalaganje, shranjevanje, filtriranje, zdruzˇevanje ...)
lahko prilagodimo z uporabniˇskimi funkcijami. Slabost je, da v nekaterih
primerih deluje pocˇasneje kot aplikacije v MapReduce. Vsekakor pa pisanje
poizvedb v Pigu prihrani veliko cˇasa in je tudi enostavnejˇse.
Pri Facebooku so razvili ogrodje za podatkovno skladiˇscˇenje imenovano
Hive. Na zacˇetku so ga uporabljaji le interno, po nekaj mesecih pa so ga kot
uraden podprojekt Hadoopa odprli javnosti pod licenco Apache 2.0. Upora-
blja SQLu podoben jezik imenovan HiveQL. Tako lahko podatke shranjene
v HDFS analizirajo tudi uporabniki, ki so bolj vesˇcˇi jezika SQL kot pa Jave.
Seveda ta pristop ni uporaben vsepovsod (na primer pri kompleksnih algo-
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ritmih strojnega ucˇenja), vendar je sˇiroko poznan in se lahko uporabi pri
dolocˇenih analizah. Kot alternativo je potrebno omeniti Apache Impala,
ki nudi podobne funkcionalnosti.
Apache Spark je ogrodje za procesiranje podatkov na vecˇji ravni. Z
razliko prej opisanih ogrodij ta ne uporablja MapReduce za pogon aplikacije.
Je tesno povezan z Hadoopom: lahko tecˇe na YARN in uporablja HDFS.
Ima zmozˇnost, da obdrzˇi vecˇje kolicˇine podatkovnih mnozˇic v pomnilniku
med opravili. To lahko izkoristijo aplikacije, ki iterirajo na podatki (jih
klicˇejo znova in znova dokler ni izpolnjen ustavitveni pogoj) ali pa aplikacije
z interaktivno analizo, kjer uporabnik niza poizvedbe po podatkih. Nekateri
so mnenja, da je tudi uporabniˇska izkusˇnja boljˇsa kot pa pri MapReduce, saj
ima bogato izbiro programskih vmesnikov.
HBase je distribuirana stolpicˇno orientirana (angl. column-oriented)
baza zgrajena na osnovi HDFS. Uporablja se pri potrebi po pisanju in po-
izvedbah v realnem cˇasu po velikih podatkovnih mnozˇicah. Kljub veliko
resˇitvam za shranjevanje podatkov vecˇina ne podpira zelo velikega obsega
podatkov in porazdeljenosti. HBase resˇuje problem z lineranim skaliranjem,
torej dodajnjem vozliˇscˇ po potrebi. Ni relacijska baza in ne podpira SQL,
vendar lahko gostuje zelo velik obseg podatkov v redkih tabelah v grucˇi z
obicˇajno strezˇniˇsko opremo. Tipicˇen primer uporabe bi bila spletna tabela
(angl. webtable). Vsebuje zapise o spletnih straneh, katere brskajo tako ime-
novani web crawlers, ponavadi so kljucˇi kar spletni naslovi, med atribute pa
sodijo na primer jezik strani. Te tabele so precej velike in lahko dosezˇejo
milijardno sˇtevilo vrstic. Na njih se poganjajo MapReduce opravila, katera
racˇunajo statistike, dodajajo podatke za indeksiranje s strani spletnih br-
skalnikov ... Nakljucˇne vrstice ob nakljucˇnem cˇasu posodabljajo tudi prej
omenjeni web crawlers, zato je hitrost dostopa pomembna.
Zookeper resˇuje eno izmed tezˇav pri pisanju distribuiranih aplikacij,
ki je delna napaka sistema. Vzemimo primer, kjer si dve vozliˇscˇi posˇiljata
sporocˇilo in med procesom odpove omrezˇje. Posˇiljatelj ne ve ali je sporocˇilo
prispelo na cilj ali ne. Lahko da je pred napako priˇslo skozi, morda pa je sˇe
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poleg omrezˇja propadel tudi sprejemnikov proces. Cˇe posˇiljatelj zˇeli izvedeti,
mora ponovno vzpostaviti povezavo in sprejemnika vprasˇati. Zookeeper teh
napak ne odpravi , nudi pa orodja, da z njimi rokujemo. Med drugim se lahko
uporablja za porazdeljene vrste in izbiro voditelja med solezˇniki. Nudi visoko
razpolozˇljivost, sluzˇi pa lahko tudi kot posrednik med dvema procesoma, ki
drug o drugem ne vesta nicˇesar. Prav tako vsebuje odprtokodno knjizˇnico z
implementacijami pogosto uporabljenih koordinacijskih postopkov.
Nazadnje omenimo sˇe Hue (angl. Hadoop User Experience) od Clou-
dere, ki je odprtokoden in nudi spletni vmesnik za brskanje, poizvedovanje
in vizualizacijo podatkov in Apache Oozie, ki v grobem razvrsˇcˇa Hadoop
opravila.
4.5 Nasˇa postavitev
Za dokaz koncepta nasˇe platforme smo Hadoop tudi sami namestili na racˇu-
nalnik, v katerem ima na voljo dvojedrni procesor, 8 gigabajtov delovnega
pomnilnika in 1 terabajt velik trdi disk. Odlocˇevali smo se med distribuci-
jama, ki jih ponujata Cloudera in Hortonworks. Cloudera je podjetje, kate-
rega so ustanovili inzˇenirji iz podjetij Google, Yahoo!, Oracle in Facebook,
danes pa je pri njih zaposlen tudi zˇe omenjen Doug Cutting, ki je ustanovitelj
Hadoopa. Za svoje dosezˇke so prejeli zˇe veliko nagrad [12]. Pri CDH (angl.
The Cloudera distribution of Apache Hadoop) nam ponujajo (poleg osnov-
nih komponent Hadoopa seveda) tudi svoje produkte. Zaenkrat omenimo le
Cloudera Manager, ki nudi spletni uporabniˇski vmesnik za upravljanje po-
stavitev CDH grucˇ in pa Hue, ki je odlicˇen pri poizvedovanju po podatkih.
Na njihovi spletni strani si lahko prenesemo posnetek operacijskega sistema
ali Docker vsebnik, v katerem je zˇe skonfigurirana osnovna postavitev Hado-
opa 3. Ta ponudnik je odlicˇen za vse, ki bi radi preizkusili Hadoop z malo
napora pri postavitvi in uporabi. Zˇal pa za delovanje potrebuje malce boljˇso
3Spletni naslov za prenos: https://www.cloudera.com/downloads/quickstart_vms/
5-12.html
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opremo, kot pa je bila na voljo v nasˇem primeru. Tako da smo se odlocˇili za
ponudnika Hortonworks in njihov HDP (Hortonworks Data Platform), ki je v
bistvu distribucija Apache Hadoopa. Podjetje so ustanovili leta 2011 z (po-
leg ostalih) 24 inzˇenirji, ki so bili prisotni v prvotni ekipi za razvoj Hadoopa.
Tamkajˇsnji zaposleni so tudi znani po tem, da prispevajo najvecˇje delezˇe
k projektu. Medtem ko napredne opcije pri Clouderi zahtevajo placˇilo za
uporabo, je pri Hortonworks vsa funkcionalnost platforme na voljo zastonj.
Hortonworks se je torej usmeril v model odprte kode in razvoja, medtem ko
so pri Clouderi usmerjeni v komercialnost.
Na nasˇem strezˇniku tecˇe operacijski sistem Ubuntu 16.04. Za potrebe
HDP imamo namesˇcˇen Python (verzije 2.7.12) in Javo (verzije 8). Na kratko
bomo sˇe povzeli postopek za namestitev Apache Ambari, ki deluje kot upra-
vljalec grucˇe preko graficˇnega spletnega vmesnika, in nato namestitev kom-
ponent s pomocˇjo Ambarija. Podrobnejˇsa navodila so na voljo na spletni
strani za dokumentacijo Hortonworks platforme 4. Za namestitev kompo-
nent potrebuje Ambari dostop brez gesla do root racˇunov na posameznem
racˇunalniku v grucˇi. Da smo to dosegli, smo se prijavili kot uporabnik root
in dodali javni RSA kljucˇ v datoteko ∼.ssh/authorized keys. Preveriti je po-
trebno tudi, da so pravilno nastavljena domenska imena racˇunalnikov. Za
pravilno delovanje morajo biti odprta nekatera vrata v pozˇarnem zidu, ker
se gre le za demonstracijo, smo pozˇarni zid kar izklopili, saj ne dajemo pou-
darek na varnost. Na koncu smo sˇe izklopili SELinux, za kar smo uporabili
ukaz setenforce 0. V naslednjem koraku smo dodali Ambari apt repozitorij
in namestili paket ambari-server. Pred zagonom tega strezˇnika je potrebna
sˇe dodatna konfiguracija (preko ukaza ambari-server setup), vecˇ o tej je na-
pisano v prej omenjeni dokumentaciji Hortonworksa.
Ko so vsi zgoraj opisani koraki zakljucˇeni, lahko zazˇenemo Ambari strezˇnik
preko ukazne vrstice z ukazom ambari-server start. Sedaj lahko odpremo




spletni brskalnik in ga usmerimo na vrata 8080 na nasˇem strezˇniku. Odpre
se stran za prijavo, kjer vnesemo privzeto uporabniˇsko ime in geslo admi-
n/admin. Po prijavi lahko pricˇnemo z namestitvijo Hadoop grucˇe s klikom
na gumb Launch Install Wizard. Vnesemo ime grucˇe (mi smo izbrali Di-
ploma1), izberemo verzijo HDP (v cˇasu pisanja je bila na voljo 2.6.3.0), ko
nas povprasˇa po domenskih imenih racˇunalnikov v grucˇi vnesemo ime nasˇega
strezˇika (pri nas je bil na voljo le en racˇunalnik, pri pravi postavitvi se tukaj
vnese vecˇ imen). Potrebno je sˇe vnesti privatni kljucˇ racˇuna root, katerega
javni par smo prej shranili v datoteko, oziroma RSA kljucˇ od racˇuna, ki ima
pravico do izvedbe sudo ukazov brez potrebe po vnosu gesla. Nasˇa odlocˇitev,
da uporabimo kar racˇun root izhaja iz tega, da nismo namenili veliko cˇasa
varnosti sistema in je prakticˇno uporabiti zˇe racˇun, ki je predhodno namesˇcˇen
v sistem. Po nekaj korakih, ko je potrebno sˇe potrditi strezˇnike, pridemo do
izbire storitev, ki naj tecˇejo v nasˇi grucˇi. Tu smo se odlocˇili za minimalno
sˇtevilo teh, to so HDFS, Yarn (z MapReduce2), ZooKeeper, Ambari Metrics
in Smart Sense. Od teh sˇe nismo omenili Ambari Metrics in Smart Sense.
Prva je storitev, ki zbira raznorazne metrike v strezˇniˇskem okolju in nam jih
izpisuje preko graficˇnega vmesnika (recimo zasedenost pomnilnika). Smart
Sense pa je obvezna pri postavitvi in nam nudi hitro pridobivanje podatkov
(konfiguracijske parametre, metrike, dnevniˇske datoteke) o HDP storitvah.
Odvisno od storitve obstaja mozˇnost, da je v naslednjem koraku potrebno sˇe
dodatno konfigurirati kaksˇne parametre (recimo vnos gesel, ali pa vzpostaviti
povezavo do podatkovne baze). Uporabniku prijazno so vsi ti dodatni koraki
jasno oznacˇeni in kjer je bilo zahtevano smo te podatke sˇe izpolnili. Na sliki
4.6 je prikazan Ambari spletni vmesnik po koncˇani namestitvi, ki tecˇe na
nasˇem strezˇniku.
Tako smo priˇsli do nasˇe postavitve Hadoopa, ki nam tecˇe v nacˇinu enoj-
nega vozliˇscˇa, kar pomeni, da vse storitve tecˇejo le na enem strezˇniku. Da
se izognemo opozorilom, smo pri storitvi HDFS spremenili parameter mini-
malne replikacije blokov iz privzete vrednosti 3 na 1. Imamo namrecˇ le en
datanode in je potemtakem replikacija bloka na 3 vozliˇscˇa nemogocˇa. Prav
36 David Rubin
Slika 4.6: Spletni vmesnik za delo s Hadoop grucˇo, ki tecˇe na nasˇem strezˇniku.
Vir: lasten, 2018
tako pri delu z HDFS za lazˇjo preglednost uporabljamo svojega uporabnika,
katerega smo si ustvarili. Uporabili smo racˇun na operacijskem sistemu, ki
ima uporabniˇsko ime david. V okolju HDFS smo ustvarili mapo /user/david
in uporabniku david dodali pravice za upravljanje s to mapo. Ukaza, ki to
dosezˇeta, sta napisana v kodnem bloku 4.2. Cˇe povzamemo, imamo delujocˇo
Hadoop grucˇo enojnega vozliˇscˇa, dostop do spletnega vmesnika Ambari na
vratih 8080, kjer lahko upravljamo s to grucˇo in svojega uporabnika v HDFS,
ki bo imel v lasti podatke poslane iz prehoda.
$ sudo -u hdfs fs -mkdir /user/david
$ sudo -u hdfs fs -chown -R david /user/david
Kodni blok 4.2: Ukaza za dodajanje uporabnika david v HDFS
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4.5.1 Postavitev v oblak
Konceptualno smo nasˇo postavitev platforme razsˇirili sˇe tako, da smo jo iz-
postavili v oblak. Nakup nove strojne opreme, cˇe oziroma ko bi morali nasˇo
postavitev skalirati, bi prinesel veliko dodatnih strosˇkov, katere si kot posa-
mezniki navadno ne moremo privosˇcˇiti. Oblak nam nudi narocˇninski model
zakupa virov, kjer je strosˇek odvisen od uporabe virov skozi cˇas. Slednje
omogocˇa skalabilnost in zanesljivost in obcˇutno znizˇa zacˇetne strosˇke. Po
zˇelji lahko dodajamo vire, cˇe recimo izvajamo veliko MapReduce opravil, in
tudi odvzemamo vire, cˇe bi recimo le sprejemali in shranjevali zahtevke iz
naprav. Oblak prinasˇa tudi vecˇjo varnost in zanesljivost. Prednosti oblaka
so opisane tudi v cˇlanku [24], kjer je med drugim omenjeno tudi to, da so
se za oblak odlocˇili pri ameriˇski vesoljski agenciji NASA, ameriˇski vladi in
obvesˇcˇevalni sluzˇbi CIA.
Kot zˇe recˇeno bomo le omenili koncepte za to skaliranje, saj so po vecˇini
te storitve placˇljive. Raziskovanje vseh teh opcij pa je izven dosega te na-
loge. Kot prvo opcijo omenimo Cloudera Altus, ki je oblacˇna storitev, ki
omogocˇa uporabo njihove postavitve Hadoopa v oblaku. Uporablja se lahko
z Amazonovim oblakom (AWS). V grobem nudi vmesnik, ki preko vasˇega
AWS racˇuna ustvari, nadzira in tudi ugasne Hadoop grucˇo. Cˇe si zˇelimo
malce vecˇji nadzor in bogatejˇse funkcionalnosti, lahko pri istem ponudniku
uporabimo Cloudera Director. Ta nudi vmesnik, s katerim preidemo iz upra-
vljanja strojne opreme na upravljanje oblacˇnih instanc. Uporablja se ga
lahko z javnimi oblaki kot so Amazon Web Services (AWS), Microsoft Azure
in Google Cloud Platform (GCP). Podpira tudi delovanje tako imenovanega
hibridnega oblaka, kjer lahko del aplikacij ostane znotraj podjetja, del pa jih
lahko prenesemo v oblak. Pri podjetju Hortonworks pa imajo orodje imeno-
vano Cloudbreak, ki lahko njihovo postavitev Hadoopa izpostavi v oblak. Je
del njihove Hadoop Data Platforme in deluje preko vmesnika Apache Ambari.
Poleg javnih oblakov AWS, Microsoft Azure in GCP podpira tudi odprtoko-
den Openstack. Seveda je izbire sˇe ogromno, tudi ponudniki javnih oblacˇnih
storitev imajo svoje implementacije: Amazon nudi Amazon EMR, Google
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ima Cloud Dataproc, Microsoft Azure pa HDInsight.
Oblacˇna postavitev in izbira kolicˇine virov je zˇe precej obsezˇen problem pri
nacˇrtovanju postavitve Hadoopa. Odvisna je predvsem od primera uporabe,
kjer imamo ponavadi omejene financˇne vire, pa tudi vecˇje kolicˇine podat-
kov in posledicˇno vecˇje delovne obremenitve, kjer nam skalirana postavitev
omogocˇa hitrejˇse procesiranje podatkov. Za nas je zaenkrat dovolj en strezˇnik
in mozˇnost da v prihodnosti uporabimo oblak, cˇe bo po njem potreba.
Poglavje 5
Nivo prehoda
V tem poglavju bomo opisali nasˇo implementacijo nivoja za prehod podat-
kov iz senzorskih naprav v shrambo. Spisali smo spletni strezˇnik s pomocˇjo
NodeJS, ki usmerja podatke. Strezˇnik uporablja ogrodje Express. Knjizˇnica
morgan doda belezˇenje dogodkov in nam omogocˇa spremljanje dogajanja.
Knjizˇnica request pa nam poenostavi delo s HTTP zahtevki potrebnimi za
komunikacijo s HDFS. Na strezˇniku sta izpostavljena dva vira. Prvi je na
domacˇi lokaciji (pod ’/’ ) in vracˇa le tekstovni odziv, drugi pa se nahaja pod
’/data’ in sprejema POST zahtevke s podatki. Potrebno je omeniti, da ima
drugi vir 2 verziji, prva sprejema podatke v obliki seznama, torej predposta-
vlja, da se podatki predpomnijo na napravi, ki jih zbira, druga verzija pa
poslusˇa za posameznimi meritvami in jih zdruzˇi do priblizˇno 1.1 megabajta
velikosti, preden se shranijo v HDFS. Med testiranjem so se podatki spreje-
mali iz ene same naprave s povprecˇno hitrostjo treh zahtevkov na sekundo. S
podatkom o velikosti posameznega zahtevka (priblizˇno 100 bajtov) pridemo
do cˇasa med klici za shranjevanje datotek v HDFS, ki znasˇa eno uro. Za
procesiranje datotek je ponavadi bolje, da so te cˇim vecˇje, saj se nato ustvari
manj map opravil in je obremenitev manjˇsa. Velikost enega megabajta in
cˇas ene ure se nam je zdela dobro razmerje med cˇakanjem na podatke in
velikostjo shranjene datoteke. Vsi prej opisani viri so prikazani v tabeli 5.1.




/ GET Vracˇa tekstovni odziv, za testiranje ali
je prehod aktiven
/v1/data POST Shrani prejete podatke kot celoto v
HDFS
/v2/data POST Prejete podatke predpomni in jih
shrani v HDFS sˇele, ko prispe dolocˇeno
sˇtevilo klicev
Tabela 5.1: Tabela z viri, ki so na voljo na nasˇem prehodu
gnili na 64MB. Za shranjevanje v HDFS smo implementirali svoj standard
za poimenovanje datotek. Tako smo se odlocˇili, da uporabimo podmape, ki
nakazujejo leto, mesec, dan v mescu in uro, ime datoteke pa je cˇasovni po-
snetek trenutka, ko je bil prejet (primer: /2017/oct/13/15/ kot podmape in
2017 10 13 15 44 32 678Z kot ime datoteke). Cˇasovni posnetek pri imenu je
natancˇen do milisekunde, tako da teoreticˇno omogocˇa sprejemanje do 1000
zahtevkov na sekundo. S to potjo in imenom datoteke se nato klicˇe PUT
zahtevek preko WebHDFS programskega vmesnika na namenode. Ta nam
posreduje lokacijo ustreznega datanode vozliˇscˇa, ki je v nasˇi postavitvi eno
in edino, kamor nato podamo sˇe en PUT zahtevek in dokoncˇno shranimo
prejete podatke.
5.1 Skaliranje prehoda
Nasˇa trenutna resˇitev deluje, vendar jo uporablja le nekaj naprav. Da bi
ugotovili priblizˇno mejo, koliko naprav lahko prehod hkrati strezˇe, smo iz-
vedli obremenitveni test s posˇiljanjem zahtevkov na nasˇ prehod. Zahtevke
smo posˇiljali na vir, ki vracˇa tekstovni odziv (glej tabelo 5.1), uporabili pa
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smo program bombardier 1. Program je generiral milijon zahtevkov preko sto
petindvajset povezav. Na sliki 5.1 (A) lahko razberemo povprecˇno sˇtevilo
zahtevkov na sekundo, ki je okoli 6000. Za doseganje te meje bi prej se-
veda morali popraviti delovanje prehoda pri poimenovanju datotek, ker bi
lahko prihajalo do konfliktov pri shranjevanju datotek z enakim imenom. S
povecˇanjem naprav se priblizˇamo tej meji in jo seveda tudi lahko presezˇemo.
To pa pomeni, da se bodo nasˇe zahteve pricˇele izgubljati.
Slika 5.1: Zmogljivost prehoda postavljenega na starejˇsem strezˇniku (A) in
na zmogljivejˇsem prenosniku (B) Vir: lasten, 2018
Po privzetem vsi procesi znotraj NodeJS aplikacije tecˇejo v eni sami
niti. To pomeni, da uporabljamo le eno procesorsko jedro in se preostala
ne uporabljajo iz vidika aplikacije. Z NodeJS modulom imenovanim grucˇa
(angl. cluster 2) lahko v pogon spravimo tudi preostala jedra, za kar lahko
recˇemo, da je eden izmed nacˇinov skaliranja NodeJS aplikacije. Deluje po
principu gospodarja in suzˇnjev oziroma delovnih vozliˇscˇ (angl. worker no-
1Program bombardier je na voljo na naslovu https://github.com/codesenberg/
bombardier
2Dokumentacija za ta modul je na voljo na naslovu https://nodejs.org/api/
cluster.html
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des). Bolj podrobno koncepta ne bomo opisovali, razvidno pa je, da tudi tu
hitro dosezˇemo meje zmogljivosti pri enem samem strezˇniku. Problem ska-
liranja lahko resˇimo tako, da prehod postavimo na mocˇnejˇsi strezˇnik. Tako
smo pri nas prehod iz strezˇnika prestavili na bolj zmogljiv prenosnik. Kon-
cept se imenuje vertikalno skaliranje in iz primerjalnega testa zmogljivosti
na sliki 5.1 (B) ni razvidnih obetavnih rezultatov, saj smo mejo le dvignili
za nekaj tisocˇ naprav. Test je tekel preko localhost omrezˇja in je, enako
kot pri prejˇsnjem, poslal milijon zahtevkov preko sto petindvajset povezav.
Ostane nam sˇe koncept horizontalnega skaliranja, katerega bomo uporabili
tudi za nasˇ prehod. V grobem bomo uporabili vecˇ racˇunalnikov oziroma v
nasˇem primeru vecˇ vsebnikov (angl. containers). Zaradi pomanjkanja lastne
strojne opreme in strosˇkov zakupa le-te smo ta korak izvedli konceptualno.
Kot je sedaj zˇe v navadi, smo za resˇitev uporabili oblak. Precej eno-
staven nacˇin za to je, da uporabimo enega izmed ponudnikov PaaS (angl.
Platform as a Service), ki podpira NodeJS. Na taksˇnih platformah skrbimo
le za pisanje nasˇe aplikacije, procesi postavitve, izenacˇevanja obremenitve,
skaliranja in sˇe mnogi drugi so upravljani s strani ponudnika in za nas tako
rekocˇ nevidni. Taksˇni ponudniki so na primer AWS Elastic Beanstalk, Goo-
gle App Engine in Heroku. Za lazˇje razumevanje bomo na kratko razlozˇili
osnove, kako bi lahko uporabili IaaS (angl. Infrastructure as a Service) in si
zgradili svoj PaaS. Na sliki 5.2 je prikazana primerjava upravljanja virov pri
razlicˇnih stopnjah zakupa storitev. Nismo sˇe omenili SaaS (angl. Software
as a Service), kjer smo le uporabniki dolocˇene aplikacije. Kot primer taksˇne
storitve lahko vzamemo Dropbox, ki nudi oblacˇno shrambo za datoteke. Cˇe
se vrnemo nazaj na razliko med IaaS in PaaS, vidimo, da pri IaaS dobimo le
dostop do strezˇnikov in moramo sami poskrbeti za postavitev nasˇe aplikacije
nanje, za mozˇnosti skaliranja glede na uporabo, za nadzor samih procesov in
podobno.
Da smo vse to storili bolj ucˇinkovito, smo nasˇ enostaven prehod vkljucˇili
v vsebnik (angl. container). Vsebnik je lahek in samostojen paket program-
ske opreme, ki vsebuje vse, kar je potrebno za njegov zagon [7]. Povedano
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Slika 5.2: Primerjava upravljanja pri lastni strezˇniˇski arhitekturi, IaaS, PaaS
in SaaS Vir: bmc.com, 2018
drugacˇe, vsebnik z nasˇo programsko opremo lahko prenasˇamo med okolji (na
primer Windows in Linux) in bo deloval enako. V primerjavi z virtualnimi na-
pravami vsebniki porabijo manj prostora, znotraj enega operacijskega sistema
jih lahko tecˇe vecˇ in zagon enega vsebnika je skoraj takojˇsen [7]. Ko imamo
nasˇ prehod znotraj vsebnika, lahko uporabimo sistem za avtomatizirano po-
stavljanje, skaliranje in nadzor nad vsebniki. To nam nudi Kubernetes [16].
Poleg zaganjanja aplikacij nam nudi tudi nadzor zdravja aplikacij, tekocˇih
posodobitev, porazdeljevanje obremenitve, skratka nudi podobne funkcional-
nosti kot PaaS, pri cˇemer ohranimo zmozˇnosti IaaS. Seveda nam ne nudi
vsega kar bi dobili pri pravem PaaS, je pa zato precej prilagodljiv uporabni-
kovim zˇeljam [16]. Za delo s Kuberenetes uporabljamo objekte Kubernetes
API, s katerimi opiˇsemo zˇeleno stanje nasˇe grucˇe. Povemo kateri vsebniki naj
tecˇejo, kolikokrat naj bodo namnozˇeni, kateri viri jim naj bodo na voljo ...
Kubernetes Cluster Services nato upravljajo delovna vozliˇscˇa in poskrbijo, da
se stanje grucˇe prilagaja nasˇim zˇeljam. Posplosˇena arhitektura je prikazana
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na sliki 5.3. Kubernetes platforma je obsˇirna in bi si zasluzˇila svoje poglavje
za osnoven opis, ker pa to presega cilje te naloge, se bomo tu ustavili. Vecˇ o
samih konceptih Kubernetesa si lahko preberemo na njihovi spletni strani 3.
Slika 5.3: Posplosˇena arhitektura Kubernetesa. Vir: redhat.com, 2018
Za konceptno skaliranje nasˇega prehoda smo torej uporabili PaaS, saj
prikrije vecˇino procesov potrebnih za skaliranje aplikacije in je po nasˇem
mnenju bolj enostavno kot gradnja lastne infrastrukture. Prav tako za nasˇe
potrebe PaaS ponuja dovolj prilagodljivosti in ne najdemo pomanjkljivosti,
ki bi nam preprecˇevala njegovo uporabo. V dolocˇenih primerih pa se lahko
zgodi, da PaaS omejuje razvijalca. Takrat se lahko obrnemo na platforme,
kot je Kubernetes.





V tem poglavju bomo predstavili sˇe cˇetrti nivo, ki se nanasˇa na upravljanje
s podatki. Sestavljen je iz primera MapReduce programa in vizualizacije
podatkov zbranih preko nasˇe platforme. Z MapReduce programom zˇelimo
poracˇunati povprecˇne temperature na vsake pol ure za merjeno obdobje.
Rezultate programa lahko nato nazorno prikazˇemo v obliki stolpicˇnega di-
agrama 1. V drugem delu pa bomo vizualizirali podatke z grafi in primeri
shranjenih podatkov za vse tri naprave prikljucˇene v nasˇo platformo.
Na voljo imamo podatke nasˇe vremenske postaje za obdobje od 12. do 15.
decembra leta 2017, kar je okoli 160.000 meritev temperature. Zˇelimo si na-
zoren graf, s katerega lahko razberemo povprecˇno temperaturo za vsako polo-
vico ure. Problem bi radi resˇili s pomocˇjo programskega modela MapReduce.
Za MapReduce program smo uporabili orodje Maven in urejevalnik IntelliJ.
V meniju urejevalnika smo izbrali nov Maven projekt, obkljukali Create from
archetype in na seznamu izbrali maven-archetype-quickstart. Pod GroupId
smo vpisali com.david.hadoop in pod ArtifactId smo vnesli average-temp.
1Podoben diagram za urne vrednosti temperatur imajo tudi na spletni strani mete-




Ime projekta je AverageTemp (anglesˇka okrajˇsava za povprecˇna tempera-
tura). Vhodni podatki so JSON datoteke v sistemu HDFS. Na sliki 6.1 so
podatki senzorja DS18B20 in BMP180, ki sta merila temperaturo, zracˇni tlak
in nadmorsko viˇsino, po katerih smo oblikovali svoj Java objekt. Imenovali
smo ga RaspberryPiDataType. Vsebuje identifikator naprave in seznam meri-
tev senzorjev. Seznam smo poimenovali RaspberryPiData in vsebuje cˇasovni
posnetek dogodka, ime senzorja in do tri vrednosti za ta senzor.
Slika 6.1: Izsek iz datoteke s podatki vremenske postaje po kateri smo mo-
delirali Java objekt. Vir: lasten, 2018
V nadaljnjem koraku pa smo se lotili pisanja map in reduce funkcij, zato
smo dodali novo odvisnost v datoteko pom.xml na hadoop-client, ki vsebuje
osnovne funkcije za pisanje MapReduce programov. V cˇasu pisanja smo
uporabljali verzijo 2.9.0. Za boljˇso preglednost bomo v nadaljevanju name-
sto org.apache.hadoop pisali kar hadoop. Ustvarili smo nov razred imenovan
AverageTemp, ki razsˇirja hadoop.conf.Configured in implementira vmesnik
hadoop.util.Tool. Na sliki 6.2 je prikazan objektni diagram nad strukturo
programa (razredi in funkcije, ki ga sestavljajo).
Znotraj razreda smo ustvarili sˇe razred Map, ki razsˇirja razred hadoop.-
mapreduce.Mapper in sprejme sˇtiri argumente. Vsi so podatkovni tipi in to
Diplomska naloga 47
void map(LongWritable key, Text value, 
 Context context) { ... };
void reduce(Text key, Iterable<DoubleWritable> values,
  Context context) { ... };
Map extends Mapper<LongWritable, Text, Text, DoubleWritable>
Reduce extends Reducer<Text, DoubleWritable, Text, DoubleWritable>
void main(String[] args) { ... };
int run(String[] args) { ... };
AverageTemp extends Configured implements Tool
Slika 6.2: Objektni diagram nasˇega MapReduce programa. Vir: lasten, 2018
za vhodni kljucˇ, vhodno vrednost, izhodni kljucˇ in izhodno vrednost. Ra-
zred zahteva, da so ti tipi iz razreda hadoop.io, zato so, cˇe jih zapiˇsemo
po vrsti, LongWritable, Text, zopet Text in DoubleWritable. Zatem smo
prepisali metodo map, ki sprejme LongWritable kljucˇ, Text vrednost in ha-
doop.mapreduce.Mapper.Context kontekst. Za deserializacijo smo uporabili
GSON, ki omogocˇa, da poskusimo vhodno datoteko pretvoriti v nasˇ razred
RaspberryPiDataType. V primeru, da se prozˇi izjema JsonSyntaxException,
vse nadaljnje korake preskocˇimo, saj nam izjema pove, da JSON v dato-
teki ne ustreza nasˇemu Java objektu, torej ne izvira iz vremenske postaje.
V primeru, da deserializacija uspe, se z for zanko sprehodimo po posame-
znih meritvah, preverimo ime senzorja pri meritvi in cˇe se ujema z nasˇim,
prozˇimo nov context.write() s kljucˇem, za katerega smo se odlocˇili, da bo
enolicˇno dolocˇal polovico ure v cˇasu meritev in seveda z vrednostjo v tistem
cˇasu. Za primer vzemimo vhodno dvojico meritve s cˇasom 19:33:45 in vre-
dnostjo temperature 19.270 stopinj Celzija. Izhod v tem primeru je cˇasovni
posnetek za cˇas 19:30:00 in vrednost 19.270.
Podobno kot razred Map smo ustvarili sˇe razred Reduce z argumenti tipa
Text, DoubleWritable in sˇe enkrat Text in DoubleWritable. Ti argumenti
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nam kazˇejo, da so vhodi metode enaki kot nasˇi izhodi. Sprejemamo teks-
tovni kljucˇ (cˇasovni posnetek kreiran malce viˇsje) in vse sˇtevilcˇne vrednosti
temperature za ta kljucˇ. Prepisali smo metodo reduce, ki pri nas sprejme
kljucˇ tipa Text, vrednosti tipa Iterable<DoubleWritable> in kontekst tipa
hadoop.mapreduce.Reducer.Context. V metodi se sprehodimo po vseh vre-
dnostih, jih sesˇtejemo, na koncu pa prozˇimo sˇe context.write(cˇas, new Dou-
bleWritable(sesˇtevek / dolˇzinaSeznama). Cˇasovni posnetek smo pretvorili iz
sekund v uporabniku bolj prijazen format za izpis.
Pri konfiguraciji za zagon nasˇega programa smo uporabili prej omenjeni
razred Configured in vmesnik Tool. V metodi main klicˇemo metodo ha-
doop.util.ToolRunner.run, ki sprejme 3 argumente. Prvi je konfiguracija
tipa hadoop.conf.Configuration, ki je pri nas kar nova (new Configuration()).
Drugi je orodje, kar je nasˇ razred AverageTemp, tretji pa se uporablja za
prenos argumentov iz metode main v metodo run. Znotraj razreda Average-
Temp smo prepisali metodo run in v njej ustvarili nov hadoop.mapreduce.Job
z imenom
”
povprecˇna temperatura“. Podali smo sˇe razrede, ki predstavaljajo
vhodne in izhodne podatke, pot do vhodnih datotek, pot do izhodne dato-
teke in povezali razrede za map in reduce. Na koncu smo opravilo pognali
z job.waitForCompletion(true), kar v osnovi pomeni, da program pocˇaka, da
se opravilo izvede in sproti izpisuje dogajanje na zaslon.
Za zagon tega programa smo s pomocˇjo orodja Maven generirali JAR
datoteko. Za ta korak smo v pom.xml definirali maven-compiler-plugin. Z
ukazom mvn clean install v mapi projekta smo ustvarili novo datoteko z ime-
nom average-temp-1.0.SNAPSHOT.jar. Datoteko smo prenesli na strezˇnik,
kjer tecˇe Hadoop in pognali sˇe ukaz, ki program doda v vrsto za izvedbo:
programu hadoop povemo, da zˇelimo pognati JAR, mu podamo pot do te
JAR datoteke, glavni razred znotraj datoteke, nato pa sˇe argumente za me-
todo main znotraj razreda. Ukaz, ki vse to izvede za nasˇ primer, je sledecˇi:
hadoop jar average-temp-1.0-SNAPSHOT.jar com.david.hadoop.AverageTemp
/user/david/2017/dec/*/* /user/david/average temp/output
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Prva pot predstavlja vhod in pomeni, da naj pregleda vse podmape dni v
decembru leta 2017 in pregleda vse podmape ur posameznega dneva. Druga
pot pa je izhodna mapa, kamor se bo ustvarila datoteka z izhodnimi vre-






ki prikazujejo povprecˇne temperature 14.12.2017 v cˇasovnem obdobju od
14:00 do 15:30. S pomocˇjo te datoteke lahko sedaj ustvarimo sˇe stolpicˇni
diagram, izsek katerega je prikazan na sliki 6.3.
Slika 6.3: Izsek povprecˇnih temperatur za obdobje od 14. do 15. decembra
2017. Posamezen stolpec predstavlja polovico ure. Vir: lasten, 2018
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6.1 Vizualizacija
Za vse naprave, ki so nam bile na voljo, smo preverili, ali so podatki, ki so
se pridobili preko njih, na voljo za obdelavo. Za dokaz tega smo te podatke
vizualizirali s pomocˇjo Python knjizˇnice matplotlib. Za vsako izmed naprav
smo spisali program, ki se sprehaja po datotekah shranjenih v HDFS, jih
prebere in ugotovi kateri napravi pripada. Datoteke naprave Raspberry Pi
smo locˇili kar po strukturi JSON, saj je v njih objekt, medtem ko so v
datotekah za Arduino in Android JSON seznami. Slednja lahko locˇimo po
enolicˇnem identifikatorju, katerega smo zasnovali tako, da se lahko razbere
tudi vrsta naprave. V grafih je na abscisni osi vedno cˇas, na ordinatni osi pa
so vrednosti senzorjev.
6.1.1 Vremenska postaja
Za izris grafov pri vremenski postaji smo zaradi velike kolicˇine podatkov
in posledicˇno visoke obremenitve nad knjizˇnico matplotlib vzeli le vsako 50.
vrednost. Na sliki 6.4 lahko vidimo graf narejen iz podatkov temperature,
katere smo uporabili za prej opisani MapReduce program. Na istem grafu so
zabelezˇene sˇe vrednosti vlage in temperature senzorja DHT22 za isto cˇasovno
obdobje. Na sliki 6.5 pa je na voljo sˇe graf nad podatki zracˇnega tlaka, ki se
je meril v istem obdobju.
6.1.2 Rastlina, ki se zaliva sama
V zacˇetku februarja leta 2018 smo tudi zbirali podatke o rastlini, katera je
opisana v poglavju 3.1. Primer strukture prebranega podatka je na sliki 6.6.
Na sliki 6.7 so prikazane vrednosti iz obeh senzorjev vlage. Vlaga je bila
na zacˇetku nizka, kar senzor prikazˇe z visokimi vrednostmi. Bralec z ostrim
ocˇesom bo morda opazil nenaden padec vrednosti vlage, ki se je zgodil med 2.
in 3. februarjem. Razlog tega padca vrednosti je posˇkodba, ki se je pripetila
zˇe nekoliko prej na enem izmed senzorjev. Nasˇli smo prekinjeno povezavo
do senzorja, resˇitev pa je bila menjava modula senzorja v zemlji. Preven-
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Slika 6.4: Vrednosti temperature in vlage prebrane na RaspberryPi. Vir:
lasten, 2018
tivno smo preverili tudi drugi senzor, ki je bil neposˇkodovan. Pri ponovni
namestitvi senzorjev v zemljo so se nekoliko zamaknile prvotne pozicije teh
in posledica tega je prikazan padec v vrednosti vlage. Pri grafu vrednosti
fotocelice na sliki 6.8 se lepo vidijo razlike med dnevom in nocˇjo, pri cˇemer
visoke vrednosti predstavljajo vecˇ svetlobe oziroma dan. Seveda pa so se
tudi tukaj pojavile tezˇave. Na zacˇetku so listi obcˇasno zakrivali senzor, umik
slednjih pa je povzrocˇil nenaden poskok vrednosti svetlobe, ki ga na grafu
opazimo dvakrat med 1. in 3. februarjem. Med nocˇnim cˇasom pa prav
tako opazimo poskoke v vrednosti svetlobe. Razlog teh pa je lucˇ, ki je bila
prizˇgana v sobi. Iz obeh grafov so razvidna tudi obdobja, kjer vrednosti
bodisi manjkajo bodisi odstopajo od ostalih vrednosti. Eden izmed razlogov
je izpad omrezˇja, ki se je pripetil med 6. in 7. februarjem. Med podatki smo
pa opazili tudi popacˇenost kljucˇev in vrednosti, za katere domnevamo da so
se zgodili pri serijski komunikaciji med Arduinom in ESP8266 (na primer na-
mesto pricˇakovanega kljucˇa timestamp se je shranila vrednost timesTamp).
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Slika 6.5: Vrednosti zracˇnega tlaka prebranega na RaspberryPi. Vir: lasten,
2018
Slika 6.6: Primer shranjenega podatka o vlagi zemlje pri rastlini. Vir: lasten,
2018
6.1.3 Mobilna aplikacija
Podatke pa smo zbirali tudi na nasˇi mobilni aplikaciji. Za raznolikost med
zbranimi podatki je bilo napravo z aplikacijo potrebno uporabljati, tako da
je cˇasovni interval nad zbranimi podatki tukaj manjˇsi kot pa pri prejˇsnjih
napravah. Primer shranjenega podatka meritve pospesˇkometra je prikazan
na sliki 6.9. Graf nad podatki pospesˇkometra je prikazan na sliki 6.10. Malo
pred 11. uro dopoldan smo aplikacijo vkljucˇili in jo postavili na mizo za
dolocˇevanje zacˇetnih vrednosti pri mirovanju. Nato smo v intervalih po de-
set minut menjavali med fizicˇnimi aktivnostmi in mirovanjem. Prvi interval
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Slika 6.7: Vrednosti vlage v zgornjih 5 cm zemlje prebrane na nasˇi rastlini.
Vir: lasten, 2018
Slika 6.8: Vrednosti fotocelice prebrane v blizˇini nasˇe rastline. Vir: lasten,
2018
smo hodili po hiˇsi z napravo v roki, kar se na grafu okoli 11. ure vidi kot
sprememba vrednosti v pospesˇkih. Nato je sledilo deset minut mirovanja,
pri cˇemer je naprava lezˇala na mizi. Naslednjih deset minut smo napravo
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nosili s sabo v hlacˇnem zˇepu, kar se na grafu zopet vidi kot sprememba v
vrednostih pospesˇka. Po sˇe enem deset minutnem premoru smo telefon no-
sili s sabo v oprsnem zˇepu na srajci. Proti koncu, okoli deset minut pred
opoldnevom, smo z napravo v zˇepu sˇe sedeli na stolu in opravljali delo za
racˇunalnikom. V istem obdobju smo merili sˇe vrednosti barometra, ki je
bil na voljo na napravi. Graf nad temi podatki je prikazan na sliki 6.11.
Tukaj lahko vecˇkrat opazimo poskok v vrednosti tlaka. Razlog za to je pre-
prost. Kot smo zˇe omenili, se je v cˇasu zbiranja podatkov naprava premikala
po hiˇsi, kar je vkljucˇevalo tudi premikanje med posameznimi nadstropji. S
taksˇno spremembo nadmorske viˇsine se je spremenila tudi vrednost zracˇnega
tlaka. S temi podatki in s podatki o temperaturi in zracˇnem tlaku v Kopru
istega dne ob istem cˇasu 2 lahko poracˇunamo viˇsinsko razliko, ki je pri nas
znesla okoli pet do sˇest metrov. Vrednost nakazuje na razliko v viˇsini treh
nadstropij, kar pa se sklada z dejanskimi dogodki.
Slika 6.9: Primer shranjenega podatka o meritvi pospesˇkometra. Vir: lasten,
2018
2Podatki so vzeti iz spletne strani http://193.95.233.105/econova1/Html/Urne_02.
aspx?mesto=Koper. Vzeli smo temperaturo zraka 6.7 ◦C in zracˇni tlak 1007.2 kPa
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Slika 6.10: Vrednosti pospesˇkometra pridobljene preko nasˇe mobilne aplika-
cije. Vir: lasten, 2018





Zˇivimo v cˇasu, ko je relativno lahko zbirati podatke o nekem okolju. Pro-
blem, ki pri tem lahko nastane, je obvladovanje nekega sistema, kjer kolicˇina
podatkov presezˇe dolocˇene vrednosti in si s tradicionalnimi resˇitvami relacij-
skih podatkovnih baz ne moremo vecˇ pomagati. Kot resˇitev tega problema,
smo v tem delu zasnovali platformo, ki deluje po principih uporabljenih pri
obvladovanju velike kolicˇine podatkov. Za demonstracijo delovanja smo raz-
vili tudi nekaj primerov aplikacij za zbiranje podatkov v razlicˇnih okoljih.
Strezˇnik, na katerem je tekel Hadoop smo preko prehoda povezali s temi
”
zbiratelji podatkov“ in tudi graficˇno prikazali nekaj izmed zbranih vredno-
sti. Za strezˇniˇski del (postavitev Hadoopa in prehod za podatke) smo tudi
konceptualno opisali, kako se lahko skalira in uporabi za tisocˇe naprav, ki
generirajo podatke. Prikazali smo tudi primer programa spisanega po pro-
gramskem modelu MapReduce, ki se uporablja za porazdeljeno procesiranje
podatkov. Del podatkov iz nasˇih primerov senzorskih naprav smo tudi vizu-
alizirali in priˇsli do nekaj ugotovitev. Pri namesˇcˇanju senzorja svetlobe na
rastlino je potrebno paziti, da listi ne morejo prekriti senzorja in povzrocˇiti
napacˇne vrednosti. Na isti senzor lahko tudi vpliva umetni vir svetlobe, kot
je lucˇ v vecˇernem cˇasu. Pri vremenski postaji smo ugotovili, da temperatura
v sobi niha med 19.5 in 23 stopinj Celzija, na mobilni aplikaciji pa smo s
pomocˇjo vgrajenega barometra lahko poracˇunali priblizˇno viˇsinsko razliko,
57
58 David Rubin
ki jo je uporabnik premagal med zbiranjem podatkov.
Za Hadoop, ki se uporablja pri velikih podatkih, bi na prvi pogled rekli,
da je za demonstracijo njegove uporabe potrebna draga grucˇa racˇunalnikov.
V tem delu smo prikazali, da temu ni tako, saj smo delujocˇo postavitev imeli
na precej starem racˇunalniku. Seveda je to dalecˇ od zmogljivosti prave po-
stavitve Hadoop platforme z vecˇ tisocˇ vozliˇscˇi, smo pa sistem zasnovali tako,
da bi moral delovati tudi na taksˇnih razsezˇnostih. Ugotovili smo tudi, da so
tehnologije za obvladovanje velikih podatkov lahko dostopne, nekatere tudi
odprtokodne. Tezˇava je v tem, da za izrabo prednosti, ki jih taksˇne tehnolo-
gije prinesejo, potrebujemo veliko strezˇniˇske opreme. Tako menimo, da je v
vecˇini primerov, ko si zˇelimo porazdeljeno procesiranje nad podatki, ceneje
koristiti ponudnike Hadoop storitve, kot pa kupiti in postaviti lastno grucˇo
strezˇnikov. Cˇe je nekomu, ki procesira veliko podatkov, na voljo uporaba
grucˇe racˇunalnikov, bi mu vsekakor predlagali tudi MapReduce programski
model. Kot argument za uporabo naj sˇe enkrat omenimo, da jim je zˇe pred
kar nekaj leti uspelo razvrstiti 1 terabajt podatkov v skoraj minuti [19].
Za vse nadaljnje korake pri razvoju nasˇe platforme bi namesto konceptu-
alnih skaliranj morali vpeljati dejanske implementacije teh. Kot zacˇetek bi
potrebovali veliko vecˇ naprav, ki generirajo podatke. S sˇtevilom teh naprav
bi lahko zasnovali obseg grucˇe v Hadoop platformi, katero bi najverjetneje
imeli postavljeno kar pri enem izmed ponudnikov oblacˇnih storitev. S ska-
liranjem naprav in Hadoop grucˇe bi nato sledilo sˇe nadgrajevanje prehoda,
pri katerem bi se gotovo pojavile tezˇave zaradi vecˇjega sˇtevila zahtevkov
na cˇasovno enoto. V taksˇnem scenariju bi se nam postavila vprasˇanja o
obsegu strezˇnikov v Hadoop grucˇi, o zmogljivosti posameznega strezˇnika, o
ucˇinkovitosti prehoda, o strosˇkih in o varnosti platforme.
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