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ORTHOGONAL POLYNOMIALS OF SEVERAL VARIABLES
YUAN XU
Abstract. This is Chapter 2 for Volume 2, entitled Multivariable special func-
tions, of the Askey-Bateman project. We provide an overview of the basic
results on orthogonal polynomials of several variables. After a short introduc-
tion on general properties, the main text concentrates on specific systems of
orthogonal polynomials in two and more variables that correspond to, or are
generalizations of, classical orthogonal polynomials of one variable.
Contents
1. Introduction 2
2. General properties of orthogonal polynomials of several variables 3
2.1. Moments and orthogonal polynomials 4
2.2. Three term relations 6
2.3. Zeros of orthogonal polynomials of several variables 8
2.4. Reproducing kernel and Fourier orthogonal expansion 10
3. Orthogonal polynomials of two variables 11
3.1. Product orthogonal polynomials 11
3.2. Orthogonal polynomial on the unit disk 12
3.3. Orthogonal polynomials on the triangle 14
3.4. Differential equations and orthogonal polynomials of two variables 15
3.5. Orthogonal polynomials in complex variables 16
3.6. Jacobi polynomials associated with root system and related orthogonal
polynomials 17
3.7. Methods of constructing orthogonal polynomials of two variables from
one variable 20
3.8. Other orthogonal polynomials of two variables 21
4. Spherical harmonics 22
4.1. Ordinary spherical harmonics 23
4.2. h-harmonics for product weight functions on the sphere 25
5. Classical orthogonal polynomials of several variables 27
5.1. Classical orthogonal polynomials on the unit ball 27
5.2. Classical orthogonal polynomials on the simplex 30
5.3. Hermite polynomials of several variables 32
5.4. Laguere and generalized Hermite polynomials 33
5.5. Jacobi polynomials of several variables 34
6. Relation between orthogonal polynomials on regular domains 34
6.1. Orthogonal polynomials on the sphere and on the ball 34
6.2. Orthogonal polynomials on the ball and on the simplex 36
Date: January 11, 2017.
The author was supported in part by NSF Grant DMS-1510296.
1
ar
X
iv
:1
70
1.
02
70
9v
1 
 [m
ath
.C
A]
  1
0 J
an
 20
17
2 YUAN XU
6.3. Limit relations 37
7. Orthogonal expansions and summability 37
8. Discrete orthogonal polynomials of several variables 38
8.1. Classical discrete orthogonal polynomials 39
8.2. Product orthogonal polynomials 42
8.3. Further results on discrete orthogonal polynomials 43
9. Other orthogonal polynomials of several variables 44
9.1. Orthogonal polynomials from symmetric functions 44
9.2. Orthogonal polynomials of Ad type 45
9.3. Sobolev orthogonal polynomials 46
9.4. Orthogonal polynomials with additional point mass 47
9.5. Orthogonal polynomials for radial weight functions 48
References 48
1. Introduction
Polynomials of d-variables are indexed by the set Nd0 of multi-indices. The
standard multi-index notations will be used throughout this chapter. For α =
(α1, . . . , αd) ∈ Nd0 and x = (x1, . . . , xd), a monomial xα is defined by xα =
xα11 . . . x
αd
d . The number |α| = α1 + · · · + αd is called the (total) degree of xα.
The space of homogeneous polynomials of degree n is denoted by
Pdn := span{xα : |α| = n, α ∈ Nd0}
and the space of polynomials of degree at most n is denoted by
Πdn := span{xα : |α| ≤ n, α ∈ Nd0}.
Evidently, Πdn is a direct sum of Pdk for k = 0, 1, . . . , n. Furthermore,
(1.1) dimPdn =
(
n+ d− 1
n
)
and dim Πdn =
(
n+ d
n
)
.
Let 〈·, ·〉 be an inner product defined on the space of polynomials of d-variables.
An example of the inner product is given by
〈f, g〉µ =
∫
Rd
f(x)g(x)dµ(x),
where dµ is a positive Borel measure on Rd such that the integral is well defined on
polynomials. A polynomial P ∈ Πdn is an orthogonal polynomial of degree n with
respect to 〈·, ·〉 if
(1.2) 〈P,Q〉 = 0, ∀Q ∈ Πd with degQ < degP.
It means that P is orthogonal to all polynomials of lower degrees, but it may not
be orthogonal to other polynomials of the same degree.
Given an inner product, we can assign to the set {xα : α ∈ Nd0} a linear order
and apply the Gram-Schmidt orthogonalization process to generate a sequence of
orthogonal polynomials. In contrast to d = 1, however, there is no obvious natural
order among monomials when d > 1. There are instead many well defined orders.
One example is given by the following:
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Graded lexicographic order. xα  xβ if |α| > |β| or if |α| = |β| and the first nonzero
entry in the difference α− β is positive.
The graded lexicographic order respects the degree of polynomials; that is, lower
order monomials precede higher order ones. In general, different orderings will
lead to different orthogonal systems. Consequently, orthogonal polynomials of sev-
eral variables are not unique. Moreover, any system of orthogonal polynomials
obtained by an ordering of the monomials is necessarily unsymmetric in the vari-
ables x1, . . . , xd. These were recognized as the essential difficulties in the study of
orthogonal polynomials in several variables in [33, Chapt. XII], which contains a
rather comprehensive account of the results up to 1950.
Let Vdn be the space of orthogonal polynomials of degree n, that is,
(1.3) Vdn :=
{
P ∈ Πdn : 〈P,Q〉 = 0, ∀Q ∈ Πdn−1
}
.
If µ is supported on a set Ω that has a nonempty interior, then the dimension
of Vdn is the same as that of Pdn. A sequence of polynomials {Pα} ∈ Vdn is called
orthonormal, if 〈Pα, Pβ〉 = 0 whenever α 6= β, and 〈Pα, Pα〉 = 1. The space Vdn can
have many different bases and a basis does not have to be orthogonal. One way to
extend the theory of orthogonal polynomials of one variable to several variables is to
state the results in terms of Vd0 ,Vd1 , . . . ,Vdn, . . . rather than in terms of a particular
basis in each Vdn.
This point of view will be prominent in our next section, which contains a brief
account on the general properties of the orthogonal polynomials of several variables,
mostly developed in the last two decades. In the later sections of this chapter, we
will discuss in more details specific systems of orthogonal polynomials in two and
more variables that correspond to, or are generalizations of, the classical orthogonal
polynomials of one variable. Most of these systems are of separate type, by which
we mean that a basis of orthogonal polynomials can be expressed as products in
some separation of variables in terms of classical orthogonal polynomials.
There are many points of contact with other chapters of this volume. Some
of the orthogonal polynomials will be given in terms of Lauricella hypergeomet-
ric functions in Chapter 3. Orthogonal polynomials associated to weight function
invariant under a reflection group are addressed in Chapter 7. Orthogonal polyno-
mials in terms of hypergeometric functions associated with root systems are treated
in Chapter 8. q-orthogonal polynomials of several variables are discussed in Chapter
9.
2. General properties of orthogonal polynomials of several
variables
The general properties of orthogonal polynomials of several variables were stud-
ied as early as in [54]. Most earlier studies dealt with two variables, see references
in [33, 101]. The presentation below follows [28]. It deals with the case that
dimVdn = dimPdn =
(
n+ d− 1
n
)
:= rdn,
which is almost always the case in this chapter, apart from some exceptional cases
in Section 8.
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2.1. Moments and orthogonal polynomials. Associated with each multi-sequence
s : Nd0 7→ R, s = (sα)α∈Nd0 , we can define a linear functional L, called moment func-
tional, by
L(xα) = sα, α ∈ Nd0.
A polynomial P ∈ Πdn is called orthogonal with respect to L if it is orthogonal with
respect to the bilinear form 〈f, g〉 = L(fg) but not necessarily a positive definite
inner product.
For each n ∈ N0 let xn denote the column vector
xn := (xα)|α|=n = (xαj )
rdn
j=1,
where α1, α2, . . . , αrdn , r
d
n = dimPdn, is the arrangement of the elements in {α ∈
Nd0 : |α| = n} according to the lexicographical order. For k, j ∈ N0 define a vector
of moments sk and a matrix of moments sk,j by
(2.1) sk := L(xk) and s{k}+{j} := L(xk(xj)tr).
By definition, s{k}+{j} is a matrix of size rdk × rdj , its elements are sα+β for |α| = k
and |β| = j. Finally, for each n ∈ N0, we define a moment matrix of total degree n
by using s{k}+{j} as its building blocks,
(2.2) Mn,d :=
(
s{k}+{j}
)n
k,j=0
and ∆n,d := detMn,d.
The elements of Mn,d are sα+β for |α| ≤ n and |β| ≤ n.
Theorem 2.1. Let L be a moment functional. A system of orthogonal polynomials
in d-variables exists uniquely if and only if ∆n,d 6= 0 for all n ∈ N0.
When orthogonal polynomials exist uniquely, they can be expressed in terms of
moments L as follows. For α ∈ Nd0 we denote by sk,α the column vector sα,k :=
L(xαxk); in particular, sα,0 = sα.
Theorem 2.2. For |α| = n, the polynomials
(2.3) Pnα (x) :=
1
∆n−1,d
det

Mn−1,d
sα,0
sα,1
...
sα,n−1
1,xtr . . . (xn−1)tr xα

are orthogonal polynomials with respect to L and form a basis for Vdn.
The polynomials Pnα are monic orthogonal polynomials, since they satisfy
Pnα (x) = x
α +Qn−1(x), Qn−1 ∈ Πdn−1.
Their existence is prior to Theorem 2.2 by the Gram-Schmidt algorithm.
If L(p2) > 0 whenever p is a nonzero polynomial, then L is called positive
definite. If L is a positive definite linear functional, then it defines an inner product
via 〈f, g〉 = L(fg) and orthogonal polynomials exist.
Theorem 2.3. If L is positive definite, then ∆n,d > 0 for all n ∈ N0. Moreover,
there exists a basis of orthonormal polynomials with respect to L.
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For a sequence of polynomials {Pα : |α| = n}, we denote by Pn the polynomial
(column) vector
(2.4) Pn := (Pnα )|α|=n = (Pnα(1) , . . . , P
n
α(rn))
tr,
where α(1), . . . , α(rn) is the arrangement of elements in {α ∈ Nd0 : |α| = n} according
to a fixed monomial order. We also regard Pn as a set of polynomials {Pnα : |α| = n}.
Many properties of orthogonal polynomials of several variables can be expressed
more compactly in Pn. For example, {Pα : α ∈ Nd0} is orthonormal with respect to
〈·, ·〉 can be written as
〈Pn,Pm〉 = δm,nIrdn ,
where Ik denote the identity matrix of size k × k.
The rows of Mn,d are indexed by {α : |α| ≤ n}. The row indexed by α is
(strα,0, s
tr
α,1, . . . , s
tr
α,n) = L
(
xα, xαxtr, . . . , xα(xn)tr
)
.
For |α| = n, let M˜α(x) be the matrix obtained from Mn,d by replacing the above
row of index α by (1,xtr, . . . , (xn)tr) . Define
P˜α(x) :=
1
∆n,d
det M˜α(x), |α| = n, α ∈ Nd0.
Let Nn,d denote the principal minor of the inverse matrix M
−1
n,d of size r
d
n × rdn at
the lower right corner, which is positive definite.
Theorem 2.4. Let L be a positive definite moment functional. Then
(2.5) Pn(x) := (Nn,d)−
1
2 P˜n(x) = Gnxn + · · ·
consist of orthonormal polynomials. Furthermore, the matrix Gn is positive definite
and it satisfies detGn = (∆n−1,d/∆n,d)1/2.
As mentioned before, the space of orthogonal polynomials Vdn of degree n has
many different bases. The orthonormal bases, however, are unique up to orthogonal
transformations.
Theorem 2.5. Let L be positive definite and let {Qnα} be a sequence of orthonormal
polynomials. Then there is an orthogonal matrix On such that Qn = OnPn, where
Pn are the orthonormal polynomials defined in (2.5).
LetM =M(Rd) denote the set of nonnegative Borel measures on Rd such that∫
Rd |xα|dµ(x) <∞ for all α ∈ Nd0. Each µ ∈M defines a positive linear functional
(2.6) Lf =
∫
Rd
f(x)dµ(x), f ∈ Πd.
A polynomial p is orthogonal with respect to dµ if it is orthogonal with respect to
L defined in (2.6). Thus, all theorems in this subsection apply to the orthogonal
polynomials with respect to dµ for µ ∈M.
On the other hand, not every positive definite linear functional admits an integral
representation. The moment problem asks when a linear functional, defined via its
moments, admits an integral representation (2.6) for a µ ∈ M and, if so, when
the measure will be determinate. Here a measure µ is called determinate if no
other measures in M has all its moments equal to those of µ. It is known that
L admits an integral representation if, and only if, L is positive in the sense that
Lp ≥ 0 for every nonnegative polynomial p. Evidently a positive linear functional
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is necessarily positive definite, which also holds sufficiently for d = 1. For d > 1,
however, a positive definite linear functional may not be positive. For moment
problems of several variables, including various sufficient conditions on a measure
being determinate, see [13, 38, 96] and references therein.
2.2. Three term relations. Every system of orthogonal polynomials of one vari-
able satisfies a three term relation, which can also be used to compute orthogonal
polynomials recursively. For orthogonal polynomials of several variables, an ana-
logue of the three-term relation is stated in terms of Vdn, or rather, in terms of
Pn.
Theorem 2.6. Let Pn denote a basis of Vdn, n = 0, 1, . . . and let P−1(x) := 0. Then
there exist unique matrices An,i : r
d
n× rdn+1, Bn,i : rdn× rdn, and Cn,i : rdn× rdn−1 for
n = 0, 1, 2, . . ., such that
(2.7) xiPn(x) = An,iPn+1(x) +Bn,iPn(x) + Cn,iPn−1(x), 1 ≤ i ≤ d.
In fact, let Hn := L(PnPtrn); then the orthogonality shows that
An,iHn+1 = L(xiPnPtrn+1), Bn,iHn = L(xiPnPtrn), An,iHn+1 = HnCtrn+1,i.
The coefficient matrices An,i and Cn,i in (2.7) have full rank. Indeed,
rankAn,i = rankCn+1,i = r
d
n,(2.8)
rankAn = rankC
tr
n+1 = r
d
n+1,(2.9)
where An = (A
tr
n,1, . . . , A
tr
n,d)
tr and Ctrn+1 = (Cn+1,1, . . . , Cn+1,d)
tr are matrices of
size drdn × rdn+1. In the case of orthonormal polynomials, Hn is the identity matrix
and the three-term relation takes a simpler form.
Theorem 2.7. If Pn is an orthonormal basis of Vdn, n = 0, 1, . . ., then
(2.10) xiPn(x) = An,iPn+1(x) +Bn,iPn(x) +Atrn−1,iPn−1(x), 1 ≤ i ≤ d,
where An,i = L(xiPnPtrn+1), Bn,i = L(xiPnPtrn) and Bn,i is symmetric.
As an analogue of the classical Favard’s theorem for orthogonal polynomials of
one variable, the three-term relation and the rank conditions characterize orthogo-
nality.
Theorem 2.8. Let {Pn}∞n=0 = {Pnα : |α| = n, n ∈ N0}, P0 = 1, be an arbitrary
sequence in Πd such that {Pmα : |α| ≤ m ≤ n} spans Πdn for each n. Then the
following statements are equivalent.
1. There exists a positive definite linear functional L that makes {Pn}∞n=0 an or-
thonormal basis for Πd.
2. For n ≥ 0, 1 ≤ i ≤ d, there exist matrices An,i and Bn,i such that
i. xiPn(x) = An,iPn+1(x) +Bn,iPn(x) +Atrn−1,iPn−1(x), 1 ≤ i ≤ d,
ii. rankAn,i = r
d
n, 1 ≤ i ≤ d, and rankAn = rdn+1.
Unlike in one variable, the characterization does not conclude about the existence
of an orthogonality measure.
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The coefficient matrices of the three-term relation for orthonormal polynomials
satisfy a set of commutativity relations: for 1 ≤ i, j ≤ d and k ≥ 0,
Ak,iAk+1,j = Ak,jAk+1,i,
Ak,iBk+1,j +Bk,iAk,j = Bk,jAk,i +Ak,jBk+1,i,(2.11)
Atrk−1,iAk−1,j +Bk,iBk,j +Ak,iA
tr
k,j = A
tr
k−1,jAk−1,i +Bk,iBk,j +Ak,jA
tr
k,i,
where A−1,i := 0, which is derived from computing, say, L(xixjPkPk−1), by apply-
ing the three-term relation in two different ways. These coefficient matrices also
define a family of tri-diagonal matrices Ji, 1 ≤ i ≤ d:
(2.12) Ji =

B0,i A0,i ©
Atr0,i B1,i A1,i
Atr1,i B2,i
. . .
© . . . . . .
 , 1 ≤ i ≤ d,
called block Jacobi matrices. The entries of the Ji are matrices that have increas-
ing sizes going down the main diagonal. The commutativity relations (2.11) is
equivalent to the formal commutativity of Ji, that is,
JiJj = JjJi, 1 ≤ i 6= j ≤ d.
These block Jacobi matrices can be viewed as the realization of the multiplication
operators X1, . . . , Xd defined on the space of polynomials by
(Xif)(x) = xif(x), 1 ≤ i ≤ d.
The operators can be extended to a family of commuting self-adjoint operators on
a L2 space. This connection to the operator theory allows the use of the spectral
theory of commuting self-adjoint operators, and helps to answer the question when
the inner product with respect to which polynomials are orthogonal is defined by a
measure. It gives, for example, the following theorem, which strengthens Theorem
2.8:
Theorem 2.9. Let {Pn}∞n=0 = {Pnα : |α| = n, n ∈ N0}, P0 = 1, be an arbitrary
sequence in Πd such that {Pmα : |α| ≤ m ≤ n} spans Πdn for each n. Then the
following statements are equivalent.
1. There exists a determinate measure µ ∈ M with compact support in Rd such
that {Pn}∞n=0 is orthonormal with respect to dµ.
2. The statement (2) in Theorem 2.8 holds together with
(2.13) sup
k≥0
‖Ak,i‖2 <∞ and sup
k≥0
‖Bk,i‖2 <∞, 1 ≤ i ≤ d.
If the measure µ ∈M is given by dµ = W (x)dx, W being a nonnegative function,
we call W a weight function. Let Ω ⊂ Rd be the support set of W . A function W
is called centrally symmetric, if
x ∈ Ω⇒ −x ∈ Ω, and W (x) = W (−x).
For example, the product weight function
∏d
i=1(1 − xi)ai(1 + xi)bi on the cube
[−1, 1]d are centrally symmetric if and only if ai = bi. Furthermore, a linear
functional L is called centrally symmetric if
L(xα) = 0, α ∈ Nd, |α| = odd integer.
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The two notions are equivalent if L is given by Lf = ∫ fWdx.
Theorem 2.10. Let L be a positive definite linear functional. Then L is centrally
symmetric if and only if Bn,i = 0 for all n ∈ N0 and 1 ≤ i ≤ d, where Bn,i
are given in (2.10). Furthermore, if L is centrally symmetric, then an orthogonal
polynomial of degree n is a sum of monomials of even degrees if n is even, and a
sum of monomials of odd degrees if n is odd.
In one variable, the three term relation can be used as a recurrence formula
for computing orthogonal polynomials of one variable. For several variables, let
Dtrn = (D
tr
n,1, . . . , D
tr
n,d), where D
tr
n,i : r
d
n+1 × rdn, be a matrix that satisfies
DtrnAn =
d∑
i=1
Dtrn,iAn,i = Irdn+1 .
Such a matrix is not unique. The three-term relation (2.10) impies
(2.14) Pn+1 =
d∑
i=1
xiD
tr
n,iPn + EnPn + FnPn−1,
where En := −
∑d
i=1D
tr
n,iBn,i and Fn := −
∑d
i=1D
tr
n,iA
tr
n−1,i.
Given two sequences of matrices An,i and Bn,i, (2.14) can be used as a recursive
relation to generate a sequence of polynomials. These polynomials are orthogonal
if the matrices satisfy certain relations:
Theorem 2.11. Let {Pn}∞n=0 be defined by (2.14). Then there is a positive definite
linear functional L that makes {Pn}∞n=0 an orthonormal basis for Πd if and only if
Bk,i are symmetric, Ak,i satisfy the rank conditions (2.8) and (2.9), and together
they satisfy the commutativity conditions (2.11).
Further results and references. The idea of studying orthogonal polynomials of
several variables in terms of Vd0 ,Vd1 , . . . goes back to [68]. The vector notion of
three-term relation and Favard’s theorem were initiated by M. Kowalski in [66, 67].
The versions in this section were developed by Xu in [115, 116] and subsequent
papers. Another earlier work is [41]. See [28, Chapter 3] for references and further
results.
For further connection to operator theory, see [16]. For an approach based on
matrix factorization, see [6]. Three-term relations are used for evaluating orthogo-
nal polynomials of several variables in [8].
2.3. Zeros of orthogonal polynomials of several variables. An orthogonal
polynomial of degree n in one variable has n distinct real zeros and the zeros are
nodes of a Gaussian quadrature formula. For a polynomial of several variables,
its set of zero is an algebraic variety, an intrinsically difficult object. The correct
notion for orthogonal polynomials of several variables is the common zeros of a
family of polynomials, such as Pn.
Let Pn be an orthonormal basis of Vdn. A point x ∈ Rd is a zero of Pn if it is a
zero for every elements in Pn (or all elements in Vdn), and it is a simple zero if at
least one partial derivative of Pn is not zero at x. Let An,i and Bn,i be matrices in
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(2.10). For each n ∈ N0, define the truncated block Jacobi matrices
Jn,i :=

B0,i A0,i ©
Atr0,i B1,i A1,i
. . .
. . .
. . .
Atrn−3,i Bn−2,i An−2,i
© Atrn−2,i Bn−1,i
 . 1 ≤ i ≤ d,
These are symmetric matrices of order N = dim Πdn−1. An element λ ∈ Rd is called
a joint eigenvalue of Jn,1, . . . , Jn,d, if there is a ξ 6= 0, ξ ∈ RN , such that Jn,iξ = λiξ
for i = 1, . . . , d; the vector ξ is called a joint eigenvector.
Theorem 2.12. A point λ ∈ Rd is a common zero of Pn if and only if it is a joint
eigenvalue of Jn,1, . . . , Jn,d; moreover, a joint eigenvector of λ is (Ptr0 (λ), . . . ,Ptrn−1(λ))tr.
Many properties of zeros of Pn can be derived from this characterization.
Theorem 2.13. All zeros of Pn are real, distinct and simple. Pn has at most
dim Πdn−1 distinct zeros, and Pn has dim Πdn−1 zeros if and only if
(2.15) An−1,iAtrn−1,j = An−1,jA
tr
n−1,i, 1 ≤ i, j ≤ d.
Theorem 2.14. If L is centrally symmetric, then Pn has no zero if n is even and
has one zero (x = 0) if n is odd.
As in the case of one variable, zeros of orthogonal polynomials are closely related
to cubature formulas, which are finite sums that approximate integrals. A cubature
formula In(f) is said to have degree 2n− 1 if
(2.16)
∫
Rd
f(x)dµ =
N∑
k=1
λkf(xk) =: In(f), ∀f ∈ Πd2n−1,
where λk ∈ R and xk ∈ Rd, and there is a f∗ ∈ Πd2n for which the equality does
not hold. The number of nodes N of (2.16) satisfies a lower bound
(2.17) N ≥ dim Πdn−1.
A cubature formula of degree 2n− 1 with dim Πdn−1 nodes is called Gaussian.
Theorem 2.15. Let µ ∈M and Pn be an orthogonal basis of Vdn with respect to dµ.
Then the integral
∫
f(x)dµ admits a Gaussian cubature formula of degree 2n− 1 if
and only if Pn has dim Πdn−1 common zeros.
Combining with Theorem 2.14, this shows the following:
Corollary 2.16. If dµ is centrally symmetric, then no Gaussian cubature formulas
exist.
On the other hand, there are two families of weight functions, discussed in Section
2.9.1, for which Gaussian cubature formulas do exist.
The non-existence of Gaussain cubature means that the inequality (2.17) is not
sharp. There are, in fact, improved lower bound.
Theorem 2.17. Let µ ∈M(R2). Then a cubature formula of degree 2n− 1 for dµ
exists only if
(2.18) N ≥ dim Π2n−1 +
1
2
rank
(
An−1,1Atrn−1,2 −An−1,2Atrn−1,1
)
.
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Furthermore, if µ is centrally symmetric, then N satisfies
(2.19) N ≥ dim Π2n−1 +
⌊n
2
⌋
.
The bound (2.19) is called Mo¨ller’s lower bound. The condition under which the
lower bound is attained is determined as follows.
Theorem 2.18. Let µ be centrally symmetric. A cubature formula of degree 2n−1
attains the lower bound (2.19) if and only if its nodes are common zeros of n+1−⌊n2 ⌋
orthogonal polynomials in V2n.
Further results and references. The lower bound (2.17) is classical, see [100, 88].
Theorem 2.2.15 was first proved in [87]. The examples of Gaussian cubature rules
are given in [12, 72]). The lower bound (2.2.19) was established in [83] and the
bound (2.2.18) was established in [117]. The first example of cubature formula that
attains (2.19) was a degree 5 formula on the square constructed by Radon [93]. At
the moment, the only weight functions for which (2.19) is attained for all n are given
by the weight functions W (x, y) = |x− y|2α+1|x+ y|2β+1(1− x2)±1/2(1− y2)±1/2,
where α, β ≥ −1/2, of which the case α = β = 1/2 is classical ([84, 117]) and the
general case is far more recent [134].
2.4. Reproducing kernel and Fourier orthogonal expansion. Let µ ∈ M
and assume that the space of polynomials is dense in L2(dµ). Let projn denote the
projection operator
(2.20) projn : L
2(dµ) 7→ Vdn, projn f(x) =
∫
Rd
f(y)Pn(x, y)dµ(y),
where Pn(·, ·) is the reproducing kernel of Vdn satisfying
(2.21)
∫
Rd
f(y)Pn(x, y)dµ(y) = f(x), ∀f ∈ Vdn.
Let {Pnα : |α| = n} be an orthonormal basis of Vdn. Then Pn(·, ·) can be expressed
as
(2.22) Pn(x, y) =
∑
|α|=n
Pnα (x)P
n
α (y) = Ptrn(x)Pn(y).
The projection operator is independent of a particular basis, so is the reproducing
kernel. In fact, by Theorem 2.5, Pn(·, ·) is independent of a particular basis of
Vdn. The standard Hilbert space argument shows that f ∈ L2(dµ) has a Fourier
orthogonal expansion
(2.23) f =
∞∑
n=0
projn f, ∀f ∈ L2(dµ).
In terms of the orthonormal basis {Pnα }, the orthogonal expansion reads as
(2.24) f =
∞∑
n=0
∑
|α|=n
anα(f)P
n
α with a
n
α(f) :=
∫
Rd
f(x)Pnα (x)dµ.
For studying Fourier expansions, it is often important to have a closed formula for
the kernel Pn(·, ·). Such formulas often hold for classical orthogonal polynomials in
several variables.
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The n-th partial sum of the Fourier orthogonal expansion is defined by
(2.25) Snf :=
n∑
k=0
projk f =
∫
Rd
Kn(·, y)f(y)dµ,
where the kernel Kn(·, ·) is defined by
(2.26) Kn(x, y) :=
n∑
k=0
∑
|α|=k
P kα(x)P
k
α(y) =
n∑
k=0
Pk(x, y).
The kernelKn(·, ·) is the reproducing kernel of Πdn in L2(dµ). It satisfies a Christoffel-
Darboux formula, deduced from the three term relation.
Theorem 2.19. Let L be a positive definite linear functional, and let {Pk}∞k=0 be
a sequence of orthonormal polynomials with respect to L. Then, for any integer
n ≥ 0, x, y ∈ Rd,
Kn(x, y) =
[
An,iPn+1(x)
]trPn(y)− Ptrn[An,iPn+1(y)]
xi − yi , 1 ≤ i ≤ d,(2.27)
where x = (x1, . . . , xd) and y = (y1, . . . , yd).
This is established in [115] and the right hand side can also be stated in terms of
orthogonal, instead of orthonormal, polynomials. A related function is the Christof-
fel function defined by
(2.28) Λn(x) := [Kn(x, x)]
−1
.
Theorem 2.20. Let µ ∈M. Then for any x ∈ Rd,
Λn(x) = min
P (x)=1,P∈Πdn
∫
Rd
P 2(y)dµ(y), ∀x ∈ Rd.
3. Orthogonal polynomials of two variables
Almost all that can be stated about the general properties of orthogonal poly-
nomials of two variables also hold for orthogonal polynomials of more than two
variables. This section contains results on various special systems of orthogonal
polynomials of two variables and their properties.
A basis of V2n in two variables is often indexed by α = (k, n − k), or a single
index k, as {Pnk : 0 ≤ k ≤ n}. Many examples below will be given in term of
classical orthogonal polynomials of one variable, which are listed, together with their
associated weight, in Table 1. The last column of the table gives one normalization
constant to avoid any ambiguity in the definition. The notation (a)n := a(a +
1) . . . (a+n− 1), shifted factorial or Pochhammer symbol, will be used throughout
the rest of the chapter.
3.1. Product orthogonal polynomials. For the weight functionW (x, y) = w1(x)w2(y),
where w1 and w2 are two weight functions of one variable, an orthogonal basis of
Vdn is given by
Pnk (x, y) = pk(x)qn−k(y), 0 ≤ k ≤ n,
where {pk} and {qk} are sequences of orthogonal polynomials with respect to w1
and w2 respectively. If {pk} and {qk} are orthonormal, then so is {Pnk }.
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Table 1. Classical polynomials of one variable
Name notation weight normalization
Hermite Hn(t) e
−t2 Hn(t) = 2ntn + . . .
Laguerre Lαn(t) t
αe−t Lαn(0) =
(α+1)n
n!
Chebyshev 1st Tn(t) (1− t2)−1/2 Tn(1) = 1
Chebyshev 2nd Un(t) (1− t2)1/2 Un(1) = n+ 1
Gegenbauer Cλn(t) (1− t2)λ−1/2 Cλn(1) = (2λ)nn!
Jacobi P
(α,β)
n (t) (1− t)α(1 + t)β P (α,β)n (1) = (α+1)nn!
1. Product Hermite polynomials. For weight function W (x, y) = e−x
2−y2 , one
orthogonal basis is given by Pnk (x, y) = Hk(x)Hn−k(y), 0 ≤ k ≤ n. They satisfy
the differential equation
(3.1) 12 (vxx + vyy)− (xvx + yvy) = −nv.
2. Product Laguerre polynomials. For weight function W (x, y) = xαyβe−x−y,
one orthogonal basis is given by Pnk (x, y) = L
α
k (x)L
α
n−k(y), 0 ≤ k ≤ n. They satisfy
the differential equation
(3.2) xvxx + yvyy + (1 + α− x)vx + (1 + β − y)vy = −nv.
3. Product Hermite-Laguerre polynomials. For weight functionW (x, y) = yαe−x
2−y,
one orthogonal basis is given by Pnk (x, y) = Hk(x)L
α
n−k(y), 0 ≤ k ≤ n. They satisfy
the differential equation
(3.3) 12vxx + yvyy − xvx + (1 + α− y)vy = −nv.
There are other bases and further results for these product weight functions.
These three cases are the only product type orthogonal polynomials that are eigen-
functions of a second order differential operators with eigenvalues depending only
on n. See Subsection 3.4 for further results.
3.2. Orthogonal polynomial on the unit disk. On the unit disk B2 = {(x, y) :
x2 + y2 ≤ 1} consider the weight function
Wµ(x, y) =
µ+ 12
pi
(1− x2 − y2)µ− 12 , µ > −1/2,
normalized so that its integral over B2 is 1. There are several distinct orthogonal
bases that can be given explicitly.
1. First orthonormal basis: {Pnk : 0 ≤ k ≤ n} of V2n with
(3.4) Pnk (x, y) = [hk,n]
−1Ck+µ+
1
2
n−k (x)(1− x2)
k
2Cµk
(
y√
1− x2
)
,
which holds under limµ→0 µ−1Cµn(x) = (2/n)Tn(x) if µ = 0, where
(3.5) [hk,n]
2 =
(2k + 2µ+ 1)n−k(2µ)k(µ)k(µ+ 12 )
(n− k)!k!(µ+ 12 )k(n+ µ+ 12 )
,
and, in the case of µ = 0, multiplying (3.5) by µ−2 and setting µ→ 0 if k ≥ 1, and
multiplying an additional 2 if k = 0.
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2. Second orthonormal basis: In polar coordinates (x, y) = r(cos θ, sin θ), let
Pj,1(x, y) = [hj,n]
−1P (µ−
1
2 ,n−2j)
j (2r
2 − 1)rn−2j cos(n− 2j)θ,
Pj,2(x, y) = [hj,n]
−1P (µ−
1
2 ,n−2j)
j (2r
2 − 1)rn−2j sin(n− 2j)θ,
(3.6)
where 1 ≤ j ≤ n/2 for Pj,1 and 1 ≤ j < n/2 for Pj,2, and
(3.7) [hj,n]
2 =
(µ+ 12 )j(n− j)!(n− j + µ+ 12 )
j!(µ+ 32 )n−j(n+ µ+
1
2 )
{
2 n 6= 2j,
1 n = 2j.
Then {Pj,1 : 0 ≤ j ≤ n2 } ∪ {Pj,2 : 0 ≤ j < n2 } is an orthonormal basis of V2n.
3. Appell’s biorthogonal polynomials: These are two families of orthogonal poly-
nomials {Unk }nk=0 and {V nk }nk=0 of V2n that satisfy∫
B2
Unk (x, y)V
n
j (x, y)Wµ(x, y)dxdy = h
n
kδk,j , 0 ≤ k, j ≤ n.
The first basis is defined via the Rodrigue type formula
Unk (x, y) =
(−1)n(2µ)n
2n(µ+ 12 )nn!
(1− x2 − y2)−µ+ 12 ∂
n
∂xk∂yn−k
[
(1− x2 − y2)n+µ− 12
]
.
For the second basis and properties of these two bases, see Subsection 5.1, where
they are given in the setting of d-dimensional ball.
4. An orthonormal basis for µ = 1/2: let
(3.8) Pnk (x, y) =
1√
pi
Un
(
x cos kpin+1 + y sin
kpi
n+1
)
, 0 ≤ k ≤ n.
Then {Pnk : 0 ≤ k ≤ n} is an orthonormal basis of V2n for the weight function
W1/2(x, y) =
1
pi on B
2.
5. Differential equation: All orthogonal polynomials of degree n for Wµ are
eigenfunctions of a second order differential operator. For n ≥ 0,
(1− x2)vxx − 2xyvxy + (1− y2)vyy − (2µ+ 2)(xvx + yvy)(3.9)
= −n(n+ 2µ+ 1)v, v ∈ V2n.
6. Further results and references. For further properties, such as various prop-
erties of biorthogonal polynomials, a closed formula for the reproducing kernel and
convergence of orthogonal expansions, see Section 5.1, where the disk will be a
special case (d = 2) of the d-dimensional ball. If the complex plane C is identified
with R2, then the basis (3.6) can be written in variables z = x+ iy and z¯ = x− iy;
see Subsection 3.5.
The first orthonormal basis goes as far back as Hermite and was studied in
[4]. Biorthogonal polynomials were studied in detail in [4], see also [33]. The
basis in (3.8) was first discovered in [78], see also [123], and it plays an important
role in computer tomography [78, 80, 130]. For further studies on the orthogonal
polynomials on the disk, see [112, 114].
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3.3. Orthogonal polynomials on the triangle. Let T 2 be the triangle T 2 :=
{(x, y) : 0 ≤ x, y, x+y ≤ 1}. For α, β, γ > −1/2, consider an analogue of the Jacobi
weight function
Wα,β,γ(x, y) =
Γ(α+ β + γ + 32 )
Γ(α+ 12 )Γ(β +
1
2 )Γ(γ +
1
2 )
xα−
1
2 yβ−
1
2 (1− x− y)γ− 12 ,
normalized so that its integral over T 2 is 1. Several distinct orthogonal bases can
be given explicitly.
1. An orthonormal basis: {Pnk : 0 ≤ k ≤ n} of V2n with
Pnk (x, y) = [hk,n]
−1P (2k+β+γ,α−
1
2 )
n−k (2x− 1)(3.10)
× (1− x)kP (γ− 12 ,β− 12 )k
(
2y
1− x − 1
)
,
where
[hk,n]
2 =
(α+ 12 )n−k(β +
1
2 )k(γ +
1
2 )k(β + γ + 1)n+k
(n− k)!k!(β + γ + 1)k(α+ β + γ + 32 )n+k
× (n+ k + α+ β + γ +
1
2 )(k + β + γ)
(2n+ α+ β + γ + 12 )(2k + β + γ)
.
Parametrizing the triangle differently leads to two more orthonormal bases. Indeed,
denote the Pnk in (3.10) by P
α,β,γ
k,n and define
Qnk (x, y) := P
γ,β,α
k,n (1− x− y, y) and Rnk (x, y) := Pα,γ,βk,n (x, 1− x− y),
then {Qk,n : 0 ≤ k ≤ n} and {Rk,n : 0 ≤ k ≤ n} are also orthonormal bases.
2. Appell polynomials and biorthogonal polynomials: Appell polynomials are
defined via the Rodrigue type formula
Unk (x, y) =x
−α+ 12 y−β+
1
2 (1− x− y)−γ+ 12(3.11)
× ∂
n
∂xk∂yn−k
[
xk+α−
1
2 yn−k+β−
1
2 (1− x− y)n+γ− 12
]
.
The set {Unk : 0 ≤ k ≤ n} is a basis of V2n. There is another family of orthogonal
polynomials {V nk }nk=0 of V2n that satisfy∫
B2
Unk (x, y)V
n
j (x, y)Wα,β,γ(x, y)dxdy = h
n
kδk,j , 0 ≤ k, j ≤ n.
For the definition of V nk and properties of these two bases, see Subsection 5.2, where
they are given in the setting of d-dimensional simplex.
3. Differential equation: Orthogonal polynomials of degree n with respect to
Wα,β,γ are eigenfunctions of a second order differential operator,
x(1− x)vxx − 2xyvxy + y(1− y)vyy −
[
(α+ β + γ + 32 )x− (α+ 12 )
]
vx
− [(α+ β + γ + 32 )y − (β + 12 )] vy = λnv, v ∈ V2n,(3.12)
where λn = −n
(
n+ α+ β + γ + 12
)
and n ≥ 0.
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4. Further results and references. For further properties, such as biorthogonal
polynomials, a closed formula for the reproducing kernel and convergence of orthog-
onal expansions, see Section 5.2, where the triangle will be the special case (d = 2)
of d-dimensional simplex.
The orthonormal polynomials in (3.10) were first introduced in [92], see [63]; the
case α = β = γ = 0 became known as Dubiner’s polynomials [24] much later in the
finite elements community. Appell polynomials were studied in detail in [4]. See
Section 5.2 for further references on orthogonal polynomials on the simplex.
3.4. Differential equations and orthogonal polynomials of two variables.
A linear second order partial differential operator
(3.13) L := A(x, y)∂21 + 2B(x, y)∂1∂2 + C(x, y)∂
2
2 +D(x, y)∂1 + E(x, y)∂2,
where ∂1 :=
∂
∂x and ∂2 :=
∂
∂y , is called admissible if for each nonnegative integer n
there exists a number λn such that the equation
Lu = λnu
has n + 1 linearly independent solutions of polynomials of degree n and has no
nonzero solutions of polynomials of degree less than n. For L in (3.13) to be
admissible, its coefficients must be of the form
A(x, y) = Ax2 + a1x+ b1y + c1, D(x, y) = Bx+ d1,
B(x, y) = Axy + a2x+ b2y + c2, E(x, y) = By + d2,
C(x, y) = Ay2 + a3x+ b3y + c3,
and, furthermore, for each n = 0, 1, 2, . . .,
nA+B 6= 0, and λn = −n(A(n− 1) +B).
A classification of the admissible equation that have orthogonal polynomials as
eigenfunctions was given by Krall and Sheffer [68]. Up to affine transformations,
there are only nine equations. Five of them admit classical orthogonal polynomials.
These are
(1) product Hermite polynomials, see (3.1),
(2) product Laguerre polynomials, see (3.2),
(3) product Hermite and Laguerre polynomials, see (3.3),
(4) orthogonal polynomials on the disk, see (3.9),
(5) orthogonal polynomials on the triangle, see (3.12).
The other four admissible differential equations are listed below.
(6) 3yvxx + 2vyy − xvx − yvy = λu,
(7) (x2 + y + 1)vxx + (2xy + 2x)vxy + (y
2 + 2y + 1)vyy + g(xvx + yvy) = λu,
(8) x2vxx + 2xyvxy + (y
2 − y)vyy + g[(x− 1)vx + (y − α)vy] = λu,
(9) (x+ α)vxx + 2(y + 1)vyy + xvx + yvy = λu
The solutions for the last four equations are weak orthogonal polynomials in the
sense that the polynomials are orthogonal with respect to a linear functional that
is not positive definite.
Another classification in [101], based on [32], listed fifteen cases, some of them
are equivalent under affine transforms in [68] but are treated separately because
of other considerations. The orthogonality of the cases (6) and (7) is determined
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in [68], while the cases (8) and (9) are determined in [11, 69]. For further results,
including solutions of the last four cases and further discussion on the impact of
affine transformations, see [77, 79, 69] and references therein. Classical orthogonal
polynomials in two variables were studied in the context of hypergroups in [17].
By the definition of the admissibility, all orthogonal polynomials of degree n are
eigenfunctions of an admissible differential operator for the same eigenvalue. In
other words, the eigenfunction space for each eigenvalue is V2n. This requirement
excludes, for example, the product Jacobi polynomial P
(α,β)
k (x)P
(γ,δ)
n−k , which satis-
fies a second order equation of the form Lu = λk,nu, where λk,n depends on both k
and n. The product Jacobi polynomials, and other classical orthogonal polynomials
of two variables, satisfy a second order matrix differential equation, see [36] and the
references therein, and they also satisfy a matrix form of Rodrigue’s type formula
[2].
3.5. Orthogonal polynomials in complex variables. Orthogonal polynomials
of two real variables can be given in complex variables z and z¯ by identifying R2
with the complex plane C and setting z = x + iy. For a real weight function W
on Ω ∈ R2, we consider polynomials in z and z¯ that are orthogonal with respect to
the inner product
(3.14) 〈f, g〉CW :=
∫
Ω
f(z, z¯)g(z, z¯)w(z)dxdy,
where w(z) = W (x, y). Let V2n(W,C) denote the space of orthogonal polynomials in
z and z¯ with respect to the inner product (3.14). In this subsection, we denote by
Pk,n(x, y) real orthogonal polynomials with respect to W and denote by Qk,n(z, z¯)
orthogonal polynomials in V2n(W,C).
Proposition 3.1. The space V2n(W,C) has a basis Qk,n that satisfies
(3.15) Qk,n(z, z¯) = Qn−k,n(z, z¯), 0 ≤ k ≤ n.
Furthermore, this basis is related to the basis of V2n(W ) by
Pk,n(x, y) =
1√
2
[Qk,n(z, z¯) +Qn−k,n(z, z¯)] , 0 ≤ k ≤ n
2
,
Pk,n(x, y) =
1√
2i
[Qk,n(z, z¯)−Qk−k,n(z, z¯)] , n
2
< k ≤ n.
(3.16)
Writing orthogonal polynomials in complex variables often leads to more sym-
metric formulas. Below are two examples.
1. Complex Hermite polynomials. For j, k ∈ N0 define
Hk,j(z, z¯) = z
kz¯j2F0
(
−k,−j; 1
zz¯
)
.
Then Hk,j ∈ V2k+j(wH ,C), where wH(z) = e−x
2−y2 = e−|z|
2
with z = x + iy ∈ C.
These polynomials satisfy
(i) Hk,j(z, z¯) = (−1)jj!zk−jLk−jj (|z|2), k ≥ j;
(ii)
∂
∂z
Hk,j = z¯Hk,j −Hk,j+1, ∂
∂z¯
Hk,j = zHk,j −Hk+1,j ;
(iii) zHk,j = Hk+1,j + jHk,j−1, z¯Hk,j = Hk,j+1 + kHk−1,j ;
(iv)
∫
C
Hk,j(z, z¯)Hm,l(z, z¯)wH(z)dxdy = j!k!δk,mδj,l.
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2. Disk polynomials: For j, k ∈ N0 define
Pλk,j(z) =
(λ+ 1)k+j
(λ+ 1)k(λ+ 1)j
zkz¯j2F1
( −k,−j
−λ− k − j;
1
zz¯
)
, k, j ≥ 0,
normalized by Pλk,j(1) = 1. Then P
λ
κ,j ∈ V2k+1(wλ,C), where wλ(z) = (1 − |z|2)λ
for λ > −1. These polynomials satisfy
(i) Pλk,j(z) = P¯
λ
j,k(z);
(ii) for k ≥ j, Pλk,j(z) =
j!
(λ+ 1)j
P
(λ,k−j)
j (2|z|2 − 1)zk−j (for k ≤ j use (i)), where
P
(α,β)
j is the Jacobi polynomial.;
(iii) |Pλk,j(z)| ≤ 1 for |z| ≤ 1 and λ ≥ 0;
(iv) zPλk,j(z) =
λ+ k + 1
λ+ k + j + 1
Pλk+1,j(z) +
j
λ+ k + j + 1
Pλk,j−1(z)
and a similar relation holds for z¯Pλk,j(z) upon using (i);
(v)
∫
D
Pλk,j(z)P
λ
m,l(z)dσλ(z) =
λ+ 1
λ+ k + j + 1
k!j!
(λ+ 1)k(λ+ 1)j
δk,mδj,l.
The complex Hermtie polynomials were introduced by [57]. They have been
widely studied by many authors; see [39, 55, 56] for some recent studies and the
references therein. Disk polynomials were introduced in [139] when α = β = 1/2
and in [140] in general. They are called Zernike polynomials and have applications
in optics. They were used in [37] to expand the Poisson–Szego˝ kernel for the ball in
Cd. A Banach algebra related to disk polynomials was studied in [59]. For further
properties of disk polynomials, including the fact that for λ = d − 2, d = 2, 3, . . .,
they are spherical functions for U(d)/U(d− 1), see [53, 63] and [109, 114].
The structure of complex orthogonal polynomials of two variables and its con-
nection and contrast to its real counterpart was studied in [136].
3.6. Jacobi polynomials associated with root system and related orthog-
onal polynomials. There are two families of Jacoobi polynomials related to root
system and a related family of orthogonal polynomials.
Jacobi polynomials associate with root system BC2. Consider the weight function
(3.17) Wα,β,γ(x, y) := (1− x+ y)α(1 + x+ y)β(x2 − 4y)γ ,
where α, β, γ > −1, α+ γ > − 32 and β + γ > − 32 , defined on the domain
(3.18) Ω := {(x, y) : |x| < y + 1, x2 > 4y},
which is depicted in the left figure of Figure 1. The domain and the weight function
become, under a change of variables x = u+ v, y = uv,
Ω∗ = {(u, v) : −1 < u < v < 1},
W ∗α,β,γ(u, v) = (1− u)α(1 + u)β(1− v)α(1 + v)β(v − u)2γ+1.(3.19)
Let N = {(n, k) : 0 ≤ k ≤ n}. In N define (j,m) ≺ (k, n) if m < n or j ≤ k when
m = n. Then an orthogonal polynomial Pnk that satisfies
(3.20) Pnk (x, y) = x
n−kyk +
∑
(j,m)≺(k,n)
aj,mx
m−jyj
and is orthogonal to all xm−jyj for (j,m) ≺ (k, n) is uniquely determined.
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Figure 1. Regions for Koornwinder orthogonal polynomials.
Left: first type. Right: second type.
In the case of γ = ± 12 , a basis of orthogonal polynomials can be given explicitly.
In fact, such a basis can be given if we twice replace in (3.19) the Jacobi weight
function by a more general weight function w. Then
(3.21) W± 12 (x, y) = w(u)w(v)(x
2 − 4y)± 12 with x = u+ v, y = uv,
defined on the domain {(x, y) : x2 > 4y, u, v ∈ suppw} for any weight function w
on R. Let {pn} denote an orthonormal basis with respect to w. Then an orthonor-
mal basis of polynomials for W− 12 is given by
(3.22) P
n,− 12
k (x, y) =
{
pn(u)pk(v) + pn(u)pk(v), if k < n,√
2pn(u)pn(v), if k = n,
and an orthonormal basis of polynomials for W 1
2
is given by
(3.23) P
n,( 12 )
k (x, y) =
pn+1(u)pk(v)− pn+1(v)pk(u)
u− v , 0 ≤ k ≤ n,
where in both cases (u, v) are related to (x, y) by x = u+ v, y = uv.
A related family of orthogonal polynomials. Consider the family of weight func-
tions defined by
Wα,β,γ(x, y) := |x− y|2α+1|x+ y|2β+1(1− x2)γ(1− y2)γ(3.24)
for (x, y) ∈ [−1, 1]2, where α, β, γ > −1, α + γ + 32 > 0 and β + γ + 32 > 0. These
weight functions are related to those in (3.17) by
Wα,β,γ(x, y) = 4γ |x2 − y2|Wα,β,γ(2xy, x2 + y2 − 1).
Let Pα,β,γk,n , 0 ≤ k ≤ n, denote a basis of mutually orthogonal polynomials of degree
n for Wα,β,γ . Then a mutually orthogonal basis of degree 2n for Wα,β,γ is given by
Pα,β,γk,n (2xy, x
2 + y2 − 1), 0 ≤ k ≤ n,
(x2 − y2)Pα+1,β+1,γk,n−1 (2xy, x2 + y2 − 1), 0 ≤ k ≤ n− 1,
(3.25)
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and a mutually orthogonal basis of degree 2n+ 1 for Wα,β,γ is given by
(x+ y)Pα,β+1,γk,n (2xy, x
2 + y2 − 1), 0 ≤ k ≤ n,
(x− y)Pα+1,β,γk,n (2xy, x2 + y2 − 1), 0 ≤ k ≤ n.
(3.26)
In particular, when γ = ± 12 , the basis can be given in terms of the Jacobi polyno-
mials of one variable upon using (3.22) and (3.23).
Jacobi polynomials associate with root system A2. These polynomials are orthog-
onal with respect to the weight function
(3.27) Wα(x, y) :=
[−3(x2 + y2 + 1)2 + 8(x3 − 3xy2) + 4]α
on the region bounded by −3(x2 + y2 + 1)2 + 8(x3 − 3xy2) + 4 = 0, which is called
Steiner’s hypocycloid and can be described as the curve
x+ iy = (2eiθ + e−2iθ)/3. 0 ≤ θ ≤ 2pi.
This three-cusped region is depicted by the right figure in Figure 1. Apart from
α = ± 12 , orthogonal polynomials with respect to Wα are not explicitly known. In
the case of α = ± 12 , a basis of orthogonal polynomials can be given in homogeneous
coordinates as follows. Let
R3H := {t = (t1, t2, t3) ∈ R3 : t1 + t2 + t3 = 0}.
For t ∈ R3H and k = (k1, k2, k3) ∈ R3H ∩ Z3, define φk(t) = e
2pii
3 k·t and
C±k (t) :=
1
6
[φk1,k2,k3(t) + φk2,k3,k1(t) + φk3,k1,k2(t)
±φ−k1,−k3,−k2(t)± φ−k2,−k1,−k3(t)± φ−k3,−k2,−k1(t)] ,
which are analogues of cosine and sine functions. The region bounded by Steiner’s
hypocycloid is the the image of the triangle ∆ = {(t1, t2) : t1, t2 ≥ 0, t1 + t2 ≤ 1}
under the change of variables (t1, t2) 7→ (x, y), defined by
z := x+ iy = C+0,1,−1(t) =
1
3 [φ0,1,−1(t) + φ1,−1,0(t) + φ−1,0,1(t)],(3.28)
Under the change of variables (3.28), define
Tnk (z, z¯) : = C
+
k,n−k,−n(t), 0 ≤ k ≤ n,
Unk (z, z¯) : =
C−k+1,n−k+1,−n−2(t)
C−1,1,−2(t)
, 0 ≤ k ≤ m.
Then {Tnk : 0 ≤ k ≤ n} and Unk : 0 ≤ k ≤ n} are bases of orthogonal polynomials of
degree n with respect to W− 12 and W 12 , respectively. Both families of polynomials
satisfy the relation Pnn−k(z, z¯) = P
n
k (z, z¯), so that real valued orthogonal bases can
be derived from their real and imaginary parts. These polynomials are analogues of
Chebyshev polynomials of the first and the second kind. They satisfy the following
three-term relations:
Pm+1k (z, z¯) = 3zP
m
k (z, z¯)− Pmk+1(z, z¯)− Pm−1k−1 (z, z¯)(3.29)
for 0 ≤ k ≤ m and m ≥ 1, where
Tm−1(z, z¯) := T
m+1
1 (z, z¯), T
m
m+1(z, z¯) := T
m+1
m (z, z¯),
Um−1(z, z¯) := 0, U
m−1
m (z, z¯) := 0,
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and, moreover,
T 00 (z, z¯) = 1, T
1
0 (z, z¯) = z, T
1
1 (z, z¯) = z¯,
U00 (z, z¯) = 1, U
1
0 (z, z¯) = 3z, U
1
1 (z, z¯) = 3z¯.
Further results and references. The Jacobi polynomials associate with BC2 and
A2 were initially studied in [61, 62], see also [63], where it was shown that the
orthogonal polynomials for Wα,β,γ in (3.17) are eigenfunctions of two commuting
differential operators of second and fourth order, whereas the orthogonal polyno-
mials associate with A2 are eigenfunctions of two commuting differential operators
of second and third order. The special case of Pn0 (x, y) of the first family when
γ = 1/2 was studied also in [30]. For further results on the first family, see [65] and
[99], including explicit formula for Pnk in (3.20) given in terms of power series, and
Rodrigues type formulas, and [134] where an explicit formula for the reproducing
kernel in the case of W in (3.21) with γ = ±1/2 was given in terms of the repro-
ducing kernels of the orthogonal polynomials of one variable. For further results
on the second family, see [97, 101] and [74], the latter ones include connection to
translation tiling and convergence of orthogonal expansions for µ = ± 12 .
Orthogonal polynomials with respect to W± 12 in (3.21) and the Jacobi polynomi-
als associate with A2 when γ =
1
2 have the distinction of having maximum number
of common zeros, that is, Pn = {Pnk : 0 ≤ k ≤ n} has dim Π2n−1 distinct real zeros
([74, 95]). By Theorem 2.15, Gaussian cubature formulas exist for these weight
functions. For their extensions to higher dimension, see Subsections 9.1 and 9.2.
The orthogonal polynomials with respect to W in (3.24) were studied in [134].
The reproducing kernel of Π2n in L
2(W) can also be expressed in terms of the
reproducing kernels of Π2n in L
2(W ) for W in (3.17). In particular, in the case
of γ = ± 12 , the kernel can be expressed in terms of the reproducing kernels of the
Jacobi polynomials. When γ = ± 12 , these weight functions admit minimal cubature
rules that attain the lower bound (2.19).
3.7. Methods of constructing orthogonal polynomials of two variables
from one variable. Let w1 and w2 be weight functions defined on the intervals
(a, b) and (c, d), respectively. Let ρ be a positive function on (a, b). For the weight
function
(3.30) W (x, y) = w1(x)w2(ρ
−1(x)y), (x, y) ∈ Ω,
where the domain Ω is defined by
(3.31) Ω = {(x, y) : a < x < b, cρ(x) < y < dρ(x)},
a basis of orthogonal polynomials of two variables can be given in terms of orthog-
onal polynomials of one variable whenever either one of the following additional
assumptions is satisfied:
Case 1. ρ is a polynomial of degree 1;
Case 2. ρ =
√
q with q a nonnegative polynomial of degree at most 2, and assume
that c = −d > 0 and w2 is an even function on (−c, c).
For each k ∈ N0 let {pn,k}∞n=0 denote the system of orthonormal polynomials with
respect to the weight function ρ2k+1(x)w1(x) on (a, b). And let {qn} be the system
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of orthonormal polynomials with respect to w2(x) on (c, d). Define polynomials of
two variables by
(3.32) Pnk (x, y) := pn−k,k(x)(ρ(x))
kqk
(
y
ρ(x)
)
, 0 ≤ k ≤ n.
In the Case 2, that Pnk are polynomials of degree n follows from the fact that qk
has the same parity as k, since w2 is assumed to be even. Then {Pnk : 0 ≤ k ≤ n}
is an orthonormal basis of V2n with respect to W on Ω.
Examples of orthogonal polynomials constructed by this method include product
orthogonal polynomials for which ρ(x) = 1 and following cases:
Jacobi polynomials on the disk: Let w1(x) = w2(x) = (1− x2)µ−1/2 on [−1, 1] and
ρ(x) = (1− x2)1/2. Then the weight function (3.30) becomes Wµ in Subsection 3.2
and the basis (3.32) is precisely (3.4).
Jacobi polynomials on the triangle: Let w1(x) = x
α− 12 (1 − x)β+γ−1 and w2(x) =
xβ−
1
2 (1 − x)γ− 12 , both defined on the interval (0, 1), and ρ(x) = 1 − x. Then the
weight function (3.30) becomes Wα,β,γ in Subsection 3.3 and the basis (3.32) is
precisely (3.10).
Orthogonal polynomials on the parabolic domain: Let w1(x) = x
a(1− x)b on [0, 1],
w2(x) = (1 − x2)a on [−1, 1], and ρ(x) =
√
x. Then the weight function (3.30)
becomes
(3.33) Wa,b(x, y) := (1− x)b(x− y2)b, y2 < x < 1.
The domain {(x, y) : y2 < x < 1} is bounded by a straight line and a parabola.
The mutually orthogonal polynomials Pnk in (3.32) are
(3.34) Pnk (x, y) = P
(a,b+k+1/2)
n−k (2x− 1)xk/2P (b,b)k (y/
√
x), 0 ≤ k ≤ n.
Further results and references. This method of generating orthogonal polyno-
mials of two variables first appeared in [70] and was used in [1] in certain special
cases. It was presented systematically in [63], where the two cases on ρ were
stated. For further examples of explicit bases constructed in various domains, such
as {(x, y) : x2 + y2 ≤ 1,−a ≤ y ≤ b}, 0 < a, b < 1, see [101].
The sequence of polynomials in (3.34) satisfies a product formula [64] that gener-
ates a convolution structure for L2(Wα,β), which was used to study the convergence
of orthogonal expansions [15].
3.8. Other orthogonal polynomials of two variables. This subsection con-
tains miscellaneous results on orthogonal polynomials of two variables.
1. Orthogonal polynomials for radial weight. A weight function W is called radial
if it is of the form W (x, y) = w(r), where r =
√
x2 + y2. For such a weight function,
an orthonormal basis can be given in polar coordinates (x, y) = (r cos θ, r sin θ).
Let p
(k)
m denote the orthogonal polynomial of degree m with respect to the weight
function rk+1w(r) on [0,∞). Define
Pj,1(x, y) = p
(2n−4j+1)
2j (r)r
(n−2j) cos(n− 2j)θ, 0 ≤ j ≤ n/2,
Pj,2(x, y) = p
(2n−4j+1)
2j (r)r
(n−2j) sin(n− 2j)θ, 0 ≤ j < n/2.
(3.35)
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Then {Pj,1 : 0 ≤ j ≤ n/2} ∪ {Pj,2 : 0 ≤ j < n/2} is a mutually orthogonal basis of
V2n with respect to W . For W (x, y) = (1− r2)µ−1/2, this is the basis given in (3.6).
Another example is the following:
Product Hermite weight W (x, y) = e−x
2−y2 . The basis (3.35) is given by
Pj,1(x, y) = L
n−2j
j (r
2)r(n−2j) cos(n− 2j)θ, 0 ≤ j ≤ n/2,
Pj,2(x, y) = L
n−2j
2j (r
2)r(n−2j) sin(n− 2j)θ, 0 ≤ j < n/2
(3.36)
in terms of Laguerre polynomials.
2. Berstein-Szego˝ weight of two variables. Let m ∈ N. For any i = 0, . . . ,m let
hi(y) be polynomials in y with real coefficients of degree at most
m
2 − |m2 − i|, with
h0(y) = 1, such that for all −1 ≤ y ≤ 1,
(3.37) h(z, y) =
m∑
i=0
hi(y)z
i, z ∈ C,
is nonzero for any |z| ≤ 1. Consider the two variable weight function
(3.38) W (x, y) =
4
pi2
√
1− x2
√
1− y2
|h(z, y)|2 , x =
1
2
(
z +
1
z
)
.
For dm−22 e ≤ k ≤ n, define the polynomials
(3.39) Pnk (x, y) = Un−k(y)
m∑
i=0
hi(y)Uk−i(x),
where if n < 0 it is understood that Un(x) = −U−n−2(x). Then Pnk is an orthogonal
polynomial of degree n with respect to W . In particular, if m ≤ 2, then {Pnk : 0 ≤
k ≤ n} is an orthogonal basis for V2n.
Example. h(z, y) = 1− 2ayz + a2z2, where |a| < 1 and a ∈ R. Then
(3.40) W (x, y) =
4
pi2
(1− a2)√1− x2
√
1− y2
4a2(x2 + y2)− 4a(1 + a2)xy + (1− a2)2 ,
The orthogonal polynomials in (3.39) are given by, up to a constant, Pn0 (x, y) =
Un(y) and
Pnk (x, y) =
(
Uk(x)− 2ayUk−1(x) + a2Uk−2(x)
)
Un−k(y), 1 ≤ k ≤ n.
For further examples and other properties of such polynomials, see [23].
3. Orthogonal polynomials on regular hexagon. With respect to the constant
weight function on the regular hexagon, orthogonal polynomials were studied in
[25], where an algorithm for generating an orthogonal basis was given. No closed
form of orthogonal basis is known.
4. Spherical harmonics
Spherical harmonics are an essential tool for Fourier analysis on the unit sphere
Sd−1 = {x : ‖x‖ = 1} in Rd. They are also building blocks for families of orthogonal
polynomials for radial weight functions on Rd.
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4.1. Ordinary spherical harmonics. Let ∆ = ∂
2
∂x21
+ · · · + ∂2
∂x2d
be the Laplace
operator. A polynomial Y is called harmonic if ∆Y = 0. For n = 0, 1, 2, . . . let
Hdn denote the linear space of homogeneous harmonic polynomials of degree n in
d-variables, that is,
Hdn :=
{
P ∈ Pdn : ∆P = 0
}
.
Spherical harmonics are defined as the restriction of harmonic polynomials on the
unit sphere. If Y ∈ Hdn, then Y (x) = ‖x‖nY (x′) where x′ = x/‖x‖ ∈ Sd−1. We
shall also use Hdn to denote the space of spherical harmonics of degree n. For
n ∈ N0,
dimHdn = dimPdn − dimPdn−2 =
(2n+ d− 2)(n+ d− 3)!
n!(d− 2)! .
Spherical harmonics of different degrees are orthogonal in L2(Sd−1, dσ), where dσ
denotes the normalized (Haar) measure on Sd−1. There is a unique decomposition
Pdn =
bn2 c⊕
j=0
‖x‖2jHdn−2j : P (x) =
bn2 c∑
j=0
‖x‖2jY dn−2j(x′).
Orthonormal basis. Introducing spherical polar coordinates
(4.1)

x1 = r sin θd−1 . . . sin θ2 sin θ1,
x2 = r sin θd−1 . . . sin θ2 cos θ1,
· · ·
xd−1 = r sin θd−1 cos θd−2,
xd = r cos θd−1,
where r ≥ 0, 0 ≤ θ1 < 2pi, 0 ≤ θi ≤ pi for i = 2, . . . , d, the normalized measure dσ
on Sd−1 is given by
dσ = ω−1d
d−2∏
j=1
(sin θd−j)
d−j−1
dθ1dθ2 . . . dθd−1,(4.2)
where ωd =
2pid/2
Γ(d/2) is the surface area of S
d−1. For d = 2, dimH1n = 2 and an
orthogonal basis for H1n is given by, in polar coordinates,
Y (1)n (x) := r
n cosnθ, Y (2)n (x) := r
n sinnθ.
For d > 2 and α ∈ Nd0, define
(4.3) Yα(x) := [hα]
−1r|α|gα(θ1)
d−2∏
j=1
(sin θd−j)|α
j+1|Cλjαj (cos θd−j),
where gα(θ1) = cos(αd−1θ1) for αd = 0, sin((αd−1 + 1)θ1) for αd = 1, |αj | =
αj + . . .+ αd, λj = |αj+1|+ (d− j − 1)/2, and
[hα]
2 = bα
d−2∏
j=1
αj !(
d−j+1
2 )|αj+1| (αj + λj)
(2λj)αj (
d−j
2 )|αj+1|λj
,
where bα = 2 if αd−1 + αd > 0, else = 1. Then {Yα : |α| = n, αd = 0, 1} is an
orthonormal basis of Hdn.
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Projection opeator. The operator projn : L
2(Sd−1, dσ) 7→ Hdn satisfies
projn P (x) =
bn2 c∑
j=0
1
4jj!(−n+ 2− d/2)j ‖x‖
2j∆hP (x)
=
(−1)n
2n(d2 − 1)n
‖x‖2‖α‖+d−2P
(
∂
∂x
){‖x‖−d+2} .(4.4)
In particular, the projection of xα is, up to a constant, Maxwell’s representation,
defined by
(4.5) Hα(x) := ‖x‖2|α|+d−2 ∂
α
∂xα
{‖x‖−d+2} , α ∈ Nd0.
The set {Hα : |α| = n, αd = 0, 1} is a basis of Hdn. Furthermore, Hα satisfy a
recursive relation
(4.6) Hα+ei(x) = −(2|α|+ d− 2)xiHα(x) + ‖x‖2
∂
∂xi
Hα(x).
Let Pn(·, ·) denote the reproducing kernel of Hdn. Then the projection operator can
be written as an integral operator
projn f(x) =
1
ωd
∫
Sd−1
f(y)Pn(x, y)dσ.
Reproducing kernel and zonal spherical harmonics. In terms of an orthonormal
basis {Yj : 1 ≤ j ≤ dimHdn} of Hdn, the reproducing kernel, by definition, can be
written as
(4.7) Pn(x, y) =
∑
1≤j≤dimHdn
Yj(x)Yj(y).
The kernel is invariant under the action of the orthogonal group O(d) and it depends
only on the distance between x and y on the sphere. Moreover,
(4.8) Pn(x, y) =
n+ λ
λ
Cλn (〈x, y〉) , x, y ∈ Sd−1, λ =
d− 2
2
.
For y ∈ Sd−1, the homogeneous polynomial ‖x‖nC(d−2)/2n (〈x, y〉/‖x‖) is often called
a zonal harmonic polynomial. The combination of (4.7) and (4.8) is known as the
addition formula of spherical harmonics. The reproducing property of the kernel
leads to the Funk-Hecke formula
(4.9)
∫
Sd−1
f(〈x, y〉)Y (x)dσ(x) = λnY (y), Y ∈ Hd−1n , y ∈ Sd−1,
for all functions f for which the left hand side is finite, where
λn =
1
ωd−1
∫ 1
−1
f(t)
Cλn(t)
Cλn(1)
(1− t2)λ− 12 dt, λ = d− 2
2
.
The Poisson summation kernel satisfies, for x, y ∈ Sd−1,
(4.10)
∞∑
n=0
Pn(x, y)r
n =
1− r2
(1− 〈x, y〉r + r2) d2 =
1− r2
‖rx− y‖d .
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Laplace-Beltrami operator. Denoted by ∆0, this operator can be defied by
(4.11) ∆0f(x) = ∆
[
f
(
y
‖y‖
)]
(x), x ∈ Sd−1,
where the Laplace operator ∆ acts on the variables y. Under the spherical po-
lar coordinates x = rx′, r > 0 and x′ ∈ Sd−1, the usual Laplace operator ∆ is
decomposed as
(4.12) ∆ =
d2
dr2
+
d− 1
r
d
dr
+
1
r2
∆0.
The spherical harmonics are eigenfunctions of ∆0, that is,
(4.13) ∆0Y = −n(n+ d− 2)Y, Y ∈ Hdn.
In terms of the spherical coordinates (4.1), ∆0 is given by
∆0 =
1
(sin θd−1)d−2
∂
∂θd−1
[
(sin θd−1)d−2
∂
∂θd−1
]
(4.14)
+
d−2∑
j=1
1
(sin θd−1)2 · · · (sin θj+1)2 sinj−1 θj
∂
∂θj
[
(sin θj)
j−1 ∂
∂θj
]
.
Furthermore, it satisfies a decomposition
(4.15) ∆0 =
∑
1≤i<j≤d
(
xi
∂
∂xj
− xj ∂
∂xi
)2
for x ∈ Sd−1. The operator Ai,j = xi ∂∂xj − xj ∂∂xi is the derivative with respect to
the angle (Euler angle) in the polar coordinates of (xi, xj)-plane, and it is also the
infinitesimal operator of the regular representation f 7→ f(Q−1x) of the rotation
group SO(d).
Further results and references. A number of books contain chapters or sections
on spherical harmonics, treating the subject from various points of view. For earlier
development, especially on S2, see [47]. A well circulated early introductory is [85].
The connection to Fourier analysis in Euclidean space is treated in [107], see also
[86]. For the connection to the Radon transform, see [46]. For applications in
integral geometry, see [44]. For the point of view of group representations, see
[108]. The fact that the zonal polynomial is of the form pn(〈x, y〉) can be used as a
starting point to study properties of Gegenbauer polynomials, see [85, 108] as well
as [5]. Spherical harmonics are used as building blocks for orthogonal families on
radial symmetric measures, see [28, 127] and the next section.
4.2. h-harmonics for product weight functions on the sphere. A far reach-
ing extension of spherical harmonics is Dunkl’s h-harmonics associated with reflec-
tion groups, see Chapter 7. We consider the case Zd2, since explicit formulas are
available mostly in this case. Let
(4.16) wκ(x) = cκ
d∏
i=1
|xi|2κi with cκ = pi
d
2
Γ(d2 )
Γ(|κ|+ d2 )
Γ(κ1 +
1
2 ) . . .Γ(κd +
1
2 )
,
where |κ| = κ1 + . . . + κd, normalized so that
∫
Sd−1 wκ(x)dσ = 1. This weight
function is invariant under the group Zd2, for which the results for ordinary spherical
harmonics can be extended in explicit formulas.
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Definition. The h-harmonics are homogeneous polynomials that satisfy ∆hY =
0, where ∆h = D21 + . . . + D2d is the Dunkl Laplacian and Dj , 1 ≤ j ≤ d, are the
Dunkl operators associated with Zd2,
(4.17) Djf(x) = ∂
∂xj
f(x) + κj
f(x)− f(x1, . . . ,−xj , . . . , xd)
xj
.
The spherical h-harmonics are the restriction of h-harmonics on the sphere. Let
Hdn(wκ) denote the space of h-harmonic of degree n. Then
(4.18) ∆h,0Y = −n(n+ 2|κ|+ d− 2)Y, Y ∈ Hdn(wκ),
where ∆h,0 is the spherical h-Laplacian operator, and dimHdn(h2κ) = dimHdn.
An orthonormal basis. A basis of Hdn(wκ) can be given in spherical coordinates
(4.1), using the generalized Gegenbauer polynomials defined by
C
(λ,µ)
2n (x) :=
(λ+ µ)n(
µ+ 12
)
n
P (λ−1/2,µ−1/2)n (2x
2 − 1),
C
(λ,µ)
2n+1(x) :=
(λ+ µ)n+1(
µ+ 12
)
n+1
xP (λ−1/2,µ+1/2)n (2x
2 − 1).
(4.19)
The polynomials C
(λ,µ)
n are orthogonal with respect to the weight function
wλ,µ(x) = |x|2λ(1− x2)µ−1/2, x ∈ [−1, 1].
Let h
(λ,µ)
n = c
∫ 1
−1[C
(λ,µ)
n (t)]2wλ,µ(t)dt, normalized so that h
(λ,µ)
0 = 1. Then
h
(λ,µ)
2n =
(
λ+ 12
)
n
(λ+ µ)n (λ+ µ)
n!
(
µ+ 12
)
n
(λ+ µ+ 2n)
,
h
(λ,µ)
2n+1 =
(
λ+ 12
)
n
(λ+ µ)n+1 (λ+ µ)
n!
(
µ+ 12
)
n+1
(λ+ µ+ 2n+ 1)
.
(4.20)
For d ≥ 2 and α ∈ Nd0, define
Yα(x) := [hα]
−1r|α|gα(θ1)
d−2∏
j=1
(sin θd−j)|α
j+1|C(λj ,κj)αj (cos θd−j)(4.21)
where gα(θ) = C
(κd,κd−1)
αd−1 (cos θ) for αd = 0, sin θC
(κd+1,κd−1)
αd−1−1 (cos θ) for αd = 1,
|αj | = αj + . . .+ αd, |κj | = κj + . . .+ κd, λj = |αj+1|+ |κj+1|+ d−j−12 , and
[hnα]
2
=
aα
(|κ|+ d2 )n
d−1∏
j=1
h(λi,κi)αi (κi + λi)αi , aα =
{
1 if αd = 0
κd +
1
2 if αd = 1
.
Then {Yα : |α| = n, αd = 0, 1} is an orthonormal basis of Hdn(wκ).
Reproducing kernel. The reproducing kernel of Hdn(wκ) is given by
Pn(wκ;x, y) =
∑
1≤j≤dimHdn(wκ)
Yj(x)Yj(y)
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where {Yj : 1 ≤ j ≤ dimHdn(wκ)} is an orthonormal basis of Hdn(wκ). It satisfies a
closed formula
Pn(wκ;x, y) =
n+ |κ|+ d−22
|κ|+ d−22
∫
[−1,1]d
C
|κ|+ d−22
n (x1y1t1 + · · ·+ xdydtd)
×
d∏
i=1
(1 + ti)
d∏
i=1
cκi(1− t2i )κi−1dt.(4.22)
Further results and references. The h-harmonics associated to a finite reflection
group was first studied by Dunkl in [26], Dunkl operators were defined in [27]. For
an overview of the extensive theory of h-harmonics, see Chapter 7 and [28]. The
case Zd2 was studied in detail in [118], which contains (4.21) and (4.22), as well as
a closed formula for an analog of Poisson integral. A Funk-Hecke type formula was
given in [123]. For monic h-harmonic basis and biorthogonal basis, see [129]. For a
connection to products of Heine-Stieltjes polynomials, see [110].
5. Classical orthogonal polynomials of several variables
General properties of orthogonal polynomials of several variables are given in
Subsection 2. This section contains results for specific weight functions.
5.1. Classical orthogonal polynomials on the unit ball. For x, y ∈ Rd, let
〈x, y〉 := x1y1 + . . . + xdyd and ‖x‖ :=
√〈x, x〉. On the unit ball Bd = {x ∈ Rd :
‖x‖ ≤ 1}, consider
(5.1) Wµ(x, y) :=
Γ(µ+ d+12 )
pid/2Γ(µ+ 12 )
(1− ‖x‖2)µ−1/2, µ > −1/2,
normalized so that its integral over Bd is 1. For d = 2, see Subsection 3.2.
Differential operator. Orthogonal polynomials of degree n with respect to Wµ
are eigenfunctions of a second order differential operators
∆P −
d∑
j=1
∂
∂xj
xj
[
(2µ− 1)P +
d∑
i=1
xi
∂P
∂xi
]
= λnP, P ∈ Vdn,(5.2)
where λn = −(n+ d)(n+ 2µ− 1) and ∆ is the Laplace operator.
First orthonormal basis. Associated with x = (x1, . . . , xd) ∈ Rd, define xj =
(x1, . . . , xj) for 1 ≤ j ≤ d and x0 = 0. For α ∈ Nd and 1 ≤ j ≤ d, let αj :=
(αj , . . . , αd) and α
d+1 := 0. This basis of Vdn is {Pα : |α| = n} with
(5.3) Pα(x) := [hα]
−1
d∏
j=1
(1− ‖xj−1‖2)
αj
2 Cλjαj
(
xj√
1− ‖xj−1‖2
)
,
where λj = µ+ |αj+1|+ d−j2 and hα are given by
(5.4) [hα]
2 =
(µ+ d2 )|α|
(µ+ d+12 )|α|
d∏
j=1
(µ+ d−j2 )|αj |(2µ+ 2|αj+1|+ d− j)αj
(µ+ d−j+12 )|αj |αj !
,
and, if µ = 0, the basis holds under limµ→0 µ−1Cµn(x) = (2/n)Tn(x) and the
constant needs to be modified as in (3.5).
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Second orthonormal basis. For 0 ≤ j ≤ n/2 let {Y`,n−2j : 1 ≤ ` ≤ rdn−2j}, where
rdk = dimHdk, be an orthonormal basis of Hdn−2j , the space of spherical harmonics
of degree n− 2j, with respect to the normalized surface measure. For 0 ≤ j ≤ n/2,
define
(5.5) P`,j(x) := [hj,n]
−1P (µ−
1
2 ,n−2j+ d−22 )
j (2‖x‖2 − 1)Y`,n−2j(x),
where
[hj,n]
2 =
(µ+ 12 )j(
d
2 )n−j(n− j + µ+ d−12 )
j!(µ+ d+12 )n−j(n+ µ+
d−1
2 )
.
Then {P`,j : 1 ≤ ` ≤ rdn−2j , 0 ≤ j ≤ n/2} is an orthonormal basis of Vdn.
Appell’s biorthogonal polynomials. There are two families of polynomials so
named, {Uα : α ∈ Nd0} and {Vα : α ∈ Nd0}, each is a basis of Vdn.
(i) The family {Uα} is defined by the generating function
(5.6)
[
(1− 〈b, x〉)2 + ‖b‖2(1− ‖x‖2)]−µ = ∑
α∈Nd0
bαUα(x),
where b ∈ Rd, ‖b‖ < 1. It satisfies the following Rodrigues type formula,
(5.7) Uα(x) =
(−1)|α|(2µ)|α|
2|α|(µ+ 12 )|α|α!
(1− ‖x‖2)−µ+ 12 ∂
|α|
∂xα
(1− ‖x‖2)|α|+µ− 12 .
where ∂
|α|
∂xα =
∂|α|
∂x
α1
1 ...∂x
αd
d
. Furthermore, it can be explicitly given as
Uα(x) =
(2µ)|α|
α!
∑
β≤α
(−1)|β|(−α)2β
22|β|β!(µ+ 12 )|β|
xα−2β(1− ‖x‖2)|β|(5.8)
=
(2µ)|α|xα
α!
FB
(
− α
2
,
1− α
2
;µ+
1
2
;
1− ‖x‖2
x21
, . . . ,
1− ‖x‖2
x2d
)
,
where (−α)β = (−α1)2β1 . . . (−αd)2βd , 1 = (1, . . . , 1), β < α means βi < αi,
1 ≤ i ≤ d, and FB is the Lauricella’s hypergeometric series of type B (see Chapter
3 and [34]).
(ii) The family {Vα} is defined by the generating function
(5.9) (1− 2〈b, x〉+ ‖b‖2)−µ−(d−1)/2 =
∑
α∈Nd0
bαVα(x),
where b ∈ Rd and ‖b‖ < 1. The generating function implies that
(5.10) ‖b‖nCµ+
d−1
2
n
( 〈b, x〉
‖b‖
)
=
∑
|α|=n
bαVα(x).
The polynomial Vα can be written explicitly as
Vα(x) = 2
|α|xα
∑
γ<α
(µ+ d−12 )|α|−|γ|(−α+ γ)γ
(α− γ)!γ! 2
−2|γ|x−2γ
(5.11)
=
2|α|
(
µ+ d−12
)
|α|
α!
xαFB
(
− α
2
,
1− α
2
;−|α| − µ− d− 3
2
;
1
x21
, . . . ,
1
x2d
)
.
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Each of {Uα : |α| = n} and {Vα : |α| = n} is an orthogonal, but not orthonormal,
basis of Vdn; the elements of each set of polynomials are not mutually orthogonal.
Together, however, they satisfy a biorthogonal relation
(5.12)
∫
Bd
Vα(x)Uβ(x)Wµ(x)δx =
µ+ d−12
|α|+ µ+ d−12
· (2µ)|α|
α!
δα,β .
Monic orthogonal polynomials. For each α, define
(5.13) Rα(x) :=
α!
2|α|
(
µ+ d−12
)
|α|
Vα(x).
Then Rα is the monic orthogonal polynomial, Rα(x) = x
α − Qα(x), Qα ∈ Πdn−1.
The L2(Wµ, B
d) norm, ‖ · ‖2,µ, of Rα is the error of the best approximation of xα,
which satisfies a close formula
(5.14) min
P∈Πdn−1
‖xα − P (x)‖22,µ = ‖Rα‖22,µ =
λα!
2n−1(λ)n
∫ 1
0
d∏
i=1
Pαi(t)t
n+2λ−1dt,
where λ = µ+ (d− 1)/2 > 0, n = |α|, and Pαi is the Legendre polynomial.
Reproducing kernel. The kernel Pn(·, ·), defined in (2.22), of Vdn with respect to
Wµ satisfies a compact formula. For µ > 0, x, y ∈ Bd,
Pn(x, y) = cµ
n+ λ
λ
∫ 1
−1
Cλn
(
〈x, y〉+ t
√
1− ‖x‖2
√
1− ‖y‖2
)
(1− t2)µ−1dt,
(5.15)
where λ = µ+ d−12 and [cµ]
−1 =
∫ 1
−1(1− t2)µ−1dt, and for µ = 0, x, y ∈ Bd,
Pn(x, y) =
n+ d−12
d− 1
[
C
d−1
2
n
(
〈x, y〉+ t
√
1− ‖x‖2
√
1− ‖y‖2
)
(5.16)
+ C
d−1
2
n
(
〈x, y〉+ t
√
1− ‖x‖2
√
1− ‖y‖2
)]
.
These formulas are essential for obtaining sharp results for convergence of orthog-
onal expansions. When d = m−12 , (5.15) can also be written as
Pn(x, y) =
n+ λ
λ
∫
Sm−1
Cλn
(
〈x, y〉+
√
1− ‖y‖2 〈x′, ξ〉
)
dσm(ξ),(5.17)
where λ = d+m−12 and dσm is the normalized surface measure on S
m−1.
For the constant weight W1/2(x) =
d+1
pi , there is another formula for the repro-
ducing kernel,
Pn(x, y) =
n+ d/2
d/2
∫
Sd−1
Cd/2n (〈x, ξ〉)Cd/2n (〈ξ, y〉)dσd(ξ).(5.18)
Further results and references. For orthogonal bases on the ball, see [4, 28, 33].
There are further results on biorthogonal bases, see [4, 33]. For monic orthogonal
basis, see [129]. Orthogonal bases in ridge polynomials were discussed in [123],
together with a Funk-Hecke type formula for orthogonal polynomials. The compact
formulas (5.15) and (5.16) for the reproducing kernels were proved in [122] and
used to study expansion problems, whereas the compact formula (5.17) was proved
in [124]. The formula (5.18) was proved in [90] in the context of approximation
by ridge functions, and in [132] in connection with Radon transforms. Three-term
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relations are used to develop an efficient numerical algorithm to evaluate orthogonal
polynomials in (5.3) for d = 2 and 3 in [7]. For convergence and summability of
orthogonal expansions, see Section 7.
5.2. Classical orthogonal polynomials on the simplex. For x ∈ Rd, let |x| :=
x1 + · · ·+ xd. The simplex T d ⊂ Rd is defined by
T d := {x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, 1− |x| ≥ 0}.
The classical weight function on T d is defined, for κ1, . . . , κd+1 > −1/2, by
(5.19) Wκ(x) :=
Γ(|κ|+ d+12 )∏d+1
i=1 Γ(κi +
1
2 )
x
κ1− 12
1 . . . x
κd− 12
d (1− |x|)κd+1−
1
2 .
Differential operator. Orthogonal polynomials of degree n with respect to Wκ
are eigenfunctions of a second order differential operator,
d∑
i=1
xi(1− xi)∂
2P
∂x2i
− 2
∑
1≤i<j≤d
xixj
∂2P
∂xi∂xj
(5.20)
+
d∑
i=1
((
κi +
1
2
)− (|κ|+ d+12 )xi) ∂P∂xi = λnP, ∀P ∈ Vdn,
where λn = −n
(
n+ |κ|+ d−12
)
and |κ| = κ1 + · · ·+ κd+1.
An orthonormal basis. To state this basis we use the notation of xj and α
j
as in the first orthonormal basis on Bd of Subsection 5.1. We also define, for
κ = (κ1, . . . , κd+1) and j = 0, 1, . . . , d+ 1, κ
j = (κj , . . . , κd+1). This basis of Vdn is
{Pα : |α| = n, α ∈ Nd0} with
(5.21) Pα(x) := [hα]
−1
d∏
j=1
(1− |xj−1|)αjP (aj ,bj)αj
( 2xj
1− |xj−1| − 1
)
,
where aj = 2|αj+1|+ |κj+1|+ d−j−12 and bj = κj − 12 , and
[hα]
2 =
d∏
j=1
(
κj +
1
2
)
αj
(
|κj+1|+ d−j+12
)
|αj |+|αj+1|
(aj + bj + αj + 1)
αj !
(
|κj |+ d−j+22
)
|αj |+|αj+1|
(aj + bj + 2αj + 1)
.
Appell’s biorthogonal polynomials. There are two families of such polynomials,
{Uα : |α| = n} and {Vα : |α| = n}, each is a basis of Vdn.
(i) For α ∈ Nd0, define
Uα(x) :=x
−κ1+ 12
1 . . . x
−κd+ 12
d (1− |x|)−κd+1+
1
2(5.22)
× ∂
|α|
∂αx
[
x
α1+κ1− 12
1 . . . x
αd+κd− 12
d (1− |x|)|α|+κd+1−
1
2
]
.
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(ii) For α ∈ Nd0, define
Vα(x) :=
∑
β≤α
(−1)n+|β|
d∏
i=1
(
αi
βi
)
(κi +
1
2 )αi
(κi +
1
2 )βi
(|κ|+ d−12 )n+|β|
(|κ|+ d−12 )n+|α|
xβ
=
(−1)n(κ+ 12 )α
(n+ |κ|+ d−12 )|α|
FA
(
n+ |κ|+ d−12 ,−α;κ+ 12 , x
)
(5.23)
where FA denotes the Lauricellas hypergeometric series of type A (see Chapter 3
and [34]).
Each of {Uα : |α| = n} and {Vα : |α| = n} is an orthogonal, but not orthonormal,
bases of Vdn; the elements of each set of polynomials are not mutually orthogonal.
Together they satisfy a biorthogonal relation
(5.24)
∫
Td
Vβ(x)Uα(x)Wκ(x)δx =
(κ+ 12 )α(κd+1 +
1
2 )|α|
(|κ|+ d+12 )2|α|
α! δα,β .
Monic orthogonal basis. The simplex T d is associated with the permutation
group of X := (x1, . . . , xd, xd+1), where xd+1 = 1− |x|. For x ∈ T d and α ∈ Nd+10 ,
define Xα = xα11 . . . x
αd
d (1 − |x|)αd+1 . Then Vα(x) = Xα − Qα(x), where Qα is a
polynomial of degree at most |α| − 1. The L2(Wκ, T d) norm, ‖ · ‖2,κ, of Rα is the
error of the best approximation of Xα, which satisfies a close formula: for |α| = n,
min
P∈Πdn−1
‖Xα − P (x)‖22,κ = ‖Vα‖22,κ(5.25)
=
(|κ|+ d−12 )(κ+ 12 )α
(|κ|+ d−12 )2|α|
∫ 1
0
d+1∏
i=1
P
(0,κi− 12 )
αi (2t− 1)t|α|+|κ|+
d−3
2 dt.
If αd+1 = 0, (5.25) gives the error of best approximation to x
α.
Reproducing kernel. The kernel Pn(·, ·), defined in (2.22), of Vdn with respect to
Wκ satisfies a compact formula. For κi > 0, 1 ≤ i ≤ d, x, y ∈ T d,
Pn(x, y) =
(2n+ |κ|+ d−12 )(|κ|+ d−12 )n
(|κ|+ d−12 )( 12 )n
(5.26)
× cκ
∫
[−1,1]d+1
P
(|κ|+ d−22 ,− 12 )
n
(
2z(x, y, t)2 − 1) d+1∏
i=1
(1− t2i )κi−1dt,
where z(x, y, t) =
√
x1y1 t1 + . . .+
√
xdyd td +
√
1− |x|√1− |y| td+1, and [cκ]−1 =∫
[−1,1]d+1
∏d+1
i=1 (1 − t2i )κi−1dt. If some κi = 0, then the formula holds under the
limit relation
lim
λ→0
cλ
∫ 1
−1
g(t)(1− t)λ−1dt = g(1) + g(−1)
2
.
Further results and references. Orthogonal polynomials Uα on T
d were defined
in [4] for d = 2. For d = 2, the polynomials Vα were studied in [35]; for d > 2 they
appeared in [45] when Wκ(x) = 1 and in [28] in general. The monic orthogonal
polynomials were studied in [129]. The formula (5.26) of the reproducing kernel
appeared in [121]. A product formula for orthogonal polynomials on the simplex was
established in [64]. The polynomials in (5.21) serve as generating functions for the
32 YUAN XU
Hahn polynomials in several variables [60, 137]. For convergence and summability
of orthogonal expansions, see Section 7.
5.3. Hermite polynomials of several variables. These are orthogonal polyno-
mials with respect to the product weight
(5.27) WH(x) = pi
− d2 e−‖x‖
2
, x ∈ Rd.
Many properties are inherited from Hermite polynomials of one variable.
Differential operator. Orthogonal polynomials of degree n with respect to WH
are eigenfunctions of a second order differential operator
(5.28) ∆P − 2
d∑
i=1
xi
∂P
∂xi
= −2nP, P ∈ Vdn.
Product orthogonal basis. For α ∈ Nd0, define
(5.29) Hα(x) = Hα1(x1) . . . Hαd(xd).
Then {[cα]−1Hα : |α| = n} is an orthonormal basis of Vdn, where [cα]2 = 2|α|α!. As
products of Hermite polynomials of one variable, they inherit a generating function
and Rodrigues type formula. Furthermore, they satisfy∑
|α|=n
Hα(y)
α!
xα =
1
n!
√
pi
∫ ∞
−∞
Hn(x1y1 + · · ·+ xdyd + s
√
1− ‖x‖2)e−s2ds
for all x ∈ Bd and y ∈ Rd. In particular,
(5.30)
∑
|α|=n
Hα(y)
α!
xα =
1
n!
Hn(x1y1 + · · ·+ xdyd), ‖x‖ = 1.
Second orthonormal basis. For 0 ≤ j ≤ n/2 let {Y`,n−2j , 1 ≤ ` ≤ rdn−2j}, where
rdk = dimHdk, be an orthonormal basis of Hdn−2j as in (5.5). Define
(5.31) Pn`,j(x) = [cj,n]
−1Ln−2j+
d−2
2
j (‖x‖2)Y`,n−2j(x), [cj,n]2 =
(d2 )n−j
j!
.
Then {Pn`,j : 1 ≤ ` ≤ rdn−2j , 0 ≤ j ≤ n/2} is an orthonormal basis of Vdn.
Mehler formula. The reproducing kernel Pn(·, ·), defined in (2.22), of Vdn satisfies,
for 0 < z < 1 and x, y ∈ Rd,
∞∑
n=0
Pn(x, y)z
n =
1
(1− z2) d2 exp
{
−z
2(‖x‖2 + ‖y‖2)− 2z〈x, y〉
1− z2
}
.(5.32)
Further results and references. The study of Hermite polynomials of several
variables was started by Hermite and followed by many other authors, see [4, 33]
for references. Analogues of Hermite polynomials can be defined more generally for
the weight function
(5.33) W (x) = (detA)
1
2pi−
d
2 exp
{−xtrAx} ,
where A is a positive definite matrix. Two families of biorthogonal polynomials can
be defined for W in (5.33), which coincide when A is an identity matrix. These
were studied in [4], see also [33]. Since A is positive definite, it can be written
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as A = BtrB. Thus, orthogonal polynomials for W in (5.33) can be derived from
Hermite polynomials for WH by a change of variables.
5.4. Laguere and generalized Hermite polynomials. Laguerre polynomials
of several variables. These are orthogonal polynomials with respect to the product
weight
(5.34) WL(x) =
1∏d
k=1 Γ(κi +
1
2 )
xκe−|x|, x ∈ Rd+,
where |x| = x1 + . . . xd and Rd+ = {x ∈ Rd : xi ≥ 0, 1 ≤ i ≤ d}. Many properties
are inherited from Laguerre polynomials of one variable.
The polynomials in Vn are eigenfunctions of a differential operator
(5.35)
d∑
i=1
xi
∂2P
∂x2i
+
d∑
i=1
(κi + 1− xi) ∂P
∂xi
= −nP, P ∈ Vdn.
An orthonormal basis of Vdn is given by {Lκα : |α| = n, α ∈ Nd0}, where
(5.36) Lκα(x) = [cα]
−1Lκ1α1(x1) . . . L
κd
αd
(xd) with [cα]
2 =
(
α+ κ
α
)
.
The reproducing kernel Pn(·, ·), defined in (2.22), of Vdn satisfies, for 0 < z < 1 and
x, y ∈ Rd+,
∞∑
n=0
Pn(x, y)z
n =
d∏
i=1
e
− z(xi+yi)1−z
1− z (xiyiz)
−κi2 Iκi
(
2
√
xiyiz
1− z
)
,(5.37)
where Iκ denote the modified Bessel function of order r.
Generalized Hermite polynomials. These are orthogonal polynomials with re-
spect to the weight function
(5.38) Wκ(x) =
d∏
i=1
|xi|2κie−‖x‖2 , κi ≥ 0.
Let ∆h be the Dunkl Laplacian in Subsection 4.2. The orthogonal polynomials in
Vdn are eigenfunctions of a differential-difference operator,
(5.39) (∆h − 2〈x,∇〉)P = −2nP, ∀P ∈ Vdn,
For κ > 0 let Hκn be defined by
Hκ2n(x) = (−1)n22nn!Lκ−
1
2
n (x
2),
Hκ2n+1(x) = (−1)n22n+1n!xLκ+
1
2
n (x
2).
(5.40)
Let hκn = Γ(κ+
1
2 )
−1 ∫
R[H
κ
n(x)]
2xκe−x
2
dx, normalized so that hκ0 = 1. Then
hκ2n = 2
4nn!(µ+ 12 )n and h
κ
2n+1 = 2
4n+2n!(µ+ 12 )n+1.(5.41)
An orthonormal basis of Vdn for Wκ is given by {Pα : |α| = n}, where
(5.42) Pα(x) = c
−1
α H
κ1
α1 (x1) · · ·Hκdαd (xd) with c2α = hκ1α1 . . . hκdαd .
Another orthonormal basis, analogue to (5.31), can be given, in polar coordinates,
by Laguerre polynomials and h-harmonics.
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Further results and references. As products of Laguerre polynomials of one vari-
able, the polynomials Lαn(x) in (5.36) have a generating function, a Rodrigues type
formula, as well as a product formula that induces a convolution structure. The
generalized Hermite polynomials can be defined for weight functions under other re-
flection groups, for those and further properties of these functions, including Mehler
type formula, see [28, 94, 125].
5.5. Jacobi polynomials of several variables. These polynomials are orthogo-
nal with respect to the weight function
(5.43) Wa,b(x) =
d∏
i=1
(1− xi)ai(1 + xi)bi , x ∈ [−1, 1]d.
An orthogonal basis is formed by the product Jacobi polynomials,
Pα(x) = P
(a1,b1)
α1 (x1) . . . P
(ad,bd)
αd
(xd), α ∈ Nd0.
Most results for these orthogonal polynomials follow from Jacobi polynomials of
one variable. The reproducing kernel Pn(·, ·) of Vdn satisfies
(5.44)
∞∑
n=0
Pn(x,1)r
n =
d∏
i=1
(1− r)(1 + r)ai−bi+1
(1− 2rxi + r2)ai+3/2 2F1
( bi−ai
2 ,
bi−ai−1
2
bi + 1
;
2r(1 + xi)
(1 + r)2
)
,
where 0 < r < 1 and 1 = (1, . . . , 1).
In the case ai = bi = −1/2, i = 1, . . . , d, of the product Chebyshev weight
function, the reproducing kernel Pn(·, ·) satisfies a closed formula, given in terms
of divided difference [x1, . . . , xd]f defined by
[x0] f = f(x0) and [x0, . . . , xn] f =
[x0, . . . , xn−1] f − [x1, . . . , xn] f
x0 − xn ,
which is a symmetric function in x. For W (x) =
∏d
i=1(1− x2i )−
1
2 ,
(5.45) Pn(x,1) = [x1, . . . , xd]Gn,
where
Gn(t) = (−1)[
d+1
2 ]2(1− t2) d−12
{
Tn(t) for d even,
Un−1(t) for d odd.
The product Jacobi polynomials inherited a product formula from one variable,
which allows one to define a convolution structure for orthogonal expansions.
6. Relation between orthogonal polynomials on regular domains
By classical domains we mean the sphere, ball, simplex, Rd and Rd+. Orthogonal
polynomials on these domains are closely related.
6.1. Orthogonal polynomials on the sphere and on the ball. A nonneg-
ative weight function H defined on Rd+1 is called S-symmetric if H(x′, xd+1) =
H(x′,−xd+1) and H(x′, xd+1 = H(−x′, xd+1), where x′ ∈ Rd, and the restriction
of H on the sphere Sd is a non-trivial weight function. Let Hd+1n (H) denote the
space of homogeneous polynomials of degree n that are orthogonal in L2(Sd, H) to
polynomials of lower degrees. Then
(6.1) dimHd+1n (H) = dimPd+1n − dimPd+1n−2 =
(
n+ d
d
)
−
(
n+ d− 2
d
)
.
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Associated with an S-symmetric weight function H, define
WH(x) = H(x,
√
1− ‖x‖2), x ∈ Bd,
which is a centrally symmetric weight function on the ball. Let {Pα : |α| = n, α ∈
Nd0} be an orthogonal basis for Vdn with respect to WH(x)/
√
1− ‖x‖2, and let
{Qβ : |β| = n − 1, β ∈ Nd0} be an orthogonal basis for Vdn−1 with respect to the
weight function WH(x)
√
1− ‖x‖2. For y ∈ Rd+1, define
y = r(x, xd+1), x ∈ Bd, (x, xd+1) ∈ Sd, r ≥ 0.
For α, β ∈ Nd0, |α| = n and |β| = n− 1, define
Y (1)α (y) = r
nPα(x) and Y
(2)
β (y) = r
nxd+1Qβ(x).
Theorem 6.1. The functions Y
(1)
α and Y
(2)
β are homogeneous polynomials of degree
n in the variable y. Furthermore, {Y (1)α : |α| = n} ∪ {Y (2)β : |β| = n − 1} is an
orthogonal basis for Hd+1n (H).
Let PHn (·, ·) denote the reproducing kernel of Hdn(H) and let Pn(·, ·) denote the
reproducing kernel of Vdn with respect to WH(x)/
√
1− ‖x‖2. Then
(6.2) Pn(x, y) =
1
2
[
PHn ((x, xd+1), (y, yd+1)) + P
H
n ((x, xd+1), (y,−yd+1))
]
where xd+1 =
√
1− ‖x‖2 and yd+1 =
√
1− ‖y‖2. The relation is based on
(6.3)
∫
Sd
f(y)dω =
∫
Bd
[
f(x,
√
1− ‖x‖2) + f(x,−
√
1− ‖x‖2
] dx√
1− ‖x‖2 ,
where dω is the Lebesgue measure (not normalized) on Sd. A further relation
between orthogonal polynomials on Bd and those on Sd+m−1 follows from∫
Sd+m−1
f(y)dω =
∫
Bd
(1− ‖x‖2)m−12
[∫
Sm
f(x,
√
1− ‖x‖2 ξ)dωm(ξ)
]
dx.
As a consequence of these relations, properties of the orthogonal polynomials
with respect to the weight function
(6.4) Wκ(x) =
d∏
i=1
|xi|2κi(1− ‖x‖2)kd+1− 12 , ki ≥ 0,
on Bd can be derived from h-harmonics with respect to wκ(x) =
∏d+1
i=1 |xi|2κi on
the sphere Sd+1. In particular, following (4.21), for α ∈ Nd0 define
(6.5) Pα(x) = [hα]
−1
d∏
j=1
(1− ‖xj−1‖2)
αj
2 C(aj ,κj)αj
(
xj√
1− ‖xj−1‖2
)
where |αj | = αj + . . . αd, |κj | = κj + . . . κd+1, aj = |αj+1|+ |κj+1|+ d−j2 , and
[hnα]
2
=
1
(|κ|+ d+12 )n
d∏
j=1
h(αi,κi)αi (κi + ai)αi .
Then {Pα : |α| = n} is an orthonormal basis of Vdn. A second orthonormal basis can
be given in spherical-polar coordinates, analogue to (5.5) but using h-harmonics.
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The orthogonal polynomials in Vdn are eigenfunctions of a second order differential-
difference operator,[
∆h − 〈x,∇〉2 − (2|κ|+ d− 1)〈x,∇〉
]
P = λnP,(6.6)
where λn = −n(n+ 2|κ|+ d− 1) and ∆h is the Dunkl Laplacian in Subsection 4.2.
The reproducing kernel Pn(·, ·) of Vdn for Wκ satisfies a closed formula
Pn(x, y) =
n+ |κ|+ d−12
|κ|+ d−12
∫
[−1,1]d+1
C
|κ|+ d−12
n (x1y1t1 + · · ·+ xdydtd)
×
d∏
i=1
(1 + ti)
d+1∏
i=1
cκi(1− t2i )κi−1dt,(6.7)
where xd+1 =
√
1− ‖x‖2 and yd+1 =
√
1− ‖y‖2.
Further results and references. The relation between orthogonal polynomials on
the sphere and on the ball was explored in [120, 124]. The orthonormal basis (6.5)
and the closed form of formula (6.7) were given in [124]. Monic orthogonal basis
for Wκ was studied in [129].
6.2. Orthogonal polynomials on the ball and on the simplex. Let W be a
weight function defined on the simplex T d. Define
WT (x) := W (x)/
√
x1 · · ·xd and WB(x) := W (x21, . . . , x2d)
on T d and on the ball Bd, respectively. There is a close relation between orthogonal
polynomials for WT and those for Bd. Let Vdn(W ) denote the space of orthogonal
polynomials of degree n with respect to W . Furthermore, let Vn(WB ,Zd2) denote
the subspace of Vdn(WB) which contains polynomials that are invariant under Zd2,
that is, even in each variable. Then the mapping
ψ : (x1, . . . , xd) ∈ T d 7→ (x21, . . . , x2d) ∈ Bd
induces a ono-to-one correspondence between R ∈ Vdn(WT ) and R◦ψ ∈ Vn(WB ,Zd2).
This is based on the relation
(6.8)
∫
Bd
f(x21, . . . , x
2
d)dx =
∫
Td
f(u1, . . . , ud)
du√
u1 · · ·ud .
Let Pn(W ; ·, ·) denote the reproducing kernel of Vdn(W ). Then the correspondence
also extends to the reproducing kernel:
(6.9) Pn(WT ;x, y) = 2
−d ∑
ε∈Zd2
Pn(WB ;x
1/2, εy1/2),
where x1/2 = (
√
x1, . . . ,
√
xd). In particular, the identity (5.26) can be deduced
from (6.7) through this relation.
Essentially all properties of orthogonal polynomials for WT can be deduced from
the corresponding results for WB . In particular, all results in Subsection 5.2 can
be deduced from the corresponding results with respect to Wκ in (6.4). Combin-
ing with the Subsection 6.1, there is also a correspondence between orthogonal
polynomials on the simplex and those on the sphere.
Further results and references. The relation between orthogonal polynomials on
these two domains was studied in [121]. The details on orthogonal systems for
the classical weight functions were worked out in [125]. The connection extends
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to other aspects of analysis, including orthogonal expansion, approximation, and
numerical integration.
6.3. Limit relations. Two limit relations between orthogonal polynomials on two
different domains are worth mentioning.
Limit of orthogonal polynomials on the ball. Let Pα(Wκ) be the orthogonal
polynomials on the ball, defined in (6.5) for Wκ in (6.4). Then
lim
κd+1→0
Pα(Wκ, x/κd+1) = c
−1
α H
κ1
α1 (x1) . . . H
κd
αd
(xd),
where the right hand side is the orthogonal polynomial defined in (5.42).
Limit of orthogonal polynomials on the simplex. Let Pα(Wκ) be the orthogonal
polynomials in (5.21) on the simplex for Wκ in (5.19). Then
lim
κd+1→0
Pα(Wκ, x/κd+1) = L
κ1
α1(x1) · · ·Lκdαd(xd)
where the right hand side is the orthogonal polynomial defined in (5.36).
7. Orthogonal expansions and summability
As long as polynomials are dense in L2(dµ), the standard Hilbert space theory
shows that the partial sum Snf in (2.25) converges to f in L
2(dµ) norm. The
convergence does not hold in general for Snf in other norms. The summability of
the orthogonal expansions is often studied via the Cesa`ro means. For δ > 0, the
Cesa`ro (C, δ) means of the orthogonal expansion (2.23) is defined by
(7.1) Sδnf(x) =
1(
n+δ
n
) n∑
k=0
(
n− k + δ − 1
n− k
)
Skf(x).
There are many results for orthogonal expansions for classical type orthogonal
polynomials. Below is a list of highlights and the references.
Orthogonal expansions on Sd−1. The results are stated in terms of wκ defined
in (4.16) on the sphere. The case κ = 0 gives the result for ordinary spherical
harmonics expansions. Let ‖ · ‖κ,p denote the Lp(wκ) norm; for p = ∞, the norm
is the uniform norm of C(Sd−1). Let
σκ :=
d−2
2 + |κ| − min1≤j≤dκj , δκ(p) := max{(2σκ + 1)|
1
p − 12 | − 12 , 0}.
(1) For p = 1 or ∞, the norm of partial sum operator and the projection operator
satisfy ‖Sn‖κ,p ∼ ‖projn ‖κ,p ∼ nσκ .
(2) The (C, δ) means Sδnf ≥ 0 whenever f ≥ 0 if and only if δ ≥ 2|κ|+ d− 1.
(3) If f ∈ C(Sd−1) then Sδnf converge to f pointwisely in Sd−1 \ {x ∈ Sd−1 : xi =
0, i = 1, . . . , d} if δ > d−12 ; if f ∈ L1(wκ) then Sδnf converge almost everywhere
to f on Sd−1 if δ > σκ.
(4) For p = 1 or ∞, Sδnf converges to f in Lp(wκ) if and only if δ > σκ.
(5) If f ∈ Lp(wκ), 1 ≤ p ≤ ∞, | 1p − 12 | ≥ 12σκ+2 and δ > δκ(p), then Sδnf converges
to f in Lp(w2κ).
For expansions of ordinary spherical harmonics, these were mostly proved in
[14, 98], see [33] for earlier results. For h-harmonics, these results were established
in [18, 19, 76, 119]. A comprehensive account that include many more results is
given in the monograph [20].
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Orthogonal expansions on Bd and T d. For orthogonal expansions with respect
to Wκ in (6.4) on the ball Bd and Wκ in (5.19) on the simplex T d, analogues of the
above results hold. In fact, if we replace σκ by
σκ :=
d−1
2 + |κ| − min1≤j≤d+1κj ,
then all five properties hold with obvious modification. In fact, the three cases
are intimately connected, some of the results on one domain can be deduced from
the corresponding results on another domain among these three. The study of
summability on the ball started at [122]. The connection between the three domains
was applied in the study of orthogonal expansions first in [124, 125] and then in
full power in [18, 19, 76]. See [33, Chapt. 12] for earlier results on orthogonal
expansions and [20] for further results.
Orthogonal expansions on [−1, 1]d. On [−1, 1]d we consider the orthogonal ex-
pansions in the product Jacobi polynomials for Wa,b in (5.43).
(1) Let aj > −1, bj > −1 and aj+bj ≥ −1 for 1 ≤ j ≤ d. For f in Lp(Wa,b; [−1, 1]d),
1 ≤ p <∞, or in C([−1, 1]d), then the (C, δ) means Sδnf converge to f in norm
as n→∞ if
δ > δ0 :=
d∑
j=1
max{aj , bj}+ d
2
+ max
{
0,−
d∑
j=1
min{aj , bj} − d+ 2
2
}
.
(2) Let aj ≥ −1/2, bj ≥ −1/2 and aj + bj ≥ −1 for 1 ≤ j ≤ d. Then Sδnf ≥ 0
whenever f ≥ 0 if and only if δ ≥∑di=1(ai + bi) + 3d− 1.
These were established in [75]. Comparing to the results on the sphere, ball and
simplex, far less are known for orthogonal expansions on [−1, 1]d. The difficulty
lies in the lack of a closed form of the reproducing kernel.
Product Hermite and Laguerre expansions. Hermite expansions on Rd for WH
in (5.27) and Laguerre expansions on Rd+ for Wκ in (5.34) have been extensively
studied. We mention just two results.
(1) The Riesz means SδR of the product Hermite expansions converge in the norm
for f ∈ Lp(Rd), 1 ≤ p <∞, if δ > (d− 1)/2. For every f ∈ Lp(Rd), the means
SδRf converges to f almost everywhere if δ > (d− 1/3)/2.
(2) Let κj ≥ 0, 1 ≤ j ≤ d. The (C, δ) means Sδnf converges to f ∈ Lp(Wκ) in norm
if δ ≥∑di=1(ai + bi) + 3d− 1, and only if for p = 1 or ∞.
For extensive study on these expansions, see [102] and the references therein.
8. Discrete orthogonal polynomials of several variables
Let V be a set of finite or countable points in Rd and let W be a positive function
on V . Discrete orthogonal polynomials are orthogonal with respect to the discrete
inner product
(8.1) 〈f, g〉 =
∑
x∈V
f(x)g(x)W (x).
It should be noted that 〈·, ·〉 in (8.1) is an inner product only on Πd/I(V ), where
I(V ) is the polynomial ideal I(V ) := {p ∈ Πd : p(x) = 0,∀x ∈ V }. To be more
specific, for a fixed monomial order, denote by LT(f) the leading monomial term
for any polynomial f ∈ Πd and by LT(I) the leading terms of the polynomial idea
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Table 2. Classical polynomials of one variable
Name notation weight domain
Charlier Cn(x; s) s
x/x! N0
Krawtchouk Kn(x; p,N) p
x(1− p)N−x(Nx) VN
Meixner Mn(x;β, c) β
x(c)x/x! N0
Hahn Qn(x;α, β,N)
(
α+x
x
)(
β+N−x
N−x
)
VN
I, LT(I) = {cxα|there exists f ∈ I with LT(f) = cxα}. Let Λ(V ) := {α ∈ Nd0 :
xα /∈ LT(I(V ))}. Then the inner product (8.1) is well defined on ΠV := span{xβ :
β ∈ Λ(V )}, assuming that W decays fast enough for infinite V , and a sequence
of orthonormal polynomials {Pα : α ∈ Λ(V )} exists with Pα ∈ ΠV . See [126] for
details and further discussions.
Notice, in particular, that the Gram-Schmidt method of generating an orthonor-
mal basis can only be performed within ΠV . Beside the above precautionary, gen-
eral properties of discrete orthogonal polynomials are analogous to the continuous
case, modulus I(V ) if necessary.
8.1. Classical discrete orthogonal polynomials. These polynomials are ex-
pressed in terms of the classical discrete orthogonal polynomials of one variable,
which are listed in Table 2, where VN := {0, 1, . . . , N}. The polynomials in the
table can be expressed by hypergeometric functions, and they are normalized so
that the coefficient in front of the hypergeometric function is the constant 1.
There are several ways to extend classical discrete orthogonal polynomials to
several variables. One way is to consider those families for which all orthogonal
polynomials of degree exactly n satisfy the difference equation
(8.2)
∑
1≤i,j≤d
Ai,j4i∇jψ +
d∑
i=1
Bi4iψ = λnψ,
where 4i and ∇i denote the forward and backward difference operators
4if(x) := f(x+ ei)− f(x) and ∇if(x) := f(x)− f(x− ei),
in which e1, . . . , ed denote the standard coordinate vectors, and Ai,j , Bi are some
functions of x. It follows readily that Ai,j are necessarily quadratic polynomials
and Bi are necessarily linear polynomials in x. Some of these families are tensor
products of classical polynomials of one variable, which will be discussed in the
next subsection. Below are several families that do not come from product.
For a vector x = (x1, x2, . . . , xd) ∈ Rd we will denote
(8.3) xj := (xj , xj+1, . . . , xd) and Xj := (x1, x2, . . . , xj),
with the convention that xd+1 := 0 and X0 := 0. Set |x| := x1 + · · ·+ xd.
Meixner polynomials. Let 0 < ci < 1, 1 ≤ i ≤ d, and |c| < 1. For ν ∈ Nd0, the
polynomials
Mν(x; s, c) =
d∏
j=1
(δj)νjMνj
(
xj ; δj ,
cj
1− |cj+1|
)
,(8.4)
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where δj = s+ |νj+1|+ |Xj−1|, satisfy the orthogonal relation∑
x∈Nd0
Mν(x; s, c)Mµ(x; s, c)(s)|x|
d∏
i=1
cxii
xi!
=
(s)|ν|
(1− |c|)s
d∏
j=1
νj !
(
cj
1− |cj+1|
)−νj
δν,µ.(8.5)
And ψν = Mν(·; s, c) satisfies the difference equation Dψν = −|ν|ψν with
(8.6) D =
∑
1≤i,j≤d
(
δi,j +
ci
1− |c|
)
xj4i∇j +
d∑
i=1
(
−xi + ci
1− |c|s
)
4i.
Krawtchouk polynomials. Let 0 < pi < 1, 1 ≤ i ≤ d, |p| < 1 and N ∈ N0. For
ν ∈ Nd0, |ν| ≤ N , the polynomials
Kν(x; p,N) =
(−1)|ν|
(−N)|ν|
d∏
j=1
p
νj
j
(1− |Pj |)νj (−N + |Xj−1|+ |ν
j+1|)νj
×Kνj
(
xj ;
pj
1− |Pj−1| , N − |Xj−1| − |ν
j+1|
)
(8.7)
satisfy the orthogonal relation
(8.8)∑
|x|≤N
Kν(x; p,N)Kµ(x; p,N)
d+1∏
i=1
pxii
xi!
=
(−1)|ν|
(−N)|ν|N !
d∏
j=1
νj !p
νj
j
(1− |Pj |)νj−νj+1 δν,µ,
where xd+1 = N − |x|, pd+1 = 1− |p| and νd+1 = 0. And ψν = Kν(·; p,N) satisfies
the difference equation Dψν = −|ν|ψν with
(8.9) D =
∑
1≤i,j≤d
(δi,j − pi)xj4i∇j +
d∑
i=1
(piN − xi)4i.
Hahn polynomials on parallelepiped. Let li ∈ N0, 1 ≤ i ≤ d, β > −1 and r > 0.
For ν ∈ Nd0, νi ≤ li, the polynomials
(8.10) φν(x;β, r, l) =
d∏
i=1
(α1,j + 1)νjQνj (xj ;α1,j , α2,j , lj),
where α1,j and α2,j are given by
α1,j = β + |νj+1|+ |Xj−1| and α2,j = |Lj−1| − |Xj−1|+ |νj+1|+ r − 1,
satisfy the orthogonal relation
(8.11)
∑
ν≤l
φν(x;β, r, l)φµ(x;β, r, l)
d∏
i=1
(−li)xi
xi!
(β + 1)|x|
(−|l| − r + 1)|x| = Bνδν,µ,
where the normalization constant is given by
Bν =
(−1)|ν|(1 + β)|ν|
(r + |ν|)|l|−|ν|
d∏
j=1
νj !(β + r + 2|νj+1|+ νj + |Lj−1|)lj+1
(−lj)νj (β + r + 2|νj |+ |Lj−1|)
.
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And they satisfy the difference equation Dφν = −|ν|(|ν|+ β + r)φν with
D =
∑
1≤i,j≤d
xj [li − xi + rδi,j ]4i∇j −
d∑
i=1
[xi(r + β + 1)− li(1 + β)]4i.(8.12)
Furthermore, these relations also hold if β < −|l| and r < −|l|+ 1.
Hahn polynomials on simplex. Let σi ∈ R, σi > −1, 1 ≤ i ≤ d + 1, and let
N ∈ N0. For ν ∈ Nd0 and |ν| ≤ N , the polynomials
Qν(x;σ,N) =
(−1)|ν|
(−N)|ν|
d∏
j=1
(σj + 1)νj
(aj + 1)νj
(−N + |Xj−1|+ |νj+1|)νj(8.13)
×Qνj (xj ;σj , aj , N − |Xj−1| − |νj+1|),
where aj = |σj+1|+ 2|νj+1|+ d− j, satisfy the orthogonal relation
(8.14)
∑
|x|≤N
Qν(x;σ,N)Qµ(x;σ,N)
d∏
i=1
(
xi + σi
xi
)(
N − |x|+ σd+1
N − |x|
)
= Aνδν,µ,
where the normalization constant is given by
Aν =
(−1)|ν|(|σ|+ d+ 2|ν|+ 1)N−|ν|
(−N)|ν|N !
d∏
j=1
(σj + aj + νj + 1)νj (σj + 1)νjνj !
(aj + 1)νj
.
And they satisfy the difference equation Dψν = −|ν|(|ν|+ |σ|+ d)ψν with
D =
d∑
i=1
xi(N − xi + |σ| − σi + d)4i∇i −
∑
1≤i 6=j≤d
xj(xi + σi + 1)4i∇j
+
d∑
i=1
[(N − xi)(σi + 1)− xi(|σ| − σi + d)]4i.(8.15)
These relations also hold if σi < −N for i = 1, 2, . . . , d+ 1.
Hahn polynomials on simplex-parallelepiped. Let S be a nonempty set in {1, 2, . . . , d}
and li ∈ N0 for i ∈ S. Define V dN,S := {x : |x| ≤ N}∩ {x : xi ≤ `i for i ∈ S} and set
σi = −li − 1, 1 ≤ i ≤ d. For ν ∈ V dN,S , the polynomials Qν(·;σ,N) in (8.13) satisfy
the orthogonal relation,
(8.16)
∑
x∈V dN,S
Qν(x;σ,N)Qµ(x;σ,N)
d∏
i=1
(
xi + σi
xi
)(
N − |x|+ σd+1
N − |x|
)
= Aνδν,µ,
where Aν is given as in (8.14), and they satisfy the same difference equation as in
(8.15).
Further results and references. The multivariate Krawtchouk polynomials were
first studied in [81] and the Hahn polynomials on simplex were first studied in
[60], both are associated with linear growth model of birth and death process.
Biorthogonal (not mutually orthogonal) Hahn polynomials were found in [103].
The Meixner and Krawtchouk Hahn polynomials were studied in [104] and they
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can be deduced as limits of the Hahn polynomials ([104, 106]). For example, for
Qν in (8.13) and Kν in (8.7),
lim
t→∞Qν(x; p1t, . . . , pdt, (1− p1 − · · · − pd)t,N) = Kν(x; p,N)
follows from the analogue relation in one variable.
All polynomials in this section were also studied in [52] in connection with differ-
ence equations. There is one more family of discrete orthogonal polynomials {Rν}
that resemble the Hahn polynomials studied in [52]. They satisfy the orthogonal
relation
(8.17)
∑
x∈Nd0
Rν(x;σ, β, γ)Rµ(x;σ, β, γ)
d∏
i=1
(σi + 1)xi
xi!
(β + 1)|x|
(γ + 1)|x|
= Aνδν,µ,
where Rν(·;σ, β, γ) are defined for ν ∈ Nd0 such that 2|ν| < γ − |σ| − β − d − 1,
and they are also eigenfunctions of a second order difference operator. Furthermore,
together with product type polynomials to be discussed in the following subsection,
the discrete orthogonal polynomials in this subsection consist all solutions of a fairly
general class of the difference equation (8.2).
8.2. Product orthogonal polynomials. By taking products of classical discrete
orthogonal polynomials in one variable, one can generate many different products
of orthogonal polynomials in several variables. Below is a list of such polynomials
when d = 2 that satisfy the difference equation (8.2).
Charlier-Charlier. The polynomials Ck(x1; a1)Cn−k(x2; a2) are orthogonal with
respect to
a
x1
1
x1!
a
x2
2
x2!
on N20 and they satisfy, for 0 ≤ k ≤ n,
x1∆1∇1u+ x2∆2∇2u+ (a1 − x1)∆1u+ (a2 − x2)∆2u = −nu.(8.18)
Charlier-Meixner. The polynomials Mk(x1;β, c)Cn−k(x2; a) are orthogonal with
respect to
(β)x1
x1!
cx1
(a)x2
x2!
on N20 and they satisfy, for 0 ≤ k ≤ n,
1
c− 1x1∆1∇1u− x2∆2∇2u(8.19)
+
1
c− 1 [c(x1 + β)− x1] ∆1u− (a− x2)∆2u = nu.
Charlier-Krawtchouk. The polynomials Kk(x1; p,N)Cn−k(x2; a) are orthogonal
with respect to
(
N
x1
)
px1(1−p)N−x1 ax2x2! on V = {(i, j) : 0 ≤ i ≤ N, j ∈ N0} and they
satisfy, for 0 ≤ k ≤ n,
(1− p)x1∆1∇1u+ x2∆2∇2u(8.20)
+ [p(N − x1)− (1− p)x1] ∆1u+ (a− x2)∆2u = −nu.
Meixner-Meixner. The polynomials Mk(x1;β1, c1)Mn−k(x2;β2, c2), 0 ≤ k ≤ n,
are orthogonal with respect to
(β1)x1
x1!
cx11
(β2)x2
x2!
cx22 on N20 and satisfy
1
c1 − 1x1∆1∇1u+
1
c2 − 1x2∆2∇2u(8.21)
+
1
c1 − 1 [c1(x1 + β1)− x1] ∆1u+
1
c2 − 1 [c2(x2 + β2)− x2] ∆2u = nu.
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Meixner-Krawtchouk. The polynomials Mk(x1;β, c)Kn−k(x2; p,N) are orthogo-
nal with respect to
(β)x1
x1!
cx1
(
N
x2
)
px2(1−p2)N−x2 on V = {(i, j) : i ∈ N0, 0 ≤ j ≤ N}
and they satisfy, for 0 ≤ k ≤ n,
1
c− 1x1∆1∇1u− (1− p)x2∆2∇2u(8.22)
+
1
c− 1 [c(x1 + β)− x1] ∆1u− [p(N − x2)− (1− p)x2] ∆2u = nu.
Krawtchouk-Krawtchouk. The polynomials Kk(x1; p1, N1)Kn−k(x2; p2, N2) are
orthogonal with respect to
(
N1
x1
)
px11 (1−p1)N1−x1
(
N2
x2
)
px22 (1−p2)N2−x2 on V = {(i, j) :
0 ≤ i ≤ N1, 0 ≤ j ≤ N2} and they satisfy, for 0 ≤ k ≤ n,
(1− p1)x1∆1∇1u+ (1− p2)x2∆2∇2u
(8.23)
+ [p1(N1 − x1)− (1− p1)x1] ∆1u+ [p2(N2 − x2)− (1− p2)x2] ∆2u = −nu.
For d > 2, there are many more product discrete orthogonal polynomials that
satisfy the second order difference equations. In fact, besides the product of classical
one variable polynomials, there are also product of classical polynomials of one
variable and other lower dimensional orthogonal polynomials. For example, the
product of Meixner polynomials on the simplex with either Charlier, Meixner, or
Krawtchouk polynomials are discrete orthogonal polynomials, of three variables,
and they satisfy difference equations of the form Du = λnu, where n is the total
degree of the orthogonal polynomials. For further discussions and details, see [52,
126, 128].
There are also product orthogonal polynomials that include Hahn polynomials
among their constitution. Such polynomials, however, satisfy difference equations
of the form Du = λk,nu, where λk,n depends on both k and n.
8.3. Further results on discrete orthogonal polynomials. Racah polynomi-
als. The Racah polynomials are defined via 4F3 functions and are orthogonal with
respect to the weight function on [0, N ]. They are extended to several variables in
[106] for the weight function defined by
w(x) =w(x; c1, . . . , cd+1, γ,N) =
N !Γ(|Cd|+N + 1)
Γ(cd+1 +N)Γ(|c|+N)
(c1)x1(γ + 1)x1
x1!(c1 − γ)x1
×
d∏
k=1
Γ(ck+1 + xk+1 − xk)Γ(|Ck+1|+ xk+1 + xk)
(xk+1 − xk)!Γ(|Ck|+ xk+1 + xk + 1)
|Ck|+ 2xk
|Ck| ,
where c = (c1, . . . , cd+1), Ck is defined as in (8.3), and xd+1 = N . The weight
function, and the orthogonality, is defined on the set {x ∈ Nd0 : 0 ≤ x1 ≤ · · · ≤ xd ≤
N}.
In [106], multivariable dual Hahn polynomials are defined as limit cases of Racah
polynomials. The Hahn polynomials on the simplex are also contained as a limit
case of the Racah family. The Racah polynomials are studied in view of bispectrality
in [40].
Griffiths [42] used a generating function to define polynomials in d variables
orthogonal with respect to the multinomial distribution, which gives a family of
Krawtchouk polynomials that satisfy several symmetric relations among their vari-
ables and parameters. These polynomials are related to character algebras and
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the Gelfand hypergeometric series in [82]. The recurrence relations as well as the
reductions which lead to the polynomials defined by Milch [81] and Hoare-Rahman
[48] can be found in [49]. Some of these properties are explored in [51], in which
these polynomials are interpreted in terms of the Lie algebra sl3(C). For applica-
tions of these bases polynomials in probability, see [21]. Orthogonal polynomials for
the negative multinomial distribution are Meixner polynomials. A general family
of these polynomials were defined in terms of generating function in [43] and their
properties were studied in [50].
9. Other orthogonal polynomials of several variables
This section contains several families of orthogonal polynomials of several vari-
ables that are not classical type but can be constructed explicitly.
9.1. Orthogonal polynomials from symmetric functions. A polynomial f ∈
Πd is called symmetric, if f is invariant under any permutation of its variables.
Elementary symmetric polynomials are given by
Ek(x1, . . . xd) =
∑
1≤i1<···<ik≤d
xi1 . . . xik , k = 1, 2, . . . , d,
they form a basis for the subspace of symmetric polynomials.
First family of orthogonal polynomials. The mapping x 7→ u defined by
(9.1) u1 = E1(x1, . . . xd), u2 = E2(x1, . . . xd), . . . , ud = Ed(x1, . . . xd)
is a bijection from the region S = {x ∈ Rd : x1 < x2 < · · · < xd} to
(9.2) Ω := {u ∈ Rd : u = u(x), x1 < x2 < · · · < xd, x ∈ Rd}.
The Jacobian of this mapping is J(x) :=
∏
1≤i<j≤d(xi − xj). The square of J(x)
becomes a polynomial ∆(u) in u under the mapping (9.1),
∆(u) =
∏
1≤i<j≤d
(xi − xj)2, u ∈ Ω.
Let dµ be a nonnegative measure on R. Define the measure ν on Ω as the image
of the product measure dµ(x) = dµ(x1) . . . dµ(xd) under the mapping (9.1). The
orthogonal polynomials with respect to the measure
[∆(u)]1/2dν and [∆(u)]−1/2dν
can be given in terms of orthogonal polynomials with respect to dµ on R.
Let {pn} be orthonormal polynomials for the probability measure dµ on R. For
n ∈ N0 and α ∈ Nd0 such that n ≥ α1 ≥ · · · ≥ αd ≥ 0, define
(9.3) P
n,− 12
α (u) :=
∑
β
pα1(xβ1) . . . pαd(xβd), u ∈ Ω,
where the summation is performed over all permutations β of {1, 2, . . . , d}. These
are polynomials of degree n and satisfy
(9.4)
∫
Ω
P
n,− 12
α (u)P
m,− 12
β (u)[∆(u)]
− 12 dν(u) = m1! . . .md′ !δn,mδα,β
where d′ is the number of distinct elements in α and mi is the number of occurrence
of the ith distinct element in α.
ORTHOGONAL POLYNOMIALS OF SEVERAL VARIABLES 45
For n ∈ N0 and α ∈ Nd0 such that n = αd ≥ · · · ≥ α1 ≥ 0, define
(9.5) P
n, 12
α (u) =
Jnα (x)
J(x)
, where Jnα (x) = det [pαi+d−i(xj)]
d
i,j=1.
These are indeed polynomials of degree n in u under (9.1) and satisfy
(9.6)
∫
Ω
P
n, 12
α (u)P
m, 12
β (u)[∆(u)]
1
2 dν(u) = δn,mδα,β .
Both these families of orthogonal polynomials satisfy a striking property that the
polynomials in Vdn have dim Πdn−1 distinct real common zeros. In other words, the
Gaussian cubature formula exist for [∆(u)]±
1
2 dν(u) by Theorem 2.15. For d = 2,
these are the Koornwinder polynomials in the Subsection 3.6. For d > 2 they were
studied in [12].
9.2. Orthogonal polynomials of Ad type. Using homogeneous coordinates t =
(t1, . . . , td+1) ∈ Rd+1 satisfying the relation t1 + . . . + td+1 = 0, the space Rd can
be identified with the hyperplane
Rd+1H := {t ∈ Rd+1 : t1 + · · ·+ td+1 = 0}
in Rd+1. The root lattice of the reflection group Ad is generated by the reflections,
under homogeneous coordinates, σij defined by
tσij := t− 2 〈t, ei,j〉〈ei,j , ei,j〉ei,j = t− (ti − tj)ei,j , where ei,j := ei − ej .
This group can be identified with the symmetric group of d + 1 elements. Define
the operators P+ and P− by
P±f(t) := 1
(d+ 1)!
[ ∑
σ∈A+
f(tσ)±
∑
σ∈A−
f(tσ)
]
,
where A+ (or A−) contains even (or odd) inversionss in Ad. They map f to Ad-
invariant (P+) or antiinvariant (P−) functions, respectively.
Let H = {k ∈ Zd+1∩Rd+1H : k1 ≡ . . . ≡ kd+1 mod d+1}. The functions φk(t) :=
e
2pii
d+1k
trt, k ∈ H, are periodic functions: φk(t) = φk(t + j), ∀j ∈ Zd+1 ∩ Rd+1H . Let
Λ := {k ∈ H : k1 ≥ k2 ≥ . . . ≥ kd+1} and Λ◦ := {k ∈ H : k1 > k2 > . . . > kd+1}.
Then the functions defined by
TCk(t) := P+φk(t), k ∈ Λ, and TSk(t) := 1
i
P−φk(t), k ∈ Λ◦,
are invariant and antiinvariant functions, respectively, and they are analogues of
cosine and sine functions that are orthogonal over the simplex
4 = {t ∈ Rd+1H : 0 ≤ ti − tj ≤ 1, 1 ≤ i ≤ j ≤ d+ 1} .
The fundamental domain of the Ad lattice is the union of simplexes isomorphic to
4 under the action of Ad. These functions become, under the change of variables
t 7→ z, orthogonal polynomials, where z1, . . . , zd denote the first d elementary
symmetric functions of e2piit1 , . . . , e2piitd+1 . Indeed, for the index α ∈ Nd0 associated
to k ∈ Λ by
αi = αi(k) :=
ki − ki+1
d+ 1
, 1 ≤ i ≤ d,
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we define under the change of variables t 7→ z = (z1, . . . , zd),
Tα(z) := TCk(t) and Uα(z) :=
TSk+v◦(t)
TSv◦(t)
,
where v◦ :=
(d(d+1)
2 ,
(d−2)(d+1)
2 , . . . ,
(2−d)(d+1)
2 ,
−d(d+1)
2
)
. Then Tα and Uα are poly-
nomials in z of degree |α|. These polynomials are analogues of Chebyshev poly-
nomials of the first kind and the second kind, respectively. In particular, they are
orthogonal on the domain ∆∗, the image of ∆ under t 7→ z,
∆∗ :=
{
x = x(t) ∈ Rd : t ∈ Rd+1H ,
∏
1≤i<j≤d+1
sinpi(ti − tj) ≥ 0
}
with respect to the weight function W−1/2 and W1/2, respectively, where
Wα(z) :=
∏
1≤µ<ν≤d+1
| sinpi(tµ − tν)|2α.
For d = 2, these are the second family of Koornwider in Subsection 3.6.
These polynomials satisfy simple recurrence relations and the relation
Pα(z) = Pαd,αd−1,...,α1(z), Pα = Tα or Uα, α ∈ Nd0.
Together with the fact that zk = zd−k+1, one can derive a sequence of real orthog-
onal polynomials from either {Tα} or {Uα}. The set of orthogonal polynomials
{Uα : |α| = n} of degree n has dim Πdn−1 distinct real common zeros in ∆∗, so
that the Gaussian cubature formula exist for W1/2 on ∆
∗ by Theorem 2.15. The
Gaussian cubature, however, does not exist for W−1/2.
Further results and references. These orthogonal polynomials were studied sys-
tematically in [9], which extended earlier work in [62] for d = 2 and partial results
in [29, 30, 31]. The presentation here follows [72], which studied these polynomials
from the point of view of tiling and discrete Fourier analysis and, in particular,
studied their common zeros. The Chebyshev polynomials of the second kind is
closely related to the Schur functions. In fact,
TSk+v◦(t) = det
(
zλk+βj
)
1≤j,k≤d+1
, zj = e
2piitj ,
where λ := (k1 − kd+1, . . . , kd − kd+1, 0) and β = (d, d − 1, . . . , 1, 0). In terms of
symmetric polynomials in z1, . . . , zd, they are related to the BCn type orthogonal
polynomials in several variables; see Chapter 8, [10, 111] and the references there
in.
9.3. Sobolev orthogonal polynomials. Despite extensive studies of Sobolev or-
thogonal polynomials in one variable, there are few results in several variables until
now and what are known is mostly on the unit ball Bd. Let Hdn be the space of
harmonic polynomials of degree n as in Subsection 4 and let Vdn(Wµ) denote the
space of orthogonal polynomials on Bd with respect to Wµ(x) = (1−‖x‖2)µ, which
differs from (5.1) by a shift of 1/2 in the index.
First family on Bd. Let ∆ = ∂21 + . . . + ∂2d be the Laplace operator. Define the
inner product on the unit ball Bd by
(9.7) 〈f, g〉∆ = ad
∫
Bd
∆[(1− ‖x‖2)f(x)]∆[(1− ‖x‖2)g(x)]dx,
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where ad = 1/(4d
2vol(Bd)) so that 〈1, 1〉∆ = 1. The space Vdn of orthogonal poly-
nomials of degree n for 〈·, ·〉∆ satisfies an orthogonal decomposition
(9.8) Vdn = Hdn ⊕ (1− ‖x‖2)Vdn−2(W2),
from which explicit orthonormal bases can be derived easily.
Second family on Bd. Let ∇ = (∂1, . . . , ∂d). Define the inner product
(9.9) 〈f, g〉∇ :=
λ
ωd
∫
Bd
∇f(x) · ∇g(x)dx+ 1
ωd
∫
Sd−1
f(x)g(x)dσd,
normalized so that 〈1, 1〉∇ = 1 and λ > 0. The space of orthogonal polynomials of
degree n for 〈·, ·〉∇ satisfies an orthogonal decomposition
(9.10) Vdn = Hdn ⊕ (1− ‖x‖2)Vdn−2(W1).
Moreover, the polynomials in Vdn are eigenfunctions of a second order differential
operator that is exactly the limiting case of (5.2) with µ = −1/2.
Third family on Bd. Define the inner product by
(9.11) 〈f, g〉 := λ
ωd
∫
Bd
∆f(x)∆g(x)dx+
1
ωd
∫
Sd−1
f(x)g(x)dω,
normalized so that 〈1, 1〉 = 1 and λ > 0. The space Vdn of orthogonal polynomials
of degree n satisfies an orthogonal decomposition
(9.12) Vdn = Hdn ⊕ (1− ‖x‖2)Hdn−2 ⊕ (1− ‖x‖2)2Vdn−4(W2).
Further results and references. The first family was studied in [131] and the
consideration of (9.7) was motivated by a Galerkin method in numerical solution of
Poisson equation on the disk. The second family was studied in [133]. One can re-
place the integral over the sphere in (9.9) by f(0)g(0). The third family was studied
in [91] where the connection of orthogonal polynomials with the eigenfunctions of
the differential operator was explored. A further study with the first term replaced
by the inner product on the ball was studied in [89]. Finally, Sobolev orthogonal
polynomials with higher order derivatives in inner product are studied in [73] and
used to study simultaneous approximation by polynomials on the unit ball. A first
study of Sobolev orthogonal polynomials on the simplex was conducted in [3]. A
further reference is [71], which however contains few concrete examples.
9.4. Orthogonal polynomials with additional point mass. Let 〈p, q〉µ :=∫
Rd p(x)q(x)dµ(x) be an inner product, for which orthogonal polynomials exist.
Let {ξ1, ξ2, . . . , ξN} be a set of distinct points in Rd and let Λ be a positive definite
matrix of size N ×N . Introducing the notation
p(ξ) = {p(ξ1), p(ξ2), . . . , p(ξN )} ,
and regarding it also as a column vector, we define a new inner product
(9.13) 〈p, q〉ν = 〈p, q〉µ + p(ξ)tr Λ q(ξ).
When Λ = diag{λ1, . . . , λN}, the inner product 〈·, ·〉ν takes the form
(9.14) 〈p, q〉ν = 〈p, q〉µ +
N∑
j=1
λjp(ξj)q(ξj).
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The orthogonal polynomials with respect to 〈·, ·〉dν and their kernels can be ex-
pressed in terms of quantities associated with 〈·, ·〉dµ.
Let Pn denote a basis of orthogonal polynomials for Vdn with respect to 〈·, ·〉dµ,
as in (2.4), and let Pn(dµ; ·, ·) and Kn(dµ; ·, ·) denote the reproducing kernel of Vdn
and Πdn, respectively, with respect to 〈·, ·〉dµ, as defined in (2.22) and (2.26). Let
Pn(ξ) be the matrix that has Pn(ξi) as columns,
Pn(ξ) := (Pn(ξ1)|Pn(ξ2)| . . . |Pn(ξN )) ∈Mrdn×N ,
let Kn−1 be the matrix whose entries are Kn−1(dµ; ξi, ξj),
Kn−1 :=
(
Kn−1(dµ; ξi, ξj)
)N
i,j=1
∈MN×N ,
and, finally, let Kn−1(ξ, x) be the column vector of functions
Kn−1(ξ, x) = {Kn−1(dµ; ξ1, x),Kn−1(dµ; ξ2, x), . . . ,Kn−1(dµ; ξN , x)} .
Then the orthogonal polynomials, Qn, associated with 〈·, ·〉dν is given by
(9.15) Qn(x) = Pn(x)− Pn(ξ) (IN + Λ Kn−1)−1 ΛKn−1(ξ, x), n ≥ 1,
and the reproducing kernel of Πdn associated with 〈·, ·〉dν is given by
(9.16) Kn(dν;x, y) = Kn(dµ;x, y)−Ktrn(ξ, x) (IN + Λ Kn)−1ΛKn(ξ, y).
These results were developed in [22], where the Jacobi weight on the simplex
with mass points on its vertexes were studied as an example. They can be modified
to allow derivatives at the point mass; for example,
〈p, q〉ν = 〈p, q〉µ +
N∑
j=0
λjp(ξj)q(ξj) +
N∑
j=0
λ′j∇p(ξj) · ∇q(ξj).
9.5. Orthogonal polynomials for radial weight functions. If the weight func-
tion W (x) = w(‖x‖) for a nonnegative function w on the real line and the support
set of w is an interval [a, b], where 0 ≤ a ≤ b ≤ ∞, then the orthogonal polynomials
can be constructed explicitly in polar coordinates. Indeed, let p
(2n−4j+d−1)
2n denote
the orthonormal polynomials with respect to the weight function |t|2n−4j+d−1w(t)
and, for 0 ≤ j ≤ n/2, let {Yn−2j,β} denote an orthonormal basis for Hdn−2j of
ordinary spherical harmonics. Then the polynomials
(9.17) Pβ,j(x) := p
(2n−4j+d−1)
2j (‖x‖)Yβ,n−2j(x)
form an orthonormal basis of Vdn with W (x) = w(‖x‖).
The classical examples of radial weight functions are Wµ in (5.1) on the unit
ball Bd and Hermite weight function WH in (5.27). The orthogonal polynomials in
(9.17) appeared in [127] and they were used in [113].
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