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Abstract 
Different information retrieval (IR) systems often 
return very diverse results lists for the same query. 
This is problematic for users since no one IR system 
works best for every scenario, and it is difficult for the 
user to know which system will work best a priori. The 
challenge of metasearch is to merge results lists from 
several IR systems, with the goal of outperforming 
each of the constituent systems. This paper presents 
ComRank, a metasearch system that discriminates in 
favour of results that (1) originate by consensus 
amongst several systems; (2) are highly ranked in their 
original systems and (3) originate from the better 
performing systems. Importantly, ComRank determines 
the ‘better’ performing systems without the need for 
human judgements. Rather, it uses an automatic 
assessment process that ranks systems by their pseudo-
relevance, as derived from highly ranked results in 
ComRank’s list. We apply our methods to the INEX 
Collection, which is an unexplored domain for these 
methods, and show that they are comparable to or 
better than baseline alternatives. 
1. Introduction 
Over the past 30 years a vast number of information 
retrieval (IR) systems have been developed, both in 
academic and commercial environments. Most IR 
systems respond to a user query with a list of ranked 
results; however, they tend to return very diverse 
results lists, even if they are issued with the same 
query.  Some will find different results, while others 
may rank the same set of results differently. It is 
generally observed that no single system is able to 
outperform all others in all scenarios. Moreover, users 
are unlikely to know which system will respond best to 
their individual query a priori.  
Metasearch systems attempt to solve this problem. 
When issued with a query, a metasearch system 
forwards the query to several constituent systems. The 
constituent systems process the query and respond to 
the metasearch system with ranked results lists. Finally, 
the metasearch system merges the results lists, and 
returns the merged list back to the user. The conjecture 
is that by taking into account the diversity of different 
IR systems, metasearch systems can outperform their 
constituent systems. As with general IR systems, 
metasearch systems have been employed in both 
academic and commercial environments.  
The time consuming nature of IR sytem evaluation 
is another problem associated with diverse results lists. 
The current approach to evaluate IR systems in 
workshops such as INEX and TREC is to compare 
human judged assessments with systems’ results lists. 
However, recent research [19, 26] has investigated the 
idea of automatically evaluating systems. While it is 
unclear if automatic assessment is particularly 
appealing to controlled evaluations such as INEX and 
TREC, with improvement, it may be useful in a domain 
such as the World Wide Web where it is impossible to 
control the collection content and where relevance 
assessments are not available. 
This paper consists of two parts. First, we present 
ComRank, a metasearch system that expands on our 
previous work [16]. ComRank takes a democratic 
approach to metasearch which favours results that (1) 
originate from many systems; (2) are ranked highly in 
their original systems and (3) originate from better 
performing systems. Second, we present a method for 
using ComRank’s results to evaluate automatically the 
performance of its constituent systems. Our approach 
uses ComRank’s most relevant results as pseudo-
relevance assessments that are used to rank each 
constituent system in relation to ComRank. In turn, 
these pseudo-ranks are used to determine which results 
originate from better performing systems.  
While previous research into these areas has used 
TREC data, we use the collection of the Initiative for 
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the Evaluation of XML Retrieval (INEX) for our 
experiments. INEX [9] is the most authoritative 
benchmark collection for XML-IR. Our work differs to 
most previous research on metasearch systems in two 
ways. Firstly, both the constituent systems’ and 
metasearch results lists consist of document elements 
(such as paragraphs, sections, abstracts), rather than 
whole documents. Secondly, our constituent systems 
originate from all participants in the INEX Workshop, 
rather than a small number of specialised systems. 
Therefore, our research covers systems that use a wide 
selection of search algorithms and return very diverse 
results lists. Apart from our previous work, we believe 
this is the first time that the idea of metasearch has bee 
applied to XML-IR systems, and in particular to the 
INEX Collection.  
The rest of this paper is organised as follows: 
Section 2 describes the ComRank algorithm in detail. 
Section 3 outlines how we use the results from 
ComRank to perform automatic assessment of IR 
systems. Finally, in Section 4 we provide results that 
show that both our metasearch and automatic 




Most information retrieval systems respond to users’ 
queries with a ranked list of relevant results. However, 
if the same query is presented to different systems, they 
will respond with very diverse result lists. The 
challenge of metasearch is to merge these lists, 
producing a new list that outperforms any of the 
original lists (with respect to standard precision-recall 
measures). The idea of metasearch is not new and it has 
been the subject of doctoral dissertations [2, 24], 
journal articles [6, 8], conference papers [4, 7, 12, 15] 
and applied in commercial environments 
(MetaCrawler, ProFusion, SavySearch). A compressive 
summary of many of these techniques can be found in 
[1]. Given the amount of research performed in this 
area, an in-depth analysis of each technique is beyond 
the scope of this paper; however, we will provided a 
limited description of the seminal research in Section 
2.2.  
Aslam and Montague [1] identified four potential 
benefits of metasearch:  (1) Improved recall, since 
constituent systems may retrieve different relevant 
documents [15]; (2) improved precision, by 
discriminating towards results returned by more than 
one system. [12]; (3) improved consistency, by 
smoothing the performance of it constituent systems 
and providing more reliable results [13] and (4) 
modular architecture, by allowing a single IR system to 
be divided into smaller, specialised components, and 
merging their results. 
While the ultimate goal of metasearch is to 
outperform all of its constituents in all scenarios, 
research has shown that this is not always the case. 
Instead, metasearch requires several favourable 
conditions in order to be successful. Work by Ng and 
Kantor [15] and Vogt [24, 25] confirmed that 
constituent systems should (1) have comparable 
outputs; (2) produce accurate estimates of relevance 
and (3) be independent of each other. Further analysis 
of metasearch techniques was conducted by Lee [12] 
who hypothesised that in order for metasearch to be 
successful, the constituent systems results required a 
higher relevant overlap than non-relevant overlap. 
Work by Belkin et al. [4] seemed to verify Lee’s 
hypothesis. However, Lee’s hypothesis was challenged 
by Beitzel et al. [3], who focused on metasearch using 
highly effective constituent systems rather than 
randomly selected constituent systems. Beitzel et al.
concluded that in addition to Lee’s hypothesis, the 
constitute systems must also have a large percentage of 
highly ranked unique results.  
  
2.2. Previous Metasearch Approaches 
Here we present a summary of previous approaches 
to metasearch. The most recognised work on 
metasearch was performed by Fox and Shaw [7].  Fox 
and Shaw proposed several combination methods, 
based on the min, max, medium or sum of each result’s 
normalised relevance score over constituent systems. 
They derived three main algorithms: CombANZ, that 
calculated an average normalised relevance score for a 
result; CombSUM, that calculated the sum total of 
relevance scores; and ComMNZ, that for each result 
multiplied the value of CombSUM by the number of 
constituent systems that returned the result. Evidence 
indicates that CombMNZ is the best of the three 
algorithms. Bartell [2] and Vogt et. al [24, 25] 
extended the combination model to discriminate in 
favour of results originating from better performing 
system. Training was required for these models to 
determine the optimal weight for each system. Savoy et 
al. [18] used a logistic regression model achieving 
gains of around 11% in comparison with the best 
constituent system’s performance. Finally, Aslam and 
Montague [1] tested metasearch on both a voting model 
(Borda Count), and a Basyesian inference model. Both 
models outperformed the best constituent system, and 
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were comparable with other existing metasearch 
models. 
2.3. ComRank 
ComRank is similar to the Borda Count [1] method 
and extends the previous work of the authors [16]. We 
classify ComRank as a voting method, since the results 
are given a ‘vote’ by the constituent systems.  Results 
are then ranked in the merged list according to their 
votes over all constituent systems. Hence, the only 
input that ComRank requires is a ranked list of results. 
In comparison, the combination models proposed by 
Fox and Shaw [7] require actual relevancy scores. This 
makes ComRank very applicable for systems such as 
the World Wide Web where relevance scores are 
unknown.  Also, note that ComRank was designed to 
be used on systems such as the ones developed by
INEX and TREC participants that have access to the 
same collection but rank results differently. ComRank 
was not designed to handle the problem of results 
fusion where different systems have access to different 
collections.  
The central idea of ComRank is to calculate a score 
for each result based upon the votes of the constituent 
systems. The score is based upon three aspects: (1) the 
number of constituent systems that a result originated 
from; (2) the original ranks of a result, as judged by its 
originating constituent systems and (3) the quality of a 
result’s original constituent systems. The score will 
ultimately be used to rank each result and is calculated 
using the following equation: 
where i stands for a result, and j stands for a 
constituent system. ComRank uses weighted-
preferential voting. The equation incorporates each of 
the three aspects introduced above. The number of 
systems that the result originates from is implicitly 
incorporated by the summation, while the original rank 
and quality of original constituent system are explicitly 
incorporated by the values derived from R and Q.  We 
experimented with multiplying the above function by 
the number of systems that contain a result (similar to 
CombMNZ), but found that it adversely affected 
performance.    
We call the voting preferential because the higher a 
result is ranked in its constituent systems, the more 
votes it receives. This is analogous to voters ranking 
candidates in a multi-candidate election. This is 
natural, since the constituent systems rank results in 
order of relevance. We refer to the number of votes 
given to a result as its rank score, and it is expressed by 
R. The value for R is calculated as follows. For each 
constituent system the top ranked result is given x/x  
points, the second ranked result is given x-1/x points, 
the third ranked results is given x-2/x points and so on. 
Any result ranked below x is given zero points. This 
introduces a lower limit on x, allowing us to focus only 
on highly ranked results. This is necessary since 
information retrieval systems can return several 
thousand results for a query, while only the top ranked 
results tend to be relevant. Furthermore, for the same 
reason we factor R by an exponent m that heavily 
weights highly ranked results. 
We call the voting method weighted, because the 
number of votes received by a result depends on the 
quality of its original constituent system. Naturally, in 
democratic elections it is desirable that each vote has 
equal weight; however, in metasearch it is more 
desirable to weight better performing systems more 
than poorer performing systems. We refer to the weight 
given to each constituent system as its quality factor, 
which is expressed by Q. For each result the value for 
Q is determined in a similar manner to the value for R. 
Imagine we have y systems. The best system is given a 
quality factor of y/y (1), the second best system is 
given a quality factor of y-1/y, the third best system is 
given a quality factor of y-1/y and so on. As with R, we 
factor Q with an exponent n, which heavily weights 
better performing systems.  
To determine quality factors we need a ranking of 
the constituent systems. Initially we ranked the systems 
using a set of human judged evaluation assessments. 
While this is acceptable for domains that already have 
relevance assessments such as INEX and TREC, it 
would not be suitable for a domain such as the World 
Wide Web where such assessments do not exist. In the 
next section, we introduce an alternative method that 
ranks systems automatically without the need for 
relevance assessments. 
3. Evaluation 
3.1. Manual Evaluation 
In order to evaluate algorithms we need a suitable 
baseline for comparison. The baseline used in 
information retrieval is a set of human judged 
relevance assessments, called the ideal recall base, that 
simulates a results list from a ‘perfect’ system. These 
assessments are compared with each systems’ results 
lists. This procedure allows us to produce standard 
recall and precision values for systems, and to rank 
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systems according to these values. This approach has 
been followed since the early Cranfield experiments; 
however, several changes have been incorporated in 
order to scale to larger and different collections. In this 
section, we describe these changes, by comparing the 
methods used in the Cranfield experiments to the 
methods employed by document retrieval experiments 
such as TREC, and finally the method used by INEX to 
handle structured information retrieval.  
Early test collections (1960s, 1970s and early 
1980s) such as Cranfield were small in size (less than 
5MB).  Since these collections contained a relatively 
small number of documents, human judgers were able 
to assess every document in the collection in relation to 
its relevance for every query. With the emergence of 
TREC (1980s – current) much larger test collections 
(measuring in Gigabytes) became standard for 
information retrieval systems. Due to the large increase 
in collection size, it was clear that the existing 
exhaustive evaluation method was unfeasible. 
Therefore, a more scalable method of evaluation was 
needed.  
This challenge was handled by the use of system 
pooling, originally devised by Sparck Jones and Van 
Rijsbergen [21], and more fully developed in later 
papers [22, 11]. System pooling combines the top 
results from each submission. For each query, the 
results are merged, duplicates removed and 
disassociated them from their original submission. This 
becomes the system pool and is sent to human judges 
for assessment. Results that are not in the system pool 
are automatically regarded as irrelevant. System 
pooling has proven to be an efficient means of 
evaluating systems and has been used in several major 
international information retrieval workshops (for 
example TREC, CLEF, NTCIR). Despite the proven 
worth of current evaluation methodologies, they have 
two shortcomings that must be addressed.  
The first shortcoming is that the judges’ decisions 
are inherently subjective. The notion of ‘relevance’ is 
at the very least a fuzzy concept, and people are bound 
to disagree on what constitutes a relevant result. 
Therefore, if two people are given the same set of 
results to judge, it is very unlikely that they will make 
exactly the same decision for every result in the set. As 
we will explain later, the problem is even worse if 
relevance is judged on a graded, rather than binary 
scale. Incidentally, this is a not a problem limited to 
pooling and also could occur with exhaustive 
evaluation.  However, research by Voorhees [23] 
concluded that while judges may disagree, the impact 
on systems ranking is not significant. The second 
shortcoming is that pooling inherently misses some 
relevant results. This is because all results not in the 
system pool are automatically regarded as irrelevant.  
Research by Zobel [27] concluded that a system pool 
will only find about 70% of the relevant results in a 
collection; however, once again the impact was deemed 
insignificant when ranking systems.  
Even though system pooling is a much more 
efficient means of evaluation than exhaustive 
evaluation, it is still a laborious and time-consuming 
procedure. While current procedures may be adequate 
for many current collections, it is unlikely that they will 
be able to scale up towards very large collections. With 
the recent incorporation of Terabyte-sized collections 
in laboratory environments, investigations into new 
methods of evaluation have already begun [20].  
Furthermore, due to the nature of structured retrieval, 
evaluation of collections such as INEX is a much more 
arduous task than flat document collections. Hence, the 
organisers of INEX were forced to alter the evaluation 
method used in document retrieval conferences like 
TREC. For the sake of completeness, we describe these 
alterations and provide the rationale that justifies them.  
First, element relevance is judged over two 
dimensions - exhaustiveness and specificity. These 
dimensions correspond to the dual-task of structured 
retrieval, first the ability to locate elements that satisfy 
the user’s information need, and second the capability 
of choosing the most-appropriately sized elements. In 
comparison, document-level evaluation tends to be 
over a single dimension of relevance.  
Second, element relevance is non-binary. As one 
propagates up an XML tree, the values for the two 
dimensions are bound to change.  In general, relevant 
ancestor nodes tend to be more exhaustive than 
descendant nodes since they contain a larger amount of 
information. Conversely, relevant descendant nodes 
tend to be more specific than their ancestors are since 
they contain less irrelevant information. Hence, in 
structured retrieval relevance needs to be evaluated on 
a graded, rather than binary scale. In INEX, each 
dimension is judged as one of four values from zero to 
three where zero is judged as irrelevant. Also, an 
element cannot have a zero score in one dimension and 
a non-zero score in another. This produces nine 
possible levels of relevancy, plus a single non-relevant 
level. In contrast, most document-level evaluation 
methods tend to classify documents as relevant or non-
relevant. 
 Third, element retrieval requires a larger number of 
relevance judgements than document retrieval. This is 
for two reasons. First, there are a substantially greater 
number of elements in a collection than documents. For 
example, each document in the INEX collection 
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contains on average 1,532 XML elements, each of 
which could possibly be returned as a result for 
judging. Furthermore, in INEX, once a relevant 
element is found in a document, judges are required to 
assess all the other elements in the document. These 
additional elements are then added to the pool. As a 
consequence, INEX uses a much smaller number of 
documents than traditional experiments. 
The time-consuming nature of relevance judgments 
is well known, and research has already been 
conducted on how to minimise the effort for judges [5, 
17].  In particular, both Soboroff et. al [19] and Wu 
and Crestani [26] investigated a method of automatic 
assessment that required no human judgements. We 
expanded this previous research to include the 
ComRank metasearch system. 
3.2. Automatic Evaluation 
The premise of automatic assessment is to replace 
human-judged assessments with pseudo-assessments 
derived from an algorithm. At first, this idea may seem 
illogical.  After all, the notion of human-judged 
relevance assessments stems from the notion of an 
‘ideal’ test collection. And as any IR researcher, 
developer or user knows - no automatic IR system is 
‘ideal’. However, we also know that judges are not 
infallible, and that two judges are unlikely to assess 
exactly the same results in a pool as relevant. And 
remember that Voorhees (Voorhees, 1998) showed that 
judges’ disagreement has little effect on the relative 
ranking of retrieval systems. Therefore, one might ask, 
if non-ideal human evaluation does not significantly 
affect relative system ranking, can the same be said for 
non-ideal automatic evaluation? 
As pointed out by Soboroff et al. [19] and Wu and 
Crestani [26] this type of method may not be needed 
for organisations such as TREC and INEX, where a 
long established method of evaluation based on the 
Cranfield methodology already exists. However, in the 
domain of the World Wide Web where its dynamic 
nature and sheer size make efficient human assessment 
a near-impossible task, automated evaluation is an 
attractive concept.  
The original idea of using automatic evaluation was 
presented by Soboroff et al. who replaced human 
judged assessments with a set of pseudo-assessments 
chosen randomly from the system pool, and the 
observed their effect on system rankings.  Soboroff et 
al. found that while their method ranked systems 
similarly to the official TREC rankings, they were not 
as close as Voorhees’ rankings based on multiple 
human judgements [23]. In particular, their method had 
difficulty predicting the best performing system; 
however, it did manage to isolate the groups of best 
and worst systems from average systems.   
Wu and Crestani expanded on Soboroff et al.’s, 
work by combining pooling with automatic evaluation, 
by using the concept of a reference count. First, they 
pooled together the top documents in each constituent 
system creating a system pool. Then they calculated the 
occurrence of each of the pooled results in the results 
of the constituent systems. This produced a score 
(reference count) that was used to rank systems.  They 
also provided other methods for pooling that 
discriminated in favour of higher ranked results or 
results originating from better performing systems. Wu 
and Crestani compared their methods against Soboroff 
et al. and found that when using the measure of average 
precision they outperformed Soboroff et al. when 9 or 
less constituent systems are used, but were 
outperformed by Soboroff et al. when more than 9 
constituent systems were used. Of course, the magic 
number 9 is most likely related to the specific set of 
constituent systems that were used in the experiments, 
rather than some useful universal constant. 
Both Soboroff et al.’s, and Wu and Crestani used 
TREC data. We have experimented using the INEX 
collection. As far as we know, this is the first time that 
this type of procedure has been applied to the INEX 
collection. INEX uses a modified version of the 
Cranfield methodology that includes system pooling. 
The following six steps are undertaken annually: 
1. Participating organisations contribute topics (end 
user queries) and a subset of topics is selected for 
evaluation. 
2. The topics are distributed to participants who run 
them on their search engines and produce a ranked list 
of results for each topic. 
3. The top 100 results from each submission are pooled 
together (disassociated and duplicates eliminated).
4. The pooled results are individually judged by the 
original topic contributors, who act as end users 
manually assessing the relevance of the results in terms 
of exhaustiveness and specificity. 
5. Using the set of relevance judgements and a standard 
evaluation module (inex_eval), participating search 
engines are ranked in terms of performance 
(recall/precision) using several metrics. 
6. Results are returned to participants who in turn write 
up and present their systems and discuss them at the 
workshop. 
Our method replaces steps 3, 4 and 5 with the 
following. 
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3. Use a metasearch system to produce a merged results 
list. 
4. Choose the top ranked results from the merged list as 
pseudo-relevance judgements.   
5. Using the set of pseudo-relevance judgements and a 
standard evaluation module (inex_eval), participating 
search engines are ranked in terms of performance 
(recall/precision) using several metrics. 
We were able to use the system ranks produced by 
the evaluation module to derive our quality factors
introduced in the previous section. This allowed us to 
combine the two techniques into a self- consistent 
solution. After each iteration, the performance of each 
system changes. Initially this is also enough to affect 
the system rank of each system. However, after a 
number of iterations the performance is not enough to 
affect systems rank and it becomes consistent between 
iterations. Note that one could also use the metasearch 
system to simply replace step 3 in the INEX process  
and proceed with human assessment.  If the metasearch 
produces a pool with more relevant results, then it 
would already be beneficial. 
4. Results 
4.1 Experimental Procedure 
We conducted our experiments using the 2004 
INEX dataset. INEX [9] is comparable to TREC and is 
the most authoritative benchmark for XML retrieval. 
The INEX Collection consists of a set of IEEE journal 
articles, topics, relevance assessments and an 
evaluation module.  INEX accepts two types of topics: 
Content Only (CO) and Content and Structure (CAS). 
Both types contain hints about a user’s requested 
subject matter (content); however, CAS topics also 
contain hints about the elements that are most likely to 
satisfy a user’s information need. There exist two 
flavours of CAS, Strict (SCAS) and Vague (VCAS). 
The difference being in order for SCAS results to be 
relevant, they must be exactly the same structural 
element as requested by the user, whereas VCAS 
results can potentially be any element, and still be 
relevant. In 2004, INEX used CO and VCAS topics, 
and we performed experiments using both types.  
For both CO and VCAS topics the following 
procedure was performed: 
1. We executed ComRank using all INEX 
participants as constitute systems. As the systems 
were unranked, the quality factor for each system 
was set to a default value of 1. Upon completion, 
we evaluated ComRank’s merged list as if it was 
an official INEX submission. 
2. We took the top results from ComRank’s merged 
list and substituted them for the official INEX 
relevance assessments. Then we evaluated each of 
the INEX participants using our pseudo-
assessments. Finally, we ranked the INEX 
participants based upon pseudo-Mean Average 
Precision.  
3. Again, we executed ComRank, using all INEX 
participants as constitute systems. However, we 
derived each system’s quality factor based upon 
the automatically assessed system ranks. 
4. Step 2 and 3 are iterated until the change in system 
ranks between iterations fell below a threshold 
value. 
Here we present the results from our experiments. In 
all of our experiments 500 results were chosen, both as 
our metasearch pool depth, and as number pseudo-
relevant results per topic. The rank score was 
exponentially factored to 7 and quality factor was 
exponentially factored to 8. Higher values will result in 
the constancy threshold been reached quicker.  
4.2 Metasearch Results 
Figures 1 and 2 are the Recall/Precision curves for 
the merged results list generated by ComRank. We 
supply curves for both the CO and VCAS task. There 
are three lines of significance. The first is the plot of 
our initial metasearch list (ComRank0 - solid line) and 
the second is our metasearch list after ten iterations of 
steps 3 and 4, and with the inclusion of the quality 
factor (ComRank10 – dashed line). We also include the 
plot for the Borda Count (dotted line). The grey lines 
are the plots of the other participants. Table 1 shows 
the Mean Average Precision of both runs. In all 
situations the inclusion of the quality factor improves 
performance. We compare our system with the Borda 
Count [1] and the best systems at INEX 2004 for the 
CO [14] and VCAS [10] tracks.  In the VCAS task, 
ComRank outperforms the baselines. In the CO task, 
ComRank10 is comparable with the best INEX system, 
and outperforms the Borda Count. 
 
Table 1. Mean Average Precision 
Task ComRank0 ComRank10 INEX Borda 
CO 0.1249 0.1398 0.1437 0.1292 
VCAS 0.1372 0.1459 0.1260 0.1124 
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Figure 2. INEX 2004 VCAS R/P Curve 
4.3 Automatic Evaluation Results 
   We used the INEX 2004 dataset in our experiments; 
however, we modified the relevance assessments to 
make relevance binary, so that a result is either relevant 
or irrelevant. This makes the assessments more 
comparable with other datasets (e.g. TREC). To make 
relevance binary, we set all results with non-zero 
values of exhaustiveness or specificity equal to the 
maximum values of exhaustiveness and specificity (3). 
For a baseline comparison, we reconstructed 
Soboroff et al.’s experiment by randomly selecting a 
number of results from the pool as relevant. The 
number of results selected was equal to the actual 
number of relevant results in the pool, as assessed by 
human judges. Two versions of Soboroff’s experiments 
were conducted, one where duplicates were eliminated, 
and one were duplicates were kept. We conducted each 
experiment ten times and averaged the outcomes. Table 
2 presents the rank correlation between the official 
INEX rank and the automatic assessment pseudo-ranks. 
We use two rank correlation calculations: Kendell-tau 
and Spearman-rho. Our system outperforms the 
alternatives in all cases. 
Table 2. Rank Correlations 








0.8858 0.8522 0.8318 
VCAS 
(Kendall) 
0.8306 0.7590 0.7167 
CO 
(Spearman) 
0.9704 0.9500 0.9370 
VCAS 
(Spearman) 
0.9367 0.8687 0.8132 
5. Conclusion 
A Metasearch system merges together results lists 
from several information retrieval systems, in the hope 
of outperforming its constituents. Here, we presented 
ComRank, a metasearch system that discriminates in 
favor of  results that (1) originated from many systems; 
(2) were highly ranked in their originating systems and 
(3) originated from better performing systems. 
Moreover, ComRank derived ‘better’ performing 
systems automatically, without the need for human 
assessment. We applied ComRank on the INEX dataset 
and demonstrated that it was comparable or better than 
baseline alternatives. These results show that 
metasearch is applicable to structured documents, and 
indicate that with improvements, automatic assessment 
may be suitable for some IR domains – e.g. the WWW.
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