I. INTRODUCTION
The concept of smart environments or ambient intelligence refers to physical spaces equipped with sensors feeding into adaptive algorithms that enable the environment to become sensitive and responsive to the presence of persons and their individual needs. It is a vision of an imminent future to be brought about by the confluence of consumer electronics, distributed networking and intelligent computing. In a smart environment, people carry out their everyday activities in an easy and comfortable way using information and intelligence that is hidden in the network connecting devices and sensors. Various smart environment components have been implemented and are finding their way to consumers. It is expected that in particular people with special needs such as elderly or disabled people stand to benefit from these developments as such environments offer sophisticated assistive functionalities, supporting independent living and improved safety.
The core technological problem to be addressed in a smart environment is to detect and track persons, and recognize their actions and intentions. In this paper, we envisage a smart environment (home or office) that attempts to track its occupants during their visits in order to provide appropriate services. Such environments will customarily be equipped with various types of sensors, cameras among them. In a typical scenario (see Fig. 1 ), a person will enter the environment, pursue different activities during which he or she will usually pop in and out the "observation field" of a number of these sensors, and then take leave. For ease of reference we will call such a visit with intermittent sensor (including camera) observations, an episode. We contend that in most smart environment scenarios, there typically are two distinct stages to person identification. In the first stage, at the very beginning of an episode as described above, strong identifiers (such as face, iris, fingerprint or electronic ID card) will be used, often to implement strict access control. Such a procedure is quite intrusive and usually requires cooperation of the subject. Once the person has gained access, we enter a second stage in which his or her unique absolute ID is no longer relevant: all we need to know for most practical purposes is that we are observing the same person we have seen earlier. To this end, we will assume that during the initial identification stage (using ID sensor) the system will take the opportunity to also extract salient and easy to spot visual characteristics (such as the color or texture of one's clothing) which will then be used to unobtrusively reidentify the person when he or she re-appears in view. In this paper, we will focus on this second stage and its opportunistic mode of identification based on saliency, as it has the advantage that there is no need to get a clear view of the person's face in order to re-identify him or her: spotting a salient visual characteristic (such as a red shirt) will suffice. Of course, we need to be aware that saliency will need to be adaptive as it depends on the appearances of all persons to be tracked and therefore requires regular updating.
The task of (re-)identifying persons based on their visual appearance is confounded by the fact that human segmentation and tracking algorithms based on RGB images cannot always provide reliable results. This holds particular true when the environment is cluttered or people suddenly change the illumination conditions, both of which occur frequently in a realistic setting. This paper intends to address this problem by combining two types of cameras. The main feature of our work is that we use complementarily cameras for different algorithmic purposes. Basically, our goal is the implementation of a reliable system for person detection, tracking and re-entry identification based on a consumer sensor that can be used in a smart home environment. The fact that we restrict ourselves to a home or office scenario implies that the number of people to be tracked remains relatively small as it comprises only steady members and some guests.
A. State-of-the-Art of Human Segmentation and Tracking
There has been much development in the field of human detection and tracking in the past years. It can broadly be divided into three categories related to the type of camera used: algorithms using RGB data only, algorithms based on depth data, and algorithms fusing both camera signals.
Human tracking by means of the popular RGB camera has a long history and is still an active field of research. [1] [2] provide a broad overview of over one hundred related papers. Here, we only discuss a small number of key techniques. Most human segmentation algorithms start by modeling the background based on a small number of initial frames. Subsequently, a pixel can be labeled either foreground or background depending on the distance of this pixel to a background model at the same location in color/intensity space. Widely used background modeling techniques are the median filter [3] and Gaussian Mixture Models [4] . The basic idea of a tracking algorithm is first to build up an appearance model based on color or/and texture information, which is supposed to be sufficiently distinctive. Next, a matching approach is used to establish the correspondence between the people in successive frames. For instance, mean shift tracker [5] is a real-time non-parametric technique that searches along density gradients to find the peak of probability distributions. The particle-filter technique [6] performs a random search guided by a stochastic motion model to obtain an estimate of the posterior distribution, given an observed appearance model. Recently, several human behavior monitoring systems for consumer applications are implemented based on combining above algorithms. In [7] , we present a broadcasting sports analysis system which is intended to be part of a larger consumer media server having retrieval features. The main clue we used for event detection is the moving paths of players that are extracted by a visual tracking algorithm. Our previous work in [8] and the work reported in [9] investigate video surveillance applications for consumer usage, where the former develops a near real-time human posture recognition system for indoor surveillance and the latter intends to improve the multi-object segmentation and tracking algorithms for a varying environment. Generally, both segmentation and tracking algorithms used by above systems rely on the pattern changes of the color/intensity signal at the pixel level. However, this change is unreliable in the sense that some unexpected environment changes, such as sudden illumination changes or occlusion, can also trigger the color/intensity change of a pixel. This phenomenon stops such systems from obtaining high accuracy in practical situations.
The systems in the second category utilize a depth camera to detect and track persons. This is a rather new field with little related work. The algorithm [10] first starts a segmentation of the scene in background and foreground (moving) regions using depth information. Tracking is developed based on considering both human motion and depth changes. An alternative method [11] is proposed by Hansen et al., where a background model is built by fusing information from intensity and depth images. The EM (Expectation Maximization) algorithm is used for tracking moving clusters of pixels that are significantly different from the background model. The work done in [12] focuses on improving the foreground detection using graph-cut techniques. In general, the tracking based on depth data will fail in situations where occluded persons have similar depths. Another drawback is that it is impossible to distinguish persons by depth data alone.
The work belonging to the last category fuses the depth information with the RGB information of the image. In [13] , one fuses depth and color data to segment the foreground pixels in a video sequence. The basic idea is to generate a sort of probability map for each pixel based on depth data, where a larger probability means that this pixel is likely to be a foreground pixel. Pixels which cannot be unequivocally classified as foreground or background (typically about 1-2% of the image) are re-checked in the color image considering the edge information. Though it conducts a simple object segmentation task, the algorithm executes at a mere 10 frames per second even on a powerful PC. In [14] one fuses laser range and color data to train a robot vision system. For each pixel in the robot's field-of-view, it has color/intensity, depth, and surface normal information, which help to extract 3D features. This technique indeed improves the detection accuracy by 10%, but the speed of the algorithm is far from real-time (a few seconds per image). In [15] , two separate particle filter trackers, one using color and the other using depth data, are employed to track objects. The approach is not suitable for real time as it involves heavy processing. Generally speaking, the performance of the algorithm fusing color and depth is better than the algorithm using single type information only. However, the way of fusing data appears too straightforward in the sense that data from different channels are treated equally without considering the specific advantage of each sensor.
B. Requirements of Home-Used Human Tracking System
The specific challenges and requirements for a human tracking algorithm that needs to function in a smart home environment system are as follows.
1. The algorithm should be able to track multiple persons, and should be robust against changes in the environment, such as sudden illumination variations or cluttered background. 2. The algorithm should have capability of reidentifying persons who re-enter a room after a short absence. This is essential in order to collect the moving paths generated by the same person. 3. The system should be un-obtrusive, have real-time performance, and preferably use low-cost camera sensors, as it is designed for consumer usage. To address the first requirement, we exploit the benefit of the integrated depth camera for person segmentation to avoid having to use complicated background modeling techniques. In contrast with the color/intensity information, the depth of an object is insensitive to environmental changes. Consequently, background subtraction based on depth data enables to segment moving humans in most practical situations. In order to track multiple persons accurately, we fuse the color and depth of an object in a probabilistic fashion. By doing so, we can even handle complicated situations where two persons wearing similar clothing are partially occluding each other.
With respect to the second requirement, we distinguish between different persons by employing a color histogram incorporating both textural and spatial information derived from the appearance. Here, the color and texture of a human are obtained from the RGB camera. The extraction of human body parts (spatial information) is facilitated by human segmentation results.
Regarding to the last requirement, we use different camera sensors for different algorithmic modules, rather than running the same algorithm for each camera and generating an outcome based on results from two channels. Furthermore, we choose a low-cost RGB-D sensor for our implementation. Experiments (reported in Section IV) will show that the quality is sufficient for our application.
In the sequel, we first present a system overview with a task graph in Section II and then describe in detail our key techniques in Section III. Experimental results are provided in Section IV. Finally, Section V draws conclusions.
II. OVERVIEW OF PROPOSED SYSTEM
Fig. 2 depicts our system architecture with its main functional units and data flows. The functions of the key modules are as follows.
 Object labeling. This module takes the depth images as the input, and outputs the location(s) of detected object(s). All detected objects are put into a waiting list which will be checked by our human detection module.  Human Detection. This module scans all detected objects and "promotes" an object to person status if it passes the evaluation. people at every frame based on taking both depth continuity and RGB appearance similarity.
III. TECHNIQUES FOR PROPOSED SYSTEM
We start by introducing the property of depth camera and RGB camera, where we show how these two cameras complement to one another during a human tracking. Subsequently, we provide more details for each technical module mentioned in the system overview.
A. The Properties of Depth Camera and RGB Camera
A depth camera is also called Time-of-Flight sensor, as it uses the time difference between pulsed infrared light and its reflection on objects in the scene to provide a dense depth map for the scene at high frame rates. Based on these depth data, it is feasible to generate a faithful background model for the scene, which can then be used to detect foreground objects. In turn, this allows us to generate easy and reliable segmentations of the humans in the observed realistic environment. Due to the nature of the depth map, this model is not sensitive to changes in illumination (e.g. from shadows) or lack of contrast, all of which are well-known problems vexing traditional tracking algorithms based on RGB images.
However, a depth sensor comes with its own limitations. Most notably, as appearance information is completely discarded, tagging an object based on its visual features is impossible. As a consequence, although it is relatively easy to detect humans in a scene, it is impossible to re-identify them when they return into the sensors field of view after a brief absence. Another drawback is that segmentation relying on depth data may spuriously lump together two distinct objects when they are touching (e.g. a person and the chair he's sitting on). This is due to the fact that depth segmentation assumes that the depth of a single object varies smoothly, and vice versa. A RGB camera, on the other hand, provides color and intensity information of an object, which are important for distinguishing objects and visualizing the scene.
Traditional approaches for detecting and tracking humans in a home environment utilize RGB cameras only. They work well under the standard assumptions, such as an uncluttered background, constant illumination, and high contrast between foreground (persons) and background. Unfortunately, those assumptions seldom apply in realistic settings.
From the above discussion, it transpires that the depth camera and RGB camera actually complement one another. It makes sense to combine the data from both cameras in heterogeneous instead of a homogeneous fashion, resulting in a more robust human tracking and re-entry identification system.
B. Object Labeling by Using Depth Data
There are two steps, where the first one is the motion detection and the second step is called depth clustering. We employ a background subtraction algorithm to detect the moving pixels in the depth image, which can be formulated as:
Here, , is the coordinate of a pixel, , represents the depth value of this pixel and , refers to the depth of the background. If the difference of , and , is larger than a threshold T, the pixel is labeled as a moving pixel. To simplify the algorithm, we always use the previous depth image as the background of the current depth image.
Moving pixels detected in the previous step are seeds to initialize a clustering algorithm, which is the second step of our object segmentation. This clustering algorithm checks the depth continuity of neighboring pixels of the seeds. Finally, the algorithm returns with several separated clusters, each corresponding to a different object. In general, the algorithm is quite simple and fast, and enjoys good performance.
C. Detecting Humans
The task of this module is to determine whether or not a newly detected object is human-like. If affirmative, we extract a human visual signature (based on features) and compare it against a database of recorded visual signatures of previously observed persons. This is also responsible for deciding a moment when we should compare this detected person with the visual signature in the database. In principle, we can detect a person at any postural moments. But the problem is that the visual appearance of a person is highly dependent on his posture: a person can be standing, sitting or even squatting and his visual appearance will vary accordingly. To solve this problem, we defer the computation of visual characteristics until we are reasonably sure that he is standing. By doing so, we can ensure that we always extract comparable visual signatures, resulting in accurate person re-identification.
The human detection algorithm relies on two parameters, the first one of which is called the stability of the object, while the second parameter is the height of a moving object. Basically, a moving object can be promoted to be a human only when it is stable with sufficient height. To measure the stability of an object, we check the changes of the object size in successive five frames. More specifically, we keep the size of an object for five successive frames, and compute the size change of this object between each frame and the next. If all four size changes are less than 10% of the object size, we consider that object as stable. To measure the height of an object, we use the length of the object in the image domain. However, this length is varying in terms of the distance of the object to the camera. In [16] , it is stated that the relationship between the distance to the camera and the object length is linear for small look-down angles. This relationship between the object length and the distance can be defined as:
,
where and are parameters which can be derived from measurements. To this end, an off-line calibration procedure is required, where a person of known height walks through the scene at random. At each instance, the length of this person can be computed from the binary map generated by background subtraction algorithm, and the depth information of this person can be directly obtained from the depth image. Afterwards, the parameters can be estimated using least squares techniques. Once we have obtained this relationship, we can compute the length of the human, who was involved in the off-line calibration, at any position. Furthermore, we define the lowest and the tallest height of persons accepted by our human detection, which are 150 and 200 , respectively. Given the physical height of the human, who is involved in the calibration, a ratio between accepted height and calibrated height in the physical space can be easily computed. This ratio equals to the ratio in the image domain when camera look-down angle is small. Therefore, we can compute the accepted length of a human, given the depth information. In other words, we can use the length of a moving object at certain position to decide whether or not its height is reasonable for a human.
Determining a human based on the stability and height is not an optimal solution in the general situation. However, it works well in a home environment, because it rarely happens that an inanimate object with human height is moving in the room. In the end, the simplicity of this algorithm helps us to establish a real-time system. 
D. Human Re-Entry Identification
This module is responsible for re-identifying a person when he returns. For the applications we have in mind, we need to be able to track persons across successive appearances in the scene and tag them with a persistent ID label. Most existing human tracking systems for surveillance applications, such as the systems we developed in the previous work [8] [9], do not have this function. They simply assign an ID whenever a person enters the scene, and track this ID until he disappears from view. If he happens to return, a new ID will be assigned. Obviously this is unacceptable in, say, a smart home application where the tracking functionality would be relied upon to offer person-based services.
To enable appearance-based matching between successive occurrences of the same person, we use extended color histograms. More precisely, our histogram includes not only color information but also texture information of the pixels, comparing with traditional color histogram or correlograms [17] . In more detail, we start by detecting the head region of a person based on a fast inspection of the shape of the human silhouette. Once the head region of a person is extracted, it is easy to locate the torso and leg region as well, since humans have fixed length ratios between different body parts. The extraction of the head region is conducted on a human silhouette map already generated by our object labeling algorithm. We first obtain a searching area, which is the top 1/3 part of the entire human body. Next, we project the human silhouette along the horizontal direction, and trace the silhouette's width. We illustrate two typical examples in Fig.  3 , where the first one is a frontal view of a human, whereas the second one depicts its profile. Since the width of the neck is less than that of the flanking head and shoulders, one can retrieve the position of the neck by locating the corresponding local minimum in the width curve. Afterwards, the torso region as well as the leg region can be deduced by using the human body ratio. The left pictures in Fig. 3 show the body parts detected by our algorithm for both cases.
Up to this stage, we have divided the entire human body into three parts: head, torso and legs. For the purpose of distinguishing different persons based on their appearance (other than face recognition), the information of the head region may not be very important, because the color of this region (face and hair) shows little difference between different persons from the camera point of view. Therefore, our algorithm does not extract visual signatures from this region. Instead, we extract visual signatures from torso and leg regions, because it rarely happens that two persons are wearing the clothing with the same colors. As we mentioned before, we make use of color histogram to describe the human appearance. However, we consider that the texture information is also important. Therefore, our histogram also encodes the texture information of pixels involved in the computation. Let … be the pixel locations in the defined region, such as torso region. The function :
→ 1…m associates to the pixel at location the index of its bin in the quantized feature space (RGB space in our case). The probability of the feature 1 … is then computed as
where is the Kronecker delta function. The normalization constant is derived by imposing the condition ∑ 1. Parameter measures the texture intensity of the pixel, which is defined as
Here, we use the Canny operator to detect the edge pixel. We apply the same histogram computation introduced above to the torso region and the leg region separately. Afterwards, we concatenate both histograms into the final histogram for that person. When comparing two histograms, we compute the angle between two histograms, defined as
where and are appearance histograms of two persons. In our algorithm, if the angle between two histograms is smaller than a threshold, we conclude that they belong to the same person; otherwise, they are labeled as different persons.
E. Human ID Tracking
The goal of the human ID tracking algorithm is to find the new location of an activated person in the current frame, and further update its information encoded in the ID. The activated ID means that the person has appeared and was already labeled in the previous frame. For instance, suppose we have detected five persons in the current frame, and we also know there are five activated IDs at this moment. The task of the ID tracking algorithm is to find out who corresponds to which ID in the current frame.
In order to determine this correspondence, our algorithm employs a probabilistic framework in which both the continuity in the change of depth as well as appearance similarity are considered. In other words, we compound the information from both depth camera and RGB camera, leading to a better decision making. We notice that the depth of an object should not change dramatically between two successive frames, and the change usually follows a trend which can be estimated based on the changes in the previous frames. For example, a person is moving in the room with a constant speed. If we check the depth of this person over time, the changes of depths between each two successive frames are more or less the same, as the person has constant speed. In other words, the bigger depth difference between an active ID (always keeps the depth of the person in the last frame) and one candidate detected in the current frame, the smaller probability of the candidate corresponding to that ID. Moreover, the appearance of a detected people is expected to be similar to that of the human ID if they are corresponding to each other. Let us now discuss how we can compute the correspondence probability. Assume that the existing human ID is and denotes the th candidate extracted in the current frame. We assume that the depth change follows Gaussian distribution, and compute the average depth change ( ) and its variance ( ) for based on its last 10 frames. If we only consider the depth change continuity, the probability of matching with , given the depth change , can be estimated by:
Assume the appearance histogram of is , and denotes the appearance histogram of . If we only consider the appearance similarity, the probability of matching with can be computed by (using the Bhattacharyya distance):
Since the depth continuity and the appearance similarity are equally important for our decision, finally the probability of matching with is a linear combination of → and → , which is 
IV. EXPERIMENTAL RESULTS
Our proposed system is implemented in C++ on a Laptop PC platform (Dual core 2.53 GHz, 4 GB RAM) with a 64-bits operation system. Our software relies on OpenNI library and OpenCV library, where the former provides the functions to drive the RGB-D sensor and implements the object labeling module, while the second library provides basic computer vision algorithms. Below, we describe results for separate parts of our system and the efficiency of the system as a whole.
A. Object Labeling Evaluation
Our object labeling module has been evaluated and compared with a GMM-based foreground pixel detection algorithm. To highlight the difference, we test algorithms in three different situations. First, a person is moving in a room with uniform and stable lighting conditions and his cloth is clearly different with the background. In the second situation, the moving person wears clothing, which happens to be similar to the background. In the last situation, a person suddenly turns off the light in the room. Obviously, the last two situations are more challenging, but they occur regularly in realistic environments. Fig. 4 gives comparison results (the ground truth is generated manually) for the first situation and the second situation as well. The left bars represent the percentages of true positives of the detections, and the right bars indicate the percentages of false positives of the detections. It can be noticed from the results that GMM algorithm based on RGB images performs properly in the first situation. However, the performance drops significantly when dealing with the second situation. For the third situation, we do not provide quantitative comparison, because the performance difference is extreme. In Fig. 5 , we show two examples, where the foreground and the background are quite similar in the left example, and the illumination of lighting has a sudden change in the right example. We have also evaluated our head region detection algorithm based on 2000 frames captured at different locations, because its accuracy directly influences the visual signature extraction. Our evaluation criterion is that the bottom line of the rectangular box should be around the person neck region. The result reveals (96.1% accuracy) that our algorithm is very accurate, because the head region is not precisely detected only on 78 frames. Fig. 6 illustrates several successful examples in extremely difficult cases, where persons were occluded by furniture or by other person. We have also evaluated the human tracking module based on 5 videos (in total 2600 frames) involving 2 to 3 persons. We have compared it with the mean shift tracker [5] and also a particle filter tracker [6] . The evaluation criterion is that the bounding box should include at least 70% of the human silhouette. To test the robustness of our algorithm, we change the illumination of the lighting during one video. The overall accuracy of our tracker is 96.27%, the accuracy of the particle filter tracker is 83.54%, and the accuracy of the mean shift tracker is 71.23%. According to the results, the mean shift tracker does not handle occlusion properly, and the particle tracker deteriorates on the video when we change the illumination. In contrast to these two algorithms, our tracker fails only once when two person pass by each other (occlusion) after changing the lighting conditions. Our tracker actually works properly even after changing the lighting. The failure reason is that we need to re-identify one person after he was occluded, but the visual signature of this person was generated prior to changing the lighting. This illumination change confuses our re-identification module. We can solve this problem if we update the visual signature of a person regularly. In Fig. 7 , we demonstrate two examples, where the first one shows that we still track persons after an illumination change, while the second example visualizes that we can track 3 persons (2 adults and one kid) simultaneously. In the example of 3 persons, we label the kid as an "Anonym", because he does not pass the evaluation for human height in this case. However, we still track his movements over time.
B. Human Re-Entry Detection and ID Tracking Evaluation

C. System Efficiency
Finally, we have also measured the execution time of the entire system, because the efficiency of the system is important for smart environment applications. We measure it for the cases where the number of moving persons is varying. For each case, we have computed the average timeconsumption based on 100 frames. For the 1-person case, the entire system costs 41.3 ms per frame to handle two channels of signals. For the 2-person case, the time consumption is around 73.8 ms per frame on the average. For the 3-person case, the average running cost is 97.1 ms per frame. Our algorithm still can process two channels with 10 fps, even when there are multiple persons in the scene. V. CONCLUSION We have proposed a two-camera system based on a RGB-D sensor, which enables person detection, tracking and re-entry identification. The system can be the stepping stone for smart environment applications, where sensing user's location and behavior is essential. We intend to use cameras generating complementary data for different algorithmic purposes and exploit their different properties and specific advantages. By doing so, our system can achieve real-time performance with sufficient accuracy. The results testing at different locations show that the accuracy of object labeling is about 95% in a realistic environment. We can successfully re-identify persons leaving and returning to a room in 80% of the cases. The tracker based on fusing images from two channels achieves an accuracy rate of about 96% in occlusion and illumination change cases, which outperforms other existing algorithms. As our system is efficient and fast, it enables a realistic implementation of a smart environment system.
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