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Предложен алгоритм решения задачи покрытия для монотонных счетчико-
вых систем. Разрешимость этой задачи хорошо известна, но данный алгоритм
интересен своей простотой. Он возник из упрощения некоторой итеративной
процедуры применения суперкомпилятора (специализатора программ, осно-
ванного на методе суперкомпиляции В.Ф. Турчина) к программе, кодирующей
счетчиковую систему и начальное и целевое множества состояний, и из доказа-
тельства, что при определенных условиях эта процедура завершается и решает
задачу покрытия.
1. Введение
Счетчиковые системы — популярное средство моделирования параллельных си-
стем, описываемых семействами взаимодействующих однотипных конечных авто-
матов. Они используются, например, для описания моделей устройств кэш-коге-
рентного доступа к памяти, протоколов взаимодействия параллельных процессов
и других параметризованных моделей. Широко известные сети Петри — частный
случай счетчиковых систем.
Счетчиковые системы возникают в результате счетчиковой абстракции, идея
которой состоит в следующем: состояние системы из n одинаковых конечных авто-
матов с k состояниями отображается в кортеж из k целых неотрицательных чисел
〈x1, ..., xk〉, где xi — число автоматов в i-м состоянии. Возможные переходы в систе-
ме из конечных автоматов моделируются соответствующими правилами изменения
значений xi. При таком абстрагировании теряется часть информации о поведении
исходной системы (происходит аппроксимация множества достижимых состояний
сверху), но удается легче решать задачу достижимости для практических систем.
1Работа поддержана грантом РФФИ № 09-01-00834-a.
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Важно, что задача решается сразу для произвольного числа конечных автоматов,
то есть число автоматов n является неизвестным параметром. За последние пару
десятилетий появилось много программных инструментов для верификации счет-
чиковых систем, но поскольку в общем случае эта задача алгоритмически неразре-
шима, продолжается поиск новых алгоритмов для различных классов систем.
Еще в 1980 году В.Ф. Турчин предложил подход [17] к машинному построению
доказательств теорем некоторого класса с помощью разработанного им метода пре-
образования программ — суперкомпиляции [18, 19, 20]. Много лет спустя его первым
практическим воплощением стала работа А.П. Лисицы и А.П. Немытых, в которой
они успешно применили [15, 14, 16] суперкомпилятор SCP4 [2, 18] для языка Рефал
для верификации коллекции из около двух десятков протоколов кэш-когерентного
доступа к памяти и других моделей, являющихся счетчиковыми системами. Эти
эксперименты были затем воспроизведены [9, 10] на суперкомпиляторе JScp [8, 12]
языка Java и на других суперкомпиляторах. (Для применения суперкомпилятора
счетчиковая система кодируется определенным образом на входном языке супер-
компилятора: на Рефале для суперкомпилятора SCP4 и на языке Java для супер-
компилятора JScp.)
Эти результаты интересны тем, что использовались универсальные системы пре-
образования программ, предназначенные для их оптимизации, а не ориентирован-
ные изначально на анализ счетчиковых систем, как в множестве других работ.
Возник интересный теоретический вопрос: почему так успешно суперкомпилятор
справился с задачей верификации данной коллекции протоколов? Ведь в общем слу-
чае эта задача алгоритмически неразрешима. Можно ли формально описать некото-
рый достаточно широкий класс счетчиковых систем, для которого можно доказать,
что суперкомпилятор всегда разрешает данную задачу верификации?
В этой статье объясняется, что это действительно так для монотонных счет-
чиковых систем, когда решается задача (не)достижимости множества состояний,
замкнутого кверху по стандартному покомпонентному частичному порядку корте-
жей целых чисел.
Разрешимость этой задачи для вполне структурированных систем переходов
(well-structured transition systems), к которым принадлежат счетчиковые системы,
хорошо известна. Основные алгоритмы анализа систем переходов делятся на два
класса: прямого анализа (forward analysis) и обратного анализа (backward analysis) —
по направлению распространения информации о множествах состояний: от началь-
ных состояний вперед по шагам переходов или от конечных (целевых) состояний на-
зад по шагам переходов. Применительно к простейшему классу систем переходов —
обыкновенным сетям Петри — история началась с алгоритма прямого анализа в
классической работе [7], но первый общий алгоритм решения задачи покрытия для
вполне структурированных систем переходов был обратным [3, 1]. Затем появились
алгоритмы прямого анализа и недавно была предложена общая схема для некото-
рого класса прямых алгоритмов, названная EEC (Expand, Enlarge and Check) [5, 6],
для которых построено общее доказательство завершаемости и решения задачи по-
крытия для вполне структурированных систем переходов применительно ко всем
алгоритмам, вкладывающимся в эту схему. В этой классификации суперкомпиляция
— метод прямого анализа и преобразования программ. Поэтому неудивительно, что
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суперкомпиляция похожа на другие методы прямого анализа и показывает близкие
результаты. В работе [11] описаны два алгоритма суперкомпиляции для счетчико-
вых систем, выведенных из двух классических вариантов суперкомпиляции (так на-
зываемые «с обобщением сверху» и «с обобщением снизу») путем их специализации
для счетчиковых систем. Оказалось, что для решения данной задачи верификации
их можно еще больше упростить. В этой работе приводится алгоритм прямого ана-
лиза, полученный упрощением алгоритма суперкомпиляции «с обобщением снизу»
вместе с доказательством его корректности.
При проведении экспериментов [14], сталкиваясь с ситуацией, когда суперкомпи-
лятор не справляется с верификацией модели протокола при стандартных режимах
суперкомпиляции, А.П. Лисица и А.П. Немытых обнаружили нетривиальный факт,
что успехов можно добиться, запрещая обобщение2 небольших целых неотрицатель-
ных чисел i < l, где l — параметр, заданный пользователем. Для их экспериментов
было достаточно использования двух значений l = 0 (нет ограничений на обобще-
ние) и l = 1 (никогда не обобщается число 0).
Результаты данной статьи показывают, что в общем случае может понадобиться
произвольное значение ограничения l. Более того, оказалось, что запрет на обоб-
щение целых чисел, меньших l, — это единственное, что требуется для завершаемо-
сти процедуры и решения задачи покрытия для монотонных счетчиковых систем, и
можно использовать самое простое правило обобщения, согласующееся с этим огра-
ничением. На основе этого получаем следующую основную идею алгоритма: итера-
тивно для l = 1, 2, 3, . . . выполняем прямой анализ счетчиковой системы, обобщая
целые числа, большие или равные l, и на каждой итерации проверяя, можно ли по
результату анализа сделать вывод о покрытии или непокрытии. Мы докажем, что
существует такое l, при котором (если не раньше) этот цикл заведомо завершится
и будет дан ответ.
Данная статья имеет следующую структуру. В разделе 2 напомним использу-
емые понятия счетчиковых систем и введем понятия суперкомпиляции примени-
тельно к счетчиковым системам. В разделе 3 приводится алгоритм решения задачи
покрытия. В разделе 4 доказывается его корректность.
2. Основные понятия и определения
Системы переходов и счетчиковые системы. Система переходов S представ-
ляет собой пару 〈S,⇒〉, где S — множество состояний (быть может, бесконечное),
⇒⊆ S × S — отношение перехода между состояниями системы.
Системы переходов являются недетерминированными, то есть из текущего со-
стояния возможен переход в несколько следующих состояний. Для эффективной
вычислимости мы полагаем, что множество следующих состояний конечно.
Запись s1 ⇒ s2 означает, что из состояния s1 возможен переход в состояние s2
за один шаг. Запись s1
∗⇒ s2 означает, что состояние s2 достижимо из состояния s1
за ноль или любое число шагов.
2В терминах теории счетчиковых систем эта фраза звучит так: «запрещая ускорение небольших
целых неотрицательных чисел i < l, то есть их замену на специальное значение ω».
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Введем следующие обозначения:
Post(S, s) = {s′ | s⇒ s′} — множество следующих состояний для состояния s.
Post∗(S, s) = {s′ | s ∗⇒ s′} — множество состояний, достижимых из состояния s.
Reach(S, I) = ⋃s∈I Post∗(S, s) — множество состояний, достижимых из множе-
ства состояний I.
Назовем систему переходов 〈S,⇒〉 (квази-, частично) упорядоченной, если на
множестве ее состояний S определен некоторый (квази-,3 частичный4) порядок 4.
Если X — квази-упорядоченное множество, ↓X означает {y | ∃x ∈ X : x < y},
замыкание книзу множества X; ↑X означает {y | ∃x ∈ X : x 4 y}, замыкание кверху
множества X.
Задача покрытия для квази-упорядоченной системы переходов S, начального
множества I и замкнутого кверху целевого множества U отвечает на вопрос: до-
стижимо ли U из I, то есть ∃s ∈ I, s′ ∈ U : s ∗⇒ s′? Другими словами, не требуя,
чтобы целевое множество U было замкнуто кверху: достижимо ли из I состояние r,
покрывающее некоторое состояние из U , то есть ↓{r} ∩ U 6= ∅?
Назовем покрывающим множеством состояний (covering set) квази-упорядо-
ченной системы переходов S по отношению к начальному множеству I множество
состояний Cover(S, I) = ↓Reach(S, I) — замыкание книзу множества состояний, до-
стижимых из I.
Если бы мы могли определить покрывающее множество, то задача покрытия бы-
ла бы решена: некоторое состояние множества U покрывается, если Cover(S, I)∩U 6=
∅, и не покрывается, если Cover(S, I)∩U = ∅. Однако для достаточно богатых клас-
сов систем переходов, включая монотонные счетчиковые системы, задача определе-
ния покрывающего множества алгоритмически неразрешима.
Система переходов 〈S,⇒〉 с квазипорядком 4 ⊆ S × S называется монотонной,
если для любых s1, s2, s3 ∈ S таких, что s1 ⇒ s2 и s1 4 s3, существует s4 ∈ S такой,
что s3
∗⇒ s4 и s2 4 s4.
k-мерной счетчиковой системой S назовем систему переходов 〈S,⇒〉 с множе-
ством состояний S = Nk — кортежей из k целых неотрицательных чисел. Счетчи-
ковым системам присущ естественный частичный порядок покомпонентного срав-
нения 4:
s1 4 s2 тогда и только тогда, когда ∀i ∈ [1, k] : s1(i) ≤ s2(i).
Понятие конфигурации. Суперкомпилятор, как и все алгоритмы прямого ана-
лиза, строит потенциально бесконечное дерево всевозможных путей переходов от
начального множества состояний. При этом шаги переходов выполняются не над
конкретными состояниями, а над представлениями множеств состояний, называе-
мыми конфигурациями5. Язык конфигураций и множество допустимых конфигу-
раций выбираются в зависимости от решаемой задачи.
3Квазипорядок (предпорядок) — рефлексивное и транзитивное отношение.
4Частичный порядок — антисимметричный квазипорядок.
5В этой статье мы используем терминологию теории суперкомпиляции, которая в этом ме-
сте входит в противоречие с терминологией сетей Петри и счетчиковых систем, где слово «кон-
фигурация» означает наше «состояние», а наша «конфигурация» соответствует понятию «ω-
конфигурация» теории счетчиковых систем.
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Применительно к счетчиковым системам и нашей задаче достаточно рассмат-
ривать конфигурации в виде кортежей целых неотрицательных чисел и символов
ω6, обозначающих все множество N. Таким образом, имеем множество конфигура-
ций C = (N∪ {ω})k. Конфигурация c = 〈x1, . . . , xk〉 описывает множество состояний
[[c]] = X1 × · · · × Xk, где Xi = {xi}, если xi ∈ N, и Xi = N, если xi = ω. Здесь × —
декартово произведение.
Мы также будем использовать обозначение [[·]] для множеств конфигураций, по-
нимая под [[C]] объединение множеств, представленных конфигурациями из множе-
ства конфигураций C: [[C]] =
⋃
c∈C [[c]].
Конфигурации можно сравнивать на принадлежность друг другу как множе-
ства состояний, например, конфигурация 〈ω, 0, 1, 0〉 изображает подмножество мно-
жества, изображенного конфигурацией 〈ω, 0, ω, 0〉.
Множество начальных состояний I и целевое множество U , как правило, не изоб-
разимы конфигурациями. Во всех практических моделях, с которыми мы проводили
эксперименты, множество U задано условиями вида xi ≥ ai, где ai — константа, и
тем самым замкнуто кверху. Нам достаточно проверять пустоту пересечения U с
конфигурациями.
Начальные множества I задаются условиями вида xi ≥ ai или xi = ai. Для
разрешения задачи достижимости замкнутого кверху множества U достаточно ап-
проксимировать такое множество I конфигурацией c0, описывающей минимальное
надмножество I, представимое конфигурацией, то есть использовать символ ω для
компонент xi, заданных неравенством xi ≥ ai. Символ ω представляет множество
xi ≥ 0, то есть при ai 6= 0 «захватываются» лишние состояния, меньшие состояний
из I. Это допустимо для решения задачи покрытия для монотонных систем.
Покрывающее множество конфигураций. Назовем покрывающим множест-
вом конфигураций (coverability set) конечное множество конфигураций C, пред-
ставляющее покрывающее множество состояний (covering set) следующим образом:
↓[[C]] = Cover(S, I). Отметим, что покрывающее множество состояний одно, но име-
ется много его представлений в виде покрывающих множеств конфигураций7.
Приведенный ниже алгоритм вычисляет аппроксимации покрывающего множе-
ства конфигураций сверху и снизу. Мы докажем, что существует значение парамет-
ра l, когда в качестве аппроксимации сверху он выдаст в точности покрывающее
множество конфигураций, если задача покрытия целевого множества U не будет
решена раньше при меньших значениях l. Однако какое именно l соответствует
покрывающему множеству, алгоритмически неразрешимо.
Прогонка. Шаги выполнения правил перехода в общем виде над конфигурациями
называются в теории суперкомпиляции прогонкой (driving). Функция прогонки Drive
является обобщением функции перехода Post с состояний на конфигурации.
Применительно к счетчиковым системам с правилами перехода указанного выше
вида и множеству конфигураций C = (N∪{ω})k функция Drive определяется путем
6Такое обозначение используется в теории сетей Петри и счетчиковых систем.
7Мы будем говорить просто «покрывающее множество», когда будем надеяться, что из контек-
ста ясно, о каком из них идет речь — множестве состояний или множестве конфигураций.
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обобщения операций + и ≥ для чисел на расширенную область N ∪ {ω}:
∀a ∈ N : ω > a, ω + a = ω − a = ω + ω = ω.
Это определение удовлетворяет следующим свойствам, которые в общем случае
должны выполняться для функции Drive (здесь s ∈ S, c ∈ C):
1. Drive(S, s) = Post(S, s) — конфигурация, представляющая одно состояние, пе-
реходит в множество конфигураций, совпадающих по представлению с его
следующими состояниями;
2. [[Drive(S, c)]] ⊇ ⋃{Post(S, s) | s ∈ [[c]]} — конфигурации, выданные функцией
Drive, аппроксимируют сверху множество следующих состояний. Аппрокси-
мации сверху достаточно для применения суперкомпиляции к оптимизации
программ, но для верификации счетчиковых систем на результат Drive накла-
дывается еще одно условие:
3. [[Drive(S, c)]] ⊆ ↓⋃{Post(S, s) | s ∈ [[c]]} — для решения задачи покрытия до-
статочно потребовать, чтобы конфигурации, выданные функцией Drive, были
подмножествами замыкания книзу множества следующих состояний.
Обобщение конфигураций.Когда множество конфигураций, представленное кон-
фигурацией c, является подмножеством множества конфигураций, представленного
конфигурацией g, [[c]] ⊆ [[g]], говорят, что вторая конфигурация более общая, чем
первая, или что вторая конфигурация является обобщением первой.
Через v∈ C × C обозначим отношение обобщения: c v g эквивалентно [[c]] ⊆ [[g]],
c @ g эквивалентно [[c]] ( [[g]].
Нам понадобится следующая функция обобщения с целочисленным параметром
l, которая заменяет на ω компоненты конфигурации c, большие или равные l:
Generalizel(c) = g такое, что ∀i ∈ [1, k] : g(i) = c(i), если c(i) < l, иначе ω.
Такая функция выдает правильное обобщение: ∀c ∈ C, l ∈ N : c v Generalizel(c).
Параметр l играет важную роль, поэтому мы его записываем в особой позиции
в виде индекса у имен функций, которые принимают его в качестве аргумента.
3. Алгоритм решения задачи покрытия
В этом разделе представлен алгоритм решения задачи покрытия для монотонных
счетчиковых систем. Он состоит из головной функции Reachable(S, I), которая со-
держит цикл по параметру l и выдает ответ, и функций Underl(S, I) и Overl(S, I),
вычисляющих аппроксимации сверху и снизу покрывающего множества, вызывая
центральную функцию Approximatel(over ,S, I) — упрощенную суперкомпиляцию.
Головная функция Reachable(S, I, U) берет в качестве аргументов счетчиковую
систему S, начальную конфигурацию I и замкнутое кверху целевое множество U и
итеративно применяет функции Underl(S, I) и Overl(S, I), выдающие аппроксимации
снизу и сверху покрывающего множества, с возрастающими значениями параметра
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Алгоритм 1: Reachable(S, I, U): Решение задачи покрытия для монотонных
счетчиковых систем.
input : S — монотонная счетчиковая система
I — начальная конфигурация
U — замкнутое кверху целевое множество
result: Достижимо ли U из I?
Reachable(S, I, U)
for l = 1, 2, 3, . . . do
if [[Underl(S, I)]] ∩ U 6= ∅ then
return ‘Достижимо’
if [[Overl(S, I)]] ∩ U = ∅ then
return ‘Недостижимо’
Алгоритм 2: Approximatel(S, I), Underl(S, I), Overl(S, I): Построение аппрок-
симаций снизу и сверху покрывающего множества счетчиковой системы.
input : S — счетчиковая система
I — начальная конфигурация
l — целочисленный параметр обобщения
over = true — вычислять аппроксимацию сверху, false — снизу
result: R — аппроксимация покрывающего множества сверху или снизу
Approximatel(over ,S, I)
R← {I}
T ← {I}
while T 6= ∅ do
выбрать любую конфигурацию из c ∈ T
T ← T \ {c}
foreach c′ ∈ Drive(S, c) do
g ← Generalizel(c′)
if @c¯ ∈ R : c¯ w c′ ∧ (over ∨ g = c′) then
R← R ∪ {g} \ {c¯ ∈ R | c¯ @ g}
T ← T ∪ {g} \ {c¯ ∈ T | c¯ @ g}
return R
Underl(S, I) = Approximatel(false,S, I)
Overl(S, I) = Approximatel(true,S, I)
обобщения l = 1, 2, 3, . . . Цикл завершается ответом ‘Достижимо’ или ‘Недости-
жимо’, когда аппроксимация снизу пересекается с U или аппроксимация сверху не
пересекается с U соответственно8.
8Этот алгоритм близок к алгоритмам 4.1 и 5.2 в [5, с. 122 и с. 141] и проще их.
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Функция Approximatel(over ,S, I) вызывается с булевским параметром over , ука-
зывающим, какую аппроксимацию надо вычислить — сверху или снизу.
Множество конфигураций, являющееся аппроксимацией покрывающего множе-
ства, накапливается в переменной R («residual set», «остаточное множество»), начи-
ная с начальной конфигурации I. Конфигурации, подлежащие обработке, берутся
из множестве T («to treat», «обработать»). Алгоритм завершается, когда T = ∅.
На каждом шаге из множества T берется произвольная необработанная кон-
фигурация c и выполняется шаг прогонки: функция Drive вычисляет множество
следующих конфигураций и каждая из них c′ обрабатывается следующим образом:
1. Проверяется, не покрыта ли конфигурация c′ одной из пройденных конфи-
гураций из R. Если c′ покрыта некоторой конфигурацией c¯ ∈ R : c¯ w c′, она
больше не обрабатывается, поскольку все ее потомки покрыты потомками c¯.
2. Когда вычисляется аппроксимация снизу, проверяется, не обобщается ли кон-
фигурация c′ на текущем шаге, сравнением с g = Generalizel(c′). Если обобща-
ется, обработка этой ветви прекращается, чтобы в R накапливались только
конфигурации, порожденные без обобщения.
3. Конфигурация g = Generalizel(c′), совпадающая с c′ или являющаяся ее обоб-
щением, добавляется в множества R и T . Кроме того, из этих множеств уда-
ляются старые конфигурации, покрытые новой, за ненадобностью.
4. Корректность алгоритма
Если алгоритм завершается, то достаточно очевидно, что ответ правильный, по-
скольку можно показать, что для любой монотонной счетчиковой системы S, любой
начальной конфигурации I и всех l ∈ N:
[[Underl(S, I)]] ⊆ Cover(S, I) ⊆ ↓[[Overl(S, I)]].
Завершаемость алгоритма Approximatel(over ,S, I) следует из ограниченности
множества конфигураций, которые могут быть выданы функцией Generalizel(c) при
фиксированном l: множестваR и T являются подмножествами конечного множества
{0, . . . , l− 1, ω}k. На множестве конфигураций можно ввести отношение частичного
порядка, по которому значения R не будут убывать. В тех же случаях, когда R не
изменяется, убывает T .
Завершаемость алгоритма Reachable(S, I, U) доказывается для двух случаев.
Случай 1 (Достижимо). Если существует путь из начального множества I в це-
левое множество U , при некотором l (равном максимуму компонент состояний на
этом пути плюс 1) весь этот путь будет пройден алгоритмом без обобщений и его
концевая конфигурация пересечется с U . Учитывая, что прогонка может обобщать
конфигурации только вниз, получаем следующее утверждение.
Теорема 1 (Разрешение достижимости). Для любой монотонной счетчиковой си-
стемы S, начальной конфигурации I и замкнутого кверху множества U таких,
114 Моделирование и анализ информационных систем Т.18, №4 (2011)
что Reach(S, I) ∩ U 6= ∅ существует l ∈ N, при котором алгоритм Reachable за-
вершается и выдает ответ ‘Достижимо’.
Случай 2 (Недостижимо). Случай U = ∅ тривиален. Следовательно, будем считать,
что U 6= ∅.
Требуется доказать, что существует l ∈ N такое, что аппроксимация сверху ока-
жется покрывающим множеством: ↓[[Overl(S, I)]] = Cover(S, I). Таким значениям l
можно дать верхнюю оценку благодаря следующей лемме.
Лемма 1. Для любого замкнутого книзу множества D = ↓D ⊆ S = Nk, где
используется покомпонентный частичный порядок 4, существует l ∈ N такое,
что для любых c, g ∈ C = (N ∪ {ω})k :
[[c]] ⊆ D и c vl g влечет [[g]] ⊆ D.
Доказательство. Рассмотрим нетривиальный случай, когда c 6= g, c @l g.
Пусть U = D — дополнение к замкнутому книзу множеству D. Множество U за-
мкнуто кверху. Поскольку частичный порядок 4 является вполне-квази-порядком9,
существует конечное множество min(U) минимальных элементов U (генератор U)
такое, что ↑min(U) = U . Пусть m равно максимуму координат элементов min(U):
m = max
s∈min(U)
max
i∈[1,k]
s(i).
Можно показать, что l = m удовлетворяет условию леммы.
Следствие 1. Для любой счетчиковой системы S и начальной конфигурации I
существует l ∈ N такой, что для всех конфигураций c, g ∈ C = (N ∪ {ω})k :
[[c]] ⊆ Cover(S, I) и c vl g влечет [[g]] ⊆ Cover(S, I).
Лемма 2. Для любой монотонной системы переходов S, любой начальной конфи-
гурации I и любой конфигурации c ∈ C :
[[c]] ⊆ Cover(S, I) влечет Cover(S, c) ⊆ Cover(S, I).
Доказательство. Непосредственно следует из монотонности. Это утверждение из-
вестно в литературе по системам переходов, например, лемма 2.2 в [5, с. 182].
Следствие 2. Для любой монотонной счетчиковой системы S и начальной кон-
фигурации I существует l ∈ N такой, что для всех конфигураций c, g ∈ C =
(N ∪ {ω})k :
[[c]] ⊆ Cover(S, I) и c vl g влечет Cover(S, g) ⊆ Cover(S, I).
Лемма 3. Для любой монотонной счетчиковой системы S и начальной конфигу-
рации Iсуществует l ∈ N такой, что
↓[[Overl(S, I)]] = Cover(S, I).
9Квазипорядок 4 называется вполне-квази-порядком, если в любой бесконечной последователь-
ности {xi}i∈N найдутся два члена таких, что xi 4 xj , i < j.
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Доказательство. Возьмем любое значение l, удовлетворяющее условию леммы 1 и,
следовательно, следствиям 1 и 2. В алгоритме Approximate каждое обобщение, огра-
ниченное этим параметром l, расширяет замыкание книзу множества состояний,
достижимых из конфигураций текущего множества R, не больше, чем до покрыва-
ющего множества. Следовательно, аппроксимация сверху, полученная при этом l,
является покрывающим множеством.
Теорема 2 (Разрешение недостижимости). Для любой монотонной счетчиковой
системы S с покомпонентным частичным порядком 4, для любой начальной кон-
фигурации I и замкнутого кверху целевого множества U такого, что Reach(S, I)∩
U = ∅, существует l ∈ N такой, что алгоритм Reachable завершается и выдает
ответ ‘Недостижимо’.
Отметим, что мы не знаем заранее значение параметра l ≤ m, при котором ал-
горитм завершит свою работу. Мы также не можем вычислить его верхнюю оценку
m, поскольку задача нахождения покрывающего множества даже для монотонных
счетчиковых систем алгоритмически неразрешима (это следует из результатов ста-
тьи [4]). Тем не менее, мы знаем, что такое l существует для любой монотонной
счетчиковой системы с непустым множеством недостижимых состояний. Поэтому
разрешимость задачи покрытия для монотонных систем переходов [3] не противо-
речит неразрешимости нахождения покрывающего множества.
5. Заключение
Предложенный алгоритм является, насколько известно автору, простейшим среди
решающих проблему покрытия для монотонных счетчиковых систем. Он вклады-
вается в известную схему для класса алгоритмов, решающих задачу покрытия, на-
зываемую EEC (Expand, Enlarge and Check) [5, 6]. Можно было бы дать доказатель-
ство корректности алгоритма сведением к ECC, однако приведенное здесь прямое
доказательство намного проще.
Эксперименты [9, 10, 14, 16] показывают, что этот и другие алгоритмы (в част-
ности, [11]), основанные на суперкомпиляции, часто решают задачу покрытия и для
немонотонных систем. Приведенное доказательство позволяет легче анализировать
причины, почему эти алгоритмы завершаются. Например, можно предположить,
что алгоритм Overl(S, I) завершается для немонотонных счетчиковых систем, ко-
гда существует аппроксимация сверху покрывающего множества, замкнутая отно-
сительно операции прогонки Drive и непересекающаяся с целевым множеством U .
Описанный алгоритм основан на упрощенной суперкомпиляции, и его можно
рассматривать как пример многорезультатной суперкомпиляции, предложенной
И.Г. Ключниковым и С.А. Романенко [13]. Они показали плодотворность многоре-
зультатной суперкомпиляции для доказательства эквивалентности программ и в
двухуровневой суперкомпиляции, а в данной работе демонстрируется задача, не
решаемая однократной суперкомпиляцией, но решаемая перебором потенциально
бесконечного множества результатов суперкомпиляции.
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A Simple Algorithm for Solving the Coverability Problem for
Monotonic Counter Systems
Klimov And.V.
Keywords: well-structured transition systems, counter systems, reachability,
coverability, supercompilation.
An algorithm for solving the coverability problem for monotonic counter systems is
presented. The solvability of this problem is well-known, but the algorithm is interest-
ing due to its simplicity. The algorithm has emerged as a simplification of a certain
procedure of a supercompiler application (a program specializer based on V.F. Turchin’s
supercompilation) to a program encoding a monotonic counter system along with initial
and target sets of states and from the proof that under some conditions the procedure
terminates and solves the coverability problem.
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