Let M be a closed connected spin manifold such that its spinor Dirac operator has non-vanishing (Rosenberg) index. We prove that for any Riemannian metric on V = M × [−1, 1] with scalar curvature bounded below by σ > 0, the distance between the boundary components of V is at most C/ √ σ, where C < 8 + 4π is a universal constant. This verifies a conjecture of Gromov for such manifolds. In particular, our result applies to all high-dimensional closed simply connected manifolds M which do not admit a metric of positive scalar curvature. We also establish a quadratic decay estimate for the scalar curvature of complete metrics on manifolds, such as M × R 2 , which contain M as a codimension two submanifold in a suitable way. Furthermore, we introduce the "KO-width" of a closed manifold and deduce that infinite KO-width is an obstruction to positive scalar curvature.
Introduction
There are two known techniques to prove that a given high-dimensional smooth manifold does not admit a metric of positive scalar curvature. One is based on the Schrödinger-Lichnerowicz vanishing theorem [Sch32; Lic63] which implies that topological invariants of the Dirac operator on a spin manifold yield obstructions to positive scalar curvature. The other goes back to Schoen and Yau [SY79] and works by constructing (chains of) minimal hypersurfaces. Finding candidates for suitable hypersurfaces is a homological problem and hence this yields topological obstructions. Both methods have a very different flavour than classical metric comparison theorems for positive lower bounds on sectional curvature or Ricci curvature. Remarkably, however, in cases where the minimal surface obstruction technique is available, Gromov [Gro18] recently proved certain quantitative distance estimates in the presence of a lower bound on the scalar curvature. The goal of the present article is to establish similar results in situations where the Dirac operator method applies.
Our impetus is the following conjecture which Gromov formulated in [Gro17, [?5] ] and (with the sharp constant) in [Gro18, 11.12 , Conjecture C].
Conjecture 1.1. Let M be a closed manifold of dimension n − 1 ≥ 5 which does not admit a metric of positive scalar curvature. Then there exists a constant C = C(M ) < ∞ such that every Riemannian manifold V which is diffeomorphic to M × [−1, 1] and has scalar curvature bounded below by σ > 0 satisfies
where ∂ ± V denotes the boundary component corresponding to M × {±1}.
More ambitiously, the constant is conjectured to be C = 2π n − 1 n < 2π.
(1.1)
Remark 1.2. The constant (1.1) would be the optimal possible. That is, for any manifold M of dimension n − 1 and ε > 0, there exists a Riemannian metric g on V = M × [−1, 1] with scal g ≥ n(n − 1) and width(V, g) ≥ 2π/n − ε, see [Gro18, p. 653 , Optimality of 2π/n].
Remark 1.3. If M admits a metric of positive scalar curvature g, then no such constant C < ∞ exists because of the cylinder metric g ⊕ dt 2 on M × [−l, l] for arbitrary l > 0.
To put this conjecture in the context of classical Riemannian geometry, consider stronger curvature conditions for a moment. The second variation formulas imply that, if there is a lower bound σ > 0 on sectional curvature, a minimal geodesic has length at most π/ √ σ. More generally, this holds for a lower bound (n − 1)σ > 0 on Ricci curvature. This is what underlies the classical Bonnet-Myers theorem [Mye41] . Then Conjecture 1.1 can be viewed as asking for an analogue of these results for scalar curvature.
Gromov established Conjecture 1.1 for the torus and related manifolds with the optimal constant, see [Gro18, Sections 2, 4, 11.7] . For more general classes of manifolds which are approachable by the Schoen-Yau minimal hypersurface method it is proved with a slightly larger upper bound [Gro18, Sections 5, 6] . However, until now, no simply connected examples have been shown to satisfy Conjecture 1.1 with any constant. Note that the hypersurface method presupposes that H 1 (π 1 M ; Z) = 0.
In the realm of spin manifolds, the most general known obstruction based on the Dirac operator is the Rosenberg index [Ros83; Ros86a; Ros86b] . For a spin manifold M of dimension n − 1, it is an element α(M ) ∈ KO n−1 (C * π 1 M ) of the real K-theory of the group C * -algebra of its fundamental group. Here one can use the maximal or the reduced completion of the real group ring. Our main results apply to both cases, so we do not specify a choice. More precisely, the Rosenberg index is the image of the fundamental class of M in spin bordism under the sequence of transformations, assembly map featuring in the strong Novikov conjecture. If M is simply connected, then α(M ) ∈ KO n−1 (R) = KO −n+1 reduces to the α-invariant of Hitchin [Hit74] . For n − 1 = 4k, the latter identifies with the classical Atiyah-Singer index of the spinor Dirac operator on M .
Our main result establishes Conjecture 1.1 for all spin manifolds with nonvanishing Rosenberg index, albeit not with the conjecturally optimal upper bound.
Theorem 1.4. There exists a universal constant C < 8 + 4π such that the following holds. Let M be a closed spin manifold with non-vanishing Rosenberg index α(M ) ∈ KO n−1 (C * π 1 M ). Then a Riemannian manifold V which is diffeomorphic to M × [−1, 1] and has scalar curvature bounded below by σ > 0 satisfies
In particular, this solves Conjecture 1.1 in the simply connected case. 
Proof. If M is of dimension at least five, simply connected and does not admit a metric of positive scalar curvature, then M is spin by Gromov and Lawson [GL80] and subsequently α(M ) = 0 ∈ KO −n+1 by Stolz [Sto92] . Hence the statement follows from Theorem 1.4.
Example 1.6. Conjecture 1.1 holds for the Hitchin spheres [Hit74, p. 44]. That is, an exotic sphere Σ of dimension 8k + j, where j ∈ {1, 2}, which does not admit a metric of positive scalar curvature because 0 = α(Σ) ∈ KO −8k−j ∼ = Z/2. Thus, whether or not an estimate as in Conjecture 1.1 holds depends in general on the differential structure.
Remark 1.7. We expect that it is possible to extend our methods to manifolds which do not admit a spin structure themselves but whose universal covering is spin. For this we would use the twisted versions of the group C * -algebra and the Rosenberg index which Stolz introduced, see [RS01, Section 5], [Sto98] .
Remark 1.8. More generally than Corollary 1.5, our result proves Conjecture 1.1 for all spin manifolds which satisfy the unstable Gromov-Lawson-Rosenberg conjecture. Recall that this conjecture asserts that a spin manifold of dimension ≥ 5 admits a metric of positive scalar curvature if and only if its Rosenberg index vanishes, see [RS01, Conjecture 4.8 ]. This could be generalized by asserting that the twisted Rosenberg index mentioned in Remark 1.7 is the only obstruction to positive scalar curvature for manifolds whose universal covering is spin, and that totally non-spin manifolds always admit a metric of positive scalar curvature. However, while this has been proved in specific cases, already for spin manifolds it is known to be false in general [Sch98] . Thus, on the one hand, we cannot expect to prove Conjecture 1.1 using only our theorem. On the other hand, the known counterexamples to the unstable Gromov-Lawson-Rosenberg conjecture are based on the minimal hypersurface technique and hence accessible to the methods of Gromov [Gro18] . This means that finding candidates for counterexamples to Conjecture 1.1 will likely require completely new obstructions to positive scalar curvature. Remark 1.9. The precise constant that our proof yields is C = 4 min δ∈(0,1)
Setting δ = 1/2 yields the upper bound 8 + 4π ≈ 20.57. Numerically, the minimum is attained at δ ≈ 0.4654 with C ≈ 20.51. Note that our constant does not depend on the dimension. It is an interesting question if our estimate can be optimized to yield a stronger upper bound, or perhaps the conjecturally optimal one. Our method also works for topologically non-trivial proper bands, see Theorem 3.1. A band is a compact manifold V together with distinguished parts ∂ ± V of its boundary. For the technical definiton, see [Gro18, Section 2] or Section 3 below. As a consequence, we obtain a quadratic decay theorem for the scalar curvature on M × R 2 by the argument in [Gro18, p. 648 ]. In the following theorem, we strengthen this by combining our result with the method of Hanke, Pape, and Schick [HPS15] . We deduce a quadratic decay estimate for the scalar curvature on complete spin manifolds in the presence of a suitable codimension two submanifold. Theorem 1.10 (Quadratic decay for codimension two). Let X be a complete connected Riemannian spin manifold and M ⊂ X a closed connected submanifold of codimension two with trivial normal bundle. Assume that the inclusion induces an injection π 1 M → π 1 X and a surjection π 2 M → π 2 X. Moreover, suppose that M has non-vanishing Rosenberg index α(M ) ∈ KO * (C * π 1 M ). Then for every base-point x 0 ∈ M , there exists R 0 ≥ 0 such that
for each R > R 0 , where scal X denotes the scalar curvature function of the metric on X and C < 8 + 4π is the same constant as in Remark 1.9.
Example 1.11. The manifold X = M ×R 2 with α(M ) = 0 satisfies the hypotheses of the theorem.
In particular, under the hypotheses of Theorem 1.10, X does not admit a complete metric of uniformly positive scalar curvature. But this already follows from the methods in [HPS15] . Hence our result can be viewed as a quantitative strengthening of the codimension two obstruction of Hanke, Pape, and Schick.
Furthermore, we introduce the KO-width of a Riemannian manifold. This is motiviated by similar notions which were introduced in [Gro18] . Loosely speaking, the KO-width of a manifold X is the supremum of widths of locally isometrically embedded bands which are spin and admit a flat bundle such that the twisted Dirac operator on the boundary components has non-vanishing index in real K-theory. The precise definition is given in Section 4. Using this language, our main result implies the following. We observe that manifolds which satisfy the codimension two obstruction from [HPS15] or the codimension one obstruction from [Zei17, Theorem 1.7] have infinite KO-width. It is a meta-conjecture of Schick [Sch14, Conjecture 1.5] that the Rosenberg index encompasses every obstruction to positive scalar curvature which is based on Dirac operator methods. Hence we expect that for spin manifolds, infinite KO-width implies the non-vanishing of the Rosenberg index. This is the case in all the examples we mention and, as we explain in Section 4, is implied by injectivity of the Baum-Connes assembly map via the stable Gromov-Lawson-Rosenberg conjecture. However, it remains an open question in general.
The article is structured as follows. In Section 2, we state and prove a technical theorem on which our results are based. In Section 3, we deduce the band width estimate and the quadratic decay theorem. In Section 4, we study the notion of KO-width. In the Appendices A and B, we deal with some index-theoretic results which are essentially known but not explicitly stated in the literature in the way we need them.
Acknowledgements. The author thanks Johannes Ebert for valuable discussions.
The quantitative codimension one obstruction
Our results are based on the technical Theorem 2.1. It states that on a complete manifold over the real line, where the fibers admit an index-theoretic obstruction to positive scalar curvature, there is a universal scale-invariant upper bound on the length of each region with a positive lower bound on the scalar curvature. Similar estimates as in the proof of Theorem 2.1 are used in [ER19, Section 8] for a different purpose.
We consider the following setup. Let W be a complete n-dimensional spin manifold together with a proper Lipschitz map x : W → R. Let A be some Real C * -algebra and let E → W be a smooth bundle of finitely generated projective Hilbert A-modules furnished with a metric connection. Let / D W,E denote the spinor Dirac operator of W twisted by E. For expositions of the relevant background material about Dirac operators linear over C * -algebras, we refer to [HPS15; Ebe16] . Associated to these data, there is the partitioned manifold index which we will denote by index PM ( / D W,E , x) ∈ KO n−1 (A). The partitioned manifold index theorem states the following. If x is smooth near x −1 (a) for some a ∈ R such that a is a regular value, then with M := x −1 (a) we have the identity
We provide a quick definition of the partitioned manifold index which is suitable to our purposes. In general, there are two approaches. One is via the Roe algebra and the coarse index [Roe96] . The other, which we will use here, is to define it as an index of a certain Callias-type operator on the manifold W itself. Indeed, if x is smooth 1 with uniformly bounded gradient, then index PM ( / D W,E , x) can be defined as the index of the unbounded regular Fredholm operator
where denotes left-multiplication by the Clifford generator of Cl 0,1 and r > 0 is an auxilliary constant that can be picked arbitrarily. We consistenly work with Cl n,0 -linear Dirac operators [LM89, Chapter II, §7]. So B acts as an unbounded operator on L 2 (S W ⊗ E ⊗ Cl 0,1 ), where S W is the Cl n,0 -linear spinor bundle, and is linear over the graded C * -algebra Cl n,0 ⊗ A ⊗ Cl 0,1 . The operator B is indeed Fredholm because the corresponding Schrödinger-type operator
is bounded below at infinity by the assumptions on x. Here c is the Clifford multiplication operator of the twisted Dirac bundle. The symbol " ⊗" refers to the graded tensor product which ensures that / D W,E ⊗ 1 and 1 ⊗ anti-commute. The index of B is then defined in KO 0 (Cl n,0 ⊗ A ⊗ Cl 0,1 ) ∼ = KO n−1 (A). For more detail on the index theorem behind (2.1), we refer to the Appendix A.
After this preparation, we now state and prove our technical theorem.
Theorem 2.1. Set
Let W be a complete Riemannian spin manifold. Let A be a unital C * -algebra and E → W a smooth bundle of finitely generated Hilbert A-modules endowed with a flat metric connection. Let x : W → R be a proper non-expanding (i.e. 1-Lipschitz) map. Suppose that index PM ( / D W,E , x) = 0. Then the following holds.
For any interval I ⊆ R such that the scalar curvature of W is bounded below by a contant σ > 0 on x −1 (I), we have
Remark 2.2. Under the same hypothesis index PM ( / D W,E , x) = 0, a much simpler estimate than in the proof of Theorem 2.1 shows that the complete metric on W cannot have globally non-negative scalar curvature which is somewhere positive. This fact is essentially the content of [Cec18, Theorem A]. In contrast, the crucial point of our result is that a non-vanishing index excludes long regions with large scalar curvature regardless of what happens globally. In effect, this means that the completeness assumption is not relevant because we can always change the metric outside the region we care about to make it complete, and still obtain an estimate. In Section 3, we exploit this by attaching complete cylinders to the boundary components in order to prove our main theorem.
We start with technical preliminaries.
Proof. Taking
x ≥ 1 satisfies all conditions exactly (with ε = 0) except that these functions are not smooth at 0 and 1. This can be remedied by slightly changing the functions at the cost of slightly increasing the maximum of the derivative and slightly perturbing the identity ϕ 2 0 + ϕ 2 1 = 1.
Lemma 2.4. Let B be a self-adjoint unbounded regular operator on some Hilbert
Thus B 2 u ≥ c 2 u for every element u in the domain of B 2 . Therefore, as in the proof of [Ebe16, Proposition 1.21] it follows that 0 does not lie in the spectrum of B 2 . Thus 0 also does not lie in the spectrum of B.
Proof of Theorem 2.1. First observe that by composing with a translation on R, we can always assume that I = [−l, l] with 2l = length(I).
We then argue that it suffices to consider the case that x is smooth. Indeed, for each ε > 0, there exists a smooth functionx ε such that x −x ε ∞ < ε and l] ). If the theorem holds for each x ε , it follows that 2l ε ≤ C/ √ σ for every ε > 0, and so letting ε → 0 we deduce 2l ≤ C/ √ σ. So, now we assume that x is smooth with ∇x ∞ ≤ 1. To prove the theorem, we argue by contraposition. Suppose that there exists σ > 0 and an interval I = [−l, l] ⊆ R with 2l = length(I) > C/ √ σ such that the scalar curvature is bounded below by σ on x −1 (I). Then fix δ ∈ (0, 1) such that C = 4(1/(1 − δ) + π/ √ 2δ). Set κ := σ/4 and r := κ(1 − δ) > 0. In the following where for the second equality we used the Schrödinger-Lichnerowicz formula and the hypothesis that the connection on E is flat. We will prove that the operator B is invertible and thus has vanishing index. To that end, observe that the terms / D 2 and ∇ * ∇ in (2.2) and (2.3), respectively, are non-negative operators.
The rough idea is to estimate the remaining terms in (2.3) and (2.2) separately on the regions x −1 (I) and x −1 (R \ I), respectively. From this, we deduce that B is bounded from below by a positive constant on each region. Then we use an interpolation with a suitable partition of unity to see that B is globally bounded from below by a positive constant. First, consider an element u in the domain of B 2 such that supp(u) ⊆ x −1 (I). Then, using (2.3),
(2.4) Here we used the notation |u| := u | u 1 2 ∈ A + , where A := Cl n,0 ⊗ A ⊗ Cl 0,1 is our coefficient-C * -algebra. We also used the estimate − T |u| 2 ≤ T u | u for a self-adjoint operator T .
Second, consider the case that supp(u)
(2.5)
Using the assumption 2l > C/ √ σ and the definition of C, we obtain l − d > π/ √ 2κδ and consequently π/(2(l − d)) < κδ/2. Now we will combine the estimates (2.4) and (2.5) to obtain a global lower bound. To this end, we fix a constant λ with π/(2(l − d)) < λ < κδ/2. Lemma 2.3 implies that for each ε > 0 there exist smooth functions ψ 0 , ψ 1 : Figure 1 . By a slight abuse of notation, we will also write ψ i and ρ for the functions on W defined by ψ i • x and ρ • x, respectively. Then
In the following, we compute for i ∈ {0, 1} using that
Here we used that
Together with (2.4) and (2.5) this implies
Returning to (2.6), we obtain
Since ε > 0 was chosen arbitrarily (and independently of δ, κ and λ), we conclude that for any element u in the domain of B 2 , we have the estimate
Completing the square, it follows that
Finally, λ < κδ/2 implies δκ > 2λ 2 and so
Hence Lemma 2.4 implies that B is invertible and thus index PM ( / D, x) = 0.
Remark 2.5. The term π/ √ 2δ in the definition of the constant C is precisely the cost of our interpolation between the positive scalar curvature region and its complement. If it were not there, we could take δ > 0 to be arbitrarily small, and we would obtain an upper bound of 4/ √ σ. This would be too good according to Remark 1.2. Hence it is clear that the interpolation must come at some cost, but it is concievable that with more care our estimate can be improved to yield something closer to the optimal upper bound. Figure 2 : Attaching cylinders to the boundary
Band width and quadratic decay
We start with a more general version of Theorem 1.4. We use the language from 
where C is the constant from Theorem 2.1.
To see how this relates to Theorem 1.4, note that on any connected space X, there is the Mishchenko line bundle
which is the flat bundle of Hilbert C * (π 1 X)-modules associated to the representation of π 1 X on its group C * -algebra by left-multiplication. In the case of a Proof of Theorem 3.1. We construct a manifold W out of V by attaching infinite cylinders to each distinguished part of the boundary as in Figure 2 . That is,
where we used the short-hand ∂ ± := ∂ ± V . Furthermore, we set
We can extend the flat bundle E along the cylinders to obtain a flat bundle E W on W .
Let g V denote the Riemannian metric on V . Then we fix a complete Riemannian metric g W on W which restricts to g V on V . Let d V be the length metric on V induced by g V , and d W be the length metric on W induced by g W . Let x : W → R be the function which assigns to a point p ∈ W the signed distance to the submanifold ∂ − with respect to d W . That is, (y, p) , where we use the positive sign if p ∈ W + and otherwise the negative sign. Then x is a proper 1-Lipschitz function. By (2.1),
. Then there exists a curve inside W + of length at most l connecting p to a point in ∂ − . This curve will eventually lie inside V . Hence p ∈ V because otherwise there would be a curve inside V of length smaller than l connecting a point in ∂ + to a point in ∂ − . Therefore we have proved that x −1 ([0, l]) ⊆ V . In particular, by assumption, the scalar curvature of W is bounded below by σ on x −1 ([0, l]). Thus Theorem 2.1 implies that width(V ) = l ≤ C/ √ σ.
Next, we turn to the quadratic decay result, Theorem 1.10. We start with the statement of a technical lemma taken from [HPS15, Theorem 4.3].
Lemma 3.2. Let X be a manifold and M ⊂ X be a submanifold, both connected and without boundary. Suppose that M has codimension two with trivial normal bundle and the inclusion M → X is 2-connected. Let W be the manifold with boundary which is obtained from X by deleting an open tubular neighborhood of M . Then there exists a homomorphism r : π 1 (W ) → π 1 (M × S 1 ) which is a retraction to the map π 1 (M × S 1 ) → π 1 (W ) induced by the inclusion M × S 1 = ∂W → W .
Note that in loc. cit. the stronger assumption π 2 X = 0 is required. But this is unnecessary without any change to the proof. The statement with the hypothesis as in Lemma 3.2 has also been reproduced in the author's thesis [Zei16b, Lemma 4.1.4].
Proof of Theorem 1.10. In the first part of the proof, we follow the strategy of [HPS15] . LetX → X be the connected Riemannian covering of X with π 1X = π 1 M . Fix a base-pointx 0 ∈X which lies over the chosen base-point x 0 ∈ M ⊂ X. The embedding M ⊂ X uniqely lifts to an embedding M →X taking x 0 tox 0 . By assumption, the embedding M ⊂X satisfies the hypotheses of Lemma 3.2. Let W be the manifold obtained from deleting a tubular neighborhood of M insideX. Then ∂W = M × S 1 with Rosenberg index α(∂W ) = α(M ) × α(S 1 ) = 0, see Appendix B. Using the homomorphism r : π 1 W → π 1 (M × S 1 ) from Lemma 3.2, we can extend the Mishchenko bundle of M × S 1 to a flat bundle
The next part is essentially the same as the proof of the quadratic decay results outlined in [Gro18] . Observe that for each l > 0 and ε > 0, the l-neighborhood U l (∂W ⊂ W ) of ∂W in W contains a proper band V with ∂ − V = ∂W and width(V ) ≥ l − ε. Essentially, we take V = U l (∂W ⊂ W ); the auxilliary ε simply allows for some wiggle-room in cases where the boundary of U l (∂W ⊂ W ) is not smooth.
To prove the result, we claim that inf U l (∂W ⊂W ) scalX ≤ C 2 /l 2 . Here we only need to consider the case σ := inf U l (∂W ⊂W ) scalX > 0. Then it follows from the previous paragraph and Theorem 3.1 that l − ε ≤ C/ √ σ for any ε > 0. Therefore σ ≤ C 2 /l 2 , as claimed. Finally, we let R 0 be the diameter of the tubular neighborhood that was deleted fromX to obtain W . Then we have
Infinite KO-width
In [Gro18] various notions of "width" are defined for a Riemannian manifold in terms of locally isometrically immersed bands of various types. In this section, we introduce an analogous concept using the bands that appear in Theorem 3.1. Start with a general definition.
Definition 4.1. Let V be some class of compact proper bands. The V-width of a Riemannian manifold X, denoted by width V (X), is the supremum of all real numbers l > 0 such that there exists a band V ∈ V of the same dimension as X together with an immersion V X such that width(V ) ≥ l, where V is endowed with the Riemannian metric induced from X. If no such l > 0 exists, we let width V (X) = 0 by convention.
If X is compact, then whether or not width V (X) is finite does not depend on the particular choice of Riemannian metric on X. Thus we make the following definition. • There exists a Real unital C * -algebra A and E → V a smooth bundle of finitely generated Hilbert A-modules endowed with a flat metric connection.
• The band V is a spin manifold and the index of the Dirac operator on
Similarly, we can define the class K, where we take the same definition but work with complex C * -algebras and K-theory instead. We obtain the class K Q by insisting that the index rationally does not vanish. Note that K Q ⊂ K ⊂ KO.
The following result is an immediate consequence of Theorem 3.1. More generally:
Example 4.6. Let M be a closed spin manifold which admits a codimension one submanifold N ⊂ M with trivial normal bundle. Let π ≤ π 1 M be the image of the homomorphism π 1 N → π 1 M induced by the inclusion. Suppose that the image of the Rosenberg index of N in KO n−1 (C * π) does not vanish. Then restricting to large chunks in the coveringM → M with π 1M = π shows that M has infinite KO-width. It can also be shown that the Rosenberg index of these examples is non-zero, see [NSZ19] , [Zei17, Theorem 1.7].
Example 4.7. Let X satisfy the hypotheses of Theorem 1.10. That is, X is a complete and connected Riemannian spin manifold; there exists a closed connected submanifold M ⊆ X of codimension two with trivial normal bundle; the inclusion induces π 1 M → π 1 X, π 2 M π 2 X; the Rosenberg index of M is non-zero. Then width KO (X) = ∞ because, using the notation from the proof of Theorem 1.10 in Section 3, there are arbitrarily wide KO-bands V → W →X X. In particular, a closed manifold which satisfies the conditions of the codimension two obstruction of Hanke, Pape, and Schick [HPS15] has infinite KO-width. Proof. By the product formula for the index class (compare Appendix B) and injectivity of (4.1), we have V × N ∈ KO for every V ∈ KO. For a product metric on g ⊕ h on V × N , the equality width
is also a band of width ≥ l, so the result follows.
In the Appendix B, we provide a sufficient condition for the injectivity of (4.1) for the reduced group C * -algebra which includes all non-positively curved manifolds N . In particular, it applies to N = S 1 which was already used in the proof of Theorem 1.10.
Another simple case are Bott manifolds N = B. This is a simply connected 8-dimensional spin manifold such that its α-invariant is the Bott generator. Then Note that for all the examples we mention above this is the case. A slightly weaker question would be to ask the same for infinite K-width or K Q -width.
A The partitioned manifold index theorem
In this appendix, we add more detail to the brief discussion from Section 2 on the partitioned manifold index theorem for Callias-type operators. Note that the following theorem is already known in various different guises. For instance, Cecchini [Cec18] provides the same statement for complex K-theory. The result is also implicit in the recent work of Ebert [Ebe19] , where a family version of this index theory is developed. In spirit, this approach to the partitioned manifold index theorem goes back to Higson [Hig91] and Bunke [Bun95] .
Theorem A.1. Let W n be a complete spin manifold together with a proper smooth map x : W → R with ∇x ∞ ≤ L < ∞. Let A be some Real C * -algebra and let E → W be a smooth bundle of finitely generated projective Hilbert Amodules E furnished with a metric connection. Let / D W,E denote the spinor Dirac operator of W twisted by E.
Then the operator
with initial domain the compactly supported smooth sections of E := S W ⊗ E ⊗ Cl 0,1 , viewed as a bundle of of graded Hilbert A := Cl n,0 ⊗A ⊗Cl 0,1 -modules, is an essentially self-adjoint regular operator with compact resolvents. In particular, B has a Fredholm index index PM ( / D W,E , x) := index(B) ∈ KO 0 (A) = KO n−1 (A). Moreover, this index has the following properties:
(ii) Let a ∈ R be a regular value of x and M := x −1 (a). Then
The proof we provide below follows the standard strategy of cutting and pasting to reduce it to the product situation. However, it is different from the existing literature in that we use the spectral picture of K-theory and asymptotic morphisms to define and manipulate the index. This is similar to the approach the author took in [Zei16a] . The spectral picture of graded K-theory goes back to Trout [Tro00] and can be viewed as simplified special case of E-theory. For background material, see for instance [HG04, Chapters 1-2], [WY19, Section 2.9]. The spectral picture works for Real C * -algebras without modification and is well-suited to describe index classes of Dirac-type operators, in particular taking Clifford-algebra coefficients and gradings into account. For our purposes, the main observation is that if B is an odd regular self-adjoint operator with compact resolvents on some graded Hilbert A-module X , then the functional calculus yields a grading-preserving * -homomorphism S → K A (X ), f → f (B). Here S denotes the C * -algebra C 0 (R) endowed with the grading defined by the decomposition into even and odd functions. Such a * -homomorphism represents a class in KO 0 (A) using the spectral picture, and this is the index of B. Moreover, in the spectral picture, the external product KO p (A 1 ) ⊗ KO q (A 2 ) → KO p+q (A 1 ⊗ A 2 ) can be constructed in such a way that it is evident that the product of the indices of suitable operators B 1 and B 2 is equal to the index of
Proof of Theorem A.1. The differential operator B is a symmetric because the Dirac operator is and * = ∈ Cl 0,1 . In the following, we will make no distinction between B with its initial domain and its closure. By [Ebe16, Theorem 1.14], B is self-adjoint and regular (use for instance √ 1 + x 2 as a coercive function). In particular, we have a functional calculus C 0 (R) → L A (L 2 E), f → f (B). We have the formula
from which we deduce B 2 ≥ x 2 − L. Hence (the proof of) [Ebe16, Theorem 2.40] shows that B has compact resolvents, that is, (B ± i) −1 ∈ K A (L 2 E). Since C 0 (R) is generated by (x ± i) −1 as a C * -algebra, we deduce that f (B) ∈ K A (L 2 E) for every f ∈ C 0 (R). By the previous discussion, we thus obtain a graded * -homomorphism Φ :
∈ KO 0 (A) in the spectral picture of K-theory.
It will be convenient to allow more flexibility by working with an asymptotic family of * -homomorphisms instead of a single * -homomorphism. Consider for each real number s ≥ 1 the operator
Each B s is an operator of the same type as the original operator B = B 1 and we have f (B s ) ∈ K A (L 2 E) for each s ≥ 1, f ∈ S. Note that the corresponding version of (A.1) now yields the estimate
is a continuous family of *homomorphisms. In particular, we obtain an asymptotic morphism Φ s : S K A (L 2 E). The class in E-theory represented by the asymptotic morphism Φ s is the same as the one represented by Φ 1 = Φ in the spectral picture.
To prove (i), letB s andΦ s be the objects defined analogously withx instead of x. Then B s −B s = s −1 (x−x) ⊗ is by assumption a bounded operator which goes to 0 in norm as s → ∞. This implies that Φ s andΦ s are asymptotically equivalent and, in turn, that index PM ( /
. The proof of (ii) follows the standard strategy of reducing the problem to the cylinder by a cutting and pasting argument.
Start with the case W = R and x the identity map and consider the operator
is equal to the generator 1 ∈ KO 0 (R). This follows from a standard computation of the spectrum of the Harmonic oscilator H = − d 2 dx 2 + x 2 − 1. See for instance [HG04, Section 1.13], where this is worked out in this context.
More generally, consider the product situation W = M × R, where M is a closed spin manifold, x is the projection on the second factor, and E = x * E M for some bundle E M → M of finitely generated projective Hilbert A-modules with a metric connection. Then /
From this it follows that the corresponding operator B can be rewritten as
It follows that the index class of B is equal to the exterior product of the index classes of / D M,E M and B R . Consequently, we obtain
where we used that index(B R ) = 1. Hence (ii) holds for the product case.
To reduce the general case to the product case, we use the following cutting and pasting lemma. 
The analogous variant of the statement for W ≥a ∞) ) also holds. Proof of the lemma. Using the Kasparov stabilization theorem, we view the Hilbert A-module L 2 (E 1 ) as a complemented submodule of the standard module 2 A. We can also arrange it in such a way that its orthogonal complement contains another copy of 2 A. The diffeomorphism γ and the corresponding bundle isometries induce an isometry
Then, since L 2 (E 2 | W ≤a 2 ) is a complemented submodule of L 2 (E 2 ), by Kasparov stabilization there exists an extension of V ≤a to an isometry V :
the associated asymptotic morphism. The lemma is proved once we show that we have an asymptotic equivalence
Here we implicitly use the corner inclusion L A (L 2 (E 1 )) ⊂ L A ( 2 A).
To prove (A.5), let P ≤b
). The crucial observation which does the main work is that for each b ∈ R and f ∈ S, we have
This is because for u in the domain of B 2 i with supp(u) ⊆ x −1 i ((c, ∞)) for some fixed c ∈ R, it follows from (A.3) that the estimate
holds for sufficiently large s 1 independently of u. In other words, on any region of the form x −1 i ((c, ∞)) the operator B i,s is eventually bounded from below by an arbitrarily large constant. If f is compactly supported, then (A.6) follows from this fact by the same argument as in the proof of [HPS15, Proposition 3.15]. For general f ∈ S it then follows by approximation.
We also claim that for every b < a, we have an asymptotic equivalence
Note that the propagation speed of the wave equation associated to the differential operator B i,s is s −1 and hence goes to zero as s → ∞. So, if f ∈ S has compactly supported Fourier transform, then a standard Fourier theory argument for the operators B i,s shows that there exists s 0 ≥ 1 such that for each s ≥ s 0 and u ∈
) and V ≤a f (B 2,s )u = f (B 1,s )V ≤a u. This proves that for each fixed function f ∈ S with compactly supported Fourier transform, (A.7) is an equality for s 1. By approximation the asymptotic equivalence (A.7) follows.
Note that by construction of V , for every b ≤ a, the equality
holds. We are now ready to prove (A.5) and thereby finish the proof of the lemma. Choose any b < a. Then
We are now ready to finish the proof o Theorem A.1(ii). Indeed, let M ×(−3, 3) be a tubular neighborhood of M = x −1 (a) in W . Using (i), we can modify the function x in such a way that it is just the projection onto the second factor on M × (−2, 2) without changing the index. We now modify W by cutting out x −1 ([0, ∞)) and replacing it with M × [0, ∞). Using a linear interpolation, we can find a metric on the new manifold which has product structure on 
B Injectivity of exterior products
For i ∈ {1, 2}, let M i be a closed m i -dimensional spin manifold which is endowed with a flat bundle E i → M i of finitely generated projective Hilbert A i -modules. On the product M 1 ×M 2 , we can form the exterior tensor product bundle E 1 E 2 which is a flat bundle of finitely generated projective Hilbert A 1 ⊗ A 2 -modules. We use the spacial tensor product of C * -algebras. It is a standard fact that in this situation the equality index( / D M1,E1 ) × index( / D M2,E2 ) = index( / D M1×M2,E1 E2 ) (B.1) holds in KO m1+m2 (A 1 ⊗ A 2 ). For instance, this can be readily verified in the spectral picture of K-theory mentioned in Appendix A.
In light of this product formula, it is sometimes important to know that taking the exterior product with the index class of a fixed manifold defines an injective map on K-theory.
A complete n-dimensional Riemannian manifold X is called hypereuclidean if there exists a proper Lipschitz map X → R n of degree one. Moreover, we call X stably hypereuclidean if X × R k is hypereuclidean for some k ≥ 0. Proposition B.1. Let N be a closed manifold such that its universal coveringÑ is stably hypereuclidean. Then for every Real C * -algebra A, the exterior product map induced by the reduced Rosenberg index
is injective.
In particular, this holds for N = S 1 or any non-positively curved manifold N . Moreover, by a result of Dranishnikov [Dra06] , if N is aspherical and π 1 N has finite asymptotic dimension, thenÑ is stably hypereuclidean. The statement of Proposition B.1 is analogous to [Zei16a, Corollary 5.8] and follows essentially from the same proof. In upcoming joint work with A. Engel and C. Wulff, we will provide more general conditions to obtain injectivity statements of this type using coarse co-assembly.
Proof. Let X =Ñ . We use the Roe algebra C * (X; A) with coefficients in a C *algebra A. We concretely construct C * (X; A) on the Hilbert A-module L 2 (S)⊗A, where L 2 (S) denotes L 2 -sections of the spinor bundle. For definitions of the Roe algebra with coefficients, see for instance [HPR97] or [HPS15, Definition 3.2]. It suffices to consider the case that X is hypereuclidean. Let f : X → R n a degree one proper Lipschitz map. It induces a map f * : KO * (C * (X; A)) → KO * (C * (R n ; A)) on the K-theory of the Roe algebra for any coefficient C *algebra. Let Λ = π 1 N . The equivariant Roe algebra C * Λ (X; A) can be canonically identified with C * Λ (X; R) ⊗ A and is Morita equivalent to C * red Λ ⊗ A. The latter holds for instance by [Roe02] . In view of this Morita equivalence, the reduced Rosenberg index α red (N ) ∈ KO n (C * red Λ) identifies with the equivariant coarse index index Λ c ( / D X ) ∈ KO n (C * Λ (X; R)) and it suffices to prove injectivity of the exterior product map induced by the class index Λ c ( / D X ). Note that in the non-equivariant case, in general C * (X; R) ⊗ A C * (X; A). However, on R n , we can still consider the following composition It is commutative since f has degree one and hence takes the coarse index class index c ( / D X ) ∈ KO n (C * (X; R)) to index c ( / D R n ) ∈ KO n (C * (R n ; R)) ∼ = Z. Since Φ is an isomorphism, the desired injectivity follows.
Remark B.2. Another potential way to obtain such an injectivity statement would be to use the Künneth formula-at least if the C * -algebra C * red π 1 N is in a class that admits such a formula. Especially in the case N = S 1 this can be done straightforwardly for complex K-theory, compare [HPS15, Proposition 4.2]. However, the Künneth formula in the realm of Real C * -algebras is not as straightforward (see [Boe02] ). This is why we preferred to exhibit the argument above which proves injectivity directly.
