Graphs and graph transformations are natural means to describe systems of processes. Graphs represent structure of the system, and graph rewriting rules model dynamic behaviour. In this chapter, we illustrate the technique by describing Petri nets, statecharts, parallel logic programming, and systems of processes. Whereas description of Petri nets is based on usual graphs, statecharts lead us to hierarchical graphs, and parallel logic programming needs jungles. Finally, we combine different approaches to describe systems of processes. Topological structure is represented by a hypergraph. Local states and communication channels correspond to nodes that are labelled with parts of a global jungle playing the role of a shared data structure. The formal model takes advantage of comma-category approach allowing to change both the structure of graph and the contents of nodes consistently and to treat different graph structures as well as different labelling mechanisms in a uniform way.
Introduction
Graphs are a suggestive means to represent systems of processes. In fact, this greatly contributed to the success of Petri nets. Graphs represent the states of the system, and graph rewriting rules describe its dynamic behaviour. Graph transformation systems, especially, offer a very convenient way to model dynamic systems the topological structure of which is changed by creating or deleting processes and channels. Looking at the literature, we see that nearly all models of concurrent systems have been already described using graph transformations. Typical examples are Petri nets [26] , statecharts [28] , data base systems [30] , relational structures [13] , logic programming [5] , term rewriting [18] , high-level replacement systems [11] , actors [24] , and generative communication [37] . Most approaches to specification methods based on graph transformation need additional attribution techniques to close the gap between structural aspects and calculation of values. Schied [34] has integrated attributes into categorical framework: An attributed graph is a pair consisting of a graph and an algebra. Löwe et al. [27] have further developed this concept and applied it to single-pushout approach. Concerning systems of processes, we follow a slightly different line. We combine graph transformation with jungle rewriting. The topological structure of the system may change dynamically, i.e., processes and communication channels may be created or destroyed; these changes of structure are described by graph transformations. The local states are given by sets of terms that are part of a global jungle; changes of states correspond to jungle rewriting. This model was initiated by looking for a uniform description of different communication mechanisms. On the one hand, it allows processes both to share data structures and to compute compound data structures cooperatively. On the other hand, it is possible to describe message passing. This is a matter of choosing a suitable category used to label communication nodes. Although our example must be small, it makes clear that the concept is suggestive and close to what practitioners expect. Formally, the model is a modification of Schied's comma category approach [34] . It may be regarded as a uniform mechanism to model both different graph structures (graphs, hypergraphs with or without distinguishing between source nodes and target nodes, bipartite graphs, etc.) and different labelling mechanisms (label preserving, partially ordered, hierarchical graphs). It seems that comma category approach is a nice technique to improve modularity and reusability of results in the field of graph transformation systems. The chapter starts with summarizing some of the basic concepts of doublepushout approach. In Sect. 7.2, derivability and parallel independence are in-troduced without any reference to graphs, i.e., we assume an arbitrary replacement system. (For more information, the reader is referred to the first volume of this handbook [6] .) Parallel-independence theorem, that is basic to discuss asynchronous behaviour of process systems, is usually proved for HLR1-categories, although some categories of interest do not fit into this class. A closer look at the proof shows that we do not need all pushouts, but only the pushouts of morphisms closely related to given morphisms the pushouts of which exist by the assumption.
In literature, we find a large variety of graphs and of labelling mechanisms. Each author proves that his or her version satisfies the properties needed in the case in point. In Sect. 7.3, we structure these results by showing that it is sufficient to prove interesting properties only for some basic categories, since the comma-category technique is a general means to lift these properties from basic categories to composed ones if some functors are (co-)continuous. Especially, HLR1-property can be lifted. As before, a closer look at the proof shows that we may also lift parts of HLR1-property: E.g., we need not assume the base category to be cocomplete; nevertheless, we may lift at least relations between the existing pushouts. (Of course, the resulting category is not cocomplete.) Categories that are relevant to realistic applications are often complicated. Most of the functors to compose them, however, are sufficiently simple such that proving properties of those categories can be reduced to considering the base categories separately, thus modularizing complicated proofs.
Then, we illustrate comma-category technique by defining different types of graphs, and we recapitulate Schied's proposal how to unify treatment of different labelling mechanisms (Sect. 7.4). We introduce a new aspect into Schieds technique by proposing a two-step labelling allowing us to use different labelling mechanisms for nodes and edges or even for different classes of nodes.
Since two-step labelling may be iterated, it is possible to distinguish an arbitray number of node classes which each need another type of labelling. The benefit we get from our approach is that labelling of each node class can be discussed separately instead of having to take into consideration different mechanisms at the same time. Of course, the results are the same as we had proved them for every case separately and from scratch.
Four sections constitute the main part of this chapter presenting different models of process systems. Sect. 7.5 describes Petri nets by graph transformations. Translation is easily comprehensible, but even this simple example results in a labelling category that is not cocomplete and does not satisfy HLR1-property. Nevertheless, discussing parallel independence makes sense, as it is well-known from Petri-net theory, and we get it by lifting existing pushouts from the labelling category to the category of Petri nets. Whereas usual graphs are sufficient to model Petri nets, statecharts (Sect. 7.6) are based on hierarchical graphs. In literature, statecharts are assumed to have a static structure. An advantage of describing them by graph transformation is the possibility to introduce changing the structure. Thus the approach yields a generalization of traditional statecharts. Transition to parallel logic programming leads us to consider jungles (Sect. 7.7) and we have to have a very detailed look to what happens with respect to labelling to ensure that the parallel independence theorem holds. Up to this point, we use comma-category approach to clarify relationship between known results. In Sect. 7.8, however, we propose a new concept combining graph transformation with jungle rewriting to describe systems of processes. This is a further step towards integrating structural transformation and operations on labels often modelled by attributed transformation rules.
For reason of space, we can illustrate the concepts only by small examples, but these are sufficient to give enough insight into the technique as well as into the gap between a smooth theory and real world examples. For instance, category of jungles does not satisfy HLR1-conditions since not all colimits exist. Nevertheless, parallel independence theorem holds even in this category since the constructions we need exist because of concrete assumptions.
Basic Notions
We use the categorical graph-transformation approach based on two pushouts as we have developed it in 1973 [9] and as it is outlined, e.g., by Ehrig [10] and by Corradini et al. [6] :
if and only if there exist a context object C and a morphism g : K → C such that in the following diagram both squares are pushouts:
The advantage of this definition is that it does not refer to specific kinds of graphs or even to graphs at all. Still more, we do not assume the category to have all pushouts; to apply a production p, we only need that both pushouts exist for some g. We find relevant examples of categories that are not cocomplete in discussing Petri-nets (Sect. 7.5) and jungles (Sect. 7.7).
Studying the behaviour of systems of processes, we are interested in some properties of derivation sequences that reflect asynchronous behaviour. Corradini et al. [6] and Ehrig [10] summarize typical results characterizing parallel and sequential independence or amalgamating parallel productions. If two productions are applicable to a given graph G, the result may depend on the order of application, or even the second production is no longer applicable after the first has been applied. Of course there is no problem if the left-hand sides of both productions are mapped into disjoint parts of G. But this is too strong:
Two derivation steps
Proof
We start from two derivation steps (Figure 7 .1a) and construct a suitable C 0 that is common to both derivation steps (Figure 7 .1b). If it can be choosen such that squares (5), (6) , and (7) are pushout diagrams, the following steps are simple: On the right-hand sides of both derivation steps, we construct (8) and (9) as pushout diagrams. From double-pushout lemma, we get that (2) and (4) may be subdivided such that (11) and (12) are pushouts, too. Now, we let unchanged the upper part of both diagrams, but we transpose (11) and (12) from right-hand side of one derivation step to left-hand side of the other (Figure 7 .1c). Now, p 1 is applied to H 2 and p 2 is applied to H 1 . Constructing pushout (10) yields the desired result. The steps we have discussed in detail do not depend on special properties of HLR1-categories. These are needed only to construct C 0 . Figure 7 .1d shows how (1) and (3) overlap. We construct C 0 as the pullback object ofp l 1 andp l 2 . Therefore, K 1 → C 0 and K 2 → C 0 are uniquely determined and Definition 7.2.3(d) yields that (5), (6) , and (7) are pushouts.
In categories that do not have all pushouts, it may be of interest to note that constructing (8) and (9) uses same gluing graphs K 1 and K 2 as the given derivation steps do; furthermore, gluing graph of (10), i.e., C 0 , is strongly related to existing pushouts. Therefore, we have some chance that parallel independence also holds in categories that allow pushout construction only for special gluing objects.
Comma Category Approach
As we have already mentioned in the introduction, we use comma categories [16, 33] as a means to modularize proofs and to reuse parts of them. Definition 7.3.1 (Comma category [33] ) Let A, B, C be categories and let L : A → C and R : B → C be two functors. Then, the comma category (L, R) is defined as follows:
(a) The objects of (L, R) are of the form (a, b, c) with a ∈ Obj A , b ∈ Obj B and c :
Composition and identities are defined componentwise.
Since we have Mor
As a consequence, pushouts, pullbacks, etc. in (L, R) may be projected on the component categories, but the converse does not always hold:
Let L : A → C and R : B → C be two functors. The comma category (L, R) is cocomplete if A and B are cocomplete and L is cocontinuous.
Proof outline
As the well-known construction of pushouts in category Graph shows, pushout of f , g in a comma category can be obtained in two steps: First, we construct pushout diagrams of the projections f l , g l and f r , g r in A and B, respectively. They exist because of cocompleteness of these categories. Then, we put together the results and get morphisms (f l , f r ) and (g l , g r ) in (L, R) by the universal property in C. (Cocontinuous functors preserve colimits.) Proving universal property in (L, R) can also be reduced to universal property in C. Same argument holds for all colimits. The interested reader can find functional programs to construct (co-)limits and to lift them to comma categories in [33] . Proof outline By way of example, we show how to prove one part of property (d) in Definition 7.2.3. We consider the diagram given there. As we have already mentioned, we can project it from category (L, R) on categories A and B by indexing morphisms with l and r, respectively, and all the prerequisites also hold in these categories. Therefore, projections of the left-hand square (1) are pushouts in A as well as in B since both categories are HLR1 by assumption. To prove universal property in (L, R), we consider the first diagram in Figure 7 .2 assuming two morphisms h and k with hg = kf . The other diagrams are the projections on A and B, where we get unique u l and u r , respectively. It remains to show that (u l , u r ) is a morphism in (L, R), i.e., satisfies condition (b) of Definition 7.3.1. But this is straight-forward. Projections of second and third diagram on C may be connected by morphisms c c :
Since h and k are morphisms in (L, R), this results in some commutative diagrams that may be put together yielding a large commutative diagram in
were not unique in (L, R), we would have either two u l or two u r or both contrary to pushout property in A and B. This theorem illustrates the benefit we gain from constructing the categories we need as comma categories based on simpler categories since it immediately transfers known results concerning parallelism and concurrency [6] to the comma categories if they hold for the base categories. In the following sections, we show that many of the categories used in literature can be constructed in such a way. Unfortunately, some of them are not cocomplete. Nevertheless, we have no cause to worry about this: The proof we have just sketched does not assume the categories involved to have all pushouts. Therefore, it is sufficient to know that parallel independence holds with respect to the base categories:
Corollary 7.3.4 (Lifting parallel independence) If A and B have all pushouts necessary to prove parallel-independence theorem, L is cocontinuous, and R is continuous, then parallel-independence holds in comma category (L, R).
Graphs and Labelled Graphs
Now, we illustrate these benefits by applying comma category technique both to unify the treatment of different kinds of graphs (usual graphs, hypergraphs, bipartite graphs, etc.) and to deal with different types of labelling in the same way. Of course, the results are the same as we had proved them for each case separately and from scratch. This means that a graph is a triple G = (E, V, c) with c : E → V × V , where E is the set of edges, V is the set of nodes, c is a function connecting each edge with a source and a target node. A graph morphism is pair (g E :
Computations may be described by hypergraphs the edges of which correspond to operations or predicates [5, 18, 35] . The nodes an edge visits denote parameters and results. In this case, it makes sense to distinguish between source nodes (parameters) and target nodes (results), but we do not in all cases: Hence, a hypergraph with sources and targets is a triple H = (E, V, c) with c : E → V * × V + , and a hypergraph morphism is pair (g e :
Although in theory of parallel algorithms, it is of interest to make use of concurrent write operations, we exclude this here and assume that every operand is the result of a uniquely determined operation:
.3 (Computational graphs)
We define category Cgraph of computational graphs to be the full subcategory of SThgraph the objects (E, V, c) of which satisfy
with t being the second component of c, i.e., c(e) = (s(e), t(e)).
Similarly, we may define bipartite graphs, which we later need to describe Petri nets.
There is a rich variety of mechanisms to label graphs. On the one hand, we can distinguish between labelling only nodes, only edges or both nodes and edges. On the other hand, we can use a simple labelling alphabet assuming that morphisms preserve labels or we may impose a structure on the alphabet requiring morphisms to be compatible with this structure [30] or we may even use graphs as labels again [36] . It is a nice effect that comma category approach also unifies different labelling mechanisms:
Definition 7.4.4 (Selecting functors [34] ) Let G be any category of graphs and W E , W V , W EV : G → Set selecting functors defined as follows:
Consider a category L of labels and a functor F : L → Set. Then, (W E , F) yields the category of edge-labelled F-graphs, (W V , F) yields the category of nodelabelled F-graphs, and (W EV , F) yields the category of node-and edge-labelled F-graphs.
In the following, W denotes one of the functors W E , W V , W EV . The domain of W defines the kind of graphs we consider, i.e., usual graphs, hypergraphs, bipartite graphs, etc. The codomain defines the component to be labelled (edges and/or nodes). In detail, an F-graph is a triple (G, L, m), where
is a graph, L ∈ Obj L is an object of the labelling category and m is a labelling function. If we choose, e.g., (W V , F), then m assigns an element of F(L) to each node, and we get the following diagram:
Choosing L and F, we are able to handle different kinds of labelling within the same framework. The simplest case is that nodes and/or edges of a graph are labelled with elements of a given set M :
Definition 7.4.5 (Labelled graphs) Let 1 be the category consisting of one object • and one morphism id
is the category of M -labelled graphs.
Choosing W = W V : Graph → Set, we get the usual definition of node-labelled graphs:
b + denotes coproduct (disjoint union).
If we use W EV , we get a problem since Definition 7.4.4 yields objects with
In practice, however, we often have to label edges with elements of a set L E and nodes with elements of a set L V different from L E . Other functions are not allowed contrary to our definition of W EV that leads to the first of the following diagrams, but we need the second and third:
We solve this problem by introducing a two-step comma-category construction. Without loss of generality, we start with labelling edges using W E and
and morphisms are of the form ((f E , f V ), f LE ). Then, we use a modified W V to label nodes:
we get comma category (W V , F V ) and denote it by (W E , W V , F E , F V ).
The objects of this category are of the form (
Of course, there is a close relationship: Twostep construction yields a category that is isomorphic to a subcategory of (W EV , F E + F V ) restricting morphisms to be of the form m E + m V . This means that we can embed it by the following functor i:
Here, we have used indices E and V ; nevertheless, definition allows to treat cases with two or more disjoint sets of nodes analogously, as we do in the next section.
Petri Nets
Petri nets are a widely accepted tool for discussing both the spatial structure of a concurrent system and its temporal behaviour that can be made transparent by the well-known token game. They are based on bipartite graphs:
Then, comma category Bgraph = (Id, B) is the category of bipartite graphs.
From this, a bipartite graph is a graph (E, S +T, c) with c :
More precisely, morphisms of Bgraph are pairs the second component is a pair again: (g e :
). They map places to places and transitions to transitions. Let D be a set of atoms and variables and such that x is a variable or x = y if x y holds, i.e., a variable may be replaced by another variable or by an atom, whereas atoms must not be replaced:
Our definition differs from Parisi-Presicce's in that it requires all occurrences of a variable to be replaced by the same atom or variable. In the case of a condition/event net, however, this makes no problems since we may use different variables to label different places. We allow variables to be replace either by • or by •. To make the labelling category cocomplete, we may add an element indicating forbidden "nets". The production of Figure 7 .4 describes firing transition t 3 . In detail, we get the following diagrams:
This means that morphisms do not change transition labels. Therefore, the production of Figure 7 .4 can be applied only to transition t 3 . This transition node, however, is not included in the gluing graph between the left-hand side and the right-hand side of the production. Therefore, the gluing condition [6, p. 171] ensures that all places adjacent to the transition are mentioned in the satisfied We now consider place-transition nets the places of which are labelled with sets of distinguishable tokens. Figure 7 .5 shows the well-known example of dining philosophers. All the philosophers p i are thinking and all the forks f j are available. In general, we assume a base set S. Multisets M over S are sets consisting of elements of S where multiple occurrences are allowed. M 1 ⊆ M 2 if and only if each element e is in M 2 at least as many times as in M 1 . Let M (S) be the set of multisets over S. Of course, multiset inclusion is a nondecreasing function and can be used to define a partially ordered labelling. In the production of Figure 7 .6, however, all gluing nodes have the same label whereas the image nodes have different labels. We use a trick due to Hess and Mayoh [22] and extend the labels by adding indices from an index set I. We define h : I × M (S) → I × M (S) to be nondecreasing if the second component is, i.e., Figure 7 .6, we may use node identifiers v i , etc., as indices. If two nodes are labelled with same index and same multiset, then the image nodes must have same label. If either the indices or the multisets are different, then the image nodes may (but need not!) have different labels. Mgraph is cocomplete. Proof is a special case of the proof given in [36] . In that paper, we consider graphs instead of multisets and graph morphisms instead of nondecreasing functions. A multiset, however, may be seen as a discrete graph the node labels of which are the elements of the multiset; nondecreasing functions correspond to injective graph morphisms. Parallel independence theorem is also treated there.
Definition 7.5.5 (Category of place/transition nets) Let W V S : Bgraph → Set and W V T : Bgraph → Set be the functors selecting places and transitions of a bipartite graph, respectively. Then, we define the category of place/transition nets to be the two-step comma category PTnet = (W V S , W V T , P S , P T ) where P S : PO I M (S) → Set is the functor defined by P S (I × M (S)) = I × M (S), P S (h) = h, and P T is as in Definition 7.5.3.
If we restrict redices to morphisms the underlying graph morphisms of which are injective, we get a 1-1-correspondence between derivations and firing sequences. It is straight-forward to show that a transition is activated under a certain marking if and only if the corresponding production is applicable and that notion of concurrency coincides with parallel independence: Lemma 7.5.6 (Derivations and firing sequences) Given a marking, two occurrences of productions are parallel independent if and only if the corresponding transitions are concurrent.
The interested reader can find a more detailed discussion of relationship between Petri-net theory and graph transformations in [4] . Especially, Corradini discusses computation-based semantics of Petri nets. Please note that transitions may be deleted when translating a Petri net into the graph-grammar framework; this shows that Petri-net computations essentially correspond to rewriting discrete graphs. 
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Statecharts
Statecharts is a visual formalism that offers facilities for hierarchically structuring states [20] . Maggiolo-Schettini and Peron have defined semantics of statecharts by graph rewriting [28] . Here, we restrict discussion to simulating control flow. We consider an example, a system consisting of a sender and a receiver (Figure 7.7) . The sender Snd communicates a message to the environment; then, it waits (Wa) for an acknowledgment from the receiver Rcv and repeats (Re) the message if it is not acknowledged. The receiver performs some internal activities (Int) until a message is available. When this happens, it may continue local activity or it may service communication request sending acknowledgment and then resume its internal activity at the stage at which it has been interrupted.
States are depicted as boxes, transitions are represented by arrows. Dashed lines between two or more subgraphs indicate that the subgraphs describe parallel processes. Usually, each arrow is labelled with a pair defining the event that causes the transition to take place and an action, i.e., a set of events to be broadcast. We omit these labels for the moment. When a transition is performed, control is transferred to the state the arrow points to. If it contains a state graph again, this subgraph is entered and the successor state is its initial state by default (usually characterized by an arrow stub) or it is determined by history node (H) if one exists. If the successor state contains parallel processes, this applies to all the subprocesses, simultaneously. We introduce a special node (C) to indicate the state that control has reached. Production (a) presents start situation; control has reached the outermost node of our example and is transferred to both subprocesses. Since control node is explicitly set to point to initial states of the subprocesses, description by graph transformation does not need the arrow stubs. The next production transfers control to the internal activity of receiver by substituting control node for history node, thus resuming internal activity. Replacing H-node by C-node is not changing the label of a node, but removing one node from the graph and inserting another one, i.e., this node is not a gluing node. (c) describes a local transition within Int. The last production responds to receiving a message; control node within Int becomes history node and control is transferred to Ac. To describe what happens, we need not depict complete state graphs or subgraphs. It is sufficient to include those nodes that are changed or that are used to describe changing a connection.
d Furthermore, it is not necessary to mention the outermost nodes on the left-hand and on the right-hand sides of the productions. Now, it becomes clear that graph transformation approach does not explicitly need edge labels. Events that cause a transition to take place are put into nodes that are mentioned on the left-hand side of one or more productions, thus allowing them to be applied. Messages to be broadcast are generated by suitable right-hand sides.
Of course, we may describe control flow by productions that do not depend on the concrete example. Figure 7 .8(c) can be seen as a production applicable to all transitions. In this case, we have to replace node labels by variables in the productions and to use nondecreasing functions as morphisms (cf. Definition 7.5.2). Case discrimination between resuming an activity via history node and restarting it at initial node can be implemented by introducing a special node (I) pointing to the initial state at the beginning. It is then used as an alternative to H.
How to model Statecharts in comma category approach? We borrow Pratt's concept of hierarchical graphs [32] . We restrict discussion to node labelling. Even if it would be necessary to label edges, too, this can be done separately because of Definition 7.4.6. We start from Lgraph M with M being a set of identifiers; furthermore, we assume a set of primitive actions P . In Figure 7 .7, Se, Re, W a, Ac, I 1 , I 2 , and I 3 are primitive actions, Snd, Rcv, W ait, Int, and Sys are identifiers. To simplify the diagram, we have not explicitly assigned identifiers to nodes that contain a primitive action, although this is necessary to define a Statecharts diagram to be a function σ : M → Obj Lgraph M +P . This function assigns either a primitive action or a labelled graph to an identifier, thus implicitly to the nodes labelled with this identifier. Please note that this is a two-level definition: First, we define labelled graphs; then, we assign primitive or compound actions to the nodes. (Of course, different nodes may contain the same action.) We consider the right-hand part of Figure 7 .7: It is a graph consisting of two nodes, the first of which is labelled with Int, the second with an identifier not mentioned in the figure. σ assigns a graph to Int and the primitive action Ac to the unkown identifier. A discrete graph consisting of two nodes labelled with Snd and Rcv, respectively, is assigned to Sys. Now, we sum up this discussion formally assuming a sufficiently large set I of identifiers we may take subsets M from. 
Then, category of statecharts is comma category Stcharts = (I, St).
We have to make a short remark on PO I . There exists at most one morphism between two objects; thus, each morphism is both an epimorphism and a monomorphism, but not necessarily an isomorphism. Trivially, PO I is cocomplete and I is cocontinous.
Together with definition of comma category, definition of statecharts yields the following diagram reflecting our previous considerations:
This means that a statechart consists of a (finite) set M ⊆ I of identifiers together with a function σ assigning graphs or primitive actions to them. Morphisms preserve identifiers as well as primitive actions; they map graphs into other graphs preserving identifiers on this level, too, because we use Lgraph I . Please note that f is not a graph morphism, but a mapping between sets of graphs. As a consequence of this, a morphism of Stcharts can not map two nodes labelled with the same graph to nodes labelled with different graphs. We have not yet seen an example that needs this; if, however, such a situation occurs, we may use additional indices as we have done in Definition 7.5.4.
We have to take into consideration one more point: We need some top-level nodes. A usual statechart has exactly one top-level node surrounding one or more graphs. In productions, we may have more than one top-level node (cf. Contrary to Harel's original definition, our version allows recursion. Therefore, outermost identifier may also occur inside of a graph. In this case, we double the node using different identifiers, thus distinguishing top-level node from inside node.
Parallel Logic Programming
On the level of expression evaluation, term rewriting [25] is a typical technique related both to graph rewriting [1] and to parallelism. Two main lines were followed to represent terms by graphs: directed acyclic graphs and jungles, i.e., hypergraphs satisfying some additional requirements [18] . These approaches are equivalent [5] , but the jungle approach is more suited to be extended to describe logic programming and may also be used to describe systems of processes in the next section.
We assume a fixed signature Σ = (S, Op, τ ) where S is a set of sorts, Op is a set of function symbols (operations) and τ : Op → S * × S assigns a type to each function symbol describing the sorts of the parameters and of the result. 
Figure 7.9: Jungles and term graphs
Furthermore, let X = s∈S X s be a sorted set of variables. We extend τ by τ (x) := s ⇔ x ∈ X s .
Definition 7.7.1 (Categories of jungles) Let C be the category consisting of C = Op + X as object and morphisms of the form id Op +h with h : X → Op + X and let T E : C → Set be the forgetful functor. Furthermore, we define a functor T V : 1 → Set by T V (•) = S and T V (id • ) = id S . With W E , W V : Cgraph → Set, we construct two-step comma category (W E , W V , T E , T V ) and define the category of jungles Tgraph Σ,X to be the full subcategory the objects of which satisfy
with s, t as in Definition 7.4.3 and m E , m V as in 7.4.5.
The nodes of a jungle are labelled with sorts, whereas an edge represents either an operation or a variable. Definition results in that jungle morphisms preserve function symbols and sorts, whereas a variable may be replaced by another variable or by a function symbol:
Additional requirements define a subcategory ensuring a close relationship between jungles and terms. First, we require that the nodes an edge visits describe functionality of the operation corresponding to it: source nodes indicate the types of the parameters and the target node is labelled with result type. The second condition ensures that all variables occur at most once in the jungle. Please note that the underlying category of graphs is Cgraph, i.e., each value represented by a node is either the result of an unambiguously defined operation or it is a variable.
Lemma 7.7.2 (Correspondence between jungles and terms [18])
Each node v in a jungle represents a term ϑ(v) recursively defined by ϑ(v) = m E (e)ϑ * (s(e)) where e is the unique hyperedge with t 1 (e) = v.
Each jungle, therefore, represents a set of terms, e.g., the jungle of Figure  7 .9(b) describes the set {f (x, h(a, y)), g(h(a, y), y)}. f, g, h, a, x, y are hyperedges visiting the nodes as indicated by the numbered arrows where s i points to i-th argument and t 1 is directed to result. The nodes are labelled with a unique sort denoted by •-symbol. Conversely, a single term can be represented by many non-isomorphic jungles, since identical subterms may either coincide with one another or not. This ambiguity does not affect derivability; the interested reader is referred to [18] . Here, we rest content with the fact that we can construct a jungle from a set of terms straight-forwardly.
Every jungle morphism f :
In the example of Figure 7 .9, we have a morphism from jungle (a) to jungle (b). The induced substitution is given by u → x and v → h(a, y). Since jungle morphisms are allowed to replace variables by operation symbols, but not an operation symbol by another one, T Σ,X is not cocomplete. With respect to generative power of graph transformation systems, however, it suffices to consider productions with discrete K [10] . Restricting discussion to these productions, we get a close relationship to term rewriting, whereas the situation is more compicated if we do not assume this:
Theorem 7.7.3 (Existence of pushouts [5] ) Let K be a discrete hypergraph with nodes v 1 , v 2 , . . . , v k and p : K → B and g : K → C hypergraph morphisms. The pushout of p, g exists if and only if
have a most general unifier.
mode qsort(in_list?, out_list^), part(pivot?, in_list?, left^, right^), concat(left?, right?, out_list^). qsort(cons(h,t), s) :-part(h, t, l, r), qsort(l, ls), qsort(r, rs), concat(ls, cons(h,rs), s). qsort(nil, nil). part(u, cons(v,t),cons(v,l),r) :-v<u: part(u,t,l,r). part(u, cons(v,t),l,cons(v,r)) :-u=<v: part(u,t,l,r). part(u, nil, nil, nil). concat(cons(h,t), r, cons(h,rt)) :-concat(t, r, ct). concat(nil, r, r). [3] Since this theorem takes into consideration only the terms related to nodes that are images of gluing graph, it is easy to see that Theorem 7.2.5 still holds.
Lemma 7.7.4
In category of jungles Tgraph Σ,X , parallel independence theorem holds.
Proof outline
Pushout (8) and (9) in Figure 7 .1(b) exist because gluing graphs are the same as in the given derivation steps and C 0 is between K i and C i for i = 1, 2. This results in existence of matching substitutions from the terms represented by C 0 to the terms of C i that can be used to extend the unifiers that exist because of the pushout diagrams (2) and (4). (Please note that we may choose variable names in B r i and C i disjointly without loss of generality.) Similar considerations show that (8+10) and (9+10) exist, therefore, (10) from double pushout lemma. Now, we extend the jungle approach to describe logic programs. We demonstrate the technique by considering an extract from a parallel version of quick sort written in Parlog (Figure 7.10) . In addition to constructs that are common practice in logic programming, Parlog introduces mode declarations constraining unification. An argument annotated with a question mark signifies that a nonvariable term appearing in that argument position in the head of a clause can only be used for input matching, whereas circumflex annotation means that a nonvariable term can only be used for output matching against a variable argument. In the first clause of the example, l and r are used as output arguments of part and as input to qsort. Mode declarations of Parlog are a means to establish communication channels between predicates. Therefore, we may treat predicates similar to operations and represent them by hyperedges. A new situation arises from the fact that predicates in a logic program are not restricted to having exactly one result argument. E.g., part has two output arguments and there may be predicates that only compare some input arguments. Therefore, we modify definition of jungles by assuming weaker τ :
Definition 7.7.5 (Category of enriched jungles)
We assume a signature Σ with τ : Op → S * × S * and construct two-step comma-category (W E , W V , T E , T V ) as in Definition 7.7.1. PLgraph Σ,X is the full subcategory the objects of which satisfy:
Following Corradini et al. [5] , we translate clauses into an equivalent canonical form introducing a set of variables not occurring in the clause, replacing nonvariable arguments in the head by these variables, and unifying them on the right-hand side with the original arguments:
qsort(u, s) :-u=cons(h,t), part(h, t, l, r), qsort(l, ls), qsort(r, rs), concat(ls, cons(h,rs), s). qsort(u, s) :-u=nil, s=nil. A clause in canonical form can obviously be represented by an enriched jungle production of a special form: On the right-hand side, part can be replaced in the next step providing one of the qsort-hyperedges with the first element of its parameter list. Therefore, replacing this qsort and further recursive calls of part may be performed in parallel.
Lemma 7.7.7 (Existence of pushout complements) If we have a contextfree production in PLgraph and a redex B l → G, then the pushout complement exists and is unique.
This lemma is an immediate consequence of the definition, but the problem of non-existing pushout-complements on the left-hand side of a derivation step is only shifted to the righ-hand side: Production of Figure 7 .12 is not applicable to left-hand graph of Figure 7 .13 since the right-hand pushout does not exist. (nil can not be unified with cons.)
Although representation is slightly different from [5] , we get the same result: One of the advantages of considering contextfree productions is that there exists a well-elaborated theory of contextfree hyperedge replacement [8, 17] .
The concept we followed here enriches jungles by adding hyperedges representing logic predicates. We may see this hypergraph in some sense as a bipartite one: Some hyperedges are used to construct terms, some others correspond to processes. In the next section, we distinguish between these two roles hyperedges may play.
Systems of Processes
To describe systems of processes, we use an actor-like style. The basic elements of an actor system are actors and messages. Actors are active objects which process messages. Processing a message may result in changing the state of the actor, creating new actors, and sending messages to other actors. First,
In figures, we depict hyperedges (actors) by rectangles and communication nodes by ovals. For mnemonic reasons, we do not indicate the order in which the nodes are visited by numbers, but we use expressive "indices": δ-arrows denote communication nodes the process reads from and ρ-arrows determine output nodes. If the process is connected to more than one node of the same kind, we distinguish them by additional indices, e.g., δ lef t and δ right . (Likewise, direction of arrows indicates data flow to the reader and is of no importance to the formal model.) To define a 1-1-relationship between the figures and the formal model, it is sufficient to associate a fixed order of indices with each nonterminal hyperedge label, e.g., (δ, ρ lef t , ρ right ) with split.
In this first example, gluing nodes preserve labels. Thus, we have no problems. In the next example (Figure 7 .15), labels of gluing nodes change, and we have to ask for suitable labels in the gluing graph. Gluing nodes on hypergraph level and gluing nodes on jungle level, however, are different things. It is not necessary to label nodes of the gluing graph in a detailed way. For example, we may omit Q without changing the result, but this will become clear when
In Figure 7 .15, actor split is replaced by actor split1 without changing the structure of the system. The names of the actors are used here in the sense of nonterminal symbols in formal language theory. The meaning is that the actor changes its state. (We may also say that it changes its computational behaviour.) As long as a finite number of states is involved, this works. The state of an actor, however, is often described by local variables that different values may be assigned to. Figure 7 .16 and Figure 7 .17 give examples. To describe local states, we use another kind of nodes, the state nodes, depicted by dashed rectangles in the figures. Each actor hyperedge visits exactly one such node characterized by a λ-arrow. If there are no local variables with defined values, we omit state node in the figure for reason of clarity. Furthermore, we do not consider local computations changing only the contents of a state node [18, 31] .
→ list appd(⊥, e) = cons(e, ⊥) cons : elmt × list → list appd(cons(e , l), e) = cons(e , appd(l, e)) appd : list × elmt → list close(⊥) = nil close :
list → list close(cons(e , l)) = cons(e , close(l)) L, R :
list → msg Now, we are ready to define the structure of process systems:
Definition 7.8.1 (Category of process structures) We consider functor P : Set × Set → Set defined by
. Then, we define the category Pgraph of process structures to be the subcategory of (Id Hgraph , P) restricting morphisms to injections.
V C and V S denote the set of communication nodes and the set of state nodes, respectively. Morphisms ensure that state nodes are mapped onto state nodes and communication nodes onto communication nodes:
Please note that this definition does not use hypergraphs with sources and targets although this would make sense in order to distinguish between communication nodes an actor reads from and other nodes it writes into. (Hypergraphs are allowed to visit a node twice using it both as input node and output node.) If we are interested in doing so, we have to replace We now switch over to discussing node labels. Communication nodes as well as state nodes are labelled with terms. In general, we may use different signatures for communication nodes and state nodes and then apply two-step commacategory trick; for reason of space, however, we here use only one signature putting together all the operations we need in our example. In Figure 7 .18, we specify an asynchronous communication mechanism queuing messages at different entries. In addition to the usual operations on lists, we introduce ⊥ and close. Whereas nil means that last element of the list has been processed and connection may be closed, ⊥ indicates that the queue is empty for the moment, but not yet finished. Operation close terminates a list such that no more elements may be appended. Q defines a term to be a message. L and R are used in local states to characterize elements read from the left-hand and right-hand side, respectively.
The signature we use to define labels of communication nodes determines the type of communication. In the present example, we have specified an asynchronous communication processing messages according to FIFO strategy. If we want to model synchronous communication, e.g., Ada's Rendez-vous concept [35] , we use a signature providing only elements, not queues. On the other hand, we may specify a bag; then we get a communication of Linda style [15] .
In general, a node is labelled with a set of terms; node 4 r in Figure 7 .17 is an example of a node labelled with more than one term. But we can not label nodes of a production with arbitrary terms independently, since we want variables to be consistently replaced in all node labels such that we can "send" expressions to new nodes and unify terms by identifying the nodes they are the labels of, as we have done, e.g., in Figure 7 .16 and Figure 7 .17. (This is strongly related to attributed grammars, but we can not go into the details here.) Therefore, we consider the labels to be defined by a jungle which we regard as a global data structure. This concept also meets our graph transformation point of view. Furthermore, the case of a set of terms is included, since a subjungle is not necessarily connected.
A jungleJ is called a subjungle of J if EJ ⊆ E J , VJ ⊆ V J . (SinceJ is a jungle, at least the nodes visited by edges of EJ must be in VJ .) Let S(J) be the set of all subjungles of J. If j : J 1 → J 2 is a jungle morphism, j S : S(J 1 ) → S(J 2 ) denotes induced mapping.
Definition 7.8.2 (Category of process states)
We consider a set N of (nonterminal) symbols and two labelling functors PS E : 1 → Set and PS V : Tgraph Σ,X → Set defined by
Then, two-step comma category (W E , W V , PS E , PS V ) with selecting functors W E , W V : Pgraph → Set is the category ProcStates of process states.
This definition means that we have the following diagrams the first of which may be interpreted as an abbreviation: 
Remark:
As in Definition 7.5.4, we may add a set I of indices to allow nodes with the same label to be mapped to nodes with different labels as long as the original label may be mapped to all the image labels.
A process state consists of a hypergraph, a jungle and two mappings assigning a symbol to each hyperedge and a subjungle to each node. A process state morphism is determined by a hypergraph morphism together with a jungle morphism. At this point, we gain benefit from Corollary 7.3.4 since it follows from our considerations in Section 7.7 that parallel independence theorem holds for jungles although this category is not cocomplete.
If we want to embed, e.g., left-hand side of the production in Figure 7 .16 into a host graph, the image of node 1 l must be labelled with a jungle which in some sense "contains" Q(cons(x, s)). The jungle represented by this term must be a subjungle of the host label, i.e., host label must contain hyperedges labelled with Q and cons, whereas x and s may be replaced by other terms. Introducing function symbol Q ensures that label of 1 l is mapped to the outermost occurrence of cons in the label of image node, i.e., x is unified with the first element of the message queue.
In Figure 7 .16, variable x is not mentioned in the labels of gluing graph, although its value must be transferred to derived graph. But it is a gluing node of the jungle production. Figure 7 .19 shows what happens on jungle level. To distinguish gluing nodes in the hypergraph from those in the jungle, we use letters to identify the nodes of the jungles. a, a l , and a r denote the jungle nodes visited by hyperedge labelled with variable x in the gluing graph, the left-hand side, and the right-hand side, respectively. Analogously, b corresponds to s, etc. In Figure 7 .16, mnemonic notation 1 l : Q(cons(x, s)) means that node 1 l of the hypergraph is labelled with subjungle consisting of hyperedges Q and cons and the nodes visited by these edges. In Figure 7 .19, we have added graph-node identifiers to indicate the jungle node the label of the graph node starts from using the correspondence defined in Lemma 7.7.2, e.g., (1 l , msg) means that this is the node the label of graph node 1 l starts from.
As we have already mentioned, edge labels are used like nonterminal symbols and implicitly determine the computational behaviour of actors since applicability of productions depends on them. A more systematic solution may combine the contents of state nodes with labelling of hyperedges, but formulas become more complicated. Furthermore, two-level comma-category construction allows to subdivide the set of state nodes or the set of communication nodes again in order to use different signatures.
As we have already mentioned, a disadvantage of mergesort example is its basically sequential nature. It would be of interest to consider a system of processes that cooperate in constructing the result, especially, parallel algorithms on graphs seem to be a fruitful area.
Conclusion
In this chapter, we have studied some aspects of applying the double-pushout approach to simulate systems of processes. We discussed Petri nets as a representative of static process structure with synchronous communication, whereas parallel logic programming and process systems communicating via channels lead to dynamic process structure and asynchronous communication. Discussion of statecharts has shown that a description using fundamental methods can easily suggest interesting extensions, for example, extending statecharts to allow recursion. We could show that very different models can be considered as instances of a generic concept. This unified view is a main advantage of comma-category approach.
Further research can follow two lines. On the one hand, we can start from well-understood models such as Petri nets and then investigate notions typical of this model with respect to a more general framework in order to apply them to other models. On the other hand, it may be of interest to transfer results already discussed in the context of double-pushout approach to different models of process systems. Distributed graph transformation [38, 39] would be a promising topic, as well as amalgamating derivation steps may result in an appropriate graph-transformation description of massively parallel systems. Another line of research concerning distributed systems, which started from [2, 7] as we did, considers a kind of graph rewriting based on context-free productions that are combined by means of synchronization mechanisms [29] , i.e., graph rewriting is first considered locally, and then global evolution of the system is defined. It would be a fruitful task to compare both approaches and to look for properties common to them. This is left to a longer report. merge 1
