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Résumé. Une chronique est une représentation du comportement d’un système
dynamique formalisée comme un ensemble d’événements liés par des contraintes
temporelles. Dans cet article, nous nous intéressons à l’énumération des occur-
rences exactes ou approchées d’une chronique en comparant différentes straté-
gies de reconnaissances. Nous proposons un algorithme de reconnaissance de
chroniques avec différentes heuristiques et sa version approchée. L’efficacité de
ces différentes approches est évaluée sur des données synthétiques.
1 Introduction
Pour un grand nombre de contextes applicatifs, des données de nature séquentielle sont col-
lectées. Par exemple, il peut s’agir d’une séquence de soins dont un patient a bénéficié, d’une
séquence d’achats qu’a effectué un client dans un supermarché ou encore de log de fonction-
nement d’une machine industrielle. Il est intéressant d’explorer ces données pour extraire de
l’information sur les situations qui se sont effectivement déroulées.
L’approche présentée dans cet article cherche à interroger une base de séquences avec un
motif défini par l’utilisateur. Un motif correspond à une situation dont l’utilisateur cherche les
occurrences. Généralement un motif tient compte de l’ordre des événements mais rarement de
l’intervalle de temps entre ces évènements. Pourtant, cette dimension temporelle peut contenir
une information pertinente. Par exemple, les occurrences d’une situation où une hospitalisa-
tion survient après qu’une personne ait fait une chute est moins informatif qu’une situation
correspondant à une hospitalisation survenue moins de 24h après la chute.
Dans la littérature, certaines approches retrouvent les occurrences d’une situation complexe
dans des séquences d’événements en prenant en compte la dimension temporelle. Les mé-
thodes de raisonnement temporel ou les logiques d’action répondent en particulier au problème
de la reconnaissance de situations (Ulus et Maler, 2018; Artikis et al., 2012). Ces approches
sont très expressives mais manquent d’efficacité. Les méthodes efficaces de reconnaissance
font appel à des méthodes d’indexation (Kostakis et Papapetrou, 2017), mais sont peu expres-
sives. Dans le domaine de la surveillance automatique, les approches basées sur les automates
temporisés (Alur et Dill, 1994; Carle et al., 2011) permettent de spécifier des comportements
avec des modèles formels. Ces représentations peuvent être difficiles à appréhender par des
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utilisateurs et les algorithmes sont dédiés à la reconnaissance en ligne. Finalement, la fonc-
tionnalité de recherche de motifs temporels est souvent rencontrée dans des outils d’analyse
interactive de données temporelles (Monroe et al., 2013; Barazzutti et al., 2016).
Dans tous ces travaux, la reconnaissance est menée de manière exacte. Ainsi, même un
écart infime sur les dates des événements ne permet pas d’informer l’utilisateur de la pré-
sence d’une occurrence proche du motif recherché. Pourtant, l’intérêt de telles occurrences est
double : 1) elles permettent à un utilisateur de retrouver des occurrences d’un motif dont il ne
peut pas spécifier avec certitude les contraintes temporelles, 2) cela permet d’identifier dans
une séquence des occurrences qui seraient altérées par rapport au motif nominatif.
La contribution principale de cet article est la proposition d’un algorithme pour l’énumé-
ration des occurrences exactes et approchées d’une chronique dans une séquence.
2 Chroniques
Soit E un ensemble de types d’événements totalement ordonné. Cet ordre est dénoté ≤E.
Un événement est un couple (e, t) où e ∈ E est un type d’événement et t ∈ R est une étiquette
temporelle. Une collection ordonnée d’événements forme une séquence. Plus formellement,
une séquence 〈(e1, t1), (e2, t2), . . . , (em, tm)〉 est une succession d’événements ordonnés par
leur date puis leur type. On a alors pour tout couple i, j ∈ [1..m], i < j ⇔ ti ≤ tj et si ti = tj
alors ei ≤E ej . |s| dénote la longueur de la séquence s.
Une chronique est une représentation du comportement d’un système dynamique comme
un ensemble d’événements liés par des contraintes temporelles (Besnard et Guyet, 2019). Les
premiers algorithmes d’énumération de chronique ont été proposés par Ghallab (1996) et ont
des connexions fortes avec les réseaux de contraintes temporisés de Dechter et al. (1991).
Définition 1 (Chronique). Une chronique est un couple (E , T ) tel que
— E est un multi-ensemble ordonné, i.e., E est de la forme {{e1, . . . , en}} (les répétitions
sont permises) tel que ei ∈ E pour i = 1, . . . , n et e1 ≤E · · · ≤E en ;
— T est un ensemble de contraintes temporelles. Une contrainte temporelle est une ex-
pression de la forme (e, oe)[t−, t+](e′, oe′) telle que toutes les conditions suivantes
sont satisfaites : e, e′ ∈ E , t−, t+ ∈ R, oe, oe′ ∈ [n], oe < oe′ , eoe = e et eoe′ = e
′.
La taille d’une chronique est la cardinalité de son multi-ensemble, ici n.
Définition 2 (Occurrence). Une occurrence d’une chronique C = ({{e1, . . . , en}}, T ) dans une
séquence s = 〈(s1, t1), . . . , (sm, tm)〉 est une liste de positions (εi)i∈[n] telle que
i. sεi = ei pour tout i ∈ [n], et
ii. tεo′ − tεo ∈ [l, u] pour toute contrainte temporelle (e, o)[l, u](e
′, o′) ∈ T
On dénote parOC(s) l’ensemble des occurrences d’une chronique C dans une séquence s.
Une chronique C apparaît dans une séquence s, dénoté C  s, si et seulement si il existe au
moins une occurrence de C dans s (i.e., OC(s) est non vide).
On introduit à présent la notion d’occurrence approchée avec les (α, λ)-occurrences. Cette
notion s’appuie sur l’idée que si les contraintes temporelles de la chronique sont suffisamment
proches des délais d’une occurrence alors il faut reconnaître cette occurrence. Le paramètre
α ∈ [0, 1] précise la tolérance admise sur les contraintes temporelles, tandis que le paramètre
λ ∈ R∗+ module la mesure de similarité entre contrainte temporelle et occurrence.
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Définition 3 ((σ, λ)-occurrence). Soit σ ∈ [0, 1], λ ∈ R∗+, une (σ, λ)-occurrence d’une chro-
nique C = (E = {{e1, . . . , en}}, T ) dans une séquence s = 〈(s1, t1), . . . , (sm, tm)〉 est une
liste de positions (εi)i∈[n] telle que :
i. sεi = ei pour tout i ∈ [n], et
ii. σ ≤
∏
(e,o)[l,u](e′,o′)∈T ς(tεo′ − tεo , [l, u])
avec
ς(d, [l, u]) =
{
1 si d ∈ [l, u],
e−λmin(|l−d|,|u−d|) sinon.
Lemme 1. Pour λ ∈ R∗+, (εi) est une occurrence de C dans une séquence s ssi c’est une
(1, λ)-occurrence de C dans s.
On introduit maintenant la notion de relaxation d’une chronique. La relaxation d’une chro-
nique est une chronique dont les contraintes temporelles sont étendues.
Définition 4 (Relaxation de chronique). Soit α ∈ R∗+. Pour une chronique C = (E , T ), la α-
relaxation de C, notée Rα(C) est la chronique (E , T ′) telle que
(e, oe)[t
−, t+](e′, oe′) ∈ T ⇔ (e, oe)[t− − α, t+ + α](e′, oe′) ∈ T ′
Lemme 2. Pour tout λ ∈ R∗+ et tout σ ∈ [0, 1], si (εi) est une (σ, λ)-occurrence de C dans
une séquence s alors (εi) est une occurrence de R− 1λ ln(σ)(C) dans s.
3 Énumération des occurrences d’une chronique
L’algorithme 1 énumère toutes les occurrences d’une chronique dans une séquence. On
verra ensuite comment adapter cet algorithme pour les (σ, λ)-occurrences. On propose une
heuristique de parcours qui vise à identifier au plus tôt la non-reconnaissance d’une occur-
rence en explorant prioritairement les contraintes les plus dures : évaluation prioritaire des
événements dont les types sont les moins fréquents et évaluation prioritaire des contraintes
temporelles les plus restrictives.
Définition 5 (Région admissible). Étant données C de taille n et s = 〈(s1, t1), . . . , (sm, tm)〉,
une région admissible est une séquence de n intervalles 〈[r−1 , r
+




n ]〉 telle qu’il
existe (εi), une occurrence de C dans s, avec tεi ∈ [r−i , r
+
i ] pour tout i ∈ [n].
Le principe est d’explorer un à un les événements du multi-ensemble en réduisant progres-
sivement l’étendue des régions admissibles jusqu’à obtenir une région dont tous les intervalles
sont des singletons. Une région admissible induit ainsi une occurrence de la chronique. L’ordre
d’exploration des événements du multi-ensemble est donné par γ qui est construit dans l’algo-
rithme par la fonction next. Nous reviendrons plus loin sur cette fonction.
L’algorithme 1 initie la récursion en identifiant toutes les occurrences du premier événe-
ment de la chronique dans la séquence. Lorsqu’une apparition du premier événement à traiter
eγ1 a été trouvée, une nouvelle région admissible est créée comme un intervalle singleton
utilisant la date de l’événement dans la séquence. Puis, les lignes 8–13 propagent toutes les
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Algorithme 1 : Énumération des occurrences d’une chronique.
Input : C = (E = {{e1, . . . , en}}, T ), s = 〈(s1, t1) . . . (sm, sm)〉 (cf. Définitions 1-2)
Output : occs : Ensemble d’occurrences
1 adm← {[−∞,∞], . . . , [−∞,∞]} // Région admissible de taille m
2 occs← ∅;
3 γi ← next(γ, C, s) // Choix du premier événément
4 foreach (s, t) ∈ s do
5 if s = eγ1 then
// Création d’une nouvelle occurrence
6 o← adm;
7 oγ1 ← [t, t];
// Propagation des contraintes temporelles
8 foreach (eγ1 , γ1)[t
−, t+](e, p) ∈ T do
9 op = [max(0, t+ t
−),min(t+ t+, |s| − 1)];
10 foreach (e, p)[t−, t+](eγ1 , γ1) ∈ T do
11 op = [max(0, t− t+),min(t− t−, |s| − 1)];
12 loccs← RecRecognition(o, γ, 2, C, s);
13 loccs← occs ∪ loccs;
14 return occs
contraintes temporelles de la chroniques concernant eγ1 pour restreindre les régions admis-
sibles. La ligne 11 réalise ensuite un appel récursif pour poursuivre l’exploration du multi-
ensemble de la chronique. Cette fonction retourne la liste des occurrences de la chronique qui
associe l’événement γ1 du multi-ensemble avec la date t dans la séquence.
L’algorithme 2 présente la fonction récursive d’énumération des occurrences de la chro-
nique. Les préconditions de la fonction sont que la région admissible en entrée contient des
intervalles singletons pour tous les événements aux positions γ1..(k−1). La fonction effectue la
recherche des positions pour les type d’événements cγk dans la région admissible correspon-
dante. Si de tels événements sont trouvés (ligne 7), alors la fonction propage les contraintes
temporelles de la chronique qui impliquent eγk (lignes 11 à 24) et poursuit la recherche d’oc-
currences jusqu’à avoir exploré tous les éléments du multi-ensemble (ligne 1 à 3) ou que les
régions admissibles soient vides.
La fonction next représente l’heuristique de recherche. L’heuristique la plus simple est
celle qui consiste à prendre tous les événements dans l’ordre du multi-ensemble. La seconde
heuristique consiste à utiliser prioritairement les types d’événements qui apparaissent le moins
dans la séquence. La troisième heuristique consiste à prioriser le traitement des événements
du multi-ensemble qui sont les plus contraints en tenant compte de la fréquence d’apparition
des événements dans la séquence, mais également la taille de la région d’admissibilité, suivant
l’équation : argminj∈[n] f(ej) × (r+j − r
−
j ) où f(ej) est le nombre d’occurrences du type
d’événements ej ∈ E dans la séquence et [r−j , r
+
j ] est la région admissible pour l’événement
j ∈ [n] de la chronique.
4 Énumération des occurrences approchées d’une chronique
L’énumération des occurrences approchées d’une chronique consiste à énumérer toutes les
(σ, λ)-occurrence d’une chronique pour des valeurs de σ et λ données.
Le principe de l’algorithme est très similaire à l’algorithme 1 pour lequel une occurrence
est construite progressivement. Le calcul de la similarité entre une occurrence et la chronique
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Algorithme 2 : RecRecognition(o, k, C, s).
Input : adm : Région admissible, γ : ordre d’exploration, k : niveau de récursion, C = (E = {{e1, . . . , en}}, T ),
s = 〈(s1, t1) . . . (sm, sm)〉 (cf. Définitions 1-2)
Output : occs
1 if k = m+ 1 then
2 return adm// Cas terminal
3 occs← ∅ // Ensemble d’occurrences
4 γk ← next(γ, C, s);
5 foreach (s, t) ∈ s tel que t ∈ admk do
6 if s = eγk then
// Création d’une nouvelle occurrence
7 o← adm;
8 oγk ← [t, t];
// Propagation des contraintes temporelles
9 satisfiable← true;
10 foreach (eγk , γk)[t
−, t+](e, p) ∈ T , p 6∈ γ1..(k−1) do
11 op ← [max(o−p , t+ t
−),min(o+p , t+ t
+)];




14 foreach (e, p)[t−, t+](eγk , γk) ∈ T , p 6∈ γ1..(k−1) do
15 op ← [max(o−p , t− t
+),min(o+p , t− t
−)];




18 loccs← RecRecognition(o, γ, k + 1, C, s);
19 loccs← occs ∪ loccs;
20 return occs
(cf. Définition 3) est réalisé également récursivement et dès que cette mesure est inférieure à la
valeur σ, alors la région admissible courante est invalidée.
Pour réutiliser la stratégie d’exploration de l’algorithme 1, il est nécessaire de définir les
limites d’exploration pour la recherche d’un événement de la chronique (région admissible).
Dans le cas de la reconnaissance exacte d’une chronique, dès que l’événement sort de l’inter-
valle défini par les contraintes, il est écarté. Dans le cas de la reconnaissance approchée, une
approche naïve nécessiterait d’explorer systématiquement l’intégralité de la séquence pour
évaluer ς , la similarité entre une contrainte temporelle et l’occurrence d’un événement.
Le Lemme 2 nous indique que l’exploration exhaustive n’est pas nécessaire. Seules les
régions définies par la chronique relaxée R− 1λ ln(σ)(C) sont nécessaires. L’algorithme de re-
connaissance approchée utilise ainsi les bornes de cette chronique pour affiner les régions
admissibles à chaque étape de la reconnaissance (ligne 12 et 13 de l’algorithme 2). Lorsqu’une
occurrence de R− 1λ ln(σ)(C) est trouvée, alors la similarité est comparée à σ pour valider ou
non l’occurrence comme une (σ, λ)-occurrence de C.
5 Expérimentations
Dans cette section, on présente les résultats d’efficacité en temps de calcul obtenus sur des
données synthétiques. L’utilisation de données synthétiques permet de mener des expérimenta-
tions contrôlées et pouvant représenter un large panel de l’utilisation possible de l’énumération
de chroniques. L’algorithme a été implémenté en Python. 1
1. Dépôt PIP : https://pypi.org/project/pychronicles/ et Git : https://gitlab.inria.
fr/tguyet/pychronicles
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FIG. 1 – Colonnes de gauche : Comparaison des temps de calcul entre les trois heuristiques
(1 : ordre du multi-ensemble, 2 : ordre de fréquence, 3 : probabilité d’apparition) en fonction
de différentes caractéristiques : en haut à gauche, de la variabilité des fréquences des événe-
ments (φ) ; au haut à droite, de la taille du vocabulaire (v) ; en bas à gauche, de la longueur
des séquences (n) ; en bas à droite, de la durée des contraintes d’une chronique (σT ). Colonne
de droite : Temps de calcul (en haut) et nombre de (σ, λ)-occurrences (en bas) en fonction de
σ et de λ.
Une séquence est générée comme une suite aléatoire de m types d’événements dans un
vocabulaire de taille v (v = 5 et m = 2000 par défaut). Le tirage aléatoire des types d’évé-




m×(m−1) où φ ∈ [0, 2] est un paramètre qui quantifie l’uniformité du tirage des types.
Les dates des événements de la séquence sont générées en respectant une distribution nor-
male N (µT , σT ) des délais entre événements successifs (µT = 4 et σT = 1 par défaut). Le
multi-ensemble d’une chronique de taille n est généré comme un tirage aléatoire selon une loi
multinomiale équiprobable sur le vocabulaire (n = 4 par défaut). La borne inférieure d’une
contrainte temporelle est générée selon une loi normale N (µT , σT ), comme pour les délais
entre événements et la durée est obtenue comme la valeur absolue d’un tirage selon la loi
N (0, 5 × µT ). Le paramètre δ ∈ [0, 1] donne la probabilité d’avoir une contrainte temporelle
entre deux événements (loi uniforme). On a ainsi en moyenne δ×n× (n−1) contraintes dans
une chronique (δ = 0.4 par défaut).
5.1 Comparaison des stratégies
La Figure 1 (2 colonnes de gauche) présente les temps de calcul obtenus pour des énumé-
rations exactes d’une chronique aléatoire dans 100 séquences aléatoires. On observe d’une part
que les temps de calcul sont assez faibles. Énumérer une chronique dans une séquence de 2000
événements prend moins de 0.01s. D’autre part, on peut constater que l’heuristique naïve se
montre plus performante que les deux autres.
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Le graphique en haut à gauche illustre les temps de calcul en fonction de φ. On constate que
la première heuristique est plus performante que les deux autres pour toutes les valeurs de φ <
2. Plus φ est grand et plus les écarts de temps d’exécution sont petits, et c’est uniquement dans
le cas où φ = 2 que les seconde et troisième heuristiques se montrent plus performantes. Une
explication possible à cette observation est que le temps nécessaire pour calculer les fréquences
n’est pas compensé par la réduction du nombre de régions admissibles.
À partir de contraintes temporelles générées avec σT = 30, la seconde heuristique devient
plus performante que la première. C’est une situation où peu de régions admissibles sont éli-
minées du fait des contraintes temporelles (assez faibles) et, dans ce cas, la stratégie consistant
à limiter leur génération en s’appuyant sur la fréquence des événements devient plus efficace.
Les deux autres graphiques montrent des comportements attendus de la reconnaissance
de chroniques. Les temps de calcul décroissent très rapidement avec le taille du vocabulaire
(graphique en haut à gauche). En revanche, les temps de calcul augmentent avec la taille des
séquences (graphique en bas à gauche).
5.2 Approche exacte vs. approche approchée
Dans cette section, on étude l’impact des valeurs de σ et λ sur les (σ, λ)-occurrences d’une
chronique. On utilise l’heuristique basée sur l’ordre des événements dans le multi-ensemble.
La Figure 1 (troisième colonne en haut) montre que les temps de calcul augmentent lorsque
σ diminue. Plus λ est faible et plus cette augmentation est rapide. Ce comportement corres-
pond à l’augmentation de la taille des régions admissibles de R− 1λ ln(σ)(C). Plus les régions
admissibles sont étendues et plus il faut parcourir la séquence à la recherche d’occurrences et
donc plus les temps de calcul sont importants.
Les temps de calcul sont partiellement liés au nombre d’occurrences (Figure 1, en bas). On
le constate bien sur l’évolution du nombre d’occurrences pour λ = 0.01 : pour σ = 1 à 0.5,
l’évolution du temps de calcul suit celui du nombre d’occurrences : plus on relaxe la contrainte
de proximité et plus il y a d’occurrences. Passé un certain seuil, toutes les occurrences du multi-
ensemble sont reconnues comme (σ, λ)-occurrence et le nombre d’occurrences n’augmente
plus, bien qu’on élargisse les régions de recherche (et donc les temps de calcul).
6 Conclusion
Nous avons introduit un algorithme pour l’énumération d’occurrences exactes d’une chro-
nique et introduit les (σ, λ)-occurrences qui sont des occurrences admettant que les dates ne
respectent pas exactement les contraintes temporelles d’une chronique. L’algorithme d’énumé-
ration exacte peut alors être utilisé pour identifier efficacement les (σ, λ)-occurrences.
Nous avons expérimentalement évalué trois différentes heuristiques pour l’algorithme d’énu-
mération et constaté que l’heuristique la plus simple se montre la plus efficace (sauf configu-
ration extrême). Les améliorations du parcours par les heuristiques exploitant les distributions
des types d’événements semblent ne pas compenser le temps de calcul nécessaire pour cal-
culer ces distributions. Les expérimentations sur l’énumération des occurrences approchées
d’une chronique montrent que cette tâche peut être réalisée avec des temps de calcul au plus
supérieurs d’un ordre de grandeur pour λ ≈ 0.1 et qui augmentent linéairement avec σ, le seuil
de reconnaissance.
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Summary
A chronicle is a set of events related by temporal constraints. It represents the behavior
of a dynamic system. This temporal model has been studied in the context of monitoring and
pattern mining. In this article, a chronicle is used to query a static database of sequences.
We are interested in enumerating the exact or approximate occurrences of a chronicle. We pro-
pose a chronicle recognition algorithm with different heuristics and its version for approximate
occurrences. The efficiency of the algorithm is evaluated on synthetic data.
