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Abstract
This paper is concerned with the uniqueness of L1-continuation beyond blowup for a Cauchy problem
of a semilinear heat equation {
ut = u+ up in RN × (0, T˜ ),
u(x,0) = u0(x) 0 in RN
(P)
with p > 1, 0 < T˜  ∞ and u0 ∈ L∞(RN). Here we say that u is an L1-solution of (P) if u ∈
C([0, T˜ );L1loc(RN)) with u ∈ L
p
loc(R
N × (0, T˜ )) satisfies (P) in the distributional sense. In the case of
pS < p < pJL, a counter example for the uniqueness of radial L1-solution of (P) after blowup was given in
[M. Fila, N. Mizoguchi, Multiple continuation beyond blow-up, Differential Integral Equations 20 (2007)
671–680], where pS and pJL are the exponent of Sobolev and of Joseph and Lundgren, respectively. We
give a sufficient condition for the uniqueness of L1-continuation beyond blowup for p > pJL in the ra-
dial case. If for an L1-solution u of (P) there exists a sequence {un} of classical solutions of (P) such that
u0,n → u0 in L∞(RN) as n → ∞ for the sequence {u0,n} of initial data and that un(t) → u(t) in Lploc(RN)
as n → ∞ for t ∈ (0, T˜ ), then u is called a limit L1-solution. Based on the sufficient condition, we prove
the uniqueness of limit L1-solution with radial symmetry after blowup for p > pJL.
© 2008 Published by Elsevier Inc.
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The present paper is concerned with the Cauchy problem for the semilinear heat equation{
ut = u+ up in RN × (0, T˜ ),
u(x,0) = u0(x) 0 in RN
(1.1)
with p > 1, 0 < T˜ ∞ and u0 ∈ L∞(RN). We are interested in the continuation as an L1-
solution after a solution blows up at t = T < T˜ . Here a solution u is said to blow up at t = T if
lim supt↗T |u(t)|∞ = ∞. We call u an L1-solution of (1.1) on [0, T˜ ) if u ∈ C([0, T˜ );L1loc(RN))
with u ∈ Lploc(RN × (0, T˜ )) satisfies
∫
RN
[uφ]tτ dx −
t∫
τ
∫
RN
uφs dx ds =
t∫
τ
∫
RN
(
uφ + upφ)dx ds
for any τ, t with 0  τ < t < T˜ and φ ∈ C2(RN × [0, T˜ )) with φ(s) compactly supported for
all s ∈ [0, T˜ ). When T˜ = ∞, it is called a global L1-solution. The notion of L1-solution was
introduced in [21]. They obtained a global L1-solution of the Cauchy–Dirichlet problem for the
equation of (1.1) in a bounded convex domain Ω which is unbounded in L∞(Ω ×[0,∞)) when
p  pS, where pS ≡ (N + 2)/(N − 2) is the Sobolev critical exponent. We note that no solution
blowing up in finite time can be continued as an L1-solution if (N − 2)p < N + 2 by [1].
In the radial case, (1.1) is represented as⎧⎨⎩ut = uξξ +
N − 1
ξ
uξ + up in (0,∞)× (0, T˜ ),
u(ξ,0) = u0(ξ) 0 in [0,∞)
(1.2)
with ξ = |x|. Let
pJL =
⎧⎨⎩
∞ if N  10,
1 + 4
N − 4 − 2√N − 1 (> pS) if N  11
(1.3)
and
pL =
⎧⎨⎩
∞ if N  10,
1 + 6
N − 10 (> pJL) if N  11.
(1.4)
There exists a global L1-solution of (1.2) which blows up in finite time for pS < p < pL by [4]
and [12] and for p > pJL by [15]. Recently it was shown in [16] and [17] that if p > pJL, then
for each integer m 2 there exist T1, T2, . . . , Tm ∈ (0, T˜ ) with Ti < Ti+1 for i = 1,2, . . . ,m− 1,
and an L1-solution u of (1.2) such that u blows up at t = Ti and is regular in (Ti−1, Ti) for
i = 1,2, . . . ,m, where T0 = 0. We refer to [20] for a twice blowup L1-solution of (1.2) which
undergoes blowup of different type at each blowup time.
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blows up at t = T < T˜ (e.g. [3]). However no information was given on the uniqueness after
blowup time in the above papers. A counter example to the uniqueness of L1-continuation for
(1.2) beyond blowup was obtained in the case of pS < p < pJL in [2]. Namely, for each integer
k  2, they gave global L1-solutions u1, u2, . . . , uk of (1.2) with the same initial data which blow
up at t = T and fulfill ui(t) ≡ uj (t) for t ∈ (T ,∞) and i = j .
The minimal weak solution for (1.1) is the proper solution introduced in [4]. For a positive
integer n, let un be a solution of{
ut = u+ min
{
up,np
}
in RN × (0,∞),
u(x,0) = min{u0(x), n} 0 in RN.
By the maximum principle, the sequence {un} is monotone nondecreasing. Then u(x, t) ≡
limn→∞ un(x, t) is the proper solution of (1.1). The comparison theorem is valid for proper
solutions. We refer to [4, Section 2] for the details on proper solution.
Let ϕ∞ be the singular steady state of (1.2) defined by
ϕ∞(ξ) = c∞ξ−
2
p−1 for r > 0, (1.5)
with
c∞ =
{
2
p − 1
(
N − 2 − 2
p − 1
)} 1
p−1
.
We first give a sufficient condition for the uniqueness of L1-continuation beyond blowup.
Theorem 1.1. Suppose that p > pJL. Let u be an L1-solution of (1.2) blowing up at t = T < T˜
such that
u(ξ, t) < ϕ∞(ξ) for ξ ∈ (0, d) and t ∈ [T , T˜ ) (1.6)
and
u(ξ, t)C for ξ  d and t ∈ [T , T˜ ) (1.7)
with some constants C,d > 0. Let u be the proper solution of (1.2) with the same initial data
as u. Then u identically equals u in [0,∞)× [0, T˜ ).
Remark 1.1. According to [20, Theorem 4.1], the proper solution u in Theorem 1.1 immediately
recovers the regularity after blowup time, that is, u is a regular solution of (1.2) for t ∈ (T , T˜ ).
An L1-solution u on [0, T˜ ) is called a limit L1-solution if there exists a sequence {un} of
classical solutions on [0, T˜ ) such that u0,n → u0 in L∞(RN) as n → ∞ for the sequence {u0,n}
of initial data and that un(t) → u(t) in Lploc(RN) as n → ∞ for t ∈ (0, T˜ ). It has been open
whether the uniqueness of the continuation as a limit L1-solution beyond blowup holds. The
next theorem assures the uniqueness of such a continuation for p > pJL. For a function f on
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ξk+1 < ∞ with f (ξi) · f (ξi+1) < 0 for i = 1,2, . . . , k.
Theorem 1.2. Let p > pJL. Suppose that u0 is a radially symmetric function with z(u0 −
ϕ∞) < ∞ and that the solution of (1.2) blows up at t = T < T˜ . Then the continuation as a
limit L1-solution after t = T is unique if it exists.
The present paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.1. In
Section 3, we review fundamental properties of the braid group theory and a relation with partial
differential equation. Moreover we get a result on the braid group which plays an essential role to
show that any limit L1-solution satisfies the hypothesis of Theorem 1.1. We prove Theorem 1.2
in Section 4.
2. Proof of Theorem 1.1
We begin this section at the following lemma.
Lemma 2.1. Let p > 1 + 2/N and C1,C2, T˜ > 0. Suppose that u satisfies⎧⎨⎩ut  uξξ +
N − 1
ξ
uξ + C1
ξ2
u in (0,∞)× (0, T˜ ),
u(ξ,0) = 0 in [0,∞)
(2.1)
and that u(ξ, t)  C2(ξ−
2
p−1 + 1) in (0,∞) × (0, T˜ ). Let 0 < k < N − 2/(p − 1). Then there
exist K > 0 and t0 ∈ (0, T˜ ) such that
u(ξ, t) ξkG(ξ, t) in
{
(ξ, t): ξ Kt1/2,0 < t < t0
}
, (2.2)
where
G(ξ, t) = 1
(4πt)N/2
exp
(
−ξ
2
4t
)
in [0,∞)× (0,∞).
Proof. Putting uε(ξ, t) = ξkGε(ξ, t) with Gε(ξ, t) ≡ G(ξ, t + ε) for ε > 0, we have
(uε)t = (uε)ξξ + N − 1
ξ
(uε)ξ + C1
ξ2
uε
+ ξ
k−2
t + εGε(ξ, t)
[
kξ2 − {k(N − 2 + k)+C1}(t + ε)].
Therefore there is K0 > 0 independent of ε such that
(uε)t  (uε)ξξ + N − 1
ξ
(uε)ξ + C1
ξ2
uε (2.3)
for (ξ, t) with ξ  K0(t + ε)1/2. Since u(K0(t + ε)1/2, t)  uε(K0(t + ε)1/2, t) for t ∈ (0, t0)
with some t0 ∈ (0, T˜ ), we obtain u(ξ, t)  uε(ξ, t) for (ξ, t) with ξ  K0(t + ε)1/2 and
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K = 2K0. 
Putting
v(η, τ ) = t 1p−1 u(ξ, t)
with η = t−1/2ξ and τ = log t for a solution u of (1.2), we have
vτ = vηη + N − 1
η
vη + η2vη +
1
p − 1v + v
p in (0,∞)× (−∞, τT˜ ) (2.4)
with τT˜ = log T˜ . It is immediate that ϕ∞ defined by (1.5) is also a steady state of (2.4).
Let Lqs be the space of radially symmetric functions f in RN such that
∞∫
0
∣∣f (η)∣∣qηN−1 exp(η2
4
)
dη < +∞
for q  1, and let H 1s = {f ∈ L2s : f ′ ∈ L2s }.
We now consider an eigenvalue problem
φ′′ + N − 1
η
φ′ + η
2
φ′ + 1
p − 1φ +
pc
p−1∞
η2
φ = −μφ in H 1s . (2.5)
The left-hand side is the linearized operator of (2.4) at ϕ∞. The following result is immediate
from [13, Proposition 3.1].
Proposition 2.1. If p > pJL, then the spectrum of (2.5) consists of countable eigenvalues. For
j = 0,1,2, . . . , let μj and φj be the j th eigenvalue of (2.5) and the eigenfunction corresponding
to μj normalized in H 1s such that φj (η) > 0 near η = 0, respectively. Then for j = 0,1,2, . . . ,
it holds
μj = α +N2 −
1
p − 1 > 0
and
φj (η) = djη−|α| + o
(
η−|α|
)
as η → 0
with some dj > 0, where
α = −(N − 2)+
√
β2 − 4(p − 1)cp−1∞
2
(2.6)
with β = N − 2 − 4/(p − 1).
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Proof of Theorem 1.1. On the contrary, we assume that u ≡ u in (0,∞) × (T , T˜ ). We may
suppose without loss of generality that T = 0. Let v and v be the solutions of (2.4) corresponding
to u and u, respectively, and put V = v − v. Then V  0, V ≡ 0 in (0,∞) × (0, T˜ ) by the
minimality of proper solution and V satisfies
Vτ = Vηη + N − 1
η
Vη + η2Vη +
1
p − 1V + v
p − vp in (0,∞)× (−∞, τT˜ ),
where τT˜ = log T˜ . Therefore it follows from (1.6) and (1.7) that
Vτ  Vηη + N − 1
η
Vη + η2Vη +
1
p − 1V +
pc
p−1∞
η2
V + pCp−1eτV (2.7)
in (0,∞)× (−∞, τT˜ ). Take k, ε with
N − 2
p − 1 − 2μ1 < k <N −
2
p − 1 and 0 < ε < μ1 −
(
N
2
− 1
p − 1 −
k
2
)
.
From Lemma 2.1 and Proposition 2.1, the function V (η, τ )φ1(η)ηN−1 exp(η2/4) is integrable
with respect to η in (0,∞) for τ ∈ (−∞, τT˜ ). Multiplying (2.7) by φ1(η)ηN−1 exp(η2/4) and
integrating by part over (0,∞) yields
d
dτ
∞∫
0
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dη
−(μ1 − pCp−1eτ ) ∞∫
0
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dη
−(μ1 − ε)
∞∫
0
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dη
for τ  τ0 with some τ0 < 0 by Proposition 2.1. Therefore there exist C1 > 0 and τ1  τ0 such
that
∞∫
0
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dη C1e−(μ1−ε)τ for τ  τ1. (2.8)
Let K > 0 be the constant in Lemma 2.1. Since
V (η, τ ) C˜
(
η
− 2
p−1 + e τp−1 ) for η > 0 and τ  τ˜T
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K∫
0
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dη C2 for τ  τT˜ . (2.9)
By Lemma 2.1, we have
V (η, τ ) 1
(4π)N/2
e
( 1
p−1 −N2 + k2 )τ ηk exp
(
−η
2
4
)
for ηK and τ  τ2
with some τ2  τ1. Thus there exists C3 > 0 such that
∞∫
K
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dηC3e(
1
p−1 −N2 + k2 )τ for τ  τ2. (2.10)
It follows from (2.9) and (2.10) that
∞∫
0
V (η, τ )φ1(η)η
N−1 exp
(
η2
4
)
dη 2C3e(
1
p−1 −N2 + k2 )τ for τ  τ3 (2.11)
with some τ3  τ2. This contradicts (2.8) by the choice of k and ε. This completes the proof. 
3. On the braid group theory
We first summarize fundamental properties of the braid group for readers’ convenience. Let
G be the braid group of three strands. Denote by X,Y the generators of G as in Fig. 1 and by I
the trivial braid in G (see Fig. 2).
Fig. 1.
Fig. 2.
It is well known that Artin’s formula
XYX = YXY (3.1)
is valid. It follows from (3.1) that
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= Y 2XY 2X = XYXYXY = YXYXYX. (3.2)
For A,B ∈ G, we say that A is equivalent to B , i.e., A ∼ B if A is modified to B by applying
(3.1) at most finitely many times. In other words, A ∼ B iff A is topologically equivalent to B .
A ∈ G is called a positive braid if it contains neither X−1 nor Y−1. Denote by G+ the semigroup
of positive braids in G. For A ∈ G+, denote by (A) the number of intersections included in A.
If A ∼ B for A,B ∈ G+, then (A) = (B) [5].
Let X ,Y be the following two matrices:
X =
(−t t
0 1
)
, Y =
(
1 0
1 −t
)
with t ∈ R. For A = Xi1Y j1Xi2Y j2 · · ·XinY jn ∈ G with integers ik, jk for k = 1,2, . . . , n, let
A=X i1Yj1X i2Yj2 · · ·X inYjn . Then A is called the Burau representation of A. It is known that
A ∼ B for A,B ∈ G iff A= B for all t for their Burau representations A,B. In the rest of this
paper, we identify A and A. Since XYXYXY = t3I with the unit matrix I by easy calculation,
we see
XY 2XY 2 = YX2YX2 = XYX2YX = YXY 2XY = X2YX2Y = Y 2XY 2X
= XYXYXY = YXYXYX = t3I (3.3)
from (3.1).
Following [10] (also see [19]), we define the parabolic reduction. Let A,B ∈ G+. We say that
B is a simple parabolic reduction of A if there exist C, C˜,D, D˜ ∈ G+ with C˜ ∼ C and D˜ ∼ D
such that
A ∼ CX2D, B ∼ C˜D˜ or A ∼ CY 2D, B ∼ C˜D˜,
and denote by A1 B . If there exist A1,A2, . . . ,Ak ∈ G+ with some positive integer k such
that A1 A1 1 A21 · · ·1 Ak1 B , then B is called a parabolic reduction of A, and it is
denoted by A B .
In [5] and [6], a parabolic differential equation was related to a braid group as follows. Let
a(s), b(s) ∈ R with a(s) < b(s) for s ∈ [S1, S2]. Let v1, v2, v3 be solutions of a parabolic equa-
tion
vs = α(r)vrr + β(r)vr + f (r, v) in
(
a(s), b(s)
)
for s ∈ (S1, S2). (3.4)
Here α,β,f are smooth and α is positive for r ∈ [a(s), b(s)] and s ∈ [S1, S2] (see Fig. 3). When
vi(s) and vj (s) with i = j transversally intersect at each of their intersections, that is, any zero
of vi(s) − vj (s) is nondegenerate, let us consider these three solutions v1, v2, v3 in the space
{(∂rv, r, v): r ∈ [a(s), b(s)]} (see Fig. 4). Then (v1, v2, v3) can be regarded as an element of G+
like in Fig. 5.
The following result was obtained independently in [10] and in [19, Lemma 3.1]. For readers’
convenience, we write the proof in [19] in the final section.
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Fig. 5.
Proposition 3.1. Let A,B,H ∈ G+. If HAHB , then A B . If AH  BH , then A B .
The braids treated in [19] were constructed by three solutions given in [18]. The braids in this
paper are different from those.
Lemma 3.1. Let Ak,,m = Y 2mX2−1Y 2k and Bk = XY 2kXY 2X for positive integers k, ,m.
Then Ak,,m  Bk .
Proof. On the contrary, assume that Ak,,m Bk . Then it follows from (3.3) that
Y 2mX2−1Y 2k  XY 2k−2Y 2XY 2X = t3XY 2k−2.
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Y 2mX2−1Y 2  X2Y 2XY 2
and hence
Y 2mX2−2  X2Y 2.
Since the braids contain neither XYX nor YXY , X2 and Y 2 are removed ( − 2) times and
(m− 1) times, respectively in the process of the parabolic reduction. In such a way, we get
Y 2X2 = X2Y 2. (3.5)
On the other hand, we see Y 2X2 = X2Y 2 by easy calculation, which contradicts (3.5). This
completes the proof. 
4. Proof of Theorem 1.2
For a solution u of (1.2) and Tˆ > 0, put
w(r, s) = (Tˆ − t) 1p−1 u(ξ, t)
with r = (Tˆ − t)−1/2ξ and s = − log(Tˆ − t). Then w satisfies⎧⎪⎨⎪⎩
ws = wrr + N − 1
r
wr − r2wr −
1
p − 1w +w
p in (0,∞)× (sTˆ ,∞),
w
(
r, sTˆ
)= Tˆ 1/(p−1)u0(Tˆ 1/2r) in [0,∞), (4.1)
where sTˆ = − log Tˆ .
We note that ϕ∞ is also a singular steady state of (4.1). Let Lqw be the class of radially sym-
metric functions f on RN with
∞∫
0
∣∣f (r)∣∣qrN−1 exp(− r2
4
)
dr < +∞
for q  1, and let H 1w = {f ∈ L2w: f ′ ∈ L2w}. We consider an eigenvalue problem
ψ ′′ + N − 1
r
ψ ′ − r
2
ψ ′ − 1
p − 1ψ +
pc
p−1∞
r2
ψ = −λψ in H 1w. (4.2)
The left-hand side is the linearized operator of (4.1) at ϕ∞. The following was shown in [7,8]
(also see [13]): if p > pJL, then the spectrum of (4.2) consists of countable eigenvalues and the
j th eigenvalue λj is given by
λj = α + 1 + j for j = 0,1,2, . . . . (4.3)2 p − 1
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ψj (r) = cj r−|α| + o
(
r−|α|
)
as r → 0 (4.4)
and
ψj (r) = c˜j r2λj−
2
p−1 + o(r2λj− 2p−1 ) as r → ∞ (4.5)
with some constants cj > 0 and c˜j , where α is the constant in (2.6).
For a > 0, let ϕa be the solution of⎧⎨⎩ϕ′′ +
N − 1
ξ
ϕ′ + ϕp = 0 in (0,∞),
ϕ(0) = a, ϕ′(0) = 0.
(4.6)
It was shown in [9] that if p > pJL, then ϕa is increasing with respect to a and
ϕa(ξ) = ϕ∞(ξ)− k(a)ξ−|α| + o
(
ξ−|α|
)
as ξ → ∞ (4.7)
for some k(a) > 0, where α is the constant in (2.6). The following was given in [7,8] (also
see [14]).
Proposition 4.1. Let p > pJL. Then for any nonnegative integer  with λ > 0 there exists a
solution w of (4.1) with initial data w(sTˆ ) ∈ L∞ having  intersections with ϕ∞ which satisfies
the following for some constants K > 0,0 < σ < 1/2:
(i) Let
γj = 2λj
(p − 1)|α| − 2 and ηj =
(p − 1)γj
2
for j = 0,1,2, . . . . (4.8)
Let c be the constant in (4.4) with j =  and ϕ ,ϕ be the solutions of (4.6) with k(a) =
k , k in (4.7) for k , k with k  > c > k , respectively. Then it holds
eγsϕ

(
eηsr
)
<w(r, s) < e
γsϕ
(
eηsr
)
for r ∈ [0,Ke−ηs] and s  sTˆ ;
(ii) For sufficiently small ε > 0, it holds
∣∣w(r, s)− {ϕ∞(r)− e−λsφ(r)}∣∣ εe−λs(r−|α| + r2λ− 2p−1 )
for r ∈ [Ke−ηs, eσs] and s  sTˆ .
The following result was obtained as Lemma 4.1 in [19] based on Proposition 4.1.
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a, ε, b, Tˆ > 0 there exists a solution w of (4.1) obtained in Proposition 4.1 such that
(1 − ε)ϕ∞(r) < w(r, s) < (1 + ε)ϕ∞(r) (4.9)
for r ∈ [a, bes/2] and s  sTˆ .
The following result on blowup profile was given as Lemma 2.4 of [18].
Proposition 4.3. Let p > pJL. If u is a solution of (1.2) with z(u0 − ϕ∞) < +∞ which blows up
at t = T , then u(T ) ≡ ϕ∞, where u(T ) is the blowup profile defined by u(ξ,T ) = limt↗T u(ξ, t)
for ξ > 0.
We prepare a lemma which plays an important role in the proof of Theorem 1.2. The situation
considered in Lemma 4.1 does not occur for minimal L1-solutions.
Lemma 4.1. Let p > pJL. Let u be a limit L1-solution of (1.2) with z(u0 − ϕ∞) < ∞ which
loses 2m intersections with ϕ∞ at ξ = 0 at blowup time t = T < T˜ for some positive integer
m  1. Suppose that M zeros of u(t) − ϕ∞ appear from ξ = 0 just after t = T and exist for
t ∈ (T ,T + δ) with some δ > 0 sufficiently small and some positive integer M . Then M is odd.
Proof. On the contrary, suppose that M is even. Put Tˆ = T + δ and S0 = − log(Tˆ − T ). Let
w be a solution of (4.1) corresponding to u. Denote by ri(s) the ith zero of w(s) − ϕ∞ for s ∈
[sTˆ , S0) for positive integer i. Take a positive integer k with λ2k > 0. Let w˜ be a solution of (4.1)
obtained in Proposition 4.1 corresponding to 2k. Denote by r˜i (s) the ith zero of w˜(s) − ϕ∞ for
s ∈ [sTˆ ,∞) for positive integer i. For a function f ≡ 0 on [0,R) with R > 0, let z(f ;0,R) be the
supremum over all j such that there exist 0 ξ1 < ξ2 < · · · < ξj+1 <R with f (ξi) ·f (ξi+1) < 0
for i = 1,2, . . . , j .
By Propositions 4.1–4.3, there exist d1 > 0 , s0 ∈ [sTˆ , S0) sufficiently close to S0 and τ > 0
such that (see Fig. 6):
(i) w(0, s0) > w˜(0, s0 + τ);
(ii) z(w(s0) − ϕ∞;0, es0/2d1) = 2m and all zeros of w(s0) − ϕ∞ in (0, es0/2d1) are less than
r˜1(s0 + τ);
(iii) all zeros of w(s0)− w˜(s0 + τ) in (0, es0/2d1) are between r2m(s0) and r˜1(s0 + τ);
(iv) w(es/2d1, s) < w˜(es/2d1, s + τ) < ϕ∞(es/2d1) for all s ∈ [s0,∞).
Let {un} be an approximating sequence of u, and let wn be a solution of (4.1) associated with un.
Denote by Rn,i(s) the ith zero of wn(s) − ϕ∞ for positive integer i. The conditions (i)–(iv) are
valid for w and ri(s0) replaced by wn and Rn,i(s0) for sufficiently large n, respectively since the
convergence of un to u in C2loc(([0,∞)×[0, T˜ ))\{(0, T )}) as n → ∞ by the parabolic regularity
theory. By the hypothesis and Proposition 4.1, there exists s1 > S0 such that (see Fig. 7):
(I) wn(0, s1) < w˜(0, s1 + τ);
(II) z(wn(s1) − ϕ∞;0, es1/2d1) = M˜ with some even integer M˜ M and all zeros of wn(s1) −
ϕ∞ in (0, es0/2d1) are larger than r˜2k(s1 + τ).
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We now translate the above situations at s = s0 and s = s1 into braids. Let Ak,,m and Bk
be the braids in Lemma 3.1, where 2 − 1 = z(wn(s0) − w˜(s0 + τ);0, r˜1(s0 + τ)). Then Ak,,m
equals the braid constructed by wn(s0), w˜(s0 + τ),ϕ∞ in [0, es0/2d1] (see Fig. 8).
On the other hand, Bk is a parabolic reduction of the braid constructed by wn(s1), w˜(s1 + τ),
ϕ∞ in [0, es1/2d1]. Here we leave one of zeros of wn(s) − w˜(s + τ) which disappear at
r = 0 in the process from s = s0 to s = s1 in the braid. It gives no effect to other parts (see
Fig. 9).
Therefore we get Ak,,m Bk , which contradicts Lemma 3.1. This completes the proof. 
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We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. Let u be a limit L1-solution of (1.2) which blow up at t = T < T˜ .
According to [11, Corollary 3.3], there exists C > 0 such that
u(ξ, t) C
(
ξ
− 2
p−1 + 1) for ξ > 0 and t ∈ [0, T˜ ). (4.10)
We have the following two cases:
(I) u(t)− ϕ∞ loses odd number of zeros at ξ = 0 at t = T ;
(II) u(t)− ϕ∞ loses even number of zeros at ξ = 0 at t = T .
In the case of (I), let u be the proper solution of (1.2) with the same initial data as u. Then it
was shown in the proof of Theorem 4.1 in [20] that
u(ξ, t) > ϕ∞(ξ) for ξ ∈ (0, d0) and t ∈ [T ,T + δ0]
with some d0, δ0 > 0 sufficiently small and that this is impossible. Therefore it suffices to treat
the case of (II).
We divide the case of (II) into three cases:
(II.1) u(ξ, t) < ϕ∞(ξ) for ξ ∈ (0, d1) and t ∈ [T ,T +δ1] with some d1, δ1 > 0 sufficiently small;
(II.2) k1 zeros of u(t)−ϕ∞ appear from ξ = 0 just after t = T and exist for t ∈ (T ,T + δ2) with
some δ2 > 0 sufficiently small and some positive odd integer k1;
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some δ3 > 0 sufficiently small and some positive even integer k2.
In the case of (II.2), we can take T1, T2 ∈ (T ,T + δ2) and d2 > 0 such that u(ξ, t) > ϕ∞(ξ)
for ξ ∈ (0, d2) and t ∈ [T1, T2]. This is essentially the same as in the case of (I), so the case of
(II.2) does not occur.
By Lemma 4.1, the case of (II.3) is impossible. Therefore only the case of (II.1) remains
valid, and hence u satisfies the assumption of Theorem 1.1. Applying Theorem 1.1 completes
the proof. 
5. Proof of Proposition 3.1
We write the proof of Proposition 3.1 for readers’ convenience.
Proof of Proposition 3.1. We first note that for A ∈ G+ there exists A˜ ∈ G+ such that
AXYX = XYXA˜. Indeed, if (A) = 1, then the assertion is trivial from (3.1). Suppose that the
assertion is valid if (A) k. Let A ∈ G+ with (A) = k + 1. If A = XA∗ with A∗ ∈ G+, then
AXYX = XA∗XYX = XXYXA˜∗ = XYXYA˜∗ for some A˜∗ ∈ G+. If A = YA∗ with A∗ ∈ G+,
then AXYX = YA∗XYX = YXYXA˜∗ = XYXXA˜∗ for some A˜∗ ∈ G+. Therefore the assertion
holds for any A ∈ G+.
Let Λ= {A ∈ G+: A contains XYX}. We prove that{
XA1 XB ⇒ A1 B,
YA1 YB ⇒ A1 B. (5.1)
It is immediate if (B) = 1. Suppose that (5.1) holds if (B) k. Let (B) = k + 1 and XA1
XB . Then there exist C, C˜,D, D˜ ∈ G+ with C ∼ C˜ and D ∼ D˜ such that
XA = CX2D, XB = C˜D˜ or XA = CY 2D, XB = C˜D˜.
The following cases are possible:
(i) C = XC1, C˜ = XC˜1 with C1, C˜1 ∈ G+;
(ii) C = XC2, C˜ = Y C˜2 with C2, C˜2 ∈ G+;
(iii) C = YC3, C˜ = XC˜3 with C3, C˜3 ∈ G+;
(iv) C = YC4, C˜ = Y C˜4 with C4, C˜4 ∈ G+.
In the case of (i), we have
XA = XC1X2D, XB = XC˜1D˜ or XA = XC1Y 2D, XB = XC˜1D˜.
Multiplying these equalities by t−3YX2YX from the left yields
A = C1X2D, B = C˜1D˜ or A = C1Y 2D, B = C˜1D˜.
This implies A1 B . In the case of (ii), we see XC2, Y C˜2 ∈ Λ since XC2 ∼ Y C˜2, and hence
there exists C2 ∈ G+ such that C˜ = Y C˜2 = XC2. Therefore it is reduced to the case of (i). We
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hence there exist A˜, B˜ ∈ G+ such that
XA = XYXA˜ and XB = XYXB˜.
Then it holds
A = YXA˜ and B = YXB˜. (5.2)
We also get
YXYA˜ = YC4X2D, YXYB˜ = Y C˜4D˜ or YXYA˜ = YC4Y 2D, YXYB˜ = Y C˜4D˜
and hence
XYA˜ = C4X2D, XYB˜ = C˜4D˜ or XYA˜ = C4Y 2D, XYB˜ = C˜4D˜.
This yields XYA˜1 XYB˜ . Since (Y B˜) = k, it holds Y A˜1 Y B˜ . Since (B˜) = k, we have
A˜1 B˜ and hence A1 B from (5.2). The second statement of (5.1) is similarly shown.
We next suppose that {
XA XB ⇒ A B,
YA YB ⇒ A B (5.3)
if (A) − (B)  2m. Let XA  XB and (A) − (B) = 2(m + 1). Then there exist
A1,A2, . . . ,Am ∈ G+ such that
XA1 Am1 Am−11 · · ·1 A11 XB.
It is easily seen that if Aj = XA˜j with some A˜j ∈ G+ for some 1  j m, then A Aj and
Aj  B and hence A B since (A) − (Aj )  2m and (Aj ) − (B)  2m. Therefore we
may assume that Aj = YAj for some Aj ∈ G+ and YAj /∈ Λ for j = 1,2, . . . ,m.
We show that (5.3) with (A)− (B) = 2(m+ 1) holds if (B) = 1. Let XAXB for such
A,B . If B = Y , then YA1 ∈Λ. This contradiction implies B = X. Then it holds
YAn = Y 2i1X2j1Y 2i2X2j2 · · ·Y 2iN(n)X2jN(n) (5.4)
for some nonnegative integers iν, jν for 1 ν N(n) with 2(i1 + j1 + i2 + j2 + · · · + iN(n) +
jN(n)) = 2(n+ 1) for 1 nm. Indeed, it is trivial for n = 1 since YA1 = Y 2X2. Suppose that
(5.4) is valid for n. From YAn+1 1 YAn, there exist C∗,C∗,D∗,D∗ ∈ G+ with C∗ ∼ C∗ and
D∗ ∼ D∗ such that
YAn+1 = C∗X2D∗, YAn = C∗D∗ or YAn+1 = C∗Y 2D∗, YAn = C∗D∗.
Since YAn cannot been equivalently deformed to different form, (5.4) for n + 1 is only the
possibility for YAn+1 to satisfy YAn+1 /∈Λ. Therefore (5.4) is true for 1 nm.
There exists A ∈ G+ such that XA = XYX2A. In fact, XA is equivalent to a representation
Z obtained by setting X2 or Y 2 somewhere in YAm so that XA ∈ Λ by the same argument
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Y 2i1−2X2j1 · · ·Y 2iN(m)X2jN(m) = XYXA′ for some A′ ∈ G+, then
XA = Y 2XYXA′ = YXYX2A′ = XYX3A′.
If not so, then j1  1 and
XA = YX2YX2j1Y 2i2X2j2 · · ·Y 2iN(m)X2jN(m)
= YXYXYX2j1−1Y 2i2X2j2 · · ·Y 2iN(m)X2jN(m)
= XYX2YX2j1−1Y 2i2X2j2 · · ·Y 2iN(m)X2jN(m) .
Therefore it holds Y 2XYA = XYX2A = XA  YA1 = Y 2X2. Since (Y 2XYA) −
(Y 2X2) = 2m, we get YA  X. Since XA = XYX2A, we obtain A = YX2A 1 YA 
X = B .
Suppose that (5.3) with (A) − (B) = 2(m + 1) is true if (B)  k. Let XA XB and
(B) = k + 1. Since YA1 1 XB , there exist E, E˜,F, F˜ ∈ G+ with E ∼ E˜ and F ∼ F˜ such
that
YA1 = EX2F, XB = E˜F˜ or YA1 = EY 2F, XB = E˜F˜ .
If E = XE1 with E1 ∈ G+, then YA1 = XE1X2F , which contradicts YA1 /∈ Λ. Therefore we
get E = YE2 with E2 ∈ G+. Then E˜ divides into two cases:
(I) E˜ = XE˜2 with E˜2 ∈ G+;
(II) E˜ = Y E˜3 with E˜3 ∈ G+.
In the case of (I), we see YE2 ∈Λ from YE2 ∼ XE˜2, and hence YE2 = XE2 for some E2 ∈ G+.
Then it holds YA1 = XE2X2F or YA1 = XE2Y 2F . This contradiction excludes the case of (I).
In the case of (II), it holds XB = YXYB for some B ∈ G+ by XB ∈Λ. Since XA1 YAm,
there exist P,Q, P˜ , Q˜ ∈ G+ with P ∼ P˜ and Q ∼ Q˜ such that
XA = PX2Q, YAm = P˜ Q˜ or XA = PY 2Q, YAm = P˜ Q˜.
If P˜ = XP1 for some P1 ∈ G+, then YAm ∈ Λ. This contradiction implies P˜ = Y P˜2 with
P˜2 ∈ G+. Then we have two cases:
(1) P = XP3 with P3 ∈ G+;
(2) P = YP4 with P4 ∈ G+.
In the case of (1), we see P˜ ∈Λ, which contradicts YAm /∈Λ. Thus only the case of (2) is pos-
sible. Then we have XA = YP4X2Q or XA = YP4Y 2Q and hence XA = YXYA with some
A ∈ G+. Therefore it holds YXYA1 YAm1 · · ·1 YA1 1 YXYB and hence XYA1
Am 1 · · · 1 A1 1 XYB . Since (YB) = k, we get YA  YB and (YA) − (YB) =
2(m+ 1), which implies A B since (B) = k − 1. Thus it holds A = YXA YXB = B .
We can similarly show the second assertion of (5.3). This completes the proof of the first
statement of this lemma. The second statement is proved in the same say as above. 
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