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Abst rac t - -The  present paper investigates the properties of the expected number of real zeros and 
/(-level crossings of random trigonometric polynomials al sin 0 + a2 sin 20 +..  • + an sin n0, where aj, 
j = 1, 2,..., n are independent ormally distributed random variables. It is shown that the result for 
K = 0 remains valid for any K such that K = O(n ~) where 0 < a < 1/2 is a constant. 
1. INTRODUCTION 
It is now three centuries since classical work on the study of the mathematical  behaviour of 
random polynomials was initiated. The work can be traced back to lectures on algebra by 
Isaac Newton [1] in 1707 which involved studies of the Rule of Signs. Since then there has 
been continuous works in this field which are of interest, as they provide examples of the use of 
probabilistic and statistical ideas in looking at pure mathematical  problems. In an interesting 
article, Holgate [2] gives a comprehensive review of the historical background of the subject. 
Modern work on the subject, prompted by Rice [3] in an applied context and by Kac [4] for 
a theoretical aspect, has grown and flourished vigorously. A formula for the expected number 
of real roots of a random polynomial presented by Kac and later highlighted by Rice is today 
commonly known as the Kac-Rice formula. The generalized form of this formula to a mean zero 
Gaussian process gives the expected number of real roots x in the interval (a, b) of P(x) = K for 
any  constant K as 
ENK(a, b) = Ii(a, b) + I2(a, b), 
where 
11(a,b) = ~ exp 2A 2 dx, 
I2 (a ,b )=~b( -~) lKC]A-3exp( -2K- - -~2)er f (~)  dx, 
and 
A 2 = var{P(x)},  B 2 = var{P'(x)},  
C = cov{P(x),  P ' (x)},  A2 = A2B2 _ C2" (1.1) 
The above formula could be obtained directly from Kac [4], or on the other hand, could be seen 
as a special case of a formula for the expected number of level crossings of a stochastic process 
presented by Cram4r and Leadbetter [5] (see, for example, [6]). Therefore, (1.1) is applicable 
to any type of random polynomials which could be looked upon as a nonstat ionary stochastic 
process. 
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An upper bound for the number of real roots of any integral function T(z)  of the complex 
variable z in the circle Iz[ < e is known as Jensen's theorem. A consequence of this theorem is 
that for any T(z) such that T(0) ~t 0, the number of real roots in the circle, denoted by N(e), 
satisfies 
which leads to 
f2e fO2e r - iN ( r )  dr <_ r - iN ( r )  dr 
f2~r i T(2eeiZ) 
-< (2 )-1Jo log dx, 
f2~r i T(2e@x) 
N(e) < (27flog2) - l  j0 log ~ dx. (1.2) 
The Kac-Rice formula (1.1) together with (1.2) were the main contributors to obtaining the 
expected number of real zeros and level crossings of random polynomials. 
Let a s =_ aj(w), j = 0, 1, 2 , . . . ,  n be a sequence of independent ormally distributed random 
variables with mean # and variance one, defined on a probability space (f~,.4, Pr). There has 
been considerable attention given to the random algebraic polynomial defined as 
n-1 
P(x) = E asxS" (1.3) 
S=o 
Kac [4] showed asymptotically for # = 0 that, for all sufficiently large n in the interval (-0% e~), 
only (2/rn) log n proportion of roots of P(x) = 0 are real. For # # 0, this proportion is reduced 
by half to (1/Trn)logn of the total roots; see, for example, [7]. For the real roots of P(x)  = K 
for any increasing level Kn - K, such that (K2/n) ---* 0 as n ---* c~, this proportion is reduced in 
the interval (-1, 1) to (1/~rn)log(n/K 2) of the total roots and remains the same as (1/zrn)log n
of the total roots in (-c~, -1)  u (1, oo); see, for example, [6]. 
The only known results concerning the trigonometric case are for 
T(O) = E as cos j0, 0 < 0 < 21r. (1.4) 
j=l 
Dunnage [8] showed that 1 /v~ fraction, a much larger proportion than the algebraic polynomial, 
of the total roots are real. He obtained EN(O, 21r) ~ 2n/x/3, for n sufficiently large. Use has 
been made of the algebraic representation f (1.4) as 
T(8) = ajy n+j + ajy n- j  
[j=l j=l 
= ~ aj (y2j + 1) y--S, 
S=l 
(1.5) 
where y = exp(i0), which shows that T(0) = 0 has at most 2n roots; see also [9, p. 104]. The above 
asymptotic formula for the trigonometric polynomial persists when the mean of the coefficients 
are nonzero or when the expected number of K-level crossings, ENK,  for any K = o(v/-n) is 
considered. 
However, there is no literature on the behaviour of the random polynomial 
n 
q(e) = sinjO, 0 < e < (1.6) 
j=l 
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I t  is not obvious that  the results obtained for T(0) are valid for Q(O). The algebraic representat ion 
in the form of (1.5) for Q(0) is 
y-n)  n 
Q(O)= ~ Eay(Y2Y-1) Yn-3' 
j= l  
and there is no simple change of variable that  will lead from Q(O) to T(O). As far as proofs 
are concerned, the sin polynomial has a zero at the origin. This makes the direct appl ication 
of Jensen's theorem impractical, as in the latter theorem it is necessary to assume Q(O) # O. 
Therefore, it is of special interest to study the behaviour of Q(O). To this end, we prove the 
following theorems. 
THEOREM 1. I f  the coefficients of Q(O) in (1.6) are independent normally distributed random 
variables with mean zero and variance one, then the mathematical expectation of the number of 
real zeros of Q(O) satisfies 
2n 
EU0(0, 27r) ~ ~.  
THEOREM 2. With the same assumption for the coefficients of Q(O) as in Theorem 1, then for 
Kn = K = O(n ~) where 0 < a < 1/2 is a constant, the mathematical expectation of the number 
of real roots of the equation Q(8) = K satisfies 
2n r~2a ) ENK(O, 2;r) = --~ + 0 (n 1/2 + . 
2. PROOF OF THEOREMS 
PROOF OF THEOREM 1. In order to evaluate the expected number of real zeros, we divide the 
real zeros into two groups: 
(i) those lying in the intervals (0, e), (Tr - e, 7r + e), and (27r - e, 21r), and 
(ii) those lying in the intervals (G zr - e), Qr + e, 27r - e). 
For zeros (i), which it so happens are negligible, we use Jensen's theorem (1.2). In order to avoid 
difficulties that  will arise from the fact that  Q(0) = 0, we apply Jensen's theorem to Q(O)/O 
rather than Q(O) and acknowledge that  we underest imate the number of real zeros by one. For 
zeros (ii), we use the Kac-Rice formula (1.1). The e chosen should be small enough to make the 
zeros of type (i) negligible, while it should be large enough to allow the calculations of zeros of 
type (ii) to be possible. We will see that  e = n -1/2 satisfies both above requirements. 
Let 
S(0) = sin(2n + 1)0 
sin0 (2.1) 
Then, since for e < 0 < 7r - e or zr + e < O < 27r - ¢, we have IS(0)[ < (sin e) -1, we can obtain 
Further,  we can easily show 
and 
S'(0) = (2n + 1)cos(2nsin +0 1)0 cot 0S(0) = O (n )  , (2.3) 
S"(0) = - (2n  + 1)2S(0) - (2n + 1) cos 0cos(2n + 1)0 sin 2 0 
- eotSS'(O) - sin-2 0S(O) = o ( n--~e ) . (2.4) 
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Hence, we can obtain estimates for the moments of Q(O) as follows. From (2.2), (2.4), and (2.3), 
respectively, we get 
and 
A2 E sin2 jo - n {S(0) - 1} n = = ~ + o , (2.5) 
j=l 
B2 =E j2cos2 jO  = n(n+l ) (2n+l )  S"(O) n 3 
12 16 T , ( ) 2 .6  
j=l 
C = ~js in jecos je  = = ___S'(e) = O . (2 .7 )  
8 
j= l  
Also, from (2.5)-(2.7) and since e = n -1/2, we obtain 
= --~ +0 
Therefore, from (1.1) and (2.5)-(2.8), we obtain 
j ' -¢ (  A ) n ( ) 
ENo(e ,~r -e )= ~ dO=-~+O n 1/2 . 
(2.8) 
Now we find an upper limit for the expected number of real zeros in the intervals (0, e), (zr - e), 
and (21r - e, 21r). It suffices only to consider the interval (-e,  e). We apply Jensen's theorem (1.2) 
to the random integral function of the complex variable z, 
Q(z,w) = ~n sinjz 
z A-~aJ z j=l 
This is to avoid the difficulties that arise in the application of Jensen's theorem that assumes 
Q(0) ~ 0. Indeed, in doing so we are deleting a real zero at the origin, which we will include 
later. Let N(r)  - N(r ,w)  denote the number of real zeros of Q(z ,w) /z  -- 0 in Izl < r. Then, 
from (1.2), we have 
The distribution of [aj[ is 
f 2~r I 
/V(e) < (2~rlog2)-l Jo log: 
< (21r log2) -1 log 
< (27r log 2) -1 f2~ log 
J0 
Q (2~e ~°) ~ ~ 
2eei o dO 
j= l  
n 7~ 
e 2n~ ~=1--~ laJ[ ~ aj dO 
ne2n ~ max2e [ajl j=l ~ aj dO. 
F(x) = exp - dr, x >_ O; 
O, x < O, 
and so, for any positive v and all sufficiently large n 
Pr(maxlajl  > ne") < nPr( la l  I > ne") = n exp - dt 
J ~e v 
(2.10) 
(2.11) 
(2.9) 
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Also, since the distribution function of ~jn__ 1 aj(w) is 
G(x) = (27rn)-l/2 / f f  exp ( -  t~---~) dt, 
we can see that for any positive u _< n 
Pr ( ± ) /i -e  -~ _< ay < e -~ = (2rn) -1/2 exp 
j= l  e -~ i -~n dt < T-ne-P (2.12) 
Therefore, from (2.10)-(2.12), we obtain 
N(~) < (log2)-l {log (~)  + 2ne + 2u} 
outside an exceptional set of measure at most 
(2.13) 
Now we choose e = n -1/2. Then, from (2.13) and for all sufficiently large n, we have 
(~)  ( n222" )Pr {N(e) > 3ne + 2u} _< 2 e-" + exp -u  (2.14) 
Let n' = [3x/~] be the integer part of 3x/~; then from (2.14) and for all sufficiently large n, we 
obtain 
EN(e) = E Pr{Y(e) >_ j} 
j>0 
= E Pr{Y(e) > j} + ZPr{N(e)  > n' +y} 
0<j<~' j>0 (2.15) 
-<n'÷(-~n) Ee - J /2÷Eexp(  j2 n~ j )  
j>0 j>0 
= o(v~). 
Finally, from (2.9) and (2.15), we have 
n 
EN(o, ~) = -~ + O( v~), 
which completes the proof of Theorem 1. 
PROOF OF THEOREM 2. To avoid duplication in the following, we point out the modifications 
necessary to obtain the proof of Theorem 2. From (1.1) and (2.5)-(2.8), we have 
Ii(e, l r -e )= n 1+O 1 exp - n +O , 
and 
(2.16) 
I2(e, Tr - e) = 0 Ken 1/2 exp - - -  + O (2.17) 
n ~e " 
Hence, from (1.1), (2.16), and (2.17) for K = O(n ~) where 0 < a < 1/2, and by choosing 
e = n -1/2, we obtain 
n ( ) ENK(e, zc-e) = ENK(lr +e, 2~r-e) = -~ +O n 1/2 ÷n 2~ . (2.18) 
W& 9si -¢  
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However, for K bounded away from zero, we could apply Jensen's theorem directly to the 
random integral function of the complex variable z of the form T(z ,w)  - K .  We denote, as 
before, Ng(r )  ---- Ng( r ,w)  the number of real zeros of this function in Iz] < r. Then, by (1.2), 
and since K is bounded away from zero 
/o 2~ {T (2ee ix ) -K}  
NK(e)  < (2zrlog2) -1 log K dx 
/o 2~ {ne2n~maxlaj l  - K}  
< (2~r log 2) -1 log K dx 
< (log2) -1log { 2exp(2n  + ") - K} 
K 
<( log2)  -1 log ( -~)  exp(2ne+ v) 
< ( log2)- l (3ne + v). 
Therefore, a similar method to (2.15) could be used, and since e = n -1/2, it will lead to 
ENK(e)  = O(x/~). (2.19) 
For K --~ 0 as n --* oG we apply Jensen's theorem to {Q(0) - K}/ (O  - K ) ,  noting that  we omit 
one real root. A method similar to that  used in (2.10) leads to (2.19). Finally, (2.18) and (2.19) 
complete the proof of Theorem 2. 
3. REMARK 
It is obvious that  random algebraic and trigonometric polynomials have distinctive behaviour. 
The algebraic has O(log n) real zeros and this is reduced when # # 0 is assumed or the K-level 
crossings are considered. The trigonometric, however, has O(n) real zeros which persist for the 
K-level crossings case. An irresistable conjecture, therefore, is that random polynomials could 
be classified according to their number of real zeros and their level crossings: the algebraic with 
O(log n) real zeros and the trigonometric with O(n) real zeros with the above distinct properties 
for each. However, the works of Das [10] and Farahmand [11] show that  the random hyperbolic 
polynomial 
n 
H(x)  = E aj cosh jx  
j=l  
has O(log n) real zeros, but level crossings with properties as in the tr igonometric ase. 
REFERENCES 
1. !. Newton, Arithmetica universalis, In The Mathematical Papers of Isaac Newton, Vol. 5 (Edited by 
D.T. Whiteside), Cambridge University Press, (1707). 
2. P. Holgate, Studies in the history of probability and statistics XLI Waxing and Sylvester on random algebraic 
equations, Biometrika 73, 228-231 (1986). 
3. S.O. Rice, Mathematical theory of random noise, Bell. System Tech. J. 25, 46-156 (1945). 
4. M. Kac, On the average number of real roots of a random algebraic equation, Bull. Amer. Math. Soc. 49, 
314-320 (1943). 
5. H. Cram6r and M.P~. Leadbetter, Stationary and Related Stochastic Processes, Wiley, New York, (1967). 
6. K. Faxahmand, On the average number of real roots of a random algebraic equation, Ann. Probab. 14, 
702-709 (1986). 
7. I.A. Ibragimov and N.B. Maslova, On the expected number of real zeros of random polynomials. II. Coeffi- 
cients with nonzero means, Theory Probab. Appl. 16, 485-493 (1971). 
8. J.E.A. Dunnage, The number of real zeros of a random trigonometric polynomial, Proc. London Math. Soc. 
16, 53-84 (1966). 
Random Polynomials 25 
9. A.T. Bharucha-Reid and M. Sambandham, Random Polynomials, Academic Press, New York, (1986). 
10. M. Das, On the real zeros of a random polynomial with hyperbolic elements, Unpublished Ph.D. Dissertation, 
India (1971). 
11. K. Farahmand, Level crossings of a random polynomial with hyperbolic elements, Proc. Amer. Math. Soc. 
(to appear). 
