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Abstract
We investigate the behavior of the homological dimensions under
recollements of derived categories of algebras. In particular, we es-
tablish a series of new bounds among the selfinjective dimension or
φ-dimension of the algebras linked by recollements of derived module
categories.
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1 Introduction
Recollements of triangulated categories were introduced by Beilinson Bern-
stein and Deligne on perverse sheaves [2], and they were extended to algebraic
setting by Cline, Parshall and Scott [6]. Roughly speaking, a recollement of
triangulated categories consists of three such categories related by sixes func-
tors. Throughout we focus on recollements of derived categories of algebras,
where all algebras are finite dimensional associative algebras over an alge-
braically closed field. It is known that recollements of derived categories
of algebras provide a very useful framework for investigating the homolog-
ical connections among these algebras. For example, Happel studied how
the finiteness of the finitistic dimension of algebras in a recollement inter-
acted on each other [11], and some authors discussed the finiteness of the
global dimension [23, 17, 1]. Recently, many experts turn to the study of the
homological properties or invariants in the framework of recollements (see
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[1, 3, 4, 16, 19, 21]). In this paper, we will investigate the behavior of the
homological dimensions under recollements of derived categories of algebras.
Global dimension and finitistic dimension are classical homological invari-
ants of an algebra, and the estimation of these invariants of algebras linked
in certain nice ways has attracted the interest of many experts. Among oth-
ers, Happel studied the global dimension of two algebras involved in a tilting
triple, showing that the difference between them is less than the projective
dimension of the tilting module [10]. Later, Keller and Kato generalized this
to derived equivalence algebras, where the difference is less than the length
of the tilting complex (see [8, Chap.12.5(b)] and [15]), and then, Pan and
Xi showed that this is also true for finitistic dimension [20]. Moreover, Chen
and Xi studied the connections between the global dimension (resp. finitis-
tic dimension) of the algebras involved in a recollement of derived module
categories. In this paper, we will observe the selfinjective dimension and
φ-dimension in recollement situation.
Let k be an algebraically closed field and ⊗ := −⊗k. Assume A is a
finite dimensional associative k-algebra, and X• is a bounded cochain com-
plex of finitely generated right A-modules, then there is a unique (up to
isomorphism) minimal projective complex P •X bounded from right such that
X• ∼= P •X in D
b(modA). We define pd(X•A) := −min{i | P
i
X 6= 0} and
sup(X•A) := −max{i | P
i
X 6= 0}. The homological width of X
• is defined as
w(X•A) := − sup(X
•
A) + pd(X
•
A). Using this notation, we estimate the right
selfinjective dimension of algebras involved in a standard recollement (see [9]
for definition).
Theorem I. Let A, B and C be algebras, and (DB, DA, DC, i∗, i∗ =
i!, i
!, j!, j
! = j∗, j∗) a standard recollement defined by X ∈ D
b(Cop ⊗ A) and
Y ∈ Db(Aop ⊗ B). Suppose Y ∗ = RHomB(Y,B). Then the following hold
true:
(a) id(CC) ≤ id(AA) + w(CX);
(b) If i∗B ∈ K
b(projA) then id(BB) ≤ id(AA) + w(YB);
(c) If i!A ∈ Kb(projB) then
id(AA) ≤ sup{id(BB) + pd(AY ) + pd(Y
∗
A), id(CC) + w(XA)}.
We mention that Theorem 1 extends the derived equivalence case of Kato
[15], and the bounds in Theorem 1 also work for the left selfinjective dimen-
sion, global dimension and finitistic dimension.
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Next, we turn to the φ-dimension, which is a new homological dimension
arising from the Igusa-Todorov function. In [14], the authors introduced two
functions φ and ψ, sending each finitely generated module to a natural num-
ber. These Igusa-Todorov functions determine new homological measures,
generalising the notion of projective dimension, and have become a powerful
tool in the understanding of the finitistic dimension conjecture [14, 22, 25].
From [12, 13], the φ-dimension of an algebra A is
φdim(A) := sup{φ(M) | M ∈ modA}.
The φ-dimension of an algebra A has a strong connection with its global
dimension and finitistic dimension: fin.dim(A) ≤ φdim(A) ≤ gl.dim(A) and
they all coincide in the case of gl.dim(A) < ∞. Moreover, the φ-dimension
can be used to describe selfinjective algebras: an algebra A is selfinjective
if and only if φdim(A) = 0 [12]. Recently, various works were dedicated
to study and generalise the properties of Igusa-Todorov function and the φ-
dimension [7, 12, 13, 18, 25]. In particular, the φ-dimension of an algebra
A was characterised in terms of the bi-functors ExtiA(−,−) and Tor
A
i (−,−)
in [7]. Using this characterization, the authors prove that the finiteness of
the φ-dimension is invariant under derived equivalence, and they also give
a bound for the φ-dimension of two derived equivalence algebras. In this
paper, we will extend this by observing the behavior of the φ-dimensions
under recollements of derived categories of algebras.
Theorem II. Let A, B and C be finite dimensional algebras, and (DB,
DA, DC, i∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) a standard recollement defined by X ∈
Db(Cop ⊗A) and Y ∈ Db(Aop ⊗B). Suppose Y ∗ = RHomB(Y,B). Then the
following hold true:
(a) φdim(C) ≤ φdim(A) + w(CX);
(b) If i∗B ∈ K
b(projA) then φdim(B) ≤ φdim(A) + w(YB);
(c) φdim(A) ≤ sup{φdim(B) + pd(AY ) + pd(Y
∗
A), φdim(C) + w(XA)}.
The paper is structured as follows. In section 2, we will recall some
necessary definitions and conventions need for the developing of the paper.
Section 3 is about the estimation of selfinjective dimension, in which Theorem
I is obtained. In section 4 we consider φ-dimension, and we prove Theorem
II.
3
2 Definitions and conventions
Let T1, T and T2 be triangulated categories. A recollement of T relative
to T1 and T2 is given by
T1
i∗=i!
// T
i∗
oo
i!
oo
j!=j∗
// T2
j!
oo
j∗
oo
and denoted by (T1,T ,T2,i
∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) such that
(R1) (i∗, i∗), (i!, i
!), (j!, j
!) and (j∗, j∗) are adjoint pairs of triangle functors;
(R2) i∗, j! and j∗ are full embeddings;
(R3) j!i∗ = 0 (and thus also i
!j∗ = 0 and i
∗j! = 0);
(R4) for each X ∈ T , there are triangles
j!j
!X → X → i∗i
∗X →
i!i
!X → X → j∗j
∗X →
where the arrows to and from X are the counits and the units of the adjoint
pairs respectively [2].
In this paper, we focus on recollements of derived categories of alge-
bras. Let A be a finite dimensional associative algebra over an algebraically
closed field k. Denote by ModA the category of right A-modules, and by
modA, projA and injA the full subcategories consisting of all finitely gen-
erated modules, finitely generated projective modules, and finitely gener-
ated injective modules, respectively. We denote by C(ModA) the category of
cochain complexes over ModA, with the usual chain map as morphism. For
∗ ∈ {nothing,−,+, b}, denote by D∗(ModA) the derived category of com-
plexes over ModA satisfying the corresponding boundedness condition. De-
note by K∗(projA) (resp. K∗(injA)) the homotopy category of of complexes
over projA (resp. injA) satisfying the corresponding boundedness condition,
and Db(modA) the bounded derived category of complexes over modA. Up to
isomorphism, the objects in Kb(projA) are precisely all the compact objects
in D(ModA). For convenience, we do not distinguish Kb(projA) from the
perfect derived category Dper(A) of A, i.e., the full triangulated subcategory
of DA consisting of all compact objects, which will not cause any confusion.
Moreover, we also do not distinguish Kb(injA) (resp. Db(modA)) from their
essential images under the canonical full embeddings into D(ModA).
Usually, we just writeDA (resp. CA) instead ofD(ModA) (resp. C(ModA)).
Furthermore, for any integers a, b with a ≤ b < ∞, we denote by D(A)[a,b]
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(resp. C(A)[a,b], K(projA)[a,b] and K(injA)[a,b]) the full subcategory of DA
(resp. CA, K(projA) and K(injA)) whose objects are X• with X i = 0 for
i /∈ [a, b].
For any object X in D−(modA), there is a unique (up to isomorphism)
minimal projective complex P •X ∈ K
−(projA) such thatX• ∼= P •X inD
−(modA).
Here, a complex is called minimal if the images of its differentials lie in the
radicals. Define pd(X•A) := −min{i | P
i
X 6= 0} and sup(X
•
A) := −max{i | P
i
X 6=
0}. The homological width ofX• is defined as w(X•A) := − sup(X
•
A)+pd(X
•
A).
Clearly, sup(X•A) <∞ if X
• ∈ D−(modA), and both w(X•A) and pd(X
•
A) are
finite if X• is compact in DA. In particular, if X ∈ modA then both w(X)
and pd(X) here are equal to the usual projective dimension ofX as a module.
The following two lemmas will be used latter.
Lemma 1. For any X• ∈ D−(modA), sup(X•A) = −max{i | H
i(X•) 6= 0}.
Proof. If sup(X•A) = −n, then P
i
X = 0, ∀ i > n. Thus, H
i(X•) = H i(P •X) = 0
for any i > n. If Hn(X•) = 0 = Hn(P •X), then the last non-zero differential
of P •X splits, which contradicts to the minimality of P
•
X . Hence, H
n(X•) 6= 0
and sup(X•A) = −n = −max{i | H
i(X•) 6= 0}.
Lemma 2. Let X• ∈ Db(modAop ⊗ B) with X•B ∈ K
b(projB) and X∗ =
RHomB(X
•, B). Then pd(BX
∗) = − sup(X•B) = − sup(AX
•) and sup(BX
∗) =
−pd(X•B) = sup(X
∗
A).
Proof. According to Lemma 1, sup(X•B) = −max{i |H
i(X•) 6= 0} = sup(AX
•).
Suppose sup(X•B) = q. Since X
•
B ∈ K
b(projB), pd(X•B) = m < ∞. Thus,
X•B is quasi-isomorphic to a minimal projective complex of the form
0 −→ P−m −→ P−m+1 −→ · · · −→ P−q −→ 0.
Therefore, BX
∗ is quasi-isomorphic to a minimal projective complex
0 −→ Qq −→ Qq+1 −→ · · · −→ Qm −→ 0,
since the functor RHomB(−, B) : K
b(projB) → Kb(projBop) is an equiva-
lence and it sends a minimal complex to a minimal one. Hence, pd(BX
∗) =
−q = − sup(AX
•) and sup(BX
∗) = −m = −pd(X•B). On the other hand,
sup(X∗A) = sup(BX
∗) by Lemma 1.
Sometimes it is convenient to work in the framework of standard recolle-
ment, where all functors are isomorphic to either derived Hom functor or
derived tensor product functor.
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Definition 1. ([9, Definition 1]) Let A,B and C be algebras. An recollement
(DB, DA, DC, i∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) is said to be standard and defined
by Y ∈ Db(Aop⊗B) and X ∈ Db(Cop⊗A) if i∗ ∼= −⊗LA Y and j!
∼= −⊗LC X .
Proposition 1. ([9, Proposition 2]) Let A,B and C be algebras, and (DB,
DA, DC, i∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) a standard recollement defined by Y ∈
Db(Aop ⊗ B) and X ∈ Db(Cop ⊗ A). Then
i∗ ∼= −⊗LA Y, j!
∼= −⊗LC X,
i∗ = RHomB(Y,−) = −⊗
L
B Y
∗, j! = RHomA(X,−) = −⊗
L
A X
∗,
i! = RHomA(Y
∗,−), j∗ = RHomC(X
∗,−),
where X∗ = RHomA(X,A) and Y
∗ = RHomB(Y,B).
Proposition 2. ([9, Proposition 3]) Let A,B and C be algebras. If DA
admit a recollement relative to DB and DC, then DA admit a standard
recollement relative to DB and DC.
Owing to Proposition 2, we will restrict our discussion on standard-
recollement in the following sections.
3 Recollement and selfinjective dimension
In this section, we focus on the selfinjective dimension of algebras involved
in a recollement. In particular, using the homological length and projective
dimension of the bimodule complexes in the standard recollement, we will
establish a series of new bounds among the selfinjective dimension of algebras
whose derived categories are involved in a recollement. In addition, we will
show that these bounds also work for the global dimension and finitistic
dimension.
Our first theorem is a generation of [15, Proposition 1.7], which says
that the difference between the selfselfinjective dimensions of two derived
equivalence algebras is less than the term length of the tilting complex. The
ideal of our proof of Theorem 1 is similar to that in [15], but additional
ingredients are needed.
Theorem 1. Let A, B and C be finite dimensional k-algebras, and (DB,
DA, DC, i∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) a standard recollement defined by X ∈
Db(Cop ⊗A) and Y ∈ Db(Aop ⊗B). Suppose Y ∗ = RHomB(Y,B). Then the
following hold true:
(a) id(CC) ≤ id(AA) + w(CX);
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(b) If i∗B ∈ K
b(projA) then id(BB) ≤ id(AA) + w(YB);
(c) If i!A ∈ Kb(projB) then
id(AA) ≤ sup{id(BB) + pd(AY ) + pd(Y
∗
A), id(CC) + w(XA)};
(a’) If j!DC ∈ K
b(injA) then id(CC) ≤ id(AA) + w(CX);
(b’) If i∗DB ∈ K
b(injA) then id(BB) ≤ id(AA) + w(YB);
(c’) If i∗DA ∈ Kb(injB) then
id(AA) ≤ sup{id(BB) + pd(AY ) + w(Y
∗
A), id(CC) + w(XA)}.
Proof. (a) If w(CX) = ∞, (a) holds obviously. If w(CX) < ∞, then cX is
quasi-isomorphic to a minimal projective complex P • of the form
0 −→ P−pd(CX) −→ P−pd(CX)+1 −→ · · · −→ P− sup(CX) −→ 0.
Thus, for any M ∈ modC, j!M ∼= M ⊗
L
C X
∼= M ⊗C P
• in Dk. Therefore,
H i(j!M) = 0 for any i > − sup(CX) or i < −pd(CX). As a consequence,
j!M is isomorphic to a complex
0 −→ X−pd(CX) −→ · · · −→ X− sup(CX) −→ 0
in DA. On the other hand, j!C ∼= XA admits a minimal projective resolution
P •X of the form
0 −→ P−pd(XA) −→ · · · −→ P− sup(XA) −→ 0.
Using [15, Lemma 1.6] or doing induction on the length of P •X , we get
HomD(ModA)(j!M, j!C[i]) = 0, for any i > idAA − sup(XA) + pd(CX) =
idAA− sup(CX)+pd(CX) = idAA+w(CX). Therefore, for any M ∈ modC,
ExtiC(M,C) = HomD(ModC)(M,C[i]) = HomD(ModA)(j!M, j!C[i]) = 0,
for any i > idAA + w(CX). That is, idCC ≤ idAA + w(CX).
(b) Since YB ∼= i
∗A ∈ Kb(projB), it follows from Lemma 2 that pd(BY
∗) =
− sup(YB) and sup(BY
∗) = −pd(YB). Hence, BY
∗ is quasi-isomorphic to
a projective complex Q• ∈ K(projBop)[sup(YB),pd(YB)]. Thus, for any M ∈
modB, i∗M ∼=M ⊗
L
B Y
∗ ∈ DA[sup(YB),pd(YB)], up to quasi-isomorphic. On the
other hand, i∗B = Y
∗
A ∈ K(projA)[−pd(Y ∗A),pd(YB)]. If i∗B ∈ K
b(projA), then
pd(Y ∗A) <∞ and thus by [15, Lemma 1.6], HomD(ModA)(i∗M, i∗B[i]) = 0, for
any i > idAA + pd(YB)− sup(YB) = idAA + w(YB). Therefore,
ExtiB(M,B) = HomD(ModB)(M,B[i]) = HomD(ModA)(i∗M, i∗B[i]) = 0,
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for any i > idAA + w(YB) and M ∈ modB. That is, idBB ≤ idAA + w(YB).
(c) If one of pd(AY ), pd(Y
∗
A) and w(XA) is infinite, (c) holds true. Now
assume all of pd(AY ), pd(Y
∗
A) and w(XA) are finite.
For any M ∈ modA, there is a triangle
j!j
∗M →M → i∗i
∗M →
in D(ModA). For any i ∈ Z, applying the functor HomD(ModA)(−, A[i]) to
this triangle, we obtain exact sequence
HomD(ModA)(i∗i
∗M,A[i])→ HomD(ModA)(M,A[i])→ HomD(ModA)(j!j
∗M,A[i]).
Now we prove (c) by two steps.
Step 1. We claim
HomD(ModA)(i∗i
∗M,A[i]) = 0, ∀ i > id(BB) + pd(AY ) + pd(Y
∗
A).
Indeed, HomD(ModA)(i∗i
∗M,A[i]) ∼= HomD(ModB)(i
∗M, i!A[i]), and clearly,
i∗M ∼= M ⊗LA Y ∈ DB[−pd(AY ),− sup(AY )], up to quasi-isomorphic. By Proposi-
tion 1 and Lemma 2, we have sup(i!A) = sup(RHomA(Y
∗, A)) = −pd(Y ∗A).
Since i!A ∈ Kb(projB), it follows that i!A ∈ K(projB)[t,pd(Y ∗
A
)] for some
t ∈ N. Hence, by [15, Lemma 1.6], we have
HomD(ModB)(i
∗M, i!A[i]) = 0, ∀ i > id(BB) + pd(AY ) + pd(Y
∗
A).
Step 2. We claim
HomD(ModA)(j!j
∗M,A[i]) = 0, ∀ i > id(CC) + w(XA).
Indeed, HomD(ModA)(j!j
∗M,A[i]) ∼= HomD(ModB)(j
∗M, j∗A[i]). By Lemma 2,
we have pd(AX
∗) = − sup(X•A) and sup(AX
∗) = −pd(X•A). Thus, AX
∗ is
quasi-isomorphic to a projective complex P • ∈ K(projAop)[sup(XA),pd(XA)].
Therefore, j∗M ∼= M ⊗LA X
∗ ∈ DC[sup(XA),pd(XA)], up to quasi-isomorphic.
On the other hand, sup(j∗A) = sup(X∗C) = sup(AX
∗) = −pd(X•A), and
our assumption pd(Y ∗A) <∞ implies j
∗A ∈ Kb(projC) (see [1, Lemma 4.3]).
Hence, j∗A is quasi-isomorphic to a projective complexQ• ∈ K(projC)[u,pd(XA)],
for some u ∈ N. Therefore, by [15, Lemma 1.6], we have HomD(ModB)(j
∗M, j∗A[i])
= 0, for any i > id(CC) + pd(XA)− sup(XA) = id(CC) + w(XA).
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Combining the above two claims and the exact sequence
HomD(ModA)(i∗i
∗M,A[i])→ HomD(ModA)(M,A[i])→ HomD(ModA)(j!j
∗M,A[i]),
we get ExtiA(M,A) = HomD(ModA)(M,A[i]) = 0, for any i > sup{id(BB) +
pd(AY ) + pd(Y
∗
A), id(CC) + w(XA)}. Therefore,
id(AA) ≤ sup{id(BB) + pd(AY ) + pd(Y
∗
A), id(CC) + w(XA)}.
(a’), (b’) and (c’) can be proved similarly, just need to consider the pro-
jective dimension of DC (resp. DB and DA) as a right C (resp. B and
A)-module. Here we only write down the proof of (a’).
If w(CX) = ∞, then we are done. Assume pd(CX) < ∞. Then CX is
quasi-isomorphic to a projective complex P • ∈ K(projCop)[−pd(CX),− sup(CX)].
Hence, for any M ∈ modC, j!M ∼= M ⊗
L
C X ∈ DA[−pd(CX),− sup(CX)], up to
quasi-isomorphic. Since j!DC ∈ K
b(injA), j!DC is quasi-isomorphic to a
injective complex I• ∈ K(injA)[−pd(CX),t], for some t ∈ N. Therefore, by [15,
Lemma 1.6], we have
ExtiC(DC,M) = HomD(ModC)(DC,M [i]) = HomD(ModA)(j!DC, j!M [i]) = 0,
for any i > pd(DAA) − sup(CX) + pd(CX) = pd(DAA) + w(CX). Hence,
pd(DCC) ≤ pd(DAA) + w(CX), that is, idCC ≤ idAA+ w(CX).
As a consequence of Theorem 1, we reobtain the following result of Kato.
Corollary 1. ([15, Proposition 1.7]) Let A and B be two derived equivalence
algebras and BP
•
A the corresponding two-side tilting complex. Then
(1) id(AA)− w(PA) ≤ id(BB) ≤ id(AA) + w(PA);
(2) id(AA)− w(PA) ≤ id(BB) ≤ id(AA) + w(PA).
Proof. Applying Theorem 1 to the trivial recollement
0 // DA
oo
oo
−⊗L
A
P ∗
B
// DB
−⊗L
B
PA
oo
oo
and noting that w(BP ) = w(PA), we obtain the desired statement.
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Corollary 2. Let B and C be finite dimensional algebras, M a finitely gen-
erated C-B-bimodule, and A =
[
B 0
M C
]
. Then, the following statements
hold.
(i) id(BB) ≤ id(AA) and id(CC) ≤ id(AA).
(ii) If pd(MB) <∞, then id(AA) ≤ sup{id(BB) + pd(CM) + 1, id(CC)}.
(iii) If pd(CM) <∞, then id(AA) ≤ sup{id(CC) + pd(MB) + 1, id(BB)}.
Proof. Let e1 =
[
1 0
0 0
]
and e2 =
[
0 0
0 1
]
. By [1, Example 3.4], there is a
2-recollement
DB
−⊗L
B
e1A //
//
DA
−⊗L
A
Ae2 //
//
−⊗L
A
A/Ae2Aoo
−⊗L
A
Ae1oo
DC
−⊗L
C
e2Aoo
−⊗L
C
A/Ae1Aoo
.
Clearly, pd((Ae1)B) = pd(MB), pd(A(A/Ae2A)) = pd(CM)+1, pd((A/Ae1A)A)
= pd(MB) + 1, and the condition DA ⊗
L
A Ae2 ∈ K
b(injC) is equivalent to
pd(CM) <∞. Now the corollary follows from Theorem 1.
Recall that an algebra A is called Gorenstein if id(AA) <∞ and id(AA) <
∞. In this case, id(AA) < n if and only if id(AA) < n ([26, Lemma A]). An
Gorenstein algebra A is n-Gorenstein if id(AA) < n.
For a finite dimensional algebra A and n ∈ N+, denote
Tn(A) =


A 0 · · · 0 0
A A · · · 0 0
...
...
. . .
...
...
A A · · · A 0
A A · · · A A

 .
Corollary 3. ([24, Lemma 4.1]) Tn(A) is (m+ 1)-Gorenstein if and only if
A is m-Gorenstein.
Proof. Set M =


A
A
...
A


(n−1)×1
. Regarding M as a natural Tn−1(A)-A-
bimodule via the multiplication of matrices, then Tn(A) =
[
A 0
M Tn−1(A)
]
.
Obviously, both Tn(A)M and MA are projective modules. Therefore, Tn(A)
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is Gorenstein if and only if A is Gorenstein (Ref. [5, Theorem 3.3] or [24,
Theorem 2.2]).
Assume A is m-Gorenstein. By Corollary 2, id(Tn(A)Tn(A)) ≤ sup{m +
1, id(Tn−1(A)Tn−1(A))}, and thus, we get id(Tn(A)) ≤ m+ 1 by induction.
Conversely, if id(Tn(A))Tn(A)) ≤ m + 1, then by Corollary 2, id(AA) ≤
m+1 and id(T2(A)T2(A)) ≤ m+1 . Assume there exist an module X ∈ modA
with id(XA) = m + 1. Then the injective dimension of (XA, 0) as a right
T2(A) module is m+2, which conflicts to id(T2(A)T2(A)) ≤ m+1. Therefore,
id(AA) ≤ m.
Next, we mention that our technique in Theorem 1 can also be applied
to global dimension and finitistic dimension. Here we just write down these
theorems without proof.
Theorem 2. (See [4, Theorem 3.18]) Let A, B and C be finite dimensional
k-algebras, and DA admit a standard recollement relative to DB and DC
defined by X ∈ D(ModCop ⊗ A) and Y ∈ D(ModAop ⊗ B). Set Y ∗ :=
RHomB(Y,B). Then
sup{gl.dimB − w(YB), gl.dimC − w(CX)} ≤ gl.dimA
≤ sup{gl.dimB + pd(AY ) + pd(Y
∗
A), gl.dimC + w(XA)}.
Theorem 3. (See [4, Theorem 3.11]) Let A, B and C be finite dimensional
k-algebras, and (DB, DA, DC, i∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) a standard rec-
ollement defined by X ∈ D(ModCop ⊗ A) and Y ∈ D(ModAop ⊗ B). Set
Y ∗ := RHomB(Y,B). Then
(a) fin.dimC ≤ fin.dimA+ w(CX);
(b) If i∗B ∈ K
b(projA) then fin.dimB ≤ fin.dimA+ w(YB);
(c) fin.dim(AA) ≤ sup{fin.dim(BB) + pd(AY ) + pd(Y
∗
A), fin.dim(CC) +
w(XA)}.
3.1 Recollement and φ-dimension
In this section, we will observe the behavior of the φ-dimension under
recollements of derived categories of algebras.
We start now by recalling the definition of the Igusa-Todorov function
φ : Obj(modA) → N. For a finite dimensional algebra A, let K(A) denote
the quotient of the free abelian group generated by the set of iso-classes
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{[M ] : M ∈ modA} modulo the relations: (a) [N ] − [S]− [T ] if N ∼= S ⊕ T
and (b) [P ] if P is projective. Then K is the free abelian group generated by
all isomorphism classes of finitely generated indecomposable non projective
A-modules. The syzygy functor Ω gives rise to a group homomorphism Ω :
K → K. For any M ∈ modA, let 〈M〉 denote the subgroup of K generated
by all the indecomposable non projective summands ofM . Since the rank of
Ω(〈M〉) is less or equal to the rank of 〈M〉 which is finite, it follows from the
well ordering principle that there exists a non-negative integer n such that
the rank of Ωn(〈M〉) is equal to the rank of Ωi(〈M〉) for all i ≥ n. We let
φ(M) denote the least such n.
For anyM ∈ modA, φ(M) is a good refinement of its projective dimension
pd(M). Indeed, φ(M) = pd(M) if if pd(M) <∞; and φ(M) is always finite
even if pd(M) =∞ (Ref. [13, 14]).
Now we introduce the natural concept of φ-dimension of a finite dimen-
sional algebra A.
Definition 2. The φ-dimension of an algebra A is defined as follows
φdim(A) = sup{ φ(M) | M ∈ modA}.
In [7], the authors give another description of the φ-dimension in terms
of the bi-functor ExtiA(−,−). Let’s explain their work in detail.
Definition 3. Let d be a positive integer, M ∈ modA, and X, Y ∈ add(M)
with add(X) ∩ add(Y ) = 0. The pair (X, Y ) is called a d-Division of M if
ExtdA(X,−) ≇ Ext
d
A(Y,−) and Ext
d+1
A (X,−)
∼= Extd+1A (Y,−).
Theorem 4. ([7, Theorem 3.6]) Let A be a finite dimensional algebra and
M ∈ modA. Then φ(M) = sup({d ∈ N : there is a d-Division of M} ∪ 0).
With this homological description, S. Fernandes, M. Lanzilotta and O.
Mendoza showed that the difference between the φ-dimension of two derived
equivalence algebras is less than the length of the tilting complex. Now we
will extend this in the framework of recollement. The following lemma will
be used latter.
Lemma 3. ([7, Corollary 3.3]) Let A be a finite dimensional algebra and
M,N ∈ modA. Then, the following conditions are equivalent.
(a) Extn+1A (X,−)
∼= Extn+1A (Y,−);
(b) ExttC(M,−)
∼= ExttC(N,−) for any t ≥ n + 1.
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Lemma 4. Let A be a finite dimensional algebra and X• ∈ C(A)[a,b]. Then
X• is quasi-isomorphism to complexes U•X and V
•
X , where
(a) U•X ∈ C(A)[a,b] with U
i
X ∈ projA, ∀ i ∈ [a+ 1, b];
(b) V •X ∈ C(A)[a,b] with V
i
X ∈ injA, ∀ i ∈ [a, b− 1].
Proof. (a) SinceX• ∈ C(A)[a,b],X is quasi-isomorphic to a projective complex
(P •, d) of the form
· · · −→ P a −→ P a+1 −→ · · · −→ P b −→ 0.
Clearly, the projection pi : P a −→ Cokerda−1 induce a quasi-isomorphic
between the complex P • and
0 −→ Cokerda−1 −→ P a+1 −→ · · · −→ P b −→ 0,
and thus we obtain the desired complex.
(b) This can be proven in a similar way as we did in (a).
Theorem 5. Let A, B and C be finite dimensional algebras, and (DB,
DA, DC, i∗, i∗ = i!, i
!, j!, j
! = j∗, j∗) a standard recollement defined by X ∈
Db(Cop ⊗A) and Y ∈ Db(Aop ⊗B). Suppose Y ∗ = RHomB(Y,B). Then the
following hold true:
(a) φdim(C) ≤ φdim(A) + w(CX);
(b) If i∗B ∈ K
b(projA) then φdim(B) ≤ φdim(A) + w(YB);
(c) φdim(A) ≤ sup{φdim(B) + pd(AY ) + pd(Y
∗
A), φdim(C) + w(XA)}.
Proof. (a) If w(CX) = ∞, (a) holds obviously. Assume that w(CX) = n <
∞. If φdim(C) ≤ n then φdim(C) ≤ φdim(A) + n. If not, there exists
L ∈ modC such that φC(L) = d > n. It follows from Theorem 4 and
Lemma 3 that there exist M,N ∈ addL such that{
ExtdC(M,−) ≇ Ext
d
C(N,−), (1)
ExttC(M,−)
∼= ExttC(N,−) for t ≥ d+ 1. (2)
Let’s prove (a) by the following three steps.
Step 1. We claim
HomDC(M, j
∗(−)[t]) ∼= HomDC(M, j
∗(−)[t])|modA, ∀ t ≥ d+ pd(XA) + 1,
and thus by adjointness, we have
HomDC(j!M,−[t]) ∼= HomDC(j!N,−[t])|modA, ∀ t ≥ d+ pd(XA) + 1.
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Indeed, for any S ∈ modA, j∗S ∼= S ⊗LA X
∗ ∈ D(C)[sup(XA),pd(XA)] by
the proof of Theorem 1. For the sake of simplicity, we define a := sup(XA),
b := pd(XA), and sometimes we denote the bi-functor HomDC(−,−) by
(−,−). It follows from Lemma 4 that j∗S is quasi-isomorphic to a complex
V • ∈ D(C)[a,b] with V
i ∈ injA, for all i ∈ [a, b − 1]. Applying the functor
HomDC(M,−[t]) to the triangle
V b[−b] −→ V • −→ τ≤b−1V
• −→
(where τ is the brutal truncation, that is, τ≤b−1V
• is the complex
0 −→ V a −→ · · · −→ V b−1 −→ 0), we get an exact sequence
(M, τ≤b−1V
•[−1][t]) −→ (M,V b[−b][t]) −→ (M,V •[t]) −→ (M, τ≤b−1V
•[t]).
By [15, Lemma 1.6], we have (M, τ≤b−1V
•[t]) = 0, for any t > b−1. Therefore,
(M,V b[−b][t]) ∼= (M,V •[t]), for any t > b. And similarly, we obtain that
(N, V b[−b][t]) ∼= (N, V •[t]), for any t > b. On the other hand, (2) implies that
(M,V b[−b][t]) ∼= (N, V b[−b][t]), for any t− b ≥ d+1, and thus, (M,V •[t]) ∼=
(N, V •[t]), for any t ≥ d+ b+1. Therefore, (M, j∗S[t]) ∼= (N, j∗S[t]), for any
t ≥ d+ b+ 1 and S ∈ modC.
Step 2. Since w(CX) <∞, we get pd(CX) <∞. Then, j!M ∼= M ⊗
L
C X
∈ D(A)[−pd(CX),− sup(CX)] and j!N ∈ D(A)[−pd(CX),− sup(CX)]. Let pd(CX) = c.
Since sup(CX) = sup(XA) = a, we obtain that j!M , j!N ∈ D(A)[−c,−a].
By Lemma 4, the complexes j!M and j!N can be replaced, respectively, by
Z•,W • ∈ D(A)[−c,−a] with Z
i,W i ∈ projA, ∀ i ∈ [−c+1,−a]. Now we claim
that ExttA(Z
−c,−) ∼= ExttA(W
−c,−), for any t ≥ d− c + b+ 1.
Indeed, for any S ∈ modA, applying the functor HomDA(−, S[t]) to the
triangle
τ≥−c+1Z
• −→ Z• −→ Z−c[c] −→,
we get an exact sequence
(τ≥−c+1Z
•, S[t− 1]) −→ (Z−c[c], S[t]) −→ (Z•, S[t]) −→ (τ≥−c+1Z
•, S[t]).
By [15, Lemma 1.6], we have (τ≥−c+1Z
•, S[t]) = 0, for any t > c− 1. There-
fore, (Z−c[c], S[t]) ∼= (Z•, S[t]), for any t > c. And similarly, we obtain that
(W−c[c], S[t]) ∼= (W •, S[t]), for any t > c. On the other hand, step one implies
that (Z•, S[t]) ∼= (W •, S[t]), for any t ≥ d+ b+ 1, and thus, (Z−c[c], S[t]) ∼=
(W−c[c], S[t]), for any t ≥ sup{d + b + 1, c + 1}. Therefore, (Z−c, S[t]) ∼=
(W−c, S[t]), for any t ≥ sup{d + b − c + 1, 1}. Since d > n = −a + c,
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d + b − c + 1 > −a + b + 1 > 1, and then (Z−c, S[t]) ∼= (W−c, S[t]), for any
t ≥ d+ b− c+ 1.
Step 3. We claim Extd+a−cA (Z
−c,−) ≇ Extd+a−cA (W
−c,−).
Assume Extd+a−cA (Z
−c,−) ∼= Extd+a−cA (W
−c,−). Then (Z−c, j!T [d− c]) ∼=
(W−c, j!T [d − c]), for any T ∈ modC. Indeed, since j!T ∼= T ⊗
L
C X ∈
D(A)[−c,−a], it follows from Lemma 4 that j!T is quasi-isomorphism to a
complex J• ∈ D(A)[−c,−a] with J
i ∈ injA, ∀ i ∈ [−c,−a − 1]. Applying the
triangle functor HomDA(Z
−c,−[d− c]) to the triangle
J−a[a] −→ J• −→ τ≤−a−1J
• −→,
we get an exact sequence
(Z−c, τ≤−a−1J
•[d− c− 1]) −→ (Z−c, J b[d− c+ a])
−→ (Z−c, J•[d− c]) −→ (Z−c, τ≤−a−1J
•[d− c]).
Since d − c > −a + c − c = −a, it follows from [15, Lemma 1.6] that
(Z−c, τ≤−a−1J
•[d − c]) = 0 = (Z−c, τ≤−a−1J
•[d − c − 1]). Therefore,
(Z−c, J b[d − c + a]) ∼= (Z−c, J•[d − c]). And similarly, we obtain that
(W−c, J b[d − c + a]) ∼= (W−c, J•[d − c]). Therefore, (Z−c, J•[d − c]) ∼=
(W−c, J•[d − c]) and thus (Z−c, j!T [d − c]) ∼= (W
−c, j!T [d − c]), for any
T ∈ modC.
Now we claim (Z•, j!T [d]) ∼= (W
•, j!T [d]), for any T ∈ modA. Indeed,
applying the functor HomDA(−, j!T [d]) to the triangle
τ≥−c+1Z
• −→ Z• −→ Z−c[c] −→,
we get an exact sequence
(τ≥−c+1Z
•, j!T [d−1]) −→ (Z
−c[c], j!T [d]) −→ (Z
•, j!T [d]) −→ (τ≥−c+1Z
•, j!T [d]).
Since d > −a + c, it follows from [15, Lemma 1.6] that (τ≥−c+1Z
•, j!T [d]) =
0 = (τ≥−c+1Z
•, j!T [d − 1]). Therefore, (Z
−c[c], j!T [d]) ∼= (Z
•, j!T [d]). And
similarly, we obtain that (W−c[c], j!T [d]) ∼= (W
•, j!T [d]). Owning to the
previous paragraph, we get (Z•, j!T [d]) ∼= (W
•, j!T [d]), for any T ∈ modC.
That is, HomDA(j!M, j!(−)[d]) ∼= HomDA(j!N, j!(−)[d])|modC .
On the other hand, the equation (1) implies that HomDA(j!M, j!(−)[d]) ≇
HomDA(j!N, j!(−)[d])|modC , which is a contradiction.
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Above all, we obtain{
Extd+a−cA (Z
−c,−) ≇ Extd+a−cA (W
−c,−), (3)
ExttA(Z
−c,−) ∼= ExttA(W
−c,−) for t ≥ d− c+ b+ 1 (4)
In particular, we get from equation (3) that Z−c ≇ W−c, and then, drop-
ping the common direct summands if necessary, we may assume add(Z−c) ∩
add(W−c) = 0. Therefore, (Z−c,W−c) is a m-Division of Z−c ⊕W−c, where
m ≥ d + a − c. As a consequence, for any L ∈ modC with φC(L) = d > n,
there exists Z−c ⊕W−c ∈ modA with φA(Z
−c ⊕W−c) ≥ m ≥ d − n. Thus,
if φdim(C) = ∞ then so is φdim(A) and the inequality (a) holds true. If
φdim(C) < ∞, we may take L ∈ modC with φC(L) = d = φdim(C) > n,
then φdim(A) ≥ φ(Z−c ⊕ W−c) ≥ d − n, that is, φdim(A) ≥ φdim(C) −
w(CX).
(b) This can be proven in a similar way as we did in (a), just considering
the functors i∗ and i
! instead of j! and j
∗. Note that the condition i∗B ∈
Kb(projA) ensure that i! can be restricted to Db(mod).
(c) If one of pd(AY ), pd(Y
∗
A) and w(XA) is infinite, the statement holds
obviously. Now assume all of them are finite. If φdim(A) ≤ pd(AY )+pd(Y
∗
A)
or φdim(A) ≤ w(XA), (c) also holds true. Otherwise, there exists L ∈ modA
with φ(L) = d, where d > pd(AY ) + pd(Y
∗
A) and d > w(XA). It follows from
Theorem 4 that there exist M,N ∈ addL such that{
ExtdA(M,−) ≇ Ext
d
A(N,−), (5)
ExttA(M,−)
∼= ExttA(N,−) for t ≥ d+ 1. (6)
Let’s prove (c) by the following four steps.
Step 1. Assume sup(AY ) = t and pd(AY ) = e. Then i
∗M ∼= M ⊗LA Y ∈
D(B)[−e,−t] and i
∗N ∈ D(B)[−e,−t]. It follows from Lemma 4 that i
∗M and
i∗N can be replaced, respectively, by M•, N• ∈ D(B)[−e,−t] with M
i, N i ∈
projB for i ∈ [−e + 1,−t]. Now we claim
ExttB(M
−e,−) ∼= ExttB(N
−e,−), ∀ t ≥ d− e+ pd(YB) + 1.
Indeed, this can be proved analogy to that of part (a): Firstly, we claim
HomDA(M, i∗(−)[t]) ∼= HomDA(M, i∗(−)[t])|modB for any t ≥ d+pd(YB) + 1.
Then by adjointness, HomDB(i
∗M,−[t]) ∼= HomDB(i
∗N,−[t])|modB for any
t ≥ d + pd(YB) + 1. Finally, applying suitable functor to the corresponding
triangle, we get ExttB(M
−e,−) ∼= ExttB(N
−e,−) for any t ≥ d−e+pd(YB)+1.
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Step 2. Assume sup(XA) = a and pd(XA) = b. Then sup(AX
∗) = −b,
pd(AX
∗) = −a and thus, j∗M ∼= M ⊗LA X
∗ ∈ D(C)[a,b], j
∗N ∈ D(C)[a,b].
It follows from Lemma 4 that j∗M and j∗N can be replaced, respectively,
by U•, V • ∈ D(C)[a,b] with U
i, V i ∈ projA for i ∈ [a + 1, b]. Using the same
method as Step 1, we get
ExttC(U
a,−) ∼= ExttC(V
a,−), ∀ t ≥ d+ a+ pd(X∗C) + 1.
Step 3. Assume pd(Y ∗A) = f . We claim Ext
d−e−f
B (M
−e,−) ≇ Extd−e−fB (N
−e,−)
or Extd+a−bC (U
a,−) ≇ Extd+a−bC (V
a,−).
Otherwise, Extd−e−fB (M
−e,−) ∼= Ext
d−e−f
B (N
−e,−) and Extd+a−bC (U
a,−) ∼=
Extd+a−bC (V
a,−). For any S ∈ modB, applying the functor HomDB(−, S[d−
f ]) to the triangle
τ≥−e+1M
• −→M• −→M−e[e] −→,
we get an exact sequence
(τ≥−e+1M
•[1], S[d− f ]) −→ (M−e[e], S[d− f ])
−→ (M•, S[d− f ]) −→ (τ≥−e+1M
•, S[d− f ]).
Since d−f > e+f−f = e, by [15, Lemma 1.6], we get (τ≥−e+1M
•, S[d−f ]) =
0 = (τ≥−e+1M
•[1], S[d− f ]). Therefore, (M−e[e], S[d− f ]) ∼= (M•, S[d− f ]).
And similarly, we obtain that (N−e[e], S[d− f ]) ∼= (N•, S[d− f ]). Therefore,
(M•, S[d− f ]) ∼= (N•, S[d− f ]) and thus (i∗M,S[d − f ]) ∼= (i∗N, S[d − f ]),
for any S ∈ modB.
Assume sup(Y ∗A) = s. For any T ∈ modA,H
n(i!T ) = HomDB(B, i
!T [n]) =
HomDA(i∗B, T [n]) = 0, for any n > f or n < s. Therefore, i
!T ∈ D(B)[s,f ].
It follows from Lemma 4 that the complexes i!T can be replaced by T • ∈
D(B)[s,f ] with T
i ∈ injB for i ∈ [s, f − 1]. Applying HomDB(i
∗M,−[d]) to
the triangle
T f [−f ] −→ T • −→ τ≤f−1T
• −→,
we get an exact sequence
(i∗M, τ≤f−1T
•[d−1]) −→ (i∗M,T f [d−f ]) −→ (i∗M,T •[d]) −→ (i∗M, τ≤f−1T
•[d]).
Since d > f + e, it follows from [15, Lemma 1.6] that (i∗M, τ≤f−1T
•[d]) =
0 = (i∗M, τ≤f−1T
•[d − 1]). Therefore, (i∗M,T f [d − f ]) ∼= (i∗M,T •[d]). And
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similarly, we obtain that (i∗N, T f [d − f ]) ∼= (i∗N, T •[d]). By the state-
ment of the previous paragraph, we get (i∗M,T •[d]) ∼= (i∗N, T •[d]). That
is, (i∗M, i!T [d]) ∼= (i∗N, i!T [d]), for any T ∈ modA.
Similarly, Extd+a−bC (U
a,−) ∼= Extd+a−bC (V
a,−) implies that (j∗M, j∗T [d]) ∼=
(j∗N, j∗T [d]), for any T ∈ modA.
Applying the functor HomDA(−, T [d]) to the triangles
j!j
∗M −→M −→ i∗i
∗M −→ and j!j
∗N −→ N −→ i∗i
∗N −→
and using adjoint property, we get two exact sequences
(i∗M, i!T [d]) −→ (M,T [d]) −→ (j∗M, j∗T [d])
(i∗N, i!T [d]) −→ (N, T [d]) −→ (j∗N, j∗T [d]).
Since (i∗M, i!T [d]) = (i∗N, i!T [d]) and (j∗M, j∗T [d]) = (j∗N, j∗T [d]), we get
(M,T [d]) ∼= (N, T [d]), for any T ∈ modA. However, this contradicts to the
equation (5).
Above all, we obtain{
Extd−e−fB (M
−e,−) ≇ Extd−e−fB (N
−e,−), (7)
ExttB(M
−e,−) ∼= ExttB(N
−e,−) for t ≥ d− e+ pd(YB) + 1. (8)
or{
Extd+a−bC (U
a,−) ≇ Extd+a−bC (V
a,−), (9)
ExttC(U
a,−) ∼= ExttC(V
a,−) for t ≥ d+ a + pd(X∗C) + 1. (10)
Therefore, φB(M
−e⊕N−e) ≥ d−e−f or φC(U
a⊕V a) ≥ d+a−b. Hence,
φdim(B) ≥ φdim(A) − e − f or φdim(C) ≥ φdim(A) + a − b. Therefore,
φdim(A) ≤ sup{φdim(B) + pd(AY ) + pd(Y
∗
A), φdim(C) + w(XA)}.
Applying Theorem 5 to trivial recollement, we reobtain the main result
in [7].
Corollary 4. ([7, Theorem 4.10]) Let A and B be two derived equivalence
algebras and BP
•
A the corresponding two-side tilting complex. Then
φdim(A)− w(PA) ≤ φdim(B) ≤ φdim(A) + w(PA).
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