Abstract An algorithm coupling linear least squares and simplex optimization (LLSSIM) is used to examine the ability of a three-layer feedforward artificial neural network (ANN) to simulate the high and low flows in various climate regimes over a mountainous catchment (the Mesochora catchment in central Greece). The plot of the long-term annual catchment pseudo-precipitation (rain plus snowmelt) simulated by the snow accumulation and ablation model (SAA) of the US National Weather Service (US NWS) showed trends of three climatically distinct periods, described by clearly descending, rising and moderately descending segments in pseudo-precipitation. The ANN model was calibrated for each of the three climate types and each was validated against the others. A set of statistical measures and graphs adapted for high and low flows showed the robustness of the ANN model under various climates and transient conditions. The ANN model proved capable of simulating well the daily high and low flows when it is calibrated for increasing pseudo-precipitation and validated for moderately decreasing pseudo-precipitation. For the entire period, the ANN model provided a better simulation of high and low flows than the conceptual soil moisture accounting (SMA) model of the US NWS, which was also employed in this study. Because the ANN is not a physically-based model, it is by no means a substitute for the SMA model. However, it is concluded that the ANN approach is an effective alternative for daily high-and low-flow simulation and forecasting in climatically varied regimes, particularly in cases where the internal dynamics of the catchment do not require an explicit representation.
INTRODUCTION
The natural climatic variations including droughts, low river flows, and floods are of great relevance to water resources system design and operation. For some regions such extreme events have been responding to large-scale climatic forces (Trenberth et al., the NAM (Nielsen & Hansen, 1973 ) and the ARNO model (Todini, 1988) , have been compared to verify their ability to reproduce the measured flow rates, the easiness of calibration and estimation, the performance of several sub-processes (e.g. interflow, infiltration, evapotranspiration), as well as their physical interpretation (Franchini & Pacciani, 1991; Tingsanchali & Gautam, 2000) . Although these models are valid in capturing the important features of watershed responses, such as the beginning of the rising limb of the hydrograph and the flow volume, they present some discrepancies related to their ability to reproduce extreme flows (especially high flows). In addition, the CR-R models are interpolative, i.e. when they are calibrated to a given set of hydrological signals (time series), there is no guarantee that the conceptual models can predict accurately when they are used to extrapolate beyond the range of calibration or verification experience (Gan & Burges, 1990; Panagoulia, 1992b) .
In the system-theoretic approach, the models connect inputs and outputs without detailed consideration of the internal structure of the physical processes. The most common linear time series models are the ARMAX (auto-regressive moving average with exogenous inputs) developed by Box & Jenkins (1976) . Although these models have provided satisfactory predictions in many fields (e.g. Bras & Rodriguez-Iturbe, 1985; Salas et al., 1980) , their lack of nonlinearity in the transformation of rainfall to runoff often hampers their performance. This is why the coupling of deterministic models, such as the TANK and NAM, with the ARMA stochastic model (Box & Jenkins, 1976) applied, for example, to a river basin in Thailand (Tingsanchali & Gautam, 2000) , improved significantly the flood forecasting capabilities of the models, especially the time-to-peak and rising limb of the hydrograph.
More recently, the use of artificial neural networks (ANNs) for nonlinear theoretical modelling has shown great potential. An ANN is capable of representing arbitrarily complex, nonlinear processes that relate inputs to outputs in a wide variety of fields (Vemuri & Rogers, 1994) . The ANNs have proved to be an effective and efficient means to model R-R processes in the case where explicit knowledge of the internal hydrological processes is not required. The ANN modelling is widely reported in hydrological literature (Raman & Sunilkumar, 1995; Maier & Dandy, 1996; Loke et al., 1997; Zhang & Stanley, 1997; Brion & Lingireddy, 1999; Abrahart & See, 2000; Tingsanchali & Gautam, 2000; Kim & Barros; , Hu et al., 2001 Wilby et al., 2003; Cigizoglu, 2003; Campolo et al., 2003; Tomasino et al., 2004; Hu et al., 2005; Giustolisi & Laucelli, 2005) .
Although ANNs have already been shown to produce river flow predictions well compared to conventional models (Crespo & Mora, 1993; Karunanithi et al., 1994; Hsu et al., 1995; Abrahart & Kneale, 1997; Dawson & Wilby, 1998; Abrahart & See, 2000; Tingsanchali & Gautam, 2000) , their ability to capture high and low flows is restricted to the research environment (Minns & Hall, 1996) , and they often overestimate or underestimate high and low flows (Dawson & Wilby, 1998; Campolo et al., 1999; Karunanithi et al., 1994) .
Reasons for this inability have been discussed in the literature. For example, Dawson & Wilby (1998) , and Campolo et al. (1999) suggested that the underestimation of peak flows could be attributed to a lack of information provided to the network, such as the antecedent rainfall. Karunanithi et al. (1994) suggested that the problem could be alleviated by including more high-flow patterns in the training data sets, while Hsu et al. (1995) proposed log-transformations of flow values to reduce the gap between the high-and low-flow conditions. Minns & Hall (1996 emphasized the need to exercise care when scaling the calibration data prior to ANN training. Scaling the calibration data within the range [0.1-0.9] (Hsu et al., 1995; Campolo et al., 1999) or [0.2-0.8] showed that the standardization using these reduced ranges bore little improvement (Minns & Hall, 1997) .
Model generalization in itself is another important consideration in predicting high and low flows. A standard procedure is cross-validation, whereby another set of data is used to monitor the generality of the model during training. The study by Imrie et al. (2000) , revealed that the generalization beyond the calibration range depends on the use of specific functions with respect to inherent hydrological properties of the catchment and calibration data. However, the aforementioned issues concern the modelling of the absolute extreme flows (high or low), rather than the identification of extreme events in climatically different rainfall-runoff (R-R) processes.
In this study, an attempt is made to explore the validity of ANNs to simulate high and low flows considered as above-mean and below-mean flows (Hsu et al., 1995) in a climatically-varied environment beyond their calibration experience. The adopted approach is based on the philosophy of Klemes (1982 Klemes ( , 1985 concerning the suitability of simulation models to predict the effects of climatic variability or change by using the dynamics of a differential split-sample test. Here, the various climates have been revealed, as reported previously, in the three segments of the long-term annual "rain plus melt" over the Mesochora catchment in central Greece. The "rain plus melt" has been produced from the implementation over the catchment of the snow accumulation and ablation model (SAA) of the US National Weather Service (US NWS).
The algorithm of three-layer feedforward ANNs coupled with the linear least squares and the nonlinear simplex (LLSSIM) optimization (Hsu et al., 1995) was adopted here. The ANN model was calibrated (trained) for each of the three subperiods and validated on the other two. The physically-based conceptual soil moisture accounting (SMA) model of the US NWS was also employed for comparison purposes, since the SMA has been tested extensively in the examined catchment (Panagoulia, 1992b; Panagoulia & Dimou, 1997a) . The SMA was also used for impact assessment of climate variability and change on river flows at daily and sub-daily time steps in the study catchment and elsewhere (e.g. Nemec & Schaake, 1982; Lettenmaier & Gan, 1990; Panagoulia, 1991 Panagoulia, , 1992a Panagoulia & Dimou, 1997a) .
The choice of the specific ANN model used here is supported by the literature (e.g. Campolo et al., 1999; Imrie et al., 2000) , since it is more effective and efficient than the widely used back-propagation algorithms. Furthermore, the model has been shown to capture the global or near-global solutions of a problem with fewer function evaluations. Moreover, the LLSSIM algorithm incorporates an automatic procedure for expansion of the network size, which can result in a rapid model development without user intervention.
In the remainder of the paper, a brief overview is given of the architecture of the three-layer feedforward ANN modelling and the LLSSIM algorithm for training the ANN model weights. Next, the ANN, SAA and SMA model identification is briefly presented. Subsequently, the ANN-LLSSIM methodology is examined to simulate the high and low flows under various climate conditions over the specified catchment. Adapted global statistical measures and graphical displays are used to quantify model performance and differences over the calibrated/validated sub-periods. The SMA model results are used for comparison purposes for the entire study period. Finally, the analysis of the results and the conclusions are presented.
NEURAL NETWORKS AND LLSSIM TRAINING ALGORITHM
Several ANN structures, e.g. feedforward networks, self-organizing feature maps, radial basis networks etc., have been proposed in the literature and their properties extensively studied. In this paper, a feedforward ANN is used (Rumelhart et al., 1986) for reasons of improved performance. A typical three-layer feedforward ANN is shown in Fig. 1 (Hsu et al., 1995) . Each layer consists of nodes (processing elements) that are connected to other nodes of neighbouring layers. Thus, the first layer (input layer) is connected directly to the input variables x i (p) and to hidden layer nodes; the second layer (hidden layer) is connected to both the input and output layer nodes; while the third layer (output layer) is connected to hidden layer nodes and to the output variables z k (p). A typical node j, is shown in Fig. 1 . It receives incoming signals x i from each node of the previous layer. Within node j, a linear combination of the incoming signals x i is formed, with weights w ji , to produce the effective incoming signal s j :
Still within node j, the signal s j is passed through a nonlinear activation function (sigmoid function) to produce the output y j of the node. The sigmoid function is a smooth, monotonically increasing and bounded function. In this study, the logistic function:
is used as a sigmoid function. Thus the outputs y j (p) and z k (p) of hidden layer node j and output node k, respectively, can be expressed as follows:
where x i (p) is the input of input node i, w h ji is the connection weight from input node i to hidden node j, w o ki is the connection weight from hidden node j to output node k, n 0 is the number of input nodes and n h the number of hidden layer nodes.
ANNs of this type can be trained to approximate a given input-output relationship. 
with respect to the weights and .
h ji w o j w As regards the LLSSIM network algorithm (Hsu et al., 1995) that was adopted here, it partitions the weight space into two groups, namely input-to-hidden layer weights w h ji and hidden-to-output layer weights w o j , employing a different training strategy for each group. Given a set of values for the input-to-hidden layer weights w h ji , the optimal values for hidden-to-output weights are determined explicitly by using linear least squares (Scalero & Tepedelenlioglu, 1992) . With respect to the input-to-hidden layer weights w h ji , the optimization is performed using the nonlinear simplex algorithm of Nelder & Mead (1965) . Thus the nonlinear part of the search is performed in a reduced dimensional space (input-to-hidden layer weights alone), resulting in acceleration of the training process. Improved global search characteristics are also exhibited by the nonlinear simplex method, due to its use of multiple points at each iteration and its ability to overcome minor local minima.
A brief description of the LLSSIM method follows. Assume that a set of values for the input-to-hidden layer weights w h ji is given. Then the hidden node outputs y j (p) can be calculated from equation (3). Now F(w h ,w o ) is a function of hidden-to-output weights w o j alone; however, the optimization problem to be solved is still a problem of nonlinear least squares. In order to obtain explicit optimal values for hidden-to-output weights, the LLSSIM method defines an approximately equivalent problem of linear least squares. Specifically: (a) the target values t(p) are transformed backward through the logistic function of the output node, i.e. 
Now, minimization of F 1 (w o ) with respect to hidden-to-output weights w o j is a problem of linear least squares whose optimal solution is explicitly obtained by solving the following set of linear equations:
Of course, both the hidden node outputs y j (p) and the solution of equation (7) depend on the input-to-hidden layer weights w h ; therefore, one writes for the optimal solution of equation (6).
The nonlinear part of the LLSSIM method can now be derived by replacing the optimal hidden-to-output weights , obtained from equation (7), into equation (5):
The error function now depends only on input-to-hidden layer weights w h and the resulting nonlinear least squares problem is solved by the Nelder & Mead (1965) in this reduced dimensional space.
RUNOFF MODELLING IN CLIMATICALLY VARIED REGIMES
The Mesochora catchment, drained by the Acheloos River (Fig. 2) , was selected for performance exploration of a three-layer feedforward ANN model under climatically varied regimes. As discussed, the SMA model of the US NWS is also considered in this study for comparison purposes. The basic criterion for the catchment selection was its geographical and hydrological significance due to the partial diversion of the river for irrigation and hydropower purposes. The Mesochora catchment, with an area of 633 km 2 , lies in the central mountain region of Greece and extends nearly 32 km from ). The annual cycle of rainfall (rain plus melt) and observed runoff of the catchment for the 15-year study period is shown in Fig. 3 , reflecting a seasonal hydrological cycle with low discharge values during the summer and much higher values during the winter.
Fifteen consecutive years of daily rainfall (rain plus melt generated from SAA model) and runoff data for the Mesochora catchment were selected for model development and testing. As a first step, the first five years of data (1972) (1973) (1974) (1975) (1976) ) were used for model calibration (training), while the remaining ten years (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) were used for ANN model validation. The whole period (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) was used for SMA model calibration. This process was used to select the best ANN model with respect to the number of nodes in the input, output and hidden layers. Training and calibration periods were long enough to extract representative results of overall catchment behaviour, compared to the study by Hsu et al. (1995) , in which the identification period was only one wet year. The selected ANN model was tested for its ability to perform under different climate conditions. The plot of the long-term annual pseudoprecipitation (rain plus melt) over the catchment (Fig. 4 ) reflects three segments with varying climate trends, as discussed in the introduction. The ANN model was calibrated for each of the three segments and validated on the other two. In reality, the first segment includes the major portion of data used for ANN model determination (identification); thus, with a small tolerance, the period for ANN identification and that for model calibration on the clearly descending segment of pseudo-precipitation should be assumed identical. In this way, the calibrated ANN model was examined for climate transferability according to the relative principles of Klemes (1985) . For completeness of the study, both the ANN and SMA models were compared for the same time horizon (15-year period).
A flood or low-flow forecasting model can offer detailed knowledge when it operates in a sub-daily time step, such as 4, 12, or 18 hours with current (t = 0 h) and antecedent (t = -1, -2, …-n h) conditions and/or when it includes meteorological multistep forecasting (e.g. Imrie et al., 2000; Tingsanchali & Gautam, 2000 1972 -1977 1977 -1983 1983 -1986 Fig. 4 Long-term annual pseudo-precipitation (rain plus melt) of the Mesochora catchment.
2000; Kim & Barros, 2001 ). Floods and low flows (occurrences, duration, magnitude, threat scores, etc.) are examined after a threshold is defined (e.g. Panagoulia & Dimou, 1997b; Kim & Barros, 2001) . In this study, the daily time step in the modelled time series was kept for exploration of high and low flows at a preliminary stage in investigation of model transferability for high/low flows to varied climate conditions. It should be noted that, despite the evidence of inter-annual variability in runoff (as seen in Fig. 3 ), the epoch data were not pre-classified into low or high values for ANN model calibration or validation. This approach has been adopted by other authors (e.g. See et al., 1997) and is a topic requiring further research for different climates.
Regarding the evaluation of neural network solutions, the use of "goodness-of-fit" statistics can give no real indication of what the network is getting right or wrong. The neural network solutions are designed to minimize global measurements (Abrahart & See, 2000) . Furthermore, global evaluation statistics do not provide specific information of model performance at high and low flow levels. Thus, four global statistical measures were adapted for flows above and below the mean daily flow along with graphical displays. These are: (a) the root mean squared error (RMSE), defined as the sum of the squares of the differences of the forecasts and observations; (b) percentage volume in errors (bias) (%VE), defined as the differences between observed and simulated hydrographs; (c) the percentage error in peak (%MF), defined as the difference between forecasts and observations; and (d) the correlation coefficient (CORR), which describes the strength of the linear relationship between forecasts and observations. Finally, bearing in mind that no comparison would be complete without a plot of observed and forecast hydrograph (Green & Stephenson, 1986) , the hydrographs of observed vs modelled flows and their associated scatter plots were examined.
ANN MODEL IDENTIFICATION
A first step in building an ANN model for the rainfall-runoff relationship is data normalization. Since sigmoid functions are used in ANN models, the hydrological data ) should be normalized to the range [0,1]. Indeed, in this study, the rainfall data were normalized to the range [0,1] before applying the LLSSIM algorithm. However, following Hsu et al. (1995) , the runoff data series was normalized to the range [0.1, 0.9] in order to avoid the problem of output signal saturation, sometimes encountered in ANN applications (Smith, 1993) .
Next, a nonlinear discrete-time dynamical model is assumed for the rainfall-runoff process. Specifically (see also Hsu et al., 1995) , it is assumed that, at time t, the ANN output z(t) is related to past rainfall measurements r(t -j), j = 1, …, n a and to past runoff measurements ( j 
where the unknown nonlinear mapping g(⋅) is to be approximated by the ANN model by minimizing the mapping error e(t). Here n a and n b are the numbers of past input and output measurements, respectively, contributing to the current output. Thus at time t the input vector is presented to the input layer nodes of the ANN. This input vector together with the current output (runoff) measurement
constitutes the pth input-output training pattern for the ANN model.
The notation ANN(n a , n b , n h ) is used henceforth to denote the above model structure, where n a + n b = n 0 is the number of nodes in the input layer, n h is the number of nodes in the hidden layer, and the output layer consists of a single node. Thus an ANN model is identified by selecting values for n a , n b and n h , and by using the LLSSIM algorithm in order to estimate network weights w h ji and w o j which minimize the prediction error function F(w h ,w o ) of equation (5). In the current study, several combinations of n a , n b and n h were examined in order to make a preliminary assessment of the suitability of ANN models to represent the rainfall-runoff process in mountainous catchments. Selected results of this preliminary exploration are given in Table 1 ; these results are fully discussed in Panagoulia & Maratos (2003a,b) . The same table gives a summary of the results for three representative combinations (n a , n b , n h ) listed as ANN models A, B and C, followed by a parenthesis indicating the (n a , n b , n h ) combination. From the statistical performance of the ANN models calibrated for a five-year period and validated for the remaining tenyear period, respectively, as reflected in Table 1 , and from the corresponding graphs presented in Panagoulia & Maratos (2003a,b) it is deduced that the ANNC(3,5,4) model performs best. The performance of this model, subsequently denoted as ANNI with I = 0, 1, 2, 3 denoting the calibration/validation period, is further investigated in order to assess the model ability to represent high and low flows in varied climate conditions. 
SAA AND SMA MODEL IDENTIFICATION
The SAA model was developed by Anderson within the US National Weather Service Hydrologic Research Laboratory (Anderson, 1973) and has been tested in a number of mountainous catchments in the western USA, Mediterranean countries and elsewhere. This is a deterministic, continuous conceptual model consisting of a set of mathematical formulations, which explicitly describe the change in storage of water and heat in the snowpack, based on data for precipitation and temperature at 6-hourly intervals.
It has been widely used for snowmelt purposes (e.g. Anderson, 1973; Lettenmaier & Gan, 1990; Panagoulia, 1992a,b; Georgakakos & Bae, 1994) . In this study, the SAA model is applied over three elevation bands and is calibrated concurrently with the SMA rainfall-runoff model, which accepts as input the "rain plus melt water" provided from the SAA model.
The SMA model was developed in the US National Weather Service (US NWS) Sacramento, California River Forecast Center by Burnash et al. (1973) and forms the basis of the US NWS catchment hydrological response model for operational forecasting. At first it was used for the Sacramento basin simulation, and since then it has been widely used (e.g. Burnash et al., 1973; Peck, 1976; Kitanidis & Bras, 1980a,b; Lettenmaier & Gan, 1990; Panagoulia, 1992a,b) . This is a deterministic, lumped parameter, conceptual model, which explicitly accounts for the flux of soil moisture between five storage zones. Transfer of water between the soil moisture zones controls the runoff response. Direct runoff from impervious areas and water surfaces, surface runoff, interflow from the upper zone free water and the primary and supplemental baseflows from the lower zone generate streamflow. The inputs to the SMA model are the "rain plus melt" provided by the SAA model and the potential evapotranspiration. In this study, the "rain plus melt" was the average quantity weighted over three elevation bands of the catchment. The streamflow generated from the SMA model was included in the study. The coupled models were calibrated manually by using the 15-year period that has a sufficient length for calibration of conceptual models under plentiful data conditions.
RESULTS AND DISCUSSION
In this section, the performance of the ANN (3,5,4) model is further investigated for high and low flows in periods with trends of various climate conditions. This network model, henceforth denoted as ANN0, ANN1, ANN2 and ANN3, relates n a = 3 past rainfall measurements and n b = 5 past flow measurements to the current output that has n h = 4 hidden nodes. The ANN0 model is calibrated for the entire 15-year period. The ANN1, ANN2 and ANN3 models are calibrated and validated for climatically varied conditions, namely, the clearly descending period from 1972 to 1977, the rising period from 1978 to 1983, and the moderately descending period from 1984 to 1986, as seen in Fig. 4 . The ANN1 model is calibrated for the first six years (1972) (1973) (1974) (1975) (1976) (1977) and is validated over: (a) the six following years (1978) (1979) (1980) (1981) (1982) (1983) , denoted as validation period A in Table 2 and graphs; and (b) the last three years (1984) (1985) (1986) , denoted as validation period B in Table 2 and graphs. The ANN2 model is calibrated for the last three years (1984) (1985) (1986) and is validated over: (a) the six first years (1972) (1973) (1974) (1975) (1976) (1977) , denoted as vali- Table 2 and graphs; and (b) the six following years (1978) (1979) (1980) (1981) (1982) (1983) , denoted as validation period B in Table 2 and graphs. The ANN3 model is calibrated for the six middle years (1978) (1979) (1980) (1981) (1982) (1983) , and is validated over: (a) the six first years (1972) (1973) (1974) (1975) (1976) (1977) , denoted as validation period A in Table 2 and graphs; and (b) the last three years (1984) (1985) (1986) , denoted as validation period B in Table 2 and graphs. The SMA model (hydrological model) is calibrated over the entire 15-year period. The statistics (RMSE, %VE, %MF, CORR) computed separately for flows above and below the 15-year mean (23.41 m 3 s -1 ) over all the calibration/validation periods of the ANNI models are summarized in Table 2 . The analysis of results is presented below beginning with the statistical values of Table 2 and graphs, and continued with hydrographs and scatter plots.
The RMSE A and RMSE B statistic measures the residual variance for above-mean and below-mean flows, respectively; the optimal value is 0.0. The ANN0 model has the smallest RMSE A and RMSE B against those of the hydrological model, bearing in mind that both models are calibrated for the overall 15-year period. In comparison with the subsequently examined ANN1, ANN2 and ANN3 models calibrated for different periods (smaller in length), the ANN0 model RMSE A and RMSE B performance is the worst. This may be a significant finding as it may be related to the ability of "nonlinear" model structure to handle better the high/low flows in classified climate types. The ANN2 and the ANN1 models have the smallest RMSE (RMSE A and RMSE B ) during calibration and validation periods respectively, which are the last three years (1984) (1985) (1986) climatically expressing the moderately descending segment of "rain plus melt" in Fig. 4 . However, the ANN2 model validation RMSE A and RMSE B performance over the climatically rising segment (second period of six years in Fig. 4) is the worst of the three models. On average, between calibration and validation periods, the ANN1 model performs best when it is calibrated for clearly decreasing pseudo-precipitation and validated for moderately decreasing pseudo-precipitation as measured by RMSE A and RMSE B statistics.
The %VE A and %VE B statistic calculates the percentage volume error (bias) for above-mean and below-mean flows, respectively, under the observed and simulated hydrographs, summed over the data period. The value 0.0 is best; positive values indicate overestimation, and negative values underestimation. The ANN0 model performance is superior to that of SMA for above-mean and below-mean flows, but it is worst for smaller calibration periods for above-mean flows. For below-mean flows, the SMA performance is better for the ANN1 and ANN2 calibration periods. The comparison among ANN1, ANN2, and ANN3 models showed that, during calibration, the ANN3 model performs best for the rising segment of "rain plus melt" over aboveand below-mean flows, while, during validation, the ANN3 model performs best for the moderately descending segment over above-mean flows and for the clearly descending segment under below-mean flows correspondingly. The worst performance for the ANN1 model (overestimation) occurs when it is validated for the moderately descending segment under below-mean flows. The best performance for the examined climates is that of ANN3.
The %MF A and %MF B statistic calculates the percentage error in matching the maximum (peak) flow for above-mean and below-mean flows, respectively, of the data record. The optimal value is 0.0; positive values indicate overestimation, and negative values underestimation. Again, the ANN0 performance is worse than the other ANN models with smaller calibration data periods for above-mean flows. For below-mean flows, the performance continues to be worse except for the case of ANN1 calibration. The comparison among smaller periods showed that, during calibration, the ANN2 and ANN3 models match the peak flow very well for the moderately descending segment over above-mean flows and the rising segment under below-mean flows, respectively. During validation, %MF A and %MF B present the smallest deterioration for the ANN1 and ANN3 models, respectively, for the moderately descending segment. On average, between calibration and validation periods, the ANN3 model performs best when it is calibrated to increasing pseudo-precipitation and validated to moderately decreasing pseudo-precipitation as measured by %MF A and %MF B statistics.
The correlation (CORR) statistic calculates the linear correlation between the observed and simulated flows for above-mean (CORR A ) and below-mean (CORR B ) flows, respectively, with an optimal value of 1.0. The ANN0 CORR value is slightly worse than that of the other models under calibration for above-mean flows, but this model performance is steadily better compared to that of smaller calibration periods. The CORR value is expectedly worse (smaller) during validation than during calibration for all of the models over above-and below-mean flows. During calibration, the best value of CORR is given by the ANN2 model for the moderately descending segment over above-mean flows, and correspondingly by the ANN1 and ANN3 models for the clearly descending and rising segments under the below-mean flows. During validation, the ANN1 model correlates best the observed and simulated flows for the moderately descending segment over the above-mean flows, while the ANN3 model correlates less well the observed and simulated flows for the clearly descending segment under the below-mean flows. On average, it may be concluded that the ANN3 model performs best when it is calibrated for increasing pseudo-precipitation and validated for clearly decreasing pseudo-precipitation as measured by the correlation statistic.
To examine these results in more detail, Figs 5 and 6 present the RMSE A and RMSE B statistics for each model (SMA, ANN0, ANN1, ANN2, and ANN3), computed separately for each of the 15 years and presented as a function of the mean flow for the given year. Subsequently, Figs 7 and 8 present the %VE A and %VE B statistics for each model, also computed separately for each of the 15 years and presented as a function of the mean flow for the given year.
The RMSE A statistic is presented in Fig. 5(a)-(d) . In all four cases, the lower mean high-flow years appear to have the tendency for lower model RMSE A . In Fig. 5(a) the RMSE A is presented for the SMA and ANN0 models, both of which are calibrated for the entire 15-year period, including a variety of values in high flows (more or less high). Clearly, the RMSE A performance of the SMA model is worse than that of the ANN0 model for all years. This may be attributed to the inability of a "less nonlinear" SMA model structure to handle more variable conditions. With this in mind, and trying to decrease the large number of computations needed for this study, separation of the SMA model performance into calibration and validation periods has not been carried out as it was for the ANN models. However, a comparison of SMA and calibrated/ validated ANN model performance is performed within this work. It should be noted that in Fig 5(b) , (c) and (d), the ANNI models present a nearly linear relationship of their ability to match the calibration and validation data (residual variance computed by RMSE A ) with the wetness of the year. This tendency is smaller for the ANN0 model calibration data, as shown in Fig. 5(a)-(d) . The ANN3 and ANN1 models present the smallest RMSE A on calibration and validation period A, respectively. On average, with a small difference between ANN1 and ANN3, the best fitting of linear correlation and smallest RMSE A values is provided by the ANN1 model, which is calibrated on the clearly descending flows and validated on the increasing flows. Note that the calibration/validation period for the ANN2 model is determined by three years, thus increasing the uncertainty, especially when discussing issues of linearity. Figure 6 (a)-(d) shows the RMSE B statistic. In all four cases, the lower mean lowflow years do not appear to have a clear tendency of lower model RMSE B as is the case for RMSE A for mean high flows. For below-mean flows, the RMSE B performance of the SMA model ( Fig. 6(a) ) is worse than that of the ANN0 model for all years, while there is no significant difference in performance among ANN0, ANN1 and ANN3 calibrated models. In Fig. 6(b) , (c) and (d), the ANNI models keep the tendency of a linear relationship between calibration and validation data (residual variance computed by RMSE B ) with the wetness of the year in an unclear way. However, the ANN1 and ANN3 model performance is best, as noticed for the RMSE A case for the calibration/validation periods.
The %VE A statistic is shown in Fig. 7 . The results indicate that the SMA model has a poor performance as compared to the ANNI models, as does the ANN0 when compared to the ANN1 and ANN3 calibrated models. The ANN3 and ANN1 models present the smallest bias during calibration (rising flows) and validation period A (rising flows), correspondingly. In Fig. 7(b) , (c) and (d), the ANNI models do not present any clear linear relationship between the ability to match the calibration and validation data (residual variance computed by %VE A ) with the wetness of the year. Figure 8 shows the %VE B statistic. The results indicate that the ANNI models consistently have smaller bias as compared to the SMA model. The ANN0 model presents equally small bias as compared to the ANN1 and ANN3 calibrated models with a slight superiority of ANN3 model. The ANN3 and ANN1 models present the smallest bias during the calibration period (rising flows) and the validation period A (rising flows), respectively. In Fig. 8(b) , (c) and (d), the ANNI models present a somewhat linear tendency between the ability to match the calibration and validation data (residual variance computed by %VE B ) with the wetness of the year, particularly with ANN3 and ANN1 models for the examined calibration/ validation periods. Figure 9 shows the ability of the SMA (hydrological) and ANN0, as well as the ANN1 and ANN3 models to match the hydrographs focusing on high and low flows for both calibration and validation periods. The ANN2 model has been excluded in this further investigation as it has been consistently shown to underperform. Figure 9 (a) and (b) shows the matching of observed and estimating hydrographs for the SMA and ANN0 models, which are both calibrated on all years. The plot indicates that the ANN0 model can better model the high and low flows than the SMA model, while the same model (ANN0) exhibits a worse performance than the ANN1 and ANN3 calibrated models (Fig. 9(c) and (d) ). Figure 9 (c) and (d), related to the calibration periods of the ANN1 and ANN3 models, respectively, shows that both models can capture most of the peaks and particularly the ANN3 model that must estimate the highest flows (rising rainfall segment) in the entire 15-year period. The validated models ANN1 and ANN3 over the moderately descending segment (Fig. 9(g ) and (h)) fit the high and low flows quite well. This feature may be attributed to the fact that both models are calibrated to intensely variable flows (low and high) and validated to medium values, as reflected by the moderately descending segment of pseudo-precipitation. Estimated vs observed flow plots for the SMA (hydrological) model, ANN1 and ANN3 models for calibration and validation periods are shown in Fig. 10 . It is noted that the models were calibrated/validated to flows while the data are presented using logs. Figure 10 (a) and (b) indicates that the SMA model tends to have the largest deviation from the 1:1 line. The ANN0 model has the closest matching of simulated and observed flows, indicating that the ANN models are implicitly doing a better job in representing the nonlinearities in partitioning precipitation into precipitation excess. However, the ANN3 calibrated for a smaller period against the ANN0 model presents a closer matching of observed and simulated data. During smaller calibration periods (Fig. 10(c) and (d) ), the ANN3 model presents the smallest deviations from the 1:1 line, expressing the rising segment of pseudo-precipitation (increasing flows). The performance of the ANN1 model for this period is worse. In the validation periods, the ANN1 model validated for period B (Fig. 10(g) ) over the moderately descending segment of pseudo-precipitation shows the closest match of simulated and observed flows. An almost equally good matching is exhibited by the ANN3 model validated for the same period B (Fig. 10(h) ).
SUMMARY AND CONCLUSIONS
The ability of artificial neural network models to simulate high and low flows in various climate conditions over a medium-sized mountainous catchment has been examined. An efficient procedure (LLSSIM, Hsu et al., 1995) for estimating the weights (parameters) of a three-layer ANN was adopted. The nonlinear ANN was employed to simulate the daily flows in three climatically different periods, described by trends of clearly descending, rising and moderately descending segments in the long-term annual pseudo-precipitation (rain plus melt) plot over the Mesochora catchment in central Greece for a 15-year period. The ANN model was calibrated on flows for the entire period and for each of three climatically varied periods, and was validated for the others. The flows above and below the mean daily flow over the 15-year period were considered as high and low flows, respectively, in a preliminary phase of this study. All the applied performance measures and graphs demonstrated the robustness of the ANN model to simulate quite well the high and low flows under various climate regimes. Undoubtedly, there are deviations among evaluation results, as was to be expected, due to the different measures that were employed (see Hsu et al., 1995; Kim & Barros, 2001) .
However, the following findings can be reported: 1. The ANN model can simulate high flows quite well when it is calibrated for increasing values of pseudo-precipitation and is validated for moderately decreasing values. 2. Low flows are predicted to acceptably good levels by the ANN model when it is calibrated for increasing values of pseudo-precipitation and validated for moderately, or clearly decreasing, values of pseudo-precipitation. 3. The ANN model can match the calibration and validation residual variance data (measured by RMSE A,B and %VE A,B ) of high and low flows with the wetness of the year in a somewhat linear relationship when it is calibrated for clearly decreasing values of pseudo-precipitation and validated for increasing values. 4. The daily hydrographs and scatter plots of high and low flows are best represented by the ANN model when it is calibrated for increasing values of pseudoprecipitation and it is validated for moderately decreasing values. 5. On the average statistics and graphs, it could be concluded that the ANN model can simulate well the daily high and low flows, when it is calibrated for increasing pseudo-precipitation and validated for moderately decreasing pseudo-precipitation. 6. For the entire period, the ANN model provided a better representation of the daily high and low flows than the hydrological (SMA) model. Furthermore, the ANN model is more efficient in capturing such flows when it works for classified climates with smaller calibration periods. Finally, since the ANN model has no physically realistic components and parameters, it is by no means a substitute of the SMA model. Nevertheless, due to model flexibility, the ANN approach provides a viable and effective alternative for daily high-and low-flow simulation and forecasting in climatically varied regimes in cases that do not require explicit analysis of the internal dynamics of the catchment or in cases where insufficient calibration data are available.
