We discuss the recent progress in the development of the single center (SC) method for computation of highly-delocalized discrete and partial photoelectron wave continuous functions of molecules. Basic equations of the SC method are presented, and an efficient scheme for the numerical solution of a system of coupled Hartree-Fock equations for a photoelectron is described. Several illustrative applications of the method to photoionization and electronic excitation processes in diatomic molecules are considered. Thereby, we demonstrate its potential for theoretically studying angularly resolved molecular photoionization processes.
I. INTRODUCTION
The theoretical investigation of photoionization and electronic excitation processes of molecules is a complex problem, requiring precise molecular orbitals (MOs) of the molecular ion core and the electron in discrete or continuous spectra. One of the most accurate many-center representations of a molecular orbital as the linear combination of atomic orbitals (MO LCAOs), primarily intended for the study of the lowest molecular excited states, allows one to calculate MOs of the core, valence, and first unoccupied shells with very high accuracy. The MO LCAO representation, however, is restricted to studying highly excited delocalized states in discrete and continuous spectra of molecules. Therefore, considerable efforts have been invested in the last decades to the development of theoretical methods and computational approaches to solve the electron continuum problem in molecules.
Several alternative approaches have been applied for computing molecular Auger decay rates, requiring accurate continuous wave functions for the outgoing electron. Among them are numerous scattering methods [1] [2] [3] [4] [5] [6] or the Stieltjes imaging technique. [7] [8] [9] [10] [11] [12] These approaches are, however, restricted to the calculation of the total decay rates with respect to the final Auger continuous chanels and are not designed for the computation of partial photoelectron waves. The latter difficulties are absent in the multichannel Schwinger scattering methods, [13] [14] [15] [16] [17] where the Auger continuous channels are the solutions of the Lippmann-Schwinger equation in a numerical basis set optimized in a model Hamiltonian [13] [14] [15] or in a basis set of atom-centered Gaussian functions. 16, 17 Subsequent asymptotic one-center extrapolation of the continuous channels via partial electron waves with given angular momentum a) Present address: Theoretische Chemie, Physikalisch-Chemisches Institut, Universität Heidelberg, Im Neuenheimer Feld 229, D-69120 Heidelberg, Germany. Electronic mail: phd@rgups.ru and philipp. demekhin@pci.uni-heidelberg.de.
and projection m also allows calculations of electron angular distributions.
Another comparatively simple method for the computation of partial decay amplitudes and electron partial waves, proposed by Siegbahn et al. 18 and applied widely nowadays, [19] [20] [21] [22] [23] is the one-center approximation. It utilizes photoelectron continuous partial waves computed in the field of one atomic center at which the Auger decay happens, neglecting, therefore, interatomic and molecular field effects in the continuum. It describes rather satisfactorily solid-angleaveraged intensities of the Auger spectrum 22 and even angularly resolved intensities. 23 The latter approximations are absent in the generalization of the atomic random-phaseapproximation (RPA) for diatomic molecules. [24] [25] [26] According to this method, the Hartree-Fock (HF) zero order basis set of one-particle wave functions containing both discrete excited states and the continuous spectrum is calculated numerically in prolate spheroidal coordinates in the field of a frozen core of a singly charged ion. This basis set is then used for the RPA calculations, accounting for intershell correlations. Since basis continuous wave functions are sought as the solutions with given angular momentum and its projection m (partial electron waves), this method is most suited for the study of angularly resolved decay spectra of molecules. 25, 26 The present paper is focused on the recent developments of the alternative approach for studying molecular photoabsorption, which is known as the single center (SC) method, 27, 28 and which was among the first computational approaches for molecular wave function calculations. 27 Because of the breakthrough in the development of many-center MO LCAO computational approaches in the middle of the last century, the use of the SC method was reduced. Its comeback at the end of the last century was stimulated by the necessity to study highly delocalized molecular excited states. In the SC method, a one-particle MO is represented with respect to a single center of the molecule via an expansion in terms of spherical harmonics. The traditional way of implementing this method is to search for partial harmonics of an SC expansion in form of a linear combination of Slater orbitals by minimization of the total energy of a molecular electronic state. 27 In the case of a photoelectron in the continuum, it is convenient to utilize another version of the SC method, where the variational principle is applied to derive a system of coupled integrodifferential HF equations and these equations are solved numerically. 28 This realization of the SC method was, at first, designed for the study of hydrogenous molecules [28] [29] [30] [31] [32] and later on for the investigation of heavier nonhydrogenous molecules. [33] [34] [35] [36] In the last decade, an efficient scheme has been utilized for the numerical solution of a system of coupled HF equations, and the SC method has been successfully applied for the calculations of highly delocalized Rydberg states [37] [38] [39] [40] and continuous partial photoelectron waves [40] [41] [42] [43] [44] [45] [46] of simple diatomic molecules, such as O 2 , N 2 , NO, and CO. It was demonstrated that the SC method allows for accurate calculations of total and partial cross sections and oscillator strengths, [38] [39] [40] Auger decay rates, 37, 41, 42 as well as angular distribution parameters for photoelectrons and fluorescence photons [43] [44] [45] [46] in molecules. In order to attract more attention to the single center method, essentials of the method and its applications are presented in this paper. Basic equations of the method are given in Sec. II A. Efficient procedure for numerical solution of these equations and a practical scheme for noniterative accounting for exchange Coulomb interaction of the photoelectron with the core are described in Sec. II B. Several illustrative applications of the method to the theoretical description of photoexcitation of O 2 (Sec. III A), resonant photoionization of O 2 (Sec. III B), and angular distribution of photoelectrons and fluorescence photons in the core-excited CO and NO molecules (Sec. III C) are also shown. We conclude with a brief summary.
II. THE SINGLE CENTER METHOD

A. Basic equations of the method
According to the SC method, the spatial part of the MO is represented with respect to the single center of a molecule as an expansion by spherical harmonics Y m (θ, ϕ) with a given projection m of the angular momentum on a chosen quantization axis (z):
where x, y, z and r, θ, ϕ are the Cartesian and spherical coordinates with respect to the chosen center, P ε m (r ) stands for the radial parts of partial harmonics in the SC expansion of the MO. In the most general case, these radial parts are complex functions and summations in Eq. (1) over indices and m are infinite. If, however, a particular symmetry of the MO is implied, summation over index m is restricted according to this symmetry. For instance, in a diatomic molecule, where the projection m on the molecular axis is a good quantum number, radial parts P ε m (r ) can be chosen real and summation over m is omitted. Thereby, one defines σ , π , δ orbitals for m = 0, ±1, ±2, respectively. There, the center of a diatomic molecule is practical to choose in the middle of the molecular axis (z-axis) in between the two nuclei. The radial parts P ε m (r ) of the photoelectron molecular orbital satisfy the following system of coupled Hartree-Fock equations:
under the following normalization conditions for the discrete P n m and continuous P ε m MO:
In the system of equations (2) (2) contains the off-diagonal potentials with m = m , which couples equations for different partial harmonics. These potentials can be calculated as described below using the MO LCAO representation of the occupied shells deconvolved as Eq. (1).
Let R n , θ n , φ n are the spherical coordinates of the nucleus n of charge Z n with respect to the chosen center. In these designations, the potential for the nuclei-electron interaction is given in atomic units as 28 
V
where r < = min(r, R n ), r > = max(r, R n ), and q = m − m . 
Coefficients a c and b c in Eqs. (5) and (7) are determined by all quantum numbers of the electronic configuration formed by the ionic core and the photoelectron.
B. Scheme for numerical solution
The system of coupled differential equations of the second order [Eq. (2)] can be conveniently solved with the use of the Numerov finite-difference scheme, which relates the values of an unknown multicomponent function to three neighboring points. These equations can be numerically integrated using, for instance, asymptotic expansions of the desired functions in powers of r +k (k = 1, 2, . . .) at the origin of the coordinates. As a rule, system (2) couples the harmonics P ε m over a wide range of angular momenta . In the spatial range below the centrifugal barrier, the harmonics P ε m corresponding to small and large values of the angular momentum differ from each other by several tens orders of magnitude. Consequently, this integration technique necessarily involves computational problems associated with the accuracy decrease. In order to overcome these difficulties, it is convenient to use the vector sweep method by reducing the Cauchy problem for the second-order equation to a boundary problem (see Appendix A). The main advantage of the method is that the sweep matrices are of the same order of magnitude over the entire range of angular momenta . Such a combination of the Numerov finite-difference scheme and the sweep method is described in the monograph 47 and was successfully applied to the calculations of atomic orbitals.
For the photoelectron in the discrete spectrum, the system of equations (2) relates solutions in the "closed channels." Integration of the system for the case of ε < 0 must be performed in both directions. The nonlocal exchange Coulomb interaction of the photoelectron with the core electrons can be included, for instance, by an iterative procedure and calculated using the solutions P ε m obtained in the preceding iterative step. In the first iteration step, the nonlocal term can be omitted. In this phase of the integration of the homogeneous system of coupled differential equations, matching of the desired functions and their derivatives obtained by integration in opposite directions results in the criteria for determination of the one-electron energy ε. When the exchange interaction is taken into account, the system of equations (2) has a unique solution for any one-electron energy ε. The invariability of the intermediate normalization of the desired function in the discrete spectrum can be used as a criterion to determine a unique value of the energy at each iteration step. After iterative procedures have converged, the molecular orbital must be normalized according to Eq. (3). Details of the integration of system of equations [Eq. (2)] in the discrete spectrum are summarized in Appendix B 1.
For the photoelectron in a continuous spectrum (ε > 0), the system of equations (2) relates solutions in the "open channels" and integration must be performed only outward. In the case of interaction of C continuous spectra at a fixed energy, one obtains C degenerate C-components solutions. According to Ref. 48 , linearly independent solutions of the system of equations (2) at r → ∞ should be sought in the following asymptotic form:
Here, J (r ) and H (r ) are so-called Coulomb functions (the linearly independent and energy-normalized solutions in the spherically symmetric Coulomb potential). The superscripts L M in Eq. (8) (8) is known as the reaction matrix or Rmatrix (see Appendix B 2 for details).
The new solutions, P L M m (r ), which are normalized on the energy scale according to Eq. (3), satisfy the condition of mutual orthogonality, and describe the partial photoelectron incoming-wave channels (outgoing spherical waves only in channel m = L M), should be chosen as the following linear combinations of the solutions (8):
where complex vectors U L M L M are the solutions of the eigenvalue problem for the hermitian R-matrix
We point out that after the transformation (9) partial continuum waves are always complex functions, even in the case of diatomics, where solutions (8) can be sought as real. In order to increase the accuracy of the numerical procedure in the regions of singularity of molecular potentials, the system (A1) can be solved by changing the spatial integration variable r with the new variable ρ via the expression
Integration is performed in constant steps in the variable ρ.
The second term in expression (11) makes it possible to concentrate the integration points at the center of the molecule, as suggested in Ref. 47 . In addition, we have introduced the third term (sum runs over the nuclei centers) that symmetrically concentrates integration points around the positions of the nuclei R n . It can be easily shown (see also Ref. 47 ) that replacing the solution functions P ε m (r ) by the new ones F ε m (ρ) via
results in the following system of coupled differential equations, which also do not contain the first derivative of the F ε m (ρ) functions [compared with Eq. (A1)]:
Finally, the solution of the system (2) becomes easier if one takes into account the persistency of the shape of P ε m functions at high m-values. This allows the restriction of the expansion (1) for simple diatomic molecules, such as O 2 , N 2 , NO, and CO, to ≤ 20 − 25, increasing the V ne m m (r ) and V ee m m (r ) potentials for large m. [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] The inhomogeneous (due to exchange Coulomb interaction) system of coupled equations (2) can be solved, for instance, iteratively. 40 The alternative approach implies that the system (2) and integral equations for exchange Coulomb potentials (6) can be reduced to a united homogeneous system of coupled differential equations relative to both partial harmonics and corresponding exchange potentials as suggested in Ref. 51 and described in details in Ref. 48 . Essentials of this procedure are given in Appendix C.
C. Computational details and application range
Before discussing recent applications of the single center method, let us briefly outline relevant computational details, perspectives for going beyond the one-electron Hartree-Fock approximation, as well as its application range and limitations for heavy and polyatomic molecules.
The computational details will be outlined by two representative examples. The first is the calculation of the CO 5σ −1 3sσ Rydberg orbital. We restrict the SC expansion (1) for the core MOs of CO and for the Rydberg electron to c ≤ 24 and ≤ 20, respectively. The exchange Coulomb interaction of the Rydberg electron with the ionic core can be described by 45 generalized potentials (C5) for each of the core orbitals with the multiplicity k running from 0 to 44 (except for the 1π orbital where k runs from 1 to 44). Here, one has to solve 290 coupled differential equations (C8) for 269 exchange potentials and for 21 partial harmonics of the Rydberg electron ( = 0 − 20). The change of the integration variable according to Eq. (11) allows one to cover the radial interval of 0-35 a.u. by only 250 grid points and, simultaneously, to obtain a relative accuracy in energy below 10 −4 . It becomes possible owing to increase of the accuracy of the numerical calculation in the regions of singularity of the molecular potential (concentration of the integration points at the center of the molecule and at the positions of the nuclei). This numerical problem required less than 0.5 GB memory and was solved by a contemporary single processor personal computer (PC) within 5 min.
The second example is the 3σ
g εσ u ionization of the N 2 molecule. The following parameters were used in the calculations: c ≤ 30, ≤ 19, and 350 grid points. As mentioned above, for homonuclear diatomic molecules every second angular momentum enters the SC expansion (1), and every second multiplicity k of the generalized potentials (C5) is necessary to describe exchange interaction of the photoelectron with the ionic core. As a result one has to integrate only 159 coupled differential equations (C8): 149 equations for generalized exchange potentials and 10 equations for the partial harmonics of the continuum electron ( = 1, 3, . . . , 19) . However, a complete solution requires integration of ten degenerate ten component continuous functions (8) . This numerical problem required even less memory and was solved by a single processor PC within 2 min.
Of course, studying heavier molecules requires longer SC expansions over , depending on the energy of an MO and on the internuclear distance. A maximal angular momentum in the expansion (1) grows with the one-electron energy ε as √ ε and linearly with the coordinate R of a nucleus with respect to the chosen center. Longer expansions over , in turn, result in much longer expansions of the exchange potentials (C5) over multiplicity k. As is obvious from the considered examples, the latter quantities provide a major contribution to the size of the system of coupled differential equations (C8). A precise solution of this problem would require much more memory and a parallelization of the computer code. However, one can still solve this problem within a justified approximation. Major parts of storage memory and computational time can be reduced by restricting expansions of the generalized exchange potentials (C5) up to a certain value k max . The latter value can be estimated from the convergence of computational results with respect to the maximal multiplicity taken into account. The k max value providing satisfactory results ranges usually from 30 to 50, depending on the molecule. Applications of the method to heavy molecules can be found in Refs. 33-36. In the case of nonlinear polyatomic molecules, the SC representation of an MO includes an additional expansion over index m. However, the largest value of the projection of the angular momentum in the expansion (1) must not necessarily coincide with the largest angular momentum. Depending on the geometry of the molecule it can be chosen smaller. In addition, summation over index m in the expansion (1) One of the most important advantages of the single center method is the "atomiclike" representation of the molecular orbitals. The representation of an MO via Eq. (1) allows the straightforward implementation of numerous existing methods elaborated for inclusion of many-electron correlations in atoms. Among them are configuration interaction expansions, multireference approaches, many-body perturbation theory, and random-phase-approximation. For instance, the effect of many-electron correlations on valence and subvalence shells ionization of molecules has been studied by the SC method in Refs. 28-32. There, the effect of the polarization of valence shells by a subvalence shell vacancy has been described by a two-reference representation of a final ionic state, and the random-phase-approximation has been implemented in order to include intershell and intrashell correlations. In the recent studies of core-excited molecules, [43] [44] [45] [46] the monopole relaxation of a molecular core was taken into account within the sudden approximation by applying the theory of nonorthogonal orbitals.
III. APPLICATIONS
A. Discrete spectrum: Highly excited molecular Rydberg states
In this subsection we discuss applications of the SC method to the calculation of MOs of a photoelectron in the discrete spectrum. In Refs. 37 and 40 properties of the highly delocalized O * 54 based on the analysis of the autoionization dynamics of the spin-orbit components of these states.
B. Continuous spectrum: Photoionization via autoionization of resonances
Recently, [41] [42] [43] [44] [45] [46] the SC method has been applied to computations of absolute partial and total Auger (autoionization) decay rates of the core-ionized (core-excited) N 2 , CO, and NO molecules. The theoretical decay rates were found in a good agreement with the available theoretical [19] [20] [21] and experimental [55] [56] [57] data. Computed absolute oscillator 
C. Continuous spectrum: Angularly resolved deexcitation spectra of molecules
The aim of this subsection is to demonstrate the potential of the SC method for computing angularly resolved decay spectra of molecules. Here, a precise theoretical description of the partial photoelectron waves m in the molecular continuum is necessary. The angularly resolved Auger electron and subsequent fluorescence emission spectra of the core-excited CO (Refs. 43 and 44) 56 Therefore, the LVI is practically invisible in the magic-angle-recorded decay spectra of this resonance. 21, 60, 62 However, in the angularly resolved decay spectra (corresponding angular distribution parameters), the effect of LVI is more "visible." As one can see from panels (b) and (c) of Fig. 2 , the measured angular distribution parameters β e and β2 f l exhibit substantial variation across the positions of the vibrational levels v r of the C * O resonance. Calculations performed in Ref. 43 support these observations and assign these variations to the LVI effect. The angularly resolved Auger decay spectra of the coreexcited NO molecule have been measured in Ref. 63 . There, a large disagreement between the measured NO + (X 1 + ) Auger electron angular distribution parameters and theoretical parameters computed within the "standard LVI" theory in Ref. 63 have been found and tentatively assigned to the interference between overlapping electronic states within the multiplet structure of the resonance (known as electronic state interference (ESI) (Ref. 64) . The effect of ESI on the angularly resolved decay spectra of the core-excited NO molecule, which is symmetry forbidden in the solid-angle-averaged (magic-angle-recorded) spectra, has recently been verified in Refs. 45 and 46. Experimental 63 and theoretical 46 parameters β e for the NO + (X 1 + ) Auger electrons are compared in the upper and lower panels of Fig. 3 as functions of the vibrational quantum number v at different exciting-photon energies (indicated in the figure) . Good quantitative agreement between the theory and experiment supports the effect of interference between amplitudes for population and decay of different by symmetry intermediate resonances 1s continuum photoelectron waves computed by the SC method and supports the effect of ESI on the angularly resolved fluorescence spectra suggested by the theory. 45, 46 
IV. SUMMARY
Basic equations of the SC method for the calculation of highly delocalized discrete and partial photoelectron continuum functions of molecules are presented, and an efficient scheme for the numerical solution is discussed. The method implies representation of MO as an expansion over spherical harmonics with respect to a chosen single center and subsequent solution of a system of coupled Hartree-Fock differential equations for a photoelectron in discrete or continuous spectra. The scheme implies the combination of the Numerov finite-difference scheme with the vector sweep method and allows noniterative inclusion of nonlocal exchange interaction of a photoelectron with a molecular core. All necessary relations for the numerical procedure are provided in the Appendices. Implementation of the method results in an accurate and stable numerical tool for the theoretical study of angularly resolved molecular photoabsorption problems. By several illustrative applications of the method to diatomic molecules, we reveal its potential for studying molecular photoionization in the discrete and continuous spectra. The method allows straightforward application to nonlinear polyatomic molecules. We hope this short overview will attract more attention to the method.
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APPENDIX A: DETAILS OF THE NUMERICAL PROCEDURE
For the sake of convenience the system of equations (2) can be rewritten as 
The Numerov finite-difference scheme relates the values of an unknown multicomponent function satisfying Eq. (A2), which do not include the first derivative of the desired function, to three neighboring points aŝ
with theâ,b, and f matrices defined bŷ
Here,Ê is the unity matrix and subscript n numerates grid points with a constant integration step h. The outward (out) or inward (in) vector sweep relates the values of the unknown multicomponent function P at only two neighboring points n and n + 1 or n − 1 and n, respectively, via
Substitution of expressions (A5) into Eq. (A3) allows determination of recurrent matrix relations for theV n and U n matrices. Using the boundary condition for exponential decrease of the desired multicomponent function in the spatial range below the potential barrier, it is possible to reconstruct these matrices at the whole coordinate grid. For the case of the outward vector sweep, these relations read aŝ
The boundary conditions for sweep matrices at r → 0,
allow one to start the outward vector sweep by solving the following equation relatively to the unknown matrixV :
The inward vector sweep can only be applied to solutions in the discrete spectrum (ε < 0). Similar relations for matriceŝ V in n and U in n read aŝ
Integration of Eqs. (A9) can be started by applying the boundary conditions at r → ∞,
resulting in the following equation relatively to the unknown matrixV : 
In absence of the exchange Coulomb potentials (i.e., X = 0), the right hand side of Eq. (B1) is equal to zero. The homogeneous system of linear equations (B1) has a nontrivial solution if
The latter equations are the criteria to determine the oneelectron energy ε for the solution of the homogeneous system of equations (A2). Assuming that the solution (P 1 m 1 ) K in the first channel 1 m 1 has the value of 1 in the matching point K , it is possible to solve Eq. (B1) relative to values of the other components m at point K and to reconstruct the solution P in the whole coordinate grid via vector sweep relations (A5). It is obvious that if exchange Coulomb interaction is taken into account (i.e., X = 0), the system of linear equations (B1) has a unique solution for any one-electron energy ε. In this case, the invariability of the intermediate normalization of the desired discrete function,
is the criterion to determine a unique value of the energy at each iteration step.
Continuum spectrum
Let the vector solution
Using the vector sweep relations (A5) and the asymptotical condition (8) in the last two points of the integration grid N and N − 1, one can write 
APPENDIX C: NONITERATIVE PROCEDURE
We redefine the partial harmonics of an electrostatic Coulomb potential (6) as follows:
The harmonic (C1) of multiplicity k satisfies the following differential equation:
with the asymptotic conditions,
Even for the case of a simple diatomic molecule (such as O 2 , N 2 , NO, and CO), the exchange term (7) includes about 10 5 potentials (6), which differs by (i) core shells (sum over index c), (ii) partial harmonics of core MOs (sums over indices c m c and c m c ), (iii) partial harmonics of a photoelectron (indices m and m ), and (iv) by multiplicity k. In order to reduce the amount of equations (C2), which must be solved, to a satisfactory order, we introduce the generalized harmonics for exchange Coulomb potential as described below. For this purpose we change the order of summations in the exchange term (7) 
Generalized potential Y k (P c , P ε ) in Eq. (C4) describes the harmonic of multiplicity k of the exchange Coulomb interaction of a photoelectron P ε with the core electron P c and is given via potentials (C1) by 
with the asymptotic conditions (C3). The complete exchange interaction of a photoelectron with a core of a simple diatomic molecule can now be described with the help of about 10 2 generalized potentials (C5). In order to determine these potentials one needs to solve only about 10 2 differential equations (C6) instead of about 10 5 equations (C2) for potentials (6) .
Let us now introduce the vector solution P that includes both the partial harmonic of a photoelectron and generalized potentials,
Unification of a system of differential equations for a photoelectron (Eq. (A1)) and generalized exchange potentials (Eq. (C6)) results in the following homogeneous system of differential equations relatively solutions (C7):
with theF matrix defined bŷ 
Equations (C10) can be straightforwardly modified for the new solution function (C7) redefined via Eq. (12) after changing the integration variable according to Eq. (11), as shown in Sec. II B.
The homogeneous system of differential equations (C8) can be solved noniteratively by the numerical procedure described in Appendices A and B. In order to start numerical integration, the asymptotic conditions (C3) for generalized exchange potentials must be utilized. For a homogeneous system (i.e., X = 0), both U out and U in vectors in vector sweep relations (A5) must be omitted. In the discrete spectrum, matching the solutions integrated in the two opposite directions, and their derivations at the grid point K , result in a homogeneous system of linear equations (given by Eq. (B1) without right part) relatively to the values P K of the desired vector function (C7) including both partial harmonics of a photoelectron and generalized exchange potentials. Equation (B2) is the criterion to determine the one-electron energy ε in the discrete spectrum. In the continuum, integration must be performed outward only, and asymptotic conditions (8) and (C3) allow one to determine a complete Rmatrix, all values of the solution (C7) in the last grid point P N , as well as the asymptotic coefficients B ck in Eq. (C3), in each channel L M.
