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Abstract
We provide an explicit example of how the string winding modes can be incorporated
in double field theory. Our guiding case is the closed bosonic string compactified on a
circle of radius close to the self-dual point, where some modes with non-zero winding or
discrete momentum number become massless and enhance the U(1) × U(1) symmetry
to SU(2) × SU(2). We compute three-point string scattering amplitudes of massless
and slightly massive states, and extract the corresponding effective low energy gauge
field theory. The enhanced gauge symmetry at the self-dual point and the Higgs-like
mechanism arising when changing the compactification radius are examined in detail. The
extra massless fields associated to the enhancement are incorporated into a generalized
frame with O(d+3,d+3)
O(d+3)×O(d+3) structure, where d is the number of non-compact dimensions.
We devise a consistent double field theory action that reproduces the low energy string
effective action with enhanced gauge symmetry. The construction requires a truly non-
geometric frame which explicitly depends on both the compact coordinate along the circle
and its dual.
March 15, 2016
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1
1 Introduction
The frameworks of Generalized Complex Geometry (GCG) [1] and Double Field Theory
(DFT) [2] have been proposed in order to incorporate T-duality as a geometric symmetry.
T-duality is a distinct symmetry of string theory associated to the fact that, being an
extended object, a string can wrap cycles of the compact space, leading to the so-called
winding states. These states are created by vertex operators involving both coordinates
associated with momentum excitations and dual coordinates associated with winding
excitations. Perturbations of the vacuum by these operators may lead to non-geometric
backgrounds which correspond to field theories with interactions depending on both sets
of coordinates.
The idea to describe these properties within a field theory in which the fields depend
on the double set of coordinates has a long history [3, 4], and it is the subject of current
active research (see the recent reviews [5]). Generically these field theories must satisfy
consistency constraints. A solution to these constraints is the so called section condition,
which effectively leads to the elimination of half of the coordinates. Even if the original
motivation is lost when choosing this solution and DFT shares the basic features of GCG
in this case (both frames are based on an ordinary, undoubled, manifold), it provides an
interesting tool for understanding underlying symmetries of the theory and some gen-
uine stringy features like α′ corrections have been recently incorporated [6, 7] in these
formulations.
Alternative solutions to the constraint equations are the generalized Scherk-Schwarz
[8] like compactifications of DFT [9]. These compactifications contain the generic gaugings
of gauged supergravity theories, allowing for a geometric interpretation of all of them. In
this framework, the doubled coordinates enter in a very particular way through the twist
matrix which gives rise to the constant gaugings.
So far the DFT construction has considered only the massless states of the un-
compactified string. The purpose of the present work is to provide an explicit example of
how the string winding modes can be incorporated in the double field theory formulation.
In particular, we show that the striking stringy feature of gauge symmetry enhancement
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at certain points in the compactification space can be accounted for in this context. We
address this issue in the simplest example of closed bosonic string theory compactified on
a circle of radius close to the self-dual point.
In order to pursue this construction we first recall some basic information of string
compactification on a circle, including the enhancement of the gauge group at the self-dual
point [10, 11, 12], with the aim of identifying the key ingredients to be incorporated in
the DFT framework. We compute three-point scattering amplitudes in the bosonic string
involving states with non-vanishing winding and compact momentum. The computation
is performed at the self-dual point, with enhanced SU(2)L × SU(2)R gauge symmetry,
but also slightly away from it, where some states acquire tiny masses and the gauge
symmetry is spontaneously broken to U(1)L × U(1)R. We then extract the effective field
theory describing their interactions and study in detail the enhancement of the gauge
symmetries and the Higgs-like mechanism that arises when changing the radius of the
compact dimension. The string theory basics are presented in Section 2, and in Section 3
we discuss the compactification away from the self-dual radius.
We then proceed to the construction of the Double Field Theory description in Section
4. We start by presenting the usual Kaluza-Klein (KK) compactification of the metric
and antisymmetric fields and then rewrite the results in a chiral basis, which is suitable to
describe the extension to the left and right SU(2) gauge groups, as dictated by the string
compactification. String computations as well as the identification of an O(d+3,d+3)
O(d+3)×O(d+3)
structure, where d is the number of non-compact spacetime dimensions, are used as a
guide to build an extended frame that incorporates all the fields of the reduced theory
and, in particular, the fields associated to the enhancement. The generalized frame for-
mulation of DFT and its Scherk-Schwarz reduction are used to write down a consistent
DFT effective action that coincides with the effective string field theory action with the
enhanced symmetry.
Finally, we discuss the structure of the generalized frame. Interestingly enough, this
frame must depend on both the coordinate on the circle and its dual, and it therefore
furnishes a truly non-geometric construction. Concluding remarks and a brief outlook are
presented in Section 5.
3
2 Bosonic string compactified on a circle
In this section we introduce some basic concepts about the closed bosonic string compact-
ified on a circle, which are needed throughout the rest of the paper.
2.1 Massless states and vertex operators at the self-dual radius
Consider the closed bosonic string compactified on a circle of radius R, with coordinate
identification
Y (σ, τ) = y(σ + iτ) + y¯(σ − iτ) ∼ Y (σ, τ) + 2πR , (2.1)
where σ, τ are the coordinates on the worldsheet.1
This periodicity has two effects. On the one hand, univaluedness of the wave function
requires discrete momentum p in the compact dimension, like in Kaluza Klein (KK)
reduction in field theory. On the other hand, unlike point particles, strings can wind an
integer number of times p˜ around the compact direction, i.e.
Y (σ + 2π, τ) ∼ Y (σ, τ) + 2πp˜R (2.2)
The dual coordinate Y˜ (σ, τ) = y(σ + iτ)− y¯(σ − iτ) satisfies
Y˜ (σ + 2π, τ) ∼ Y˜ (σ, τ) + 2πpR˜ (2.3)
where we have defined the dual radius
R˜ =
α′
R
. (2.4)
In the uncompactified theory, the massless fields are the metric, the antisymmetric
tensor and the dilaton.
For one compact dimension, the metric and the B-field with one leg along the circle
give rise to two massless KK U(1) gauge vectors while the metric with both legs along
the circle gives rise to a massless scalar. Apart from these, at the self-dual radius
Rsd = R˜sd =
√
α′ , (2.5)
1We use a bar to indicate right-moving quantities (y¯, N¯ , k¯, ... are the right-moving coordinate, right-
moving oscillation number, right-moving momentum, etc). Not to be confused with complex conjugation.
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more vector states become massless and the U(1)L × U(1)R gauge group is enhanced to
SU(2)L × SU(2)R. Nine massless scalars, transforming in the (3, 3) representation, do
also appear. This can be easily seen from the mass formula,
M2 = −K2 = 2
α′
(N + N¯ − 2) + k
2
2
+
k¯2
2
, (2.6)
and the level matching constraint,
N¯ −N = pp˜ , (2.7)
where N = Nx+Ny (N¯ = N¯x+ N¯y) is the left (right) moving number operator, involving
the sum of the number operator along the circle Ny (N¯y) and the number operator for the
non-compact spacetime directions, denoted by Nx (N¯x). The left- and right-momenta for
the periodic dimension are
k =
p
R
+
p˜
R˜
, k¯ =
p
R
− p˜
R˜
. (2.8)
For later convenience we introduce the following parameters with mass dimension
m− = R
−1 − R˜−1 = 1
α′
(R˜− R) ,
m+ = R
−1 + R˜−1 =
1
α′
(R˜ +R) .
(2.9)
The massless states appearing at the self-dual radius are quoted below2.
1. The three vector states generating SU(2)L have N¯x = 1, Nx = N¯y = 0. The
assignment Ny = 1, p = p˜ = 0 corresponds to the KK (Cartan field) mode A
3
µ, while
for Ny = 0, p = p˜ = ±1 (namely, k = ± 2√α′ , k¯ = 0), we get the charged vectors A±µ ,
respectively. The corresponding vertex operators are defined as
V i(z, z¯) = i
g′c
α′1/2
ǫ3µ : J
i(z)∂¯XµeiK·X : (2.10)
where i = ±, 3 and z = exp(−iσ + τ).
2 We denote by ǫ = ǫ(K) with adequate indices the polarizations in momentum space and present its
corresponding field. For instance ǫ3µ correspond to polarizations of the vector field A
3
µ, ǫ
ij are the Fourier
components of the scalar Mij , etc.
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2. The vector states generating SU(2)R have Nx = 1, N¯x = Ny = 0. Setting N¯y =
1, p = p˜ = 0 we get A¯3µ, and for N¯y = 0, p = −p˜ = ±1 (i.e. k = 0, k¯ = ± 2√α′ ) we
obtain A±µ . The vertex operators associated to these states are given by
V¯ i(z, z¯) = i
g′c
α′1/2
ǫ¯iµ : ∂X
µJ¯ i(z¯)eiK·X : (2.11)
3. The nine scalars are obtained after setting Nx = N¯x = 0. They are listed below.
(a) Ny = 1, N¯y = 1, p = p˜ = 0 : M33
(b) Ny = 1, N¯y = 0, p = −p˜ = ±1 (k = 0, k¯ = ± 2√α′ ) : M3±
(c) Ny = 0, N¯y = 1, p = p˜ = ±1 (k = ± 2√α′ , k¯ = 0) : M±3
(d) N¯y = Ny = 0, p = ±2, p˜ = 0 (k = k¯ = ± 2√α′ ) : M±±
(e) N¯y = Ny = 0, p = 0, p˜ = ±2 (k = −k¯ = ± 2√α′ ) : M±∓
The corresponding vertex operators read
V ij(z, z¯) = g′cφij : J
i(z)J¯ j(z¯)eiK·X : (2.12)
In these expressions, µ = 0, ..., d− 1 is an index along the non-compactified (external)
dimensions and J i denote the SU(2)L currents
3. In the standard basis the currents are
explicitly given by
J1(z) = : cos(2α′−1/2y(z)) :
J2(z) = : sin(2α′−1/2y(z)) : (2.13)
J3(z) =
i√
α′
∂zy(z) .
They satisfy the OPE
J i(z)J j(0) ∼ κ
ij
z2
+ i
f ijk
z
Jk(0) + . . . (2.14)
the Cartan metric being given by κij = 1
2
δij and the structure constants being
f ijk = κklf ij l =
1
2
ǫijk. (2.15)
3The SU(2)R current algebra is obtained just by replacing J
i(z)→ J¯ i(z¯), y(z)→ y¯(z¯) and ǫijk → ǫ¯ijk.
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The Cartan-Weyl basis is obtained after setting J±(z) = J1(z)± iJ2(z), namely,
J±(z) =: exp(±2α′−1/2y(z)) : . (2.16)
Currents in this basis satisfy the same OPE (2.14) with κ++ = κ−− = 0, κ+− = 1 and
f+−3 = i.
The factor
g′c = gc(2πR)
−1/2 (2.17)
is the standard d-dimensional closed string coupling written in terms of the original D =
d + 1 dimensional coupling gc, with the factor (2πR)
−1/2 coming from the normalization
of the zero mode wave function.
Concerning the vector polarizations, recall that they must satisfy the gauge condition
K · ǫi(K) = K · ǫ¯i(K) = 0 (2.18)
in order for the vertex operators to have the correct conformal weight (1, 1).
The names of the modes indicate their transformation properties under the SU(2)L×
SU(2)R enhanced gauge symmetry: the KK vector A
3
µ corresponding to the fluctuations
of gµy + Bµy combines with A
±
µ containing discrete momentum and winding modes and
they all enhance the U(1)L to SU(2)L, and similarly A¯
3
µ = gµy−Bµy combines with A¯±µ to
enhance the U(1)R to SU(2)R. The scalar M33 is related to the fluctuations of the metric
gyy which, as we will discuss later, measures the deviation from the self-dual radius. It is
massless also away from the self-dual radius, and its (unfixed) vacuum expectation value
breaks the SU(2)L × SU(2)R to U(1)L × U(1)R through a stringy Higgs mechanism, as
we will see clearly from the effective action. We must also consider the well known vertex
operator creating states in the common gravity sector
VG(z, z¯) = −g
′
c
α′
ǫGµν∂X
µ∂¯XνeiK·X , (2.19)
where the label G = g, B, ϕ stands for graviton, antisymmetric tensor and dilaton, re-
spectively, and the polarizations satisfy the usual gauge constraints.
As a closing remark recall that the level matching condition (2.7) can be recast as an
eigenvalue equation for vertex operators as
∂Y ∂Y˜ V(p,p˜)(Y, Y˜ ) = −p.p˜ V(p,p˜)(Y, Y˜ ) = (N − N¯)V(p,p˜)(Y, Y˜ ) . (2.20)
7
2.2 Effective action at the self-dual radius and Higgs mechanism
Computation of the three-point amplitudes allows to identify the kinetic and (three field)
interaction terms in an effective low energy field theory limit. These amplitudes (given
in the Appendix) can be reproduced, at the self-radius and up to two derivatives, by the
following terms in the action
S =
∫
ddx
√
ge−2ϕ
[
1
2κ2d
(
R+ 4(∂ϕ)2 − 1
12
H2
)
− 1
8
F iµνF
iµν (2.21)
−1
8
F¯ iµνF¯
iµν − 1
2
gd
√
α′MijF
i
µνF¯
jµν −DµMijDνMijgµν + 16gd√
α′
detM
]
,
where
H = dB + Ai ∧ F i − A¯i ∧ F¯ i ,
F i = dAi + gdǫ
ijkAj ∧Ak , F¯ i = dA¯i + gdǫ¯ijkA¯j ∧ A¯k ,
DµMij = ∂µMij + gdǫ
iklAkµMlj + gdǫ¯
jklA¯kµMil (2.22)
and gd = κd
√
2
α′ is the effective gauge coupling constant that we will deduce in the next
section4.
As expected, this action reproduces an SU(2)L × SU(2)R gauge field theory with
nine scalars and coupled to the gravity sector. Details of this kind of computation can
be extracted from the literature [10, 11, 12, 13]. Actually this expression can also be
recovered from the effective action away from the self-dual radius by considering the limit
R→ R˜.
From this action, one can see some of the features of the spontaneous breaking of
SU(2)L × SU(2)R into U(1)L × U(1)R that happens away from the self-dual radius. An
effective built up stringy Higgs mechanism is already encoded in the string theory com-
putation away from the self-dual point as we shall discuss. Interestingly enough, it can
be interpreted as triggered by the vacuum expectation value of the scalar M33.
Shifting
M33 = v +M
′
33 , (2.23)
4Notice that in mass units, by assigning [Aiµ] = 1, then [gd] = 2− d2 = −[Mij] + 1.
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with < M ′33 >= 0, we see that the A
±, A¯± vectors acquire a mass while A3 and A¯3 remain
massless. Some of the scalars also acquire a mass. The vector masses come from the
terms
(DµM±3)
2 = (∂µM±3 ± 2 gdvA±µ ± 2 gdA±µM33 ∓ 2gdA3M±3 ∓ gdA¯±M±∓ ± gdA¯∓M±±)2
(2.24)
and similarly for M3± after exchanging left and right. The scalar masses, on the other
hand, come from
detM = v
1
4
(|M++|2 − |M+−|2) + 1
4
M ′33 (|M++|2 − |M+−|2) (2.25)
+
1
4
M3+ (M−3M+− −M−−M+3) + 1
4
M3− (M+3M−+ −M++M−3)
where in the first line we have used that M−+ = (M+−)∗, M−− = (M++)∗.
From the Higgs mechanism in the effective action (2.21) one obtains therefore four
massive scalars, M±±,M±∓. Recall from Section 2.1 that these are states that have only
winding or discrete momentum, and no oscillation modes along the circle. Note that half
of them acquire a negative mass 5. This is because we are dealing with the bosonic string,
where the ground state is a tachyon. When R < Rsd, the excited states which have only
winding are not massive enough to compensate for the negative energy of the tachyon. In
the heterotic string, such problem does not arise, and all the states have positive mass.
The other four scalars M3± and M±3 are the massless Goldstone bosons which are
eaten by the vectors A±, A¯± to become massive, with mass m−.
In the next section we present the relevant ingredients of the computation when R 6= R˜
and leave some details for the Appendix.
3 Away from the self-dual point
The study of amplitudes and the effective field theory away from the self-dual radius is
enlightening. Several of their expected features have been discussed in the literature (see
for instance [12, 11]), but as far as we know, an explicit computation is not yet available.
5Which half are tachyonic depends on the sign of v. For v > 0, which as we will see later corresponds
to R > R˜, or in other words R >
√
α′, the states M±± that have momentum are tachyonic, while those
with winding, M±∓, have positive mass, as expected.
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Interestingly enough, even if three-point amplitudes can only lead to three-field vertices
in the effective action, we will see that, away from the self-dual radius, some information
about higher order contributions can be guessed.
3.1 Vertex operators and amplitudes for R 6= R˜
In this section we present the relevant vertex operators and indicate general aspects of
the computation of three-point functions. More details can be found in the Appendix.
As can be checked from the mass formula (2.6), when moving away from the self-dual
radius, the KK states remain massless while the vectors and scalars with non-vanishing
winding and/or compact momentum, acquire a mass. The dependence on the radius in
the vertex operators is contained in the exponential factor of the internal coordinates.
Namely, these vertices contain a factor
: exp[iky(z) + ik¯y¯(z¯)]eiK·X : (3.1)
that will generically depend on the left and right internal coordinates since neither k nor
k¯ is zero for the states with compact momentum and/or winding away from the self-dual
radius.
In particular the U(1)L×U(1)R charges of these states, generated by J3⊕ J¯3, will be
(q, q¯) =
√
α′ (k
2
, k¯
2
). Notice that under a T-duality transformation exchanging the radius
R with the dual radius R˜ and windings with compact momenta
q ↔ q , q¯ ↔ −q¯. (3.2)
To be more explicit, let us discuss the case of the vector states with one unit of winding
and compact momentum. These become massive away from the self-dual radius with
MV ± = m−, where m− is defined in (2.9), and have k = m+, k¯ = m−. Therefore, the
operators
V ±(z, z¯) = i
g′c
α′1/2
ǫ±µ : ∂¯X
µeiK·Xexp[±im+y(z)]exp[±im−y¯(z¯)] : (3.3)
reduce to the SU(2)L massless vector vertices (2.10) for R = R˜ and then might seem
appropriate to create the gauge bosons A±µ .
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However, although they have the correct conformal weight (h, h¯) = (1, 1), a cubic
anomaly proportional to K · ǫ± appears in the OPE with the anti-holomorphic energy-
momentum tensor, and the transverse polarization conditions (2.18) canceling the anoma-
lies in the massless case are not correct here on physical grounds since these vectors are
massive.
To build the appropriate vertex operators, it is instructive to consider the scalars
that should provide the longitudinal components of the polarization, denoted V ±3. Their
vertex operators are
V ±3(z, z¯) = i
g′c
α′1/2
φ±3∂¯y¯(z¯)e
±im+ye±im−y¯eiK·X . (3.4)
These states have the same mass, MV ±3 = m−, and an anomalous cubic contribution
proportional to φ±3(±m−) that cannot be set to zero away from the self-dual radius.
Intriguingly, this anomaly can be canceled against that of the massive vectors! Indeed,
considering the combinations
V ′± = V ± − ξV ±3 , (3.5)
where ξ is some coefficient, the anomalies cancel provided
K · ǫ± ∓ ξm−φ±3 = 0 , (3.6)
which reduces to the transverse polarization condition (2.18) for the massless states.
In terms of fields, these equations would read
∂µA
±µ ± iξm−M±3 = 0 . (3.7)
Interestingly enough, this is just the Rξ t’Hooft gauge condition in gauge theories
f i = ∂ · Ai − igd ξTivφ = 0 , (3.8)
where Ti are generators, φ scalars and v the vev of the scalar field. Namely, in our case
for SU(2)× SU(2): (Ti)jk = −iǫijk, and φ ≡Mij , with non-vanishing vev v33 such that
f i = ∂µA
iµ − gdξ ǫijkvklMjl , (3.9)
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and defining gdv
33 = gdv = −m−, we obtain (3.7). We see here an indication that the
generation of masses can be given an interpretation in terms of a Higgs mechanism in the
effective theory.
We learn by this that the physical massive vector boson vertices are actually V ′±, and
the scalars M±3 should disappear from the spectrum. Notice that the fields associated to
V ′± have well defined charges (q, q¯) = ±
√
α′
2
(m+, m−). Moreover, since for the massive
vectors K2 = −m2−, the gauge condition (3.6) can be rewritten as
0 = K · ǫ± ∓ ξm−φ±3 = K · (ǫ± ±Kξ 1
m−
φ±3) . (3.10)
This implies that
ǫ
′±
µ = ǫ
±
µ ± ξKµ
1
m−
φ±3 (3.11)
appears as an effective polarization. In terms of fields this polarization leads to a massive
vector of the form
A
′±
µ = A
±
µ ±
i
m−
ξ∂µM±3 ≡ A±µ ∓
i
qv
ξ∂µM±3 (3.12)
where the vev v2 = m2− 6= 0 and q = ± is the U(1) charge of Aµ. This is the usual massive
vector field incorporating the Goldstone boson that provides the longitudinal polarization.
A parallel situation holds for the vertex operators creating the SU(2)R vectors
V¯ ±(z, z¯), where we need to define the massive vector field
V¯ ′± = V¯ ± − ξ¯V 3± (3.13)
and gauge condition
K · ǫ¯± ∓ ξ¯m−φ3± = 0 . (3.14)
The corresponding expressions for the vector fields and effective polarizations are obtained
just by exchanging barred and unbarred quantities.
The two scalars M±∓ with M2 = 4R˜2 − 4α′ = − 4R˜m− and (q, q¯) = ±
√
α′
R˜
(1,−1) have
vertex operators
V ±∓(z, z¯) = g′c
1
4
φ±∓ : e
± 2i
R˜
y(z)e∓
2i
R˜
y¯(z¯)eiK·X(z,z¯) : , (3.15)
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while the vertices for the scalars M±± with M2 = 4R2 − 4α′ = 4Rm− and (q, q¯) = ±
√
α′
R
(1, 1)
are
V ±±(z, z¯) = g′c
1
4
φ±∓ : e
± 2i
R
y(z)e±
2i
R
y¯(z¯)eiK·X(z,z¯) : . (3.16)
We see that away from the self-dual radius, two states become massive and two tachy-
onic depending on R > R˜ or R < R˜. This is in agreement with what we get from the
Higgs mechanism based on the effective action at the self-dual radius, as discussed in the
previous section. We will comment more on this in Section 3.3.
Finally, M33 remains massless and thus its vertex operator is (2.12).
It is useful to note how fields transform under T-duality. For instance,
M±± ↔ M±∓ M33 ↔ −M33
A3 ↔ A3 A¯3 ↔ −A¯3
A± ↔ A± A¯± ↔ A¯∓.
(3.17)
On the eaten scalars M±3, M3±, on the other hand, it acts as
M±3 ↔ −M±3 M3± ↔M3∓. (3.18)
Both (3.17) and (3.18) can be recast as the right multiplication by
D =


0 1 0
1 0 0
0 0 −1

 (3.19)
on the matrix Mij , i, j = ±, 3, for the scalars and on the row vector A¯i for the bosons.
If a trivial left multiplication is also assumed on Mij , which transform as (3, 3) under
SU(2)L×SU(2)R, T-duality can be recognized as a Z2 symmetry included in the enhanced
gauge group. Indeed, the idempotent matrix D belongs to the adjoint representation of
SU(2), corresponding to a rotation by π around the 2-axis. As it was already pointed out
in [12], this fact shows that T-duality is a symmetry not only of the perturbation theory
but of the exact string theory.
We expect that amplitudes involving the states that are massive away from the self-
dual radius are well defined and that the physical massive vectors (3.5) and (3.13) give
sensible results independently of the value of ξ, ξ¯, provided the gauge fixing conditions
(3.6), (3.14) are used. In what follows we show that this is indeed the case.
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3.2 Effective action from string theory at R 6= R˜
In this section we sketch the computation of the string theory three-point functions on the
sphere and obtain the classical effective action at the two derivative level for the closed
bosonic string compactified on a circle of radius R close to the self-dual radius (2.5). Some
details are given in the Appendix.
Only states that are massless at the self-dual radius are considered. As we discussed
in the previous section, some of these acquire a mass of order m− away from the self-dual
radius and a Higgs mechanism interpretation can be invoked in the effective field theory,
as we will show in detail in Section 3.3. We introduce a small parameter ǫ, which measures
deviations away from the self-dual radius, in the form6
R =
√
α′ exp(ǫ) =
√
α′(1 + ǫ+O(ǫ2)) . (3.20)
Therefore, the parameters introduced in (2.9) read
m− =
1
α′
(R˜− R) = − 2√
α′
sinh(ǫ) ≈ − 2√
α′
ǫ ,
m+ =
1
α′
(R˜ +R) =
2√
α′
cosh(ǫ) ≈ 2√
α′
.
(3.21)
In order for the effective action description to be valid, the mass scales E involved
should be such that E ∼ |m−| = |ǫ|/
√
α′ << 1/
√
α′, and other massive states should
be neglected. Then, we compute all possible three-point amplitudes involving the gravity
sector massless states, the massless gauge bosons A3, A¯3, the massless scalar M33, the
massive scalars M±±,M±∓ and the massive vectors A′±, A¯′±.
We showed that the well defined massive vectors have vertex operators of the form
V ′± = V ± − ξV±3, where V±3 is associated to the Goldstone boson M±3. Therefore,
amplitude computations would require partial evaluations involving V ± and V±3. For
instance, the computation of the three-point amplitude 〈V ′±(z1)V ′∓(z2)V3(z3)〉 splits into
four components. The partial amplitudes will be ill-defined since the component fields
are anomalous and generically the conformal volume will not factorize. This manifests as
a mismatching of powers of zij = zi − zj and z¯ij = z¯i − z¯j that do not reconstruct the
6The reason for this choice of parametrization will become clear later, when we relate this to the vev
of M33.
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conformal volume factor |z12z23z13|2 that must factorize. It is after summing up partial
results and using the gauge condition (3.6) that a sensible amplitude is obtained.
It is possible to check that the amplitudes involving massive vectors V ′±(ǫ) with other
vertices produce the same results as those amplitudes calculated with the massless opera-
tor V ±(ǫ′) but using the effective polarization ǫ′ introduced in (3.11). From the practical
point of view this observation leads to an important simplification. For instance only one
correlator, instead of four, needs to be computed in the amplitude involving three vectors.
The explicit computations are straightforward and follow the well-known steps given in
textbooks. We summarize these steps below and show a couple of relevant examples.
• Write down the three-point amplitude and perform all contractions with the prop-
agators
〈Xµ(z, z¯)Xν(w, w¯)〉 = −α
′
2
ηµνln|z − w|2 ,
〈y(z)y(w)〉 = −α
′
2
ln(z − w) ,
〈y¯(z¯)y¯(w¯)〉 = −α
′
2
ln(z¯ − w¯)
• Cancel out the volume of the conformal group.
• Include the normalization factor CS2 = 8piα′g′2c .
In order to find the effective field theory, we must compare the results of the amplitudes
with terms involving three-field interactions in the field theory Lagrangian written in
momentum space. Namely, a field will appear in terms of its corresponding polarization
and momenta as derivatives. Namely,
ǫµ(K) ↔ Aµ(x)
φ±±(K) ↔ M±±(x)
εgµν(K) ↔ hµν(x)
iKµ ↔ ∂µ (3.22)
where we must consider fluctuations around the flat metric gµν(x) ≃ ηµν + 2κdhµν(x).
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For instance, in order to obtain the kinetic terms for the scalar fields M±±, we first
compute
〈V ±±V ∓∓VG〉 = −18g′cπδkφ±,±φ∓∓εGµνkµ1kν2 , (3.23)
where δk = (2π)
dδd(
∑3
i=1 ki), leading to the term
1
8
g′cπ∂µM±±∂νM∓∓h
µν . (3.24)
This reproduces the coupling with metric fluctuations 1
2κ2
d
∂µM±±∂νM∓∓hµν if
1
8
g′cπ = 2κdC (3.25)
where C is a constant coming from de LSZ Theorem. Moreover, by computing
〈V ±±(z1)V ∓∓(z2)V 3(z3)〉 = 18g′cπφ±±φ∓∓ (ǫ3 ·K2 − ǫ3 ·K1) 1Rδk (3.26)
〈V ±±(z1)V ∓∓(z2)V¯ 3(z3)〉 = 18g′cπφ±±φ∓∓ (ǫ¯3 ·K2 − ǫ¯3 ·K1) 1Rδk ,
we can read off the following terms in the effective action
−i1
8
g′cπ[∂µM++(
1
R
A3µ +
1
R
A¯3µ)M−− −M++(
1
R
A3µ +
1
R
A¯3µ)∂µM−−] (3.27)
and therefore, combining this with (3.24), we can write the kinetic term in the effective
action
− 1
2(2κ2d)
DµM±±DνM∓∓g
µν (3.28)
with
Dµ = ∂µ − igqA3µ − igq¯A¯3µ (3.29)
where (q, q¯) =
√
α′
R
(1, 1) are the corresponding U(1)L × U(1)R charges.
In order to have a standard normalization we redefine the scalar and vector fields to
absorb the factor 1
2κ2
d
.
In doing so we notice that the amplitude results coincide with the ones obtained from
the effective action if the gauge and gravitational couplings are related as
gd =
κd
√
2√
α′
. (3.30)
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Proceeding in the same manner for the other terms, we can finally write the low energy
effective action, up to cubic interactions. Terms containing four fields can be completed
by invoking gauge invariance. We find,
SR6=R˜ =
∫
ddx
√
ge−2ϕ
[
1
2κ2d
(R+ 4(∂µϕ)2 − 1
12
HµνρH
µνρ) (3.31)
− 1
8
F 3µνF
µν3 − 1
8
F¯ 3µνF¯
µν3
− 1
8
F ′+µνF
′µν− − 1
4
m2−A
′
µA
′
νg
µν − 1
8
F¯ ′+µνF¯ ′
µν− − 1
4
m2−A¯
′
µA¯
′
νg
µν
− ∂µM33∂µM33 − 1
2
DµM±±D
µM∓∓ − 1
2
DµM±∓D
µM∓±
+ igd
√
α′m+
2
A
′+µA
′−νF 3µν + igd
√
α′m−
2
A
′+µA
′−νF¯ 3µν
+ igd
√
α′m+
2
A¯
′+µA¯
′−νF¯ 3µν + igd
√
α′m−
2
A¯
′+µA¯
′−νF 3µν
+ gd
m+
√
α′
2
A′+µA′−µ M33m− + gd
m+
√
α′
2
A¯′+µA¯′−µ M33m−
− gd
√
α′
1
8
F
′±
µν F¯
′±µνM∓∓ − gd
√
α′
1
8
F
′±
µν F¯
′∓µνM∓± − gd
√
α′
1
2
F 3µνF¯
3µνM33
− 4gd√
α′
M+−M−+M33(
√
α′
R˜
)
2
+
4gd√
α′
M++M−−M33(
√
α′
R
)
2
+
4m−
R˜
1
2
M+−M−+ − 4m−
R
1
2
M++M−−
]
with7
F
′±
µν = 2∂[µA
′±
ν] ∓ igd
√
α′m+
2
2A3[µA
′±
ν] ∓ igd
√
α′m−
2
2A¯3[µA
′±
ν]
F¯
′±
µν = 2∂[µA¯
′±
ν] ∓ igd
√
α′m+
2
2A¯3[µA¯
′±
ν] ∓ igd
√
α′m−
2
2A3[µA¯
′±
ν] (3.32)
F 3µν = 2∂[µA
3
ν]
DµM±± = [∂µ + i(±)gd
√
α′
R
A3µ + i(±)gd
√
α′
R
A¯3µ]M±±
DµM±∓ = [∂µ + i(±)gd
√
α′
R˜
A3µ − i(±)gd
√
α′
R˜
A¯3µ]M±∓
(3.33)
We have isolated the factor
√
α′m+
2
→ 1 at the self-dual radius.
Let us point out some expected, but nevertheless interesting, features of this action.
For instance, we see that covariant derivatives correctly appear in terms of the charges
7We define the antisymmetrizer with a 1
2
factor.
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of the corresponding fields: (q±, q¯±) = ±
√
α′
2
(m+, m−) for massive vector bosons A
′±
ν , or
(q±±, q¯±±) =
√
α′
R
(1, 1) for massive scalars M±±, etc. Moreover, by keeping track of the
original windings and compact momenta it can be checked that the action is invariant
under T-duality. For example, by using the transformation properties (3.17) and R↔ R˜
we see that charged scalar terms in the action do exchange under T-duality.
It is worth noticing that, in all expressions above, only the combinations
gd
√
α′m+
2
A3µ + gd
√
α′m−
2
A¯3ν =
gd
√
α′
R
(A3µ + A¯
3
µ)
2
+
gd
√
α′
R˜
(A3µ − A¯3µ)
2
(3.34)
appear. This indicates that, away from the self-dual point, it is sensible to define the
fields
Vµ =
1
2
(A3µ + A¯
3
µ) , Bµ =
1
2
(A3µ − A¯3µ) (3.35)
which are the KK reductions of the metric and antisymmetric field.
Interestingly enough, we see that the dependence on the radii can be absorbed in two
corresponding gauge couplings
gv = gd
√
α′
R
gb = gd
√
α′
R˜
. (3.36)
In doing so the coupling charges become integers.
3.3 Interpretation as a Higgsing
In the string amplitudes there appear terms that have an explicit R, R˜ dependence, and
there are also contributions proportional to m− that vanish at the self-dual radius. These
are a manifestation of a built-in Higgs mechanism. In fact, as sketched at the end of
the preceding section, it is instructive to try to interpret these different terms that are
generated when slightly sliding away from Rsd, as coming from giving a vev to the field
M33 as in (2.23), related to the fluctuations of the radius around the self-dual point.
Consider, as an example, the gauge kinetic terms in (3.31)
−1
8
F 3µνF
µν3 − 1
8
F¯ 3µνF¯
µν3 − 1
2
F 3µνF¯
3
µνgd
√
α′M33 ,
where we notice that left and right massless vectors couple through the scalar M33. How-
ever, the original Vµ, Bµ vectors are decoupled. Namely, in terms of these vectors this is
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(after redefining the vector fields as A→ 1
g
A, as usually done)
− 1
4g2v
FvµνF
µν
v −
1
4g2b
FbµνF
µν
b − (
1
4g2v
FvµνF
µν
v −
1
4g2b
FbµνF
µν
b )2gd
√
α′M33. (3.37)
It is interesting to interpret the dependence of the coupling constants through the Higgs
mechanism. Namely, starting from the self-dual point where g2v = g
2
b =
g2
d
α′ and performing
the shift (2.23), we would have, for instance
− α
′
4g2d
FvµνF
µν
v −
α′
4g2d
FvµνF
µν
v 2gd
√
α′(M′33 + v) + . . . (3.38)
= −α
′(1 + 2gd
√
α′v + . . . )
4g2d
FvµνF
µν
v −
α′
4g2d
FvµνF
µν
v gd
√
α′M′33 + . . .
where the dots stand for higher order terms in M33 . If we identify
α′(1 + 2gd
√
α′v + . . . ) = R2 , (3.39)
we recover the factor − 1
4g2v
in (3.37). Furthermore, we expect the exact relation between
R and v to be at all orders
α′e
√
α′2gdv = R2 . (3.40)
This implies that v, the vev of M33, measures the deviations away from the self-dual
radius, and should therefore be small. Recalling the perturbation parameter ǫ introduced
in (3.20), we have that
√
α′gdv = ǫ . (3.41)
Coming back to (3.37), one would then also expect the coupling between Vµ and M33
to be at all orders of the form
− 1
4g2d
FvµνF
µν
v e
√
α′2gdM33 , (3.42)
which is the expected contribution from a KK reduction. Similarly the full coupling gb
can be reproduced by assuming a coupling − 1
4g2
d
FbµνF
µν
b e
−
√
α′2gdM33.
Let us discuss now the scalar potential terms and consider the contribution
4gd
√
α′M++M−−M33
1
R2
(3.43)
in (3.31), that becomes 4gd
1√
α′
M++M−−M33 at the self-dual point. If the higher order
contributions in M33 were of the form −2 1α′ (−1 + e−
√
α′2gdM33)M++M−−, the linear term
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in M33 would reproduce the cubic term at the self-dual point, and furthermore, giving
a vev to M33 we would obtain the precise R-dependence of the three-point contribu-
tion away from Rsd. Moreover, the terms that are independent of M33 would lead to
4 1
R
m−
M++M−−
2
= m2++
M++M−−
2
, namely the mass term for the complex scalar M++. A
similar result comes out for the mass term of M+−. Thus we see that, even if the three-
point amplitudes can only account for three-field-interaction terms in the effective action,
when moving away from the self-dual point, we can infer information about higher order
terms. Computation of higher order amplitudes should be performed to verify this.
In order to compare this string effective action with results from DFT, we keep only
the first order terms in the ǫ-expansion.
4 DFT and enhanced gauge symmetries
In this section we show how the effective action with enhanced gauge symmetry derived
in the last section can be obtained from Double Field Theory.
We first note that after compactifying on a circle at the self-dual radius, with d un-
compactified directions8, the spectrum of the bosonic string has (d+ 3)2 massless states:
d2 from gµν and Bµν , 6d from the vector states in items 1 and 2 of Section 2.1 and 9
represented by the scalar states in item 3. This precisely agrees with the dimension of
the coset
O(d+ 3, d+ 3)
O(d+ 3)× O(d+ 3) (4.1)
that counts the number of degrees of freedom in the DFT formulation with symmetry
O(d + 3, d + 3), in other words, the number of degrees of freedom in a metric and a B
field defined in d+3 dimensions. Based on this observation, we will work out a covariant
O(d + 3, d + 3) DFT-like formulation that reproduces the effective action computed in
the previous section. As a first step, we construct a manifestly O(d+ 1, d+ 1) covariant
8Since we are dealing with bosonic string theory, we should take d + 1 = 26. However, a similar
reasoning works for the common sector of the heterotic string (i.e. ignoring the gauge fields), where
d+ 1 = 10. In the superstring on the other hand there is no enhancement of symmetries at the self-dual
point.
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formulation of the theory in d + 1 dimensions compactified on a circle. And then we
extend it to O(d+ 3, d+ 3) to account for the enhanced gauge symmetry at the self-dual
radius.
We start recalling some notions of DFT that will be needed throughout the rest of the
paper.
4.1 Some notions on DFT
Here we briefly review some basic features of GCG and/or DFT. The theory is defined
on a generalized tangent bundle which locally is TM ⊕ T ∗M and whose sections, the
generalized vectors V , are direct sums of vectors v plus one forms ξ
V = v + ξ . (4.2)
A generalized frame EA on this bundle is a set of linearly independent generalized vec-
tors that belong to the vector space of representations of the group G = O(D,D).
It parametrizes the coset G/Gc, the quotient being over the maximal compact sub-
group of G, a Lorentz signature assumed on the D-dimensional space-time, i.e. Gc =
O(1, D − 1) × O(D − 1, 1). Given a frame ea for the tangent bundle TM , there is a
canonical way to build the generalized frame through the exponentiated action of the B
field, namely,9 
Ea
Ea

 = eB

ea
ea

 , (4.3)
where ea in T ∗M is dual to ea (i.e. ιeae
b = δa
b)10. Eq. (4.3) explicitly gives
Ea = ea − ιeaB , (4.4)
Ea = ea .
Upper and lower indices distinguish vectors and forms, respectively.
9Here we are fixing a “diagonal” gauge, by choosing a single frame ea (as opposed to two, as originally
in [4]) for the tangent bundle. For more general expressions using two different frames see for example
[14].
10ιv is the contraction along the vector v (on a one-form, this is ιvξ = v
mξm).
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There exists a natural pairing between generalized vectors, namely
V1 · V2 = ιv1ξ2 + ιv2ξ1 = η(V1, V2) = V M1 ηMNV N2 , (4.5)
where M,N = 0, 1, ..., 2D − 1 are double space-time indices. Therefore, the O(D,D)
metric ηMN has the following off-diagonal form
ηMN =

 0 1D
1D 0

 , (4.6)
where 1D is the D × D identity matrix. Note that ηMN is invariant under ordinary
diffemorphisms. Defining
ηAB = η(EA, EB), (4.7)
where A,B = 0, 1, .., 2D − 1 are frame indices, it is easy to see that when the frame EA
is of the form (4.4), ηAB has also the off-diagonal form
ηAB =

 0 1D
1D 0

 . (4.8)
One can alternatively use a right-left basis C by rotating the frame indices with
RA
B =
1√
2

1 −1
1 1

 , (4.9)
namely, EA → (EC)A = RABEB. In this basis η becomes diagonal
(RηRT )AB =

−1D 0
0 1D

 . (4.10)
As in ordinary geometry, the generalized tangent bundle admits a generalized metric
defined as
H = SABEA ⊗ EB , (4.11)
where SAB = diag(sab, sab), sab being the Minkowski metric.
In DFT, the generalized tangent bundle would correspond to the tangent bundle of
a double space which locally is parametrized with a double set of coordinates (x, x˜), in
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which also the derivatives ∂ belong to the fundamental representation of O(D,D). The
generalized vectors transform under generalized diffeomorphisms as
LVWM = V P∂PWM + (∂MVP − ∂PV M)W P . (4.12)
The algebra of generalized diffeomorphisms closes provided a set of constraints is
satisfied. From the level matching condition L0− L¯0 = 0 (2.7), recasted as the eigenvalue
equation (2.20), extended to all coordinates and restricted to the zero mode N = N¯ = 0,
one derives the so-called weak constraint
∂M∂
M · · · = 0 (4.13)
which holds on a non-compact space. The dots represent fields and/or gauge parameters.
On a compact space the weak constraint reads
∂M∂
M · · · = −p.p˜ · · · = (N − N¯) · · · . (4.14)
Since this constraint is not enough (the product of fields does not even satisfies it), the
strong constraint or section condition is required, in the non compact case and with
N = N¯ = 0.
∂M · · ·∂M · · · = 0 . (4.15)
This condition is sufficient to satisfy the closure constraints, but there are more general
solutions [17, 15] (see also[29]), as we shall discus in Section 4.4. Note that here we do
not restrict to the zero mode, however the weak constraint on the compact space is never
violated, as we will discuss in detail in Section 4.4.
One can also incorporate the dilaton ϕ as part of the fields. It is contained in a density
field e−2d =
√|g|e−2ϕ which transforms like a measure
LV e−2d = ∂P (V Pe−2d) . (4.16)
The generalized diffeomorphisms allow to define the generalized fluxes 11 [4]
FABC = (LEAEB)MECM . (4.17)
11Additionally, a DFT formulation in terms of fluxes [9, 15], requires the generalized fluxes FA =
e−2dLEAe2d.
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These are totally antisymmetric in ABC (flat indices) and transform as scalars under
generalized diffeomorphisms, up to the closure constraints. The latter become Bianchi
identities when the strong constraint is imposed.
In generalized Scherk-Schwarz compactifications [9] one splits the frame into a piece
involving the external d-dimensional coordinates x and a piece that strictly depends on
the internal n-dimensional (where D = d+ n) ones y, and possibly their duals y˜, namely
EA(x, y, y˜) = UAA′(x)E ′A′(y, y˜) . (4.18)
The matrix U gives account of the fields in the effective theory, while E ′ is a generalized
frame that depends on the internal coordinates. All the dependence on the internal
coordinates is through the frame. We will discuss this in more detail later. Doing this
split, one gets
H = SABUAA′E ′A′UBB
′
E ′B′ = HA
′B′E ′A′E
′
B′ (4.19)
where we have defined
HA′B′(x) = SABUAA′UBB′ . (4.20)
As mentioned, the fields of the reduced theory are encoded in U or directly one can
think of H as parametrizing the moduli space. We will be particularly interested on the
“internal piece” of the generalized metric HIJ , where I, J = 1, ..., 2n are frame indices
on the internal part of the double tangent space. Since the internal piece of H lies in
O(n, n)/O(n)×O(n), it can be parametrized by an n× n matrix whose elements can be
written in terms of symmetric and antisymmetric fields denoted h and b, respectively.
HIJ =

 h−1 −h−1b
bh−1 h− bh−1b

 . (4.21)
Note that this is a parametrization of the scalar fields, and they are not the metric and B
fields in the internal space (the latter are rather encoded in E ′). When h = 1n and b = 0,
which we will call “the origin of moduli space”, H reduces to 12n.
In the rotated basis, HIJC reads
HC = (RHRT ) =

H11 H12
H21 H11

 , (4.22)
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with
H11 = (H22)T = 1
2
[
(h+ h−1) + (h−1b− bh−1)− bh−1b],
H12 = (H21)T = −1
2
[
(h− h−1) + (h−1b+ bh−1)− bh−1b] . (4.23)
In analogy with (4.17), one defines the internal fluxes fIJ
K by 12 13
[E ′I , E
′
J ] = LE′IE ′J = fIJKE ′K . (4.24)
For the generalised Scherk-Schwarz reduction, these have to be constant and satisfy the
constraints
fIJK ≡ ηKLfIJL = f[IJK] , f[IJLfK]LR = 0 . (4.25)
All the information about the internal space is encoded in the structure constants. In the
next section we discuss in detail the reduction on a (double) circle, and then we extend
this to account for the symmetry enhancement at the self-dual radius.
4.2 Circle reduction
In this section we reduce the generalized frame and its corresponding generalized metric
on a circle, to set the starting point for the enhancement to be discussed in the next
section.
Here we use the following notation for the indices: µˆ, νˆ, · · · = 0, ..., d label the D =
d + 1-dimensional spacetime indices and aˆ, bˆ . . . are their frame index counterparts. To
lighten the notation, the coordinate on the circle, previously denoted Y , will be called y
from now on, and its left and right-moving components yL, yR.
We start from a generalized frame of the form (4.4) in d + 1 dimensions and split it
into d non-compact directions and the circle direction y. Vectors split as vµˆ = (vµ, vd)
with µ = 0, ..., d − 1, the coordinates xµˆ = (xµ, y), y labeling the circle, and the frame
indices aˆ = {a, d}. Here we make the identification
y ∼ y + 2πRsd . (4.26)
12Note that this is a vectorial equality, where the generalized vectors have 2n components.
13Strictly speaking, the commutator, or C-bracket, between two generalized vectors is defined as
[V,W ] = 1
2
(LVW − LWV ). However on a frame, LEIEJ is automatically antisymmetric in I and J .
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The form frame along the circle is
ed = φ(dy + V1) , (4.27)
where V1 = Vµdx
µ is a one-form on the base Md. This implies that the metric on the
circle is
gyy = φ
2(x), (4.28)
which means that the physical radius of the circle is given by
R = Rsd < φ(x) > . (4.29)
On the other hand, the scalar field φ is parametrized in terms of the fluctuation M33 as
φ(x) = exp(M33(x)), (4.30)
in accordance with (3.40). When this field gets a vev ǫ as in (2.23), which we write here
M33(x) = ǫ+M
′
33(x) , (4.31)
we recover the ǫ-expansion of R in (3.20).
Let us now construct the generalized frame. After the circle compactification, the
ordinary frame splits into
eˆaˆ =
(
ea, ed
)
, (4.32)
where ed is defined in (4.27). The dual frame splits as
eˆaˆ =

ea − ιeaV1∂y
φ−1∂y

 . (4.33)
The 2-form field also splits into
Bˆ2 = B2 +B1 ∧ (dy + V1) , (4.34)
where B2 has no legs along the circle (ι∂yB2 = 0) and B1 is a one-form on the base
(B1 = Bµdx
µ).
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Collecting all the pieces together, the generalized frame (4.4) takes the form
Ea = ea − (ιeaV1) ∂y − (ιeaB1)dy − ι′eaC+
Ed = φ
−1(∂y +B1) (4.35)
Ed = φ(dy + V1)
Ea = ea
where ι′ denotes the contraction in the first component, i.e (ι′eaC
+)ν = ea
µC+µν and
C+ = (B2 + V1 ∧B1) + V1B1 . (4.36)
Let us concentrate now on the internal components. We have
Ed
Ed

 =

φ−1 0
0 φ



∂y +B1
dy + V1

 . (4.37)
We can perform a rotation in order to write the expressions in terms of left and right
sectors, as they appear in Section 3.2, where the O(1, 1) matrix η takes the form (4.10).
Using the rotation matrix defined in (4.9) we get
E¯
E

 = R

φ−1 0
0 φ

RTR

∂y +B1
dy + V1


=

 U+ −U−
−U− U+



−
√
2J¯ 3 − 1√
2
A¯
√
2J 3 + 1√
2
A

 , (4.38)
where we have defined14
A = V1 +B1 , J 3 = 1
2
(dy + ∂y) , (4.39)
A¯ = V1 − B1 , J¯ 3 = 1
2
(dy − ∂y) ,
and
U± =
1
2
(φ± φ−1) . (4.40)
Using the relation between φ and M33 given in (4.30), we get
U+ = cosh(M33) = 1 +O(M33)2 ,
U− = sinh(M33) = M33 +O(M33)3 (4.41)
14As in Section 3.2, a bar indicates a right-moving sector, not complex conjugate.
27
where the expansion holds when M ′33 ≪ 1 and ǫ≪ 1.
Computing the generalized metric (4.20) in the rotated basis we get
HC =

 cosh(2M33) − sinh(2M33)
− sinh(2M33) cosh(2M33)

 ≈

 1 −2M33
−2M33 1

 +O(M33)2 .
Note that this has precisely the form (4.22) if we identify
M33 = h0 , (4.42)
where h0 is defined as the perturbation of h (in one dimension b = 0),
h ≈ 1 + 2h0 . (4.43)
Having discussed the scalar fields, which depend on the external coordinates, let us
now go back to the frame (4.38), and concentrate only on the piece that depends on the
“internal coordinates”, encoded in J 3, J¯ 3. Following the standard procedure in DFT, we
identify the vector ∂y with a one-form along the “winding coordinate”, or viceversa (the
one-form dy with a vector along the dual coordinate) i.e
∂y → dy˜ , y˜ ∼ y˜ + 2πR˜sd . (4.44)
At this level, we are allowed to formally do that. However, if we introduce a dependence
of the fields on y˜ at the same time as a dependence on y, we would violate the strong
constraint (4.15). For the time being, we are not introducing any explicit dependence on
the coordinates, so (4.44) is just a formal relabeling. We will come back to this point in
Section 4.4. With that relabeling, we have
J = dyL , J¯ = dyR , (4.45)
where, as usual, these come from the splitting
y = yL + yR , y˜ = yL − yR . (4.46)
Including also the uncompactified directions, the full generalized frame then takes the
form 

Ea
E¯
E
Ea


=


1d 0 0 0
0 U+ −U− 0
0 −U− U+ 0
0 0 0 1d




ea + ιeaA¯J¯ 3 − ιeaAJ 3 − ι′eaC+
−√2J¯ 3 − 1√
2
A¯
√
2J 3 + 1√
2
A
ea


. (4.47)
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For convenience, here we have written the frame partially in the Scherk-Schwarz form
(4.18), in the sense that the first matrix involves only the scalar fields of the reduced
theory, while the vector and tensor fields A, A¯, ea
µ, Bµν are contained in the second
matrix. Note however that all the latter depend on the external coordinates only. In the
case of the circle, giving rise to U(1)L × U(1)R, J 3 and J¯ 3 are constant, (they are given
in (4.45)). This will no longer be the case when we describe the enhancement.
In the next section, J 3 and J¯ 3 will be promoted to the SU(2)L×SU(2)R generators,
and the elements U± in (4.42) to 3× 3 matrices.
4.3 Extension and enhanced gauge symmetry
In the previous section we have written the generalized frame and the generalized metric
in O(d+1, d+1) form, where we were able to include all the fields of the reduced theory
associated to the states that are massless in d+ 1 dimensions. We have also argued that
in order to include the extra fields with non-zero compact momentum and/or winding
number that are massless at the self-dual radius, or in other words, to account for the
enhancement of the gauge group, we need to promote the O(d + 1, d + 1) symmetry to
O(d+ 3, d+ 3).
We therefore identify A, A¯ with the SU(2)L×SU(2)R components A3, A¯3, and promote
them to the triplet Ai, A¯i, and similarly for J 3, J¯ 3. Promoting the scalar M33 to the
matrixMij at the level of the frames is trickier since now, the 6×6 internal matrix twisting
the frame has to be an element of O(3, 3), parametrizing the coset O(3, 3)/O(3)× O(3).
The extension of the frame (4.47) reads


Ea
E¯i
Ei
Ea


=


1d 0 0 0
0 U ij1 U
ij
2 0
0 U ij3 U
ij
4 0
0 0 0 1d




ea + ιeaA¯
kJ¯ k − ιeaAkJ k − ι′eaC+
−√2J¯ j − 1√
2
A¯j
√
2J j + 1√
2
Aj
ea


(4.48)
where the six vectors Ai, A¯i are those introduced in Section 2.1, and the matrices U have
a very complicated dependence on the scalars. To see how the scalars Mij fit in the DFT
description, it is simpler to look at the 6 × 6 “internal” block of the generalized metric
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(4.22). Noticing that (4.42) is an element of O(1, 1) close to the identity, the natural
extension is to consider an element of SO+(3, 3)/SO(3) × SO(3), SO+(3, 3) being the
identity component of O(3, 3), near 16. Such an element can be generally written as
HC =

 13 −2M
−2MT 13

 , (4.49)
as can be easily seen by expanding the “auxiliary fields” h, b of (4.23) around the origin
of moduli space, namely, by setting
h ≈ 13 + 2h0, b ≈ 03 + b0, (4.50)
with h0, b0 small, and 2M = 2h0 + b0.
All these facts allow us to think ofMij as parametrizing the scalar fields (which depend
on the external coordinates) corresponding to the fluctuations of a metric and a b-field of
an “internal three-dimensional space”. All the dependence on the “internal coordinates”
is hidden in the J i, J¯ i, where we now focus our attention. These generators are such
that they satisfy the SU(2)L × SU(2)R algebra
[J i,J j ] = 1√
α′
ǫijkJ k , [J¯ i, J¯ j] = 1√
α′
ǫijkJ¯ k , [J i, J¯ j ] = 0 (4.51)
under some bracket. This is all we need to know about the J ’s in order to compute
the effective action from DFT. We would like however to find explicit realizations of this
algebra, and discuss further this “internal space” or rather “internal double space”. This
is the subject of the following section.
Before closing this section, let us note that interestingly enough, T-duality can be
embedded in O(3, 3) through the matrix
D =

13 0
0 D

 , (4.52)
where D is given by (3.19). Indeed, it can be straightforwardly checked that
DTHCD =

 13 −2MD
−2(MD)T 13

 , (4.53)
as expected. The recognition of T-duality as a part of the enhanced gauge symmetry
relies, within this context, on the fact that D belongs to O(3)×O(3).
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4.4 Internal double space
Here we discuss explicit realizations of the SU(2)L × SU(2)R algebra (4.51), and its cor-
responding “internal space”.
In the bosonic string compactified on a circle, the D-dimensional manifold is a U(1)
fibration with connection V1 over a D − 1 = d dimensional base (the uncompactified
external space). The B-field with one leg along the fiber contributes to a second one-
form, and with both of them one builds A, A¯ as the gauge bosons of a U(1)L × U(1)R
symmetry. At the self-dual radius, extra vectors that have non-zero discrete momentum
and winding number become massless, A±, A¯±. The way we have incorporated them in the
DFT/GCG geometry description is by extending the generalized tangent space such that
it transforms in the fundamental representation of O(D+2, D+2) = O(d+3, d+3). One
can think of the four extra vectors A±, A¯± as coming from “a metric and a B-field” with
one leg along these “extra two directions”. This is just a book-keeping device, the ordinary
space is still D dimensional, and (so-far) we allow dependence only on the coordinate on
the circle, y. However, if we only allow dependence on a single internal coordinate y, there
is no way of realizing the SU(2)L × SU(2)R algebra. At the same time, the philosophy
of DFT is that in order to have a field theory for strings, where one can have not only
momentum but also winding modes, one needs to incorporate the coordinates dual to
winding. We therefore introduce the coordinate y˜ as in (4.44), and allow for explicit
dependence on y, y˜. Once we do that, the identification (4.44) is not formal anymore (i.e.
in the generalized diffeomorphisms (4.12), the derivative ∂M will have both components
∂y and ∂y˜ that will act non-trivially). We know however that by allowing dependence
on y and y˜ we might violate the strong constraints (4.14), (4.15). Violating the former
is expected since we do not restrict to the zero mode of the eigenvalue equation (2.20).
Nevertheless, within the class of configurations of the generalized Scherk-Schwarz type
(4.18)15 where all the dependence on y, y˜ is fully encoded in the frame E ′, the theory is
consistent at the classical level as long as the gaugings (4.24) coming from the frame E ′
satisfy the quadratic constraints of gauged supergravity (equation on the right of (4.25))
15Within this class, there is no distinction between the weak and the strong constraint, one implies the
other [17].
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[17]. These are weaker than the strong constraint, and allow in our case to incorporate
the momentum and winding modes.
To recap, the idea here is that we have a d+ 1 + 1 dimensional manifold of the form
S1 × S˜1 Md+1+1
Md
Over this manifold, we define a generalized tangent bundle that is locally
E ≃ TMd ⊕ V2 ⊕ TS1 ⊕ T S˜1 ⊕ V ∗2 ⊕ T ∗Md (4.54)
where V2 is a two-dimensional vector bundle (and V
∗
2 its dual) that we add to accommodate
the extra massless gauge vectors and scalars. Let (e1, e2) be a global frame for V2 (with
dual frame e1, e2), and build the corresponding basis of left-moving and right-moving
one-forms e1L(R), e2L(R).
The following frame on E [21]
J¯ 1 = cos
(
2yR/
√
α′
)
e1R + sin
(
2yR/
√
α′
)
e2R
J¯ 2 = − sin
(
2yR/
√
α′
)
e1R + cos
(
2yR/
√
α′
)
e2R
J¯ 3 = dyR
J 1 = cos
(
2yL/
√
α′
)
e1L + sin
(
2yL/
√
α′
)
e2L
J 2 = − sin
(
2yL/
√
α′
)
e1L + cos
(
2yL/
√
α′
)
e2L
J 3 = dyL (4.55)
realizes, under the C-bracket of generalized diffeomorphisms (4.24), the SU(2)L × SU(2)R
algebra (4.51). To derive this, we use the fact that in the generalised diffemorphisms in
(4.24), (4.12) the derivative has non-trivial components
∂P = (0, 0, ∂yR , 0, 0, ∂yL), (4.56)
and its indices are raised with
ηPQ =

−13 0
0 13

 . (4.57)
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These are precisely the CFT current operators J i in (2.13) (up to factors from using
slightly different conventions)16 provided the complex combinations of ei project on the
worldsheet as dz or dz¯. To be more precise, we have
J¯ ± = e∓ 2i√α′ yRe±R ↔ e∓ 2i√α′ yR(z¯)dz¯ = J¯∓dz¯ , J¯ 3 = i/
√
α′ dyR ↔ dyR(z¯) = J¯3dz¯
J ± = e∓ 2i√α′ yLe±L ↔ e∓ 2i√α′ yL(z)dz = J∓dz , J 3 = i/
√
α′ dyL ↔ dyL(z) = J3dz .
We emphasize once more that the frame (4.55) violates the strong constraint, namely
it depends on yL and yR, or equivalently on y and y˜. In other words it is “non-geometric”.
Nevertheless, the algebra satisfies the quadratic constraints (4.25), and therefore the gen-
eralized Scherk-Schwarz reduction based on this frame is consistent. Note however some-
thing very interesting, which is the same that happens when realizing the new SO(8)
gaugings of [23], as discussed in [22]: if we compute the generalized metric (4.11) for the
frame E ′, we get
H′(yL, yR) = δIJE ′I ⊗ E ′J = 2I6 , (4.58)
i.e. all the dependence on yL, yR drops out. This implies that what is “non-geometric” is
the frame, not the space. Since in Scherk-Schwarz compactifications one keeps the modes
associated to the frame, these carry the information about the “non-geometric gaugings”.
One could have thought of alternatively taking the frame given by e1L, e2L instead of
E ′1, E
′
2 (and similarly for the right sector), which are also globally defined. However,
if we had done a generalized Scherk-Schwarz reduction based on this frame, we would
have precisely missed the modes with non-zero momentum and winding along the circle.
Furthermore, if we had taken this frame, we would have included modes with non-zero
left and right-moving oscillator numbers Ni along i = 1, 2, which does not make sense,
since these directions are fictitious and the string cannot have an oscillation number along
them. A more detailed discussion of this for (ordinary) Scherk-Schwarz reductions can be
found in [24].
16 Recall that the well defined conformally invariant vertex operator to be integrated on the world-
sheet is of the form V (z, z¯)dzdz¯ where V (z, z¯) is one of the vertex operators defined above. Therefore,
the currents will always appear as J(z)dz (and J¯(z¯)dz¯) namely as world-sheet one forms. Also while
J3(z)dz ∼ dy(z) can be interpreted as the pullback of an exact one-form on the internal space time, the
other currents, related to winding states, cannot.
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Another way of understanding this point is the following [22]: while all the dependence
on the internal doubled coordinates drops out in H′ as defined in (4.58), in the full
generalized metric H of (4.19), which is based on the frame E(x, y), generically it will
not. Namely
H = (UE ′)T (UE ′) =

 13 −RTL2MRR
−RTR2MTRL 13

 (4.59)
where RL is the rotation matrix
RL =


cos(2yL/
√
α′) sin(2yL/
√
α′) 0
− sin(2yL/√α′) cos(2yL/√α′) 0
0 0 1

 (4.60)
used to construct the frame E ′ in (4.55), and similarly for the right sector. We see that
only when the fluctuationsM are turned off (or rather, only when all fluctuations butM33
are turned off, which corresponds with the ordinary KK reduction on S1), the dependence
on yL and yR (or analogously y and y˜) drops out from the generalized metric. Whenever
this is not the case, i.e., when one turns on the fields of the low energy theory, or in
other words one considers fluctuations around the background, the dependence on y and
y˜ remains. This implies that, while the background (no fluctuations) is geometric, the
fluctuations are not.
4.5 Effective action from DFT
To obtain the effective d-dimensional action, we start from the O(D,D) action (where for
us D = d+ 3) [2]
S =
1
2κ2d+3
∫
dXe−2d [ R(H, d)− Λ] , (4.61)
with
R = 4HMN∂M∂Md− ∂MNHMN − 4HMN∂Md∂Nd+ 4∂MHMN∂Nd
+
1
8
HMN∂MHKL∂NHKL − 1
2
HMN∂MHKL∂KHNL (4.62)
the generalized Ricci scalar [19] and Λ a manifestly O(D,D) invariant cosmological con-
stant term that can be added to the action of DFT [20]. The reason for including this
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term will become clear shortly. On the d-dimensional external space we use the strong
constraint and let fields depend only on the usual space-time coordinates x, while regard-
ing the internal piece, we let the derivative ∂M act non trivially on both variables, y
L and
yR.
Performing a generalized Scherk-Schwarz reduction of this action of the form (4.18),
and integrating over the D−d “double internal space”, the d-dimensional effective action
has been obtained in [9]. It reads
Seff =
1
2κ2d
∫
ddx
√
ge−2ϕ
[
R+ 4∂µϕ∂µϕ− 1
12
HµνρH
µνρ
−1
8
HIJF IµνF Jµν +
1
8
(DµH)IJ(DµH)IJ (4.63)
− 1
12
fIJ
KfLM
N
(HILHJMHKN − 3HILηJMηKN + 2 ηILηJMηKN)− Λ
]
.
In this expression HIJ with I, J = 1, . . . , 2n is the generalized metric containing the
scalar fields coming from the internal components of the n-dimensional metric and B-
field, defined in (4.20), R is the d-dimensional Ricci scalar, the field strengths FAµν and
Hµνρ are
F I = dAI +
1√
2
fJK
IAJ ∧AK
H = dB + F I ∧AI , (4.64)
and AI are the mixed external-internal components of the U piece of the frame (the piece
that depends on the external coordinates, see (4.18)). The covariant derivative of the
scalars is
(DµH)IJ = (∂µH)IJ + 1√
2
fKLIA
L
µHKJ +
1√
2
fKLJA
L
µHIK (4.65)
and the generalized fluxes are obtained from the bracket of the E ′ piece of the frame (the
part depending on the internal coordinates), as given in (4.24).
Let us now specialize to our case, where D = d + 3. The fields that depend on the
external coordinates, which are the fields of the reduced action, are encoded in the matrix
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U . This reads (cf. (4.48)),
U =


ea ιeaA¯
k −ιeaAk −ι′eaC+
0 −√2U1ik
√
2U2
ik − 1√
2
(U1
ijA¯j − U2ijAj)
0 −√2U3ik
√
2U4
ik − 1√
2
(U3
ijA¯j − U4ijAj)
0 0 0 ea


(4.66)
which implies that the gauge fields are AIµ = (−A¯iµ, Aiµ), and HIJ is as in (4.49)17. The
internal piece of the frame is given by
E¯ ′i = −
√
2 J¯ i , E ′i =
√
2J i , (4.67)
where J i, J¯ i realize the SU(2)L × SU(2)R algebra18(4.51). This implies that for us the
structure constants in (4.63)-(4.65) are
fIJ
K =


−( 2
α′ )
1
2 ǫ¯ijk
( 2
α′ )
1
2 ǫijk
.
Inserting all this in (4.63) we get
S =
1
2κ2d
∫
ddx
√
ge−2ϕ
(
R+ 4∂µϕ∂µϕ− 1
12
HµνρH
µνρ − 1
8
(
δijF
iµνF jµν + δijF¯
iµνF¯ jµν
)
− 1
2
MijF
iµνF¯ jµν −DµMijDµMij +
16
α′
detM +
4
α′
− Λ
)
+O(M4) (4.68)
This is precisely the effective action (2.21), obtained from the string three-point functions
at the self-dual radius, if
Λ =
4
α′
. (4.69)
Let us make a few comments about the cosmological constant Λ required to match the
DFT action with the effective action from string theory. Notice that on the background
17In HIJ we only need to keep up to terms linear in M . Higher order terms give contributions to the
effective action that are of order M4 and higher, which cannot be compared with the effective string
theory action obtained from the three-point functions that we have computed.
18Here we do not need to know the way in which the algebra is realized. It could be in the way
presented in the previous section, or in whatever other way one may come up with, like for example by
a compactification on an S3 with H flux [25, 26], or a compactification on S3L × S3R, under an ordinary
6-dimensional Lie bracket [27].
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that we are expanding around, namely
gµν = ηµν ; Aµ = A¯µ = Mij = 0, ϕ = constant, (4.70)
the condition (4.69) is the equation of motion for the dilaton field. It is then clear that
without the addition of the cosmological constant Λ to the action it would not be possible
to solve the dilaton field equation.
Notice, the same contribution 4
α′ appears in the effective action of the bosonic string
on the background metric of an SU(2) group manifold, corresponding to a sphere S3. As
is well known, conformal invariance of the two dimensional action requires the addition of
a Wess-Zumino term and the relation R2 = kα′ between the radius of the sphere R and
the level of the Kac-Moody algebra k [30]. The contributions to the conformal anomaly
from the curvature of the compactified space ( 6
R2
) and from the flux of the antisymmetric
tensor field (− 2
R2
) in this model add up to 4
α′ at the self-dual radius for k = 1.
However, our effective internal background is S1×S˜1, which topologically allows wind-
ing states in string theory, unlike the S3. Over this S1 × S˜1, we constructed a globally
well defined frame (4.55) depending on only two coordinates (the ordinary compact co-
ordinate and the dual one). No more coordinates are needed in order to realize the
SU(2)L × SU(2)R algebra, in agreement with the contribution of the Sugawara central
charge c = 3 − 6
k+2
to the bosonic string critical dimension d = 26− c [31], and with the
fact that we are describing a critical string with one compact dimension on a circle of
self-dual radius.19
5 Conclusions
We have obtained the effective action for the closed bosonic string compactified on a circle
of radius R close to the self-dual point, and reproduced it using the framework of double
field theory.
Even if several aspects of the string effective action are well known, an explicit compu-
tation, from string amplitudes away from the self dual point, does not seem to be available
19 This issue is discussed in a similar context in [32].
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in the literature. This computation allows for a correct identification of the massive fields,
which is crucial to get non-anomalous results. The explicit dependence of the effective
action on the radius R and its dual R˜ = α′/R favors a discussion on the manifestation of
T-duality in the field theory. Moreover, the built in Higgs mechanism can be identified
in the sense that, very close to the self dual radius, the results can be obtained as coming
from a Higgs mechanism in field theory.
In the double field theory calculation, three key steps were involved. The first one
required the introduction of a coordinate y˜, T-dual to the circle coordinate and Fourier
transform of the winding, as dictated by double field theory. The second one needed an
extension of the generalized tangent space with four (two left and two right) additional
directions, such that generalized vectors transform in the fundamental representation of
O(d+3, d+3) (where d is the number of non-compact directions). These extra directions
accommodate the extra states that become massless at the self-dual point. The appear-
ance of the symmetry group O(d+3, d+3) is at the same time natural and intriguing, and
might hint at a larger underlying structure encompassing all modes that become massless
at given points in moduli space. The third step involved violating the strong constraint
by including dependence of the fields on the coordinate of the dual circle. A violation of
the strong constraint is expected, as the latter arises from the level matching condition
in the absence of momentum together with (non-orthogonal) winding modes, contrary to
the situation here.
The effective action was obtained from a generalized Scherk-Schwarz reduction where
the frame splits into a piece involving the fields of the reduced theory (the graviton and
antisymmetric tensor fields, together with the six vector and nine scalar fields proper
to the reduction), and a “twist” that depends on the internal coordinates. The latter
depends only on the circle and T-dual circle coordinates, and is such that it reproduces
the SU(2)L × SU(2)R algebra under the C-bracket.
This work fills a gap in double field theory: even though the idea of doubling the
coordinates originates from an attempt to describe winding modes, to the best of our
knowledge the latter had never been clearly included.
At the same time, new questions and avenues to explore open up. One interesting
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question that is worth understanding better is whether this particular DFT construction,
based on the specific kind of enhancement and modes that one is trying to reproduce, is
generalizable and can be adapted to other cases (such as for example higher dimensions
of the compact space), and how much can be anticipated by general arguments. Another
one is the possibility of going to higher orders in ǫ, the parameter measuring the deviation
from the self-dual point. Moreover, while in this article we concentrate in gauge symmetry
enhancement in the bosonic case, the supersymmetric extension is an open and crucial
issue to be explored. Furthermore, we think it is definitely worth investigating whether
some or all gaugings in the lower dimensional gauged supergravity that are believed to
arise from so-called non-geometric fluxes can be realised in string theory this way.
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A Three-point amplitudes
The closed string three-point amplitudes are the products of holomorphic and antiholo-
morphic pieces. To compute amplitudes involving vector and scalar fields, we need the
expectation values of two and three currents. The OPE gives
〈J i(z1)J j(z2)〉 = δ
ij
2z212
,
〈J i(z1)J j(z2)Jk(z3)〉 = iǫ
ijk
2(z12z23z13)
. (A.1)
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Similar expressions hold for the antiholomorphic currents. Here the algebra read [ti, tj] =
iǫijktk and ǫijk is the Levi-Civita simbol and i, j, k = 1, 2, 3, SU(2) indices. Amplitudes
are evaluated using the mass-shell condition K2i = −M2i .
We show general expressions that can be used to obtain the results both at the self-dual
radius as well as for the broken symmetry case m− 6= 0.
Away from the self-dual radius the complex base corresponding to indices i = 3,+,−
appears more convenient since fields in this base have well defined charge with repect
to the group UL(1) × UL(1)R. Some of the results below are presented in this base. As
expected, charges qφ, q¯φ of a given field φ appear in the amplitudes.
The enhanced symmetry expressions are easily obtained by setting m− = 0,
√
α′m+
2
= 1
and all charges q = 1.
Also a gauge condition ǫ′i·Ki = 0 must be used with the effective polarization ǫ′±µ = ǫ±µ+
(±)ξKµ 1m−φ±3 discussed above (3.11). It reduces to the massless vector field transversality
condition at the self-dual radius.
A conservation factor δk := (2π)
dδd(
∑
iKi) is assumed to be present in all expressions.
• Three neutral bosons
< VGVGVG >=
πg′c
2
((K1 · ǫG3 ·K1)Tr(ǫG1 · ǫG2 ) + (K2 · ǫG1 ·K2)Tr(ǫG2 · ǫG3 )
+ (K3 · ǫG2 ·K3)Tr(ǫG1 · ǫG3 ) + 2(K2 · ǫG1 · ǫG2 · ǫG3 ·K1)
+ 2(K3 · ǫG2 · ǫG1 · ǫG3 ·K1) + 2(K2 · ǫG1 · ǫG3 · ǫG2 ·K3)) +O(K4)
where G stands for graviton, dilaton or antisymmetric tensor and ǫGi denotes their
polarizations.
• Three gauge bosons
< V iV jV k >= πgc
i√
α′
ǫijk
[
(ǫk3 ·K1)(ǫi1 · ǫj2)− (ǫj2 ·K1)(ǫi1 · ǫk3) + (ǫi1 ·K2)(ǫk3 · ǫj2)
]
(A.2)
A similar expression with ǫijk → ǫ¯lmn, etc. holds for the gauge bosons with SU(2)R
indices.
• Three scalars
< V ilV jmV kn >= −πg′c
2
α′
φilφjmφknǫ
ijk ǫ¯lmn (A.3)
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• One vector, two scalars
< V ilV jmV k > = πg′c
1√
α′
(K1 · ǫk)φilφjmǫijkδlm
and similarly for an SU(2)R vector V
n with ǫijk → ǫlmn, δlm → δij .
• One graviton-two scalars:
< V ilV jmVG > =
πg′c
2
(K1 · ǫG ·K1)φilφjmδijδlm (A.4)
• One graviton/antisymmetric tensor-two vectors
< V iV jVG >=
πg′c
2
δij((K1 · ǫG ·K1)(ǫi1 · ǫj2)− (K1 · ǫG · ǫi1)(K1 · ǫj2)
− (K2 · ǫG · ǫj2)(K2 · ǫi1))
(A.5)
and a similar expression for SU(2)R vectors.
• Two vectors-one scalar
< V iV¯ lV jm >= −πg
′
c
2
δijδlmφjm(K2 · ǫi1)(K1 · ǫl2) (A.6)
coupling left and right sectors.
Away from self-dual radius there are other non-vanishing amplitudes. Namely
• Two vectors-one scalar
〈V ′iV ′jV 33〉 = πg′c
1
4
m+m−ǫ
′i
1 .ǫ
′j
2 φ33 (A.7)
• Three-point coupling of left and right vectors
〈V +L V −L V 3R〉 = πg′c(
m−
4
)(ǫ
′
1+ · ǫ
′
2−)(K1 · ǫ3) (A.8)
〈V +V −V 3L 〉 = πg′c(
m−
4
)(ǫ
′
1+ · ǫ
′
2−)(K1 · ǫ3) (A.9)
• Three scalars
< V ilV jmV 33 >= πgc
1
2R
φ33φilφjm (A.10)
< V ilV jmV 33 >= −πgc 1
2R˜
φ33φilφjm (A.11)
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