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Abstract
We study the regular half-linear Sturm–Liouville equation
−(pφr (y′))′ + qφr (y) = λwφr (y) on J = (a, b),
where φr (u) = |u|r−1u, r > 0, p− 1r , q, w ∈ L(a, b), and p > 0 a.e. on J . Let N (λ) denote the number of zeros in J of a
nontrivial solution of the equation. Asymptotic formulas are found for N (λ) when w ≥ 0 a.e. and w changes sign, respectively.
As a consequence, the existence and asymptotics of real eigenvalues are established for the half-linear Sturm–Liouville problem
consisting of the above equation and a separated boundary condition when w changes sign. Our results cover the work of Atkinson
and Mingarelli on second-order linear equations as a special case. The generalized Pru¨fer transformation plays a key role in the
proofs.
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1. Introduction
For any r > 0, let
φr (u) = |u|r−1u, u ∈ R.
Consider the half-linear Sturm–Liouville problem (SLP) consisting of the equation
−(p(t)φr (y′))′ + q(t)φr (y) = λw(t)φr (y) on J := (a, b), (1.1)
and the separated boundary condition (BC)
a11y(a)− a12(p 1r y′)(a) = 0,
a21y(b)− a22(p 1r y′)(b) = 0.
(1.2)
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Throughout this paper we assume without further mention that
r > 0, λ ∈ R,−∞ < a < b <∞,
ai j ∈ R, i, j = 1, 2, such that a211 + a212 6= 0, a221 + a222 6= 0,
p, q, w : J → R, p− 1r , q, w ∈ L(J ), and p > 0 a.e. on J.
 (1.3)
A function y(t) is said to be a solution of Eq. (1.1) on J if y, (pφr )(y′) ∈ AC(J ), and y satisfy Eq. (1.1) a.e. on
J . Here AC(J ) denotes the set of functions which are absolutely continuous on J . We observe that Eq. (1.1) has a
half-linear property, i.e., if y(t) is a solution of Eq. (1.1), then, for any c ∈ C, cy(t) is also a solution of Eq. (1.1). If,
for some λ ∈ C, Eq. (1.1) has a nontrivial solution y(t) satisfying BC (1.2), then λ is called an eigenvalue of SLP (1.1)
and (1.2), and y(t) is said to be an eigenfunction of the problem associated with this λ. SLP (1.1) and (1.2) is said to
be right-definite (RD) if w > 0 (or w < 0) a.e. on J ; right-semidefinite (RSD) if w ≥ 0 (or w ≤ 0) a.e. on J ; and it
is said to be right-indefinite (RID) if w changes sign on J , i.e., both sets {t ∈ J | w(t) > 0} and {t ∈ J | w(t) < 0}
have positive Lebesgue measures.
When r = 1, SLP (1.1) and (1.2) reduces to the linear SLP consisting of the equation
−(p(t)y′)′ + q(t)y = λw(t)y on J, (1.4)
and the separated BC
a11y(a)− a12(py′)(a) = 0,
a21y(b)− a22(py′)(b) = 0. (1.5)
The linear SLP (1.4) and (1.5) is one of the most important subjects in the classical theory of second-order linear
differential equations, and has been extensively studied, see, for example, [1–3] and the references therein.
Half-linear SLPs have recently been investigated in the literature, for example, see [4–12]. Elbert [7] systematically
studied and laid several foundations in the theory of half-linear SLPs. He developed the generalized trigonometric
functions and the generalized Pru¨fer transformation and used them to prove the existence of real eigenvalues for the
RSD Dirichlet half-linear SLPs with q ≡ 0. Binding and Dra´bek [4] further extended Elbert’s results to the general
RD problems, and Kong and Kong [10] discussed the continuous and discontinuous dependence of the eigenvalues of
the RD problems on the equation and on the BC.
The “zero count” is an important concept in the theory of Sturm–Liouville equations and SLPs. It is related to
oscillation, disconjugacy, existence of eigenvalues, and the asymptotics of eigenvalues. Atkinson and Mingarelli
[13] derived asymptotic formulas of the “zero counts” for linear Sturm–Liouville equations. More specifically, they
obtained the following: let N (λ) be the number of zeros of a nontrivial solution of Eq. (1.4) in J .
(i) Assume that w ≥ 0 a.e. on J . Then
N (λ) ∼ √λpi−1
∫ b
a
√
w(s)
p(s)
ds as λ→∞.
(ii) Assume that w changes sign on J , and let f+ = max{ f, 0} and f− = max{− f, 0}. Then
N (λ) ∼ √|λ|pi−1 ∫ b
a
√(
w(s)
p(s)
)
±
ds as λ→±∞, resp.
Motivated by the work in [13], in this paper, we study the “zero counts” for the general half-linear Sturm–Liouville
equations. Let N (λ) be the number of zeros of a nontrivial solution of Eq. (1.1) in J . We find asymptotic formulas
for N (λ) when w(t) ≥ 0 a.e. on J and when w(t) changes sign on J , respectively. As applications, we establish the
existence and determine the asymptotics of real eigenvalues of SLP (1.1) and (1.2) for the RID case. our approach is
in the same direction as in [13] for the linear case, but more technical arguments are involved due to the nonlinear
nature of the problem.
This paper is organized as follows. Some preliminary knowledge on generalized trigonometric functions are
introduced in Section 2, and the main results are presented in Section 3, followed by the proofs in Section 4.
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2. Generalized trigonometric functions
In this section, we summarize the basic knowledge on the generalized trigonometric functions introduced by Elbert
[7], which can be regarded as generalizations of the standard trigonometric functions. With their help, the Pru¨fer
transformation for the linear equations can be extended to the half-linear equations in a natural way. We refer the
reader to [7] for more details.
Let S = S(θ) be the unique solution of the half-linear differential equation
d
dθ
(
φr
(
dS
dθ
))
+ rφr (S) = 0
satisfying the initial condition
S(0) = 0, dS(θ)
dθ
∣∣∣∣
θ=0
= 1.
S = S(θ) is called the generalized sine function and has properties similar to that of the classical sine function sin θ .
For instance, it is odd and periodic with period 2pir , where
pir = 2pir + 1
/
sin
pi
r + 1 ,
and for k ∈ Z, the set of integers, S(kpir ) = 0, S(θ) > 0 for θ ∈ (2kpir , (2k + 1)pir ), and S(θ) < 0 for
θ ∈ ((2k + 1)pir , (2k + 2)pir ).
The generalized cosine function C(θ) is defined by C(θ) = dS(θ)/dθ . Clearly, C(θ) is even and periodic with
period 2pir , and for k ∈ Z, C((k + 1/2)pir ) = 0, C(θ) > 0 for θ ∈ ((2k − 1/2)pir , (2k + 1/2)pir ), and C(θ) < 0 for
θ ∈ ((2k + 1/2)pir , (2k + 3/2)pir ).
The functions S(θ) and C(θ) satisfy the relation that
|S(θ)|r+1 + |C(θ)|r+1 = 1 for θ ∈ R.
The generalized tangent function T (θ) is defined by
T (θ) = S(θ)
C(θ)
for θ 6= (k + 1/2)pir , k ∈ Z.
It is a periodic function of period pir and satisfies
T ′(θ) = 1+ |T (θ)|r+1 for θ 6= (k + 1/2)pir , k ∈ Z.
For k ∈ Z, T (θ) is strictly increasing for θ ∈ ((k − 1/2)pir , (k + 1/2)pir ) and
T (θ)→−∞ as θ → (k − 1/2)pi+r and T (θ)→∞ as θ → (k + 1/2)pi−r .
3. Main results
The following is a result on the existence of eigenvalues for the RD half-linear SLPs obtained by Binding and
Dra´bek in 2003, see [4, Theorem 3.1].
Proposition 3.1. Assume that w > 0 a.e. on [a, b]. Then SLP (1.1) and (1.2) has a countably infinite number of real
eigenvalues; they are bounded below and unbounded above, and they are all simple and can be ordered to satisfy
−∞ < λ0 < λ1 < λ2 < · · · < λn < · · · with λn →∞.
Moreover, any eigenfunction yn = yn(t, λn) associated with λn has exactly n zeros in J .
Remark 3.1. The problem whether or not SLP (1.1) and (1.2) has nonreal eigenvalues is still open. Here, we only
consider the real eigenvalues of SLP (1.1) and (1.2) ordered as in Proposition 3.1.
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The main purpose of this paper is to discuss the asymptotics of the number of zeros of any nontrivial solution of
Eq. (1.1) in J for the RID case. To this end, we first present a result for the RSD case.
Theorem 3.1. Assume that w ≥ 0 a.e. on J . Let N (λ) be the number of zeros of any nontrivial solution of Eq. (1.1)
in J . Then
N (λ) ∼ λ 1r+1pi−1r
∫ b
a
(
w(s)
rp(s)
) 1
r+1
ds as λ→∞. (3.1)
Note that when w > 0 a.e. on J , the eigenfunctions of SLP (1.1) and (1.2) associated with the nth eigenvalue λn
has exactly n zeros in J . The following result on the asymptotics of eigenvalues, which has been proved in [4], is an
immediate consequence of Theorem 3.1.
Corollary 3.1. Assume that w > 0 a.e. on J . Let λn be the nth eigenvalue of SLP (1.1) and (1.2). Then
λn ∼ n
r+1pir+1r(∫ b
a
(
w(s)
rp(s)
) 1
r+1
ds
)r+1 as n →∞.
The next is the main result in this paper.
Theorem 3.2. Assume that w changes sign on J . Let N (λ) be the number of zeros of any nontrivial solution of
Eq. (1.1) in J . Then
N (λ) ∼ λ 1r+1pi−1r
∫ b
a
(
w+(s)
rp(s)
) 1
r+1
ds as λ→∞ (3.2)
and
N (λ) ∼ |λ| 1r+1pi−1r
∫ b
a
(
w−(s)
rp(s)
) 1
r+1
ds as λ→−∞, (3.3)
where f+ = max{ f, 0} and f− = max{− f, 0}.
Our last theorem is about the existence of eigenvalues and the “zero counts” of the associated eigenfunctions of
SLP (1.1) and (1.2) for the RID case.
Theorem 3.3. Assume that w changes sign on J . Then there exist i, j ∈ N0 := {0, 1, 2, . . .} such that SLP (1.1) and
(1.2) has a sequence of negative eigenvalues {λ−m}∞m=i and a sequence of positive eigenvalues {λ+n }∞n= j satisfying
· · · < λ−m < · · · < λ−i+1 < λ−i < 0 < λ+j < λ+j+1 < · · · < λ+n < · · ·
and
lim
m→−∞ λ
−
m = −∞ and limn→∞ λ
+
n = +∞.
Moreover, for m = i, i + 1, . . . , the eigenfunctions y = y(t, λ−m) associated with λ = λ−m have exactly m zeros in J ,
and for n = j, j + 1, . . . , the eigenfunctions y = y(t, λ+n ) associated λ = λ+n have exactly n zeros in J .
Furthermore, λ±n admit the asymptotic representations
λ±n ∼
nr+1pir+1r(∫ b
a
(
w±(s)
rp(s)
) 1
r+1
ds
)r+1 as n →∞. (3.4)
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Remark 3.2. Eberhard and Elbert [5] studied a special case of the indefinite half-linear SLP (1.1) and (1.2) with
q ≡ 0 and the Dirichlet BC, i.e., the problem consisting of the equation
−(φr (y′))′ = λw(t)φr (y) on J,
and the BC
y(a) = y(b) = 0.
Under the condition that w is continuous and piecewise differentiable on [a, b] and other technical assumptions on w,
they obtain a result on the existence and asymptotic behavior of real eigenvalues, see Theorem 2.4 in [5]. Clearly, our
Theorem 3.3 is an extension of their result to the more general problem (1.1) and (1.2), and improves it even for the
special case by replacing all technical requirements for w by w ∈ L(J ).
4. Proofs of the main results
It is easy to see that Eq. (1.1) is equivalent to an equation of the same form with p ≡ 1. In fact, let
τ =
∫ t
a
1
p
1
r (s)
ds. (4.1)
Then Eq. (1.1) becomes
− d
dτ
(
φr
(
dy(τ )
dτ
))
+ q¯(τ )φr (y(τ )) = λw¯(τ )φr (y(τ )), 0 ≤ τ ≤ c, (4.2)
where q¯(τ ) = p 1r (t (τ ))q(t (τ )), w¯(τ ) = p 1r (t (τ ))w(t (τ )), and c = ∫ ba 1/p 1r (s)ds. Clearly, q¯, w¯ ∈ L(0, c) where
the integration is with respect to τ . Conversely, the inverse of the function τ defined in (4.1) transforms Eq. (4.2) to
Eq. (1.1). Without loss of generality, we prove Theorems 3.1 and 3.2 for the case with p ≡ 1, and the general
conclusions follow easily from the transformation in (4.1).
We refer the reader to [4, Lemma 4.1] for the following result and its proof. 
Lemma 4.1. Assume that w ≥ 0 a.e. on J . Then for each  > 0, there exists a positive function h ∈ AC(J ) such that∫ b
a
∣∣∣∣∣
(
w(s)
r
) 1
r+1 − h(s)
∣∣∣∣∣ ds <  (4.3)
and ∫ b
a
∣∣∣∣1r w(s)h−r (s)− h(s)
∣∣∣∣ ds < . (4.4)
Proof of Theorem 3.1. Without loss of generality, we assume that p ≡ 1. For any  > 0, let h be given in Lemma 4.1.
Let y(t, λ) be a nontrivial solution of Eq. (1.1) and define the generalized Pru¨fer angle θ(t, λ) of y(t, λ) to be a
continuous function satisfying
T (θ(t, λ)) = y(t, λ)h(t)λ
1
r+1
y′(t, λ)
and θ(a, λ) ∈ [0, pir ). (4.5)
Then, it is easy to see that θ(t, λ) = npir for some n ∈ Z whenever y(t, λ) = 0, and
θ ′(t, λ) = λ 1r+1 h(t)+ λ 1r+1
(
1
r
w(t)h−r (t)− h(t)
)
|S(θ(t, λ))|r+1 − 1
r
λ−
r
r+1 q(t)h−r (t)|S(θ(t, λ))|r+1
+ h′(t)h−1(t)S(θ(t, λ))φr (C(θ(t, λ))) a.e. on J. (4.6)
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It has been shown in [4, Lemma 2.3] that θ increases at zeros of y. Then for λ > 0
N (λ) =
{bpi−1r θ(b, λ)c if y(b, λ) 6= 0
bpi−1r θ(b, λ)c − 1 if y(b, λ) = 0,
(4.7)
where b·c is the greatest integer function. From (4.6)∫ b
a
h(s)ds − λ− 1r+1 θ(b, λ) = −λ− 1r+1 θ(a, λ)−
∫ b
a
(
1
r
w(s)h−r (s)− h(s)
)
|S(θ(s, λ))|r+1ds
+ 1
r
λ−1
∫ b
a
q(s)h−r (s)|S(θ(s, λ))|r+1ds
− λ− 1r+1
∫ b
a
h′(s)h−1(s)S(θ(s, λ))φr (C(θ(s, λ)))ds. (4.8)
Thus, combining (4.3), (4.4) and (4.8) we have∣∣∣∣∫ b
a
(w
r
) 1
r+1
ds − λ− 1r+1 θ(b, λ)
∣∣∣∣ < 2 + 1r λ−1
∫ b
a
|q(s)|h−r (s)ds + λ− 1r+1
∫ b
a
|h′(s)|h−1(s)ds + λ− 1r+1pir .
Letting λ→∞ in the above inequality and considering Eq. (4.7), we reach the conclusion. 
Proof of Theorem 3.2. Without loss of generality, we assume that p ≡ 1. It suffices to show that (3.2) holds because
(3.3) is implied by (3.2) due to the fact that λw(t) = (−λ)(−w(t)).
For a function h ∈ AC(J ), which is to be determined later, we proceed as in the proof of Theorem 3.1, i.e., let
y(t, λ) be a nontrivial solution of Eq. (1.1) and define the generalized Pru¨fer angle θ(t, λ) as in (4.5). Then (4.6) and
(4.7) hold. We need to show that
θ(b, λ) ∼ λ 1r+1
∫ b
a
(
w+(s)
r
) 1
r+1
ds as λ→∞.
By Theorem 3.1 and the Sturm comparison theorem we see that
lim sup
λ→∞
λ−
1
r+1 θ(b, λ) ≤
∫ b
a
(
w+(s)
r
) 1
r+1
ds. (4.9)
Hence, it suffices to show that for any  > 0, there exists h such that
lim inf
λ→∞ λ
− 1r+1 θ(b, λ) ≥
∫ b
a
(
w+(s)
r
) 1
r+1
ds − . (4.10)
For δ > 0 to be chosen later, by [14, Theorems 1.5.2. and 1.5.3.], there exist polynomials α+, α− ∈ AC(J ) such that
α+(t) ≥ 0 and α−(t) ≥ 0 for t ∈ J, (4.11)∫ b
a
∣∣∣∣∣
(
w+(s)
r
) 1
r+1 − α+(s)
∣∣∣∣∣
r+1
ds < (b − a)δr+1, (4.12)
and ∫ b
a
∣∣∣∣∣
(
w−(s)
r
) 1
r+1 − α−(s)
∣∣∣∣∣
r+1
ds < (b − a)δr+1. (4.13)
Define the sets J1, J2, J3, and J4 by
J1 =
{
t ∈ [a, b] : α+(t) ≤ δ 1r+1
}
,
J2 =
{
t ∈ [a, b] : α+(t) > δ 1r+1 , α−(t) > δ 1r+1 , w(t) ≥ 0
}
,
2560 L. Kong, Q. Kong / Computers and Mathematics with Applications 55 (2008) 2554–2564
J3 =
{
t ∈ [a, b] : α+(t) > δ 1r+1 , α−(t) > δ 1r+1 , w(t) < 0
}
,
J4 =
{
t ∈ [a, b] : α+(t) > δ 1r+1 , α−(t) ≤ δ 1r+1
}
.
Let h = α+ + δ. Since α± can be chosen in such a way so that J1 and J4 consist of a finite collection of intervals,
we may apply (4.6) over J4 only and argue that, in each of its intervals, θ(t, λ) can decrease by at most pir since it is
increasing at t whenever θ(t, λ) = npir for n ∈ Z. Thus
λ−
1
r+1 θ(b, λ) ≥
∫
J4
h(s)ds −
∫
J4
∣∣∣∣1r w(s)h−r (s)− h(s)
∣∣∣∣ ds + O(λ− 1r+1 ). (4.14)
Hence, to prove (4.10), we only need to show that for a given  > 0 and h with small δ,∣∣∣∣∫
J4
h(s)ds −
∫ b
a
(w+
r
) 1
r+1
ds
∣∣∣∣ < 2 (4.15)
and ∫
J4
∣∣∣∣1r w(s)h−r (s)− h(s)
∣∣∣∣ ds < 2 . (4.16)
We first estimate the left-hand side of (4.15). Since h = α++ δ, by the Ho¨lder inequality and from (4.12), we have∫ b
a
∣∣∣∣∣h(s)−
(
w+(s)
r
) 1
r+1
∣∣∣∣∣ ds ≤
∫ b
a
∣∣∣∣∣
(
w+(s)
r
) 1
r+1 − α+(s)
∣∣∣∣∣ ds + (b − a)δ
≤ (b − a) rr+1
∫ b
a
∣∣∣∣∣
(
w+(s)
r
) 1
r+1 − α+(s)
∣∣∣∣∣
r+1
ds

1
r+1
+ (b − a)δ
≤ (b − a) rr+1 (b − a) 1r+1 δ + (b − a)δ = 2(b − a)δ. (4.17)
Thus ∣∣∣∣∣
∫
J4
h(s)ds −
∫ b
a
(
w+(s)
r
) 1
r+1
ds
∣∣∣∣∣ ≤ 2(b − a)δ + 3∑
i=1
∫
Ji
h(s)ds,
which implies that∣∣∣∣∣
∫
J4
h(s)ds −
∫ b
a
(
w+(s)
r
) 1
r+1
ds
∣∣∣∣∣ ≤ 5(b − a)δ + 3∑
i=1
∫
Ji
α+(s)ds. (4.18)
From the definition of J1 we see that∫
J1
α+(s)ds ≤ (b − a)δ 1r+1 . (4.19)
Since |(w−(t)/r) 1r+1 − α−(t)| > δ 1r+1 for t ∈ J2, from (4.13) we have
µ(J2) ≤ (b − a)δr , (4.20)
where µ(·) denotes the Lebesgue measure. Similarly, since |(w+(t)/r) 1r+1 − α+(t)| > δ 1r+1 for t ∈ J3, from (4.12)
we have
µ(J3) ≤ (b − a)δr . (4.21)
By the Ho¨lder inequality and from (4.12) and (4.20)∫
J2
α+(s)ds ≤ (b − a) rr+1 δ r
2
r+1
(∫
J2
αr+1+ (s)ds
) 1
r+1
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≤ (b − a) rr+1 δ r
2
r+1
∫ b
a
∣∣∣∣∣α+(s)−
(
w+(s)
r
) 1
r+1 +
(
w+(s)
r
) 1
r+1
∣∣∣∣∣
r+1
ds

1
r+1
≤ (b − a) rr+1 δ r
2
r+1
2r+1 ∫ b
a
∣∣∣∣∣α+(s)−
(
w+(s)
r
) 1
r+1
∣∣∣∣∣
r+1
ds + 1
r
2r+1
∫ b
a
w+(s)ds

1
r+1
≤ (b − a) rr+1 δ r
2
r+1
(
2r+1(b − a)δr+1 + 1
r
2r+1‖w+‖1
) 1
r+1
= 2(b − a) rr+1 δ r
2
r+1
(
(b − a)δr+1 + 1
r
‖w+‖1
) 1
r+1
, (4.22)
where ‖ · ‖1 denotes the norm in L(J ). Similarly, by the Ho¨lder inequality and from (4.21) and (4.12)∫
J3
α+(s)ds ≤ 2(b − a) rr+1 δ r
2
r+1
(
(b − a)δr+1 + 1
r
‖w+‖1
) 1
r+1
. (4.23)
Now, combining (4.18), (4.19), (4.22) and (4.23) we have∣∣∣∣∣
∫
J4
h(s)ds −
∫ b
a
(
w+(s)
r
) 1
r+1
ds
∣∣∣∣∣
≤ 5(b − a)δ + (b − a)δ 1r+1 + 4(b − a) rr+1 δ r
2
r+1
(
(b − a)δr+1 + 1
r
‖w+‖1
) 1
r+1
. (4.24)
We then estimate the left-hand side of (4.16). Since w(t) = w+(t)− w−(t), we obtain that∫
J4
∣∣∣∣1r w(s)h−r (s)− h(s)
∣∣∣∣ ds ≤ ∫
J4
∣∣∣∣1r w+(s)h−r (s)− h(s)
∣∣∣∣ ds + ∫
J4
∣∣∣∣1r w−(s)h−r (s)
∣∣∣∣ ds
≤
∫
J4
∣∣∣∣1r w+(s)h−r (s)− h(s)
∣∣∣∣ ds + δ− rr+1 ∫
J4
∣∣∣∣1r w−(s)
∣∣∣∣ ds. (4.25)
Note that
1
r
w−(t) =
∣∣∣∣∣
(
w−(t)
r
) 1
r+1 − α−(t)+ α−(t)
∣∣∣∣∣
r+1
≤ 2r+1
∣∣∣∣∣
(
w−(t)
r
) 1
r+1 − α−(t)
∣∣∣∣∣
r+1
+ 2r+1 |α−(t)|r+1 .
From (4.13),∫
J4
∣∣∣∣1r w−(s)
∣∣∣∣ ds ≤ 2r+1 ∫
J4
∣∣∣∣∣
(
w−(s)
r
) 1
r+1 − α−(s)
∣∣∣∣∣
r+1
+ 2r+1
∫
J4
|α−(s)|r+1
≤ 2r+1(b − a)δr+1 + 2r+1δµ(J4)
≤ 2r+1(b − a)δ(δr + 1). (4.26)
One can verify that∣∣∣∣1r w+(t)h−r (t)− h(t)
∣∣∣∣ ≤ M(t)+
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ , (4.27)
where
M(t) =
(
w+(t)
r
) 1
r+1
h−r (t)
∣∣∣∣∣
(
w+(t)
r
) r
r+1 − hr (t)
∣∣∣∣∣ . (4.28)
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It is easy to see that
M(t) ≤ h−r (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
((
w+(t)
r
) r
r+1 + hr (t)
)
+ h1−r (t)
∣∣∣∣∣
(
w+(t)
r
) r
r+1 − hr (t)
∣∣∣∣∣ . (4.29)
By the mean value theorem,
M(t) ≤ h−r (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
((
w+(t)
r
) r
r+1 + hr (t)
)
+ r |ξ(t)|r−1
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ , (4.30)
where ξ(t) is between (w+(t)/r)
1
r+1 and h(t).
In what follows, we discuss two cases when r ∈ (0, 1) and r ∈ [1,∞), respectively.
Case 1. r ∈ (0, 1). If (w+(t)/r) 1r+1 ≤ ξ(t) ≤ h(t), then from (4.28)
M(t) = r (w+(t)/r)
1
r+1
ξ(t)
(
ξ(t)
h(t)
)r ∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ ≤ r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ . (4.31)
If h(t) < ξ(t) < (w+(t)/r)
1
r+1 , then from (4.30)
M(t) ≤ h−r (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
((w+(t)
r
) 1
r+1 − h(t)+ h(t)
)r
+ hr (t)

+ rh1−r (t)|ξ(t)|r−1
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
≤ h−r (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
2r ∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r
+ 2rhr (t)+ hr (t)

+ r
(
h(t)
ξ(t)
)1−r ∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
≤ 2h−r (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ 4
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
≤ 2δ−r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ 4
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ . (4.32)
Combining (4.31) and (4.32) we see that for r ∈ (0, 1)
M(t) ≤ 2δ−r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ 5
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ . (4.33)
Case 2. r ∈ [1,∞). If (w+(t)/r) 1r+1 ≤ ξ(t) ≤ h(t), then as in Case 1, (4.31) holds.
If h(t) < ξ(t) < (w+(t)/r)
1
r+1 , then from Eq. (4.30)
M(t) = rh−r (t)|ξ(t)|r−1
(
w+(t)
r
) 1
r+1
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
≤ rh−r (t)
(
w+(t)
r
) r
r+1
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
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= rh−r (t)
((
w+(t)
r
) 1
r+1 − h(t)+ h(t)
)r ∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
≤ rh−r (t)
2r ∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r
+ 2rhr (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
= r2rh−r (t)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ r2r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
≤ r2rδ−r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ r2r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ . (4.34)
Combining (4.31) and (4.34) we see that
M(t) ≤ r2rδ−r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ (r2r + r)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ . (4.35)
From both Cases 1 and 2 we obtain that for any r ∈ (0,∞)
M(t) ≤ (r2r + 2)δ−r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ (r2r + r + 5)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ .
Then from (4.27)∣∣∣∣1r w+(t)h−r (t)− h(t)
∣∣∣∣ ≤ (r2r + 2)δ−r
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣
r+1
+ (r2r + r + 6)
∣∣∣∣∣
(
w+(t)
r
) 1
r+1 − h(t)
∣∣∣∣∣ .
Thus, since h = α+ + δ, by the Minkowski inequality and from Eqs. (4.12) and (4.17),∫
J4
∣∣∣∣1r w+(s)h−r (s)− h(s)
∣∣∣∣ ds ≤ (r2r + 2)δ−r ∫
J4
∣∣∣∣∣
(
w+(s)
r
) 1
r+1 − h(s)
∣∣∣∣∣
r+1
ds
+ (r2r + r + 6)
∫
J4
∣∣∣∣∣
(
w+(s)
r
) 1
r+1 − h(s)
∣∣∣∣∣ ds
≤ (r2r + 2)δ−r

∫
J4
∣∣∣∣∣
(
w+(s)
r
) 1
r+1 − α+(s)
∣∣∣∣∣
r+1
ds

1
r+1
+
(∫
J4
δr+1ds
) 1
r+1

r+1
+ 2(r2r + r + 6)(b − a)δ
≤ (r2r + 2)δ−r
(
(b − a) 1r+1 δ + (b − a) 1r+1 δ
)r+1
+ 2(r2r + r + 6)(b − a)δ = (3r2r + 2r + 14)(b − a)δ. (4.36)
Combining (4.25), (4.26) and (4.36) we obtain∫
J4
∣∣∣∣1r w(s)h−r (s)− h(s)
∣∣∣∣ ds ≤ (3r2r + 2r + 14)(b − a)δ + 2r+1(b − a)δ 1r+1 (δr + 1). (4.37)
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Choose δ > 0 small enough so that
5(b − a)δ + (b − a)δ 1r+1 + 4(b − a) rr+1 δ r
2
r+1
(
(b − a)δr+1 + 1
r
‖w+‖1
) 1
r+1
<

2
and
(3r2r + 2r + 14)(b − a)δ + 2r+1(b − a)δ 1r+1 (δr + 1) < 
2
.
Then, from (4.24) and (4.37), we obtain (4.15) and (4.16). This completes the proof. 
Proof of Theorem 3.3. BC (1.2) can be normalized to
C(α)y(a)− S(α)(p 1r y′)(a) = 0,
C(β)y(b)− S(β)(p 1r y′)(b) = 0,
where 0 ≤ α < pir and 0 < β ≤ pir .
Let y = y(t, λ) be the unique solution of the initial value problem consisting of Eq. (1.1) and the initial condition
y(a, λ) = S(α), p 1r (a)y′(a, λ) = C(α).
Define the generalized Pru¨fer angle θ(t, λ) of y(t, λ) by
T (θ(t, λ)) = y(t, λ)
(p
1
r y′)(t, λ)
, θ(a, λ) = α.
It is easy to see that
θ ′(t, λ) = p− 1r (t)|C(θ(t, λ))|r+1 + 1
r
(λw(t)− q(t))|S(θ(t, λ))|r+1 a.e. on J.
By [4, Lemma 2.3], θ(t, λ) increases at the zeros of y. Then N (λ) satisfies (4.7). By Theorem 3.2, N (λ) → ∞ as
λ →∞. Consequently, so does θ(b, λ). Therefore, for sufficiently large n, θ(b, λ) = β + npir has a solution λ = λ+n
and hence λ+n is an eigenvalue of the SLP (1.1) and (1.2) and all the corresponding eigenfunctions must have exactly
n zeros in J . An analogous argument holds for λ → −∞. Finally, (3.4) follows from (3.2) and (3.3). This completes
the proof. 
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