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Abstract—By measuring the Time-of-Flight (ToF) of scattered
x-ray photons, the point of interaction, assuming a single scatter,
can be determined, providing three dimensional information
about an object under inspection. The present work describes
experimental ToF Compton scatter measurements conducted at
The Versatile Electron Linear Accelerator (VELA), a picosecond
pulse width electron source situated in Daresbury, UK. The ToF
of scattered x-ray photons was measured using a CeBr3 detector,
and a Full Width at Half Maximum (FWHM) of between 29 cm
and 36 cm was achieved with a 5 cm thick plastic test object. By
implementing a low energy cut off, the FWHM was reduced to
between 12 cm and 26 cm. Two test objects placed in series with
a 50 cm space between were separable in the data after applying
the low energy cut off.
Index Terms—X-ray scattering, Time-of-Flight, Cargo Secu-
rity.
I. INTRODUCTION
THE ability to image objects in three dimensions is highlybeneficial in security screening as it simplifies image
analysis by reducing the number of complex, overlapping
objects that can be present in two dimensional images. Using
transmission x-ray imaging, this can be achieved using either
tomography or tomosynthesis. These require the source and
detectors to rotate, either physically or electronically, around
the object under inspection. Alternatively the detector and
source can be kept in a constant position and the object
can be rotated. Both of these methods have been realised
for the screening of airport baggage [1], [2], however, three
dimensional imaging of cargo containers provides greater
challenges. Both tomography and tomosynthesis are infeasible
due to the large size of the containers, and any such system
would require a long screening time, and have a high cost [3].
Conventional methods of radiation-based screening rely on
transmission imaging, where contrast is provided by the atten-
uation of photons as they pass through objects, or Compton
Scatter Imaging (CSI), where contrast is provided by photons
scattering off objects. Three dimensional CSI is possible,
however it typically exploits the Compton scatter energy-angle
relationship, requiring the use of γ-ray sources [4] which are
typically lower flux than electronic x-ray sources, and are
constantly ’on’. Alternatively, three dimensional CSI can be
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performed using x-ray sources [5], however this requires the
use of extensive collimation which is photon inefficient.
An alternative method is to measure the Time-of-Flight
(ToF) of photons scattering off an object under inspection.
The ToF of photons can be used to recover the point of
interaction and provide three dimensional information about
the object. The aim of the present experimental studies is
to examine the feasibility of using ToF measurements to
recover interaction points in the third dimension, and whether
this can ultimately result in three dimensional images in
future experiments. This article provides a brief description
of the concepts involved, before outlining the initial proof of
principle experiments, undertaken at The Versatile Electron
Linear Accelerator (VELA) at the Science and Technologies
Facilities Council, Daresbury, the data analysis methods used
and finally the results and conclusions.
II. CONCEPT
The Compton scatter interaction occurs between an incident
x-ray photon and an electron in the scattering material. The
photon is deflected through a scattering angle θ, and a portion
of its energy is transferred to the electron (called the recoil
electron). The energy loss of the photon depends on the initial
energy of the photon, E0, and the scatter angle, θ. The relation
is given by the following equation [6]
E1(E0, θ) =
E0
1 + α(1− cos θ) , (1)
where α = E0/511 keV is the ratio between the incident
photon energy and the rest-mass energy of the electron, and
E1 is the energy of the scattered photon.
The requirement of access to only one side of the container
is one of the advantages of using CSI for cargo security.
The necessary scattering angles of the photons to be incident
upon the detector is therefore close to pi. This results in a
fundamental limit on the energy of the scattered photon:
lim
E0→+∞
E1(E0, pi) =
α
2
= 255.5 keV, (2)
which in turn limits the depth of penetration it can achieve.
For a 4.55 MeV x-ray beam, only 1% of photons are able to
penetrate 20 cm of plastic before scattering through pi rad
and penetrating back through the 20 cm of plastic. CSI
is therefore preferred when screening sparsely filled cargo
or cars, whereas high-energy, high penetration, transmission
imaging is preferred for densely packed cargo.
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ToF imaging using ionising radiation has historically been
restricted to applications that use a positron emitting ra-
dioactive source. ToF Positron Emission Tomography (PET)
has received a high amount of interest recently, with the
improvement in detector technology allowing for much greater
resolution [7]. Developments have focused on faster pho-
todetectors [8] and scintillators [9]. Recent developments in
photodetectors has seen the focus shift from Photomultiplier
Tubes (PMTs) to Silicon Photomultiplier Tubes (SiPMs). In
particular, the development of the digital SiPM combines the
advantages of the SiPM, fast timing resolution, low bias volt-
age, no magnetic field sensitivity, whilst requiring no external
electronic processing [10], [11]. The developments in SiPMs,
combined with new fast and bright inorganic scintillators such
as LSO:Ce, LaBr3 and CeBr3, has seen sub 100 ps timing
resolutions achievable [12]. The downside to the use of SiPMs
is their small size. When a large array is needed, a large
number of channels is required and the data handling becomes
computationally expensive. PMTs have also provided excellent
timing resolution, with 154 ps achieved in [13].
Another method of ToF imaging using positron sources is
to detect one of the primary 511 keV photons in delayed
coincidence with the other primary photon that has undergone
a scattering event in an object under inspection. This technique
has been applied to industrial measurements [14], landmine
detection [15], [16], and soil moisture measurements [17].
The method has also been used to examine objects behind
barriers [18], which suggests the technique has possible ap-
plications in cargo security imaging, with spatial resolution as
low as 5 cm achievable [19]. The present work differs by using
a pulsed x-ray source instead of a positron source. When using
a positron source, it is expected that at most only 1 gamma-
ray will scatter back per trigger. When using a high flux x-
ray source, there are many x-ray photons per source trigger,
which suggests the technique will be more efficient, assuming
a sufficiently high trigger rate.
The ToF of scattered x-ray photons can be used to recon-
struct the position of interaction if the time distribution of the
source is known. The simplest case is to use a source with a
Dirac delta distribution time profile. Since such sources do not
exist, the next best solution is to use a source with an extremely
short pulse width (of the order of picoseconds). Due to the
timing resolution of current x-ray detectors being of the order
of 100 ps [20], such a source can be considered to have a Dirac
delta distribution pulse width. In two dimensions, the region
of constant ToF given such a source and a point detector is
an ellipse whose foci are the source and detector coordinates.
The semi-major and semi-minor axes, a and b, respectively,
are defined as
2a = ct, (3)
b2 = a2 − f2, (4)
where c is the speed of light, t is the ToF of the x-ray
photon, and 2f is the distance between the source and the
detector. This is illustrated in Figure 1. Using a collimated
pencil beam of x rays allows for direct reconstruction of
the scattering point, defined by the intersection of the pencil
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Fig. 1. Points of equal ToF in a pixel grid. The ellipse is centred at the origin,
the detector is placed at (−f, 0), and the source at (f, 0).
beam and ellipse. An image can be formed by sweeping
such a beam over an object of interest, and recording the
ToF of the scattered x-ray photons. In principle one could
reduce measurement times by using a fan beam and image
reconstruction techniques.
In order to achieve sufficient signal-to-noise ratios in the x-
ray ToF measurements, a high flux source is required. This
results in several x-ray photons incident upon the detector
during a very short time period. The resultant voltage from
the detector will contain signals from these x-ray photons
and will be a pulse pileup event. To maximise the signal-to-
noise ratio, these pulse pileup events must be deconvolved
into single pulses accurately, which can be performed by
assuming the pileup is a combination of single, shifted, pulses
and solving the resultant equations to find the time and
energy of the pulses [21]. Such deconvolution techniques
have been of increased interest recently as pileups have a
detrimental effect on energy spectra and the overall quality
of a measurement [22]. A number of deconvolution methods
have been developed based on different approaches [23]–
[25], the ultimate aim of these methods is to find the energy
of each interaction. Although the time of interaction is also
found using these methods, it is typically not used. In a ToF
application the main aim is to find the time of interaction, and
the secondary aim is to find the energy of each deposition.
The accuracy of the deconvolution method will have a
large effect on the spatial resolution possible with ToF x-ray
measurements, along with the size and timing resolution of the
detector, and the size of the pencil beam used. These effects
are described in more detail in the subsequent sections of the
paper.
The experiments conducted used an extremely short pulse
width x-ray source. The technique can still work with wider
pulse sources, if the pulse distribution is known, using de-
convolution techniques [26]. Using commercially available
linear accelerators with known pulse shapes would allow
the technique to be used in the field, without the need for
expensive, short pulse width x-ray sources.
III. EXPERIMENTAL SETUP
A. Versatile Electron Linear Accelerator
VELA is a modular injector facility capable of providing
high quality electron beams for industrial applications, situated
at the Science and Technologies Facilities Council, Dares-
bury [27]. Acceleration is provided by a 2.5-cell, S-band, RF
gun resulting in a maximum electron energy of 4.55 MeV [28].
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Fig. 2. The x-ray source and collimator situated at VELA. The target is
shielded using a 60 cm × 60 cm × 60 cm lead collimator. The collimator
had a 5.5 mm radius aperture to create a pencil beam of x rays with an
opening angle of approximately 2o.
This is driven by a 76 fs pulse length laser. The electron bunch
expands due to space charge effects, estimated to be 1.3 ps
at the end of the gun and approximately 4 ps at the user
area, in simulation, at 250 pC [29]. The average bunch charge
was measured at 100 pC, however there was some significant
variation over time of the bunch charge, caused by changes
in the RF phase. The accelerator operated at 10 Hz, and each
data acquisition lasted 5, 000 source triggers.
A 0.7 mm thick, 4.5 mm radius tungsten target was placed
incident to the electron beam to produce x rays, which were
then collimated. A photograph of the collimator is shown in
Figure 2.
B. Detector & Data Acquisition System
The detector used in the experimental work was a 76 mm di-
ameter, 19 mm thick, CeBr3 scintillator attached to an Electron
Tubes 9821KB linear focused photomultiplier tube, operating
at −1500 V. The photomultiplier tube had both dynode and
anode readout, however only the dynode readout was used as
the risetime was shorter than the anode readout. A photograph
of the detector is given in Figure 4, and the measured risetime
and decaytime have been plotted in Figure 3.
CeBr3 is a detector well suited for ToF measurements
due to its short decaytime, high optical photon yield
(68, 000 MeV−1), and low background radioactivity [30].
Intrinsic radioactivity of a scintillator creates noise in the ToF
measurements, and hence CeBr3 was preferred to lanthanum
and lutetium based detectors which have a higher activity.
Using (N/τD )
−1/2 (N is the number of optical photons
produced, and τD is the decay constant of the scintillator) as
an indication of timing resolution of a scintillator [31], LaBr3
would have resulted in a timing resolution improvement of
approximately 17%, whilst LYSO would result in a decrease
of 100%. The intrinsic backgrounds are 1 − 2 counts/s/cm3
and 250 counts/s/cm3 [32], respectively, which could introduce
significant noise when using a large array of detectors and a
higher pulse rate source.
The detector had a large surface area, to maximise the
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Fig. 3. The measured risetime (dashed) and decaytime (solid) of dynode
traces from the CeBr3 detector. The risetime was obtained by measuring the
time taken between 10% to 90% of pulse height on the rising edge of the
detector traces, and the decaytime was calculated by fitting a straight line to
the log of the decay curve of each detector trace. The average risetime was
6.1 ns and the average decaytime was 26.8 ns.
Fig. 4. The detector used for the experiments. 76 mm thick lead shielding
was built up around the detector.
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Fig. 5. Schematic of the electronic setup and data flow. Data analysis was
done offline, after the data acquisition was completed.
number of x-ray photons detected, and therefore the signal-
to-noise ratio.
The signals from the detector were recorded using a LeCroy
WavePro 950 oscilloscope running at 4 GS/s, which was
controlled using a programme written in the LabVIEW [33]
software package. Data analysis, described later, was done of-
fline after data collection. A simple schematic of the electronic
set up can be found in Figure 5.
C. Test Objects
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Two experiments were performed. Experiment 1 involved
measurements of ToF of photons scattered from a single object
(a 5 cm thick block of high density polyethylene). The object
was placed in a beam at three different positions denoted
T1, T2 and T3, 0.5 m apart, see Figure 6a. For position
T2 measurements were collected for three detector positions
marked D1, D2 and D3 in Figure 6a, and for positions T1 and
T3 only at detector position D1 due to the limited time we
had the facility available.
In Experiment 2 the photons scattering off three test objects
placed in a series were measured, as depicted in Figure 6b.
Measurements were taken at detector positions D2 and D3
in order to reduce attenuation, and multiple scatter. The
background signal ie. scatter without the object in the beam
was measured for all detector positions.
IV. PULSE PILEUP DECONVOLUTION
Due to the large surface area of the detector, and the high
flux of the source, it was expected that several photons would
be incident upon the detector during each pulse of the x-ray
source, resulting in a pulse pileup event. An example of the
detector signal from such an event can be seen in Figure 7
(solid line), where a number of separate pulses are visible
in the pile up. A single pulse event has been included for
comparison.
To maximise the precision of the ToF measurements, the
pileup events must be deconvolved into single events accu-
rately. The ToF of the individual x-ray photons in the pileup
event can be calculated using the deconvolved, single x-ray
photon, signals.
The pulse pileup signal, ypp, of an ideal detector resulting
from N x-ray photons can be written as follows
ypp(t) =
N∑
i=1
Eiysp(t− ti), (5)
where Ei is the amplitude, and ti is the time of arrival of the
i’th pulse in the pileup event, and ysp(t − ti) is the single
x-ray photon response of the detector, shifted by the time of
arrival. All of the amplitudes are strictly greater than 0, as a
photon must deposit energy for it to be detectable.
In reality, detectors are not ideal and the resultant signals
must undergo analog-to-digital conversion before they can
be recorded. For a digitised signal, the discrete version of
Equation 5 reads
ydpp(tˆ) =
n∑
i=1
Eiy
d
sp(tˆ− tˆi), (6)
where n is the number of samples in the digitised signal, ydpp
and ydsp are the discrete versions of ypp and ysp, respectively
and with tˆ we denote the discrete time sampled every 250
picoseconds (for a 4 GS/s oscilloscope). If there are N pulses
in the pileup event, and T is the set of their time of arrivals,
then the following holds
Ei > 0, ∀ti ∈ T, (7)
Ei = 0, ∀ti /∈ T. (8)
Assuming the single photon response of the detector is known,
Equation 6 can be solved using least squares, with a non-
negativity constraint, giving both the amplitude, and the time
of arrival of the photons. For ideal measurements, the accuracy
of the computations is limited by the discretization, while
electronic and background noise will deteriorate the results.
The single x-ray photon response was obtained by recording
50100 detector traces with no source present. These traces
were sorted by pulse height, and an average pulse shape
was taken for each possible pulse height. Prior to taking the
average, the signals were aligned using a cross correlation
method. The first recorded pulse at each pulse height was
used as a reference, and the other pulses were shifted until
the difference in the rising edge was minimised, an average
of the pulses was then taken. Figure 8 shows a plot of the
average pulse shape (solid line) and the standard deviation
(dashed line) for pulses with an amplitude of 45 mV.
The pulse shape plotted in Figure 8 was used for the
deconvolution method to find the time of arrival of the x-ray
photons. The pulse shape did not significantly change with
pulse height, and for simplicity only one pulse height was
used to find the mean pulse shape. The average pulse shape for
45 mV amplitude pulses was used for the algorithm as it was
the most frequently occurring pulse height when measuring the
background, ensuring the greatest certainty in the pulse shape.
After deconvolution, it was often found that two consecutive
(250 ps apart), low amplitude, pulses fitted the pileup data
better than a single high amplitude pulse, even though the data
appeared to result from a single pulse only. This also occurred
when testing the algorithm on single pulse events, and is most
likely due to the amount of variability in the pulse shapes.
In such cases, it was assumed that the data resulted from a
single pulse and the time of arrival, t, was in between the
two consecutive time stamps, t1 and t2, respectively, and was
calculated as follows
t = t1 +
E2
E1 + E2
(t2 − t1) . (9)
The amplitude of the pulse, and any other pulse in the pileup,
was obtained using least squares, as before. Using a shifted
pulse led to a lower residual error in the reconstructed pileup
signal than using consecutive, lower amplitude, pulses.
To assess the performance of the deconvolution algorithm
on realistic data, we simulated pulse pileup events by shifting
a single x-ray photon detector signal by a random amount,
between 1 ns and 10 ns, and adding it to another, unshifted,
single x-ray photon signal. For such simulated signal we know
the exact times of arrivals and the pulse amplitudes, which
are not known for real scatter detector signal, which captures
some of the features of the real signal. The pulse pileup
deconvolution algorithm was applied to 25050 simulated pulse
pileup events. An error of 0.42± 0.026 ns, or 6.3± 0.04 cm
(in Compton scatter interaction location), Full Width at Half
Maximum (FWHM) was achieved when comparing the re-
constructed position and the shifted position. Figure 9 shows
the distribution of errors between the reconstructed and the
shifted x-ray photon arrival time. The noise in the simulated
pulse pileups was higher than in real pulse pileups, since two
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Fig. 6. a) A drawing of the geometry for experiment 1 (not to scale). A 5 cm thick plastic block was moved away from the source in steps of 50 cm (marked
with dotted rectangles). Three detector positions were used (D1, D2, and D3), and three test object positions were used (T1, T2, and T3). For position T2,
measurements were collected for all 3 detector positions, and for T1 and T3 measurements were collected at D1 only. The detector was positioned 44.5 cm
below (y = −44.5 cm) the x-ray beam at each position. The scatter for each object and detector position pair was measured separately. b) In Experiment 2
we measured the ToF of photons scattering from three plastic blocks places in series of thicknesses 2 cm, 5 cm and 1 cm, separated by gaps of 43 cm and
20 cm looking from the source. The width and height of all the blocks were 15 cm and 25 cm. Measurements were taken at detector positions D2 and D3.
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Fig. 7. A pulse pileup detector signal (solid line) and a single pulse detector
signal (dashed red line). The deconvolution method returned 7 single pulses
in the pileup event.
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line) for 45 mV amplitude pulses.
noisy pulses were added together. Due to the overestimation
of noise, the accuracy of the deconvolution method is expected
to be slightly better than that shown in Figure 9.
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Fig. 9. The simulated error resulting from pulse pileup deconvolution.
V. IDEAL RESOLUTION
The calculation of the scatter points in Equation 3 assumes
a point detector and a line source. The detector used had a
diameter of 76 mm and the beam opening angle was 2o which
introduces an error into the reconstruction of the scattering
point. This error was estimated using a Monte Carlo method.
The x-ray source at VELA was simulated using GEANT4, a
toolbox for the simulation of particles through matter [34]. The
simulated electron beam, with a Gaussian energy distribution,
mean energy of 4.55 MeV, and FWHM of 5%, was incident
upon the x-ray target designed for the VELA experiments.
The resulting x-ray energy spectrum was used to simulate
the ToF experiments. The x-ray beam was modelled as a
diverging pencil beam exiting the collimator aperture only,
reducing the computation time required for the simulations.
The pencil beam had a diameter of 1.1 cm at 30 cm from the
target, the same diameter as the source collimator aperture.
The scattered x-ray photons were recorded when they were
incident upon the front face of the detector. Energy deposition
and depth of interaction were not accounted for in the detector.
200, 000, 000 photons were fired at the test objects in the
simulation.
Table I shows the FWHM of calculated scatter positions
due to the beam and detector size, for the different test object
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T1 T2 T3
D1 1.7± 0.01 cm 1.2± 0.01 cm 1.3± 0.02 cm
D2 n/a 1.7± 0.02 cm n/a
D3 n/a 2.4± 0.03 cm n/a
TABLE I
FWHM OF RECONSTRUCTED SCATTER POSITIONS FOR MONTE CARLO
SIMULATION OF EXPERIMENT 1.
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Fig. 10. Simulated scatter histogram for D1, with test objects at T1 (solid
line), T2 (dashed line), and T3 (dash-dot line), with deconvolution error
applied.
T1 T2 T3
D1 7.7± 0.06 cm 7.5± 0.08 cm 7.4± 0.1 cm
D2 n/a 7.7± 0.08 cm n/a
D3 n/a 8.2± 0.1 cm n/a
TABLE II
FWHM OF RECONSTRUCTED SCATTER POSITIONS FOR THE MONTE
CARLO SIMULATION OF EXPERIMENT 1 ACCOUNTING FOR THE ERROR OF
THE DECONVOLUTION ALGORITHM.
placements and detector positions. As the test object is moved
further back, although the beam size increases, the solid angle
presented by the detector decreases and the time spread also
decreases. When the test object was placed at T3 the FWHM
increased when compared to T2. It is not known whether this
is because the size of the beam starts to dominate the spread
of the ToF of the x-ray photons, or whether there is another
geometrical effect taking place.
Although the test object is 5 cm thick, attenuation in the
test object reduces the number of detected x-ray photons that
scatter at the back of the test object, reducing the simulated
FWHM. This effect should be constant at each test object
position.
The uncertainty in ToF due to the pulse deconvolution
algorithm was introduced into the simulation by convolving
the simulated scatter histogram with the ToF error from the
distribution given in Figure 9, emulating the spatial resolution
achievable by an ideal detector with no background present.
The result is depicted in Figure 10, for detector in position
D1 (the counts have been normalised to the maximum counts
recorded at T1). The corresponding FWHM for all three
detector positions are summarised in Table II.
To account for finite timing resolution of the detector,
we introduced an extra ToF error drawn from a Gaussian
distribution. Therefore, the simulated scatter histograms were
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Fig. 11. The effect of detector timing resolution on the FWHM of the
simulated scatter peaks for D1 (solid line), D2 (dashed line), and D3 (dash-dot
line) for the test object position T2.
convolved with Gaussian detector timing error distribution
prior to convolution with the distribution of the error of the
deconvolution algorithm. Figure 11 shows a plot of the FWHM
of the simulated scatter peaks against the standard deviation of
the detector timing resolution for the three detector positions
and the object in position T2. The standard deviation of the
detector timing resolution was varied from 50 ps to 1 ns in
50 ps steps. At detector position D1, the FWHM varied from
8.3 cm to 41.8 cm when the test object was positioned at T1,
and from 8.1 cm to 41.1 cm when positioned at T3. The timing
resolution of the detector was measured to be 443 ± 7 ps at
511 keV using a Na-22 source, which extrapolates to a value
of 846 ± 13 ps at 140 keV, the mean energy of the scattered
photons in simulation, assuming the resolution is dominated
by Poisson statistics.
VI. EXPERIMENTAL RESULTS
A. Background Measurements
The recorded ToF of the x-ray photons were converted to
scattering positions, assuming a true pencil beam, using Equa-
tions 3,4. The scattering positions were then histogrammed
with bin size 3.76 cm determined by the sampling rate of the
oscilloscope, (3.76 cm corresponds to 250 ps photon travel
time). Figure 12 shows the scatter position histogram for
detector position D1 with no test object present. Due to the
delay in the cables and the unknown temporal offset between
the electron beam arrival and the trigger pulse, the time of
creation of the x rays, i.e. t = 0, was unknown and hence it
had to be estimated from ToF of primary photons (photons
which travel through the collimator shielding straight into
the detector). Those photons cause the initial sharp peak in
Figure 12, and their arrival at the detector corresponds to
t = 3 ns.
The peak around 7.5 m in Figure 12 was due to x-ray
photons in the primary beam scattering off the back wall of
the user area, which was located approximately 7.5 m away
from the target.
Background subtraction was performed on all scatter his-
tograms. To this end the background histogram was first
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Fig. 12. Raw (solid line) and filtered (dashed line) scatter histogram for
detector Position D1, with no test object present. The large signal is due to
x-ray production in the unshielded beam pipe, upstream of the target, caused
by a large beam size at VELA. These x-ray photons scattered in the room
before detection.
filtered with Blackman windowed sinc filter with a length
of 33 points and cutoff frequency of 0.125pi rad/s, and then
scaled. Applying the filter leads to reduction in amplitude
and increase in width of the sharp initial peak at 0.9 m in
the background histogram and would result in large errors in
background subtraction. Therefore, the filter was applied to
the histogram values after 1.3 m and this initial peak was left
unfiltered. Figure 12 shows a plot of the filtered background
obtained at detector position D1. We found that the most
effective scaling was using the ratio of the total counts in the
background and the test object histograms between 3.5 m and
4.0 m. This signal was due to photons produced in the beam
pipe and gives a good estimation of the ratio of the bunch
charges.
The high background present contributed a significant level
of noise to the ToF scatter histograms. A separate data acquisi-
tion was performed with the detector a further 250 mm to the
left of D3, so that it had direct line of sight to the unshielded
beam pipe. During this acquisition the detector was saturated
due to the large number of incident x-ray photons, suggesting
that the electron beam was interacting with the beam pipe,
creating the large background signal present.
The scaled filtered background is different than the back-
ground present during the measurement with one object at
position T1, as shown in Figure 13. It is lower between
2 m and 3 m while higher between 3 m and 4.25 m. When
the test object was moved to position T2, the filtered scaled
background shows a better correlation, as depicted in Figure 14
though it still is slightly lower than the background in the
object signal. These differences are due to the fluctuations in
the beam.
B. Experiment 1
The background subtracted histograms for the object posi-
tioned at T1, T2, and T3, respectively, and the detector at D1
have been plotted in Figure 15.
Figure 15 shows the peak scatter intensity occurring in the
histogram bins centred at 1.81 m, 2.31 m, and 2.84 m, and the
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Fig. 13. ToF scatter histogram for the test object positioned at T1 (solid line)
and the scaled background histogram (dashed line) for D1.
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Fig. 14. ToF scatter histogram for the test object positioned at T2 (solid line)
and the scaled background histogram (dashed line) for D1.
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Fig. 15. Scatter histogram for the detector at D1, with test objects at T1
(solid line), T2 (dashed line), and T3 (dash-dot line).
FWHM for the three positions were 29±0.46 cm, 36±0.70 cm,
and 29 ± 1.04 cm, respectively. The initial peak, located at
0.9 m, is still present in the histograms. The background
subtraction leads to some parts of the histograms showing
negative counts. This is caused by the electron beam moving,
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Fig. 16. The measured pulse height spectra of the scattered x-ray photons
when no test object was in place (dashed line) and when a 5 cm test object
was placed at T1 (solid line), recorded at D1. The energy of photons with a
60 mV pulse height was approximately 200 keV.
altering the background scatter distribution, in between data
collection runs. This was particularly visible when the test
object was positioned at T1. The movement of the electron
beam lead to a high background count between 2.25 m
and 3.25 m, visible in Figure 15, even after background
subtraction.
The FWHM can be reduced by filtering out the low-
energy x-ray photons in the scatter histograms. This is because
scintillation is described by Poisson statistics, and the timing
resolution of a scintillator is proportional to the number of
optical photons created by an x-ray photon, as well as the
decay time of the scintillator. Low-energy deposition in the
detector leads to fewer optical photons and poorer timing
resolution. Low-energy x-ray photons will also scatter off
the surface of the test object and high-energy photons will
penetrate deeper before scattering. By filtering out the low-
energy photons the scatter position histogram should become
less foward peaked. For detector position D1, a cut off level
of 60 mV, approximately 200 keV, was found to provide the
optimal balance between full width at half maximum and
number of counts. Figure 16 shows the recorded pulse height
spectra of the detected x-ray photons at D1, and Figure 17
shows the effect of applying a 60 mV filter to the scatter
histograms with the test object positioned at T1 and T2.
Background subtraction was performed by using the same
low-energy filter, and then subtracting as described previously.
The energy filtering resulted in a reduction of FWHM was
12±0.72 cm and 17±0.98 cm for T1 and T2, respectively. The
large negative counts in Figure 17 between 0 m and 1.3 m was
caused by the higher energy of the photons detected during
the background measurement. This might have been due to
variations in the electron beam between measurements. For
the object position T3, the scattered photons have energies
below the cut-off and hence the low-energy filtering is not
applicable and the histogram is omitted from the plot.
Figure 18 shows a plot of the scatter histograms for test
object positioned at T2 for the three detector positions, with a
60 mV cut off applied. The FWHMs were 17±0.72 cm, 18±
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Fig. 17. The effect of filtering out low-energy photons on the D1 scatter
histograms, for test objects at T1 (solid line) and T2 m (dashed line).
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Fig. 18. Scatter histogram for the test object positioned at T2 for D1 (solid
line), D2 (dashed line), and D3 (dash-dot line).
0.58 cm, and 22± 0.70 cm for D1, D2, and D3, respectively,
which exhibits the same general trend as seen in the Monte
Carlo simulations in Table II.
C. Experiment 2
The three plastic blocks in sequence were inseparable with-
out filtering out the low-energy photons. The corresponding
raw background subtracted ToF histograms for positions D2
and D3 are shown in Figure 19. It is not clear from these
histograms that there are several test objects under inspection,
without a priori knowledge.
By applying the low-energy filter, as before, the front two
test objects become separated in the histogram and are visible
as two peaks. It was found that a cut off level of 70 mV
was optimal for separating the data from the individual test
objects. Figure 20 presents a plot of the ToF histograms in
Figure 19 with a filter of 70 mV applied. For D2, the first
peak has a FWHM of 17 ± 0.70 cm, and the second peak
has a FWHM of 26 ± 1.26 cm. For D3, the first peak has a
FWHM of 15± 1.28 cm, and the second peak has a FWHM
of 27± 1.08 cm.
The third plastic block is not visible as a separate peak in the
low-energy filtered histograms due to low scatter flux which
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Fig. 19. ToF scatter histogram for three test objects in series for D2 (solid
line) and D3 (dashed line).
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Fig. 20. ToF scatter histogram for three test objects in series for D2 (solid
line) and D3 (dashed line), with a 70 mV cut off applied.
we attribute to the block thickness of only 1 cm, attenuation
of the incident photons through the two other blocks as well
as to it being positioned relatively close, only 20 cm apart,
from the second block.
VII. DISCUSSION
The experimental results matched the general trend seen
in the simulation results; as the source to test object distance
was increased, the FWHM of the scatter signal also increased.
Moreover, the FWHM of the scatter signal also increased with
increasing test object to detector distance. The experimental
results in Figure 18 suggest a detector timing resolution of
between 300 and 500 ps, when compared with the results
in Figure 11, at the cut off voltage of 60 mV which was
approximately equal to 200 keV deposited energy. This value
is lower than the measured timing resolution of the detector.
When three test objects were placed in series, the measured
signals resulting from the front two objects became separated
by an air gap in the histogram by applying a low-energy cut
off. The lack of separation of low-energy scattered photons
could be attributed to poor timing resolution of the detector at
lower energies. Another possibility is multiple scatter from the
objects and their holder which would also give rise to a low-
energy signal between the two front objects. In simulation,
it was estimated that 53.5% of photons detected at D2 were
single scatters, 31.6% of detected photons scattered multiple
times in a single object, and 14.9% of detected photons
scattered in multiple objects. At D3, these values changed
to 49.1%, 31.8%, and 19.0%. The error in each case was less
than 10−4%.
As shown in Figures 13 and 14, the background was not
constant during the experiments. Due to background fluctu-
ations, background subtraction was not possible to a high
accuracy and the measured FWHMs of the histograms might
have been altered (broadened) as a result. It is believed that the
background also varied in energy. The large negative counts
between 0 m and 1.3 m in Figure 20 are due to the higher
energy of the primary photons escaping the shielding directly
into the detector. This suggests some energy fluctuation in
the beam, or inaccuracy of the amplitudes of the deconvolved
pulses.
The accuracy of the ToF method was also affected by the
high standard deviation on the falling edge of the pulses, as
seen in Figure 8. The time of arrival of pulses occurring on the
falling edge of another pulse contained greater uncertainty than
two pulses occurring close together. Some of this uncertainty
may have been reduced by increasing the voltage of the
detector. It can be seen in Figure 7 that the vertical scale
on oscilloscope was set too large (±0.7 V), and although
the resolution was 8-bit, the full vertical range was not used,
reducing the number of effective bits. For example 99% of
the pulses recorded from the background signal at detector
Position 1 had a pulse height of 120 mV or less. This led to
large quantisation error in the signal, decreasing the accuracy
of the pulse pileup deconvolution method.
Our idealised resolution estimation method does not take
into account factors like large scatter background or the
quantisation error, while it most likely underestimates the
accuracy of the pulse deconvolution algorithm due to higher
level of noise resulting from summation of multiple noisy
pulses. Nonetheless, the latter effect is small, thus we believe
that the estimate is close to the best attainable resolution
given geometry, detector characteristic and accuracy of de-
convolution algorithm. The Monte Carlo simulations suggest
the estimated timing resolution of the detector is between
300 and 500 ps, however the large variation seen in the
experimentally measured FWHM is most likely due to the
background subtraction errors and low number of recorded
counts. The timing resolution at 200 keV, the cut off energy
used, was estimated at 708 ps using extrapolation from the
measured value. The discrepancy between the simulation and
the experimentally measured value could be due to the high
background and the difficulties associated with background
subtraction. The simulated pulse pileup events also had double
noise, which may have increased the estimated error of the
deconvolution method and lead to inaccuracies in Figure 11.
The simulations suggest that both the detector timing reso-
lution and pulse deconvolution accuracy dominate the error of
ToF CSI. Detector timing resolution is fixed by the equipment,
although improving at a fast rate, and efforts should be made
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to increase the accuracy of the pulse pileup deconvolution
method. Although turning down the beam current would result
in fewer pulse pileups, this was not possible during these
measurements as it lead to large fluctuations in the beam
position and current.
VIII. CONCLUSION
The present research describes the first attempt to use
ToF to reconstruct the position of scatter of x-ray photons.
Experiments have been performed at VELA, achieving an
accuracy of the order of tens of centimetres, in the presence of
a high radiation background caused by the suboptimal electron
beam and shielding. It is expected that, were the experiments
to be repeated, the spatial resolution would be improved by
shielding the beam pipe and having a more stable beam.
The background subtraction would be much simpler in such
a situation, and the associated problems would be removed.
Despite the large background, test objects were visible in the
scatter histograms, and test objects in series were separated
after applying a low energy cut off. The results suggest that
ToF can lead to the reconstruction of scatter points to provide
three dimensional information of the object under inspection.
The results also suggest that the technique will not be able to
resolve fine details, and should be aimed at creating a three
dimensional image with a relatively low number of slices
in the dimension along the photon path. Due to the high
energies used, it might be beneficial to combine the method
with transmission imaging and simplify the image analysis, as
a beam stop will be required for shielding.
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