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Resumen
El creciente uso de nuevas tecnolog´ıas en las u´ltimas de´cadas ha llevado a que los
tele´fonos mo´viles sean los dispositivos ma´s utilizados a diario. Como consecuencia,
todos los d´ıas se toman millones de ima´genes y v´ıdeos, generando una gran cantidad
de informacio´n que puede ser utilizada como evidencia en tribunales. Por tanto, es
completamente necesario introducir mecanismos para garantizar la identificacio´n de
la fuente de lo que puede ser considerado como prueba en procesos judiciales. En
este trabajo se propone un algoritmo para la identificacio´n de la fuente de v´ıdeos,
basado en imperfecciones inherentes que los sensores presentan debido al proceso de
fabricacio´n, lo que permite distinguir entre dos mo´viles del mismo modelo y marca.
Estas imperfecciones son extra´ıdas de los fotogramas relevantes de los v´ıdeos a
trave´s la transformada de ond´ıcula de Daubechies y mediante agrupamiento los
v´ıdeos son asociados en distintas clases basados en la correlacio´n. Para determinar
el nu´mero o´ptimo de grupos se utiliza el me´todo del codo.
Palabras clave: Agrupamiento Jera´rquico, Identificacio´n de la Fuente, Me´todo
del Codo, Multimedia Forense, PRNU, Ruido del Sensor, Transformadas de
Ond´ıcula, Vı´deo Digital.
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Abstract
The increasing use of new technologies over the last few decades has come with
mobile phones being the most employed device on a daily basis. As a consequence,
millions of images and videos are generated every day, originating a huge amount
of information that could possibly be used as evidence in court. Therefore, it is
completely necessary to introduce procedures that guarantee the identification of
the origin from what can be considered proof in forensic matters. In this work
an algorithm to identify the source of a video is proposed, based on inherent
imperfections that each sensor present due to the manufacturing process, which
allows to distinguish between two different mobiles from the same model and
brand. These imperfections are extracted from the relevant frames from the videos
with Daubechies Wavelet Transform and by means of clustering are grouped into
different classes based on their correlation. The elbow method is used to identify
the optimal number of clusters.
Keywords: Digital Video, Elbow Method, Hierarchical Clustering, Multimedia
Forensics, PRNU, Sensor Noise, Source Identification, Wavelet Transforms.
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CBR Tasa de Bits Constante
CCD Dispositivo de Carga Acoplada
CFA Matriz Filtro de Color
CMOS Semiconductor Complementario de O´xido Meta´lico
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FPN Patro´n Fijo de Ruido
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Cap´ıtulo 1
Introduccio´n
Desde finales de 1950 con el inicio de la Revolucio´n Digital han sucedido numerosos
avances que han colocado la tecnolog´ıa en un a´mbito clave y puntero. Esto
ha conllevado una creciente competitividad en el sector dando como resultado
mejores productos, con menor coste, y constantes innovaciones en forma de nuevos
componentes. A mediados de 2017, se registraron 5.7 mil millones de usuarios
u´nicos en telefon´ıa mo´vil [1] con una proyeccio´n de que para 2020 tres cuartos
de la poblacio´n mundial tendr´ıa al menos un tele´fono mo´vil. Paralelamente a este
avance, se ha producido un auge en el uso de las redes sociales y de contenido
multimedia. Solamente en YouTube, cada an˜o se reproduce contenido equivalente a
46000 an˜os, aproximadamente mil milliones de horas diarias, se sube 400 horas de
nuevo contenido cada minuto y el 70 % del tra´fico es mo´vil [2].
El amplio uso de los tele´fonos mo´viles y la mejora y abaratamiento de los sensores
fotogra´ficos han situado a las ima´genes y v´ıdeos digitales en una de las principales
y ma´s grandes fuentes de datos e informacio´n, lo que inevitablemente ha supuesto,
como no pod´ıa ser de otra forma, un aumento en herramientas de edicio´n de imagen
y v´ıdeo al alcance de todo el mundo. De esta forma, han surgido numerosas te´cnicas
de falsificacio´n y manipulacio´n de contenido multimedia y con ello un nuevo campo
de multimedia forense en continuo estudio y avance.
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Al ser utilizados los v´ıdeos como pruebas en procesos judiciales, ya sea ca´maras
de vigilancia o de dispositivos mo´viles, es necesario garantizar ciertas cualidades
del mismo para poder ser considerado vera´zmente como evidencia. Una de estas
cualidades indispensables es la identificacio´n del origen o autor´ıa del v´ıdeo o imagen,
que podr´ıa ser comparable a la prueba bal´ıstica en armas. Como se puede ver, el
ana´lisis forense ha ampliado su alcance en los u´ltimos an˜os con la incorporacio´n
a la vida cotidiana de ima´genes y v´ıdeo, siendo la multimedia un campo de gran
relevancia en diversos a´mbitos como el judicial. La Seccio´n 1.1 presenta el objeto
de la investigacio´n de este trabajo. En la Seccio´n 1.2 se comenta el contexto de la
investigacio´n. Finalmente, en la Seccio´n 1.3 se describe la estructura del resto del
presente trabajo.
1.1. Objeto de la Investigacio´n
Dentro del ana´lisis forense multimedia, se han realizado numerosas
investigaciones centradas en la identificacio´n de la fuente en ima´genes, con resultados
excelentes. Cabe pensar que al estar un v´ıdeo formado por un conjunto de ima´genes,
que se presentan de forma que el cerebro las percibe de forma continua, existan
tambie´n otros tantos trabajos sobre v´ıdeo con buenos resultados. Sin embargo, los
altos niveles de compresio´n que existen al generarse un v´ıdeo conllevan una gran
pe´rdida de informacio´n que dificulta la labor de identificacio´n del origen por lo que
apenas hay literatura en este respecto.
La identificacio´n de la fuente se puede realizar a partir de unas imperfecciones
u´nicas que cada sensor posee. Estas imperfecciones afectan directamente al proceso
de generacio´n de fotogramas y pueden extraerse de estos.
Este trabajo esta´ enfocado en la extraccio´n de fotogramas estrate´gicos de v´ıdeos
y la obtencio´n de la huella o ruido del sensor mediante transformadas de ond´ıcula
para identificar la fuente en escenarios abiertos.
A diferencia de los escenarios cerrados, en estos escenarios no se conoce de
antemano el conjunto de dispositivos ni se tiene una base de datos con huellas
de ciertos dispositivos.
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El objetivo que se persigue en este trabajo es, dado un conjunto de v´ıdeos
desconocidos, agruparlos en clases segu´n el dispositivo que los ha generado. No
entra dentro del alcance identificar la marca y modelo concreto de cada una de estas
clases.
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1.2. Contexto
El presente Trabajo Fin de Ma´ster se enmarca dentro de un proyecto de
investigacio´n titulado RAMSES aprobado por la Comisio´n Europea dentro del
Programa Marco de Investigacio´n e Innovacio´n Horizonte 2020 (Convocatoria
H2020-FCT-2015, Accio´n de Innovacio´n, Nu´mero de Propuesta: 700326)y en el que
participa el Grupo GASS del Departamento de Ingenier´ıa del Software e Inteligencia
Artificial de la Facultad de Informa´tica de la Universidad Complutense de Madrid
(Grupo de Ana´lisis, Seguridad y Sistemas, http://gass.ucm.es, grupo 910623 del
cata´logo de grupos de investigacio´n reconocidos por la UCM).
Adema´s de la Universidad Complutense de Madrid participan las siguientes
entidades:
• Treelogic Telema´tica y Lo´gica Racional para la Empresa Europea SL (Espan˜a)
• Ministe´rio da Justic¸a (Portugal)
• University of Kent (Reino Unido)
• Centro Ricerche e Studi su Sicurezza e Criminalita` (Italia)
• Fachhochschule fur Offentliche Verwaltung und Rechtspflege in Bayern
(Alemania)
• Trilateral Research & Consulting LLP (Reino Unido)
• Politecnico di Milano (Italia)
• Service Public Federal Interieur (Be´lgica)
• Universitaet des Saarlandes (Alemania)
• Direccio´n General de Polic´ıa - Ministerio del Interior (Espan˜a)
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1.3. Estructura del Trabajo
La presente memoria esta´ organizada en 7 cap´ıtulos, siendo este el primero.
En los primeros cap´ıtulos (Cap´ıtulo 2, Cap´ıtulo 3 y Cap´ıtulo 4) se introducen
los conceptos necesarios y el estado del arte para comprender el me´todo propuesto
(Cap´ıtulo 5), validado por los experimentos realizados (Cap´ıtulo 6).
En el Cap´ıtulo 2 se introducen los conceptos esenciales sobre los v´ıdeos, como
son el proceso de creacio´n de un v´ıdeo basado en el muestreo y la cuantificacio´n, el
almacenamiento de los mismos mediante la compresio´n y la extraccio´n del ruido en
fotogramas o ima´genes.
En el Cap´ıtulo 3 se presenta el ana´lisis forense multimedia y sus distintas te´cnicas.
En concreto se detalla el estado del arte para la extraccio´n de fotogramas claves,
para la deteccio´n de manipulaciones o de doble compresio´n y para la identificacio´n
de la fuente.
El Cap´ıtulo 4 trata sobre algoritmos de agrupamiento. Introduce dos tipos
distintos de agrupamientos, como son K-means y agrupamiento jera´rquico, distintos
me´todos para la eleccio´n del nu´mero o´ptimo de grupos y me´tricas de evaluacio´n en
agrupamiento basadas en clasificacio´n multiclase.
En el Cap´ıtulo 5 se describe el me´todo propuesto, esto es, un algoritmo
de extraccio´n de fotogramas con alto grado de informacio´n y un algoritmo de
agrupamiento basado en la extraccio´n del ruido del sensor mediante la transformada
de ond´ıcula de Daubechies que permite identificar la fuente de v´ıdeo.
La experimentacio´n que valida el me´todo propuesto se detalla en el Cap´ıtulo 6.
El Cap´ıtulo 7 indica las conclusiones extra´ıdas en este trabajo y las futuras l´ıneas
de investigacio´n en este a´mbito.

Cap´ıtulo 2
Vı´deos Digitales
En este cap´ıtulo se describen los principales conceptos sobre v´ıdeos relacionados
con el objetivo principal de este trabajo. En la Seccio´n 2.1 se detalla el proceso de
generacio´n de un v´ıdeo y su composicio´n basada en ima´genes, para luego hablar de
los me´todos ma´s habituales de compresio´n para el almacenamiento del mismo en la
Seccio´n 2.2 Una vez explicado este proceso, en la Seccio´n 2.3 se comentara´ co´mo
interviene el tipo de sensor en la extraccio´n del ruido o huella digital del dispositivo.
2.1. Proceso de Generacio´n de un Vı´deo Digital
El proceso de generacio´n de un v´ıdeo digital esta´ basado en transformar sen˜ales
analo´gicas (funciones con dominio continuo y que toman valores en un conjunto
continuo) en sen˜ales digitales, capaces de ser procesadas por un ordenador. Para
convertir una sen˜al analo´gica en una sen˜al digital (conversio´n A/D) se utilizan dos
te´cnicas: muestreo y cuantificacio´n.
2.1.1. Te´cnica de Muestreo
El proceso de muestreo o sampling consiste en transformar una sen˜al con dominio
continuo en otra de dominio discreto, de forma que se retenga el ma´ximo posible de
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la informacio´n original de la sen˜al analo´gica. Gra´ficamente se puede ver un ejemplo
de muestreo en la Figura 2.1, donde se toma el valor de una sen˜al en un nu´mero
finito de instantes que permite reconstuir adecuadamente la original.
(a) Sen˜al con continuo dominio
(b) Muestreo de la sen˜al
Figura 2.1: Muestro de una sen˜al de dominio continuo
La te´cnica del muestreo ha sido ampliamente estudiada pues es usada en una gran
variedad de campos y existen me´todos y fo´rmulas matema´ticas para determinar cotas
inferiores que no eliminen informacio´n del original. Sin embargo, en este contexto
hay cotas menos exigentes debido a la capacidad que tiene el cerebro para procesar
visualmente un objeto. En este trabajo hay dos tipos diferentes de muestreo que se
deben realizar: uno asociado a las variables espaciales y otro asociado al tiempo.
Ambos casos se basan en tener muestras muy cercanas de forma que la composicio´n
parezca continua y no discreta. El muestro de la variable temporal esta´ relacionado
con el nu´mero de ima´genes por segundo que es capaz de procesar el ojo humano,
estando entre 25 y 30 lo que el ojo ya percibe como continuo.
Al discretizar la sen˜al analo´gica obtenemos un conjunto finito que podemos
2.1. Proceso de Generacio´n de un V´ıdeo Digital 9
numerar y expresar en forma de una matriz de dos dimensiones, siendo cada una de
las celdas un pixel (del ingle´s picture element). Para el nu´mero de filas y columnas
elegido por el muestro se toma un mu´ltiplo de dos, puesto que tiene por una parte
la ventaja de favorecer el direccionamiento de las muestras y por otra de ser ma´s
eficientes para ciertos algoritmos como puede ser la transformada de Fourier.
En el muestro tambie´n interviene la frecuencia de la sen˜al original: una sen˜al con
baja frecuencia puede ser bien representada con una tasa de muestreo determinada,
pero la misma tasa de muestreo puede ser no va´lida para una sen˜al de alta frecuencia,
producie´ndose el efecto que conocemos como solapamiento o aliasing. El teorema de
Nyquist establece que utilizando una tasa de muestro mayor al doble de la frecuencia
original, se evita el aliasing y se puede recuperar la sen˜al original a partir de la
transformada.
En la Figura 2.2 se puede observar como cuando la frecuencia de muestreo es
suficientemente grande comparado con la frecuencia original (Figura 2.2(a)) se puede
reconstruir la onda original, mientras que en la Figura 2.2(b) se observa que cuando
no se cumple el Teorema de Nyquist se produce una pe´rdida de informacio´n que
impide reconstruir la sen˜al original, obtenie´ndose a trave´s del muestreo una sen˜al
que no representa en absoluto la original [11].
2.1.2. Te´cnica de Cuantificacio´n
Mientras que el muestreo permite transformar dominios continuos en discretos,
la cuantificacio´n consiste en transformar el rango continuo de la sen˜al analo´gica en
un rango discreto. La intensidad captada por el sensor, que es una sen˜al continua, es
transformada a un conjunto finito que son los valores que pueden tomar los p´ıxeles.
De esta forma, mientras que con el muestro se reduce una variable espacial continua
en una matriz, la cuantificacio´n permite que la intensidad que capta la lente del
dispositivo se pueda representar por un conjunto discreto de valores.
De la misma forma que en el muestreo, se suele utilizar un conjunto de
cardinalidad potencia de dos. Para ima´genes en color lo usual es trabajar con tres
componentes cada uno de ocho bits, mientras que en las ima´genes en blanco y negro
se trabaja con un componente de ocho bits. Cabe destacar que este proceso no es
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(a)
(b)
Figura 2.2: Frecuencia en el muestreo [11]
reversible y esta´ asociado a funciones no lineales, al contrario que el muestro, en el
que partiendo de premisas no muy exigentes se puede reconstruir la sen˜al analo´gica.
El proceso de cuantificacio´n en v´ıdeo se basa en aplicar fotograma a fotograma
el me´todo que se aplica en JPEG.
El primer paso es descomponer cada imagen o fotograma en bloques disjuntos
de 8x8 p´ıxels. Cada uno de estos bloques debe expresarse como la suma ponderada
de los componentes que se pueden ver en la Figura 2.3. Como se puede observar,
los componentes de la esquina superior izquierda representan pocas variaciones y se
corresponden con un nivel de detalle pequen˜o y ondas de baja frecuencia, mientras
que los de la esquina inferior derecha tienen un alto nivel de detalle correspondiente
a ondas de alta frecuencia.
El peso de cada uno de estos componentes se calcula mediante la Transformada
del Coseno Discreta (DCT) siguiendo la ecuacio´n 2.1 [19]:
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Figura 2.3: Base de cosenos de la DCT
Dij =
7∑
k,l=0
akl(i, j)Bkl (2.1)
donde,
akl(i, j) =
1
4w(k)w(l) cos
k(2i+ 1)pi
16 cos
k(2j + 1)pi
16 (2.2)
y
w(k) =

1√
2
si k = 0
1 en caso contrario
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Aplicando DCT se transforma la fuente original en el dominio de las frecuencias.
Los coeficientes akl de la ecuacio´n 2.2, los multiplicadores de los valores del bloque de
la imagen, cumplen que a medida que se distancian de la primera fila se incrementa
la varianza, como se puede ver en la Figura 2.4. Adema´s, a medida que se alejan de
la primera columna tambie´n crece la varianza. Por otra parte, los coeficientes DCT
que se corresponden con frecuencias bajas son grandes en magnitud.
Figura 2.4: Varianza segu´n la fila del bloque en la transformada DCT [23]
La matriz D (ecuacio´n 2.3) con los coeficientes DCT es discretizada
posteriormente utilizando una matriz de cuantificacio´n Q. Esta matriz es producto
de una tabla de valores de cuantificacio´n y una escala de cuantificacio´n, que es
constante en el caso de una Tasa de Bits Variable (VBR) y variable en el caso de
una Tasa de Bits Constante (CBR).
Dij = round
(
Dij
Qij
)
, i, j ∈ {0, . . . , 7} (2.3)
En la matriz de cuantificacio´n, cada elemento define el umbral bajo el cual un
detalle en la imagen debe ser capturado como tal o descartado. De esta forma, a
medida que nos alejamos del origen, ya sea horizontal o verticalmente, se exige un
mayor coeficiente DCT para que el detalle sea relevante, puesto que se corresponden
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con valores de mayor frecuencia. Esto se debe a que el ojo humano tiene mayor
dificultad en captar los pequen˜os detalles y por consiguiente se exige que tengan
gran peso en la composicio´n para ser almacenados y no desdechados.
Hay una gran variedad de matrices de cuantificacio´n, calculadas normalmente en
base a experimentos psico-visuales para determinar los umbrales DCT. Una matriz
de cuantificacio´n utilizada con mucha frecuencia se muestra en la Figura 2.5 [11].

8 16 19 22 26 27 29 34
16 16 22 24 27 29 34 37
19 22 26 27 29 34 34 38
22 22 26 27 29 34 37 40
22 26 27 29 32 35 40 48
26 27 29 32 35 40 48 58
26 27 29 34 38 46 56 69
27 29 35 38 46 56 69 83

Figura 2.5: Matriz de cuantificacio´n
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Del proceso descrito en la seccio´n anterior, es fa´cil deducir que la cantidad de
datos en sen˜ales visuales es grande. Una imagen en blanco y negro de dimensiones
MxN con B bits para el nivel de resolucio´n del gris supone un taman˜o de N×M×B
bits. Esto supone que una sola imagen de color de 512 × 512 × 8 ocupa cerca de
1MB. Esto implica que un v´ıdeo con estas caracter´ısticas y una tasa de muestro
de 30 fotogramas por segundo (el mı´nimo para que el ojo humano lo detecte como
continuo) requiere 23.6MB por segundo [10].
Esta gran cantidad de datos necesaria para almacenar un v´ıdeo no solamente
supone un problema en cuanto a requisitos de memoria, si no tambie´n para el
procesamiento y trasmisio´n de los mismos. Como consecuencia, es necesario reducir
la cantidad de datos mediante algoritmos de compresio´n, que en el caso de v´ıdeos
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esta´n definidos por el comite´ MPEG (del ingle´s Moving Pictures Expert Group) de
forma esta´ndar e internacional.
Como ya se ha comentado anteriormente, se puede ver un v´ıdeo como una
sucesio´n de ima´genes o fotogramas. Adema´s de aprovechar la compresio´n de
ima´genes, en el caso del v´ıdeo se tiene una redundancia temporal ya que el siguiente
fotograma tiene mucho en comu´n con el actual y los anteriores, factor que se
aprovechara´ para reducir el taman˜o.
La mayor´ıa de los algoritmos de compresio´n de v´ıdeo se basan en el concepto
llamado Grupo de Ima´genes (GOP) (del ingle´s Group Of Pictures). Un GOP de
taman˜o N esta´ compuesto de N ima´genes que pueden ser cuatro diferentes tipos de
fotogramas: I, P, B y D.
Fotogramas I: del ingle´s intra-coded frames. Se codifican de forma
independiente, sin referencias a otros fotogramas. Esto permite acceso aleatorio
a los datos del v´ıdeo, puesto que pueden ser decodificados sin necesitar otros
fotogramas. Adema´s de esto, tienen la ventaja de evitar la propagacio´n de
errores que se acarrea en la compresio´n de fotogramas consecutivos al contener
la mayor informacio´n de la escena por si solos, a costa de ocupar ma´s que los
otros tipos de fotogramas. Cada GOP debe tener al menos un fotograma I.
Fotogramas P: son fotogramas pronosticados, comprimidos basados en la
diferencia que existe respecto de un fotograma I o fotograma P anterior.
Fotogramas B son fotogramas bidireccionales que usan los datos de ima´genes
previas y posteriores de fotogramas I o fotogramas P.
Fotogramas D: son fotogramas de baja resolucio´n que raramente se utilizan
y que se obtienen decodificando el coeficiente dc de la transformada de coseno
discreta (DCT) de los coeficientes de cada macrobloque.
En cuanto a la compresio´n:
Fotogramas I: se comprimen mediante el uso de la transformada del coseno
discreta y la cuantificacio´n, de la misma forma que en el caso de ima´genes,
puesto que estos fotogramas deben contener toda la informacio´n relevante de
manera aislada. Se comprime por separado la luminosidad y la crominancia.
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Fotogramas P: la compresio´n depende de la similitud entre el fotograma en
cuestio´n y los del grupo en que se encuentra. Si no se encuentra un fotograma
adecuado, este debera´ comprimirse del mismo modo que si se tratase de un
fotograma I. En caso de encontrarse un buen candidato, se calcula el residuo
entre ambos y se cuantifica utilizando la matriz de la Figura 2.6.

16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16

Figura 2.6: Matriz de cuantificacio´n de fotogramas tipo P
Fotogramas B: utilizan el mismo procedimiento que los fotogramas P con
la diferencia que tambie´n buscan similitud con fotogramas posteriores en el
grupo, y tambie´n pueden utilizar la relacio´n entre un fotograma anterior y
uno posterior simulta´neamente.
Una vez se tiene la cuantificacio´n del fotograma, independientemente del tipo
que sea, e´ste se almacena siguiendo una traza en forma de zig-zag (ver Figura 2.7),
y no de forma secuencial, agrupando los ceros correspondientes a los coeficientes
de alta frecuencia en un mismo grupo [9]. Posteriormente, la codificacio´n se realiza
mediante el algoritmo de Huffman [25].
El procesamiento de un GOP no es secuencial, al existir relaciones bidireccionales
entre cierto tipo de fotogramas. Al empezar un GOP, en primer lugar se procesa
el fotograma tipo I. El siguiente fotograma a procesar sera´ de tipo P, puesto
que solamente necesita de este fotograma tipo I. Una vez procesados estos dos
fotogramas, los fotogramas tipo B que esta´n en medio sera´n decodificados. El proceso
sigue alternando el procesamiento de fotogramas tipo P con fotogramas tipo B
intermedios, hasta finalizar el GOP en cuestio´n, como se puede ver en la Figura
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Figura 2.7: Me´todo del zig-zag
2.8.
Figura 2.8: Procesamiento en Group of Pictures
2.3. Procesamiento de Ima´genes en los Sensores
Existen principalmente dos tipos de sensores que se usan para capturar ima´genes
o v´ıdeo: sensores de tipo Dispositivo de Carga Acoplada (CCD) (del ingle´s Charge
Coupled Device) y sensores de tipo Semiconductor Complementario de O´xido
Meta´lico (CMOS) (del ingle´s Complementary Metal Oxide Semiconductor). Ambos
sensores se basan en el mismo principio, capturar la ma´xima cantidad de luz que
incide en el sensor y convertirla en una sen˜al ele´ctrica que sera´ transformada
posteriormente en digital. Los sensores CMOS tratan los p´ıxeles de forma individual
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mientras que los sensores CCD se basan en la propagacio´n de carga ele´ctrica
mediante condensadores.
En la actualidad, los sensores CMOS son ampliamente utilizados, sobre todo en
dispositivos mo´viles, ya que los sensores CCD necesitan un chip adicional y son ma´s
costosos y grandes que los CMOS. A continuacio´n, se detalla el funcionamiento de
los sensores CMOS [24].
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2.3.1. Sensores CMOS
Un sensor CMOS esta´ formado por una matriz de sensores de p´ıxeles, cada
uno de ellos compuesto por un fotodetector y un amplificador activo. Cada uno de
estos sensores de p´ıxeles captura informacio´n de un p´ıxel en uno de los tres colores
primarios (rojo, verde y azul) puesto que se aplica un filtro de color conocido como
Matriz Filtro de Color (CFA) (del ingle´s Color Filter Array).
El filtro de color ma´s utilizado es el filtro de Bayer. Esta´ compuesto por un
patro´n de filtro que es la mitad verde, un cuarto azul y un cuarto rojo, debido a
que el ojo humano es ma´s sensible al color verde [11], en la Figura 2.9 un ejemplo
de filtro de Bayer.
Figura 2.9: Filtro de Bayer
Tras la aplicacio´n del filtro CFA para cada p´ıxel se tiene u´nicamente informacio´n
sobre un color, lo que implica que se tiene que llevar a cabo un proceso para estimar
los valores de los otros dos componentes del color. Esta estimacio´n se puede realizar
mediante distintas te´cnicas, todas ellas basadas en utilizar los valores de los p´ıxels
cercanos. Se pueden usar me´todos sencillos como el del vecino ma´s pro´ximo (el p´ıxel
toma el valor del p´ıxel que le precede) o el bilinear (toma como valor la media de sus
vecinos en vertical y horizontal ma´s pro´ximos) u otros ma´s complejos como pueden
ser splines cu´bicas, me´todo de mı´nimos cuadrados o filtros direccionales [10].
Tras la conversio´n Bayer-RGB hay varias funciones que en funcio´n del dispositivo
y sensor pueden aplicarse como pueden ser correccio´n del color o correccio´n gamma,
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entre otros. Hay que tener en cuenta que en este proceso el hardware tiene una
influencia considerable. Cada sensor a pesar de pertenecer al mismo fabricante tiene
pequen˜as imperfecciones o diferencias del resto que impactan directamente en la
imagen obtenida. Esto es conocido como el ruido del sensor, que se aborda en la
siguiente seccio´n.
2.4. Extraccio´n del Ruido en Ima´genes
Los principales componentes del ruido en ima´genes por imperfecciones del sensor
son el Patro´n Fijo de Ruido (FPN) (Fixed Pattern Noise) y el Foto-Reaccio´n No
Uniforme (PRNU) (Photo Response Non Uniformity).
El ruido FPN se genera por la corriente oscura y depende tambie´n de la
exposicio´n y de la temperatura. Es un ruido independiente de las imperfecciones
del sensor y es un ruido aditivo que es eliminado en algunas ca´maras restando una
capa de color negro.
El ruido PRNU es el mayoritario y es un ruido multiplicativo, lo que complica
su eliminacio´n. Esta´ compuesto por dos ruidos: Pixels No Uniformes (PNU) (Pixel
Non-Uniformity) y por defectos de baja frecuencia como pueden ser la conFiguracio´n
del zoom, y la refraccio´n de la luz en las lentes. Es el primero de estos dos
componentes, el PNU, el que tiene que ver con la fabricacio´n de los wafers de silicio
y las imperfecciones en el proceso de fabricacio´n, lo que hace que sea un atributo
u´nico de cada sensor. La extraccio´n del PRNU se basa en aplicar una funcio´n a la
imagen original que elimine el ruido de esta, obteniendo como resultado la imagen
limpia de ruido. Al substraer la imagen original de la misma sin ruido obtenemos el
ruido. En [5] usan el algoritmo BM3D y en [6] proponen usar el algoritmo FSTV,
en [3] usan transformadas de ond´ıculas o wavelets para eliminar el ruido. Este ruido
puede estar contaminado por agentes externos, en consecuencia se han desarrollado
te´cnicas como zero-mean [8] o el filtro de Wiener [12].

Cap´ıtulo 3
Ana´lisis Forense en Vı´deos
Digitales
En este cap´ıtulo se presentan las principales te´cnicas forenses aplicadas a v´ıdeos.
A pesar de ser un campo ampliamente investigado, la gran cantidad de v´ıdeo que se
produce a diario y el crecimiento de aplicaciones de edicio´n de v´ıdeo para usuarios
no expertos ha crecido exponencialmente en los u´ltimos an˜os. Esto hace que muchos
de los algoritmos desarrollados queden desactualizados frente a nuevas te´cnicas
antiforenses, que buscan no ser detectados por te´cnicas forenses ya existentes.
La gran digitalizacio´n de la sociedad en las u´ltimas de´cadas ha influido de forma
notable en procesos judiciales, especialmente posteriormente a 1978 puesto que tras
la legislacio´n de Florida se admit´ıan pruebas digitales (e-mails, fotograf´ıas o v´ıdeos
digitales, audios, etc.) como evidencia. Para garantizar que estas pruebas digitales
puedan considerarse como evidencia de sucesos reales, tiene que garantizarse que
no hayan sido manipuladas y debe poder establecerse la fuente de adquisio´n de los
datos digitales en cuestio´n.
En las siguientes secciones se describen las principales a´reas de investigacio´n del
ana´lisis forense en v´ıdeos: la deteccio´n de manipulacio´n de v´ıdeos, la deteccio´n de
doble compresio´n (un caso concreto que permite la deteccio´n de manipulacio´n de
v´ıdeos) y la identificacio´n de la fuente. Sin embargo, primero es necesario definir
co´mo se puede medir el grado de similitud entre dos ima´genes, dado que en muchas
21
22 Cap´ıtulo 3. Ana´lisis Forense en V´ıdeos Digitales
de las te´cnicas forenses es necesario comparar fotogramas o regiones de fotogramas.
3.1. Similitud entre Fotogramas
Detectar cua´ndo dos fotogramas son iguales o muy parecidos es una parte
importante del ana´lisis forense en ima´genes y v´ıdeos. Adema´s de ser una herramienta
muy u´til en la deteccio´n de inserciones de fotogramas u objetos en v´ıdeos, tambie´n
permite asegurar los derechos de autor y obtener los fotogramas ma´s representativos
de un v´ıdeo. Con los fotogramas menos similares, se puede resumir un v´ıdeo a
trave´s de la indexacio´n y la navegacio´n. Los me´todos ma´s utilizados para analizar
la similitud entre fotogramas son los histogramas de color y perceptual hashing.
3.1.1. Histogramas de Color
Este me´todo se basa en que las ima´genes o fotogramas se corresponden con una
serie de valores de p´ıxel, e ima´genes similares tendra´n proporciones parecidas de
ciertos colores [50]. Al agrupar en clases y representar las frecuencias, el histograma
no se vera´ afectado al manipular la orientacio´n, taman˜o o posicio´n de la imagen.
Algunas te´cnicas simples obtienen un 90 % de precisio´n para detectar ima´genes
similares en bases de datos [50]. Para cada canal RGB se crea un histograma y se
utiliza la distancia eucl´ıdea para comparar cada clase (en ingle´s bin).
Te´cnicas ma´s elaboradas utilizan un u´nico histograma en lugar de tres, pero cada
clase del histograma tiene informacio´n que relaciona todos los canales [51]. Adema´s,
tambie´n realizan pruebas con otras variables distintas al color. Para calcular la
similitud entre los histogramas, se utilizan diferentes me´todos como la distancia
eucl´ıdea o la interseccio´n de histogramas. La frecuencia fue normalizada en base al
nu´mero de p´ıxeles de cada imagen para abarcar el redimensionamiento de ima´genes.
La principal desventaja que tiene el uso del histograma de color es que no tienen
en cuenta caracter´ısticas espaciales o geome´tricas: el mismo objeto cambiado de color
no sera´ visto como el mismo. Adema´s, cambios en la cuantificacio´n pueden pasar
3.1. Similitud entre Fotogramas 23
desapercibidos por algoritmos basados en el histograma de color.
3.1.2. Perceptual Hashing
El uso de funciones hash o funciones resumen ha sido ampliamente utilizado
en criptograf´ıa. Estas funciones se han caracterizado por transformar dos entradas
muy similares en salidas completamente distintas. Sin embargo, las funciones de tipo
perceptual hashing obtienen resultados muy similares para ima´genes de entrada muy
parecidas, de forma que la distancia entre la salida de dos perceptual hash puede ser
utilizado para comparar dos ima´genes. La distancia que se utiliza es la distancia de
Hamming, que cuenta el nu´mero de bits que difieren.
Los algoritmos para calcular el perceptual hash de una imagen utilizan pasos
similares. A continuacio´n, se describen los ma´s comunes: average hash, difference
hash y phash [53].
Average hash sigue los siguientes pasos:
1. Reducir el taman˜o: se reduce la imagen a una de taman˜o 8x8. De esta
forma se reducen elementos de alta frecuencia y los detalles de la imagen.
2. Reducir el color: se convierte a escala de grises.
3. Calcular el color medio.
4. Calcular el hash: se compara cada p´ıxel con el color medio.
Difference hash: sigue los mismos dos primeros pasos que average hash pero
en vez de comparar el valor del p´ıxel con el color medio lo compara con el p´ıxel
situado a su derecha. Genera menos falsos positivos que average hash.
Phash: el ma´s complejo y ma´s costoso computacionalmente. Consta de los
siguientes pasos:
1. Reducir el taman˜o: se reduce la imagen a una de taman˜o 32x32.
2. Obtener la luminosidad: para cada p´ıxel resultante se obtiene el valor
de la luminosidad.
3. Transformada DCT: se aplica la transformada DCT a la matriz
resultante del paso anterior.
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4. Extraer las bajas frecuencias: de la matriz de 32x32 obtenida en el
paso 3, se eliminan las altas frecuencias y se toma u´nicamente los 8x8
valores correspondientes con frecuencias bajas, los de ma´s arriba y ma´s a
la izquierda.
5. Calcular el hash: se compara cada p´ıxel con la mediana.
En [52] se comparan distintos me´todos, entre ellos algunos basados en
histogramas de color, frente a su propuesta que consisten en dos fases: en la primera
extraen fotogramas en base a la entrop´ıa y en la segunda utilizan phash, obteniendo
buenos resultados.
3.2. Manipulacio´n de Vı´deos
Existen multitud de herramientas de edicio´n de v´ıdeo a disposicio´n de usuarios no
expertos, que les permiten de una forma muy sencilla manipular un v´ıdeo: agregar,
quitar, clonar o copiar fotogramas y aplicar otras operaciones como rotar, escalar
o aplicar filtros. En cualquiera de los casos, a pesar de que no se haya an˜adido o
eliminado ningu´n objeto en los fotogramas, la codificacio´n del v´ıdeo se vera´ afectada.
La aplicacio´n de te´cnicas forenses de ima´genes para la deteccio´n de
manipulaciones en v´ıdeos no es recomendable. La estructura de los v´ıdeos y
los distintos tipos de fotogramas del GOP permiten usar te´cnicas basadas en
la consistencia temporal incapaces de ser detectadas por medio de ana´lisis
esta´ticos de los fotogramas considerados como ima´genes. Adema´s, son algoritmos
computacionalmente costosos incapaces de detectar la insercio´n o eliminacio´n de
fotogramas [14].
En [26] analizan el problema de la duplicacio´n de fotogramas y utilizan la
correlacio´n como medida de similitud. En primer lugar, se eligen un conjunto
de segmentos candidatos de entre todos los del v´ıdeo, reduciendo el espacio de
bu´squeda. Posteriormente, se calcula la medida de similitud entre ellos a partir de
histogramas de color. Finalmente se decide si se ha producido duplicacio´n o no. Para
los experimentos se utilizaron un conjunto de 15 v´ıdeos manipulados, y el algoritmo
tuvo una precisio´n media del 85 %.
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En [31] se centran en la deteccio´n de eliminacio´n o duplicacio´n de fotogramas
consecutivos. Para ello se basan en la Velocidad de part´ıculas en Imagen (PIV) (del
ingle´s Particle Image Velocity), su objetivo es comparar fotogramas adyacentes y
estimar el desplazamiento causado por la separacio´n en el tiempo. La duplicacio´n o
eliminacio´n de fotogramas consecutivos aumenta este desplazamiento. Para decidir
si un desplazamiento concreto se debe a una manipulacio´n, utilizan el test de Grubbs
[32] que para una distribucio´n normal permite detectar outliers. En los experimentos
realizados con parten de 40 v´ıdeos a partir de los cuales generan otros 40 eliminando
fotogramas y otros 40 duplicando fotogramas. La precisio´n media es del 96, 3 % con
una tasa de falsos positivos del 10 %.
En [33] se demuestra que la correlacio´n entre los coeficientes de valores grises
es consistente en v´ıdeos pero cuando se produce una falsificacio´n esta consistencia
desaparece. Primero, se extrae la consistencia de la correlacio´n de los coeficientes de
los valores grises para posteriormente clasificar las caracter´ısticas usando Ma´quinas
de Vector Soporte (SVM) (del ingle´s Support Vector Machines). En los experimentos
parten de una base de datos de v´ıdeos originales y crean otras cuatro bases de
datos a partir de los originales con las siguientes manipulaciones: insertando 25
fotogramas, insertando 100 fotogramas, eliminando 25 fotogramas y eliminando
100 fotogramas. Para entrenar la SVM se utilizan 480 v´ıdeos originales y 480
v´ıdeos falsificados, dejando 118 originales y otros tantos manipulados para pruebas,
consiguiendo precisiones por encima del 90 %.
Los mismos autores, en [34] utilizan otro me´todo basado tambie´n en la
consistencia temporal entre fotogramas. En este caso en lugar de utilizar la
correlacio´n entre los coeficientes grises, utilizan la consistencia medida mediante
el flujo o´ptico de Lucas-Kanade que permite determinar el movimiento de un objeto
dentro de una secuencia de fotogramas. Para los experimentos se utilizan la mismas
bases de datos que en el caso anterior y una SVM para la clasificacio´n, consiguiendo
tambie´n una precisio´n media superior al 90 %.
En [42] se basan en el flujo o´ptico pero lo calculan siguiendo Horn-Schunck
en lugar de Lucas-Kanade. Se extraen u´nicamente los fotogramas tipo I y tipo
P y extraen como caracter´ısticas el Gradiente Residual de Prediccio´n (PRG) (del
ingle´s Prediction Residual Gradient) y el Gradiente del Flujo O´ptico (OFG) (del
ingle´s Optical Flow Gradient). El PRG se centra en variaciones en la posicio´n de
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objetos mientras que el OFG esta´ centrado en cambios en la luminosidad. Estas
dos caracter´ısticas son comparadas con unos umbrales determinados emp´ıricamente
para detectar picos, cuando los picos sean continuos se tratara´ de una manipulacio´n.
El me´todo ha mostrado una precisio´n de un 86 % en las pruebas realizadas.
En [41] se utiliza tambie´n el flujo o´ptico de Lucas-Kanade para detectar
inconsistencias en el caso de manipulaciones de tipo insercio´n o eliminacio´n de
fotogramas. En lugar de calcular la correlacio´n entre fotogramas del flujo o´ptico
primero utilizan un estad´ıstico que resume la informacio´n de los vectores resultantes
de Lucas-Kanade para comprobar la consistencia con estos. Cuando se detectan
irregularidades en base a este estad´ıstico, se calcula la correlacio´n entre los vectores
completos del flujo Lucas-Kanade. En los experimentos se utilizan un total de 115
v´ıdeos con una precisio´n del 90 %.
Algunos autores han desarrollado me´todos basados en la extraccio´n de algu´n
tipo de huella a partir de los fotogramas que componen el v´ıdeo para detectar
anomal´ıas en fotogramas con huellas significativamente distintas. Estos me´todos
tienen el incoveniente de que los v´ıdeos comprimidos pierden mucha informacio´n
sobre la huella, y solamente han demostrado dar buenos resultados en v´ıdeos no
comprimidos que suele ser poco usual.
En [15] obtienen el PRNU de los primeros fotogramas que componen el v´ıdeo y
se utilizan distintas medidas para detectar ataques como insercio´n de fotogramas,
insercio´n de objetos y clonacio´n de fotogramas mediante la correlacio´n entre el PRNU
de referencia del v´ıdeo y el ruido de un fotograma en concreto, la relacio´n entre el
ruido de dos fotogramas consecutivos o la relacio´n entre dos fotogramas consecutivos.
En [16] utilizan en lugar del PRNU un ruido que solamente es aplicable a
los sensores CCD, el ruido del foto´n en disparo. Adema´s, el me´todo solamente es
aplicable a v´ıdeos grabados de forma esta´tica sin la ca´mara en movimiento lo cual
restrige mucho el a´mbito de aplicabilidad del algoritmo. En el caso en el que se den
las premisas de las que parten el me´todo tiene una precisio´n del 97 %.
Aprovechando la consistencia entre fotogramas de tipo temporal, algunas
investigaciones se han centrado en aspectos de tipo geome´trico como pueden ser
que las propiedades f´ısicas o de iluminacio´n sean reales.
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En [17] se utilizan te´cnicas geome´tricas para detectar trayectorias imposibles de
objetos en vuelo libre. Para ello, se modeliza el movimiento parabo´lico de estos
objetos en tres dimensiones para proyectar este modelo posteriormente en dos
dimensiones y compararlo con la trayectoria de ese mismo objeto en el v´ıdeo. El
me´todo desarrollado es va´lido tanto para ca´maras esta´ticas como para ca´maras en
movimiento. Los experimentos se han realizado con diversos v´ıdeos ya sea generados
por ellos u obtenidos de plataformas de comparticio´n de contenido en los que han
medido el error medio entre la trayectoria real y la trayectoria estimada mediante su
procedimiento para ser capaces de clasificar cuando una trayectoria ha sido falseada.
Sin embargo, no hay datos sobre la precisio´n del algoritmo en cuestio´n. Hay que tener
en cuenta que esta te´cnica solamente puede ser utilizada en v´ıdeos en los que exista
un objeto que describa una trayectoria parabo´lica y por tanto no es va´lida para
cualquier v´ıdeo.
Sin embargo, la mayor´ıa de trabajos sobre la deteccio´n de manipulacio´n de v´ıdeos
esta´n basados en detectar la re-comprensio´n o doble compresio´n de un v´ıdeo, puesto
que al ser editado se vuelve a comprimir por segunda vez.
3.3. Doble Compresio´n
Gran parte de los estudios sobre doble compresio´n se centran en v´ıdeos con
formato MPEG y utilizan las mismas ideas que en la deteccio´n de doble compresio´n
de ima´genes JPEG. En concreto, la re-cuantificacio´n afecta a los coeficientes DCT
al usar un paso de cuantificacio´n distinto del original, v´ıendose en el histograma de
los coeficientes DCT [14]. Estos coeficientes pueden ser aproximados como se indica
en la ecuacio´n 3.1 [18]
YQ1,Q2 = ∆2sign(Y )round
(
∆1
∆2
round
( |Y |
∆1
))
(3.1)
donde ∆1 y ∆2 son el taman˜o del paso en la primera y segunda compresio´n,
respectivamente.
En [19] se demuestra como la relacio´n que hay entre ∆1 y ∆2 influye en
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el histograma creando un ma´ximo caracter´ıstico. Intuitivamente, la idea es que
al descomprimirse la imagen, modificarse una porcio´n de la misma y volverse a
comprimir, esa porcio´n modificada mostrara´ trazas de una sola compresio´n mientras
que el resto de la imagen tendra´ rasgos de doble compresio´n.
En [27] se presenta un me´todo para el caso en el que se ha utilizado la misma
matriz de cuantificacio´n en ambas compresiones, basado en el nu´mero de coeficientes
DCT distintos que hay en una compresio´n, doble compresio´n y triple compresio´n.
En [30] utilizan un conjunto de clasificadores binarios entrenados con distintas
combinaciones entre ∆2 que es conocida (se puede leer directamente de los datos del
v´ıdeo) y posibles ∆1, para luego tomar el voto de la mayor´ıa con las caracter´ısticas
concretas del v´ıdeo en cuestio´n.
En [38] se afirma que se obtiene el mismo resultado comprimiendo la imagen
una vez con ∆1 que si se comprime dos veces con la misma matriz de cuantificacio´n
∆1. De esta forma, dada la imagen original se comprime nuevamente con distintas
matrices hasta encontrar una que cumpla que en la mayor´ıa de los bloques
codificados se obtenga la imagen original, obteniendo as´ı la matriz de cuantificacio´n
que se utilizo´ en la u´ltima compresio´n. La manipulacio´n se detecta cuando existen
algunos bloques distintos entre la imagen comprimida y la original, puesto que
entonces la u´ltima compresio´n no ha sido aplicada por igual en todos los bloques y
ha existido una doble compresio´n. Para la experimentacio´n se utilizo´ un conjunto de
1338 ima´genes y dentro de las pruebas que realizaron la peor precisio´n media que
se obtuvo fue del 88, 7 %. Es importante tener en cuenta que si la imagen ha sido
manipulada y se ha utilizado la misma matriz de cuantificacio´n que en la primera
compresio´n, este me´todo no lograra´ detectarlo.
En [39] se calculan las diferencias entre los coeficients DCT extra´idos en cuatro
direcciones: horizontal, vertical, diagonal mayor y diagonal menor. Tras obtener
estas cuatro matrices se truncan algunos elementos basados en ciertos umbrales
para luego modelarse por medio de un proceso aleatorio de Markov de primer orden.
Tras algunas transformaciones sobre estos procesos de Markov, se crea un vector de
caracter´ısticas que sera´ procesado por algoritmos de machine learning puesto que la
doble compresio´n conlleva unos errores de redondeo que dejan muestras estad´ısticas
caracterizables por Markov. Para la experimentacio´n se generaron 5040 v´ıdeos con
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la misma estructura GOP y con distintas combinaciones ∆1 y ∆2, obteniendo una
precisio´n superior al 90 %.
Otra estrategia ampliamente utilizada se basa en que mientras que los coeficientes
DCT de una imagen siguen una distribucio´n Laplace [36] o una distribucio´n Cauchy
[37], tambie´n siguen la ley de Benford [35]. Esto es, el primer d´ıgito significativo es d
con probabilidad log10
(
1 + 1
d
)
. Si los coeficientes DCT se alejan significativamente
de esta distribucio´n entonces se puede concluir que se ha utilizado doble compresio´n.
Muchas investigaciones han utilizado procedimientos basados en la ley de Benford
aplicados al caso de doble compresio´n JPEG en ima´genes, extensibles a v´ıdeos.
En [21] se parte de la hipo´tesis que el factor de multiplicacio´n q1 de la tabla de
cuantificacio´n y el factor q2 de la segunda tabla de cuantificacio´n var´ıan mientras
que la tabla se mantiene la misma. En el caso de que q1 > q2 se observan anomal´ıas
en el histograma de los coeficientes DCT de tipo AC (frecuencia distinta de cero
en ambas dimensiones espaciales) distintos de cero y es posible detectar la doble
compresio´n.
En [20] se aplica la ley de Benford para un subconjunto de las frecuencias
del DCT que identifican ma´s sensible al nu´mero de compresiones y utilizan un
multiclasificador compuesto de N clasificadores SVM Sk con (k = 1, . . . , N) donde
Sk es un clasificador binario que detecta si la imagen ha sido comprimida k veces
o no. De esta forma el nu´mero de compresiones que ha sufrido la imagen se toma
como el mayor k tal que el clasificador Sk ha detectado que ha sido comprimido k
veces. Para la experimentacio´n se utilizo´ un conjunto de prueba de 100 ima´genes y
un conjunto de test de 10 ima´genes, obteniendo una precisio´n del 94 % considerando
que como ma´ximo pod´ıa haber N = 4 compresiones.
En [40] se aplica la ley de Benford para v´ıdeos puesto que la codificacio´n
MPEG para v´ıdeos y JPEG para ima´genes comparten el mismo proceso. Se
observa que cuando se utiliza VBR los coeficientes AC distintos de cero de los
fotogramas tipo I doblemente comprimidos se alejan de la ley de Benford solamente
cuando la escala de cuantificacio´n utilizada en ∆2 es menor que la utilizada en
∆1. En el caso de CBR se aprecian compartamientos ano´malos sin distincio´n de
casu´ıstica. Para formalizar lo anterior, se utilizan clasificadores binarios SVM en
los que tratan como unidad un GOP decidiendo que existe doble compresio´n si
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el porcentaje de fotogramas detectados como doblemente comprimidos excede un
umbral determinado, obteniendo una precisio´n media superior al 95 %.
Los me´todos descritos arriba se basan en extender te´cnicas desarrolladas para
ima´genes para el caso de v´ıdeo. Sin embargo, existen otros algoritmos que aprovechan
la alteracio´n de la estructura GOP de los v´ıdeos. Dentro de un GOP, los fotogramas
tipo P esta´n correlacionados con el fotograma tipo I inicial, de forma que en caso
de existir doble compresio´n los fotogramas que cambien de GOP, ver Figura 3.1
mostrara´n ciertas caracter´ısticas estad´ısticas.
Figura 3.1: Reestructuracio´n de GOP tras doble compresio´n, [14]
En [22] se analiza el error de movimiento o compensacio´n de movimiento de los
fotogramas tipo P, esto es, la transformacio´n que se debe aplicar a un fotograma
de tipo I o de tipo P anterior para obtener el fotograma tipo P en cuestio´n. Al
deshacerse la secuencia original GOP, existira´n fotogramas tipo P cuyo fotograma
de referencia haya cambiado y el error de movimiento en ese caso es mayor. En este
trabajo no se describe el me´todo para calcular el umbral que determine si el error
de movimiento corresponde con un cambio en la estructura GOP ni tampoco se dan
resultados concretos sobre la precisio´n del algoritmo.
En [28] se analiza las caracter´ısticas perio´dicas de la cadena de bits de datos y del
skip macroblocks para todos los fotogramas tipo I y tipo P. Los skip macroblocks son
usados en fotogramas tipo P y tipo B y no contienen informacio´n, y se corresponden
con macrobloques en los que no se producen cambios respecto del fotograma tipo
I sobre el que se codifican. Al cambiar la estructura GOP, el nu´mero de skip
macroblocks decrece puesto que el fotograma I original en el que se basaba el
fotograma P era antes un fotograma tipo P.
En [29] se utiliza el nu´mero de inter-coded macroblocks y de skip macroblocks
de cada fotograma modelizados como i(n) y s(n). Cuando se produce un pico en
s(n) hay una alta probabilidad de doble compresio´n y el fotograma I del que toma
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los valores fuera anteriormente un fotograma de tipo P, utilizando un razonamiento
ana´logo al caso anterior.
3.4. Identificacio´n de la Fuente
La identificacio´n de la fuente de adquisicio´n es de vital importancia para muchos
procesos judiciales, podr´ıa compararse con las pruebas bal´ısticas para identificar
un arma. Es por esto por lo que la identificacio´n de la fuente en ima´genes
ha sido ampliamente estudiado por acade´micos en los u´ltimos an˜os con buenos
resultados. Esta seccio´n se restringe a la identificacio´n de la fuente entendido como la
identificacio´n del modelo fuente en dispositivos mo´viles y no engloba otras tema´ticas
como podr´ıa ser distinguir entre gra´ficos generados por ordenador o capturados.
Existen pocas investigaciones en v´ıdeos a pesar de que un v´ıdeo se descompone
como una secuencia de fotogramas. Sin embargo, la menor resolucio´n en v´ıdeo
frente a imagen y las altas compresiones que se utilizan hacen que se pierda mucha
informacio´n sobre la huella.
En [44] se extraen una serie de fotogramas del v´ıdeo en base a la luminosidad para
extraer el PRNU mediante la descomposicio´n wavelet de Daubechies de cuarto nivel
a los que se aplica el filtro de Wiener. Se calcula la correlacio´n entre el ruido de cada
fotograma para posteriormente evaluarlo mediante la Energ´ıa Pico de Correlacio´n
(PCE) (del ingle´s Peak-to-Correlation Energy). Se utiliza un me´todo de clasificacio´n
en el que los fotogramas a analizar son caracterizadas en uno u otro grupo segu´n la
PCE.
En [45] tratan el v´ıdeo como una secuencia de N fotogramas, para cada uno de los
fotogramas extraen el PRNU y se utiliza el estimador de ma´xima verosimilitud para
identificar el PRNU del v´ıdeo. Para decidir si dos v´ıdeos fueron tomados por la misma
ca´mara se basan en la covarianza normalizada y en la PCE. Si provienen del mismo
dispositivo entonces la PCE es grande por el pico en la covarianza normalizada y
en caso de no provenir de la misma fuente la covarianza normalizada parecera´ ruido
blanco. En la experimentacio´n se utilizaron 25 ca´maras y se muestra como el nivel
de compresio´n del v´ıdeo es crucial para el algoritmo, entre mayor compresio´n menor
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calidad y ma´s tiempo de v´ıdeo (en algunos casos 10 minutos de v´ıdeo) se necesita
para obtener un PRNU suficientemente bueno, lo que hace que este me´todo no sea
efectivo para v´ıdeos de corta duracio´n grabados por mo´vil.
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En [46] se utiliza un subconjunto de los coeficientes AC de la transformada DCT
formado a partir de tres ı´ndices p, q y r que toman 8 orientaciones diferentes. Para
cada una de esas orientaciones se calculan 9 estad´ısticos en base a la relacio´n de
orden entre p y q y entre r y q lo que da un total de 72 estad´ısticos diferentes que
denominan caracer´ısticas CP, tambie´n utilizados en otros trabajos de estegoana´lisis,
que utilizara´n como input para un clasificador de tipo SVM. En los experimentos
utilizan 4 modelos de ca´mara diferentes y 10 v´ıdeos de cada una de ellas, obteniendo
una precisio´n del 100 %.
En [43] se propone el uso de caracter´ısticas propias de la codificacio´n MPEG-2,
caracter´ısticas relacionadas con la tasa de bits, los factores de cuantificacio´n y los
vectores de movimiento. Tanto la tasa de bits como los factores de cuantificacio´n
y los vectores de movimiento no son para´metros fijos en el esta´ndar MPEG-2,
cada fabricante establece unos en concreto segu´n el sensor. Tras extraer estas
caracter´ısticas, se utiliza un clasificador SVM entrenado. Para las pruebas utilizan
v´ıdeos de ocho codificadores distintos y obtienen precsiones por encima del 86 %.
Hay que tener en cuenta que v´ıdeos obtenidos de ca´maras que compartan el mismo
codificador de MPEG-2 no sera´n clasificados como distintos por lo que este me´todo
solamente sirve para garantizar que dos v´ıdeos provienen de distinta fuente.
En [7] se propone utilizar el canal verde por ser el que tiene ma´s informacio´n
sobre la huella. El algoritmo propuesto extrae el canal verde de la imagen y
mediante interpolacio´n bilineal se redimensionan los fotogramas a taman˜o 512x512.
Posteriormente, se extrae el ruido mediante soft-thresholding. El PRNU del v´ıdeo
se obtiene como la media de los ruidos de cada fotograma y se clasifican utilizando
la correlacio´n como medida de similitud. En los experimentos se muestra co´mo los
resultados de este proceso con la Foto-Reaccio´n Verde No Uniforme (G-PRNU)
(Green PRNU ) son mejores que con el PRNU.

Cap´ıtulo 4
Te´cnicas de Agrupamiento
Agrupamiento (clustering) es una te´cnica de aprendizaje no supervisado que a
partir de un conjunto de datos y una medida de similitud o distancia entre ellos se
agrupan en distintos grupos o clases de forma que elementos que esta´n en el mismo
grupo son ma´s parecidos entre ellos que respecto a los de otro grupo distinto.
En este cap´ıtulo se describen las principales te´cnicas de agrupamiento y los
me´todos de eleccio´n del nu´mero o´ptimo de grupos.
4.1. Te´cnica de K-Means
El algoritmo de agrupamiento K-means agrupa n elementos en k clases Sk con el
objetivo de minimizar la suma del error cuadra´tico intra-grupo de la ecuacio´n 4.1.
k∑
i=1
∑
x∈Si
‖x− µi‖2 (4.1)
donde µi es la media de las distancias entre los elementos en Si, tambie´n
conocidos como centroides.
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La suma del error cuadra´tico intra-grupo o inercia es un indicador de la cohesio´n
de los grupos. A mayor cohesio´n, menor distancia existe entre los elementos de cada
clase y por tanto tambie´n del centroide. Este indicador, sin embargo, tiene ciertas
desventajas:
Asume que los grupos se modelan como esferas, al estar basado en k centroides
y minimizar la distancia eucl´ıdea, lo que implica misma varianza entre grupos
(ver la Figura 4.1).
No es una me´trica normalizada
Muy sensible a outliers al utilizar la distancia al cuadrado
No tiene en cuenta la densidad de cada grupo. Impl´ıcitamente asume que al
ocupar cada clu´ster el mismo a´rea cada grupo tiene que tener el mismo nu´mero
de puntos (ver Figura 4.2).
Figura 4.1: K-means frente a varianza en grupos
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Figura 4.2: Agrupamiento real, Agrupamiento obtenido por K-means
Dado un conjunto de n elementos {x1, x2, . . . , xn} K-means empieza con una fase
de inicializacio´n en la que se escogen k centroides, {c1, c2, . . . , ck}. Una vez elegidos
los centroides, itera de la siguiente forma [54]:
Etapa de asignacio´n: asigna cada elemento al centroide que minimiza la
distancia eucl´ıdea al cuadrado, el grupo Si que tiene como centroide ci de la
ecuacio´n 4.2
Si = {xj : ‖xj − ci‖2 ≤ ‖xj − cp‖2 ∀p, 1 ≤ p ≤ k} (4.2)
Actualizacio´n de los centroides: media de los elementos del grupo
correspondiente (ver ecuacio´n 4.3).
ci =
1
|Si|
∑
xj∈Si
xj (4.3)
Cuando en la etapa de asignacio´n no se producen cambios entre dos iteraciones
consecutivas, el algoritmo termina.
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La inicializacio´n de los centroides es un aspecto muy relevante en el algoritmo:
dado que K-means converge cuando encuentra un o´ptimo local se han desarrollado
diversos me´todos de inicializacio´n para encontrar el o´ptimo global:
Aleatorio: se asigna de forma aleatoria un elemento a cada grupo y
posteriormente se calculan los centroides en base a esta asignacio´n. Este
me´todo ubica los centroides cerca del centro del conjunto de datos.
Forgy: se escogen al azar k elementos del conjunto y se utilizan como
centroides. Este me´todo tiende a dispersar los centroides iniciales [56].
MacQueen: escoge al azar k elementos del conjunto y los trata como
centroides. Asigna cada elemento al grupo con el centroide ma´s pro´ximo
y recalcula los centroides, que sera´n los centroides de inicializacio´n para el
algoritmo [54].
K-means++: propuesto en el an˜o 2007 [55]. Funciona de la siguiente forma:
1. Se elige un centroide elegido aleatoriamente sobre el conjunto de
observaciones.
2. Se calcula la distancia al cuadrado entre cada observacio´n y el centroide
seleccionado.
3. Se elige otro punto al azar como segundo centroide, la probabilidad que
tiene cada observacio´n de ser elegido es proporcional a la distancia al
cuadrado calculada en (2).
4. Repetir (2) y (3) hasta tener k centroides.
En los u´ltimos an˜os se ha utilizado ampliamente la inicializacio´n mediante
K-means++, adema´s de ejecutar varias veces el algoritmo con distintos centroides
para evitar o´ptimos locales.
4.2. Agrupamiento Jera´rquico
El agrupamiento jera´rquico se refiere a una familia de algoritmos de
agrupamiento que construyen clases de forma anidada al fusionarlos (agrupamientos
aglomerativos) o dividirlos (agrupamientos divisivos) [57].
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El agrupamiento aglomerativo, construira´ un u´nico grupo dado un conjunto de
n elementos en n pasos. En cada iteracio´n se fusionara´n dos grupos de forma que
se minimize la medida de distancia o similitud especificada. El algoritmo termina
cuando hay 1 grupo.
En el caso de agrupamiento divisivo, se comienza con una u´nica clase que contiene
las n observaciones. En cada una de las n iteraciones se crea un nuevo grupo, hasta
tener n grupos.
En cualquiera de los dos casos, las sucesivas iteraciones son representadas a trave´s
de un dendrograma. Como se puede ver en la Figura 4.3, un dendrograma es un
diagrama en forma de a´rbol. En la figura se muestra un algoritmo de agrupamiento
aglomerativo en el que las observaciones de la Figura 4.3(a) se han ido agrupando
sucesivamente hasta terminar en un solo grupo. Se puede ver como las distancias en
el dendrograma de la Figura 4.3(b) aumentan a medida que se van formando grupos
y se produce un salto importante al juntar los dos clusters reales.
(a) Observaciones (b) Dendrograma
Figura 4.3: Dendrograma
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En lo sucesivo se contemplara´ el agrupamiento aglomerativo, los conceptos y
me´todos para el agrupamiento divisivo son ana´logos. Para decidir co´mo agrupar las
clases de forma iterativa es necesario definir una medida de similitud entre grupos,
de forma que grupos similares se agrupen antes que grupos distintos. En la primera
iteracio´n todos los grupos esta´n compuestos por un u´nico elemento, se especifica
una distancia. En el resto de iteraciones es necesario definir un criterio de enlace o
linkage criteria que modele la medida de similitud entre dos grupos en los que al
menos uno de ellos esta´ compuesto por ma´s de una observacio´n. Se puede especificar
cualquier distancia d, mientras cumpla las propiedades de distancia desde un punto
de vista matema´tico, que son:
d(x, y) ≥ 0 y d(x, y) = 0 ⇐⇒ x = y
d(x, y) = d(y, x) o propiedad sime´trica
d(x, z) ≤ d(x, y) + d(y, z) o desigualdad triangular
Las distancias ma´s habituales son las siguientes [58]:
Distancia eucl´ıdea: la ma´s comu´n y la que se utiliza por defecto.
d(x, y) =
√∑
(xi − yi)2 (4.4)
Distancia del taxi: conocida como distancia Manhattan debido al disen˜o en
cuadr´ıcula de las calles de la isla.
d(x, y) =
∑ |xi − yi| (4.5)
Distancia de Chebyshev: conocida como distancia del tablero de ajedrez ya
que coincide con el nu´mero de movimientos que necesita el rey para moverse
de una casilla a otra.
d(x, y) = ma´x |xi − yi| (4.6)
Distancia de Hamming: para vectores lo´gicos, es el nu´mero de bits que
tienen que cambiarse para transformar un vector de bits en otro.
d(x, y) = c01 + c10
n
(4.7)
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donde cij es el nu´mero de ocurrencias de x[k] = i, y[k] = j para k < n.
Distancia de Mahalanobis: distancia muy u´til para determinar la similitud
entre dos variables aleatorias multidimensionales al tener en cuenta la
correlacio´n y la escala de ellas.
d(x, y) =
√
(x− y)V −1(x− y)T (4.8)
donde V es la covarianza y V −1 la inversa de la matriz de covarianza.
Adema´s, otras distancias ampliamnete utilizadas son Bray-Curtis, Canberra,
coseno, Minkowski, o la eucl´ıdea normalizada. Para el caso de variables booleanas,
adema´s de la ya mencionada arriba distancia Hamming se han empleado:
dado, Jaccard-Needham, Kulsinski, Rogers-Tanimoto, Russell-Rao, Sokal-Michener,
Sokal-Sneath y Yule.
Una vez definidas la distancia a utilizar entre cada par de observaciones, se
pueden definir distintos criterios de enlace entre dos clu´sters u y v. Los ma´s
habituales son los siguientes:
Me´todo single: me´todo del punto ma´s cercano. Este algoritmo se centra en
la separacio´n entre grupos pero no en la cohesio´n de los mismos y permite
formas geome´tricas ma´s flexibles que en otros casos. Sigue la ecuacio´n 4.9
d(u, v) = mı´n (dist(u[i], v[j])) (4.9)
para todos los puntos i en el grupo u y todos los j en v.
Me´todo complete: tambie´n conocido como Algoritmo del punto lejano o
Algoritmo de Voor Hees. La distancia se calcula mediante la ecuacio´n 4.10
d(u, v) = ma´x (dist(u[i], v[j])) (4.10)
Me´todo average: o tambie´n algoritmo UPGMA. Cumple la ecuacio´n 4.11
d(u, v) =
∑
ij
dist(u[i], v[j])
(|u| ∗ |v|) (4.11)
Me´todo weighted: se conoce tambie´n como el algoritmo WPGMA. Se calcula
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a partir de la ecuacio´n 4.12
d(u, v) = (dist(s, v) + dist(t, v))/2 (4.12)
donde el grupo u esta´ compuesto por los clusters s y t.
Me´todo centroid: asigna como distancia entre grupos la distancia eucl´ıdea
entre sus centroides. Sigue la ecuacio´n 4.13
d(u, v) = d(x¯u, x¯v) (4.13)
donde x¯u =
1
n
∑
i
u[i].
Me´todo ward: segu´n este me´todo la distancia entre dos grupos u y v es el
incremento que se producira´ en la suma del error cuadra´tico si se fusionan.
En este caso, a diferencia de K-means, el nu´mero de puntos interviene en la
fo´rmula por lo que dados dos pares de grupos cuyos centros esta´n distanciados
por igual, el algoritmo de Ward fusionara´ los de menor cardinalidad. Se define
mediante la ecuacio´n 4.14
d(u, v) =
√
|v|+ |s|
T
d(v, s)2 + |v|+ |t|
T
d(v, t)2 − |v|
T
d(s, t)2 (4.14)
donde u es el nuevo grupo creado a partir de s y t y T = |v|+ |s|+ |t|.
4.3. Te´cnicas de eleccio´n del Nu´mero de Grupos
O´ptimo
Los algoritmos de agrupamiento se utilizan principalmente con dos propo´sitos
distintos segu´n la problema´tica:
Se conoce a priori el nu´mero de distintas clases en la poblacio´n y se quieren
obtener los cortes en el vector de caracter´ısticas de las observaciones para
conocer que´ caracter´ısticas tiene cada clase. Nuevas observaciones podra´n ser
categorizadas a partir del conocimiento extra´ıdo en el agrupamiento.
No se conoce cua´ntas clases distintas existen en la poblacio´n y se quiere
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conocer esto a partir del agrupamiento. En este caso en el que no se tiene
informacio´n sobre el k a utilizar en el algoritmo K-means o el corte a aplicar
en el dendrograma en agrupamiento jera´rquico. A continuacio´n se describen
distintos me´todos basados en heur´ısticas para determinar el nu´mero o´ptimo
de grupos.
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4.3.1. Coeficiente Silueta
Para cada observacio´n x se tienen dos medidas:
Cohesio´n: grado de similitud del elemento x respecto del grupo. Se obtiene
como la distancia promedio de x a todos los puntos en el mismo grupo.
Separacio´n: grado de disimilitud del elemento x respecto a elementos que han
sido identificados en otras clases. La separacio´n ma´s utilizada es la distancia
promedio entre x y todos los elementos del grupo ma´s cercano, aunque tambie´n
se utilizan otras medidas para valorar la separacio´n.
El coeficiente silueta para x se define con la ecuacio´n 4.15
s(x) = b(x)− a(x)ma´x {a(x), b(x)} (4.15)
donde a(x) es la cohesio´n y b(x) la separacio´n. Para todo el agrupamiento esta´
definido por la ecuacio´n 4.16
SC = 1
n
∑
x
s(x) (4.16)
donde n es el nu´mero de observaciones.
Intuitivamente, un agrupamiento bien definido deber´ıa corresponderse con que
para cada elemento x se tiene que a(x) << b(x), es decir, x esta´ muy cercano
respecto de los elementos de su grupo en comparacio´n con los elementos del grupo
ma´s cercano. El coeficiente s(x) toma los valores en el rango [−1, 1], donde −1
corresponde con una mala eleccio´n del nu´mero de grupos y 1 indica grupos bien
definidos. De esta forma, una de las te´cnicas que se usa con el coeficiente silueta es
elegir un rango de valores para k, y elegir k de forma que el coeficiente silueta para
el agrupamiento sea ma´ximo.
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4.3.2. I´ndice Calinski-Harabasz
Dado k, se define el ı´ndice de Calinski-Harabasz con la ecuacio´n 4.17:
s(k) = SSB
SSW
∗ N − k
k − 1 (4.17)
donde SSB es la varianza entre grupos y esta´ definida por la ecuacio´n 4.18
SSB =
k∑
i=1
nid(mi,m)2 (4.18)
donde mi es el centroide del grupo i y m es la media de todas las observaciones.
SSW es la varianza intra-grupo (ver ecuacio´n 4.19):
SSW =
k∑
i=1
∑
x∈Si
d(x,mi)2 (4.19)
Para que los grupos este´n bien definidos deben tener valores grandes para SSB
(medida de separacio´n) y pequen˜os para SSW (medida de cohesio´n). De esta forma
el ı´ndice de Calinski-Harabasz es una adaptacio´n del me´todo F-test de ANOVA, SSB
con k−1 y SSW con n−k grados de libertad por lo que aparecen en la fo´rmula pues
SSB debe ser proporcional a k− 1 y SSW proporcional a n− k. El me´todo a seguir
es el mismo que en el caso del coeficiente silueta, elegir un rango de valores para k y
elegir el k que maximice el coeficiente Calinski-Harabasz. Al igual que el coeficiente
silueta, es un me´todo que funciona generalmente bien para grupos convexos.
4.3.3. Me´todo del codo
El me´todo del codo consiste en representar en una gra´fica el porcentaje de
varianza explicada frente al valor k del nu´mero de grupos. De forma visual se
identifica el valor de k como aquel que si se an˜adiese otro grupo no mejora o
incrementa apenas la varianza explicada. Cabe mencionar que el me´todo del codo
no esta´ ligado u´nicamente a la varianza explicada y pueden utilizarse otras medidas
como por ejemplo en agrupamiento jera´rquico la distancia mı´nima entre grupos en
cada iteracio´n. En ese caso las distancias sera´n pequen˜as hasta que en un punto
aumenten considerablemente al fusionar grupos muy distintos. Este u´ltimo punto
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sera´ el k o´ptimo buscado. Este me´todo recibe el nombre por la gra´fica caracter´ıstica
que se produce al representar una de estas variables frente al nu´mero de grupos,
como puede verse en la Figura 4.4, donde el k o´ptimo aparece marcado en rojo.
Figura 4.4: Me´todo del codo
4.3.4. Me´todo Gap
El me´todo Gap fue desarrollado por unos investigadores en Stanford [48]. Este
me´todo formaliza matema´ticamente el me´todo del codo para encontrar el k o´ptimo.
Dado
Wk =
k∑
r=1
1
2nr
Dr (4.20)
donde Dk es la suma de la distancia intra-grupo entre sus elementos. En caso de
utilizarse la distancia eucl´ıdea, Wk es la suma de los cuadrados de las distancias
intra-grupo.
La idea es estandarizar el gra´fico log (Wk) mediante la comparacio´n de este con
su esperanza bajo una distribucio´n nula de referencia. La ecuacio´n 4.21 define el
estad´ıstico Gap.
Gapn(k) = E∗n{log (Wk)} − log (Wk) (4.21)
El valor o´ptimo de k es el mı´nimo k tal que Gap(k) ≥ Gap(k+ 1)− sk+1, donde s es
la desviacio´n mı´nima. En la Figura 4.5 se muestra la similitud entre el me´todo del
codo y el de Gap.
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4.4. Evaluacio´n del Agrupamiento
En esta seccio´n se presentan algunos me´todos utilizados para evaluar la calidad
de la agrupacio´n resultante del algoritmo de clustering, en concreto se describe la
precisio´n, la exhaustividad y el valor-f, para lo que es imprescindible relacionar los
algoritmos de agrupamiento con los de clasificacio´n.
A pesar de existir algunas me´tricas especialmente disen˜adas para algoritmos de
agrupamiento, se basan en que no se conoce el nu´mero real de grupos. En este
caso, puede utilizarse esta informacio´n para evaluar el agrupamiento expresando
este como si de un problema de clasificacio´n se tratase. Es importante destacar que
esta informacio´n solamente se utiliza para la evaluacio´n del agrupamiento y no para
el algoritmo de agrupamiento.
Un algoritmo de clasificacio´n multiclase, de n clases, trata de clasificar
observaciones en una de las n clases. De esta forma, se puede ver un algoritmo de
agrupamiento como un algoritmo de clasificacio´n multiclase, puesto que agrupa las
observaciones en grupos o clases similares. Como consecuencia, en caso de conocerse
a priori el nu´mero de grupos original y la clase de cada elemento se pueden utilizar
las mismas me´tricas de evaluacio´n que para los algoritmos de clasificacio´n.
La precisio´n es el ratio TPTP + FP donde TP son los verdaderos positivos y
FP los falsos positivos. Se puede definir intuitivamente como la habilidad de un
clasificador de no clasificar una observacio´n en una clase distinta a la verdadera.
La exhaustividad se expresa como el cociente TPTP + FN donde FN es el nu´mero de
falsos negativos y es la capacidad del clasificador de encontrar todas las muestras
verdaderas. Tanto la precisio´n como la exhaustividad toman valores en el intervalo
[0, 1], donde el valor 1 es el o´ptimo. El valor-f tiene en cuenta tanto la precisio´n como
la exhaustividad, y al igual que estos toma valores en el intervalo [0, 1] y su mejor
valor es el 1, y matema´ticamente se define como
F = 2 ∗ (p ∗ r)/(p+ r)
donde p es la precisio´n y r la exhaustividad.
Estas definiciones esta´n pensadas para el caso de clasificadores binarios, por lo
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que en el caso de clasificacio´n multiclase se deben calcular de forma individual para
cada clase y promediarlos.
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(a) Conjunto de observaciones
(b) Me´todo Gap (c) Me´todo del Codo
Figura 4.5: Me´todo del codo vs me´todo Gap

Cap´ıtulo 5
Me´todo propuesto
En este cap´ıtulo se presenta un me´todo de identificacio´n de la fuente en v´ıdeos
generados por dispositivos mo´viles en escenarios abiertos, esto es, no se conoce el
conjunto de entrada ni se tiene una base de datos de referencia con la que comparar.
A partir de un conjunto de entrada de v´ıdeos se obtendra´n grupos en funcio´n del
origen de los mismos.
El procedimiento puede dividirse en varias etapas, en las que se ha tomado la
opcio´n que mejores resultados ha proporcionado a partir de la experimentacio´n.
5.1. Consideraciones Generales
La idea principal que subyace es extender los algoritmos existentes que se aplican
en ima´genes para obtener el PRNU y aplicarlos en v´ıdeos, expresando el v´ıdeo como
una sucesio´n de fotogramas.
El primer paso consiste en extraer los fotogramas del v´ıdeo y sus caracter´ısticas.
Se extraen los fotogramas de tipo I ya que tienen los menores niveles de compresio´n y
por tanto mayor informacio´n. Desde un punto de vista teo´rico, el uso de la totalidad
de los fotogramas tipo I como representacio´n de la huella del v´ıdeo tiene el riesgo
de obtener un PRNU sesgado si una o varias escenas predominan en el v´ıdeo ya
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que estas escenas influira´n en el PRNU de numerosos fotogramas, afectando al
promedio que es utilizado como el ruido del v´ıdeo. En este trabajo se propone
la extraccio´n de las escenas ma´s disimilares utilizando el phash y la distancia de
Hamming como similitud. Experimentalmente, en el siguiente cap´ıtulo, se analizan
ambas metodolog´ıas y se observa que los key-frames no permiten conseguir una
huella fiable del v´ıdeo por lo que se opta por la utilizacio´n de la totalidad de los
fotogramas de tipo I.
Una vez se han obtenido los fotogramas relevantes (ya sean todos los fotogramas
tipo I o los key-frames) se extrae el PRNU de cada fotograma mediante el algoritmo
desarrollado en [49] basado en la transformada wavelet de Daubechies y se define el
sensor de la ca´mara como la media del ruido extra´ıdo de los fotogramas clave.
El u´ltimo paso es aplicar agrupamiento jera´rquico utilizando el me´todo Ward
puesto que se ha visto en las pruebas que es el que mejor resultado otorga en este
contexto. De la misma forma, se ha validado experimentalmente que el me´todo del
codo es el que determina con mayor precisio´n el nu´mero de grupos o´ptimo.
5.2. Especificacio´n del Me´todo
A continuacio´n se describen los pasos que componen el me´todo propuesto. En
la descripcio´n se incluye la fase de extraccio´n de fotogramas clave como parte
del algoritmo a pesar de que experimentalmente los resultados obtenidos con los
fotogramas tipo I son mejores, a modo de conocer los dos distintos algoritmos que
se comparara´n en el siguiente cap´ıtulo.
1. Toma como entrada un conjunto de n v´ıdeos correspondientes a m ca´maras
de mo´vil distintas.
2. Extraccio´n de fotogramas de tipo I: se decodifica cada v´ıdeo y se extraen
las caracter´ısticas de cada fotograma, en particular si un fotograma es de tipo
I, B o P, lo que permite seleccionar los fotogramas de tipo I, que al haber
sido comprimidos sin referenciar otros fotogramas contienen mayor grado de
informacio´n que los fotogramas tipo P o fotogramas tipo B. Como se muestra
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mediante experimentos, el alto nivel de compresio´n de los fotogramas de tipo
P y de tipo B evitan la obtencio´n de una huella significativa a partir de estos
por lo que es necesario buscar los fotogramas con menor nivel de compresio´n
en v´ıdeo que son los de tipo I. Au´n as´ı, la compresio´n de los fotogramas I es
bastante alta en comparacio´n a ima´genes.
3. Extraccio´n de fotogramas clave: para no contaminar el ruido con la escena,
se deben elegir fotogramas que representen las distintas escenas del v´ıdeo.
Para ello en primer lugar se calcula el phash de cada fotograma y se construye
la matriz de distancias D(i, j) para cada par de fotogramas, utilizando la
distancia Hamming. Para seleccionar los ma´s disimilares se define un umbral
determinado y el primer fotograma tipo I como fotograma clave. Se elijen los
dema´s fotogramas tipo I de forma que la distancia Hamming entre todos ellos
sea mayor al umbral.
4. Extraccio´n del PRNU: se extrae el PRNU de cada fotograma clave y se
calcula el PRNU del v´ıdeo como la media de los PRNU de los fotogramas
clave.
5. Matriz de distancias para agrupamiento jera´rquico: se computa la
correlacio´n entre ruidos y se utiliza como matriz de distancias en un algoritmo
de agrupamiento jera´rquico aglomerativo. Al tratarse de un escenario abierto,
no se tiene una base de datos que asocia sensores a ruido PRNU por lo que
es necesario agrupar los v´ıdeos de entrada en grupos de forma que cada grupo
represente un dispostivo distinto.
6. Eleccio´n del nu´mero o´ptimo de grupos: el nu´mero o´ptimo de grupos se
obtiene mediante el me´todo del codo.
A continuacio´n se detalla el algoritmo de extraccio´n de fotogramas clave.
El primer fotograma al contener la primera escena siempre formara´ parte del
conjunto de fotogramas clave. Para seleccionar el pro´ximo fotograma clave primero se
genera una lista de candidatos con los fotogramas cuya distancia al primer fotograma
es mayor a la mediana. El fotograma de distancia ma´xima se an˜ade al conjunto de
fotogramas clave y se repite el proceso de generacio´n de candidatos y eleccio´n del
ma´ximo con la particularidad de que el conjunto de candidatos de la iteraccio´n i+1 se
interseca con el obtenido en la interseccio´n i, para evitar seleccionar fotogramas que
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Algorithm 1 Extraccio´n de fotogramas clave
Input video, secuencia de fotogramas
Output fotogramas clave
1: ifotogramas← extraerIfotogramas(video)
2: hashes← phash(ifotogramas)
3: dist← matrizDistancias(hashes)
4: umbral← mediana(dist)
5: fotogramas clave← [0]
6: ult← 0
7: f candidatos← {(dist(ult, j), j) ∈ range(1, N) | dist(ult, j) > umbral}
8: while f candidatos 6= ∅ do
9: max dist, ult← ma´x(f candidatos)
10: ifotogramas clave← ifotogramas clave ∪ {ult}
11: f candidatos← f candidatos \ (max dist, ult)
12: f candidatos← {(dist(ult, j), j) ∈ f candidatos | dist(ult, j) > umbral}
13: return fotogramas clave
han sido descartados en iteracciones anteriores puesto que no cumpl´ıan la condicio´n
de la mediana.
El umbral se ha determinado experimentalmente en base a pruebas. El phash
se construye a partir de 64 p´ıxels por lo que se obtiene un hash de 64 bits, lo que
implica que la distancia Hamming ma´xima entre dos fotogramas es 64. Se ha buscado
un umbral que dependa del v´ıdeo y se ha optado por la mediana. De esta forma,
como poco el 50 % de los fotogramas quedar´ıan descartados.
Los fotogramas extra´ıdos mediante el algoritmo 1 representan las distintas
escenas de un v´ıdeo. Tras extraer el PRNU de cada uno de estos fotogramas se
define el PRNU como la media del ruido de estos, lo que constituye la entrada para
el algoritmo de agrupamiento jera´rquico.
El algoritmo de agrupamiento jera´rquico utilizara´ como distancia la matriz de
correlaciones con una transformacio´n. La correlacio´n entre el PRNU p1 y p2 se define
como:
ρp1,p2 =
Cov(p1, p2)
σp1σp2
(5.1)
Se transforma la matriz de correlaciones ρ en una matriz de distancias mediante
1− ρ puesto que:
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1− ρ es semipositiva.
En ρ elementos similares toman valores cercanos a 1, lo que implica que la
distancia en ese caso tiene que ser cercana a 0.
En ρ valores muy distintos toman valores cercanos a −1, que son convertidos
valores pro´ximos a 2, distancia ma´xima en 1− ρ.
Las otras dos propiedades de la distancia (adema´s de semipositividad) se
satisfacen.
Para la eleccio´n del nu´mero o´ptimo de grupos se utiliza el me´todo del codo puesto
que otros indicadores como el coeficiente silueta o el ı´ndice de Calinski-Harabasz,
que como se puede ver en los experimentos dan peores resultados en este contexto.
El inconveniente del me´todo del codo es que requiere de la inspeccio´n visual de la
gra´fica y por consiguiente no puede automatizarse.

Cap´ıtulo 6
Experimentos y Resultados
En este cap´ıtulo se describen las pruebas realizadas en relacio´n a la identificacio´n
de la fuente en v´ıdeos. En la Seccio´n 6.1 se realiza un experimento que pretende
poner de manifiesto el impacto de la compresio´n en la calidad de la huella extra´ıda
en v´ıdeos, puesto que el me´todo propuesto se basa en la utilizacio´n de fotogramas
y existen numerosos trabajos con buenos resultados sobre la extraccio´n de la huella
en ima´genes pero mucha menos literatura en cuanto a v´ıdeo. En la Seccio´n 6.2 se
describen las pruebas realizadas que resultaron en la eleccio´n de todos los fotogramas
tipo I en lugar de solamente los key-frames, y en la eleccio´n del me´todo del codo sobre
otros me´todos que se comentan, finalizando esta seccio´n con un ejemplo completo
del algoritmo propuesto.
Para los experimentos se utilizan dos conjuntos de datos distintos: uno de
ima´genes y otro de v´ıdeos. El dataset de ima´genes es utilizado en el experimento
de la compresio´n y se puede ver en la Tabla 6.1. El dataset utilizado para los
experimentos relacionados con el me´todo propuesto esta´ compuesto por v´ıdeos que
han sido generados por dispositivos mo´viles, y para cada una de las pruebas que
se han realizado se escoge al azar el nu´mero de dispositivos o mo´viles a utilizar,
tomando para cada uno de ellos a su vez un nu´mero aleatorio de v´ıdeos y elegidos
tambie´n aleatoriamente. Las condiciones en las que se han grabado estos v´ıdeos son
las siguientes:
Ma´xima resolucio´n del dispositivo.
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Orientacio´n vertical
Sin zoom
Vı´deos no esta´ticos
Dentro y fuera de recintos
Aproximadamente unos diez segundos
Condiciones cotidianas
El dataset del que se parte para v´ıdeo se puede ver en la Tabla 6.2.
Ca´mara Formato
Canon 60D .TIF
Nikon D90 .TIF
Nikon D7000 .TIF
Sony A57 .TIF
Tabla 6.1: Ca´maras de fotograf´ıa
Marca Modelo Formato Taman˜o GOP Vı´deos disponibles
BQ Aquaris E5 .mp4 30 10
Samsung G6 .mp4 30 10
Iphone 7 .mov 30 10
Huawei Y635 L01 .mp4 30 10
Iphone 8 Plus .mov 30 8
Nexus 5 .mp4 31 10
Xiomi M3 .mp4 30 13
Tabla 6.2: Ca´maras de v´ıdeo de mo´viles
6.1. Experimento Compresio´n
La identificacio´n de la fuente mediante el ruido del sensor PRNU en ima´genes y
los buenos resultados que se han presentado en los estudios realizados hace pensar
que adaptando esta te´cnica sobre el conjunto de fotogramas de un v´ıdeo lleve tambie´n
a excelentes resultados. Este experimento trata de ilustrar el efecto que tiene la
compresio´n en la calidad de la huella que se puede extraer sobre un fotograma o
imagen para entender la dificultad que existe en el caso de la identificacio´n de la
fuente en v´ıdeos por sus altos grados de compresio´n.
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Puesto que un v´ıdeo esta´ compuesto por mu´ltiples fotogramas o ima´genes, este
experimento va a utilizar como dataset un conjunto de ima´genes de buena calidad
con el que se van a generar otros tres datasets, cada uno con un grado de compresio´n
distinto. De esta forma, estas ima´genes se pueden ver como los fotogramas de un
v´ıdeo que tienen una compresio´n mucho mayor al original.
En concreto, se parte de ima´genes en buena calidad en formato .TIF y se
transforman a calidad 90, calidad 85 y calidad 80 formato JPEG. En todos los
casos se extrae el PRNU de cada una de las ima´genes y se aplica agrupamiento
jera´rquico utilizando el coeficiente silueta para la eleccio´n del nu´mero o´ptimo de
grupos.
Sin modificar la calidad de las ima´genes el resultado del agrupamiento se puede
ver en la Tabla 6.3.
Marca y Modelo 1 2 3 4
Canon 60D 35 0 0 0
Nikon D90 0 1 34 0
Nikon D7000 0 35 0 0
Sony A57 0 0 0 35
Tabla 6.3: Agrupamiento con ima´genes formato .TIF
En la Tabla 6.4 esta´n los resultados para las mismas ima´genes en formato JPEG
calidad 90 %.
Marca y Modelo 1 2 3 4 5
Canon 60D 27 4 3 1 0
Nikon D90 4 4 26 1 0
Nikon D7000 5 4 4 2 20
Sony A57 0 27 4 4 0
Tabla 6.4: Agrupamiento JPEG calidad 90 %
Como se puede observar la compresio´n al 90 % empeora bastante los resultados
iniciales, creando grupos no homoge´neos y dispersos. Los resultados para calidad
85 % y calidad 80 % se pueden ver en las Tablas 6.5 y 6.6, respectivamente. Se
observa claramente que mientras las ima´genes originales pod´ıan ser agrupadas
en sus respectivos grupos, al disminuir la calidad de la imagen y aumentar la
compresio´n se pierde informacio´n relevante que conforma la huella PRNU y
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dificulta la extraccio´n de la misma.
Marca y Modelo 1 2 3 4 5 6 7 8
Canon 60D 24 2 4 1 2 1 1 0
Nikon D90 2 22 3 1 0 1 4 2
Nikon D7000 3 3 6 3 8 1 8 3
Sony A57 3 1 5 5 13 1 7 0
Tabla 6.5: Agrupamiento JPEG calidad 85 %
Marca y Modelo 1 2 3 4 5 6 7 8 9 10
Canon 60D 3 6 6 4 3 10 2 1 0 0
Nikon D90 12 4 2 0 4 2 1 5 0 5
Nikon D7000 1 1 0 3 6 13 2 3 5 1
Sony A57 3 0 0 5 13 4 1 6 2 1
Tabla 6.6: Agrupamiento JPEG calidad 80 %
6.2. Experimentos Agrupamiento de Vı´deo
En esta seccio´n se exponen los experimentos realizados para validar el algoritmo
propuesto. Para ello, en el experimento 1 se demuestra experimentalmente que es
necesario el uso de todos los fotogramas tipo I y no es suficiente el uso de key-frames
puesto que se pierde mucha informacio´n. El experimento 2 compara el me´todo de
Calinski-Harabasz, el coeficiente silueta y el me´todo del codo para la eleccio´n del
nu´mero o´ptimo de grupos, concluyendo que el me´todo del codo en este caso es el
ido´neo. Por u´ltimo, en el experimento 3 se muestra un ejemplo completo del me´todo
utilizando los fotogramas tipo I y el me´todo del codo, y se analiza la robustez del
algoritmo mediante tres indicadores: la precisio´n, la exhaustividad y el valor-f.
Para los dos primeros experimentos se han utilizado 19 conjuntos de prueba
generados con las combinaciones que aparecen en la Tabla 6.7, mientras que para el
tercer experimento se ha generado un caso de prueba distinto.
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Exp. BQ Aquaris E5 Samsung G6 Iphone 7 Huawei Y635 L01 Iphone 8+ Nexus 5 Xiomi M3
1 5 5 5 0 4 0 0
2 8 8 0 8 7 0 0
3 0 0 0 0 5 5 0
4 7 7 7 0 7 0 0
5 5 5 5 0 5 0 0
6 4 4 4 0 3 0 0
7 9 9 9 9 8 0 0
8 6 6 0 6 5 0 0
9 6 6 0 6 6 6 6
10 5 5 5 5 5 5 0
11 5 5 0 5 0 5 0
12 9 9 0 9 0 9 0
13 9 9 0 9 0 9 0
14 0 5 5 5 0 5 5
15 0 5 5 0 0 5 0
16 6 6 6 0 5 6 0
17 0 0 0 5 5 6 0
18 0 5 6 4 0 3 6
19 6 5 0 0 0 3 0
Tabla 6.7: Datasets utilizados para identificacio´n en v´ıdeo
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6.2.1. Experimento 1
El objetivo de este experimento es discernir si son necesarios todos los fotogramas
tipo I para la obtencio´n del PRNU del v´ıdeo o por el contrario es necesario extraer
solamente los key-frames, que contienen las diferentes escenas del v´ıdeo y de esta
forma no se produce un sesgo en la huella por las escenas. Si cierta parte del v´ıdeo ha
sido generada por escenas esta´ticas, el PRNU correspondiente a los fotogramas de
dichas escenas predominara´ entre los ruidos extra´ıdos por los fotogramas e impactara´
directamente sobre el del v´ıdeo al promediarse estos.
Para poder comparar un me´todo con el otro, es necesario aislarlo de la eleccio´n
del nu´mero o´ptimo k de grupos, puesto lo que se busca es medir la calidad de
las agrupaciones resultantes de los dos me´todos. Por tanto, en ambos me´todos se
observara´ el agrupamiento con el nu´mero o´ptimo de clases ya que por una parte
es imprescindible compararlos con el mismo k y por otra parte se deben comparar
suponiendo el mejor caso de la eleccio´n del para´metro. Se utiliza la tasa de verdaderos
positivos o TPR (del ingle´s True Positive Rate) como me´trica.
Como se puede ver en la Tabla 6.8, el me´todo que utiliza todos los fotogramas
tipo I es ma´s efectivo que el que utiliza los key-frames. De hecho, en ningu´n caso
se obtiene un TPR mejor con los key-frames. Consecuentemente, se opta por la
extraccio´n del ruido de los fotogramas tipo I en el me´todo propuesto.
6.2.2. Experimento 2
El objetivo de este segundo experimento es determinar el me´todo a utilizar para
la eleccio´n del nu´mero o´ptimo de grupos. Para ello se parte de la extraccio´n del
ruido de los fotogramas tipo I y se comparan el me´todo de Calinski-Harabasz, el
coeficiente silueta y el me´todo del codo. No se ha incluido el me´todo Gap en la
comparacio´n por su semejanza con el me´todo del codo.
En la Tabla 6.9 se presenta para cada experimento el nu´mero verdadero de grupos
y el nu´mero de grupos obtenido para cada uno de los me´todos, resaltando en cada
fila aquellos que han coincidido con el valor real. Como se puede ver, el me´todo del
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Experimento N. Grupos TPR Key-frames TPR fotogramas tipo I
1 4 0.61 1
2 4 0.83 1
3 2 1 1
4 4 0.82 0.97
5 4 0.6 0.9
6 4 0.65 1
7 5 0.7 0.71
8 4 0.47 1
9 6 0.57 0.75
10 6 0.73 0.97
11 4 0.85 0.96
12 4 0.97 0.97
13 4 0.94 0.97
14 5 0.64 0.84
15 4 0.75 0.85
16 5 0.59 0.9
17 3 1 1
18 5 0.66 0.88
19 3 0.94 1
Tabla 6.8: Comparacio´n extraccio´n fotogramas tipo I vs. extraccio´n key-frames
codo se comporta mejor que los otros dos me´todos utilizados.
6.2.3. Experimento 3
En esta seccio´n se analizan los resultados obtenidos a partir del algoritmo que
ha mostrado ser ma´s efectivo, mediante el uso de fotogramas tipo I y del me´todo
del codo para determinar el nu´mero de grupos o´ptimo. Para ello, se presentara´ la
matriz de confusio´n y medidas como la precisio´n, la exhaustividad o el valor-f.
Para este experimento se ha utilizado un dataset compuesto por: 7 v´ıdeos del
dispositivo BQ Aquaris E5, 5 v´ıdeos de un Iphone 7, 6 v´ıdeos del Nexus 5, 4 del
Samsung G6 y 5 del mo´vil Xiomi M3.
Tras realizar agrupamiento jera´rquico se presenta en la Figura 6.1 la gra´fica
a utilizar en el me´todo del codo, que representa el nu´mero de grupos frente a la
distancia entre los dos grupos que han sido mezclados en ese paso. Se puede ver
gra´ficamente como la distancia se reduce de forma dra´stica al aumentar el nu´mero
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Exp. N. Grupos Calinski-Harabasz Coeficiente silueta Me´todo del codo
1 4 2 4 4
2 4 2 2 4
3 2 2 2 2
4 4 2 4 4
5 4 2 6 3
6 4 2 2 4
7 5 2 3 6
8 4 2 2 4
9 6 2 2 4
10 6 2 3 6
11 4 2 2 3
12 4 2 2 4
13 4 2 2 4
14 5 2 3 5
15 4 2 3 4
16 5 2 7 5
17 3 2 2 3
18 5 2 2 4
19 3 2 2 3
Tabla 6.9: Comparacio´n de me´todos para la obtencio´n del nu´mero o´ptimo de grupos
de grupos desde 1 a 3, y sigue reducie´ndose de forma aproximadamente lineal hasta
k = 6, donde k es el nu´mero de grupos. A partir de 6 grupos, la ganancia es mı´nima
y se puede aproximar por una recta de pendiente cercana a 0. Por tanto, segu´n el
me´todo del codo, el nu´mero o´ptimo de grupos es 6.
Por tanto, al cortar el dendrograma, ver Figura 6.2, de forma que queden 6
grupos se obtienen los resultados mostrados en la Tabla 6.10.
Dispositivo Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 5 Grupo 6
BQ Aquaris E5 7 0 0 0 0 0
Iphone 7 0 2 3 0 0 0
Nexus 5 0 0 0 6 0 0
Samsung G6 0 0 0 0 4 0
Xiomi M3 0 0 0 0 0 5
Tabla 6.10: Resultados agrupamiento
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Figura 6.1: Nu´mero de grupos frente a la distancia de fusio´n
Figura 6.2: Dendrograma
Al haberse detectado a trave´s del me´todo del codo el nu´mero de grupos como 6,
siendo 5 el real, los v´ıdeos correspondientes al Iphone 7 aparecen dispersos en dos
grupos distintos, mientras que el resto de dispositivos ha sido agrupado en grupos
diferentes correctamente. Para construir las me´tricas que evalu´an la calidad del
agrupamiento, en primer lugar se debe construir la matriz de confusio´n. En este
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caso se utiliza la matriz de confusio´n generalizada al trasladarse el problema de
agrupamiento a un problema de clasificacio´n multiclase.
A partir de la Figura 6.3 se calcula para cada grupo la precisio´n, la exhaustividad,
el valor-f y el soporte, que es el nu´mero de elementos reales que pertenecen a un
grupo.
(a) Matriz de confusio´n sin normalizacio´n (b) Matriz de confusio´n normalizada
Figura 6.3: Matrices de confusio´n
Promediando los valores de la Tabla 6.11 se obtiene que el agrupamiento
resultante del algoritmo tiene una precisio´n de 1, una exhaustividad de 0.93 y un
valor-f de 0.95.
Grupo Precisio´n Exhaustividad Valor-f Soporte
1 1 1 1 7
2 0 0 0 0
3 1 0.60 0.75 5
4 1 1 1 1
5 1 1 1 1
6 1 1 1 1
Tabla 6.11: Me´tricas de evaluacio´n del experimento
Si se compara este trabajo con el estado del arte se puede observar que la gran
parte de trabajos no son va´lidos en este contexto ya que utilizan videos de mayor
calidad procedentes de video ca´maras. Ma´s concretamente:
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En [44] obtienen precisiones del 100 % cuando utilizan videos procedentes de
ca´maras de video, pero esta precisio´n baja al 95 % cuando solamente utilizan
videos de mo´viles.
El algoritmo propuesto por [43] no es capaz de identificar como diferentes
videos generados por dos mo´viles distintos del mismo modelo.
La propuesta de [45] tiene la desventaja de tener una dependencia con la
duracio´n del video. En el caso de videos mo´viles la mayor´ıa suelen durar apenas
un par de minutos por lo que se hace poco efectivo en este contexto.
En [46] obtienen una alta precisio´n pero el conjunto de prueba que utilizan
procede de video ca´maras, que generan video con mayor calidad por lo que no
son equiparables.
En [7] utilizan videos procedentes tanto de ca´maras mo´viles como de v´ıdeo
ca´maras.

Cap´ıtulo 7
Conclusiones y Trabajo Futuro
7.1. Conclusiones
En este trabajo se ha propuesto una te´cnica de identificacio´n de la fuente
para v´ıdeos en escenarios abiertos, en los que no se tiene ningu´n conocimiento
de antemano ni del conjunto ni de otros dispositivos. El me´todo se basa
en caracter´ısticas inherentes al proceso de fabricacio´n de los sensores y las
imperfecciones que este acarrea, por lo que es capaz de distinguir entre mo´viles
del mismo modelo y marca. Para ello, extrae las caracter´ısticas de los fotogramas
del v´ıdeo y selecciona los que contienen ma´s informacio´n para promediar el ruido que
se obtiene de cada uno mediante transformadas de ond´ıcula. Por u´ltimo, el algoritmo
utiliza la huella extra´ıda de cada v´ıdeo como entrada en agrupamiento jera´rquico y
se elige el nu´mero o´ptimo de grupos mediante el me´todo del codo.
Cabe destacar que a pesar de la numerosa literatura que hay en torno a la
identificacio´n de la fuente en ima´genes, esta es escasa en el caso de v´ıdeo. En este
trabajo se presenta un algoritmo con una alta tasa de precisio´n y exhaustividad,
muy similar o mejor que otras presentadas en trabajos relacionados. Sin embargo, el
contexto del presente trabajo se ha restringido a v´ıdeos generados por dispositivos
mo´viles, que contienen menor informacio´n al estar ma´s comprimidos que los
generados por v´ıdeo ca´mara, mientras que en el estado del arte la gran mayor´ıa
de ellos ha utilizado v´ıdeos de este segundo tipo.
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Segu´n los experimentos realizados, el conjunto de frames de tipo I en su totalidad
es necesario para obtener una huella apropiada de cada v´ıdeo y no es suficiente con
los key-frames. Adema´s, el me´todo del codo ha demostrado ser ma´s eficaz que otros
me´todos ampliamente utilizados en agrupamiento como el ı´ndice Calinski-Harabasz
o el coeficiente silueta, utilizado tambie´n en trabajos de identificacio´n de la fuente
en ima´genes.
De esta forma, en este trabajo se presenta un me´todo robusto para la
identificacio´n de la fuente en v´ıdeo, compuesto de varias fases que han sido validadas
experimentalmente de forma independiente, lo que da firmeza al proceso.
7.2. Trabajo Futuro
Se han identificado las siguientes l´ıneas como posibles campos de ampliacio´n o
continuacio´n de este trabajo:
Comparar la transformada de ond´ıcula de Daubechies con otras transformadas
wavelet y analizar si se obtiene una huella mejor con otra descomposicio´n.
Analizar la calidad de la huella con I-frames en comparacio´n a key-frames en
v´ıdeos con poco movimiento frente a otros con mayor movimiento. Ver si los
key-frames se comportan mejor en el caso con menor movimiento y actualizar
el algoritmo en base a esta informacio´n.
Probar otro tipo de extracciones como el G-PRNU.
Utilizar otro tipo de distancia en lugar de la correlacio´n como puede ser la
distancia de Mahalanobis o me´todos de block modeling.
Cap´ıtulo 8
Introduction
Since the late 1950s, with the start of the Digital Revolution, numerous advances
have taken place which have placed technology in a key and leading field. This has led
to growing competitiveness in the sector that has resulted in better products, with
lower costs, and constant innovations in the form of new components. In mid-2017,
5.7 billion unique mobile phone users were registered[1] with a projection that by
2020 three-quarters of the world’s population would have at least one mobile phone.
Parallel to this progress, there has been a boom in the use of social networks
and multimedia content. Only on YouTube, content equivalent to 46, 000 years,
approximately one billion hours a day, is reproduced every year, 400 hours of new
content is uploaded every minute and 70 % of the traffic is from mobile devices[2].
The wide use of mobile phones and the improvement and reduction of costs of
photographic sensors have placed digital images and videos as one of the main and
largest sources of data and information, which inevitably has meant an increase in
image and video editing tools within the reach of everyone. In this way, numerous
techniques of forgery and manipulation of multimedia content have arisen and with
this a new field of forensic multimedia in continuous study and progress.
When videos are used as evidence in judicial processes, be it surveillance cameras
or mobile devices, it is necessary to guarantee certain qualities of the same in order
to be considered truthfully as evidence. One of these indispensable qualities is the
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identification of the origin or authorship of the video or image, which could be
comparable to ballistic weapons test.
As a result, forensic analysis has expanded its scope in recent years with the
incorporation of images and video into daily life, with multimedia being a field of
great relevance in various areas such as the judicial one.
In what follows, the object of the research is presented in 8.1. In 8.2 the context
of the investigation is discussed and finally, in 8.3 the structure of the rest of the
present work is described.
8.1. Objectives
Within the forensic multimedia analysis, numerous investigations have been
carried out focused on the identification of the source in images, with excellent
results. It could be considered that being a video formed by a set of images presented
in a way that the brain perceives as continuous, there are also many other works
focused on video with good results. However, the high levels of compression that
exist when a video is generated entail a great loss of information that hinders the
purpose of identifying the origin, so there is hardly any literature in this regard.
The identification of the source is based on unique imperfections that each sensor
has, which directly affect the process of generating frames and can be extracted from
them.
This work is focused on the extraction of strategic video frames and obtaining
the fingerprint or noise of the sensor by means of wavelet transforms to identify the
source in open scenarios, in which the set of devices is not known in advance nor
does it have a database with footprints of certain devices.
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8.2. Context
The present Final Master’s Project is part of a research project entitled
RAMSES approved by the European Commission within the Framework Program
for Research and Innovation Horizon 2020 (Call H2020-FCT-2015, Innovation
Action, Proposal Number: 700326) and in which the GASS Group of the Department
of Software Engineering and Artificial Intelligence of the Faculty of Computing of
the Complutense University of Madrid participates (Group of Analysis, Security
and Systems, http://gass.ucm.es, group 910623 of the catalog of research groups
recognized by the UCM).
In addition to the Complutense University of Madrid, the following entities
participate:
• Treelogic Telema´tica y Lo´gica Racional para la Empresa Europea SL (Espan˜a)
• Ministe´rio da Justic¸a (Portugal)
• University of Kent (Reino Unido)
• Centro Ricerche e Studi su Sicurezza e Criminalita` (Italia)
• Fachhochschule fur Offentliche Verwaltung und Rechtspflege in Bayern
(Alemania)
• Trilateral Research & Consulting LLP (Reino Unido)
• Politecnico di Milano (Italia)
• Service Public Federal Interieur (Be´lgica)
• Universitaet des Saarlandes (Alemania)
• Direccio´n General de Polic´ıa - Ministerio del Interior (Spain)
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8.3. Structure of the Work
The present work is organized in 7 chapters, this being the first one.
Chapter 2 introduces the essential concepts about videos, such as the process of
creating a video based on sampling and quantification, storage by compression and
extraction of noise in frames or images.
In Chapter 3, the forensic multimedia analysis and its different techniques are
presented. Specifically, the state of the art is detailed involving the extraction
of key-frames, the detection of manipulations or double compression and source
identification.
Chapter 4 deals with clustering algorithms. It introduces two different types of
clustering, K-means and hierarchical clustering, different methods for choosing the
optimal number of clusters and evaluation metrics in clustering based on multiclass
classification.
Chapter 5 describes the contribution made, that is, an algorithm for extracting
frames with a high degree of information and a clustering algorithm based on the
extraction of sensor noise by means of the Daubechies wavelet transform that allows
the identification of the video source.
The experimentation that validates the proposed method is detailed in Chapter
6.
Chapter 7 indicates the conclusions drawn from this work and the future lines
of research in this field.
Cap´ıtulo 9
Conclusions and Future Work
9.1. Conclusions
In this work a technique for identifying the source for videos in open scenarios has
been proposed, in which there is no knowledge in advance of the set or other devices.
The method is based on inherent characteristics to the manufacturing process of
the sensors and the imperfections that this entails, consequently it is capable of
distinguishing between mobile phones of the same model and brand. To accomplish
this, it extracts the main characteristics of the frames of the video and selects those
that contain more information, to average the noise that is obtained from each one
through wavelet transforms. Finally, the algorithm uses the fingerprint extracted
from each video as input in hierarchical clustering and the optimal number of clusters
is chosen using the elbow method.
It should be noted that despite the numerous literature that exists involving the
identification of the source in images, it is scarce in the case of video. In this paper an
algorithm with a high rate of precision and recall, very similar or better than others
presented in related works, is presented. However, the context of this work has been
restricted to videos generated by mobile devices, which contain less information as
have higher compression than those generated by video cameras, while in the state
of the art the vast majority of studies have used videos of this second type.
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According to the experiments carried out, the whole set of I-frames is necessary
to obtain an appropriate footprint of each video and it is not enough with only the
key-frames. In addition, the elbow method has proven to be more effective than
other methods widely used in clustering, such as the Calinski-Harabasz index or the
silhouette coefficient, which is also used in other studies to identify the source in
images.
In this way, this paper presents a robust method for the identification of the
video source, composed of several phases that have been validated experimentally
and independently, which adds firmness to the process.
9.2. Future Work
The following lines of work have been identified as possible fields of extension or
continuation of this one:
Compare the Daubechies wavelet transform against other wavelet transforms
and analyze if a better sensor noise is obtained with another decomposition.
Analyze the quality of the footprint using I-frames compared to key-frames
in still videos and non-still videos. See if the key-frames behave better in still
videos and update the algorithm based on this information.
Try other type of extractions such as G-PRNU.
Use another type of distance instead of the correlation such as Mahalanobis
distance or methods of block modeling.
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