Abstract-This paper presents the development and application of a real-time testbed for multiagent system interoperability. As utility independent private microgrids are installed constantly, standardized interoperability frameworks are required to define behavioral models of the individual agents for expandability and plug-and-play operation. In this paper, we propose a comprehensive hybrid agent framework combining the foundation for intelligent physical agents (FIPAs), IEC 61850, and data distribution service (DDS) standards. The IEC 61850 logical node concept is extended using FIPA-based agent communication language with application specific attributes and deliberative behavior modeling capability. The DDS middleware is adopted to enable a real-time publisher-subscriber interoperability mechanism between platforms. The proposed multi-agent framework was validated in a laboratory-based testbed involving developed intelligent electronic device prototypes and actual microgrid setups. Experimental results were demonstrated for both decentralized and distributed control approaches. Secondary and tertiary control levels of a microgrid were demonstrated for decentralized hierarchical control case study. A consensus-based economic dispatch case study was demonstrated as a distributed control example. It was shown that the developed agent platform is industrially applicable for actual smart grid field deployment.
in the decision-making process. The main interaction of the prosumers and grid operators embodies through an efficient microgrid management. Microgrids are the small scale decentralized electricity networks featuring internal generation and distribution with individual priorities and operational behaviors. Prosumers must be equipped with an information framework and must be aware about the consequences of their actions, thus to create control architectures similar to social networks in order to achieve a higher quality management.
In order to manage complex microgrid structure, three different network types can be defined as shown in Fig. 1 . Centralized methods of operation are susceptible to single point failures (master node), where managing the vast number of data generated from the extensive deployment of smart devices becomes infeasible. On the other hand, distributed approach does not require a central station for control, and agents work autonomously in a cooperative fashion to reach a global objective. Cooperative control requires a tight communication among agents in a network where the information sharing becomes the major challenge. Most of the times distributed approach refers to a network, where each agent can only communicate with neighbor agents. Decentralized hierarchical control is a trade-off between two distinct controls approaches; centralized and distributed.
The hierarchical operation of the microgrids is proposed in [1] and [2] which requires three control levels: primary, secondary, and tertiary according to (i) speed of response and information update time (ii) of communication infrastructure requirements [3] . Each hierarchical level requires specific intelligence, optimization and behavioral modeling. In contrast to centralized control, the emerging smart grid concept compels to adopt decentralized and distributed methods as a result of the highly dynamic behavior of the microgrids. Decentralized and distributed control approaches intend to provide autonomy for different control layers by enabling an event-driven peer-to-peer communication structure, where central control schemes mainly rely on master-slave interactions [5] . The implementation of both decentralized and distributed controls are established using multi agent frameworks, which are composed of interacting multiple intelligent agents to achieve a global or local objective function. Embedded decision-making algorithms and individual behaviors facilitate the benefit maximization of the agents' autonomy.
Thus far, multiagent-based microgrid studies have been reported mainly in simulation environments [6] [7] [8] where real-time information handling and data interoperability of the cyber-physical components have never been an issue. In reality, an agent requires to interact with its environment through sensors and actuators. A sensor acquires the data from the outside world and the actuator responds according to the agent's decision. For actual implementation of decentralized and distributed control schemes in power systems, it is imperative to link multi-agent objects to industrial control systems. The required interface is established through a combination of interoperable data and protocols.
IEC 61850 is the new international standard of communications, which enables the integration of all substation functions, such as protection, control, measurement and monitoring. IEC 61850 expands the area of influence in many parts of power systems due to its wide industry acceptance. The communication systems for hydroelectric power plants and distributed energy resources (DERs) have been recently applied to other domains as IEC 61850 extension standards. Attempts to extend IEC 61850 protocol with IEC 61850-7-420 for DER control are promising [9] , however microgrid management concept covers extensive control, automation and protection applications, such that a single standard cannot meet all the required forms of monitoring and information exchange.
Decentralized and distributed control of the microgrids require interaction with utilities and internal DERs for dynamic management of the primary, secondary and tertiary control levels. Furthermore, decentralized and distributed controls require embedded optimization, behavioral modelling, implementation of artificial intelligence tools, and cooperative mutual negotiations of utility independent entities. The foundation for intelligent physical agents (FIPA) is an organization which intends to evolve inter-operable agent communications with semantically meaningful messages, such as how messages are transferred and presented as objects [10] . The flexibility and implementation of behavior acts with agent communication language (ACL) messages facilitates tailor-made agent implementations [11] .
Taking the specific benefits of two major frameworks, this paper intends to provide a flexible multi-agent framework for decentralized hierarchical and distributed control of microgrids merging the IEC 61850, FIPA and data distribution service (DDS) standards [38] , [39] . The DDS middleware is adopted to provide a real-time publisher-subscriber interoperability mechanism between platforms [41] . Prototype IEDs are built at Florida International University (FIU), Smart Grid Testbed integrating IEC 61850, FIPA, DDS protocols, and deployed in actual microgrid hardware setups. The proposed multi agent framework is implemented in a reconfigurable laboratory scale power system available at FIU [12] , [13] to demonstrate case studies for both decentralized and distributed control approaches. Secondary and tertiary hierarchical control levels of a microgrid were demonstrated for decentralized control case study. A consensus-based economic dispatch case study was demonstrated for distributed control of the microgrid.
The paper is structured as follows: Section II gives an overview for the related work. In Section III, hierarchical decentralized and distributed microgrid management and required agent modeling are explained. Section IV introduces the proposed multi agent information framework cyber and physical components. Section V demonstrates the behavioral modeling and the real-time experimental results microgrid management. The conclusion and discussion are given in Section VI.
II. RELATED WORK
Thus far extensive research has been facilitated for industrial [14] , [15] and power system [23] , [24] agent applications to achieve realistic field adaptation. FIPA agent platforms have been integrated in laboratory platforms [25] , [26] . The most realistic agent platform VOLTTRON was developed by Pacific Northwest National Laboratory (PNNL) with U.S. Department of Energy (DOE) supports [36] , [37] . This platform is mainly focused on electric vehicle charging and smart building management. The major drawbacks of the VOLTTRON are lack of hierarchical control approach for active distribution networks and utilization of outdating communication protocols for smart grids such as Modbus unlike emerging IEC 61850. The integration of IEC 61850/61499 object modeling with executable function blocks have been introduced for industrial deployment of multi-agent systems in power systems and automation applications [16] . In [17] , further industrially usable agent technologies are also investigated. Although NIST [18] and EPRI [19] strongly suggests IEC 61850 and IEC 61668/70 CIM standards for future interoperability solution [20] , so far no solution has been provided on how to address semantic data models to enable intelligent decision making, negotiations and cooperation among other agents [21] . The proposed solutions so far lack addressing the intelligent software agent paradigm that can be applied for highly dynamic microgrid management such as real-time decision making, intelligence and adaptive agent discovery. Semantic technology enables agent discovery in the multi agent platform to connected peers to collaborate and improve plug-and-play operation capability. The proposed multi agent information system in this study aims to provide a flexible framework merging the IEC 61850 and FIPA standards via DDS middleware to address the challenges. 
III. HIERARCHICAL MICROGRID MANAGEMENT
Decentralized hierarchical control includes three distinct control levels according to the control response speed and communication infrastructure requirements [4] , [5] . The primary control level deals with output power control of each individual DER unit and protection applications, which is based on local measurements. For example, droop control does not require decentralized communication. The secondary control deals with the economical and operational reliability of the microgrids. Agent based communication approaches are well-suited for decentralized controls in the secondary level for cooperation inside the microgrid especially for standalone systems. The secondary control is achieved by DER units which are generally located in the same microgrid, and are not widely dispersed. Tertiary control can be assumed as the interaction of multiple microgrids with a host grid. Aggregated cooperation of multiple microgrids enhances the reliability of the host grid with ancillary services such as voltage and frequency regulation, pricing mechanisms such as auctioning and bidding processes. Since a vast amount of information is required for this highly complex system, decentralized methods are more favorable for this geographically dispersed system. Distributed control in microgrids is an emerging concept to handle topological variations, facilitate plug-and-play feature, global information discovery and easy scalability. Distributed algorithms fits well on operation of microgrids with communication constraints for such systems using wireless or power line carrier communication technologies. Through a cooperative approach, the DERs can reach a consensus to reach a commonly agreed global objective. Most of the distributed solutions in literature implements consensus-based algorithms.
The IEEE guide 1547.3 defines DER interoperability issues by means of monitoring, information exchange, and control. Some use cases are demonstrated as business operations of the DERs and stakeholder entities with direct communication interactions [22] . In this study, as shown in Fig. 2 we adopted a model in which three control levels are defined hierarchically and linked to appropriate agents: (1) area electric power system operator (AEPSO); (2) Microgrid operators; (3) DER operators.
AEPSO Agent: is the responsible entity for safe and reliable operation of the host grid. The complete utility grid model is the property of AEPSO. The tertiary level controls are handled by interaction of AEPSO and Microgrid Operators such as ancillary service and market mechanism process.
Microgrid Agent: is the main responsible entity for monitoring, dispatch and control of the units inside the microgrid. The secondary controls are handled with interaction of Microgrid Operators and DER Operators such as optimization and automatic generation control (AGC).
DER Agent: is the main responsible entity for individual DER generation units. Monitoring, protection and primary control of the units are handled by DER operators such as power sharing and protection.
IV. PROPOSED MULTI AGENT INFORMATION SYSTEM
This section explains the hardware and data information model of the proposed framework shown in Fig. 3 .
A. IEC 61850 Framework
Self-describing devices and object-oriented peer-to-peer data exchange capabilities are the most significant superiorities of IEC 61850 over the other common standards [28] . Logical nodes (abstract data objects) are the main elements of the IEC 61850 object oriented virtual model, which consists of standardized data and data attributes. The virtual model expresses a physical (logical) device and number of logical nodes [27] .
Each logical node contains data elements (DATA), which are standard and related to logical node functions. Most of the data objects are composed of common data classes (CDC), involving basic data objects, status, control, and measurement. Each data element consists of a number of data attributes with a data attribute type (DAType) which belongs to functional constraints (FC).
B. FIPA Specifications and JADE Platform
Agent communication language (ACL) represents a communicative act or messages intended to perform some action, with precisely defined syntax and semantics [10] , [11] . An agent is an interacting object with its own thread of control that operates autonomously. Fig. 4 shows a representation of a message exchanged between interacting agents. The beginning structure of an ACL message expresses communicative acts such as (inform, request, refuse etc.). Sender and receiver parameters designate the name of the sender and intended recipient agents, respectively. The content involves the object of the action and parameters passed through the message.
The message parameters define the expression of the agent responding to received messages, and which parameter is sent through the message. The JADE (Java Agent Development Framework) platform is based on FIPA specifications which enables to create complex agent based systems with a high degree of interoperability using ACL messages. JADE agent, at its simplest form, is a Java class that extends the core agent class which allows it to inherit behaviors for general management, configuration and registration of agents. The send and receive messages can be implemented by calling basic methods using standard communication protocols and registering in several domains. External software can be integrated by the use of behavior abstraction, which enables a link with (DDS) along with the agent messages.
C. Data Distribution Service (DDS)
The Data Distribution service (DDS) is a standard for data centric communication middleware from object management group (OMG) [29] . The DDS is selected by Smart Grid Interoperability Panel (SGIP) [30] and for open Field Message Bus (OpenFMB) implementation [31] . The DDS utilizes realtime publisher-subscriber (RTPS) mechanism without a message broker scheme which simplifies the communication between different nodes [32] . The DDS is data centric middleware which helps to maintain the focus on the algorithm and control development rather than concerning with the communication and data delivery issues. The utilization of RTPS as wire transfer protocol insures the interoperability between different vendors. For flexible integration with different application DDS provide standard application programming interface API for support C, C++, Java and .NET. The DDS also support Java message service (JMS) middleware allowing sending messages between clients. This enables DDS integration with JADE platform.
DDS provide reliable peer to peer communication for control agents by avoiding message broker. The DDS reach sets quality of service profiles which enable full control and predictable communication performance for each data type. Unlike other communication schemes which apply Quality of service (QoS) policy on the all stream, DDS apply QoS for each individual data type. This feature helps to achieve a predictable network behavior and meet different communication requirements. The QoS policy defines a different set of rules that controls how the data is sent and handled.
Data Availability: This rule controls the availability of the data for a lately joined subscriber and can be set to a volatile or non-volatile option. It sets to volatile, when any publisher publishes or updates any data. Then, all current subscribers receive the updated data at the instance of update. Any subscriber who joins the network after the update instance will not be able to receive the last update. The non-volatile data option forces the DDS infrastructure to make the data available for a lately joined subscriber by storing a local copy of the data. The volatile data option is suitable for periodic data stream, such as voltage measurement. On the other hand, nonvolatile data is suitable for tracking system statues such as circuit breaker and topology configuration.
Life Span: This rule defines how long the old data will be valid. The infrastructure automatically removes the old nonvolatile data which exceeds the defined life span. This QoS rule ensures that the control application does not interact based on old invalid data. Latency Budget: This rule allows defining the priority for the latency sensitive data. The data with a low latency budget is sent ahead of the data with a higher latency budget.
The DDS framework also allows the application of controlling the traffic load by limiting the maximum throughput and peak bursts. It also provides full control over the realtime scheduling policy. DDS supports three different types of scheduling policies: Round-Robin (RR), Earliest Deadline First (EDF) and Highest Priority First (HPF). The RR scheduling distributes the tokens uniformly across all non-empty destination queues. In EDF, scheduling the sample deadline is determined by the latency budget and the time it was written. The priorities are determined by the earliest deadline across all samples. The EDF distributes the token to destination queues in the order of their deadline priorities. If two samples have the same priority, the corresponding queues is served in a RR fashion. In HPF, scheduling the queues is served based on the publication priority. If two samples have equal priorities, the queues is served in RR fashion. The EDF scheduling is used to assign priorities to transmitted samples based on its latency budget and deadline. A benchmark test was performed by transmitting 10,000 messages to meet the real-time latency limitations. During the test, when the receiving node receives the message it transmits it back to sending node. The latency is measured between sending and receiving the message back.
The average latency for one way can be obtained by dividing the measured latency by two. Fig. 5 shows the performance results for the network with unicast communication and the best effort QoS profile. The horizontal axis represents the message size in bytes, while the vertical axis represents the latency in microseconds. The test was repeated for different message rate starting from 50 Msg/s to 1000 Msg/s. The average latency was 243 µs with 90% below 269 µs for the short messages (32 bytes and 1000 Msg/s), which are common for the measurements readings. The low latency and high message rates are suitable for smart grid real-time applications.
DDS is utilized to implement virtual data bus to provide the interoperability layer between different protocols used. For this purpose the IEC 61850 data are mapped to DDS objects. Each IED is presented by data Object with different topics to represent different IEC 61850 data. Let's say the device with a logical name, IED1, is mapped to DDS data object. Each DDS data object can contain several data topics. Each IEC61850 logical node is represented by one or more DDS topic. For example the circuit breaker logical node XCBR has two different types of functional data (statues and position data) for this reason the XCBR is mapped to two different DDS topics: XCBR_ST topic for status data and XCBR_POS topic for position data.
The data parsing between IEC 61850 and DDS is realized using a developed protocol adapter. The protocol adapter is based on an open source library for IEC 61850 (libIEC61850) [33] and the open source library for DDS provided by Real time innovation (RTI) [34] . The protocol adapter shown in Fig. 6 , exchanging the information with IEC 61850 devices in two different ways. First for IEDs, the protocols adapters operate as a client to communicate with IEDs and map the data to the DDS global data space (GDS). After mapping the data to DDS it will be accessible by all application in the same domain as shown in Fig. 4 .
To map the data from DDS to IEC61850 protocol, the adapter operates in a server mode. In this case, the protocol adapter create virtual IEC 61850 server to allow IEC 61850 clients to access the data available in DDS GDS. The protocol adapter can also map GOOSE messages between DDS and IEC61850 domains. For predictable behavior and latency budget especially for critical signal such as GOOSE messages different set of QoS were created to meet each data requirement. The developed protocol adapter can be run on regular computer or embedded appliance to reduce the cost.
In our implementation the protocol adapter is running in Linux based embedded platform with ARM 32bit processor. For mapping the data between multi agent platform JADE and DDS, the protocol adapter uses Java messaging system.
D. Developed Prototype IEDs
The developed IED prototypes are designed to emulate real world hardware with all hardware and software layers. The hardware is based on Sitara AM35xx chip form TI which provide high performance ARM processor and two slave 32bit microcontroller programmable real-time unit (PRU). The main processor is utilized to manage the communication, user interface, data logging and high level software layer. The PRU are utilized to handle hard real time and fast IO operation and data acquisition. Linux is selected as operating systems to manage the HW resources and provide networking stack.
Linux have been chosen considering that it is open source and widely used in modern embedded systems and many commercial IEDs. For DDS implementation an open source library provided by real time innovation RTI is used and compiled to work on the embedded board. For the IEC 61850 the open source C libiec61850 is used. A software application was developed to bridge the information between the IEC 61850 and the DDS domain. All IEDs were connected to the network using standard Ethernet interface.
E. Microgrid Management Test Setup
The hybrid microgrids involve a synchronous generation unit and an inverter based DER. In addition to the local loads which are connected to the point of common coupling of the generation unit, the system has a global load on the main bus. The microgrid has a connection to utility grid which enables both in grid-connected and islanded operation. Operational voltage level of the microgrid is 208 V rms line-to-line, which is the utility voltage level. A 13.8-kVA, 60-Hz, 208-V and 1800 Rpm AC synchronous generator represents a conventional synchronous generation unit. Inverter-based DER is interfaced with AC microgrid via an AC-DC/DC-AC converter to allow bidirectional power flow between AC and DC parts of the microgrid. A 6-kW programmable DC power supply and battery stacks are used to emulate typical renewable energy resources and storage.
V. BEHAVIORAL MODELING AND CASE STUDIES
This section introduces how behavioral modeling of the agents is established through the proposed multi agent framework and the experimental case studies for the validation. The main goal is to illustrate how agents are loosely coupled and interact each other unlike dictating function block schemes, but with an influence of their beliefs. In an event-based IEC 61850 function block, an agent does not have any other choice if an event is invoked and mandate to facilitate an action. However in the proposed framework, an agent performs its own autonomous priorities, and not likely to do tasks just because any other agent demands.
A. Decentralized Hierarchical Control Case Studies
A tertiary level control is demonstrated with an ancillary service for load regulation in the host grid feeder and a secondary level control is demonstrated with an AGC inside a microgrid. In ancillary service use case, AEPSO agent is responsible for safe operation of the grid and the microgrids intend to sell power to host grid. The mutual benefit brings all agents in a social environment to cooperate and achieve a task with proper negotiations. In AGC control use case, microgrid agent is responsible for frequency and voltage control of the microgrid. Similarly, each DER has individual properties such as a cost function and availability. However, the ultimate goal is to keep the microgrid operational values in permissible limits. Fig. 7 presents the case study flow and interaction of specific agents for secondary and tertiary controls. Fig. 8 illustrates behavior modelling of hierarchical agents and ontologies defined for messages of various behaviors.
1) Tertiary Control (Ancillary Service) Case Study:
Microgrids can be utilized to provide ancillary services such as load regulation and reactive power support in distribution feeders. Especially during peak hours, the excessive energy demand may result in overloading of the distribution lines by drawing excessive current. This would result in thermal overheating and voltage drops beyond permissible limits on different parts of the feeder. Microgrids would provide a solution to relieve such overloading problems by contributing with either active or reactive power support.
In this use case, the AEPSO agent and microgrid operator agents are defined in the JADE platform and IEC 61850 logical nodes are utilized. The AEPSO agent is intended to continuously check the critical current flow value from the beginning point of the feeder through the IEC 61850 three phase current measurement CMMXU function block, which is a logical node inherited from MMXU for metering and measurements. When the current flow from the feeder reaches its critical value, the high-alarm node LDO.CMMXU.HiAlm.stVal of the function block becomes high. The Ancillary Service Behavior of the AEPSO is invoked and an ancillary service support Request message is published to microgrid operator agents registered to the directory service (yellow pages). Yellow page is a service mechanism in JADE platform, in which an agent can find other agents providing the services it requires in order to achieve its goals.
The directory facilitator (DF) is the agent that provides yellow page service to the agent platform. The AEPSO agent periodically looks up available operators from the DF agent. The required amount of power is calculated based on exceeding current level on the feeder. The main purpose of AEPSO agent is to purchase required amount of energy with the least cost. The aggregator agent collects the submitted bids and checks for the minimum cost.
Each conventional generator has a quadratic cost function (1) which affects the cost of electricity according to volatile fuel cost for different hours, where "i" unit number, "P" electrical output and "a, b, c" are random varying fuel coefficients.
Renewable resources are coupled with storage devices. Inverter-based storage resources have a simple quadratic function with respect to the current state-of-charge (SOC) of the battery bank (2) . The cost increases parabolically as the SOC reduces. In this study, we assume that the reserved price of a microgrid is the combined function of DERs, where SOCBatt is the state-of-charge of each battery bank, ai is the corresponding constant, Fstorage is the total generation cost of the battery bank and Fmic is the microgrid combined cost function (3).
AEPSO agent requests ancillary service and solicits bids from the available microgrid agents. Microgrids propose service with the prices. AEPSO agent sends accept/reject proposal messages to microgrid agents in return. Then, the qualifying agent replies with the confirmation message. As the result of negotiations, the microgrid agent which is qualified to provide ancillary service, enables the synchronization behavior. The synchronizer behavior is defined as the IEC 61850 synchronism check (RSYN) logical node of the IEDs and not defined in JADE platform. The synchronizer continuously checks the condition across the circuit breakers from bus and line regions of the power system and gives the permission to close the circuit breaker when the synchronization conditions are satisfied. Synchronization permission and circuit breaker closing signal is subject to frequency, phase angle difference and voltage values from both sides of the circuit breaker where f is the frequency, φ is phase angle difference, and T is the time duration (4). Fig. 9 (a)-(b) shows frequency and phase angle difference of AEPSO and microgrid. The figures cover 30 seconds of the synchronization process. Initially, the microgrid is operating at 61 Hz. From the 35 th to 65 th second, the generator output frequency decreased manually by decresing the applied torque to the generator shaft from the governor. At the 70 th second, AEPSO and microgrid frequency match, thus the synchronizer switch is closed. At the 76 th second, the applied torque to generator shaft is increased to deliver more power to the system. Fig. 8 (b) shows the phase angle difference between AEPSO and microgrid bus voltages. As synchronization occurs at the 70 th second, the phase angle difference decreases to a value almost equal to zero. This shows that the microgrid is synchronized to host grid.
2) Secondary Control (Islanding and AGC) Case Study: A microgrid can operate in grid-connected and islanded mode. In grid-connected operation mode, DER units operate in gridfeeding mode which exports constant active and reactive power. Frequency and voltage regulation is handled by host grid. However, in islanded operation, a microgrid must be able to regulate internal frequency and voltage with a proper control. Droop control is the commonly accepted operation for power sharing among DERs in a microgrid. In the droop control scheme, the frequency can deviate from the nominal value based on loading conditions. Selecting one of the DER units to enable secondary control to restore the frequency to nominal value is a common practice in islanded operation. In this case, when overloading subsides and the microgrid starts to draw power from the host grid, AEPSO sends ancillary service suspension request to utility connected microgrid. Upon receiving request, microgrid gets disconnected from the host grid. Microgrid operator agent requests DER operator agents to serve as frequency regulator unit to restore the system frequency to nominal level by activating AGC based secondary control behavior. DERs submit their interest with proposal messages along with the generation costs at that specific time according to cost functions in equations (1) and (2) . In this case, inverter-based DER is qualified to enable AGC to restore the system frequency.
Since prior to separation, the microgrid was importing power from the host grid, during the islanding situation, an immediate microgrid frequency dip is detected due to the power imbalance. The active power imbalance introduces frequency deviation in islanded microgrid (5) , where H tot is the total inertia, f n is the nominal frequency, and f s is the system frequency.
The islanding detection behavior is defined as IEC 61850 FRPRQ node which inherits from PTOF frequency protection logical node [35] . A consecutive islanding detection algorithm is used to enable islanding detection which senses under/over frequency setting initially, then the frequency gradient is compared to set value. When islanding is detected, the microgrid operator enables DER operators to switch operation to droop control to enable accurate power sharing.
Droop based primary control deviates the frequency from the nominal value according to the system loading conditions. AGC based secondary control is used to restore system frequency to nominal value. A common way to implement AGC in power systems is to implement a proportional-integral (PI) controller. An Area control error (ACE) in a power system is given as (6) , where B is the frequency bias factor, P T is the deviation of active power balance in area, and P AGC is the control command to be sent to the governor. β 1 and β 2 are the PI control coefficients. 
B. Consensus-Based Distributed Economic Dispatch
In this case study, we have adopted a two-level distributed economic dispatch method from literature using the incremental cost consensus strategy to successfully demonstrate the distributed control capability of the proposed framework [41] , [42] . Consensus algorithm is applied to multi-agent systems to reach an agreement through information exchange between neighboring agents in the network. For this case study, same DER cost functions as in (1) and (2) are used. The incremental costs of the DERs are defined as (7), where ri is the incremental cost of DER unit i [43] :
In this work, we neglected the generation capacity constraints and transmission losses for simplicity. While P D is the total power demand, when the incremental cost reaches equality, the incremental cost of the common optimal point r opt becomes as (8) [44] : The meshed microgrid network was constructed as shown in Fig. 11 . The network is a dynamic undirected graph G = (V(t), E(t)) with the set of nodes V(t) = {1, 2, . . . , n} and edges E(t) ⊆ V(t)xV(t). The neighbors of the agent i are denoted by N(t) = {j ∈ V(t) : (i, j) ∈ E}. The set of edges, and set of neighbors of every agent in a dynamic graph is time-varying. Diagonal matrix is Di, j := {deg(υi), if i = j; 0 otherwise} contains the degree information of each vertex. The adjacency matrix A = [aij] ∈ R nxn represents the nonnegative weights as (9) that any node i conveys to communications received from node j, granted j ∈ Ni otherwise a ij = 0. A linear system in an undirected graph (aij = aji for all i, j). 
The representation of a consensus algorithm guarantees the convergence to a collective decision via distributed agent communication if the adjacent matrix is left stochastic. It yields sum of state of all nodes is an invariant quantity [41] .
The Metropolis Rule (11) is used for assigning weights, as it is doubly-stochastic (both row and column, or left and right, stochastic). It has been shown that it guarantees stability and adaptation to topology changes with a near-optimal performance. In other words, the weights from i to j depends on the maximum number of neighbors either node has, and self-weight brings the total of each row (and column) in A to 1.
Two levels of the economic dispatch consensus protocol run simultaneously. First level is the information sharing to estimate P D power mismatch in the microgrid. The second level is used to reach a consensus on where all incremental costs must be equal to Lagrange multiplier r opt [41] . The updating rules of neighboring agents coordination is: 
In this use case, only distributed DER agents' cooperate without any hierarchy. The microgrid shown in Fig. 11 , transitions from grid-connected operation to islanded operation mode unintentionally. During the transition, a power mismatch P D prevails inside the microgrid. Each DER implements instantaneous magnitude of active power measurement logical node LDO.PMMUX.W.instMag for reaching to a consensus for the instantaneous P D power mismatch in the microgrid as per (15) . Economic dispatch behavior is implemented in JADE platform to converge a common optimal incremental cost of the DERs. Once the optimal points are determined (converged), the optimal power references are known by each DER agent. Accordingly, each DER agent adjusts its power generation. Fig. 12 (a) illustrates the robustness of frequency and voltage recovery before and after islanding transition. Fig. 12 (b) shows the power outputs of the DERs as per the distributed economic dispatch algorithm solution.
VI. CONCLUSION
This paper presented a comprehensive testbed and am overview of development and application of real-world multiagent systems for decentralized and distributed control in smart grids. Behavioral modeling of the autonomous agents was presented and interoperability issues were discussed along with the standard data protocols. A state-of-the-art testbed was introduced to demonstrate the capabilities of the proposed multiagent testbed framework with case studies on decentralized hierarchical and distributed microgrid control. It has been shown that the proposed framework can be easily scaled and reconfigured for all smart grid domains.
Future work will investigate cyber-physical security and privacy issues of multi-agent systems. Attack scenarios and intrusion tolerance of the multiagent system will be investigated through a cyber physical approach.
