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Re´sume´
La machine asynchrone d’induction, associe´e a` un convertisseur statique de
fre´quence ou directement sur le re´seau, est la plus re´pandue dans l’industrie. La
mode´lisation de son comportement dynamique peut s’effectuer de fac¸on simple par
circuits e´lectriques e´quivalents a` e´le´ments fixes. Cette me´thode ne prend pas en
compte le comportement fre´quentiel de la machine. Les courants de Foucault dans
les barres rotoriques induisent en effet de fortes variations tant de l’inductance que
de la re´sistance du rotor.
Ce phe´nome`ne, appele´ « effet de peau » est un phe´nome`ne physique a` caracte`re
diffusif. Son comportement est donc mode´lisable de fac¸on compacte en faisant appel
a` la de´rive´e fractionnaire (ordre non entier).
Le me´moire, dans sa premie`re partie, analyse the´oriquement le phe´nome`ne e´lec-
tromagne´tique sur une barre rotorique isole´e avant d’aborder le rotor dans son en-
semble. Cette analyse est confirme´e par les re´sultats issus des calculs nume´riques
du champ magne´tique.
Ces re´sultats de simulation sont exploite´s pour identifier un mode`le d’ordre
non entier de la machine (me´thode d’identification de Levenberg-Marcquardt). Les
re´sultats obtenus pre´sentent une excellente concordance sur une large bande de
fre´quence (6 de´cades).
Dans une deuxie`me partie, le mode`le est confronte´ a` une identification a` par-
tir de re´sultats expe´rimentaux. Il faut souligner la grande difficulte´ que pre´sente
l’extraction du comportement rotorique a` partir des seuls courants et tensions sta-
toriques accessibles. Les re´sultats confirment la qualite´ du mode`le.
Dans sa dernie`re partie, en vue de simulations temporelles, le me´moire pre´sente
une me´thode automatique de passage a` un mode`le dynamique approche´ d’ordre
entier sur une gamme de fre´quence et un e´cart admissible pre´de´finis.
Mots cle´s
machine asynchrone - cage d’e´cureuil - effet de peau - ordre non entier - iden-
tification - Levenberg-Marquardt - Park non entier - Pseudo-flux
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abstract
Induction machine is most widespread in industry. Its traditional modeling does
not take into account the eddy current in the rotor bars which however induce
strong variations as well of the resistance as of the resistance of the rotor.
This diffusive phenomenon, called “skin effect” could be modeled by a compact
transfer function using fractional derivative (non integer order).
This report theoretically analyzes the electromagnetic phenomenon on a single
rotor bar before approaching the rotor as a whole. This analysis is confirmed by
the results of finite elements calculations of the magnetic field, exploited to iden-
tify a fractional order model of the induction machine (identification’s method of
Levenberg-Marquardt). Then, the model is confronted with an identification of
experimental results.
Finally, an automatic method is carried out to approximate the dynamic model
by integer order transfer function on a frequency band.
Keywords
induction machine - squirrel cage - skin effect - fractional order - identification
- Levenberg-Marquardt - non integer Park’s model - Pseudo-flux
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Notations, symboles et constantes
physiques
Chapitre 1
Symbole Unite´ Description
a m Largeur de la barre
f Hz Fre´quence
h m Hauteur de barre
iz A Courant instantane´ le long de l’axe ~z
j 1 Variable complexe
k 1 Facteur homothe´tique
l m Longueur de barre
m 1 Facteur re´cursif entre deux fre´quences de simulation
successives
n 1 Ordre de de´rivation
t s Variable temporelle
x, y, z m Variables spatiales
~A T.m Potentiel vecteur magne´tique
~B T Vecteur induction magne´tique
~E V.m−1 Vecteur champ e´lectrique
~H Wb Vecteur champ magne´tique
~J A.m−2 Vecteur densite´ de courant
L H Inductance
Lcc H Inductance en continu
~P V.A Vecteur de Poynting
R Ω Re´sistance
Rcc Ω Re´sistance en continu
X Ω Re´actance
Y S Admittance complexe
Z Ω Impe´dance complexe
1
2 Notations, symboles et constantes physiques
Symbole Unite´ Description
δ m E´paisseur de peau
ε0 =
1
36pi
10−9 F.m−1 Permittivite´ du vide
φ rad De´phasage
µ0 = 4pi.10
−7 H.m−1 Perme´abilite´ du vide
µr 1 Perme´abilite´ relative du mate´riau
σ (Ω.m)−1 Conductivite´ e´lectrique d’un conducteur.
ω rad.s−1 Pulsation
ξ 1 Hauteur virtuelle
Chapitre 2
a m Largeur de la barre
f Hz Fre´quence
h m Hauteur de barre
ir A Courant rotorique
i
′
r A Courant rotorique dans un sche´ma e´quivalents a`
pertes totalise´es au rotor
is A Courant statorique
is0 A Courant magne´tisant
j 1 Variable complexe
K0 S Gain statique du mode`le de l’admittance
l0 H Inductance magne´tisante
lN H Dispersion inductive e´quivalente
lp H Dispersion inductive totalise´e au rotor
lpr H Dispersion inductive rotorique
lps H Dispersion inductive statorique
lr H Inductance propre rotorique
ls H Inductance propre statorique
msr H Inductance mutuelle stator-rotor
n 1 Ordre non entier du mode`le de l’admittance
rr Ω Re´sistance rotorique
rs Ω Re´sistance statorique
vr V Tension instantane´e rotorique
vs V Tension instantane´e statorique
~A T.m Potentiel vecteur magne´tique
H S Module de l’admittance complexe (processus)
H∗ S Module de l’admittance complexe (mode`le)
Notations, symboles et constantes physiques 3
Symbole Unite´ Description
J 1 Crite`re
J
′
1 Gradient
J
′′
1 Hessien (ou pseudo-hessien)
Y S Admittance complexe (processus)
Y ∗ S Admittance complexe (mode`le)
Zmes Ω Impe´dance mesure´e vue du stator
Znr Ω Impe´dance d’ordre non entier
Z
′n
r Ω Impe´dance e´quivalente d’ordre non entier
I 1 Matrice identite´
ε S Erreur entre mode`le et processus
φ rad Argument de l’admittance complexe (processus)
φ∗ rad Argument de l’admittance complexe (mode`le)
Φr Wb Flux rotorique
Φs Wb Flux statorique
µi 1 Coefficient de relaxation mathe´matique
σθ - Vecteur des fonctions de sensibilite´
θ - Vecteur de parame`tres
θopt - Vecteur de parame`tres optimal
ω rad.s−1 Pulsation
ωn rad.s
−1 Pulsation de coupure du poˆle d’ordre non entier
ωp... rad.s
−1 Pulsation de coupure d’un poˆle d’ordre entier
ωz... rad.s
−1 Pulsation de coupure d’un ze´ro d’ordre entier
Chapitre 3
e V Force e´lectromagne´tique
f Hz Fre´quence
ir A Courant rotorique
i
′
r A Courant rotorique dans un sche´ma e´quivalents a`
pertes totalise´es au rotor
is A Courant statorique
is0 A Courant magne´tisant
j 1 Variable complexe
K0 S Gain statique du mode`le de l’admittance
lN H Dispersion inductive e´quivalente
lr H Inductance propre rotorique
ls H Inductance propre statorique
4 Notations, symboles et constantes physiques
Symbole Unite´ Description
mrr H Inductance mutuelle rotor-rotor
msr H Inductance mutuelle stator-rotor
mss H Inductance mutuelle stator-stator
n 1 Ordre non entier du mode`le de l’admittance
p 1 Nombre de paires de poˆles
vr V Tension instantane´e rotorique
vs V Tension instantane´e statorique
H S Module de l’admittance complexe (processus)
H∗ S Module de l’admittance complexe (mode`le)
[Ir]abc A Vecteur de courants rotoriques triphase´
[Ir]dq A Vecteur de courants rotoriques diphase´
[Is]abc A Vecteur de courants statoriques triphase´
[Is]dq A Vecteur de courants statoriques diphase´
J 1 Crite`re
J
′
1 Gradient
J
′′
1 Hessien (ou pseudo-hessien)
[Lr] H Matrice d’inductances rotoriques
Lr H Inductance cyclique rotorique
[Ls] H Matrice d’inductances statoriques
Ls H Inductance cyclique statorique
[Msr] H Matrice d’inductances mutuelles
Msr H Inductance mutuelle stator-rotor du mode`le de
Park
[P (θ)] 1 Matrice de transformation Park
Rr Ω Re´sistance rotorique
Rs Ω Re´sistance statorique
[Vr]abc V Vecteur de tensions rotoriques triphase´
[Vr]dq V Vecteur de tensions rotoriques diphase´
[Vs]abc V Vecteur de tensions statoriques triphase´
[Vs]dq V Vecteur de tensions statoriques diphase´
Y S Admittance complexe (processus)
Y ∗ S Admittance complexe (mode`le)
Zmes Ω Impe´dance mesure´e vue du stator
Znr Ω Impe´dance d’ordre non entier
Z
′n
r Ω Impe´dance e´quivalente d’ordre non entier
I 1 Matrice identite´
α rad Angle entre stator et rotor
ε S Erreur entre mode`le et processus
φ rad Argument de l’admittance complexe (processus)
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Symbole Unite´ Description
φ∗ rad Argument de l’admittance complexe (mode`le)
Φr Wb Flux rotorique
[Φr]abc Wb Vecteur de flux rotoriques triphase´
[Φr]dq Wb Vecteur de flux rotoriques diphase´
Φ
′
r Wb Pseudo-flux rotorique[
Φ
′
r
]
dq
Wb Vecteur de pseudo-flux rotoriques diphase´
Φs Wb Flux statorique
[Φs]abc Wb Vecteur de flux statoriques triphase´
[Φs]dq Wb Vecteur de flux statoriques diphase´
µi 1 Coefficient de relaxation mathe´matique
σθ - Vecteur des fonctions de sensibilite´
θ - Vecteur de parame`tres
θopt - Vecteur de parame`tres optimal
θr rad Angle entre le rotor et l’axe d
θs rad Angle entre le stator et l’axe d
ω rad.s−1 Pulsation
ωn rad.s
−1 Pulsation de coupure du poˆle d’ordre non entier
ωp... rad.s
−1 Pulsation de coupure d’un poˆle d’ordre entier
ωz... rad.s
−1 Pulsation de coupure d’un ze´ro d’ordre entier
Ω rad/s Pulsation de rotation
Chapitre 4
im A Courant magne´tisant
lN H Inductance de fuites constante
n 1 Ordre non entier du mode`le de l’admittance
vα V Tension de commande de l’onduleur
Imes A Courant mesure´
Icons A Courant sinusoidal de consigne
I= A Courant continu de consigne
KI 1 Gain du correcteur PI
Ls H Inductance cyclique statorique
Ns tr/mns Vitesse de synchronisme
R0 Ω Re´sistance en continu du mode`le d’ordre non entier
Rr Ω Re´sistance rotorique
Rs Ω Re´sistance statorique
Vmes V Tension mesure´e
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Symbole Unite´ Description
Y S Admittance complexe (processus)
Y ∗ S Admittance complexe (mode`le)
Zmes Ω Impe´dance mesure´e vue du stator
Zr Ω Impe´dance rotorique
Za Ω Impe´dance d’entre´e de la machine asynchrone
α1, α2, α3, α4 - Ordres de commande des interrupteurs
ϕ Wb Flux magne´tique
τI s Constante de temps du correcteur PI
ωn rad.s
−1 Pulsation de coupure du poˆle d’ordre non entier
Ωs rad/s Pulsation de synchronisme
Chapitre 5
ai,bj - Coefficients polynoˆmiaux
e(t),E(p) - Entre´e
f Nm.s/rad Coefficient de frottements
h - Pas d’e´chantillonnage
ir A Courant rotorique
is A Courant statorique
j 1 Variable complexe
k - E´chantillon
lN H Dispersion inductive e´quivalente
n 1 Ordre non entier du mode`le de l’admittance
p 1 Nombre de paires de poˆles
q−1 - Ope´rateur retard
s(t),S(p) - Sortie
vr V Tension instantane´e rotorique
vs V Tension instantane´e statorique
Cem Nm Couple e´lectromagne´tique
Cr Nm Couple re´sistant
Dn - Ope´rateur de´rive´e ge´ne´ralise´ d’ordre non entier
G0 1 Gain statique
J kg.m2 Inertie
K0 S Gain statique du mode`le de l’admittance
Ls H Inductance cyclique statorique
[Msr] H Matrice d’inductances mutuelles
N 1 Nombre de cellules e´le´mentaires
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Symbole Unite´ Description
Rr Ω Re´sistance rotorique
Rs Ω Re´sistance statorique
Y S Admittance complexe (processus)
Y ∗ S Admittance complexe (mode`le)
Zmes Ω Impe´dance mesure´e vue du stator
Znr Ω Impe´dance d’ordre non entier
α, η, δ 1 Coefficients re´cursifs
γi, γ
′
i rad.s
−1 Pulsations re´cursives
νi, ν
′
i rad.s
−1 Pulsations re´cursives
ω rad.s−1 Pulsation
ωi, ω
′
i rad.s
−1 Pulsations re´cursives
ωn rad.s
−1 Pulsation de coupure du poˆle d’ordre non entier
τ s Constante de temps
τm s Constante de temps me´canique
Φr Wb Flux rotorique
Φ
′
r Wb Pseudo-flux rotorique
Φs Wb Flux statorique
Ω rad/s Pulsation de rotation

Introduction ge´ne´rale
Les effets de fre´quence dans les machines asynchrones sont connus depuis long-
temps. Les barres profondes et les doubles cages exploitent ce phe´nome`ne pour
le de´marrage direct sur le re´seau. les mode´lisations traditionnelles utilisent des
ordres entiers par l’interme´diaire de 2 circuits compose´s des e´le´ments e´lectriques
re´sistances et inductances supple´mentaires en paralle`les (1969 [Kos69]). Cependant,
le proble`me restait pose´ de la mesure des parame`tres correspondants.
L’alimentation a` fre´quence variable a` partir de convertisseurs statiques a
conduit a` rechercher un mode`le dynamique plus pre´cis incluant le phe´nome`ne.
On ne se limite alors plus a` 2 e´le´ments en paralle`les au rotor mais a` un re´seau
e´chelle constitue´ d’inductances et de re´sistances en paralle`les (collaboration entre
le LEEI (Toulouse) et le LAII (Poitiers)). H.Kabbaj [Kab97] (LEEI) a montre´
d’une part la validite´ de la repre´sentation et d’autre part la difficulte´ d’identifier
les parame`tres du re´seau e´chelle en les conside´rant comme inde´pendants. Or, ces
parame`tres traduisent le phe´nome`ne physique de diffusion (E.D.P. de Maxwell) qui
implique qu’ils ne sont pas inde´pendants d’un re´seau a` l’autre. Cela induit qu’il ne
faut pas identifier les parame`tres (L,R), mais leurs de´pendances.
A` Bordeaux, dans un tout autre domaine, A.Oustaloup [Ous95] a baˆti un
ensemble mode´lisation-commande base´ sur la de´rivation ge´ne´ralise´e d’ordre non
entier. Ces travaux ont montre´ l’excellence de cette approche pour le traitement
des phe´nome`nes physiques diffusifs : digues poreuses,. . . La particularite´ commune
a` tous ces phe´nome`nes est de s’exprimer mathe´matiquement par une e´quation de
diffusion de la forme :
∂2f(x, t)
∂x2
=
∂f(x, t)
∂t
A.Oustaloup a surtout applique´ cette me´thode dans le cadre de l’automa-
tique pour la synthe`se de commandes robustes d’ordre non entier (CRONE) :
suspension CRONE, re´gulateurs,. . . Pour la synthe`se de cette commande robuste,
A.Oustaloup a e´labore´ une me´thode base´e sur une approximation par poˆles et
ze´ros d’ordres entiers avec facteurs de re´cursivite´s.
L’ide´e de l’application de la de´rivation d’ordre non entier a` la mode´lisation
des courants de Foucault est alors apparue dans son e´vidence pour les e´quipes
de LEEI (Toulouse), du LEG (Grenoble) et du LAII (Poitiers). Les the`ses de
T.Khaorapapong [Kha01] et D.Riu [Riu01] ont de´bute´ simultane´ment dans deux
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directions diffe´rentes : ordre non entier libre pour T.Khaorapapong et ordre 0, 5
pour D.Riu. Cet ordre 0, 5 repre´sente rigoureusement l’ordre asymptotique the´o-
rique du processus. En pratique, l’objectif n’est peut-eˆtre pas d’eˆtre strictement
conforme a` la the´orie mais d’obtenir un mode`le le plus pre´cis possible sur une
gamme de fre´quence utile. Le travail de T.Khaorapapong a e´te´ conduit sur une
barre rotorique seule et a montre´ que l’ordre identifie´ sur une bande limite´e de
fre´quence est de´pendant de la forme de la barre. Ce travail a e´galement montre´
la qualite´ de l’approche dans le domaine fre´quentiel, mais limite´ a` une barre, sans
confirmation expe´rimentale, et avec l’inconve´nient d’une repre´sentation peu pro-
bante aux basses fre´quences pour certains des mode`les de´veloppe´s.
Le travail qui m’a e´te´ propose´ portait principalement sur l’e´laboration d’un
mode`le complet de la machine asynchrone incluant une repre´sentation d’ordre non
entier du rotor, et capable d’inclure le mode`le traditionnel valable aux basses
fre´quences. Ce mode`le tout d’abord identifie´ par calculs de champs devait eˆtre
confirme´ par une campagne de mesures expe´rimentales. Il faut souligner qu’il ne
m’avait pas e´te´ cache´ la grande difficulte´ d’extraire le phe´nome`ne diffusif pre´sent
au sein du rotor a` partir des seules informations statoriques accessibles : courants
et tensions.
De fac¸on ge´ne´rale, le mode`le d’ordre non entier est une repre´sentation para-
me´triquement compacte du comportement dynamique de la machine asynchrone
a` cage. Pour la simulation temporelle, il pre´sente l’inconve´nient de ne pas pou-
voir eˆtre repre´sente´ par un algorithme nume´rique sous formes d’e´quations discre`tes
re´currentes a` profondeur finie fixe (ordre entier). La forme nume´rique de la de´riva-
tion d’une fonction a` un instant t donne´ ne´cessite la prise en compte des valeurs
de cette fonction a` tous les instants du passe´. Il m’a donc e´te´ demande´ d’e´laborer
une me´thode de construction automatique d’un mode`le d’ordre entier inspire´ de la
re´cursivite´ a` partir du mode`le fre´quentiel d’ordre non entier identifie´.
Chapitre 1
Mode´lisation d’une barre
rectangulaire
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1.1 Introduction
Lorsqu’un conducteur massif est soumis a` un courant dont la fre´quence est
non nulle, la densite´ de courant le parcourant est non homoge`ne sur sa section.
Ce phe´nome`ne de diffusion est nomme´ « effet Kelvin » , plus connu sous le terme
« d’effet de peau ». Cette seconde de´finition est plus explicite du fait que plus la
fre´quence augmente, plus le courant a` tendance a` se concentrer sur la pe´riphe´rie du
conducteur, formant ainsi une pellicule surfacique. L’augmentation de la re´sistance
du conducteur lorsque la fre´quence augmente est la conse´quence la plus connue
de ce phe´nome`ne ; Ce n’est cependant pas la seule. En effet, une seconde conse´-
quence est la diminution de l’inductance lorsque la fre´quence augmente. Dans ce
chapitre, il nous a paru ne´cessaire de commencer notre e´tude par un mode`le analy-
tique connu : c’est le cas d’une barre rectangulaire [Alg70, Juf79, Pe´r91]. Il permet
d’introduire l’e´paisseur de peau et de poser les premie`res hypothe`ses d’e´tudes. Ce
cas simple permet e´galement l’e´tude analytique des variations de parame`tres duˆes
a` une homothe´tie ge´ome´trique.
De plus, les re´sultats issus de cette e´tude offrent une base de comparaison so-
lide pour re´aliser et valider les simulations par e´le´ments finis. En effet, un outil
nume´rique de calculs de champs s’ave`re ne´cessaire de`s lors que l’on souhaite ca-
racte´riser des ge´ome´tries de barres plus complexes [Kha01]. Dans un dernier point,
nous tentons d’appliquer les me´thodes utilise´es pour la barre rectangulaire a` une
forme de barre issue d’un moteur industriel.
1.2 E´tude analytique
1.2.1 Hypothe`ses d’e´tudes
La de´termination des expressions analytiques des e´le´ments constitutifs d’un
conducteur massif repre´sentant une barre rotorique implique plusieurs hypothe`ses.
Les axes font re´fe´rence a` la figure 1.1 [Kab97] :
– Le conducteur est suppose´ infiniment long selon les directions ~x et ~z. Le but
de cette hypothe`se est de ne´gliger les effets de bord. Cela signifie que toutes
les grandeurs e´lectromagne´tiques e´tudie´es sont constantes sur ces axes ;
– Dans la grande majorite´ des machines, le circuit magne´tique du stator ainsi
que du rotor sont constitue´s de toˆles lamine´es, isole´es entres elles et empile´es
paralle`lement au plan (~x~y). Cette constitution implique que les toˆles ne sont
pas conductrices suivant l’axe ~z ;
– L’e´tude est mene´e en conside´rant l’approximation des re´gimes quasi-
stationnaires (∂
~E
∂t
= 0) ;
– La perme´abilite´ relative du fer est de plusieurs milliers de fois supe´rieure a`
celle de l’air, du cuivre ou de l’aluminium. Elle sera suppose´e infinie (µr →
∞).
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1.2.2 Re´partition de la densite´ de courant
1.2.2.1 Position du proble`me
Dans un premier temps, attachons nous a` montrer l’existence de l’effet de
peau dans une barre rectangulaire. Pour y parvenir, imaginons une plaque consti-
tue´e d’un mate´riau conducteur massif (cuivre, aluminium,...) dont l’e´paisseur est
constante et la surface infinie. Cette plaque est juxtapose´e a` du fer au niveau de
sa partie infe´rieure et a` de l’air pour sa partie supe´rieure. La repre´sentation d’une
coupe est illustre´e par la figure 1.1. Imaginons dans cette plaque une barre rectan-
gulaire de hauteur h, de largeur a et de longueur infinie. Le mate´riau est parcouru
par un courant iz(t) suivant l’axe ~z. Il est donc e´vident qu’au vue de la structure
ge´ome´trique de la plaque, la densite´ de courant en un point ne de´pend que de la
coordonne´e y de ce point.
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Fig. 1.1 – Barre rectangulaire noye´e dans un conducteur massif
Le courant total parcourant la barre varie sinuso¨ıdalement en fonction du temps
avec une pulsation ω et une amplitude Iˆz :
iz(t) = Iˆz cos(ωt) (1.1)
1.2.2.2 L’effet miroir
Soumettons cette barre a` ce qu’appelle M. JUFER l’effet miroir [Juf79]. Il
s’agit en fait de reproduire exactement les meˆmes phe´nome`nes e´lectromagne´tiques
selon une syme´trie planaire par rapport a` la surface infe´rieure du fer. A` partir
des hypothe`ses e´nonce´es au paragraphe pre´ce´dent, en particulier du fait que la
perme´abilite´ du fer est suppose´e infinie, il est possible de faire tendre l’e´paisseur
du fer vers ze´ro sans que la densite´ de courant a` l’inte´rieur de la barre ne soit
modifie´e. Les deux barres ne seront donc plus isole´es entre elles suivant l’axe ~y et
pourront eˆtre assimile´es comme e´tant une seule barre, tout en gardant a` l’esprit que
seule la moitie´ supe´rieure nous inte´resse. Conside´rons que chacune des deux barres
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est parcourue par un courant e´gal a` iz(t). La puissance active dissipe´e sous forme de
pertes Joule permet d’identifier la re´sistance de la barre. Quant a` l’inductance, ou
plus pre´cise´ment la re´actance, elle est de´termine´e a` partir de la puissance re´active.
La figure 1.2 repre´sente l’effet miroir.
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Fig. 1.2 – Effet miroir et disparition du fer
1.2.2.3 E´paisseur de peau
En tenant compte de l’hypothe`se d’un re´gime quasi-stationnaire, e´crivons et
appliquons les e´quations de Maxwell au cas pre´sent :
Div
(
~E
)
=
1
σε0
(1.2a)
Div
(
~B
)
= 0 (1.2b)
−−→
Rot
(
~E
)
= −∂
~B
∂t
(1.2c)
−−→
Rot
(
~B
)
= µ0
(
~J + ε0
∂ ~E
∂t
)
= µ0 ~J (1.2d)
Le vecteur densite´ de courant ~J est coline´aire au courant impose´ iz(t). L’hy-
pothe`se selon laquelle les longueurs sont infinies suivant les axes ~x et ~z permet
d’affirmer que cette densite´ de courant ne de´pend que de y et du temps t.
~J =

0
0
Jz(y, t)
(1.3)
Le courant iz(t) e´tant cosinuso¨ıdal en fonction du temps, la densite´ de courant
est de la meˆme forme. L’influence de la position en y se traduit par un de´phasage
et une amplitude qui varient en fonction de y. La composante z de la densite´ de
courant peut alors s’e´crire de la manie`re suivante.
Jz(y, t) = Jz(y) cos (ωt+ φ(y)) (1.4)
1.2. E´tude analytique 15
Soit sous forme complexe :
Jz(y, t) = Jz(y) exp (jωt+ jφ(y)) (1.5)
=
[
Jz(y) exp (jφ(y))
]
exp(jωt) (1.6)
= Jz(y) exp(jωt) (1.7)
La variation de ~J en fonction de la position y se de´duit du calcul du Laplacien
de la densite´ de courant. En effet :
~∆ ~J =

0
0
∂2Jz(y, t)
∂y2
(1.8)
~∆ ~J =
−−−→
Grad
(
Div
(
~J
))
−−−→Rot
(−−→
Rot
(
~J
))
= σµ0

0
0
∂Jz(y, t)
∂t
(1.9)
Identifions les deux expressions du Laplacien de´termine´es ci-dessus :
∂2Jz(y, t)
∂y2
= σµ0
∂Jz(y, t)
∂t
(1.10)
∂2Jz(y)
∂y2
exp jωt = jωσµ0Jz(y) exp jωt (1.11)
L’e´quation ainsi mise en forme repre´sente une e´quation diffe´rentielle du second
ordre dont la solution s’e´crit :
Jz(y) = A exp(βy) +B exp(−βy) (1.12)
ou` le coefficient β est :
β = (1 + j)
√
ωµ0σ
2
=
(1 + j)
δ
(1.13)
Le coefficient δ est appele´ e´paisseur de peau ou profondeur de pe´ne´tration.
Multiplie´e par la largeur du mate´riau, cela correspond a` une surface dans laquelle
se concentre plus des deux tiers du courant total (1 − e−1). Son expression est la
suivante :
δ =
√
1
µ0σpif
ou` f =
ω
2pi
(1.14)
L’e´paisseur de peau de´pend de la fre´quence f , mais e´galement de la conduc-
tivite´ σ du mate´riau utilise´. Elle est repre´sente´e sur la figure 1.3 pour deux ma-
te´riaux classiquement utilise´s dans les moteurs asynchrones : l’aluminium dont la
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conductivite´ est e´gale a` 34, 45 106 S.m−1 et le cuivre dont la conductivite´ est e´gale
a` 59 106 S.m−1.
Remarquons au passage que l’e´quation (1.10) est sous forme d’e´quation de
diffusion, confirmant le fait que l’effet de peau est bien un phe´nome`ne diffusif.
10−2 10−1 100 101 102 103 104
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Fig. 1.3 – E´paisseur de peau en fonction de la fre´quence
1.2.2.4 Densite´ de courant
La figure 1.3montre que plus la fre´quence est e´leve´e, plus la densite´ de courant
se concentre sur une faible e´paisseur. Cela reste valable quelque soit le mate´riau
conducteur utilise´. Cette e´paisseur de peau n’est cependant qu’une repre´sentation
qualitative de la re´partition de la densite´ de courant. Pour la de´terminer quanti-
tativement en fonction de la hauteur h, les expressions des coefficients complexes
A et B doivent eˆtre connues. Par raison de syme´trie par rapport au plan (~x~z), on
peut e´crire que Jz(y) est e´gal a` Jz(−y), d’ou` :
A = B =
C
2
(1.15)
La composante z de la densite´ de courant peut alors eˆtre re´e´crite sous la forme
suivante :
Jz(y) = C
exp(βy) + exp(−βy)
2
= C cosh(βy) (1.16)
Afin de de´terminer la valeur litte´rale de la constante C, inte´grons l’amplitude
de la densite´ de courant Jz(y) sur la section (S) du conducteur de largeur a et de
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hauteur h. Le re´sultat peut alors eˆtre compare´ a` l’amplitude du courant total Iˆ
traversant une barre.
Iˆ =
∫∫
(S)
Jz(y)dxdy = a
+h∫
0
Jz(y)dy = a
[
C
sinh(βy)
β
]+h
0
=
aC
β
sinh βh (1.17)
De ce re´sultat, nous pouvons extraire l’expression litte´rale de la constante C :
C =
βIˆ
a sinh(βh)
(1.18)
Remplac¸ons C dans l’expression de l’amplitude de la densite´ de courant pre´-
sente´e par l’e´quation 1.16. Finalement, la re´partition de la densite´ de courant en
fonction du temps t et de la hauteur y s’exprime sous la forme complexe suivante :
Jz(y, t) =
βIˆ
a sinh(βh)
cosh(βy) exp(jωt) (1.19)
Cette expression montre que pour une fre´quence donne´e (soit un β donne´),
l’amplitude de la densite´ de courant e´volue en cosinus hyperbolique en fonction de
la position y.
1.2.2.5 Validation de la densite´ de courant en continu
Afin de ve´rifier la validite´ de cette expression, e´tudions son comportement
lorsque la fre´quence de fonctionnement est nulle. En continu, la densite´ de cou-
rant doit se re´partir uniforme´ment a` l’inte´rieur du mate´riau. Son amplitude doit
donc eˆtre e´gale au courant total divise´ par la section (a × h). β est proportionnel
a` la racine carre´e de la fre´quence, ce qui signifie que :
lim
β→0
Jz(y) = lim
ω→0
Jz(y) (1.20)
Utilisons les de´veloppements limite´s de cosh et de sinh au voisinage de ze´ro :
lim
β→0
Jz(y) = lim
β→0
Iˆ
a 1
β
cosh(βy)
sinh(βh)
= lim
β→0
Iˆ
a 1
β
1 +
(βy)2
2!
+
(βy)4
4!
+ . . .+
(βy)2n
(2n)!
+ . . .
βh+
(βh)3
3!
+ . . .+
(βh)2n+1
(2n+1)!
=
Iˆ
ah
(1.21)
Ce re´sultat est conforme a` ce que l’on attendait. Il montre que lorsque l’excita-
tion est continue, la densite´ de courant ne de´pend pas de y et qu’elle est constante
et uniforme dans l’ensemble du mate´riau conducteur.
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1.2.2.6 Repre´sentation normalise´e
La figure 1.4 permet de rendre compte au mieux de l’e´volution de la densite´
de courant ponctuelle en fonction de la position y et de la fre´quence f . Pour
cet exemple, nous avons choisi une hauteur de barre e´gale a` 20 millime`tres (h =
0.02m). Nous utilisons une repre´sentation normalise´e en divisant l’expression de la
densite´ de courant (1.19) par l’e´quation (1.21) repre´sentant la densite´ de courant
en continu.
1
10
100
0
0.005
0.01
0.015
0.02
10−2
10−1
100
101
y (en m)
f (en Hz)
J
ah
Iˆ
Fig. 1.4 – Repre´sentation normalise´e de la densite´ de courant en fonction de la
fre´quence f et de la position y.
La figure 1.4 met en exergue deux zones. La premie`re correspond aux fre´quences
infe´rieures a` une dizaine de Hertz. Pour de telles fre´quences, l’effet de peau ne se fait
pas ressentir et la densite´ de courant est pratiquement homoge`ne sur l’ensemble
de la section du mate´riau. En effet, l’e´paisseur de peau (δ) est supe´rieure a` 20
millime`tres (cf figure 1.3). Au dela` de dix hertz, on note que la densite´ de courant
se re´parti non uniforme´ment a` l’inte´rieur du mate´riau. Plus la fre´quence est haute,
plus la densite´ de courant est e´leve´e sur la pe´riphe´rie du conducteur (y = h) et
plus elle est faible au cœur du mate´riau (y = 0).
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1.2.3 Expression de l’impe´dance complexe
La de´termination analytique de l’impe´dance rotorique (pour une barre rectan-
gulaire) se de´duit du calcul du vecteur de Poynting complexe. Sa partie imaginaire
correspondra a` la puissance e´lectromagne´tique active dissipe´e par la re´sistance,
tandis que la partie imaginaire permettra l’identification de la re´actance. Dans un
premier temps, la pre´de´termination du vecteur champ de l’excitation magne´tique
~H est ne´cessaire au calcul du vecteur de Poynting. ~H se de´duit de la densite´ de cou-
rant ~J et est perpendiculaire a` ce dernier. Il ne peut donc eˆtre porte´ qu’uniquement
par les axes x et/ou y.
~H =

Hx(y, t)
Hy(y, t)
0
(1.22)
d’autre part :
−−→
Rot
(
~H
)
= ~J =

− ∂Hy(y, t)
∂z
∂Hx(y, t)
∂z
∂Hy(y, t)
∂x
− ∂Hx(y, t)
∂y
=

0
0
Jz(y, t)
(1.23)
E´tant donne´ que ~H ne de´pend que de y et du temps, ses de´rive´es partielles par
rapport a` x et a` z sont nulles. Le vecteur d’excitation magne´tique ~H est porte´ par
l’axe x uniquement.
~H =

Hx(y, t)
0
0
(1.24)
Avec :
Hx(y, t) = −
∫
Jz(y, t)dy = −
Iˆ
a sinh(βh)
sinh(βy) exp(jωt) (1.25)
Quant au champ e´lectrique ~E, il est coline´aire a` ~J :
~E =
1
σ
~J =
1
σ

0
0
Jz(y, t)
(1.26)
Le vecteur de Poynting (note´ ~P ) caracte´rise le flux d’e´nergie e´lectromagne´tique
qui travers une surface (figure 1.5).
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Fig. 1.5 – Puissance e´lectromagne´tique
La puissance instantane´e transporte´e par une onde plane e´lectromagne´tique,
e´gale a` la puissance dissipe´e par le conducteur, est obtenue a` partir du vecteur de
Poynting complexe suivant :
~P =
1
2
~EV ~H∗ (1.27)
Apre`s calculs de´veloppe´s en annexe A page I, on peut identifier la re´sistance
ainsi que la re´actance (ou inductance) sur une barre de hauteur h, de largeur a et
de longueur l.
R(ω) = Rcc ξ
sinh(2ξ) + sin(2ξ)
cosh(2ξ)− cos(2ξ) (1.28)
X(ω) = Lcc ω
3
2ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ) (1.29)
avec :
Rcc =
1
σ
l
a.h
Re´sistance du conducteur parcouru par un courant continu.
Lcc = µ0
l.h
3.a
Inductance du conducteur parcouru par un courant continu.
ξ =
h
δ
= h
√
µ0σpif Hauteur virtuelle
La hauteur virtuelle ξ est directement proportionnelle a` la racine carre´e de la
fre´quence. Les parame`tres de l’impe´dance sont par conse´quent variants en fonc-
tion de f . La figure 1.6 repre´sente ces variations pour une barre en aluminium de
conductivite´ σ = 34.45.106 S/m et dont les dimensions sont les suivantes :
– longueur : l = 1m
– largeur : a = 5mm
– hauteur : h = 20mm
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Fig. 1.6 – Variations the´oriques de l’impe´dance d’une barre rectangulaire
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La figure 1.6 permet d’apporter plusieurs pre´cisions sur le comportement de
l’impe´dance. D’abord, il est flagrant qu’elle varie en fonction de la fre´quence. Que
ce soit pour la partie re´elle ou pour la partie imaginaire de l’impe´dance, deux zones
se distinguent : la premie`re concerne les basses fre´quences, lorsque f est infe´rieure
a` une dizaine de Hertz environ. Sur cette zone, la re´sistance line´ique reste sensi-
blement constante et e´gale a` 290.10−6 Ω/m. Quant a` la re´actance X, on observe une
variation d’une de´cade par de´cade, ce qui signifie qu’elle est directement propor-
tionnelle a` la fre´quence. On peut en de´duire que l’inductance line´ique de la barre
sur cette zone est e´galement constante et e´gale a` X/2pif soit 1, 67 µH/m. Ces re´sultats
ame`nent a` conclure que l’effet de peau ne se fait pas ressentir dans cette zone de
basses fre´quences, ce qui se ve´rifie sur la figure 1.3 ou` la profondeur de pe´ne´tration
pour les fre´quences infe´rieures a` 10 Hertz est supe´rieure a` 20 millime`tres, soit la
hauteur de la barre rectangulaire.
Quant a` la seconde zone, elle concerne les hautes fre´quences (f > 10 Hertz).
L’e´paisseur de peau e´tant infe´rieure a` 20 millime`tres, les e´le´ments constituant l’im-
pe´dance ne sont plus invariants en fonction de la fre´quence. Pour la re´sistance, on
s’aperc¸oit qu’elle augmente d’une demi-de´cade pour chaque augmentation d’une
de´cade de la fre´quence. La re´sistance est alors proportionnelle a` la racine carre´e de
la fre´quence dans cette zone. Pour ce qui est de la re´actance, une cassure de pente
est caracte´ristique autour de 10 Hertz en observant une diminution de celle-ci dans
les meˆmes proportions que la re´sistance, soit une demi-de´cade d’augmentation par
de´cade de fre´quence. La re´actance est e´galement proportionnelle a` la racine car-
re´e de la fre´quence sur cette zone. Cela implique que l’inductance est inversement
proportionnelle a` la racine carre´e de la fre´quence (X ∝ f 1/2 ⇒ L ∝ f−1/2).
Enfin, il est remarquable que les parties re´elles et imaginaires, non contentes
d’avoir des pentes d’augmentation e´quivalentes, tendent a` eˆtre e´gales aux fre´-
quences e´leve´es. Cette observation est caracte´ristique de nombreux phe´nome`nes
diffusifs tels que la diffusion de chaleur, la viscoe´lasticite´, etc ...
1.2.4 Admittance et diagramme de Bode
On se propose maintenant de tracer le diagramme de Bode de l’admittance de la
barre rectangulaire, dont les dimensions sont donne´es dans le paragraphe pre´ce´dent.
Le diagramme de Bode permet la de´termination aise´e de l’ordre approximatif d’un
syste`me en fonction des diffe´rentes asymptotes observables. Par exemple, un filtre
passe-bas d’ordre 1 se caracte´rise aux fre´quences e´leve´es par une pente du module
de −20 dB/dec et par une asymptote de phase de −90 degre´s ; Un ordre 2 par une
pente de −40 dB/dec et par une asymptote de phase de −180 degre´s ; Ainsi, un filtre
passe-bas d’ordre n a une pente asymptotique de gain de −(n × 20) dB/dec et une
asymptote de phase de −(n× 90) degre´s.
L’admittance complexe de la barre en fonction de la re´sistance et de la re´actance
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est de´finie par :
Y (jω) =
1
R(ω) + j X(ω)
(1.30)
On peut en de´duire l’expression de son module (en dB) :∣∣Y (jω)∣∣
dB
= −10 log ((R2(ω) +X2(ω))) (1.31)
Ainsi que de son argument :
∠Y (jω) = − arctan
(
X(ω)
R(ω)
)
(1.32)
La figure 1.7 repre´sente le diagramme de Bode de l’admittance, obtenu en rem-
plac¸ant R(ω) et X(ω) par leurs expressions respectives (1.28) et (1.29), de la barre
rectangulaire de´finie pre´ce´demment.
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Fig. 1.7 – Diagramme de Bode de l’admittance d’une barre rectangulaire
Sur le diagramme de Bode repre´sente´ figure 1.7, deux informations essentielles
peuvent eˆtre releve´es. D’abord, le syste`me se comporte comme un filtre passe bas,
conforme´ment a` tout syste`me « Re´sistance + Inductance » en se´rie, ceci malgre´
leurs variations fonctions de la fre´quence. Ce filtre passe-bas ainsi obtenu confirme
l’existence d’une cassure autour de 10 Hertz, ce qui avait pu eˆtre observe´ sur
chacun des deux e´le´ments constituant l’impe´dance (figures 1.6(a) et 1.6(b)). La
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seconde information concerne l’ordre du syste`me. Conforme´ment a` ce qui vient
d’eˆtre sugge´re´ dans le paragraphe pre´ce´dent, observons les asymptotes aux hautes
fre´quences. Le fait que la pente asymptotique du gain tende vers −10 dB/dec et
que l’asymptote de phase tende vers −45 degre´s pour ces fre´quences de´montre
l’existence d’un ordre non entier e´gal a` 1/2. Le proble`me de la repre´sentation de cet
ordre dans le domaine de Laplace, ainsi que dans le domaine temporel sera l’objet
des chapitres suivants, respectivement les chapitres 2 et 5.
1.3 Homothe´tie ge´ome´trique
1.3.1 Position du proble`me
La section pre´ce´dente exposait les caracte´ristiques e´lectriques d’un conducteur
massif en aluminium pour des grandeurs ge´ome´triques donne´es. Il peut eˆtre inte´res-
sant de se pre´occuper de l’e´volution de ces caracte´ristiques e´lectriques - aussi bien
gain statique que fre´quence de coupure - en fonction d’un coefficient multiplicateur
k applique´ aux dimensions ge´ome´triques (hauteur et largeur). Cette e´tude homo-
the´tique trouve une place le´gitime dans un esprit de conception de moteur a` cage
d’e´cureuil. Il pourra en effet permettre au concepteur d’e´tendre l’e´tude d’une seule
machine, d’une puissance et d’une ge´ome´trie de barres de´finies, a` toute la gamme
de puissance de la se´rie de machine conc¸ue sur la meˆme ge´ome´trie de barres a` un
facteur homothe´tique pre`s.
Conside´rons une barre rotorique rectangulaire identique a` celle de la figure 1.1
sur laquelle une homothe´tie de surface est applique´e. La figure 1.8 repre´sente cette
nouvelle barre. k est appele´ facteur d’homothe´tie.
k = 0, 5 k = 1 k = 2
ka
kh
ka
kh
ka
kh
Fig. 1.8 – Application d’un facteur homothe´tique
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1.3.2 E´volution des parame`tres
L’e´tude comple`te de cette barre homothe´tique telle qu’elle a e´te´ re´alise´e dans le
paragraphe §1.2.3 impose le remplacement dans toutes les e´quations de la hauteur
h et de la largeur a de la figure 1.1 par la hauteur k.h et la largeur k.a de la figure
1.9. Les relations de la re´sistance et de la re´actance sont donc les suivantes :
R
′
= R
′
cc ξ
′ sinh(2ξ
′
) + sin(2ξ
′
)
cosh(2ξ′)− cos(2ξ′) (1.33)
X
′
= L
′
cc ω
3
2ξ′
sinh(2ξ
′
)− sin(2ξ′)
cosh(2ξ′)− cos(2ξ′) (1.34)
avec :
R
′
cc =
1
k2
.Rcc Re´sistance du conducteur parcouru par un courant continu.
L
′
cc = Lcc Inductance du conducteur parcouru par un courant continu.
ξ
′
= k.ξ Hauteur virtuelle
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Fig. 1.9 – Barre rectangulaire homothe´tique
1.3.2.1 E´tude de la phase
Conside´rons dans un premier temps un facteur homothe´tique k = 1. L’argument
de l’admittance pour un tel facteur est de´crit au paragraphe §1.2.3. De´veloppons
cette e´quation afin de constater l’e´volution de cet argument en fonction de la fre´-
quence :
∠Y (jω) = − arctan
(
X(ω)
R(ω)
)
= − arctan
(
Lcc
Rcc
3ω
2 ξ2
sinh(2ξ)− sin(2ξ)
sinh(2ξ) + sin(2ξ)
)
(1.35)
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Inte´ressons nous plus particulie`rement a` la premie`re partie de la fonction de
l’arc-tangente, et remplac¸ons les termes Rcc, Lcc, ξ et ω par leurs de´finitions res-
pectives.
Lcc
Rcc
3ω
2 ξ2
=
µ0
L.h
3.a
1
σ
L
a.h
3.( 2pif)
2
(
h
δ
)2 = σµ0h2(2pif)2h2(µ0σpif) = 1 (1.36)
Finalement, l’argument de l’admittance peut se re´duire au seul terme suivant :
∠Y (jω) = − arctan
(
sinh(2ξ)− sin(2ξ)
sinh(2ξ) + sin(2ξ)
)
(1.37)
Nous rappelons que ξ = h/δ. La conse´quence remarquable de cette expression
est que la phase ne de´pend que d’une seule donne´e ge´ome´trique qui est la hauteur
h. De la meˆme fac¸on que pre´ce´demment, on peut e´crire l’argument de l’admittance
pour la barre homothe´tique en remplac¸ant respectivement la largeur a et la hauteur
h par la largeur k.a et la hauteur k.h de la barre homothe´tique.
∠Y ′(jω′) = − arctan
(
sinh(2ξ
′
)− sin(2ξ′)
sinh(2ξ′) + sin(2ξ′)
)
(1.38)
Toutes les fonctions trigonome´triques et hyperboliques ont le meˆme argument
qui est 2ξ
′
. Cette observation permet d’affirmer que ∠Y ′(jω′) = ∠Y (jω) si ξ′ = ξ,
soit :
∠Y ′(jω′) = ∠Y (jω) ⇒ ξ′ = ξ ⇒ ω′ = ω
k2
(1.39)
Finalement, le fait d’appliquer un facteur homothe´tique k sur les dimensions
ge´ome´triques d’une barre rectangulaire provoque, sur le diagramme de Bode, une
translation de la phase en 1/k2 par rapport a` la fre´quence. Plus les dimensions
transversales de la barre sont grandes, plus l’effet de peau et les conse´quences qui
lui sont associe´es apparaˆıssent a` basses fre´quences. Reprenons par exemple la barre
originale dont les dimensions sont donne´es dans le paragraphe §1.2.3 et appliquons
lui un facteur k = 2. Chaque valeur de phase observe´e pour une fre´quence donne´e
sur la barre originale sera reproduite a` l’identique avec la barre homothe´tique pour
une valeur d’un quart de cette meˆme fre´quence (figure 1.10).
1.3.2.2 E´tude du module
Dans un premier temps, inte´ressons nous au gain statique. Par de´finition, le
gain statique ne de´pend que de la re´sistance en continu Rcc et de l’inductance en
continu Lcc (de´monstration en annexe A) :
Y
′
0 =
∣∣Y ′(jω′)∣∣
(ω
′
=0)
= lim
ω
′→0
 1√
R′2(ω′) + (L′(ω′).ω′)2
 = 1R′cc = k2
(
1
Rcc
)
= k2Y0
(1.40)
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Sur le diagramme de Bode, ce re´sultat signifie qu’il faudra ajouter au gain
statique initial
∣∣Y0∣∣dB (pour k = 1) la valeur de 40 log(k) :∣∣Y ′0 ∣∣dB = ∣∣Y0∣∣dB + 40 log(k) (1.41)
Pour ce qui est de l’e´volution du module de l’admittance sur toute l’e´chelle
de fre´quence, de´terminons dans un premier temps sa fonction pour un facteur
homothe´tique unitaire (k = 1).∣∣Y (ω)∣∣ = 1√
(Rccξ)
2
(
sinh(2ξ)+sin(2ξ)
cosh(2ξ)−cos(2ξ)
)2
+
(
Lccω
3
2ξ
)2 (
sinh(2ξ)−sin(2ξ)
cosh(2ξ)−cos(2ξ)
)2 (1.42)
=
1
Rcc
1
ξ
√√√√√( sinh(2ξ)+sin(2ξ)cosh(2ξ)−cos(2ξ))2 +
(
Lccω
Rcc
3
2ξ2
)2
︸ ︷︷ ︸
A
(
sinh(2ξ)−sin(2ξ)
cosh(2ξ)−cos(2ξ)
)2 (1.43)
Cette dernie`re expression du module fait apparaˆıtre le terme A dont le de´-
veloppement est effectue´ dans l’e´quation 1.36. On peut alors re´e´crire l’e´quation
pre´ce´dente du module en remplac¸ant A par 1 :
∣∣Y (ω)∣∣ = 1
Rcc
1
ξ
√(
sinh(2ξ)+sin(2ξ)
cosh(2ξ)−cos(2ξ)
)2
+
(
sinh(2ξ)−sin(2ξ)
cosh(2ξ)−cos(2ξ)
)2 (1.44)
=
1
Rcc
 1
2ξ
√
sinh2(2ξ)+sin2(2ξ)
2(cosh(2ξ)−cos(2ξ))2
 (1.45)
E´crivons cette expression en de´cibel :
∣∣Y (ω)∣∣
dB
= −20 log(Rcc)︸ ︷︷ ︸˛˛˛
Y0
˛˛˛
dB
−20 log
(
2ξ
√
sinh2(2ξ) + sin2(2ξ)
2 (cosh(2ξ)− cos(2ξ))2
)
(1.46)
Cette expression est compose´e de deux termes. Le premier correspond au gain
statique dont l’e´volution en fonction de k est de´fini ci-dessus. Quant a` la seconde
partie de l’e´quation, elle ne de´pend que de l’argument 2ξ. De la meˆme manie`re
que pour l’e´tude de la phase, le module de la barre homothe´tique est obtenue en
remplac¸ant respectivement la largeur a et la hauteur h par la largeur k.a et la
hauteur k.h.
∣∣Y ′(ω)∣∣
dB
= −20 log(Rcc
k2
)︸ ︷︷ ︸˛˛˛
Y
′
0
˛˛˛
dB
−20 log
(
2ξ
′
√
sinh2(2ξ′) + sin2(2ξ′)
2 (cosh(2ξ′)− cos(2ξ′))2
)
(1.47)
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En appliquant un raisonnement identique a` celui mene´ pour la phase, on observe
sur le module deux translations. Une sur l’axe vertical avec l’e´volution du gain
statique en 1/k2 et une sur l’axe horizontal avec l’e´volution de la fre´quence e´galement
en 1/k2. La figure 1.10 illustre ces propos.
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Fig. 1.10 – Diagramme de Bode de barres rectangulaires homothe´tiques
1.4 Validation par calculs de champ
Jusqu’ici, nous nous attachions a` extraire l’impe´dance d’une barre rectangu-
laire en fonction de la fre´quence. Ce cas ge´ome´trique simple autorise une analyse
par calculs analytiques. Cependant, rares sont les cages d’e´cureuils de machines
asynchrones qui sont construites a` base de barres rectangulaires. La re´solution
analytique de formes plus complexes s’ave`re beaucoup plus difficile, voire impos-
sible. De`s lors, une re´solution de calculs de champ base´e sur les e´le´ments finis
s’impose. Nous pre´sentons dans cette partie la simulation des effets de fre´quence
dans une barre rectangulaire, puis tenterons de l’appliquer a` une forme de barre
issue d’une machine industrielle de faible puissance : LEROY-SOMER LS132S.
Ces simulations sont re´alise´es avec le logiciel FEMM (Finite Element Method
Magnetics) [Mee03].
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1.4.1 Conditions de simulation
L’obtention de conditions de simulation, semblables aux conditions auxquelles
les barres rotoriques de machines asynchrones sont soumises, ne´cessite de fixer
correctement les conditions aux limites. Pour y parvenir, observons une simulation
effectue´e sur un quart de machine LS132S pre´sente´e par la figure 1.12. Attachons
nous plus particulie`rement a` ce qui se passe a` proximite´ et a` l’inte´rieur d’une barre.
Nous rappelons que la perme´abilite´ du conducteur massif (cuivre, aluminium, ...)
constitutif d’une barre est e´gale a` la perme´abilite´ de l’air, soit µ0 = 4pi.10
−7. Le
comportement des lignes de champs a` l’inte´rieur des barres s’assimile a` ce qui
pourrait se passer dans un entrefer.
Les lignes de champ sont perpendiculaires aux parois des barres. On imposera
donc les conditions de Neumann sur les coˆte´s verticaux de la barre repre´sente´e figure
1.11. Ce type de condition aux limites spe´cifie la de´rive´e du potentiel vecteur ~A
par rapport a` la normale ~n le long de la frontie`re. Pour les proble`mes magne´tiques,
il est habituel de de´finir ∂ ~A/∂~n = 0 pour forcer le flux a` passer la frontie`re avec
un angle de 90 degre´s exactement [Kha01].
Quant aux coˆte´s horizontaux, on imposera la condition de Dirichlet qui de´finit
explicitement la valeur du potentiel vecteur ~A le long des frontie`res. L’utilisation
la plus commune de la condition de Dirichlet pour les proble`mes magne´tiques est
d’imposer ~A = 0 forc¸ant le flux a` eˆtre paralle`le aux frontie`res.
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Fig. 1.11 – Conditions aux limites applique´es a` la barre rectangulaire
Rappelons qu’en re`gle ge´ne´rale la structure conductrice de flux est constitue´e
de toˆles lamine´es en fer. Par conse´quent, elles ne conduisent pas les courants e´lec-
triques suivant l’axe perpendiculaire au plan. Nous fixons donc la conductivite´ du
fer a` 0 S.m−1. Quant a` la barre conductrice, elle est constitue´e d’aluminium de
conductivite´ 34, 45.106 S.m−1 dans laquelle un courant e´lectrique de 1 ampe`re est
impose´. Le gradient de tension complexe aux bornes de la barre permet d’en tirer
l’impe´dance complexe line´¨ıque.
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Fig. 1.12 – Circulation des lignes de champ au plus pre`s des barres
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1.4.2 Re´sultats de simulation
Les simulations sont effectue´es pour des fre´quences logarithmiquement e´quidis-
tantes.
fk+1 = m× fk (1.48)
Le coefficient m repre´sente le pas logarithmique entre deux fre´quences succes-
sives :
m = 10
log (fmax)−log (fmin)
K (1.49)
avec
fmax : fre´quence maximale de simulation choisie e´gale a` 100 kHz.
fmin : fre´quence minimale de simulation choisie e´gale a` 0, 1Hz.
K : nombre de points total choisis a` 100.
A` partir d’un script e´crit en langage « lua » [Ier03] et interpre´te´ par le logiciel
Femm [Mee03, Mee02, Can03a], il est possible de lancer les 100 simulations succes-
sives, de calculer les valeurs de re´sistance et de re´actance pour chaque fre´quence et
de sauvegarder les donne´es dans des fichiers textes au format « .txt » exploitables
ulte´rieurement par d’autres logiciels (Matlab, Octave, Scilab, C++, ...).
(a) 0, 1Hz (b) 10Hz (c) 1 kHz (d) 100 kHz
Fig. 1.13 – Simulations par calculs de champ d’une barre rectangulaire
Les figures 1.13(a) 1.13(b) 1.13(c) 1.13(d) repre´sentent la meˆme barre soumise
a` un courant de 1 ampe`re mais dont la fre´quence d’excitation diffe`re de 0, 1 hertz
a` 100 kilohertz.
Les re´sultats obtenus par simulation sont conformes a` ce que l’on attendait.
Nous avons ainsi pu reproduire les conditions auxquelles sont soumises les barres
d’une cage rotorique a` l’inte´rieur d’une machine asynchrone. Nous observons sur
les figures 1.13 que les lignes de champ magne´tique traversent les barres perpen-
diculairement aux parois verticales et que la densite´ de courant est d’autant plus
e´leve´e que l’on se rapproche de l’entrefer (haut de la barre).
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1.4.3 Comparaison avec la formulation analytique
Il convient de noter que la qualite´ des re´sultats obtenus par calculs de champ est
fortement de´pendante de la densite´ du maillage. Pour limiter le nombre de mailles
et le nombre de nœuds, la structure a e´te´ de´compose´e en trois zones distinctes :
1. le fer lamine´ ou` la densite´ de courant est nulle : la densite´ de maillage est
faible.
2. la partie basse de la barre (90% de la hauteur totale de la barre) ou` la densite´
de courant diminue lorsque la fre´quence augmente : la densite´ de maillage est
environ 10 fois plus e´leve´e que dans le fer.
3. la partie haute de la barre (10% de la hauteur totale de la barre) ou` la densite´
de courant croˆıt avec la fre´quence : c’est dans cette zone que la densite´ de
maillage est la plus importante (3 fois celle de la partie basse).
Dans l’ensemble de la structure ainsi dessine´e, le nombre de nœuds s’e´le`ve a` plus
de 15000 et le nombre de mailles a` 30000. Pour information, seule une dizaine
de minutes est ne´cessaire pour simuler les cents essais fre´quentiels (Pentium IV ,
2, 8GHz, 512Mo de me´moire vive).
Les figures 1.14 et 1.15 mettent en valeur les re´sultats de simulation par calcul
de champs. Visuellement, il s’ave`re difficile de faire la diffe´rence entre la re´solution
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Fig. 1.14 – comparaison du diagramme de Bode de l’admittance entre formulation
analytique et calculs de champ
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par e´le´ments finis et la re´solution analytique. Nous avons releve´ une diffe´rence de
phase maximale infe´rieure a` 0, 2 degre´s pour la fre´quence la plus haute, ainsi qu’une
diffe´rence maximale entre les modules infe´rieure a` 5.10−3 aux alentours de 50 hertz.
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Fig. 1.15 – comparaison de l’impe´dance entre formulation analytique et calculs de
champ
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1.4.4 Homothe´tie ge´ome´trique
Dans cette partie, nous simulons les effets de fre´quence pour trois barres rectan-
gulaires distinctes. La premie`re (figure 1.16(b)) reprend les dimensions de l’e´tude
analytique §1.2.3, nous avons re´duit la seconde barre en appliquant un facteur ho-
mothe´tique e´gal a` 0, 5 (figure 1.16(a)) et avons applique´ a` la dernie`re un facteur
2 (figure 1.16(c)). Pour chacune de ces trois barres, une de´termination de l’impe´-
dance est re´alise´e sur une bande de fre´quence de six de´cades allant de 10−1 a` 105
hertz. La figure 1.16 repre´sente ces trois barres pour une seule et meˆme fre´quence
e´gale a` 50 hertz.
(a) (b) (c)
Fig. 1.16 – Facteurs homothe´tiques applique´s a` une barre rectangulaire pour une
fre´quence de 50Hz
D’abord, nous pouvons remarquer que l’effet de peau se fait plus ou moins
ressentir en fonction de la taille de la barre. En effet, la plus petite des trois a une
densite´ de courant presqu’uniforme sur toute sa section, alors que la plus grande
des trois fait bien apparaˆıtre l’effet de peau avec une densite´ de courant beaucoup
plus importante a` l’extre´mite´ haute de la barre.
La figure 1.17 met en valeur les diffe´rents points de´crits dans le paragraphe
§1.3.2. A savoir que le gain statique e´volue en 1/k2, soit −12 de´cibels pour un
facteur k = 2 et +12 dB pour un facteur k = 0, 5. Le module ainsi que la phase
subissent e´galement une translation suivant les fre´quences dans un rapport 1/k2.
On observe effectivement que ω0,5 est quatre fois plus grand que ω1 et que ω2 est
quatre fois plus petit que ω1.
Quant a` la figure 1.18, elle apporte plusieurs informations sur l’e´volution de
l’impe´dance. D’abord, en ce qui concerne la re´sistance, on note deux parties dis-
tinctes. Pour les basses fre´quences, elle varie en 1/k2, confirmant ainsi ce qui avait
e´te´ e´nonce´ au de´but du paragraphe §1.3.2. En effet, pour une fre´quence de 0, 1
hertz, on rele`ve une re´sistance de 290.10−6Ω.m−1 pour k = 1, 72, 5.10−6Ω.m−1
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pour k = 2 et 1, 16.10−3Ω.m−1 pour k = 0, 5 :
[R(f = 0, 1)](k=0,5)
[R(f = 0, 1)](k=1)
=
1, 16.10−3
290.10−6
= 4 (1.50)
[R(f = 0, 1)](k=2)
[R(f = 0, 1)](k=1)
=
72, 5.10−6
290.10−6
=
1
4
(1.51)
La seconde partie concerne les hautes fre´quences. Dans cette zone, la variation de
la re´sistance en fonction du facteur d’homothe´tie n’est plus que de 1/k. Prenons par
exemple le cas de la plus haute fre´quence affiche´e (f = 105Hz). Dans cette configu-
ration, on rele`ve une re´sistance de 21, 48.10−3Ω.m−1 pour k = 1, 10, 74.10−3Ω.m−1
pour k = 2 et 42, 95.10−3Ω.m−1 pour k = 0, 5.
Quant a` l’inductance, deux zones distinctes sont e´galement observables. Pour les
basses fre´quences, la valeur de l’inductance reste constante et e´gale a` 10, 5µH.m−1
quelque soit la valeur du facteur homothe´tique, confirmant e´galement l’affirmation
du paragraphe §1.3.2. La seconde zone se situe, de manie`re analogue a` la re´sis-
tance, pour les hautes fre´quences. Dans cette zone, la variation de la re´actance
en fonction du facteur homothe´tique est en tout point identique a` la variation de
la re´sistance : elle varie en 1/k. Les valeurs de re´actance releve´es pour une fre´-
quence de 105Hz sont de 21, 48.10−3Ω.m−1 pour k = 1, 10, 74.10−3Ω.m−1 pour
k = 2 et 42, 95.10−3Ω.m−1 pour k = 0, 5. Les valeurs d’inductances sont alors de
34, 2 nH.m−1 pour k = 1, 17, 1 nH.m−1 pour k = 2 et 68, 4 nH.m−1 pour k = 0, 5.
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a` une homothe´tie
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Fig. 1.18 – Impe´dances de barres homothe´tiques
1.4. Validation par calculs de champ 37
1.4.5 Tentative d’application a` une barre d’un moteur in-
dustriel
Encourage´s par les divers succe`s obtenus jusqu’ici sur la mode´lisation par cal-
cul de champ d’une barre rectangulaire, nous allons tenter d’appliquer la meˆme
me´thode ainsi que les meˆmes conditions aux limites a` une barre dont la ge´ome´trie
est issue d’un moteur de faible puissance : le moteur LS-132-S de Leroy Somer. Les
dimensions principales des barres rotoriques sont pre´sente´es figures 1.19.
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Fig. 1.19 – Dimensions ge´ome´triques des barres rotoriques de la machine LS132S
Leroy Somer
Comme une majorite´ des rotors a` cage, les barres ne sont pas directement
frontalie`res de l’entrefer, mais elles sont « noye´es » dans le fer. Cependant, l’espace
entre le conducteur et l’entrefer est tre`s faible (environ 0, 2mm) et aura tendance
a` eˆtre un passage privile´gie´ des lignes de champ. En re´alite´, cette faible zone se
retrouve tre`s vite sature´e. Nous l’avons donc remplace´e par un faible entrefer afin
de simuler cette saturation [Dev02].
En appliquant une me´thodologie analogue a` celle de la barre rectangulaire,
nous appliquons les conditions de Dirichlet aux extre´mite´s hautes et basses de la
structure et les conditions de Neumann sur les coˆte´s verticaux. Nous imposons un
courant total sinuso¨ıdal i(t) dans la barre en aluminium et nous relevons le gradient
de tension aux bornes pour chaque fre´quence simule´e (figure 1.20(a)).
Le diagramme de Bode de l’admittance, re´sultant des fichiers de points, est
pre´sente´ par la figure 1.21. Contrairement a` ce que l’on pouvait observer pour la
barre rectangulaire, la phase ne se stabilise pas autour de 45 degre´s aux hautes
fre´quences. Au contraire, elle a tendance a` diminuer vers 90 degre´s. Pour expli-
quer ce dysfonctionnement, un e´chantillon de la simulation est re´alise´ et pre´sente´
sur la figure 1.20(b) pour une fre´quence de 10 kHz. La densite´ de courant ne se
concentre pas uniquement sur la partie haute de la barre, mais se re´partit sur
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toute la pe´riphe´rie. Cela vient du fait que nous nous sommes e´loigne´s des condi-
tions de fonctionnement de la machine asynchrone. En effet, nous avons adopte´
une de´marche inverse : on impose dans la barre un courant total qui, par conse´-
quence, induit un champ magne´tique. Or, dans le fonctionnement de la machine
asynchrone, c’est un champ magne´tique (produit par l’excitation du stator) qui
induit un courant dans les barres. Il est donc totalement incohe´rent que des lignes
de champ se reboucle autour d’une barre. La me´thode de´veloppe´e pour une barre
rectangulaire ouverte sur l’entrefer ne peut pas s’appliquer pour des barres noye´es
dans le fer.
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Fig. 1.20 – Simulation d’une barre rotorique du moteur LS132S
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Fig. 1.21 – Diagramme de Bode de la barre du moteur LS132S
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1.5 Conclusion
Ce chapitre se compose de trois parties. Dans un premier temps, il nous a
semble´ ne´cessaire d’introduire l’effet de peau via l’e´tude analytique d’une barre
rectangulaire. Ces travaux ne sont pas nouveaux puisque des e´tudes ante´rieurs
existent de´ja` dans bon nombre d’ouvrages, dont M.Jufer [Juf79], P.L.Alger [Alg70]
et J.P.Pe´rez et al. [Pe´r91]. Notre contribution dans cette partie se situe surtout
dans la repre´sentation des variations de l’impe´dance en fonction de la fre´quence.
D’abord par le choix d’e´chelles logarithmiques pour tracer aussi bien la re´sistance
que la re´actance. Ces e´chelles mettent en exergue deux zones d’un simple « coup
d’œil ». La premie`re aux basses fre´quences (hauteur virtuelle ξ infe´rieure a` 1) ou`
l’impe´dance est constante. La seconde aux fre´quences e´leve´es (hauteur virtuelle ξ
supe´rieure a` 1) ou` l’impe´dance est fonction de la racine carre´e de la fre´quence,
aussi bien la re´sistance que la re´actance. L’ordre non entier est juste sugge´re´ par
l’apparition d’asymptotes caracte´ristiques aux hautes fre´quences sur le diagramme
de Bode de l’admittance : asymptote de −10 dB par de´cade sur le module et de
−45 degre´s sur la phase.
La deuxie`me partie traite de l’e´volution des parame`tres en fonction d’un facteur
ge´ome´trique homothe´tique k. Nous avons mis en e´vidence le fait que de multiplier
la hauteur et la largeur par un coefficient ne de´formait en rien l’allure ge´ne´rale
du diagramme de Bode, et induisait sur ce dernier des translations suivant les
diffe´rents axes. La phase ne subit que la translation en fre´quence de − log(k2).
En clair, cela signifie que le sche´ma se reproduit pour des fre´quences inversement
proportionnelles a` k2. Le module subit deux translations : le gain statique translate
sur l’axe des ordonne´es de 20 log(k2) et l’ensemble des points du module translate
sur l’axe des abscisses de − log(k2) de´cades. Si cette e´tude se confirme sur des
formes de barres plus complexes, cela pourrait permettre d’e´tendre l’e´tude d’une
barre pour une puissance donne´e a` toute une gamme de puissance base´e sur la
meˆme ge´ome´trie de barre.
Quant a` la troisie`me et dernie`re partie de ce chapitre, nous avons utilise´ une me´-
thodologie mise en place par T.Khaorapapong [Kha01], permettant de reproduire
les effets de fre´quence pre´sents dans une barre seule dans un environnement de
calcul nume´rique de champ. Le choix des conditions aux limites est primordial. Il
permet de reproduire le contexte d’excitation impose´ par une machine asynchrone.
L’e´tude analytique offre une base de comparaison solide et permet de valider les
re´sultats obtenus par calcul de champ. Fort de cette expe´rience, nous avons cher-
che´ a` faire be´ne´ficier une forme de barre plus complexe de cette me´thodologie. La
ge´ome´trie de la barre est issue d’un moteur industriel de faible puissance (5, 5 kW).
Les re´sultats issus de cette simulation font apparaˆıtre que cette me´thodologie ne
peut s’appliquer qu’aux barres dont l’extre´mite´ haute est directement en contact
avec l’entrefer. Dans le cas ou` celle-ci se retrouve noye´e dans le fer, les conditions
d’excitation d’une machine asynchrone ne sont pas satisfaites.
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Mode´lisation et identification
d’une barre non rectangulaire
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2.1 Introduction
Le chapitre pre´ce´dent a montre´ les limites de la me´thode utilise´e par
T.Khaorapapong [Kha01] pour la simulation de barres rotoriques. C’est notam-
ment le cas pour les conditions aux limites utilise´es, puisqu’elles s’ave`rent correctes
uniquement pour des barres dont un coˆte´ est directement en contact avec l’entrefer.
La re´alisation de ce deuxie`me chapitre a deux objectifs.
D’abord, de de´terminer de nouvelles conditions de simulation par calcul nume´-
rique du champ qui soient valables quelle que soit la configuration dans laquelle
se situent les barres rotoriques. Nous appliquons cette nouvelle me´thodologie sur
deux types de barres : barre rectangulaire et barre issue du moteur Leroy-Somer
LS132S.
La seconde partie de ce chapitre est consacre´e a` l’identification des diagrammes
de Bode a` l’aide de fonctions de transfert d’ordre non entier. Dans un premier
temps, nous exposons le principe de la me´thode d’identification choisie, en l’occur-
rence la me´thode du mode`le [Tri88], ainsi que les principaux types de minimisation
de crite`res que l’on peut lui associer. Cette me´thode fait appel aux fonctions de
sensibilite´s que l’on de´veloppe analytiquement. Ensuite, nous faisons le point sur
les deux types de fonctions de transfert d’ordre non entier existantes : explicite et
implicite. A` partir de ces fonctions de transfert, nous identifions le diagramme de
Bode des barres, comparons ces mode`les et concluons quant a` leur performance
dans le domaine fre´quentiel.
2.2 Calculs de champ
2.2.1 Me´thode et conditions aux limites
Nous sommes parvenus a` la conclusion que la me´thode qui consiste a` ne des-
siner qu’une barre parcourue par un courant impose´, n’e´tait pas approprie´e aux
barres n’ayant aucune face en contact direct avec l’entrefer. Pour des formes plus
complexes que la forme rectangulaire, il faut re´ussir a` reproduire les conditions
auxquelles les barres rotoriques d’une machine asynchrone sont soumises. Pour ce
faire, nous avons choisi de cre´er un second conducteur dans lequel un courant de
fre´quence variable est impose´ (figure 2.1). Ce conducteur joue le roˆle de « stator »,
dans le sens ou` il produit le flux et donc le champ magne´tique circulant dans la
structure. Toutes les variables lui faisant re´fe´rence sont appose´es de l’indice s. Ce
champ induit alors une force e´lectromagne´tique au niveau de la barre rotorique
en court-circuit, cre´ant ainsi un courant la traversant de meˆme fre´quence que le
champ.
Les machines auxquelles nous nous inte´ressons sont a` stator bobine´. Par conse´-
quent, le fait de ne´gliger l’effet de peau dans les enroulements statoriques s’ave`re
tout a` fait acceptable et approprie´. Pour simplifier la structure et ne pas repre´sen-
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ter les enroulements, le stator est re´alise´ a` l’aide d’un bloc constitue´ d’un mate´riau
de conductivite´ nulle.
Remarque : Dans ce chapitre, nous faisons l’amalgame entre « rotor » et « barre
rotorique » pour de´signer le conducteur massif en aluminium qui est l’objet
de cette mode´lisation.
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Dirichlet ~A = 0
Dirichlet ~A = 0
Dirichlet ~A = 0
Dirichlet ~A = 0
Conducteur massif
en aluminium
Fer lamine´
air
Stator
Rotor
Fig. 2.1 – Conditions aux limites applique´es a` la barre rectangulaire
Les conditions de Dirichlet sont applique´es sur tous les coˆte´s pour forcer le flux
a` l’inte´rieur de la structure. Afin de se rapprocher de ce qui sera possible de faire
expe´rimentalement, nous nous interdisons toute mesure au niveau du « rotor ».
Seules les grandeurs complexes « statoriques » suivantes sont accessibles : tension
et courant.
2.2.2 Sche´mas e´lectriques e´quivalents
Avant tout autre chose, il est ne´cessaire de re´aliser un sche´ma e´lectrique e´qui-
valent de la structure telle qu’elle vient d’eˆtre de´crite dans le paragraphe pre´ce´dent.
Pour cela, on peut la repre´senter comme un transformateur dont la ge´ome´trie est
dessine´e sur la figure 2.2. Dans ce cas, les deux conducteurs sont en court-circuit
a` la diffe´rence qu’un courant is(t) est impose´ dans celui du haut. Le conducteur
supe´rieur (stator) joue le roˆle d’une source de courant parfaite.
On peut donc repre´senter cette structure par le sche´ma e´quivalent classique
d’un transformateur (figure 2.3) ou` le stator serait le primaire et le rotor serait le
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Fig. 2.2 – Repre´sentation de transformateur a` « rotor » en court-circuit
secondaire. Les parame`tres rr(ω) et lr(ω) sont les parame`tres propres de la barre
que l’on souhaite identifier.
is(t)
ir(t)rs
ls, lps lr(ω), lpr rr(ω)
msr
Fig. 2.3 – Mode`le type transformateur de la structure
Ce sche´ma e´quivalent est une repre´sentation de la structure, mais il est tout a`
fait possible d’en proposer une autre dans laquelle on conside`re qu’il n’y a aucune
fuite au stator et que l’ensemble des fuites se reportent au rotor. Dans ce cas,
lps = 0 et on de´fini une seule inductance constante lp au niveau du rotor totalisant
l’ensemble des fuites. De plus, compte-tenu du fait que la conductivite´ du stator
est nulle, aucune perte Joule n’a lieu en son sein. La conse´quence reporte´e sur le
circuit e´lectrique e´quivalent est une re´sistance statorique nulle. La figure 2.4 montre
le nouveau sche´ma e´quivalent.
A` partir de ce sche´ma, nous posons les diffe´rents syste`mes d’e´quations suivants :
vs(t) =
dΦs(t)
dt
(2.1)
vr(t) = rr(ω)ir(t) +
dΦr(t)
dt
= 0 (2.2)
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is(t)
ir(t)
ls lr(ω), lp rr(ω)
msr
Fig. 2.4 – Mode`le type transformateur simplifie´
avec :
Φs(t) = lsis(t) +msrir(t) (2.3)
Φr(t) = (lp + lr(ω))ir(t) +mrsis(t) (2.4)
re´crivons ces e´quations afin de de´terminer un sche´ma e´lectrique e´quivalent per-
mettant d’identifier l’ensemble des parame`tres vu des bornes.
vs(t) =
dΦs(t)
dt
= (ls −msr)dis(t)
dt
+msr
d(is(t) + ir(t))
dt
(2.5)
0 = rr(ω)ir(t) + lr(ω)
dir(t)
dt︸ ︷︷ ︸
Zr(ω)ir(t)
+(lp −msr)dir(t)
dt
+msr
d(is(t) + ir(t))
dt
(2.6)
Le terme msr
d(is(t)+ir(t))
dt
est commun aux deux expressions des tensions stato-
rique et rotorique. A` partir de cette constatation, le circuit e´lectrique a` inductances
re´parties se de´duit logiquement tel qu’il est repre´sente´ par la figure 2.5.
is(t)
ir(t)
msr
(lp −msr)
Zr(ω)
(ls −msr)
Fig. 2.5 – Sche´ma e´lectrique e´quivalent a` inductances re´parties
Cette repre´sentation comporte quatre parame`tres, dont un sous forme complexe
et de´pendant de la fre´quence, qu’il faudra par la suite identifier. Or, plus le nombre
de parame`tres est e´leve´, plus il est difficile (voire impossible) de les identifier. Il est
donc inte´ressant de re´duire au minimum ce nombre de parame`tres. Par analogie
avec les repre´sentations des transformateurs ou des machines asynchrones, il est
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possible de totaliser les inductances au niveau du rotor. Le dernier circuit e´quivalent
propose´ de la structure est pre´sente´ par la figure 2.6. Il ne fait intervenir que trois
parame`tres (l0, lN et Z
′
r(ω)) dont un complexe (Z
′
r(ω)).
is(t)
is0(t)
i
′
r(t)
l0
lN
Z
′
r(ω)
Fig. 2.6 – Sche´ma e´lectrique e´quivalent a` inductances totalise´es au rotor
Vu de la source de courant, is(t) doit rester identique quelque soit le sche´ma
e´quivalent utilise´. E´crivons les e´quivalences entre les sche´mas des figures 2.5 et 2.6 :
is(t) =
Φs(t)
ls︸ ︷︷ ︸
is0(t)
− msr
ls
ir(t)︸ ︷︷ ︸
i
′
r(t)
(2.7)
On en de´duit que :
l0 = ls (2.8)
i
′
r(t) =
msr
ls
ir(t) (2.9)
Essayons maintenant d’exprimer les e´le´ments lN et Z
′
r(ω) ; Pour cela, re´crivons
la loi des mailles rotorique, a` partir des e´quation 2.2 et 2.4, afin d’en extraire la
de´rive´e du courant statorique dis(t)
dt
.
vr(t) = 0 = rr(ω)ir(t) + lr(ω)
dir(t)
dt
+ lp
dir(t)
dt
+msr
dis(t)
dt
(2.10)
= Zr(ω)ir(t) + lp
dir(t)
dt
+msr
dis(t)
dt
(2.11)
Soit :
dis(t)
dt
= −Zr(ω)
msr
ir(t)− lp
msr
dir(t)
dt
(2.12)
Inte´grons le re´sultat issu de l’e´quation 2.12 dans l’expression de la tension
statorique de´duite des e´quations 2.1 et 2.3.
vs(t) = ls
dis(t)
dt
+msr
dir(t)
dt
(2.13)
= − ls
msr
Zr(ω)ir(t)−
ls
msr
lp
dir(t)
dt
+msr
dir(t)
dt
(2.14)
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Remplac¸ons ir(t) a` l’aide de l’expression 2.9 :
vs(t) = −
(
ls
msr
)2
Zr(ω)i
′
r(t)−
(
ls
msr
)2(
1− m
2
sr
lslp
)
lp
di
′
r(t)
dt
(2.15)
A` partir de la figure 2.6, on peut exprimer la tension statorique en fonction des
parame`tres rotoriques lN et Z
′
r(ω).
vs(t) = −Z ′r(ω)i
′
r(t)− lN
di
′
r(t)
dt
(2.16)
Enfin, on identifie les deux e´quations 2.15 et 2.16 afin d’exprimer les e´quiva-
lences entre les parame`tres de la figure 2.5 et ceux de la figure 2.6.
Z
′
r(ω) =
(
ls
msr
)2
Zr(ω) (2.17)
lN =
(
ls
msr
)2(
1− m
2
sr
lslp
)
lp (2.18)
2.2.3 Extraction des parame`tres par calcul de champs
Dans cette partie, nous mettons en œuvre une de´marche qui permet de de´ter-
miner les diffe´rents parame`tres de la figure 2.6. Dans ce mode`le, deux parame`tres
sont constants : les inductance ls et lN ; et un parame`tre de´pend de la pulsation :
l’impe´dance rotorique Z
′
r(ω). Pour cette dernie`re, une se´rie d’essais est re´alise´e a`
des fre´quences logarithmiquement e´quidistantes.
fk+1 = m× fk (2.19)
ωk = 2pifk (2.20)
Le coefficient m repre´sente le pas logarithmique entre deux fre´quences successives :
m = 10
log(fmax)−log(fmin)
K (2.21)
avec :
fmax : fre´quence maximale de simulation choisie e´gale a` 100 kHz.
fmin : fre´quence minimale de simulation choisie e´gale a` 0, 1Hz.
K : nombre de points total choisi e´gal a` 100.
Pour chaque essai fre´quentiel sont mesure´es les parties re´elles et imaginaires de
l’impe´dance globale vue du stator.
Zmes(ωk) = <e(Zmes(ωk)) + j=m(Zmes(ωk)) (2.22)
=
jωkls
[
jlNωk + Z
′
r(ωk)
]
jωk(ls + lN) + Z
′
r(ωk)
(2.23)
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Soit :
Z
′
r(ωk) =
lslNω
2
k + jωk(ls + lN)Zmes(ωk)
jlsωk − Zmes(ωk)
(2.24)
Au vu de cette dernie`re expression, il est ne´cessaire de de´terminer les valeurs
des inductances constantes ls et lN pour extraire les parties re´elles et imaginaires
de l’impe´dance rotorique Z
′
r(ωk) qui nous inte´resse. En plus des essais fre´quentiels
« classiques », deux autres essais particuliers doivent permettre la de´termination
des inductances.
2.2.3.1 Calcul de l’inductance ls
En observant la figure 2.6, il semble e´vident que la manie`re la plus approprie´e
est d’annuler le courant i
′
r(t), proportionnel au courant rotorique ir(t). Dans ce
cas, l’impe´dance globale vue des bornes de la machine est directement e´gale a`
l’inductance ls. Deux solutions s’offrent a` nous pour y parvenir :
– La premie`re consiste a` rendre le rotor non conducteur. Pour cela, nous don-
nons a` la conductivite´ du conducteur en aluminium une valeur e´gale a` ze´ro
pour cet essai. E´tant donne´ que l’aluminium a une permittivite´ relative de
1, cela revient a` remplacer l’aluminium par de l’air. Cet essai peut the´o-
riquement eˆtre re´alise´ pour n’importe quelle fre´quence. Cet essai est cense´
reproduire le cas d’un « essai a` la vitesse de synchronisme » d’une machine
asynchrone.
ls =
Zmes(ωk)
ωk
si Z
′
r(ωk)→∞ (2.25)
– La seconde solution consiste a` re´aliser cet essai avec une fre´quence nulle. Ex-
pe´rimentalement, cette solution est connue sous le nom d’« essai en continu ».
Le logiciel de calcul de champ utilise´ permet la mesure d’e´nergie du champ
magne´tique E dans l’ensemble de la structure (enroulements statoriques et
rotoriques + fer + entrefer). On en de´duit :
ls =
2E(ω = 0)
i2
(2.26)
2.2.3.2 Calcul de l’inductance lN
Le cas de la seconde inductance lN est beaucoup plus complique´ car elle est en
se´rie avec l’impe´dance rotorique Z
′
r(ω). Il est donc obligatoire de de´finir une hypo-
the`se sur l’impe´dance rotorique pour de´terminer lN . Afin que cette approximation
perturbe le moins possible les re´sultats dans la bande de fre´quence inte´ressante
(0, 1Hz a` 100 kHz), nous appliquons une hypothe`se pour un essai a` tre`s haute
fre´quence : fHF = 10MHz. Nous proposons deux hypothe`ses distinctes :
– Nous avons vu dans le premier chapitre que l’inductance rotorique est inver-
sement proportionnelle a` la racine carre´e de la fre´quence. Sans aller jusqu’a`
50 2. Mode´lisation et identification d’une barre non rectangulaire
de telles conside´rations, la premie`re hypothe`se consiste a` dire que l’induc-
tance rotorique tend vers 0 lorsque la fre´quence tend vers l’infini. Dans ce
cas, nous supposons que l’impe´dance rotorique est purement re´elle pour la
fre´quence fHF :
Z
′
r(ωHF ) = zr (2.27)
– Quant a` la seconde hypothe`se, nous supposons que l’inductance est inverse-
ment proportionnelle a` la racine carre´e de la fre´quence et que la re´sistance est
proportionnelle a` la racine carre´e de la fre´quence lorsque la fre´quence tend
vers l’infini, et ce quelle que soit la forme de la barre. Cela revient a` dire que
les parties re´elle et imaginaire sont e´gales pour la fre´quence fHF , soit :
Z
′
r(ωHF ) = zr(1 + j) zr ∈ R (2.28)
avec ωHF = 2pifHF . Cette hypothe`se peut paraˆıtre abusive puisqu’on impose
le re´sultat que l’on cherche a` de´montrer.
De´veloppons l’e´quation 2.24 et identifions les parties re´elles d’une part et ima-
ginaires d’autres part :
Partie re´elle :
[<e(Zmes(ωk))]<e(Z
′
r(ωk)) + [lsωk −=m(Zmes(ωk))]=m(Z
′
r(ωk))
+
[
lsω
2
k −=m(Zmes(ωk))ωk
]
lN = lsωk=m(Zmes(ωk)) (2.29)
Partie imaginaire :
[=m(Zmes(ωk))− lsωk]<e(Z
′
r(ωk)) + [<e(Zmes(ωk))]=m(Z
′
r(ωk))
+ [<e(Zmes(ωk))ωk] lN = −<e(Zmes(ωk))lsωk (2.30)
En fonction des deux hypothe`ses e´nonce´es pre´ce´demment, nous pouvons de´finir
les deux syste`mes d’e´quations qui permettent de de´terminer la valeur de l’induc-
tance lN :
Hypothe`se 1 : Z
′
r(ωHF ) = zr[
<e(Zmes(ωHF )) lsω2HF −=m(Zmes(ωHF ))ωHF
=m(Zmes(ωHF ))− lsωHF <e(Zmes(ωHF ))ωHF
][
zr
lN
]
=[
lsωHF=m(Zmes(ωHF ))
−lsωHF<e(Zmes(ωHF ))
]
(2.31)
Hypothe`se 2 : Z
′
r(ωHF ) = zr(1 + j)[
<e(Zmes(ωHF ))−=m(Zmes(ωHF )) + lsωHF lsω2HF −=m(Zmes(ωHF ))ωHF
<e(Zmes(ωHF )) + =m(Zmes(ωHF ))− lsωHF <e(Zmes(ωHF ))ωHF
][
zr
lN
]
=[
lsωHF=m(Zmes(ωHF ))
−lsωHF<e(Zmes(ωHF ))
]
(2.32)
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2.2.4 Validation sur une barre rectangulaire
Dans un premier temps, nous simulons les effets de fre´quences dans une barre
rectangulaire en aluminium de conductivite´ σ = 34.45.106 S/m a` l’aide de la me´-
thode de´crite dans les paragraphes pre´ce´dents. Les dimensions de la barre sont
identiques a` celles e´nonce´es dans le premier chapitre, a` savoir :
– profondeur : 1m
– largeur : 5mm
– hauteur : 20mm
oo Stator
oo Rotor
Fig. 2.7 – Simulation des effets de fre´quences dans une barre rectangulaire pour
une fre´quence de 50Hz
Nous constatons sur la figure 2.7 que la re´partition de densite´ de courant se fait
par couches horizontales. De ce point de vue, les conditions aux limites applique´es
permettent de reproduire les re´sultats issus du calcul analytique.
2.2.4.1 De´termination de l’inductance ls :
Nous comparons les deux me´thodes propose´es par les e´quations 2.25 et 2.26 :
Me´thode 1 : Nous avons re´alise´ cet essai pour une fre´quence fk e´gale a` 50 hertz,
soit ωk = 100pi rad/s.
ls =
Zmes(ωk)
ωk
= 5, 257µH avec σAl = 0S/m (2.33)
Me´thode 2 : L’essai est re´alise´ a` fre´quence nulle, soit ωk = 0 rad/s et un courant
i = 1A.
ls =
2E(ω = 0)
i2
= 2× (2.62857J) = 5, 257µH (2.34)
Les deux me´thodes donnent le meˆme re´sultat, a` savoir : ls = 5, 257µH.
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2.2.4.2 De´termination de l’inductance lN
Les deux syste`mes d’e´quations 2.32 et 2.31 sont re´solus :
Hypothe`se 1 : Z
′
r(ωHF ) = zr
lN = 0, 798µH (2.35)
Hypothe`se 2 : Z
′
r(ωHF ) = zr(1 + j)
lN = 0, 793µH (2.36)
Dans les deux cas, les valeurs de l’inductances lN sont tre`s proches et comprises
entre 0, 79 et 0, 8µH.
2.2.4.3 Extraction de l’impe´dance fractionnaire
Remplac¸ons dans l’e´quation 2.24 les valeurs des inductances constantes ls et
lN . Pour les deux valeurs de lN , on peut extraire l’impe´dance complexe Z
′
r(ω). La
figure 2.8 repre´sente les diagrammes de Bode obtenus pour chacune de ces deux
valeurs. ∣∣Y (jω)∣∣
dB
= −20 log
(
<eZ ′r(ω)
2
+ =mZ ′r(ω)
2
)
(2.37)
∠Y (jω) = − arctan
(
=mZ ′r(ω)
<eZ ′r(ω)
)
(2.38)
10−1 100 101 102 103 104 105
20
30
40
50
60
70
M
od
ul
e 
(dB
)
10−1 100 101 102 103 104 105
−50
−40
−30
−20
−10
0
Fréquence (Hertz)
Ph
as
e 
(de
gré
s)
lN = 0.793 µH
lN = 0.798 µH
Fig. 2.8 – Diagrammes de Bode de l’admittance rotorique en fonction des diffe´-
rentes valeurs de l’inductance lN
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Pour les basses fre´quences, les deux diagrammes de Bode sont e´quivalents.
Quant au domaine des hautes fre´quences, la diffe´rence entre les deux premie`res
hypothe`ses pour la de´termination de l’inductance lN n’est pas flagrante (diffe´rence
de phase infe´rieure a` 4 degre´s sur toute la bande de fre´quence).
La figure 2.8 compare deux diagrammes de Bode issus de la meˆme simulation
par calcul de champ. Nous en avons conclu que la de´termination de l’inductance lN
via une hypothe`se d’e´galite´ des termes re´els et imaginaires de l’impe´dance fraction-
naire aux hautes fre´quences n’e´tait pas abusive. Cependant, pour conclure quant a`
la validite´ de cette simulation, de ces conditions aux limites, du choix de la struc-
ture..., nous devons comparer ce diagramme de Bode a` l’e´tude analytique mene´e
dans le premier chapitre.
D’abord, rappelons que la figure 2.8 renseigne sur l’impe´dance Z
′
r(ω) =(
ls
msr
)2
Zr(ω), or l’e´tude analytique porte directement sur l’impe´dance Zr(ω). Le
logiciel Femm propose une me´thode pour e´valuer la mutuelle msr dans les meˆmes
conditions de simulation que pour la de´termination de ls, a` partir de la mesure du
flux rotorique. Nous relevons :
msr = 4, 819µH (2.39)
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Fig. 2.9 – Comparaison entre le calcul de champ et l’e´tude analytique
L’e´tude comparative pre´sente´e par la figure 2.9 montre que les conditions de
simulation de´finies au de´but de ce chapitre et que la me´thode d’extraction de l’im-
pe´dance rotorique s’ave`rent bien adapte´es a` l’e´tude d’une barre seule. En effet,
nous constatons sur la figure de gauche que les deux diagrammes de Bode ont
la meˆme fre´quence de cassure (environ 10 hertz) ainsi que le meˆme gain statique
(environ 70 dB). On note cependant une le´ge`re disparite´ pour les fre´quences supe´-
rieurs a` une centaine de hertz. Les figures de gauches repre´sentent les e´carts entre
les modules et les phases des deux admittances. Au niveau du module, la diffe´-
rence est maximale pour 100 kHz, mais reste toujours infe´rieur a` 1, 1 dB sur toute
la plage de fre´quence. Quant a` la phase, l’erreur maximale constate´e se situe pour
une fre´quence 25 kHz et reste infe´rieure a` 2, 5 degre´s.
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Fig. 2.10 – Effets de bords dans une barre rectangulaire pour une fre´quence de
10 kHz et zoom
Pour l’e´tude analytique, nous avions ne´gliger tous les effets de bords. Concre`te-
ment, cela signifie que la densite´ de courant en une ordonne´e donne´e reste identique
sur toute la largeur de la barre. La figure 2.10 expose les re´sultats d’une simulation
a` une fre´quence de 10 kHz et prouve que les effets de bords sont pre´sents pour des
fre´quences e´leve´es, mais restent tout de meˆme suffisamment faibles. Ils peuvent
cependant expliquer les le´ge`res diffe´rences observe´es entre e´tude analytique et si-
mulation.
2.2.5 Application a` une barre non rectangulaire
Dans cette partie, nous appliquons une de´marche identique a` celle de´crite pre´-
ce´demment afin de mode´liser et d’extraire l’impe´dance rotorique d’une machine
industrielle. Il s’agit d’un moteur de faible puissance (5, 5 kW) dont les principales
dimensions ge´ome´triques sont rappele´es par la figure 2.11 :
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Fig. 2.11 – Dimensions ge´ome´triques des barres rotoriques de la machine LS132S
Leroy Somer
Comme pour la barre rectangulaire, nous utilisons une excitation via un « sta-
tor » constitue´ d’un mate´riau de conductivite´ nulle et alimente´ par une source
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de courant de 1 ampe`re. Les conditions aux limites et le dessin utilise´ pour la
simulation par e´le´ments finis sont pre´sente´s figure 2.12.
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oo Barre rotorique
Dirichlet
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Fig. 2.12 – Structure et conditions de simulation d’une barre rotorique du moteur
LS132S
2.2.5.1 Identifications des e´le´ments constants
Le mode`le e´lectrique utilise´ et les e´le´ments que l’on cherche a` de´terminer sont
ceux de la figure 2.6. De manie`re analogue a` la barre rectangulaire, les deux pa-
rame`tres constants du mode`le sont les inductances ls et lN . L’inductance ls est
de´termine´e a` l’aide de l’e´quation 2.26. Quant a` l’inductance lN , seule la premie`re
hypothe`se est utilise´e (e´quation 2.31). Les calculs ont cependant e´te´ effectue´s avec
la seconde hypothe`se hautes fre´quences (e´quations 2.32) pour ve´rification, mais sa
valeurs n’est pas pre´sente´e ici du fait que les observations et conclusions sont les
meˆmes que sur la barre rectangulaire. Les re´sultats sont toutefois affiche´s sur le
diagramme de Bode 2.13 en pointille´s. Les re´sultats issus de la simulation sont les
suivants :
ls = 12, 36µH (2.40)
lN = 2, 520µH (2.41)
Afin de remonter jusqu’a` l’impe´dance fractionnaire de la barre rotorique, nous
de´terminons la valeur de la mutuelle stator-rotor :
msr = 10, 71µH (2.42)
2.2.5.2 Extraction de l’impe´dance fractionnaire
Remplac¸ons dans l’e´quation 2.24 les valeurs des inductances constantes ls et
lN , puis remontons a` l’impe´dance Zr(ω) en utilisant l’expression 2.17.
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Le calcul du module et de l’argument du diagramme de Bode de l’admittance
Y (jω) pre´sente´ figure 2.13 sont exprime´s ainsi :∣∣Y (jω)∣∣
dB
= −20 log (<eZr(ω)2 + =mZr(ω)2) (2.43)
∠Y (jω) = − arctan
(=mZr(ω)
<eZr(ω)
)
(2.44)
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Fig. 2.13 – Diagrammes de Bode de l’admittance rotorique
Fig. 2.14 – Effet de peau dans une barre de moteur industriel a` la fre´quence de
10 kHz et zoom
Sur la figure 2.13, le trait continu repre´sente le diagramme de Bode que l’on re-
tient pour la suite de ce me´moire et extrait a` l’aide des re´sultats 2.40 et 2.41. Quant
aux courbes en pointille´s, elles permettent d’illustrer le bien-fonde´ de l’hypothe`se
de de´termination de l’inductance lN retenue. Cette fois-ci, et contrairement aux si-
mulations mene´es en fin du premier chapitre, on peut voir que la phase a` tendance
a se stabiliser autour d’un angle compris entre 0 et −90 degre´s et que la pente
asymptotique haute fre´quence du module est comprise entre 0 et −20 dB/dec. Ces
observations permettent de conclure quant a` la nature de l’admittance. D’abord,
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le syste`me se comporte comme un filtre passe-bas puisqu’on observe une atte´nua-
tion aux fre´quences e´leve´es. Ensuite, a` partir des constatations sur les asymptotes
hautes fre´quences, on en conclue que l’ordre du syste`me est infe´rieur a` 1 et supe´rieur
a` 0. l’ordre du syste`me est donc non entier.
Afin de mieux comprendre les diffe´rences entre ces re´sultats et ceux de la fi-
gure 1.21, nous affichons la re´partition de la densite´ de courant dans la barre du
moteur LS132S figure 2.14. L’utilisation d’une excitation via un stator permet de
se rapprocher au maximum des conditions de fonctionnement de la machine asyn-
chrone. Alors qu’avec les conditions de simulation de´finies dans le premier chapitre
la densite´ de courant avait tendance a` se re´partir sur tout le contour de la barre la
fre´quence augmentant(figure 1.20(b)), nous voyons qu’avec les nouvelles conditions
de simulation, la densite´ de courant se concentre exclusivement sur la partie haute
de la barre (figure 2.14).
2.2.6 Homothe´tie d’une barre non rectangulaire
Dans le premier chapitre, une e´tude homothe´tique analytique d’une barre rec-
tangulaire a permis de mettre en e´vidence quelques proprie´te´s sur l’e´volution des
parame`tres et de la fonction de transfert de l’admittance en fonction d’un facteur
homothe´tique k applique´ aux unite´s de longueur (largeur et hauteur de la barre).
Nous rappelons ici les principes ge´ne´raux observe´s :
Re´sistance en continu Rcc : L’e´quation A.38 montre que la re´sistance en
continu est inversement proportionnelle a` la surface. L’application d’un fac-
teur homothe´tique k de surface entraˆıne une variation de cette re´sistance en
1
k2
.
Inductance en continu Lcc : L’e´quation A.45 montre que l’inductance en
continu est proportionnelle a` la hauteur de barre et inversement proportion-
nelle a` la largeur. L’application d’un facteur homothe´tique de surface (facteur
identique sur la largeur et la hauteur) n’entraˆıne alors aucune modification
de cette inductance en continu. Cela ne veut pas dire pour autant que la
valeur de l’inductance est invariable sur toute la bande de fre´quence, bien au
contraire.
Module de l’admittance : L’application d’un facteur homothe´tique entraˆıne
deux conse´quences sur l’e´volution du module. La premie`re est une trans-
lation verticale, avec une augmentation du gain de 20 log(k2) et la seconde
est une translation horizontale par une division de la fre´quence de coupure
de k2.
Argument de l’admittance : Seule une translation horizontale identique a` celle
du module est observe´e suite a` l’introduction d’un facteur homothe´tique.
Nous souhaitons ve´rifier si les observations qui e´taient valables pour une barre
rectangulaire le sont e´galement pour une barre dont la forme ne permet pas une
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e´tude analytique simple. Pour cela, nous appliquons a` la barre du moteur LS132S
de leroy-Somer un facteur homothe´tique e´gal a` 10.
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Fig. 2.15 – Dimensions ge´ome´triques de la barre rotorique originelle (gauche) et
de la barre homothe´tique (droite) de la machine LS132S Leroy Somer
Afin de comparer les diagrammes de Bode de la barre originelle et de la barre
homothe´tique, nous avons effectue´ de nouvelles simulations par calcul de champ
pour extraire l’ensemble des parame`tres a` l’aide de la me´thode de´crite pre´ce´dem-
ment. Pour cette nouvelle simulation, un balayage de fre´quence allant de 10−3 a`
103 hertz est effectue´ et nous relevons les valeurs de parame`tres suivants :
ls = 136, 6µH (2.45)
lN = 25, 2µH (2.46)
msr = 107, 1µH (2.47)
On peut remarquer que toutes les inductances ainsi de´duites sont multiplie´es par
le coefficient k par rapport aux re´sultats rapporte´s dans le paragraphe §2.2.5.1.
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Fig. 2.16 – Diagrammes de Bode des barres homothe´tiques
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Les diagrammes de Bode repre´sente´s par la figure 2.16 confirment les remarques
et les conclusions e´nonce´es dans le premier chapitre et rappele´es en ce de´but de
paragraphe.
2.3 Mode´lisation et identification fre´quentielles
Nous avons vu pre´ce´demment que l’effet de peau a pour conse´quences de pro-
duire un diagramme de Bode de l’admittance dont les asymptotes aux fre´quences
e´leve´es ont pour particularite´s de tendre vers une phase autre qu’un multiple en-
tier de 90 degre´s et un module autre qu’un multiple entier de −20 de´cibels par de´-
cades. L’objectif de cette partie est de trouver une fonction de transfert qui rendrait
compte de ces caracte´ristiques assez peu habituelles. Le choix s’est naturellement
porte´ sur des fonctions de transfert d’ordre non entier. Pour faire « coller » cette
fonction de transfert au diagramme de Bode issu des simulations par e´le´ments finis,
nous utiliserons la me´thode du mode`le associe´e a` la minimisation de Levenberg-
Marquardt. L’ordre de la fonction de transfert est cense´ donner une information
sur la forme de la barre, par conse´quent nous ne le figerons pas a` un demi.
2.3.1 La me´thode du mode`le
2.3.1.1 Pre´sentation
La me´thode du mode`le est base´e sur la comparaison du comportement d’un
processus et celui d’un mode`le mathe´matique dont on cherche a` e´valuer les para-
me`tres. On appelle « processus » le syste`me physique que l’on cherche a` mode´liser.
Le mode`le est une expression mathe´matique de´pendant de plusieurs parame`tres que
l’on cherche a` identifier. Cette me´thode s’ave`re particulie`rement efficace lorsque la
fonction a` identifier est non line´aire [Xhu89, Xhu98]. Son fonctionnement est sche´-
matise´ succinctement par la figure 2.17.
2.3.1.2 Me´thodes d’optimisation
Pour e´valuer les parame`tres du mode`le mathe´matique, on de´fini un crite`re que
l’on nomme usuellement J . Ce crite`re est base´ sur l’erreur entre le mode`le et le
processus. En conse´quence, il de´pend implicitement des parame`tres du mode`le. Le
but e´tant de minimiser l’erreur, cela revient a` minimiser le crite`re. Pour ce faire,
divers algorithmes faisant appel a` la programmation line´aire et aux fonctions de
sensibilite´s peuvent eˆtre utilise´s [Lju79, Tri88, Rao96, Kab97, Kha01].
Me´thode du gradient : Cette me´thode consiste a` rechercher le minimum du
crite`re par l’utilisation des de´rive´es du crite`re par rapport a` chacun des para-
me`tres. La proce´dure ite´rative a` la recherche du minimum est pre´sente´e par
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fre´quence
f(i)
Processus
Mode`le(θ)
θopt
Y (i)
Y ∗(i)
du crite`re
Optimisation
ε Crite`requadratique
logarithmique
J
∆θ
Fig. 2.17 – Organigramme simplifie´ de la me´thode du mode`le
l’e´quation aux re´currences suivante :
θi+1 = θi − αiJ
′
(θi) (2.48)
avec J
′
(θi) le gradient a` l’ite´ration i et αi coefficient correcteur du pas de
descente. La me´thode du gradient pre´sente l’inte´reˆt d’eˆtre simple a` mettre
en œuvre. Lorsque le point initial est situe´ loin du point optimum, cette
me´thode permet de diminuer rapidement la valeur du crite`re. En contrepartie,
la convergence devient de plus en plus lente en se rapprochant du minimum
car le vecteur gradient tend a` s’annuler. Dans le cas monovariable , le gradient
correspondrait a` la de´rive´e de la fonction.
Me´thode de Gauss-Newton : Cette me´thode consiste a` rechercher le minimum
du crite`re par l’utilisation des de´rive´es premie`res et secondes du crite`re par
rapport a` chacun des parame`tres. La proce´dure ite´rative a` la recherche du
minimum est pre´sente´e par l’e´quation aux re´currences suivante :
θi+1 = θi − αi
[
J
′′
(θi)
]−1
J
′
(θi) (2.49)
avec J
′′
(θi) la matrice des de´rive´es secondes du crite`re, dite le Hessien. La me´-
thode de Gauss-Newton s’ave`re particulie`rement efficace lorsqu’on se trouve
dans le voisinage du minimum, mais se montre fragile dans sa convergence
par rapport au choix du vecteur initial.
Me´thode de Levenberg-Marquardt : Cette me´thode consiste a` rechercher le
minimum du crite`re par l’utilisation des de´rive´es premie`res et secondes du
crite`re par rapport a` chacun des parame`tres. La proce´dure ite´rative a` la
recherche du minimum est pre´sente´e par l’e´quation aux re´currences suivante :
θi+1 = θi −
[
J
′′
(θi) + µiI
]−1
J
′
(θi) (2.50)
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avec µi un coefficient strictement positif permettant de controˆler la direction
de recherche du minimum de J par relaxation mathe´matique. µi est re´duit
de moitie´ a` chaque ite´ration re´ussie et au contraire µi est double´ a` chaque
ite´ration non convergente.
Cette me´thode conjugue les deux me´thodes pre´ce´dentes. Pour les valeurs e´le-
ve´es de µi, la me´thode est proche du gradient. A` contrario, la me´thode est
proche de Gauss-Newton pour les faibles valeurs de µi. Initialement, nous
fixerons une valeurs de µi tre`s e´leve´e (environ 10
6) afin de commencer l’op-
timisation par la me´thode du gradient et d’affiner les recherches autour du
minimum par la me´thode de Gauss-Newton. C’est cette me´thode qui a e´te´
choisie pour mode´liser les diffe´rents types de barres.
2.3.1.3 Conditions et tests d’arreˆt
Quelle que soit la me´thode d’optimisation, la me´thode du mode`le est base´e sur
une convergence ite´rative et un mode`le est de´fini de telle sorte qu’il repre´sente au
mieux le processus. Il est improbable que l’erreur entre y∗i et yi soit nulle et un
test d’arreˆt du processus ite´ratif sur l’annulation de l’erreur est souhaitable, mais
insuffisant. Plutoˆt qu’un test portant directement sur l’erreur, nous avons choisi de
de´finir le premier test d’arreˆt sur l’annulation du crite`re J(θi).
Arreˆt de l’identification si J(θi) = 0 (2.51)
E´tant donne´ l’improbabilite´ que ce test se re´alise, il est ne´cessaire d’en de´fi-
nir d’autres. Sans cela, le processus d’identification risque de durer inde´finiment
sans aucune assurance que le mode`le converge. Afin de limiter le temps de calcul,
le premier test supple´mentaire qui vient a` l’esprit est tout simplement d’arreˆter
l’identification au bout d’un nombre maximum d’ite´rations.
Arreˆt de l’identification si i > 200 (2.52)
Que les parame`tres soient optimaux ou non, ce test stoppe l’identification .Il
ne renseigne pas vraiment quant a` l’optimisation des parame`tres du mode`le. Il
est donc souhaitable d’introduire un dernier test permettant de ve´rifier l’e´tat de
convergence du mode`le par rapport au processus. Nous supposons qu’au dela` d’un
certain nombre d’ite´rations infructueuses le vecteur de parame`tres qui compose
le mode`le est optimal. Nous avons choisi d’arreˆter l’identification s’il n’y a pas
convergence durant 10 ite´rations successives.
Arreˆt de l’identification si J(θi) ≥

J(θi−1)
J(θi−2)
. . .
J(θi−10)
(2.53)
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2.3.1.4 Crite`re quadratique logarithmique
T.Khaorapapong [Kha01] a montre´ que l’identification du processus via le lo-
garithme du module et l’argument apporte une convergence accrue et une meilleur
conformite´ avec le comportement fre´quentiel, plutoˆt qu’une identification sur les
composantes complexes (parties re´elles et imaginaires). L’utilisation du logarithme
ne´pe´rien en tant que processus nous a naturellement porte´ vers l’utilisation d’un
crite`re logarithmique.
Le crite`re quadratique est calcule´ a` partir de l’e´cart ε entre la sortie du processus
et la sortie du mode`le. L’e´cart et le crite`re sont donne´s par les expressions suivantes :
εi = y
∗
i − yi (2.54)
J(θi) =
1
2
K∑
k=1
ε2i k (2.55)
Les diffe´rents symboles font allusions a` la figure 2.17. La variable i repre´sente
l’ite´ration en cours, quant au parame`tre K il repre´sente le nombre d’e´chantillons
du processus. A` partir du crite`re, nous pouvons de´finir le vecteur gradient ainsi
que la matrice du Hessien. Le vecteur gradient correspond a` la de´rive´e du crite`re
vis a` vis de chacun des parame`tres constituant le mode`le. Il s’e´crit sous la forme
suivante :
J
′
(θi) =
∂J(θi)
∂θi
=
K∑
k=1
εk
∂y∗k
∂θi
(2.56)
On peut remarquer que la de´rive´e partielle de la sortie du mode`le est le vecteur
de fonctions de sensibilite´ par rapport aux parame`tres du mode`le. On la note :[
σθi
]
k
=
∂y∗k
∂θi
(2.57)
Le vecteur gradient peut donc s’e´crire :
J
′
(θi) =
K∑
k=1
εk
[
σθi
]
k
(2.58)
Le Hessien est de´fini comme e´tant la de´rive´e seconde du crite`re, soit la de´rive´e
du gradient. Il s’exprime sous la forme :
J
′′
(θi) =
J
′
(θi)
∂θi
=
K∑
k=1
∂εk
∂θi
[
σθi
]
k
+ εk
∂
[
σθi
]
k
∂θi
(2.59)
L’approximation de Gauss se traduit par la ne´gligence du second terme. Rappe-
lons que l’utilisation du Hessien dans la me´thode de Levenberg-Marquardt devient
pre´ponde´rante lorsque µi est faible, c’est a` dire lorsque l’on affine la recherche au
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voisinage de l’optimum. Dans ces conditions, ne´gliger l’erreur εk par rapport aux
fonctions de sensibilite´s est justifie´. Cette approximation de´bouche sur l’e´criture
du pseudo-Hessien qu’il nous arrivera de nommer Hessien par abus de langage :
∂2J
∂θ2in
'
K∑
k=1
(
σθin
)2
k
∂2J
∂θin∂θim
'
K∑
k=1
(
σθin
)
k
(
σθim
)
k
n et m (composantes de θi variant de 1 a` N
(2.60)
N repre´sente le nombre de parame`tres a` identifier. On peut re´sumer ce syste`me
d’e´quations par :
J
′′
(θi) =
K∑
k=1
[
σθi
]
k
[
σθi
]t
k
(2.61)
Le crite`re fait appel aux admittances complexes du processus et du mode`le, res-
pectivement note´s Y (jω) et Y ∗(jω, θi). Elles sont de´finies de la manie`re suivante :
Y (jω) = H(ω) exp (jφ(ω)) (2.62)
Y ∗ (jω, θi) = H
∗(ω, θi) exp (jφ
∗(ω, θi)) (2.63)
Le crite`re quadratique logarithmique e´le`ve au carre´ le module de l’erreur calcule´
a` partir des logarithmes ne´pe´riens des fonctions complexes Y (jω) et Y ∗(jω, θi) :
εk = ln (Y
∗ (jωk, θi))− ln (Y (jωk)) (2.64)
Avec :
ln (Y ∗ (jω, θi)) = ln(H
∗(ω, θi)) + jφ
∗(ω, θi) (2.65)
ln (Y (jω)) = ln(H(jω)) + jφ(ω) (2.66)
En inte´grant ces expressions dans le calcul du crite`re, on obtient :
J(θi) =
1
2
K∑
k=1
∣∣εk∣∣2 (2.67)
=
1
2
K∑
k=1
{
(ln (H∗(ωk, θi))− ln (H(ωk)))2 + (φ∗(ωk, θi)− φ(ω))2
}
(2.68)
On peut remarquer que le crite`re ainsi de´fini peut se de´composer sous la forme
de deux crite`res que l’on somme. J1(θi) correspond a` un crite`re lie´ au module des
admittances complexes, tandis que J2(θi) correspond a` un crite`re lie´ a` l’argument.
64 2. Mode´lisation et identification d’une barre non rectangulaire
J1(θi) =
1
2
K∑
k=1
(ln (H∗(ωk, θi))− ln (H(ωk)))2 =
1
2
K∑
k=1
ε21k
J2(θi) =
1
2
K∑
k=1
(φ∗(ωk, θi)− φ(ω))2 =
1
2
K∑
k=1
ε22k

J(θi) = J1(θi)+J2(θi)
(2.69)
Au final, l’expression du vecteur gradient devient :
J
′
(θi) = J
′
1(θi) + J
′
2(θi)

J
′
1(θi) =
K∑
k=1
ε1k
[
σ1θi
]
k
J
′
2(θi) =
K∑
k=1
ε2k
[
σ2θi
]
k
(2.70)
De meˆme pour l’expression de la matrice du pseudo-Hessien :
J
′′
(θi) = J
′′
1 (θi) + J
′′
2 (θi)

J
′′
1 (θi) =
K∑
k=1
[
σ1θi
]
k
[
σ1θi
]t
k
J
′′
2 (θi) =
K∑
k=1
[
σ2θi
]
k
[
σ2θi
]t
k
(2.71)
2.3.2 Choix du mode`le
Avant tout, il faut choisir un mode`le compose´ d’un nombre de parame`tres
qui de´pend de la pre´cision que l’on souhaite. Ce choix est cependant sujet a` un
compromis. En effet, plus le nombre de parame`tres sera e´leve´, meilleure sera la
pre´cision mais plus la convergence sera difficile, longue, voire incertaine. A` l’inverse,
un nombre de parame`tres re´duit permet une convergence rapide et efficace au
de´triment de la pre´cision.
Dans un premier temps, le mode`le doit eˆtre susceptible de repre´senter correcte-
ment le processus. La particularite´ du diagramme de Bode que l’on souhaite identi-
fier se situe au niveau du comportement hautes fre´quences : une pente asymptotique
autour de −10 dB/de´cades pour le module et une phase autour de −45 degre´s. Ces
particularite´s nous ont amene´es a` utiliser des fonctions de transfert d’ordre non
entier n comme mode`le. Il existe deux cate´gories de fonctions de transfert : « im-
plicite » et « explicite » [Ous95].
2.3.2.1 Syste`me a` de´rive´e ge´ne´ralise´e explicite
Un syste`me a` de´rive´e ge´ne´ralise´e explicite, commune´ment appele´ syste`me ex-
plicite, est de´crit dans le domaine fre´quentiel de Laplace par une transmittance
2.3. Mode´lisation et identification fre´quentielles 65
ge´ne´ralise´e de la forme :
F (p) =
1
1 +
(
p
ωn
)n (2.72)
Cette expression e´voque explicitement une de´rivation d’ordre n puisque la va-
riable de Laplace p est directement a` la puissance n. Les re´ponses fre´quentielles
d’un syste`me explicite avec ωn = 1 sont repre´sente´es sur la figure 2.18. Pour les
tracer, remplac¸ons la variable p par jω :
F (jω) =
1
1 + (jω)n
(2.73)
or :
jn =
(
exp(j
pi
2
)
)n
(2.74)
= exp(j n
pi
2
) (2.75)
= cos(n
pi
2
) + j sin(n
pi
2
) (2.76)
Le module ainsi que l’argument de la fonction de transfert F (jω) s’expriment
sous la forme suivante :∣∣F (jω)∣∣
dB
= −10 log
((
1 + ωn cos(n
pi
2
)
)2
+
(
ωn sin(n
pi
2
)
)2)
(2.77)
∠F (jω) = − arctan
(
ωn sin(npi
2
)
1 + ωn cos(npi
2
)
)
(2.78)
2.3.2.2 Syste`me a` de´rive´e ge´ne´ralise´e implicite
Un syste`me a` de´rive´e ge´ne´ralise´e implicite, commune´ment appele´ syste`me im-
plicite, est de´crit dans le domaine fre´quentiel de Laplace par une transmittance
ge´ne´ralise´e de la forme :
F (p) =
1(
1 + p
ωn
)n (2.79)
Cette expression e´voque implicitement une de´rivation d’ordre n puisque la va-
riable de Laplace p est indirectement a` la puissance n. Les re´ponses fre´quentielles
d’un syste`me implicite avec ωn = 1 sont repre´sente´es sur la figure 2.19. Pour les
tracer, remplac¸ons la variable p par jω :
F (jω) =
1
(1 + jω)n
(2.80)
Le module ainsi que l’argument de la fonction de transfert F (jω) s’expriment
sous la forme suivante : ∣∣F (jω)∣∣
dB
= −n× 10 log (1 + ω2) (2.81)
∠F (jω) = −n× arctan (ω) (2.82)
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Fig. 2.18 – Diagrammes de Bode d’un syste`me ge´ne´ralise´ explicite
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Fig. 2.19 – Diagrammes de Bode d’un syste`me ge´ne´ralise´ implicite
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2.3.3 Identification a` l’aide d’un syste`me explicite
2.3.3.1 Mode`le et crite`re
Que ce soit sur la barre rectangulaire ou sur la barre extraite du moteur Leroy-
Somer LS132S, on note que le comportement hautes fre´quences est proche d’un
ordre un demi puisque les phases tendent asymptotiquement vers −45 degre´s et que
les modules tendent vers −10 dB/de´cade. Pour rendre compte de ce phe´nome`ne
hautes fre´quences, le mode`le de l’admittance de la barre est compose´ dans un
premier temps d’un poˆle d’ordre non entier explicite. L’ordre n n’est cependant pas
fige´ a` un demi. De plus, quelque soit le type de barre, on observe un « de´crochement
de phase » autour de la fre´quence de coupure. Pour que le mode`le soit susceptible
de prendre en compte ce comportement, on adjoindra au poˆle d’ordre non entier
une paire « poˆle-ze´ro » d’ordre 1. Le mode`le Y ∗ (p, θi) choisi a pour fonction de
transfert explicite :
Y ∗ (p, θi) = K0
1 + p
ωz1(
1 + p
ωp1
)(
1 +
(
p
ωn
)n) (2.83)
Ce mode`le est compose´ de 5 parame`tres rassemble´s dans le vecteur parame`tres
θi suivant :
θi =
[
K0 ωn n ωz1 ωp1
]t
(2.84)
A` partir de l’expression de la fonction de transfert, nous de´terminons analy-
tiquement les crite`res sur le module J1(θi) et sur la phase J2(θi) pour chaque
pulsation ωk :
J1(θi) =
1
2
K∑
k=1
(ln (H∗(ωk, θi))− ln (H(ωk)))2 (2.85)
J2(θi) =
1
2
K∑
k=1
(φ∗(ωk, θi)− φ(ω))2 (2.86)
J(θi) = J1(θi) + J2(θi) (2.87)
avec le module du mode`le :
ln (H∗(ωk, θi)) = ln(K0) +
1
2
ln
(
1 +
(
ωk
ωz1
)2)
− 1
2
ln
(
1 +
(
ωk
ωp1
)2)
− 1
2
ln
((
1 +
(ωk
ωn
)n
cos(n
pi
2
)︸ ︷︷ ︸
p = f(ωk, ωn, n)
)2
+
( (ωk
ωn
)n
sin(n
pi
2
)︸ ︷︷ ︸
q = f(ωk, ωn, n)
)2)
(2.88)
ainsi que son argument :
φ∗(ωk, θi) = arctan
(
ωk
ωz1
)
− arctan
(
ωk
ωp1
)
− arctan
(
ωn sin(npi
2
)
1 + ωn cos(npi
2
)
)
(2.89)
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2.3.3.2 Fonctions de sensibilite´s
La de´composition du crite`re quadratique logarithmique en tant que somme de
deux crite`res fait logiquement apparaˆıtre deux vecteurs de fonctions de sensibili-
te´s. Le premier
[
σ1θi
]
k
correspond au vecteur fonctions de sensibilite´s du module,
quant a`
[
σ2θi
]
k
il correspond au vecteur fonctions de sensibilite´s de la phase. Ils
s’expriment analytiquement de la sorte :
[
σ1θi
]
k
=
∂ ln (H∗(ωk, θi))
∂θi
=

∂ ln(H∗(ωk,θi))
∂K0
∂ ln(H∗(ωk,θi))
∂ωn
∂ ln(H∗(ωk,θi))
∂n
∂ ln(H∗(ωk,θi))
∂ωz1
∂ ln(H∗(ωk,θi))
∂ωp1

=

1
K0
p ∂p
∂ωn
+q ∂q
∂ωn
p2+q2
p ∂p
∂n
+q ∂q
∂n
p2+q2
− 1
ωz1
ω2k
ω2k+ω
2
z1
1
ωp1
ω2k
ω2k+ω
2
p1

(2.90)
[
σ2θi
]
k
=
∂φ∗(ωk, θi)
∂θi
=

∂φ∗(ωk,θi)
∂K0
∂φ∗(ωk,θi)
∂ωn
∂φ∗(ωk,θi)
∂n
∂φ∗(ωk,θi)
∂ωz1
∂φ∗(ωk,θi)
∂ωp1

=

0
p ∂q
∂ωn
−q ∂p
∂ωn
p2+q2
p ∂q
∂n
−q ∂p
∂n
p2+q2
− ωk
ω2k+ω
2
z1
ωk
ω2k+ω
2
p1

(2.91)
avec :
∂p
∂ωn
= − n
ωn
(ωk
ωn
)n
cos(n
pi
2
) =
n
ωn
(1− p) (2.92)
∂q
∂ωn
= − n
ωn
(ωk
ωn
)n
sin(n
pi
2
) = −q n
ωn
(2.93)
∂p
∂n
= ln
(
ωk
ωn
)(ωk
ωn
)n
cos(n
pi
2
)− pi
2
(ωk
ωn
)n
sin(n
pi
2
) = ln
(
ωk
ωn
)
(p− 1)− pi
2
q
(2.94)
∂q
∂n
= ln
(
ωk
ωn
)(ωk
ωn
)n
sin(n
pi
2
) +
pi
2
(ωk
ωn
)n
cos(n
pi
2
) = ln
(
ωk
ωn
)
q +
pi
2
(p− 1)
(2.95)
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2.3.4 Identification a` l’aide d’un syste`me implicite
2.3.4.1 Mode`le et crite`re
Nous proposons un second mode`le base´ sur un syste`me ge´ne´ralise´ implicite.
Pour les meˆmes raisons que pre´ce´demment, nous adjoindrons au poˆle d’ordre non
entier une paire « poˆle-zero » d’ordre entier afin d’offrir une plus grande pre´cision
sur l’identification de la phase autour de la fre´quence de coupure. La forme du
mode`le choisi est la suivante :
Y ∗ (p, θi) = K0
1 + p
ωz1(
1 + p
ωp1
)(
1 +
(
p
ωn
))n (2.96)
Tout comme l’e´tait le mode`le explicite, le mode`le implicite est compose´ de 5
parame`tres rassemble´s dans un vecteur colonne θi :
θi =
[
K0 ωn n ωz1 ωp1
]t
(2.97)
L’expression du crite`re est identique a` l’e´quation (2.87) ou` le logarithme ne´pe´-
rien du module s’e´crit :
ln (H∗(ωk, θi)) = ln(K0) +
1
2
ln
(
1 +
(
ωk
ωz1
)2)
− 1
2
ln
(
1 +
(
ωk
ωp1
)2)
− n
2
ln
(
1 +
(
ωk
ωn
)2)
(2.98)
et l’argument :
φ∗(ωk, θi) = arctan
(
ωk
ωz1
)
− arctan
(
ωk
ωp1
)
− n arctan
(
ωk
ωn
)
(2.99)
2.3.4.2 Fonctions de sensibilite´s
La de´composition du crite`re quadratique logarithmique en tant que somme de
deux crite`res fait logiquement apparaˆıtre deux vecteurs de fonctions de sensibili-
te´s. Le premier
[
σ1θi
]
k
correspond au vecteur fonctions de sensibilite´s du module,
quant a`
[
σ2θi
]
k
il correspond au vecteur fonctions de sensibilite´s de la phase. Ils
s’expriment analytiquement de la sorte :
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[
σ1θi
]
k
=
∂ ln (H∗(ωk, θi))
∂θi
=

∂ ln(H∗(ωk,θi))
∂K0
∂ ln(H∗(ωk,θi))
∂ωn
∂ ln(H∗(ωk,θi))
∂n
∂ ln(H∗(ωk,θi))
∂ωz1
∂ ln(H∗(ωk,θi))
∂ωp1

=

1
K0
n
ωn
ω2k
ω2k+ω
2
n
−1
2
ln
(
1 +
(
ωk
ωn
)2)
− 1
ωz1
ω2k
ω2k+ω
2
z1
1
ωp1
ω2k
ω2k+ω
2
p1

(2.100)
[
σ2θi
]
k
=
∂φ∗(ωk, θi)
∂θi
=

∂φ∗(ωk,θi)
∂K0
∂φ∗(ωk,θi)
∂ωn
∂φ∗(ωk,θi)
∂n
∂φ∗(ωk,θi)
∂ωz1
∂φ∗(ωk,θi)
∂ωp1

=

0
n ωk
ω2k+ω
2
n
− arctan
(
ωk
ωn
)
− ωk
ω2k+ω
2
z1
ωk
ω2k+ω
2
p1

(2.101)
2.3.5 Comparaison des mode`les
2.3.5.1 Identification d’une barre rectangulaire
Dans un premier temps, nous souhaitons repre´senter l’admittance d’une barre
rectangulaire par une fonction de transfert d’ordre non entier. Pour cela, nous appli-
quons la me´thode du mode`le en ayant comme processus a` identifier le diagramme
de Bode en trait plein de la figure 2.8. Ce processus est compose´ de 100 points
qui sont logarithmiquement e´quidistants sur une bande de fre´quence de 6 de´cades.
Nous comparons les deux types de fonctions de transfert d’ordre non entier de´crits
dans le paragraphe pre´ce´dent : explicite (figure 2.83) et implicite (figure 2.96).
Le tableau 2.1 synthe´tise l’ensemble des re´sultats pour chacun des deux mode`les.
Afin de comparer judicieusement la convergence des deux mode`les, nous avons
initialise´ les deux fonctions de transfert avec le meˆme vecteur de parame`tres. La
seule solution pour que les deux mode`les soient parfaitement e´quivalents est de
fixer l’ordre n a` 1. Cela se ve´rifie par le fait que les crite`res initiaux sont identiques
pour les fonctions implicite et explicite et e´gaux a` 1890. La valeur du crite`re ne
renseigne pas explicitement sur la valeur de la convergence puisqu’il de´pend du
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Mode`le explicite Mode`le implicite
Parame`tre Valeur initiale Valeur identifie´e Valeur initiale Valeur finale
K0 1000 3064 1000 2905
ωn 100 704, 1 100 158, 1
n 1 0, 5712 1 0.5159
ωz1 1000 591, 1 1000 223
ωp1 10 223, 6 10 138
Crite`re 1890 90, 67.10−3 1890 13, 81.10−3
Ite´rations 200 55
Tab. 2.1 – Re´sultats de l’identification d’une barre rectangulaire par fonctions de
transfert d’ordre non entier
nombre de points et qu’il rassemble des erreurs en degre´s et en dB. Cependant,
on peut commenter son e´volution. Par exemple, pour le mode`le explicite, sa valeur
finale est environ 20000 fois plus petite que sa valeur initiale, ce qui exprime une
forte convergence. On note e´galement que l’arreˆt de la proce´dure d’identification
est duˆe au nombre maximum d’ite´rations qui est atteint (200 ite´rations).
Quant au syste`me implicite, il semble mieux repre´senter le processus puisque
la valeur finale de son crite`re est infe´rieure a` la valeur finale du syste`me explicite
(13, 81.10−3 contre 90, 67.10−3). De plus, l’arreˆt de la proce´dure est duˆe au fait que
le mode`le n’a pas converge´ durant 10 ite´rations successives, laissant penser que
l’optimum est atteint. Seules 55 ite´rations sont ne´cessaires a` l’obtention du vecteur
de parame`tres optimal.
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Fig. 2.20 – Identification de la barre rectangulaire par une fonction de transfert
d’ordre non entier explicite
Sur les diagrammes de Bode 2.20(a) et 2.21(a), il est difficile de faire la diffe´rence
entre les syste`mes. Pour une meilleure interpre´tation des re´sultats, nous avons
calcule´ les erreurs de module et de phase des deux syste`mes (figures 2.20(b) et
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Fig. 2.21 – Identification de la barre rectangulaire par une fonction de transfert
d’ordre non entier implicite
2.21(b)). Ces figures confirment les conclusions tire´es de l’e´volution des crite`res, a`
savoir que la fonction de transfert implicite caracte´rise mieux l’admittance de la
barre rectangulaire que la fonction de transfert explicite. En effet, l’erreur de phase
maximale pour le syste`me explicite est proche de 4 degre´s contre 1, 5 degre´s pour
le syste`me implicite. De meˆme, l’erreur maximale du module du syste`me explicite
est d’environ 0, 46 dB alors que pour le syste`me implicite, elle reste infe´rieure a`
0, 25 dB.
Nous avons joint en annexe B les e´volutions de l’ensemble des parame`tres qui
composent chacune des fonctions de transfert. Que ce soit sur la figure B.3 ou sur
la figure B.6, les e´volutions de chacun des parame`tres se construisent de la meˆme
manie`re. D’abord, durant les 30 premie`res ite´rations, c’est l’ordre non entier n qui
re´agit le premier avec une diminution de sa valeur allant jusqu’a` eˆtre ne´gative entre
la 10e`me et la 25e`me ite´ration environ. Puis, on observe une e´volution tre`s rapide de
l’ensemble des parame`tres, y compris l’ordre, jusqu’a` la 40e`me ite´ration environ ou`
les parame`tres semblent se stabiliser.
Le fait le plus important issu de ces identifications est que l’ordre n est proche
de 0, 5 et que lui seul caracte´rise le comportement haute fre´quence de l’effet de
peau dans les barres rotoriques. Les autres parame`tres renseignent surtout sur les
dimensions ge´ome´triques de la barre.
2.3.5.2 Identification d’une barre non rectangulaire
Nous appliquons une identification en tout point identique a` la pre´ce´dente sur
le diagramme de Bode 2.13 de la barre non rectangulaire. Tout comme la barre
rectangulaire, la barre du moteur LS132S de Leroy-Somer est e´galement repre´sente´e
par 100 e´chantillons fre´quentiels logarithmiquement e´quidistants et sur la meˆme
gamme de fre´quence. Les crite`res obtenus pourront tre`s facilement eˆtre compare´s
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aux pre´ce´dents. Le tableau 2.2 rassemble l’ensemble des parame`tres identifie´s des
fonctions de transfert explicite et implicite.
Mode`le explicite Mode`le implicite
Valeur initiale Valeur identifie´e Valeur initiale Valeur finale
K0 1000 3728 1000 3430
ωn 10 221, 7 100 76, 93
n 1 0, 5875 1 0.5507
ωz1 100 1747 1000 3074
ωp1 1000 605, 6 10 1588
Crite`re 367, 6 0.6546 367, 6 0, 2208
Ite´rations 77 200
Tab. 2.2 – Re´sultats de l’identification d’une barre issue du moteur LS132S par
fonctions de transfert d’ordre non entier
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Fig. 2.22 – Identification de la barre du moteur LS132S par une fonction de trans-
fert d’ordre non entier explicite
Les crite`res finaux sont a` peu pre`s 10 fois supe´rieurs a` ceux observe´s pour la
barre rectangulaire. On peut en conclure que quelque soit le mode`le utilise´, il se
preˆte moins bien a` la mode´lisation de la barre LS132S qu’a` la barre rectangulaire
(Jfinal = 0.6546 contre 90, 67.10
−3 pour le mode`le explicite et Jfinal = 0, 2208 contre
13, 81.10−3 pour le mode`le implicite). Quant aux remarques sur le test d’arreˆt de
proce´dure, elles s’inversent : le mode`le explicite s’arreˆte au bout de 77 ite´rations
alors que le mode`le implicite ne´cessite la re´alisation comple`te du processus, soit
200 ite´rations mais a le plus faible crite`re final.
Vis a` vis des erreurs de modules et de phases, on constate encore une fois que
le mode`le qui a les meilleurs caracte´ristiques est le mode`le implicite. En effet , on
observe sur ce dernier une erreur de module toujours infe´rieure a` 0, 7 dB et une
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Fig. 2.23 – Identification de la barre du moteur LS132S par une fonction de trans-
fert d’ordre non entier implicite
erreur de phase toujours infe´rieure a` 7 degre´s alors que le mode`le explicite pre´sente
des erreurs allant jusqu’a` 1, 2 dB et 10 degre´s.
Sur les courbes repre´sentatives de l’e´volution de chacun des parame`tres, on ob-
serve une certaine similitude entre les deux mode`les. En effet, l’ordre est le premier
a` re´agir avec une diminution jusqu’a` 0, 6 en une dizaine d’ite´rations, alors que les
autres parame`tres restent pratiquement constants. C’est entre la vingtie`me et la
trentie`me ite´ration que l’ensemble des parame`tres e´voluent et que la diminution
du crite`re est la plus franche.
Tout comme la barre rectangulaire, l’ordre des deux fonctions de transfert est
le´ge`rement supe´rieur a` 0, 5.
2.4 Conclusion
Ce deuxie`me chapitre est un chapitre charnie`re de ce me´moire et se de´compose
en deux grandes parties. Dans un premier temps, partant des constatations et des
conclusions du chapitre pre´ce´dent, la caracte´risation de l’effet de peau dans une
barre de ge´ome´trie quelconque ne´cessitait la de´finition de nouvelles conditions aux
limites ainsi que de nouvelles conditions de simulation par calcul de champ. Dans
ce but, nous proposons une me´thode permettant de reproduire le plus fide`lement
possible les conditions de fonctionnement de la machine asynchrone. En effet, nous
employons une excitation exte´rieure type « stator ». Par cette me´thode, d’autres
parame`tres entrent en jeu en plus de l’impe´dance de la barre rotorique qui est le
sujet de cette recherche. Nous proposons alors un sche´ma e´quivalent de la structure
ainsi qu’une me´thode d’extraction de l’impe´dance de la barre. Cette extraction est
base´e sur une hypothe`se aux fre´quences e´leve´es : nous supposons en effet que
l’inductance propre de la barre rotorique tend vers ze´ro lorsque la fre´quence tend
vers l’infini. Cette hypothe`se semble confirmer que l’ordre asymptotique tend vers
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−45˚ quelle que soit la forme de barre. A` la fin de cette premie`re partie, nous
re´alisons une e´tude homothe´tique d’une barre issue d’un moteur industriel. Cette
e´tude ve´rifie l’ensemble des conclusions formule´es dans le premier chapitre sur
l’homothe´tie d’une barre rectangulaire.
La seconde partie de ce chapitre pre´sente la me´thode d’identification du mo-
de`le. Le principe de cette me´thode est de proposer un mode`le compose´ de plusieurs
parame`tres que l’on fait e´voluer, de telle sorte que ce mode`le repre´sente le plus fi-
de`lement possible le processus que l’on cherche a` identifier. La difficulte´ re´side dans
le choix judicieux de mode`les. La particularite´ des diagrammes de bode des admit-
tances des barres (rectangulaire ou non) est le comportement hautes fre´quences.
De`s lors, nous avons de´fini deux fonctions de transfert d’ordre non entier suscep-
tibles de rendre compte des asymptotes particulie`res hautes fre´quences (asymptote
de phase de −45 degre´s et asymptote de gain de −10 db/dec). Des deux fonctions
de transfert, l’implicite semble la plus apte a` reproduire ces phe´nome`nes. En ef-
fet, que ce soit sur la barre rectangulaire ou sur la barre issue du moteur LS132S
de Leroy-Somer, le mode`le implicite pre´sente une convergence accrue par rapport
a` l’explicite. Comme nous l’avions sugge´rer, l’ordre des fonctions de transfert est
toujours proche, mais supe´rieur, a` 0, 5.
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3.1 Introduction
Ce chapitre est le cœur de ce me´moire puisqu’il fait le lien entre l’e´tude the´o-
rique de l’effet de peau dans une barre seule et les aspects beaucoup plus applicatifs
de l’e´tude d’un rotor complet d’une machine asynchrone. L’objectif e´tant de contri-
buer a` la mode´lisation dynamique de la machine asynchrone a` cage en prenant en
compte le caracte`re diffusif de l’effet de peau par fonction de transfert d’ordre non
entier, nous proposons dans un premier temps d’inte´grer l’impe´dance fractionnaire
rotorique dans un mode`le de Park. La premie`re partie de ce chapitre montre quelles
sont les conditions ne´cessaires pour cette mode´lisation et notamment l’introduction
et la de´finition du pseudo-flux rotorique.
La deuxie`me partie de ce chapitre propose une me´thodologie de de´termination
de l’ensemble des parame`tres e´lectriques de la machine asynchrone ainsi que l’ex-
traction de l’impe´dance rotorique a` l’aide de simulations par calculs de champs.
Cette me´thodologie s’inspire fortement de ce qui a pu se faire dans le chapitre
pre´ce´dent.
Enfin, la dernie`re partie consiste en l’identification de l’admittance rotorique
par des fonctions de transfert d’ordre non entier explicite ou implicite. Nous avons
choisi la me´thode du mode`le associe´e a` la minimisation de Levenberg-Marquardt.
3.2 Mode´lisation de park d’ordre non entier
La simulation temporelle des grandeurs e´lectriques et me´caniques instantane´es
prenant en compte le caracte`re diffusif de l’effet de peau dans le rotor, ne´cessite
d’adapter le mode`le de Park afin d’inse´rer la fonction de transfert d’ordre non
entier repre´sentant le rotor.
3.2.1 E´quations e´lectriques
Il est habituel de repre´senter les machines e´lectriques et en particulier les ma-
chines asynchrones dans un repe`re de Fresnel triphase´ et e´quilibre´. Conside´rons
donc une machine asynchrone triphase´e au stator et au rotor repre´sente´e sche´ma-
tiquement sur la figure 3.1 et dont les phases sont repe´re´es respectivement par
(Sa,Sb,Sc) et (Ra,Rb,Rc) [Kos69]. La position relative instantane´e entre les deux
axes Sa et Ra est de´finie par l’angle e´lectrique α variable en fonction du temps.
Nous pouvons e´crire les e´quations des tensions statoriques et rotoriques sous
forme matricielle :
[Vs]abc = Rs [Is]abc +
d
dt
[Φs]abc
[Vr]abc = Rr [Ir]abc +
d
dt
[Φr]abc = 0 (3.1)
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Sa
Sb
Sc
Ra
Rb
Rc
α
Fig. 3.1 – Repre´sentation sche´matique d’une machine asynchrone triphase´e
Les parame`tres Rs et Rr repre´sentent respectivement les re´sistances statoriques
et rotoriques par phase. Les vecteurs [Vs]abc, [Is]abc et [Φs]abc sont les vecteurs ten-
sion, courant et flux statoriques. On diffe´rencie les vecteurs rotoriques par l’indice
r. Tous les vecteurs sont ainsi de´finis sous forme :
[Xy]abc =
 Xy(a)Xy(b)
Xy(c)
 (3.2)
Les vecteurs [V ] et [I] repre´sentent les tensions simples et les courants de lignes.
Le couplage entre le rotor et le stator intervient dans les e´quations des flux [Φ] qui
s’e´crivent sous la forme suivante :
[Φs]abc = [Ls] [Is]abc + [Msr] [Ir]abc (3.3)
[Φr]abc = [Lr] [Ir]abc + [Mrs] [Is]abc (3.4)
Dans ces e´quations des flux, les matrices [Ls] et [Lr] sont les matrices induc-
tances statoriques et rotoriques et de´pendent de :
– l’inductance propre d’une phase statorique ls,
– l’inductance propre d’une phase rotorique lr,
– l’inductance mutuelle entre deux phases statoriques mss,
– l’inductance mutuelle entre deux phases rotoriques mrr.
Elles s’expriment sous la forme suivante :
[Ls] =
 ls mss mssmss ls mss
mss mss ls
 (3.5) [Lr] =
 lr mrr mrrmrr lr mrr
mrr mrr lr
 (3.6)
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[Msr], quant a` elle, repre´sente la matrice inductance mutuelle stator-rotor. Elle
de´pend de deux parame`tres qui sont :
– l’inductance mutuelle maximum entre phases rotorique et statorique msr,
– l’angle e´lectrique α variable en fonction du temps.
Elle s’exprime sous la forme suivante :
[Msr] = msr
 cos(α) cos(α+ 2pi3 ) cos(α− 2pi3 )cos(α− 2pi
3
) cos(α) cos(α+ 2pi
3
)
cos(α+ 2pi
3
) cos(α− 2pi
3
) cos(α)
 (3.7)
Par effet de re´ciprocite´ :
[Mrs] = [Msr]
t (3.8)
3.2.2 Changement de base de Park
La transformation de Park de´coule de la diagonalisation des matrices induc-
tances (statoriques et rotoriques). Le choix de vecteurs propres judicieux permet
d’exprimer la matrice de transformation de Park sous la forme orthonorme´e sui-
vante [SG80] :
[P (θ)] =
√
2
3
 cos(θ) cos(θ − 2pi3 ) cos(θ + 2pi3 )− sin(θ) − sin(θ − 2pi3 ) − sin(θ + 2pi3 )
1√
2
1√
2
1√
2
 (3.9)
L’angle θ est au choix de l’utilisateur et peut de´pendre du temps. Le fait que
[P (θ)] soit orthonorme´e implique que son inverse est e´gale a` sa transpose´e. Les
vecteurs tensions dans la nouvelle base s’expriment sous la forme suivante :
[Vs]dqo = [P (θs)]
t [Vs]abc (3.10)
[Vr]dqo = [P (θr)]
t [Vr]abc = 0 (3.11)
Le syste`me de tension e´tant e´quilibre´ la composante homopolaire, de´finie par
l’indice 0, est nulle. Au final, on montre que quelque soit le repe`re de re´fe´rence
utilise´, on peut e´crire les tensions dans le repe`re (d, q) :
[Vs]dq = Rs [Is]dq +
d
dt
[Φs]dq +
dθs
dt
[
0 −1
1 0
]
[Φs]dq
[Vr]dq = Rr [Ir]dq +
d
dt
[Φr]dq +
dθr
dt
[
0 −1
1 0
]
[Φr]dq (3.12)
Ainsi que les flux :
[Φs]dq = Ls [Is]dq +Msr [Ir]dq
[Φr]dq = Lr [Ir]dq +Msr [Is]dq (3.13)
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Ls et Lr sont respectivement les inductances cycliques statorique et rotorique.
Msr est proportionnelle a` la mutuelle stator-rotor.
– Ls = ls −mss : inductance cyclique statorique.
– Lr = lr −mrr : inductance cyclique rotorique.
– Msr = 32msr
Les angles θs et θr repre´sentent respectivement les angles entre l’axe a du stator
ou l’axe a du rotor et la re´fe´rence d de la base (d, q). La figure 3.2 permet de
visualiser les trois syste`mes d’axes qui peuvent tourner a` des vitesses diffe´rentes.
Sa
Sb
Sc
Ra
Rb
Rc
q
d
α
θS
θR
Fig. 3.2 – Repre´sentation des diffe´rents syste`mes d’axes
A` partir de la figure 3.2, nous exprimons la relation liant les angles entre eux :
α = θs − θr (3.14)
En choisissant le repe`re (d, q) fixe par rapport au rotor et dont l’axe d est
confondu a` l’axe Ra du rotor, l’angle θr ainsi que sa de´rive´e
dθr
dt
sont nuls a` tout
instant. Cela implique aussi que dθs
dt
= pΩ ou` p de´signe le nombre de paires de poˆles
de la machine asynchrone. On peut alors exprimer les equations rotoriques finales :
Vrd = RrIrd +
dΦrd
dt
=
(
Rr + lr
d
dt
)
Ird +
(
MsrdIsd
dt
−mrrdIrd
dt
)
= ZrIrd +
dΦ
′
rd
dt
= 0 (3.15)
Vrq = ZrIrq +
d
dt
Φ
′
rq = 0 (3.16)
Ce choix de repe`re nous a permis d’extraire l’impe´dance du rotor (re´sistance
et inductance propre) via l’incorporation d’un pseudo-flux. Ce pseudo-flux a une
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importance primordiale pour la construction d’un sche´ma e´quivalent et pour la
simulation de la machine asynchrone avec incorporation d’une impe´dance d’ordre
non entier. Si le pseudo-flux est un besoin mathe´matique, il n’a en revanche pas de
repre´sentation ou de signification physique. Nous nommons ce pseudo-flux
[
Φ
′
r
]
dq
et son expression est la suivante :
[
Φ
′
r
]
dq
= −mrr [Ir]dq +Msr [Is]dq (3.17)
3.2.3 Sche´ma e´lectrique e´quivalent
Afin de reconstituer le sche´ma e´quivalent de la machine asynchrone a` cage, nous
allons passer toutes les grandeurs e´lectriques en grandeurs complexes.
Xy = Xyd + j.Xyq (3.18)
Soit :
V s =RsIs +
d
dt
Φs + j.pΩΦs
=RsIs + (Ls −Msr)
dIs
dt
+Msr d
dt
(Ir + Is) + j.pΩ
dΦs
dt
(3.19)
V r =ZrIr − (Msr +mrr)
dIr
dt
+Msr d
dt
(Ir + Is) = 0 (3.20)
Ce syste`me d’e´quations de tensions permet la construction du sche´ma e´lectrique
pre´sente´ par la figure 3.3
Is
Rs (Ls −Msr) −(Msr +mrr)
Ir
Is + Ir
Msre
j.pΩΦs
Zr
Fig. 3.3 – Sche´ma e´lectrique de Park avec prise en compte de l’ordre non entier
du rotor
Cette repre´sentation a` l’inconve´nient d’avoir 5 parame`tres passifs a` identifier
ainsi que la tension j.pΩΦs. Pour palier a` l’identification de la tension, les essais se
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feront a` rotor bloque´ soit pour Ω = 0. Il faut remarquer que les parame`tres de fuites
se´pare´es ne sont pas identifiable (structure en « T » de trois inductances). Pour
re´duire le nombre de parame`tres a` identifier, les fuites peuvent eˆtre totalise´es au
rotor ou au stator. Apre`s calculs, la repre´sentation a` fuites totalise´es au rotor nous
paraˆıt la plus approprie´e. Au final, le sche´ma e´lectrique associe´ aux parame`tres a`
identifier est repre´sente´ par la figure 3.4.
Is
Rs lN
IrIs0
Lse Z ′r
Fig. 3.4 – Sche´ma e´lectrique de Park a` l’arreˆt avec fuites totalise´es au rotor
Nous avons donc 4 parame`tres a` identifier. Reste a` connaˆıtre la signification
de ceux-ci et surtout la correspondance avec le sche´ma et les parame`tres initiaux.
Pour cela, utilisons la relation liant le flux statorique aux courants statoriques et
rotoriques.
Φs = LsIs +MsrIr
Is =
Φs
Ls︸︷︷︸
Is0
+
Msr
Ls Ir︸ ︷︷ ︸
I
′
r
(3.21)
Pour la de´termination des e´le´ments e´quivalents lN et Z
′
r, repartons de l’e´quation
rotorique .
V r = Zr +Msr
dIs
dt
−mrrdIr
dt
= 0
dIs
dt
=
mrr
Msr
dIr
dt
− ZrMsr Ir (3.22)
Exprimons maintenant la force e´lectromotrice e qui reste valable quelque soit
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le sche´ma utilise´. Soit en identifiant la force e´lectromotrice du premier sche´ma :
e =
dΦs
dt
= LsdIs
dt
+MsrdIr
dt
=
( Ls
Msr
)
mrr
dIr
dt
−
( Ls
Msr
)
ZrIr +Msr
dIr
dt
= −
( Ls
Msr
)2
ZrI
′
r +
( Ls
Msr
)2(
mrr +
M2sr
Ls
)
dI
′
r
dt
(3.23)
Avec celle du sche´ma a` fuites totalise´es au rotor :
e = −lN dI
′
r
dt
− Z ′rI
′
r (3.24)
Nous en de´duisons les parame`tres e´quivalents :
Z
′
r =
( Ls
Msr
)2
Zr (3.25)
lN = −
( Ls
Msr
)2(
1 +
M2sr
Lsmrr
)
mrr (3.26)
Il est rassurant de constater que par une me´thode diffe´rente, D.Riu [Riu01]
e´tablit un sche´ma e´quivalent tre`s similaire a` celui pre´sente´ par la figure 3.4.
3.3 Simulations par calculs de champ
Nous avons choisi pour cette e´tude de caracte´riser l’effet de peau dans une ma-
chine asynchrone triphase´e a` cage industrielle. Cette dernie`re est constitue´e de 2
paires de poˆles re´alise´es par quatre bobines de 20 spires chacun. La repre´sentation
en 2 dimensions pourra eˆtre satisfaite en utilisant uniquement un quart de la ma-
chine car les conditions aux limites sont anti-pe´riodiques. L’effet de la saturation
du champ magne´tique se fait par un entrefer e´quivalent aux extre´mite´s exte´rieures
des barres rotoriques [Dev02]. De plus, le mate´riau utilise´ pour la repre´sentation
des enroulements statoriques a une conductivite´ nulle. La conse´quence principale
sera une re´sistance statorique nulle Rs = 0. Cette re´sistance est facilement identi-
fiable sur une machine re´elle par un simple essai a` courant continu ou par un essai
a` vide. La me´thode de l’essai a` vide permet e´galement l’identification de l’induc-
tance cyclique statorique Ls. La figure 3.5 repre´sente la re´partition des densite´s
de courant dans le rotor pour une fre´quence de 50Hz lorsque le rotor est bloque´.
En d’autres termes, elle repre´sente les densite´s de courant a` l’instant t = 0 d’un
de´marrage direct sur le re´seau e´lectrique.
Les lettres a, b et c symbolisent les trois phases. Quant au signe ⊗, il signifie
que le courant circule dans l’axe perpendiculaire au plan de la feuille et dans le
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Fig. 3.5 – Densite´s de courant du rotor lors d’un de´marrage sur le re´seau 50Hz
(a) f = 1 Hz (b) f = 50 Hz (c) f = 100 Hz
(d) f = 500 Hz (e) f = 1 kHz (f) f = 5 kHz
Fig. 3.6 – Densite´ de courant dans une barre rotoriques a` diffe´rentes fre´quences
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sens allant de la face vers le dos de la page. Tandis que le signe  signifie que le
courant circule dans le sens allant du dos vers la face de la page.
Cette simulation confirme que l’effet de peau dans les machines a` induction est
un e´le´ment re´el et a` prendre en compte pour la re´alisation de mode`les plus fins que
les mode`les traditionnels.
3.3.1 Me´thode de de´termination des diffe´rents e´le´ments
Les bobinages statoriques comptent plusieurs spires en se´rie. Les courants de
chaque spire d’une meˆme bobine sont donc identiques a` tout instant. Chaque en-
coche statorique ne comprenant qu’une seule bobine, il est possible de s’affranchir
du dessin et de la simulation de chacune des spires. Chaque bobine sera donc re-
pre´sente´e par un mate´riau conducteur massif dont le courant qui le traverse est
e´gal au nombre d’ampe`res-tours total. Cependant, l’insertion d’un mate´riau massif
soumis a` un courant de´pendant du temps implique qu’il sera e´galement soumis au
phe´nome`ne d’effet de peau. La solution envisage´e pour palier a` se proble`me est de
forcer la conductivite´ a` une valeur nulle (σs = 0). La re´sistance ainsi simule´e sera
par conse´quent nulle, donc :
Rs = 0Ω (3.27)
Pour la de´termination des autres parame`tres, nous utilisons une me´thode e´ner-
ge´tique valable quelles que soient les conditions de fonctionnement de la machine.
En re´gime line´aire, nous pouvons e´crire que le flux vu du stator e´quivaut au produit
d’une inductance complexe e´quivalente L
′
eq par le courant statorique.
Φs = LsIs +MsrIr
= L
′
eqIs (3.28)
ΦsIs = L
′
eqI
2
s (3.29)
De plus, l’utilisation du the´ore`me de Stockes permet de passer d’une inte´grale
double du champ magne´tique sur une surface a` une inte´grale simple du potentiel
vecteur sur une longueur. Enfin, pour retrouver la relation e´voque´e a` l’e´quation
3.33, il est bon de se souvenir que le mate´riau utilise´ est de conductivite´ nulle.
La conse´quence est que la densite´ de courant ainsi que le potentiel vecteur ne
de´pendent pas des meˆmes variables, soit :
L
′
eq =
ΦsIs
I2s
=
(∫
Asdl
)(∫∫
JsdS
)
I2s
=
∫∫∫
AsJsdV
I2s
(3.30)
N’oublions pas que nous simulons un quart de machine uniquement. L’induc-
tance L
′
eq e´quivaut donc a` l’inductance d’un seul poˆle, alors que la machine est
constitue´ de 2 paires de poˆles, soit une inductance totale quatre fois plus grande.
Leq = 4.L
′
eq (3.31)
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Les simulations par calculs de champs sont effectue´es en re´gimes permanents.
Toute les de´rive´es par rapport au temps peuvent eˆtre remplace´es en complexe par
jω, soit :
V s = RsIs +
dΦs
dt
= RsIs + jωLeqIs (3.32)
3.3.2 Inductance cyclique statorique
La de´termination de l’inductance cyclique Ls doit se faire a` vide, soit pour
I
′
r = 0 donc Ir = 0. Cela signifie que le rotor ne doit subir aucune variation de
flux. Il faut donc que la vitesse me´canique soit e´gale a` la vitesse du champ tournant
statorique, elle est appele´e vitesse de synchronisme. Le logiciel utilise´ ne permettant
pas de faire une simulation avec un rotor tournant, nous remplacerons le mate´riau
conducteur en aluminum du rotor par de l’air qui a les meˆmes caracte´ristiques vis a`
vis des permittivite´s magne´tiques relatives (µAl = µair = 1). Par cette ope´ration, les
courants rotoriques restent nuls a` tout instant comme si la vitesse de synchronisme
e´tait atteinte.
La de´termination de Ls se fait de la manie`re suivante :
Ls = 4
∫∫∫
ASaJSa dV
I2Sa
= 187mH (3.33)
ASa de´signe le potentiel vecteur et JSa la densite´ de courant de la phase Sa.
3.3.3 Impe´dance rotorique
Reprenons la figure 3.4. La re´sistance statorique ainsi que l’inductance cyclique
statorique sont maintenant connues, seuls deux e´le´ments restent a` de´terminer :
l’inductance de fuites lN et l’impe´dance rotorique Z
′
r. En re´alite´, comme cette
impe´dance est complexe, trois termes doivent eˆtre de´termine´s, en sachant que les
parties re´elles et complexes de cette impe´dance varient en fonction de la fre´quence
d’alimentation. Il est donc ne´cessaire dans un premier temps de faire une hypothe`se
pour de´terminer l’inductance de fuite. Il a e´te´ montre´ (cf §2.2.3.2) que pour les tre`s
hautes fre´quences, l’inductance rotorique tend a` s’annuler.
lim
ω→∞
L
′
r(ω) = 0 (3.34)
Cette simulation en haute fre´quence est re´alise´e avec f = 10MHz. Pour une
telle fre´quence, on peut e´crire que Zr = zr.
Identifions l’e´quation 3.32 a` celle qui peut eˆtre de´duite du sche´ma e´lectrique de
Park avec fuites totalise´es au rotor 3.4, nous aurons :
jLeqω =
jLsω
(
jLNω + Z
′
r
)
Z
′
r + j (LN + Ls)ω
(3.35)
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En remplac¸ant Z
′
r et en identifiant les parties re´elles et imaginaires de part et
d’autre de la relation pre´ce´dente, nous pouvons e´crire le syste`me de deux e´quations
a` deux inconnues suivant :
[ <e(Zmes(ωHF )) lsω2HF −=m(Zmes(ωHF ))ωHF
=m(Zmes(ωHF ))− lsωHF <e(Zmes(ωHF ))ωHF
] [
zr
lN
]
=[
lsωHF=m(Zmes(ωHF ))
−lsωHF<e(Zmes(ωHF ))
]
(3.36)
A partir de ce syste`me, on en de´duit la valeur de l’inductance LN :
LN = 6.22mH (3.37)
Il ne reste alors plus qu’a` de´terminer la re´sistance ainsi que l’inductance ro-
torique sur une bande de fre´quence allant de 0.1Hz a` 100 kHz. Pour y parvenir,
reprenons l’e´quation 3.35 et e´crivons un syste`me permettant de de´terminer partie
re´elle et partie imaginaire de l’impe´dance Z
′
r.
R
′
r(ω) = <
(
jω
(LN + Ls)Leq − Ls
Ls − Leq
)
(3.38)
L
′
r(ω) = =
(
j
(LN + Ls)Leq − Ls
Ls − Leq
)
(3.39)
Nous repre´sentons sur les figures 3.7 les variations de la re´sistance rotorique
ainsi que de la re´actance rotorique Xr = L
′
r ω. Remarquons les fortes variations
de ces e´le´ments en fonction de la fre´quence. Sur le graphiques de gauche, il est
visible que la re´sistance et que la re´actance atteignent des valeurs tre`s proches
en hautes fre´quences. Le caracte`re diffusif de l’impe´dance rotorique est d’autant
plus visible sur le diagramme de bode de l’admittance. En effet, remarquons que
la pente du module de l’admittance est proche de −10 de´cibel par de´cade et que
l’asymptote de phase est proche de −45 degre´s pour les hautes fre´quences. Ces
valeurs asymptotiques caracte´risent une fonction de transfert d’ordre non entier
voisin de 0, 5.
Le diagramme de Bode du rotor complet de la machine met en exergue un fait
remarquable. En effet, en comparant ce diagramme de Bode a` celui obtenu pour
une barre rotorique seule (figure 2.13), nous notons que seule une diffe´rence de gain
est perceptible. Cette observation va permettre la de´termination de l’inductance
mutuelle stator-rotor Msr.
3.3.4 De´termination de l’inductance mutuelle Msr :
Dans cette partie, nous allons de´terminer la mutuelle stator-rotor graˆce a` la
proprie´te´ que nous venons d’e´noncer, a` savoir que seul le gain diffe`re entre les
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Fig. 3.7 – Parties re´elle et imaginaire (gauche) diagramme de Bode (droite) de
l’admittance rotorique du moteur LS132S
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Fig. 3.8 – Comparaison des diagrammes de Bode d’une barre unique et d’un rotor
complet de la machine LS132S
diagrammes de Bode d’une barre unique et d’un rotor complet. Nous trac¸ons ces
deux diagrammes de Bode sur la figure 3.8 et nous relevons une diffe´rence de gain
de 63, 88 dB, soit un facteur de 1563 au be´ne´fice de la barre unique entre les deux
gains statiques des impe´dances respectives.
Des e´tudes ante´rieures ont de´ja` e´te´ mene´es pour exprimer les valeurs rappor-
te´es au stator des re´sistances et des re´actances rotoriques (conside´re´es comme
constantes) d’une barre seule [Mn99, Cha83a]. Pour cela, il faut ne´cessairement
utiliser le rapport de transformation d’impe´dances de´fini pour un moteur a` cage
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comme suit [Cha83a] :
u¨z =
Zr
zr
=
4ms
mr
(Nskw1s)
2 (3.40)
avec :
zr : impe´dance d’une barre unique.
Zr : impe´dance rotorique ramene´e au stator.
ms : nombre de phases statoriques, ms = 3.
mr : nombre d’encoches rotoriques, mr = 28.
Ns : nombre des spires par encoche statorique, Ns = 20.
kw1s : facteur d’enroulement. La de´termination de ce facteur ne´cessite une connais-
sance exacte de la constitution de la machine, notamment sur le type de bo-
binage (pas raccourcis, concentrique, ...). E´tant donne´ que nous n’avons pas
acce`s a` ces donne´es, nous choisirons un ordre de grandeur repre´sentatif de
bon nombre de machines asynchrones : kw1s = 0, 9.
Le rapport de transformation d’impe´dance vaut alors :
u¨z = 138, 9 (3.41)
Rappelons que le diagramme de Bode du moteur 3.8 est repre´sentatif de l’im-
pe´dance rotorique Z
′
r du mode`le de Park modifie´ dont l’expression est donne´e par
l’e´quation 3.25. Avec l’ensemble de ces donne´es, on en de´duit la valeur de l’induc-
tance mutuelle stator-rotor :
Msr = Ls
√
u¨z
1563
= 55, 7mH (3.42)
3.4 Identification fre´quentielle
L’objectif de cette partie est de mode´liser le diagramme de Bode de la fonction
de transfert de l’admittance par une fonction mathe´matique susceptible de prendre
en compte le phe´nome`ne particulier des asymptotes hautes fre´quences. Pour par-
venir a` ce re´sultat, nous utilisons la me´thode du mode`le de´ja` utilise´e avec succe`s
dans le paragraphe §2.3 du deuxie`me chapitre. La figure 3.9 rappelle brie`vement
le principe de fonctionnement de cette me´thode qui consiste en la comparaison du
comportement d’un processus, en l’occurrence le diagramme de Bode 3.7, avec un
mode`le mathe´matique de´pendant de plusieurs parame`tres que l’on e´value ite´rati-
vement.
La me´thode d’optimisation du crite`re employe´e est la me´thode de Levenberg-
Marquardt dont l’equation aux re´currences a` la recherche du minimum est de´finie
par l’e´quation 2.50. De meˆme, nous reprenons les trois diffe´rents tests d’arreˆt de la
proce´dure ite´rative que nous avions de´fini dans le deuxie`me chapitre, a` savoir que
la proce´dure est interrompue si il y a :
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Fig. 3.9 – Organigramme simplifie´ de la me´thode du mode`le
– annulation du crite`re,
– le nombre total d’ite´rations supe´rieur a` 200,
– non convergence durant 10 ite´rations successives.
Au vu de la forte ressemblance des fonctions de transfert de la barre unique et
du rotor complet, nous gardons la meˆme de´finition du crite`re que dans le chapitre
pre´ce´dent (crite`re quadratique logarithmique pre´sente´ par l’e´quation 2.69) ainsi que
les gradients et pseudo-hessiens qui lui sont associe´s (respectivement les e´quations
2.70 et 2.71).
3.4.1 Choix du mode`le
Toujours en restant dans la logique de fortes similitudes entre ce chapitre et
le pre´ce´dent, nous mode´lisons dans un premier temps le rotor a` l’aide des deux
fonctions de transferts explicite et implicite de´finies par les expressions 2.83 et 2.96
que nous rappelons dans le tableau 3.1.
Mode`le explicite Mode`le implicite
Y ∗ (p, θi) = K0
1+ p
ωz1“
1+ p
ωp1
”
(1+( pωn )
n
)
Y ∗ (p, θi) = K0
1+ p
ωz1“
1+ p
ωp1
”
(1+ pωn )
n
Tab. 3.1 – Mode`les mathe´matiques explicite et implicite de´pendants des para-
me`tres K0, ωn ,n, ωz1 et ωp1
Les fonctions de sensibilite´ sont inchange´es par rapport a` celles de´crites dans le
chapitre pre´ce´dent. Les re´sultats de l’identification pour chacun des mode`les sont
92 3. Mode´lisation et identification d’une machine asynchrone a` cage
pre´sente´s par le tableau 3.2. On note que les deux mode`les sont initialise´s par le
meˆme vecteur de parame`tres. L’ordre initial des deux fonctions de transfert e´tant
e´gal a` 1, les crite`res initiaux sont identiques et e´gaux a` 71, 2.
Mode`le explicite Mode`le implicite
Valeur initiale Valeur identifie´e Valeur initiale Valeur finale
K0 1 2, 391 1 2, 197
ωn 50 210 50 73, 63
n 1 0, 587 1 0, 548
ωz1 5000 1760 5000 3583
ωp1 500 632 500 1887
Crite`re 71, 2 0, 576 71, 2 0, 172
Ite´rations 200 65
Tab. 3.2 – Re´sultats de l’identification du diagramme de Bode du rotor par fonc-
tions de transfert d’ordre non entier
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Fig. 3.10 – Identification de l’admittance rotorique du moteur LS132S par une
fonction de transfert d’ordre non entier explicite
Encore une fois, le mode`le implicite pre´sente de meilleures capacite´s de conver-
gences puisque 65 ite´rations suffisent pour atteindre le crite`re minimal de 0, 172,
alors que 200 ite´rations ne sont pas suffisantes au mode`le explicite dont la valeur
minimale du crite`re est plus de 3 fois supe´rieure a` celle du mode`le implicite. L’obser-
vation des diagrammes de Bode (figures 3.10(a) et 3.11(a)) et plus particulie`rement
des erreurs de module et de phase (figures 3.10(b) et 3.11(b)) permettent de cor-
roborer ces observations puisque le mode`le explicite affiche des erreurs maximales
supe´rieures a` celles du mode`le implicite : Erreur de module maximale d’environ
1, 1 dB pour l’explicite contre 0, 8 dB pour l’implicite et erreur de phase maximale
supe´rieure a` 7, 5 degre´s pour l’explicite contre 5, 2 degre´s pour l’implicite.
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Fig. 3.11 – Identification de l’admittance rotorique du moteur LS132S par une
fonction de transfert d’ordre non entier implicite
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Fig. 3.12 – comparaison des mode`les implicite et explicite pour la repre´sentation
de l’impe´dance
Mais plus qu’en terme d’erreurs maximales, c’est aux limites hautes et sur-
tout basses fre´quences que le syste`me implicite est sensiblement meilleur. En effet,
si l’objectif de ce me´moire est de prendre en compte le phe´nome`ne diffusif que
repre´sente l’effet de peau aux fre´quences e´leve´es pour la simulation des re´gimes
transitoires de la machine asynchrone, n’oublions pas les re´gimes permanents pour
autant. Dans ce dernier cas, les fre´quences rotoriques nominales sont de l’ordre du
hertz et l’erreur de phase du mode`le explicite pour de telles fre´quences est environ
dix fois supe´rieur a` celle du mode`le implicite. Pour mieux e´valuer ce proble`me, nous
nous proposons de tracer les parties re´elles et imaginaires de l’impe´dance (respec-
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tivement re´sistances et re´actances) du processus, du mode`le explicite ainsi que du
mode`le implicite (figure 3.12).
Sur la figure 3.12, les diffe´rences entre les deux fonctions de transfert sont
beaucoup plus marque´es, notamment aux basses fre´quences. En effet, la re´actance
du mode`le explicite pre´sente une forte divergence par rapport a` la re´actance du
processus, allant jusqu’a` un facteur 10 pour une fre´quence de 0, 1 hertz. Quant a`
la re´sistance, les raccordements hautes et basses fre´quences sont e´galement mieux
approxime´s par la fonction de transfert implicite, mais les diffe´rences sont minimes.
3.4.2 Ame´lioration des mode`les
Les mode`les pre´ce´dents font apparaˆıtre des erreurs de phase allant jusqu’a` pre`s
de 8 degre´s, repre´sentant une erreur relative de pre`s de 20%. Nous proposons d’aug-
menter la finesse de la repre´sentation en augmentant le nombre de parame`tres des
fonctions de transfert. Dans tous les cas, les fonctions de transfert sont compose´es
d’un gain statique, et d’un poˆle d’ordre non entier (implicite ou explicite). Sont
ensuite adjoints a` celles-ci de une a` cinq paires poˆle-ze´ro d’ordre entier.
3.4.2.1 Mode`le explicite et crite`res associe´s
Y ∗ (p, θi) = K0
1
1 +
(
p
ωn
)n M(1→5)∏
m=1
1 + p
ωzm
1 + p
ωpm
(3.43)
Ce mode`le est compose´ de (3 + 2M) parame`tres rassemble´s dans le vecteur
parame`tres θi suivant :
θi =
[
K0 ωn n ωz1 ωp1 . . . ωzM ωpM
]t
(3.44)
A` partir de l’expression de la fonction de transfert, nous de´terminons analy-
tiquement les crite`res sur le module J1(θi) et sur la phase J2(θi) pour chaque
pulsation ωk :
J1(θi) =
1
2
K∑
k=1
(ln (H∗(ωk, θi))− ln (H(ωk)))2 (3.45)
J2(θi) =
1
2
K∑
k=1
(φ∗(ωk, θi)− φ(ω))2 (3.46)
J(θi) = J1(θi) + J2(θi) (3.47)
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avec le module du mode`le :
ln (H∗(ωk, θi)) = ln(K0)−
1
2
ln
((
1 +
(ωk
ωn
)n
cos(n
pi
2
)︸ ︷︷ ︸
p = f(ωk, ωn, n)
)2
+
( (ωk
ωn
)n
sin(n
pi
2
)︸ ︷︷ ︸
q = f(ωk, ωn, n)
)2)
+
1
2
ln
(
1 +
(
ωk
ωz1
)2)
− 1
2
ln
(
1 +
(
ωk
ωp1
)2)
+ · · ·
+
1
2
ln
(
1 +
(
ωk
ωzM
)2)
− 1
2
ln
(
1 +
(
ωk
ωpM
)2)
(3.48)
ainsi que son argument :
φ∗(ωk, θi) =− arctan
(
ωn sin(npi
2
)
1 + ωn cos(npi
2
)
)
+ arctan
(
ωk
ωz1
)
− arctan
(
ωk
ωp1
)
+ · · ·
+ arctan
(
ωk
ωzM
)
− arctan
(
ωk
ωpM
)
(3.49)
3.4.2.2 Fonctions de sensibilite´s
La de´composition du crite`re quadratique logarithmique en tant que somme de
deux crite`res fait logiquement apparaˆıtre deux vecteurs de fonctions de sensibili-
te´s. Le premier
[
σ1θi
]
k
correspond au vecteur fonctions de sensibilite´s du module,
quant a`
[
σ2θi
]
k
il correspond au vecteur fonctions de sensibilite´s de la phase. Ils
s’expriment analytiquement de la sorte :
[
σ1θi
]
k
=
∂ ln (H∗(ωk, θi))
∂θi
=

∂ ln(H∗(ωk,θi))
∂K0
∂ ln(H∗(ωk,θi))
∂ωn
∂ ln(H∗(ωk,θi))
∂n
∂ ln(H∗(ωk,θi))
∂ωz1
∂ ln(H∗(ωk,θi))
∂ωp1
...
∂ ln(H∗(ωk,θi))
∂ωzM
∂ ln(H∗(ωk,θi))
∂ωpM

=

1
K0
p ∂p
∂ωn
+q ∂q
∂ωn
p2+q2
p ∂p
∂n
+q ∂q
∂n
p2+q2
− 1
ωz1
ω2k
ω2k+ω
2
z1
1
ωp1
ω2k
ω2k+ω
2
p1
...
− 1
ωzM
ω2k
ω2k+ω
2
zM
1
ωpM
ω2k
ω2k+ω
2
pM

(3.50)
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[
σ2θi
]
k
=
∂φ∗(ωk, θi)
∂θi
=

∂φ∗(ωk,θi)
∂K0
∂φ∗(ωk,θi)
∂ωn
∂φ∗(ωk,θi)
∂n
∂φ∗(ωk,θi)
∂ωz1
∂φ∗(ωk,θi)
∂ωp1
...
∂φ∗(ωk,θi)
∂ωzM
∂φ∗(ωk,θi)
∂ωpM

=

0
p ∂q
∂ωn
−q ∂p
∂ωn
p2+q2
p ∂q
∂n
−q ∂p
∂n
p2+q2
− ωk
ω2k+ω
2
z1
ωk
ω2k+ω
2
p1
...
− ωk
ω2k+ω
2
zM
ωk
ω2k+ω
2
pM

(3.51)
3.4.2.3 Mode`le implicite et crite`res associe´s
Y ∗ (p, θi) = K0
1(
1 + p
ωn
)n M(1→5)∏
m=1
1 + p
ωzm
1 + p
ωpm
(3.52)
Tout comme l’e´tait le mode`le explicite, le mode`le implicite est compose´ de
(3 + 2M) parame`tres rassemble´s dans un vecteur colonne θi :
θi =
[
K0 ωn n ωz1 ωp1 . . . ωzM ωpM
]t
(3.53)
L’expression du crite`re est identique a` l’e´quation 3.47 ou` le logarithme ne´pe´rien
du module s’e´crit :
ln (H∗(ωk, θi)) = ln(K0)−
n
2
ln
(
1 +
(
ωk
ωn
)2)
+
1
2
ln
(
1 +
(
ωk
ωz1
)2)
− 1
2
ln
(
1 +
(
ωk
ωp1
)2)
+ · · ·
+
1
2
ln
(
1 +
(
ωk
ωzM
)2)
− 1
2
ln
(
1 +
(
ωk
ωpM
)2)
(3.54)
et l’argument :
φ∗(ωk, θi) =− n arctan
(
ωk
ωn
)
+ arctan
(
ωk
ωz1
)
− arctan
(
ωk
ωp1
)
+ · · ·
+ arctan
(
ωk
ωzM
)
− arctan
(
ωk
ωpM
)
(3.55)
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3.4.2.4 Fonctions de sensibilite´s
La de´composition du crite`re quadratique logarithmique en tant que somme de
deux crite`res fait logiquement apparaˆıtre deux vecteurs de fonctions de sensibili-
te´s. Le premier
[
σ1θi
]
k
correspond au vecteur fonctions de sensibilite´s du module,
quant a`
[
σ2θi
]
k
il correspond au vecteur fonctions de sensibilite´s de la phase. Ils
s’expriment analytiquement de la sorte :
[
σ1θi
]
k
=
∂ ln (H∗(ωk, θi))
∂θi
=

∂ ln(H∗(ωk,θi))
∂K0
∂ ln(H∗(ωk,θi))
∂ωn
∂ ln(H∗(ωk,θi))
∂n
∂ ln(H∗(ωk,θi))
∂ωz1
∂ ln(H∗(ωk,θi))
∂ωp1
...
∂ ln(H∗(ωk,θi))
∂ωzM
∂ ln(H∗(ωk,θi))
∂ωpM

=

1
K0
n
ωn
ω2k
ω2k+ω
2
n
−1
2
ln
(
1 +
(
ωk
ωn
)2)
− 1
ωz1
ω2k
ω2k+ω
2
z1
1
ωp1
ω2k
ω2k+ω
2
p1
...
− 1
ωzM
ω2k
ω2k+ω
2
zM
1
ωpM
ω2k
ω2k+ω
2
pM

(3.56)
[
σ2θi
]
k
=
∂φ∗(ωk, θi)
∂θi
=

∂φ∗(ωk,θi)
∂K0
∂φ∗(ωk,θi)
∂ωn
∂φ∗(ωk,θi)
∂n
∂φ∗(ωk,θi)
∂ωz1
∂φ∗(ωk,θi)
∂ωp1
...
∂φ∗(ωk,θi)
∂ωzM
∂φ∗(ωk,θi)
∂ωpM

=

0
n ωk
ω2k+ω
2
n
− arctan
(
ωk
ωn
)
− ωk
ω2k+ω
2
z1
ωk
ω2k+ω
2
p1
...
− ωk
ω2k+ω
2
zM
ωk
ω2k+ω
2
pM

(3.57)
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3.4.3 Re´sultats d’identification
Les tableaux 3.3 et 3.4 pre´sentent les re´sultats d’identification pour les mode`les
explicite et implicite avec un nombre M de paire poˆle-ze´ro variant de 1 a` 5. L’e´vo-
lution de la pulsation ωn de chacun des mode`les en fonction de M e´taye le fait
que le mode`le implicite est plus adapte´ que l’explicite pour la repre´sentation aux
basses fre´quences. En effet, dans le cas implicite, cette pulsation est stable (environ
100Hz) quelque soit le nombre de cellules adjointes au poˆle d’ordre non entier de
base, alors que pourM augmentant, cette meˆme pulsation a tendance a` eˆtre rejete´e
aux fre´quences e´leve´es pour le mode`le explicite (de 210 rad/s pour M = 1 a` plus
de 60000 pour M = 5).
Toutes les identifications sont base´s sur le meˆme processus compose´ de 100
points, les crite`res sont donc tous comparables entre eux. Dans ces conditions,
on note une diminution de ce crite`re a` chaque fois qu’une cellule supple´mentaire
est ajoute´e. Cependant pour une valeur M donne´e, le crite`re du mode`le implicite
est toujours infe´rieur a` celui de l’explicite. De plus, la diminution du crite`re n’est
pas proportionnelle au nombre de cellules. Prenons par exemple le cas du mode`le
implicite, le crite`re est pratiquement divise´ par 20 lorsqueM passe de 2 a` 3 cellules,
alors qu’il n’est divise´ a` peine divise´ par 2 lorsque M passe de 3 a` 4.
M = 1 M = 2 M = 3 M = 4 M = 5
VI VF VI VF VI VF VI VF VI VF
K0 1 2.391 1 2.278 1 2.196 1 2.189 1 2.177
ωn 50 210 50 257.8 50 9838 50 17406 50 62107
n 1 0.587 1 0.553 1 0.553 1 0.560 1 0.583
ωz1 5000 1760 1000 826 1000 661 700 464 700 490
ωp1 500 632 300 188 700 159 400 148 400 144
ωz2 10000 8808 4000 5018 2000 1382 2000 1455
ωp2 3000 3151 2000 1523 1000 693 1000 749
ωz3 10000 23004 7000 7775 7000 6176
ωp3 7000 13085 4000 2486 4000 2154
ωz4 20000 33202 20000 22115
ωp4 10000 20689 10000 10324
ωz5 70000 89576
ωp5 40000 65208
Crite`re 0, 576 53, 2.10−3 6, 64.10−3 3, 55.10−3 6, 66.10−4
Ite´ration 200 200 118 183 200
Tab. 3.3 – Re´sultats d’identification a` l’aide de fonctions de transfert d’ordre non
entier explicite avec M variant de 1 a` 5
Ces remarques sur le crite`re sont e´galement valables pour les erreurs maximales
commises par rapport au module et a` la phase du processus. En effet, les figures
3.13(b) et 3.14(b) montrent une e´volution sensible en terme d’erreur lors du passage
de 1 a` 3 cellules avec un facteur proche de 10 aussi bien sur le module que la
phase pour les deux mode`les. Aux vues de l’ensemble des re´sultats, c’est le mode`le
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implicite a` 3 cellules qui semble le meilleur compromis entre nombre de parame`tres
et crite`re (ou erreurs).
M = 1 M = 2 M = 3 M = 4 M = 5
VI VF VI VF VI VF VI VF VI VF
K0 1 2.197 1 2.174 1 2.170 1 2.170 1 2.169
ωn 50 73.63 50 98.12 50 109 50 114 50 117
n 1 0.548 1 0.513 1 0.500 1 0.500 1 0.498
ωz1 5000 3583 1000 575 1000 401 700 364 700 346
ωp1 500 1887 300 354 700 251 400 229 400 218
ωz2 10000 7805 4000 3601 2000 1911 2000 1754
ωp2 3000 4431 2000 2293 1000 1546 1000 1385
ωz3 10000 15150 7000 4829 7000 5514
ωp3 7000 11390 4000 3529 4000 3949
ωz4 20000 16150 20000 9814
ωp4 10000 12660 10000 9084
ωz5 70000 21054
ωp5 40000 18116
Crite`re 0, 172 13, 3.10−3 6, 9.10−4 3, 65.10−4 2, 35.10−4
Ite´ration 65 102 200 176 149
Tab. 3.4 – Re´sultats d’identification a` l’aide de fonctions de transfert d’ordre non
entier implicite avec M variant de 1 a` 5
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Fig. 3.13 – Identification de l’admittance rotorique du moteur LS132S par fonctions
de transfert d’ordre non entier explicite pour M variant de 1 a` 3
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Fig. 3.14 – Identification de l’admittance rotorique du moteur LS132S par fonctions
de transfert d’ordre non entier implicite pour M variant de 1 a` 3
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Fig. 3.15 – Erreurs observe´es pour M = 3, 4, 5
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3.5 Conclusion
Ce chapitre fait e´tat de plusieurs points essentiels. D’abord, la simulation tem-
porelle des re´gimes transitoires avec prise en compte de l’effet de peau au niveau du
rotor se doit d’eˆtre associe´e a` un jeu d’e´quations adapte´. Par conse´quent, nous pro-
posons un mode`le dynamique dans les axes d et q tre`s proche du mode`le classique
de Park. Nous avons montre´ que pour conserver un lien entre une barre unique et
le rotor complet de la machine, il e´tait ne´cessaire de fixer le syste`me d’axes (d−q)
au rotor de la machine. Ce mode`le fait apparaˆıtre une « astuce » mathe´matique
qui consiste en la cre´ation d’un pseudo-flux rotorique. En effet, si ce dernier est
homoge`ne a` un flux et mathe´matiquement indispensable, il n’a en revanche aucune
interpre´tation physique.
Nous proposons ensuite, a` partir de calculs de champ, une me´thodologie d’ex-
traction l’impe´dance du rotor, fortement masque´ par le filtre que repre´sente le
stator. L’objectif e´tant bien e´videmment d’e´tendre cette me´thodologie a` un sys-
te`me expe´rimental, seules des mesures d’impe´dance vues des bornes statoriques
sont autorise´es. Il en ressort que le choix du syste`me d’axes (d−q) est judicieux
puisque seul un gain diffe´rencie le diagramme de Bode du rotor complet a` celui de
la barre unique. Cette information permet de diminuer conside´rablement les temps
de calculs puisque sur le meˆme calculateur (PIV 2.8GHz et 512Mo de me´moire
vive), seule une dizaine de minutes suffisent pour une barre unique alors que pre`s
de dix heures de calculs sont ne´cessaires a` la simulation d’un quart de machine.
La dernie`re partie consiste en l’identification du diagramme de Bode de l’ad-
mittance rotorique a` l’aide des fonctions de transfert d’ordre non entier explicite et
implicite de´finies dans le chapitre pre´ce´dent. Cependant, si ces fonctions de trans-
fert compactes permettent de bien caracte´riser le phe´nome`ne hautes fre´quences par
un ordre n proche de un demi, elles ne s’ave`rent pas comple`tement satisfaisantes
sur l’ensemble de la feneˆtre fre´quentielle. Pour palier a` cela, nous proposons d’ame´-
liorer ces identifications en multipliant les poˆles d’ordre non entier par un nombre
croissant de paires poˆle-ze´ro entiers. Il en ressort que le meilleur compromis au
niveau de l’identification fre´quentielle est l’utilisation d’une fonction de transfert
d’ordre non entier implicite associe´e a` 3 cellules d’ordre entier. Il est a` noter que
cet ajout restreint de poˆles et ze´ros permet de rendre compte de la richesse para-
me´trique engendre´e par la forme complexe d’une barre. Sur 6 de´cades, l’e´cart de
phases (le plus sensible) reste infe´rieur a` 2 degre´s.
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4.1 Introduction
Ce chapitre se compose de trois parties. La premie`re concerne la re´alisation
d’un banc expe´rimental permettant la spectroscopie d’impe´dance de la machine
asynchrone. Nous exposons quelles sont les contraintes a` observer pour satisfaire
des conditions de mesures constantes sur toute la bande de fre´quence, puis nous
expliquons quels sont les choix que nous avons retenu pour y re´pondre.
Dans un deuxie`me temps, nous essayons d’appliquer la me´thodologie d’extrac-
tion de l’impe´dance rotorique que nous avons de´finie dans le chapitre pre´ce´dent a`
partir de mesures statoriques expe´rimentales. Suite a` l’e´chec observe´, nous propo-
sons d’identifier l’ensemble des parame`tres de la machine sans passer par la phase
d’extraction de l’impe´dance rotorique.
Enfin, nous traitons le proble`me de la feneˆtre fre´quentielle d’identification choi-
sie et nous pre´sentons quelles sont les conse´quences de ce choix sur les parame`tres
identifie´s.
4.2 Description du banc expe´rimental
4.2.1 Principe
Dans cette partie, nous essayons de reproduire la me´thodologie the´orique mise
en œuvre dans les chapitres pre´ce´dents. Il s’agit en effet de re´aliser une mesure
fre´quentielle d’impe´dance de la machine asynchrone a` l’arreˆt sur une gamme de
fre´quence allant de la dizaine de millihertz au kilohertz. Afin de se placer dans
des conditions similaires a` l’e´tude the´orique, nous souhaitons re´aliser cette spec-
troscopie autour d’un point de repos de la zone line´aire de la courbe de premie`re
aimantation. Cependant, nous choisissons un courant moyen non nul pour assurer
la saturation des isthmes rotoriques. La figure 4.1 pre´sente le point de fonctionne-
ment souhaite´ sur la courbe de premie`re aimantation.
ϕm(t)
im(t)
ϕ(t)
i(t)
Fig. 4.1 – Spectroscopie d’impe´dance autour d’un point de repos de la zone line´aire
de la courbe de premie`re aimantation
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4.2.2 Solution mise en jeu
Au vue de la figure 4.1, la solution envisage´e consiste a` alimenter la machine
en courant. Cependant, il n’est pas envisageable d’utiliser une source de courant,
et la seule alternative est l’utilisation d’une source de tension re´gule´e en courant.
Cette source de tension est cependant soumise a` contraintes. Elle doit eˆtre capable
de fournir un courant moyen afin de conserver l’e´tat magne´tique de la machine
sur une bande de fre´quence e´tendue sur plusieurs de´cades. De plus, pour garder
une amplitude constante du courant re´gule´, cette source doit permettre de fournir
une faible amplitude de tension pour une faible fre´quence et une forte amplitude
de tension pour les fre´quences e´leve´es (Si on ne´glige la re´sistance statorique, cela
revient a` imposer un rapport tension sur fre´quence presque constant).
De plus, les mesures s’effectuant a` rotor bloque´, il n’est pas ne´cessaire d’utiliser
une alimentation triphase´e.
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Fig. 4.2 – Synoptique du banc expe´rimental
La solution adopte´e, de´crite par la figure 4.2, consiste a` asservir un courant
sinuso¨ıdal Icons a` fre´quence variable autour d’un point de fonctionnement continu
(I=). La machine asynchrone est caˆble´e de telle sorte que la somme des courants
soit nulle et que la machine reste a` l’arreˆt. Elle est alimente´e par un hacheur 4
quadrants re´gule´ en courant. L’analyseur de spectre ge´ne`re la re´fe´rence sinuso¨ıdale
de fre´quence et d’amplitude connues, et peut ainsi de´terminer les phases et am-
plitudes des signaux mesure´s (Imes et Vmes). Un balayage en fre´quence entre 0.015
Hertz et 5 kilohertz est re´alise´, permettant d’en de´duire un diagramme de Bode de
la machine vu des bornes statoriques.
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4.2.3 Commande unipolaire de l’onduleur
L’ensemble redresseur-onduleur est assure´ par le module didactique Semiteach
de Semikron (photo 4.3). E´tant donne´ la particularite´ de la commande que nous
souhaitons mettre en place (« basse fre´quence - basse tension » et « haute fre´quence
- haute tension »), ce module nous permet de controˆler inde´pendamment les deux
bras de l’onduleur. Pour limiter les ondulations de courant, nous re´alisons une com-
mande a` modulation de largeur d’impulsions (MLI) unipolaire dont la fre´quence
de de´coupage de chacun des bras est fixe´e a` 10 kHz (fre´quence de de´coupage maxi-
male autorise´e par les IGBT qui composent l’onduleur). Le principe d’une telle
commande est illustre´ par la figure 4.4.
Fig. 4.3 – Photographie du module Semiteach de Semikron
vtrivα
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Fig. 4.4 – Principe de la commande unipolaire
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4.2.4 Re´gulation de courant
Afin d’imposer dans la machine asynchrone un courant sinusoidal autour d’un
courant moyen non nul, il est ne´cessaire de re´aliser un asservissement de courant.
Pour le re´glage du correcteur proportionnel inte´gral (PI), nous effectuons au pre´a-
lable un essai indiciel en boucle ouverte. L’oscillogramme de cet essai est pre´sente´
par la figure 4.5.
∆Imes
∆vα
τ
Fig. 4.5 – Oscillogrammes en boucle ouverte Imes(p)
vα(p)
(gauche) et en boucle ferme´e
avec correcteur PI Imes(p)
Icons(p)
(droite)
Nous assimilons la re´ponse indicielle en boucle ouverte de l’ensemble ondu-
leur/machine asynchrone a` un syste`me du premier ordre. Cela peut paraˆıtre ten-
dancieux par rapport a` l’allure de l’oscillogramme 4.5 (gauche), mais l’objectif
n’est pas d’obtenir la re´gulation la plus performante possible, mais seulement de
re´aliser l’asservissement d’une consigne de courant sinuso¨ıdal qui permet de garder
une amplitude de courant a` peu pre`s constante sur toute la bande de fre´quence
balaye´e.
+
−Icons KI
(
1 + 1
τIp
) K
1 + τp
vα
Imes
Fig. 4.6 – Sche´ma bloc simplifie´
Le premier ordre approxime´ est le suivant :
Imes(p)
vα(p)
=
K
1 + τp
(4.1)
avec :
τ ' 16ms K = ∆Imes
∆vα
' 1, 91 (4.2)
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Les parame`tres du correcteur sont choisis pour avoir une bande passante en
boucle ferme´e de 1 kHz (soit un dixie`me de la fre´quence de de´coupage de l’onduleur)
et pour compenser le poˆle de la fonction de transfert en boucle ouverte :
τI = τ = 16ms KI ' 50 (4.3)
La re´ponse indicielle en boucle ferme´e est pre´sente´e par la figure 4.5 (droite).
On note que la constante de temps en boucle ferme´e est proche de 150µs (soit une
fre´quence de coupure proche de 1 kHz) et que l’erreur de position est nulle.
4.3 Essais dans les meˆmes conditions que le cal-
cul de champs
Dans cette partie, nous appliquons la me´thodologie de´crite dans le chapitre
pre´ce´dent pour extraire l’impe´dance propre rotorique a` partir de mesures stato-
riques. Cette extraction ne´cessite au pre´alable de de´terminer les diffe´rents e´le´ments
constants du sche´ma e´lectrique 3.4.
4.3.1 Mesure de la re´sistance statorique Rs
La mesure de la re´sistance s’effectue a` tension et courant continus. La figure
4.7 pre´sente le sche´ma de caˆblage mis en œuvre. Dans ces conditions, la re´sistance
totale mesure´e par la me´thode volt-ampe`reme´trique est e´gale a` 1.5 fois la valeur
de la re´sistance Rs.
Rs = 1.14Ω (4.4)
MAS
A
VE
I
Rs
Rs
Rs
Fig. 4.7 – Caˆblage mis en œuvre pour la mesure de la re´sistance statorique Rs
4.3.2 Mesure de l’inductance cyclique Ls
La mesure de l’inductance cyclique statorique Ls se fait a` courant rotorique
nul. Pour parvenir a` cet e´tat, la machine asynchrone est entraˆıne´e a` la vitesse
de synchronisme Ns =
60
pi
Ωs = 1500 tr/min par une machine synchrone 2 paires
de poˆles. La figure 4.8 pre´sente le sche´ma de caˆblage de cette manipulation. La
proce´dure est compose´e de 5 e´tapes :
1. De´marrage direct de la machine asynchrone sur le re´seau 400V/50Hz.
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2. Ve´rification de la compatibilite´ des sens de rotations des deux machines ac-
couple´es.
– Passage a` la troisie`me e´tape si compatibles.
– Retour a` la premie`re e´tape apre`s permutation de deux phases sur l’une ou
l’autre des machines.
3. Re´glage de la force e´lectromotrice de la machine synchrone via l’inducteur.
4. Accrochage de la machine synchrone au re´seau 400V/50Hz.
5. Mesures de puissances absorbe´es a` vide par la machines asynchrone.
W
at
tm
e`t
re
MAS MS
Ωs
Fig. 4.8 – Caˆblage mis en œuvre pour la mesure de l’inductance cyclique Ls a` la
vitesse de synchronisme
Cette proce´dure me`ne a` la valeur de l’inductance cyclique suivante :
Ls = 110mH (4.5)
4.3.3 Tentative d’extraction de l’impe´dance fractionnaire
Znr et de l’inductance lN
A` partir du banc expe´rimental de´crit par la figure 4.2, une se´rie de mesures
a e´te´ effectue´e pour un courant de consigne Icons d’une amplitude de 0.5 ampe`re
autour d’un courant moyen I= de 3 ampe`res. La prise en compte des diffe´rentes
sondes de courant et tension ne´cessite un traitement afin d’extirper le diagramme
de Bode de l’admittance de la machine asynchrone. Cette manœuvre est de´licate et
une caracte´risation tre`s pre´cise des sondes et filtres doit eˆtre observe´e pour perdre
un minimum d’informations.
Nous pre´sentons les re´sultats de ce test par l’interme´diaire du diagramme de
Bode de l’admittance trace´ figure 4.9. La me´thode employe´e permet d’extraire
une admittance tre`s pre´cise sur plus de cinq de´cades en fre´quence. La premie`re
remarque qui vient a` l’esprit concerne les hautes fre´quences. En effet, on observe
une augmentation de la phase au dela` du kilohertz. Ce phe´nome`ne a plusieurs
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explications : la premie`re est la dynamique de la re´gulation de courant. En effet, la
bande passante en boucle ferme´e est de 1 kilohertz, ce qui signifie que les signaux
sont atte´nue´s au dela` de cette fre´quence, impliquant une impre´cision grandissante
sur les mesures. De plus, des phe´nome`nes physiques usuellement ne´glige´s dans
le fonctionnement normal des machines asynchrones apparaissent, notamment les
aspects capacitifs des enroulements statoriques. Pour ces raisons, nous amputons le
diagramme de Bode des mesures effectue´es pour les fre´quences supe´rieures a` 1 kHz.
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Fig. 4.9 – Diagramme de Bode de l’admittance mesure´e totale par phase de la
machine asynchrone LS132S
Dans le chapitre 2, nous avons formule´ et admis une hypothe`se tre`s haute fre´-
quence pour la de´termination de l’inductance de fuites lN . Au vu des re´sultats
expe´rimentaux, cette hypothe`se paraˆıt difficile a` exploiter du fait que les mesures
tre`s hautes fre´quences s’ave`rent impre´cises. Nous formulons donc une nouvelle hy-
pothe`se qui consiste a` dire que la re´sistance et la re´actance du rotor sont e´gales a`
la fre´quence de 1 kHz (e´quation 4.6).
Rr(f = 1kHz) = Xr(f = 1kHz) (4.6)
soit :
Zr(f = 1kHz) = zr(1 + j) (4.7)
La me´thodologie mise en place pour extraire l’impe´dance rotorique des ma-
chines asynchrones a` cage a` partir d’essais issus des calculs nume´riques du champ
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Fig. 4.10 – Tentative d’extraction de l’admittance rotorique via la me´thodologie
the´orique
montre tre`s vite ses limites dans la re´alite´ (figure 4.10). En effet, si les simulations
nume´riques assurent des mesures tre`s progressives par rapport aux fre´quences suc-
cessives, ce n’est pas le cas des mesures issues de l’expe´rimentation. L’extraction
de l’impe´dance rotorique sur toute la gamme de fre´quence de´pend tre`s fortement
de la bonne e´valuation de l’inductance lN . Baser sa de´termination sur un seul point
de mesure, qui plus est haute fre´quence, paraˆıt alors tre`s le´ger. De plus, le rotor
est fortement masque´ par le filtre statorique. Ceci implique que les parame`tres sta-
toriques doivent eˆtre de´termine´s avec une tre`s bonne pre´cision, ce que ne permet
pas les mesures de puissances classiques.
4.4 Identification globale
Nous avons montre´ dans le paragraphes pre´ce´dent que la me´thodologie the´o-
rique mise en place pour extraire l’impe´dance rotorique n’est pas applicable dans
un cas re´el. En effet, si la de´termination avec pre´cision des parame`tres en amont du
rotor (re´sistance statorique, inductance cyclique statorique et surtout inductance
de « fuites ») ne pose the´oriquement aucun proble`me, leur de´termination expe´-
rimentale pre´sente des approximations beaucoup trop importantes pour extraire
l’impe´dance rotorique dans de bonnes conditions.
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Nous proposons alors d’identifier l’ensemble des parame`tres du moteur vus des
bornes statoriques a` l’aide de la me´thode du mode`le associe´e a` la proce´dure d’op-
timisation de Levenberg-Marquardt. Le sche´ma e´lectrique repre´sentant le mode`le
de la machine asynchrone est rappele´ par la figure 4.11
Za
Rs
Ls
lN
Znr
Fig. 4.11 – Impe´dance e´quivalente vue des bornes statoriques
L’impe´dance Za repre´sente l’impe´dance e´quivalent totale de la machine asyn-
chrone a` l’arreˆt. Quant a` l’impe´dance Znr , elle repre´sente l’impe´dance rotorique
d’ordre n. L’expression de Za est la suivante :
Za = Rs +
jLsω(jlNω + Znr )
jLsω + jlNω + Znr
(4.8)
4.4.1 De´finition des crite`res
La me´thode du mode`le, dont le principe est de´crit de manie`re pre´cise dans le
paragraphe 2.3.1 et re´sume´ par la figure 2.17, implique la de´termination pre´alable
d’un mode`le mathe´matique de´pendant d’un certain nombre de parame`tres. Comme
nous l’avons fait jusqu’a` pre´sent, nous choisissons de repre´senter une admittance
par ce mode`le. L’expression de l’admittance vue des bornes statoriques est de´crite
par l’e´quation 4.9 :
Y ∗(p, θi) = H∗(ω, θi) exp (jφ
∗(ω, θi)) =
1
Za
=
a(θi) + jb(θi)
c(θi) + jd(θi)
(4.9)
avec :
a(θi) = <e(Znr ) (4.10)
b(θi) = =m(Znr ) + (Ls + lN)ω (4.11)
c(θi) = Rsa(θi)− Lsωb(θi) + (Lsω)2 (4.12)
d(θi) = Rsb(θi) + Lsωa(θi) (4.13)
Nous de´finissons deux types de fonctions de transfert susceptibles de repre´senter
l’impe´dance fractionnaire Zr : l’une explicite, l’autre implicite. Dans ces deux cas,
nous choisissons un nombre minimum de parame`tres, soit 3 parame`tres. Les deux
expressions sont de´finies par les e´quations 4.14 et 4.15.
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Impe´dance explicite : Znr = R0
(
1 +
(
p
ωn
)n)
(4.14)
Impe´dance implicite : Znr = R0
(
1 +
p
ωn
)n
(4.15)
Quelle que soit l’expression de l’impe´dance d’ordre non entier Znr , le vecteur de
parame`tre θi est compose´ de 6 parame`tres. Il est de´fini comme suit :
θi =
[
Rs Ls lN R0 ωn n
]t
(4.16)
A` partir de l’expression de la fonction de transfert, nous de´terminons analy-
tiquement les crite`res sur le module J1(θi) et sur la phase J2(θi) pour chaque
pulsation ωk :
J1(θi) =
1
2
K∑
k=1
(ln (H∗(ωk, θi))− ln (H(ωk)))2 (4.17)
J2(θi) =
1
2
K∑
k=1
(φ∗(ωk, θi)− φ(ω))2 (4.18)
J(θi) = J1(θi) + J2(θi) (4.19)
4.4.1.1 Module et argument base´s sur le mode`le explicite
Le crite`re J1(θi) de´pend du module du mode`le dont l’expression est donne´e par
l’e´quation 4.20.
ln (H∗(ωk, θi)) =
1
2
ln
(
a2(θi) + a
2(θi)
)− 1
2
ln
(
c2(θi) + d
2(θi)
)
(4.20)
Quant au crite`re J2(θi), il de´pend de l’argument du mode`le et est de´fini par
l’expression 4.21.
φ∗(ωk, θi) = arctan
(
b(θi)
a(θi)
)
− arctan
(
d(θi)
c(θi)
)
(4.21)
Ces deux dernie`res expressions de´pendent de a(θi), b(θi), c(θi) et d(θi) qui
de´pendent eux-meˆmes des parties re´elles et imaginaires de l’impe´dance rotorique
Znr . Pour le mode`le explicite tel qu’il est de´fini par l’e´quation 4.14, ces composantes
s’expriment :
<e(Znr ) = R0
[
1 +
(
ωk
ωn
)n
cos(n
pi
2
)
]
(4.22)
=m(Znr ) = R0
(
ωk
ωn
)n
sin(n
pi
2
) (4.23)
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4.4.1.2 Module et argument base´s sur le mode`le implicite
Les expressions du module ainsi que de l’argument de l’admittance e´quivalente
vue du stator base´e sur une impe´dance rotorique implicite sont identiques aux
e´quations 4.20 pour le module et 4.21 pour l’argument. Seules changent les expres-
sions des parties re´elles et imaginaires de l’impe´dance rotorique d’ordre non entier
implicite (e´quation 4.15) que l’on peut e´crire sous la forme suivante :
Znr = R0
(
1 +
p
ωn
)n
= R0
√1 + (ωk
ωn
)2n exp(jn arctan(ωk
ωn
)) (4.24)
Soit les parties re´elle et imaginaire suivantes :
<e(Znr ) = R0
(
1 +
(
ωk
ωn
)2)n/2
︸ ︷︷ ︸
e(θi)
cos
(
n arctan
(
ωk
ωn
))
︸ ︷︷ ︸
f(θi)
(4.25)
=m(Znr ) = R0
(
1 +
(
ωk
ωn
)2)n/2
︸ ︷︷ ︸
e(θi)
sin
(
n arctan
(
ωk
ωn
))
︸ ︷︷ ︸
g(θi)
(4.26)
4.4.2 Fonctions de sensibilite´s
La de´composition du crite`re quadratique logarithmique en tant que somme de
deux crite`res fait logiquement apparaˆıtre deux vecteurs de fonctions de sensibili-
te´s. Le premier
[
σ1θi
]
k
correspond au vecteur fonctions de sensibilite´s du module,
quant a`
[
σ2θi
]
k
il correspond au vecteur fonctions de sensibilite´s de la phase. Ils
s’expriment analytiquement de la sorte :
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[
σ1θi
]
k
=

∂ ln(H∗(ωk,θi))
∂Rs
∂ ln(H∗(ωk,θi))
∂Ls
∂ ln(H∗(ωk,θi))
∂lN
∂ ln(H∗(ωk,θi))
∂R0
∂ ln(H∗(ωk,θi))
∂ωn
∂ ln(H∗(ωk,θi))
∂n

=

a(θi)
∂a(θi)
∂Rs
+b(θi)
∂b(θi)
∂Rs
a2(θi)+b
2(θi)
− c(θi)
∂c(θi)
∂Rs
+d(θi)
∂d(θi)
∂Rs
c2(θi)+d
2(θi)
a(θi)
∂a(θi)
∂Ls +b(θi)
∂b(θi)
∂Ls
a2(θi)+b
2(θi)
− c(θi)
∂c(θi)
∂Ls +d(θi)
∂d(θi)
∂Ls
c2(θi)+d
2(θi)
a(θi)
∂a(θi)
∂lN
+b(θi)
∂b(θi)
∂lN
a2(θi)+b
2(θi)
− c(θi)
∂c(θi)
∂lN
+d(θi)
∂d(θi)
∂lN
c2(θi)+d
2(θi)
a(θi)
∂a(θi)
∂R0
+b(θi)
∂b(θi)
∂R0
a2(θi)+b
2(θi)
− c(θi)
∂c(θi)
∂R0
+d(θi)
∂d(θi)
∂R0
c2(θi)+d
2(θi)
a(θi)
∂a(θi)
∂ωn
+b(θi)
∂b(θi)
∂ωn
a2(θi)+b
2(θi)
− c(θi)
∂c(θi)
∂ωn
+d(θi)
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(4.27)
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k
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
(4.28)
Ces fonctions de sensibilite´s sont de´finies pour les deux repre´sentations (ex-
plicite et implicite) de l’impe´dance fractionnaire. Les variables a(θi), b(θi), c(θi)
et d(θi) sont exprime´es par les e´quations 4.10, 4.11, 4.12 et 4.13. Leurs de´rive´es
partielles par rapport a` chacun des parame`tres sont quant a` elles de´veloppe´es dans
l’annexe C.
4.4.3 Re´sultats de l’identification
Le tableau 4.1 relate les re´sultats de l’identification du diagramme de Bode de
l’admittance totale de la machine asynchrone. Cela comprend les parame`tres stato-
riques (Rs et Ls), l’inductance de « fuites » (lN) ainsi que l’impe´dance fractionnaire
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repre´sentative de l’effet de peau au rotor (R0, ωn et n). Il est remarquable de noter
que tous les parame`tres sont initialise´s a` 1, y compris les inductances. Cela montre
la puissance et la robustesse de la me´thode employe´e dans le cas pre´sent.
Quant aux re´sultats proprement dits, les mode`les explicite et implicite sont
sensiblement e´quivalents en terme de crite`re et du nombre d’ite´rations ne´cessaires
(70 ite´rations et une valeur finale de crite`re de 20, 66.10−3 pour le mode`le explicite
contre 76 ite´rations et une valeur finale de crite`re de 20, 68.10−3 pour le mode`les
implicite). Certaines disparite´s apparaissent tout de meˆme entre ces deux mode`les,
notamment sur la pulsation de coupure ωn de la fonction de transfert d’ordre non
entier. On rele`ve en effet un facteur proche de 2 entre ces pulsations au be´ne´fice de
la fonction explicite. La re´sistance statorique Rs est le parame`tre dont l’e´cart est
l’un des plus re´duit entre les mode`les. Cela s’explique par le fait qu’il repre´sente le
gain statique a` lui seul. On note e´galement que les valeurs de Rs et de Ls identifie´es
sont tre`s proches des mesures effectue´es en amont (e´quations 4.4 et 4.5).
Mode`le explicite Mode`le implicite
VI VF VI VF
Rs 1 1.10 Ω 1 1.105 Ω
Ls 1 116 mH 1 108 mH
lN 1 30.91 mH 1 33.08 mH
R0 1 0.671 1 0.857
ωn 1 41.61 rad/s 1 26.36 rad/s
n 1 0.66 1 0.582
Crite`re 559 20, 66.10−3 559 20, 68.10−3
Ite´ration 70 76
Tab. 4.1 – Re´sultats de l’identification des parame`tres du mode`le de la machine
asynchrone
Aussi bien le mode`le explicite que le mode`le implicite pre´sente un ordre identifie´
supe´rieur a` 0, 5. Une publication re´cente de A. Benchellal [Ben04] fait e´tat de
re´sultats d’identification par fonction de transfert d’ordre non entier explicite a`
partir de mesures expe´rimentales, dans laquelle l’ordre identifie´ est e´gal a` 0, 877.
Cependant, ce re´sultat n’est pas directement comparable aux noˆtres puisque les
sche´ma e´lectriques e´quivalents de la machine asynchrone sont diffe´rents. La figure
4.14 pre´sente le mode`le utilise´ parA. Benchellal pour l’identification temporelle
de la machine asynchrone dans lequel Zn est exprime´ par l’e´quation 4.29.
Zn =
a0 + p
n
b0
(4.29)
L’expression de cette impe´dance fractionnaire peut facilement se ramener a`
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Fig. 4.12 – Identification de l’admittance globale mesure´e du moteur LS132S par
une fonction de transfert d’ordre non entier explicite
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Fig. 4.13 – Identification de l’admittance globale mesure´e du moteur LS132S par
une fonction de transfert d’ordre non entier implicite
l’e´quation 4.14 de Znr par les e´quivalences suivantes :
R0 =
a0
b0
(ωn)
n =
1
b0
(4.30)
Dans le chapitre pre´ce´dent, une de´marche rigoureuse nous a conduit a` la
construction d’un sche´ma e´quivalent de la machine dans lequel la maille rotorique
est constitue´e de deux impe´dances. La premie`re est l’impe´dance fractionnaire qui
rend compte des variations des parame`tres rotoriques duˆes aux effets de fre´quences.
La seconde est l’inductance constante lN qui regroupe en son sein les diverses fuites
qui ne peuvent pas eˆtre attribue´es a` l’effet de peau. Le mode`le de´fini par A. Ben-
chellal peut s’ave´rer efficace si la re´actance lNω est ne´gligeable par rapport a`
l’impe´dance propre rotorique sur la bande de fre´quence conside´re´e lors de l’iden-
tification. Cependant, quelle que soit la valeur de lN , ce mode`le ne permet pas de
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udqs
idqs
Rs
ωP (pi
2
)Φdqm
Ls Zn
Fig. 4.14 – Mode`le de Park utilise´ par A. Benchellal pour l’identification de la
machine asynchrone. P (pi
2
) repre´sente la matrice de rotation pour un angle de pi
2
rendre compte efficacement du comportement hautes fre´quences (e´quation 4.31).
lim
ω→∞
{jlNω + Znr } → jlNω pour 0 < n < 1 (4.31)
La figure 4.15 montre que ce mode`le n’est pas adapte´ a` l’identification de l’effet
de peau au rotor de la machine LS132S. En effet, l’inductance lN est loin d’eˆtre
ne´gligeable, ce qui implique que la fonction de transfert ZN tend tre`s vite vers une
phase de 90 degre´s aussi bien en the´orie (figure 4.15 droite) qu’avec les parame`tres
issus des mesures expe´rimentales (figure 4.15 gauche).
10−1 100 101 102 103 104 105
−80
−60
−40
−20
0
20
M
od
ul
e 
(dB
)
10−1 100 101 102 103 104 105
−80
−60
−40
−20
0
Fréquence (hertz)
Ph
as
e 
(de
gré
s)
10−1 100 101 102 103
−60
−40
−20
0
20
M
od
ul
e 
(dB
)
10−1 100 101 102 103
−80
−60
−40
−20
0
Fréquence (hertz)
Ph
as
e 
(de
gré
s)
Fig. 4.15 – Extraction de l’impe´dance Zn du mode`le de la machine asynchrone
de A. Benchellal : application a` la machine LS132S par calcul de champ (a`
gauche) et par mesures (a` droite)
4.5 Influence de la feneˆtre fre´quentielle d’identi-
fication
Aux vues des re´sultats obtenus lors de l’identification de l’ensemble des para-
me`tres de la machine asynchrone, notamment par rapport a` la valeur de l’ordre
n, on peut le´gitimement s’interroger quant a` l’influence de la feneˆtre fre´quentielle
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effective pour l’identification. En bref, il s’agit de savoir si l’ordre n identifie´ varie
en fonction de la bande de fre´quence choisie. Pour cela, reprenons le diagramme
de Bode issu du calcul de champ, et re´duisons ce meˆme diagramme a` une gamme
de fre´quence allant de 1 hertz a` 300 hertz. Identifions le aux mode`les explicite et
implicite comportant un minimum de parame`tres, soit :
Mode`le explicite :
Yexpli(p) =
K0
1 +
(
p
ωn
)n (4.32)
Mode`le explicite :
Yimpli(p) =
K0(
1 + p
ωn
)n (4.33)
Comparons les re´sultats issus de cette identification et pre´sente´s dans le tableau
4.2 aux re´sultats issus de l’identification du paragraphe §3.4.1 et pre´sente´s dans le
tableau 3.2.
Aussi bien pour le mode`le explicite que pour le mode`le implicite, la seule dif-
fe´rence notable concerne la valeur de l’ordre n identifie´. Il exprime a` lui seul le
comportement hautes fre´quences. Lorsque la fre´quence maximale du diagramme
de Bode a` identifier est de 300Hz, le comportement de la phase donne l’impres-
sion de tendre vers −65 degre´s environ donnant lieu a` un ordre identifie´ proche de
65
90
= 0.72, alors que lorsque la fre´quence maximale est la centaine de kilohertz, la
phase tend vers −45 degre´s signifiant que l’ordre est proche de 0.5 . Quant aux
autres parame`tres, ils sont lie´s aux basses fre´quences pour le gain statique K0 et
aux fre´quences interme´diaires (fre´quence de cassure) pour ωn et sont donc peu sen-
sibles a` la re´duction de la bande de fre´quence (comparaison avec les re´sultats du
tableau 3.2).
Mode`le explicite Mode`le implicite
VI VF VI VF
K0 1 2.247 1 2.177
ωn 1 160 rad/s 1 111 rad/s
n 1 0.831 1 0.719
Crite`re 590 89, 8.10−3 590 4, 793.10−3
Ite´ration 44 40
Tab. 4.2 – Re´sultats de l’identification des parame`tres de l’admittance rotorique
the´orique du moteur LS132S sur une bande de fre´quence re´duite
La figure 4.16(a) montre les diagrammes de Bode du processus ainsi que chacun
des mode`les identifie´s. Il est clair qu’avec un minimum de parame`tres et sur une
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bande de fre´quence re´duite, le mode`le implicite est beaucoup plus a` meˆme de
repre´senter pre´cise´ment le syste`me. En effet, aussi bien les erreurs de phases que
les erreurs de modules du mode`le implicite sont toujours au minimum trois fois
infe´rieures a` celles du mode`les explicite. De plus, les raccordements basses et hautes
fre´quences sont de meilleurs qualite´s.
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Fig. 4.16 – Identification de l’admittance rotorique du moteur LS132S par une
fonction de transfert d’ordre non entier implicite sur une bande de fre´quence re´duite
4.6 Imasone : boˆıte a` outils Matlab
4.6.1 Objectifs
Il est devenu obligatoire, pour pe´renniser un projet, de de´velopper une inter-
face conviviale qui permette d’eˆtre utilise´e par tout utilisateur autre que le concep-
teur du programme. Pour ce faire, nous avons de´veloppe´ une « toolbox » code´e en
Matlab permettant d’effectuer l’identification de diagramme de Bode de syste`mes
d’ordre non entier a` l’aide des deux types de fonctions de transfert (explicite et
implicite).
L’objectif principal est d’offrir un logiciel d’identification de´die´ a` la machine
asynchrone et surtout de´die´ a` l’identifcation de l’effet de peau dans les cages roto-
riques a` partir de releve´s expe´rimentaux. Cependant, il nous a paru utile d’e´tendre
ses fonctionnalite´s a` l’identification plus ge´ne´rale de syste`mes fractionnaires. De
plus, nous l’avons conc¸u de telle sorte qu’il soit particulie`rement aise´ d’ajouter
de nouvelles fonctionnalite´s d’identification uniquement par l’apport d’un nouveau
crite`re et des fonctions de sensibilite´s associe´es.
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4.6.2 Pre´sentation
La feneˆtre principale de la toolbox imasone (Identification de la Machine ASyn-
chrone par Ordre Non Entier) est pre´sente´e par la figure 4.17. Elle est compose´e
de cinq menus de´roulants et d’une feneˆtre d’affichage. Les diffe´rents menus sont les
suivants :
File : Permet de manipuler les fichiers de mesures : cre´er un nouveau fichier,
ajouter de nouvelles donne´es sous forme de trois fichiers (fre´quence (Hz),
module (dB) et phase (degre´s)), exporter et importer des fichiers d’extension
« .mas », d’imprimer les figures et enfin il permet de quitter l’environnement.
Tools : Ce menu offre la possibilite´ de prendre en compte les e´ventuels filtres et
sondes de courants ou tensions, il permet e´galement de re´organiser et de
re´duire la taille du fichier de mesures a` identifier.
Identification : Comme son nom l’indique, ce menu concerne directement l’iden-
tification du diagramme de Bode en proposant dans un premier temps de
de´finir le type de mode`le mathe´matique que l’on souhaite identifier au pro-
cessus ainsi que les parame`tres initiaux. Enfin, ce menu permet de lancer la
proce´dure d’identification proprement dite.
View : Permet d’afficher l’ensemble des re´sultats issus de l’identification.
Unzip : Ce menu offre la possibilite´ d’approximer un mode`le implicite d’ordre
Fig. 4.17 – Feneˆtre principale de la boˆıte a` outil IMASONE
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non entier par une distribution re´cursive de poˆles et de ze´ros sur une bande
de fre´quence de´finie.
Une description plus de´taille´e du fonctionnement de cette toolbox est pre´sente´e
en annexe D.
4.7 Comparaison entre ordre non entier et mo-
de`les traditionnels d’ordre entier
Dans cette dernie`re partie, il nous paraˆıt indispensable de justifier l’utilisation
de fonctions de transfert d’ordre non entier en comparant ces derniers a` deux autres
fonctions de transfert d’ordre entier : l’une issue de l’identification et l’autre issu
des mesures classiquement employe´es pour caracte´riser la machine asynchrone.
Ces deux mode`les d’ordre entier sont base´s sur le sche´ma e´lectrique e´quivalent
par phase pre´sente´ figure 4.18. Ce sche´ma e´lectrique est classiquement utilise´ pour
repre´senter la machine asynchrone. La maille rotorique n’est compose´e plus que
deux parame`tres fixes : une inductance de fuites incluant l’inductance propre ro-
torique et une re´sistance constante.
Rs
LsVs
Is
Lr
Rr
Fig. 4.18 – Sche´ma e´quivalent par phase de la machine asynchrone a` l’arreˆt avec
impe´dance rotorique a` parame`tres fixes
Le premier mode`le a` parame`tres fixes exploite´ est directement issu des mesures.
La me´thode employe´e pour mesurer la re´sistance statorique est pre´sente´e dans le
paragraphe §4.3.1 et celle employe´e pour l’inductante cyclique Ls est pre´cise´ment
explique´e dans le paragraphe §4.3.2. Nous rappelons les valeurs ainsi de´termine´es :
Rs = 1, 14Ω Ls = 110mH (4.34)
Quant aux parame`tres rotoriques, la de´termination est issue de mesures de
puissances en triphase´ a` courant nominal (10, 7A) avec rotor bloque´. Cette mani-
pulation nous conduit aux re´sultats de Rr et de Lr suivants :
Rr = 1, 102Ω Lr = 14mH (4.35)
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Le second mode`le d’ordre entier est directement de´termine´ a` partir des re´sultats
de l’identification du mode`le d’ordre non entier implicite. Nous conservons donc
les valeurs de Rs et de Ls identifie´es, soient :
Rs = 1, 105Ω Ls = 108mH (4.36)
Quant aux valeurs des re´sistance et inductance du second mode`le, nous avons
choisi d’utiliser les valeurs basses fre´quences ou` ces e´le´ments sont quasiment
constants (figures 4.19(a) et 4.19(b)). Cette de´marche se justifie parfaitement par
le fait que le glissement en re´gime nominal n’est que de quelques pourcents, im-
posant des fre´quences relativement faibles au niveau des courants rotoriques. Les
valeurs releve´es sont les suivantes :
Rr = 0, 857Ω (4.37)
Lr = lN + lim
ω→0
(=m(Znr (ω))) = 33, 08 + 18, 9 = 51, 98mH (4.38)
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Fig. 4.19 – Variations de la re´sistance et de l’inductance rotoriques en fonction de
la fre´quence
La figure 4.20 pre´sente la confrontation du mode`le d’ordre non entier dont les
parame`tres sont donne´s dans le tableau 4.1 aux deux mode`les d’ordre entier de´finis
pre´ce´demment. D’abord, il est notable que la mesure directe des parame`tres par
l’approche traditionnelle n’est pas adapte´e a` la repre´sentation fre´quentielle de la
machine asynchrone LS132S. En effet, le diagramme de Bode trace´ a` partir de ces
mesures est loin d’eˆtre probant sur deux de´cades (de 1 a` 100 hertz).
Quant au second mode`le dont les parame`tres sont les valeurs constantes basses
fre´quences de l’impe´dance fractionnaire implicite, il est beaucoup plus proche du
mode`le non entier mais n’est cependant pas probant pour repre´senter correctement
la machine asynchrone sur la large bande de fre´quence conside´re´e. En effet, si
l’erreur commise aux tre`s basses fre´quences est minime, ce n’est en revanche pas
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le cas pour les fre´quences supe´rieures a` 5Hz. Le comportement particulier de la
machine asynchrone a` cage se traduit par une diminution de la phase beaucoup
plus douce que les syste`mes d’ordre 1.
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Fig. 4.20 – Confrontation des allures des diagrammes de Bodes du mode`le d’ordre
non entier avec les mode`les entier traditionnels par rapport aux releve´s expe´rimen-
taux de la machine LS132S
Dans un dernier temps et pour confirmer ces alle´gations, nous re´alisons une
identification du comportement expe´rimental de la machine asynchrone a` partir du
mode`le a` 4 parame`tres fixes tel qu’il est sche´matise´ figure 4.18. Une fois identifie´s,
les parame`tres ont pour valeur celles donne´es par les e´quations 4.39 et 4.40.
Rs = 1, 12Ω Ls = 86, 5mH (4.39)
Rr = 1, 287Ω Lr = 41, 6mH (4.40)
En visualisant le diagramme de Bode pre´sente´ par la figure 4.21(a), le mode`le
d’ordre entier a` quatre parame`tres constants peut paraˆıtre relativement satisfai-
sant, meˆme si les erreurs de module et de phase commises sont 4 a` 5 fois supe´rieures
a` ce que peut pre´senter un mode`le d’ordre non entier explicite ou implicite. En re-
vanche, Les valeurs des parame`tres identifie´s sont beaucoup moins flatteuses vis a`
vis de ce mode`le. Prenons par exemple l’inductance cyclique statorique : les valeurs
identifie´es des mode`les explicite et implicite, respectivement 116 et 108mH, sont
tre`s proches de la valeur mesure´e par un essai a` vide (110mH). En prenant la me-
sure comme re´fe´rence, les erreurs commises sont de 5, 4% pour le mode`le explicite
et de 1, 8% pour le mode`le implicite. Ces erreurs sont infimes alors que l’inductance
cyclique statorique identifie´e du mode`le d’ordre entier (e´quation 4.39) pre´sente une
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erreur de plus de 21, 3%. De tels e´carts se re´percutent sur les simulations tempo-
relles de la machine asynchrone (cf chapitre 5). La re´sistance Rs est quant a` elle
beaucoup moins sensible puisqu’il est surtout repre´sentative du gain statique.
A` partir de ces constatations, l’utilisation de mode`les d’ordre non entier est
tout a` fait justifie´e. Ces mode`les rendent non seulement compte du phe´nome`ne
diffusif the´oriquement, mais ils sont e´galement tre`s bien adapte´s a` l’identification
de ces phe´nome`nes a` partir de releve´s expe´rimentaux.
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Fig. 4.21 – Identification de l’admittance globale mesure´e du moteur LS132S par
une fonction de transfert d’ordre entier
4.8 Conclusion
Ce quatrie`me chapitre traite essentiellement de l’identification de l’effet de peau
par l’expe´rimentation. Dans un premier temps, nous exposons le principe de la
spectroscopie d’impe´dance de la machine asynchrone a` cage a` l’arreˆt, notamment
l’injection d’un courant alternatif autour d’un point de repos compris dans la zone
line´aire de la courbe de premie`re aimantation, mais non nul pour assurer la satu-
ration des isthmes rotoriques. Nous exposons e´galement les contraintes impose´es
par cette spectroscopie. En effet, imposer une amplitude de courant constante sur
une large bande de fre´quence exige d’adapter le niveau de la tension en fonction
de la fre´quence. A` partir de ces diverses contraintes, nous avons mis en place une
alimentation de la machine asynchrone par onduleur monophase´ re´gule´ en courant.
Dans une deuxie`me partie, ce chapitre montre la grande difficulte´ que repre´sente
l’extraction des parame`tres rotoriques a` partir des seules mesures statoriques dispo-
nibles. Nous montrons les limites que pre´sente dans ces conditions la me´thodologie
pratique´e dans les chapitres pre´ce´dents pour extraire l’admittance rotorique. En
effet, si la de´termination avec pre´cision des parame`tres en amont du rotor (re´sis-
tance statorique, inductance cyclique statorique et surtout inductance de « fuites »)
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ne pose aucun proble`me the´oriquement, la de´termination expe´rimentale pre´sente
quelques approximations au niveau des mesures de ces meˆmes parame`tres beaucoup
trop importantes pour extraire l’impe´dance rotorique dans de bonnes conditions.
Pour contourner la difficulte´ que repre´sente l’extraction de l’impe´dance roto-
rique, nous proposons dans une troisie`me partie d’identifier non seulement les para-
me`tres rotoriques, mais l’ensemble des parame`tres qui composent le mode`le de park
non entier. Les re´sultats obtenus sont alors tre`s probants puisque l’ordre identifie´
est proche d’un demi pour chacun des deux mode`les employe´s. Le fait que cet ordre
soit supe´rieur a` 0, 5 sur une bande de fre´quence de´finie donne une indication sur
la forme de la barre, notamment que la largeur de celle-ci a tendance a` diminuer a`
l’approche de l’entrefer [Kha01].
Enfin la dernie`re partie met en confrontation les mode`les d’ordre non entier aux
mode`les traditionnels d’ordre entier. Les re´sultats sont probants, puisque seuls les
mode`les fractionnaires repre´sentent correctement le comportement fre´quentiel de
la machine asynchrone a` cage en assurant paralle`lement une e´valuation correcte de
l’inductance cyclique.
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5.1 Introduction
Les quatre pre´ce´dents chapitres se sont applique´s a` de´montrer l’apport des fonc-
tions de transfert d’ordre non entier pour caracte´riser le phe´nome`ne diffusif qu’est
« l’effet de peau ». La pertinence de ces mode`les de cages rotoriques est incontes-
table dans le domaine fre´quentiel, aussi bien the´oriquement qu’expe´rimentalement.
Il reste alors a` transposer ces re´sultats dans le domaine temporel afin de simuler
le comportement dynamique de la machine asynchrone a` cage.
La premie`re partie de ce chapitre expose le principe de la de´rive´e ge´ne´ralise´e
d’ordre non entier. Nous l’illustrons a` partir de quelques exemples simples, puis
nous concluons sur ses avantages et ses inconve´nients.
Nous proposons dans une seconde partie de nous baser sur les travaux
d’A.Oustaloup pour pre´senter une me´thode de passage automatique d’une fonc-
tion de transfert d’ordre non entier implicite (caracte´rise´e par les trois uniques
parame`tres K0, ωn et n) en une re´cursivite´ de poˆles et de ze´ros. Les coefficients
re´cursifs sont directement de´termine´s par rapport a` une gamme de fre´quence et
une erreur de phase maximale admissible pre´de´finies.
Nous pre´sentons alors des re´sultats de simulation d’un de´marrage direct sur
le re´seau de la machine asynchrone a` cage que nous comparons a` des mesures
effectue´es sur la machine LS132S ainsi qu’a` un mode`le traditionnel qui ne prend
pas en compte l’effet de peau.
5.2 De´rive´e ge´ne´ralise´e
L’ope´rateur fractionnaire ge´ne´ralise´ sera note´ Dn, avec n re´el entier ou non
entier. Si n est positif, il s’agira d’un ope´rateur de´rive´. Si n est ne´gatif, il s’agira
d’un ope´rateur inte´grale.
5.2.1 Fonctions spe´cifiques
5.2.1.1 Le coefficient binomial
Le coefficient binomial est de´fini pour tous les nombres re´els n et tous les
nombres naturels k [Pod99]. Il est note´ :
(
n
k
)
=
{
1 si k = 0
n(n−1)...(n−k+1)
k!
si k > 0
(5.1)
5.2.1.2 Le binoˆme
Le binoˆme est de´fini pour tous les nombres re´els n et |x| ≤ 1, tel que :
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(1− x)n =1− nx+ n(n− 1)
2!
x2 − . . .+ (−1)kn(n− 1)...(n− k + 1)
k!
xk + ...
=
∞∑
k=0
(−1)k.
(
n
k
)
xk (5.2)
5.2.2 De´rive´e d’ordre non entier
Soit Dn l’ope´rateur de de´rivation d’ordre n (n ≥ 0) [Ous95], tel que :
Dn[x(t)] =
dn
dtn
[x(t)] (5.3)
Par de´finition dans le cas continu, la de´rive´e a` gauche d’ordre 1 s’e´crit :
dx(t)
dt
= D.x(t) = lim
(h→0+)
(
x(t)− x(t− h)
h
)
(5.4)
En re´crivant cette de´rive´e sous forme discre´tise´e au temps t = Kh (h e´tant le
pas d’e´chantillonnage), on obtient :
[D.x(t)]t=Kh =
x(Kh)− x((K − 1)h)
h
(5.5)
En introduisant l’ope´rateur retard q−1 dans l’expression pre´ce´dente, on peut
e´crire :
[D.x(t)]t=Kh =
1− q−1
h
x(Kh) (5.6)
On peut maintenant faire de meˆme pour la de´rive´e seconde de la fonction x(t),
qui n’est autre que la de´rive´e premie`re de l’expression pre´ce´dente :
[D2.x(t)]t=Kh =
1− q−1
h
[D.x(t)]t=Kh
=
(
1− q−1
h
)2
x(Kh)
(5.7)
En ge´ne´ralisant a` un ordre de de´rivation quelconque, entier ou non entier, on
obtient :
[Dn.x(t)]t=Kh =
(1− q−1)n
hn
x(Kh) (5.8)
En remarquant que (1− q−1)n n’est autre que le binoˆme, on obtient la formule
de la de´rive´e ge´ne´ralise´e suivante :
[Dn.x(t)] =
1
hn
∞∑
k=0
[
(−1)k.
(
n
k
)
.q−k.x(Kh)
]
(5.9)
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En sachant que q−k.x(Kh) = x((K − k)h) et que dans le cas d’une fonction
causale, de´finie nulle pour t < 0, on a x((K − k)h) = 0 pour (K − k)h < 0, soit
pour k > K. L’expression 5.9 se re´duit donc a` une somme e´tendue de k = 0 a`
k = K, soit :
[Dn.x(t)] =
1
hn
K∑
k=0
[
(−1)k.
(
n
k
)
.x ((K − k)h)
]
(5.10)
5.2.3 Inte´gration d’ordre non entier
Soit D−n l’ope´rateur d’inte´gration d’ordre n (n ≥ 0),tel que D−1[x(t)] cor-
responde a` l’inte´gration d’ordre 1 de x(t). En conside´rant une inte´gration par la
me´thode des rectangles supe´rieurs, on peut e´crire :
D−1[x(t)]t=Kh = D−1[x(t)]t=(K−k)h + h.x(Kh) (5.11)
En introduisant l’ope´rateur retard q−1 dans l’e´quation pre´ce´dente, on obtient
alors :
D−1[x(t)]t=Kh − q−1.D−1[x(t)]t=Kh = h.x(Kh) (5.12)
soit :
D−1[x(t)]t=Kh =
h
1− q−1x(Kh) (5.13)
On peut maintenant faire de meˆme pour l’inte´grale d’ordre 2 de la fonction x(t),
qui n’est autre que l’inte´grale d’ordre 1 de la fonction D−1[x(t)]. Et en ge´ne´ralisant
a` un ordre n quelconque, entier ou non entier, on obtient :
D−n[x(t)]t=Kh =
(
h
1− q−1
)n
x(Kh) (5.14)
soit :
D−n[x(t)]t=Kh =
(
1− q−1
h
)−n
x(Kh) (5.15)
On peut s’apercevoir en comparant l’e´quation pre´ce´dente avec l’e´quation 5.8,
qu’elles sont identiques. On peut donc de´finir un ope´rateur ge´ne´ralise´ note´ Dn qui
sera un ope´rateur de´rive´ si n ≥ 0 et d’un ope´rateur inte´gral si n ≤ 0, que l’on
e´crira :
[Dn.x(t)] =
1
hn
K∑
k=0
[
(−1)k.
(
n
k
)
.x ((K − k)h)
]
(5.16)
5.2.4 Fonction de transfert ge´ne´ralise´e
Conside´rons une fonction de transfert ge´ne´ralise´e telle que le montre la figure
5.1, qui a pour entre´e E(p) et pour sortie S(p).
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b1.p
m1 + b2.p
m2 + ...+ bJ .p
mJ
a1.pn1 + a2.pn2 + ...+ aI .pnI
E(p) S(p)
Fig. 5.1 – Fonction de transfert ge´ne´ralise´e
La fonction de transfert s’e´crit sous la forme suivante :
S(p)
E(p)
=
J∑
j=1
bj.p
mj
I∑
i=1
ai.p
ni
ou` :max(ni) ≥ max(mj) (5.17)
En utilisant la transforme´e de Laplace et en conside´rant les conditions initiales
nulles, on obtient l’e´quation diffe´rentielle ge´ne´ralise´e suivante :
I∑
i=1
ai.p
ni .S(p) =
J∑
j=1
bj.p
mj .E(p)
⇓ L −1
I∑
i=1
[
ai
(
d
dt
)ni
s(t)
]
=
J∑
j=1
[
bj
(
d
dt
)mj
e(t)
]
(5.18)
5.2.4.1 Re´solution nume´rique
Si nous introduisons dans l’e´quation pre´ce´dente l’expression de la de´rive´e dis-
cre´tise´e (e´quation 5.16), on obtient l’e´quation diffe´rentielle discre´tise´e suivante :
I∑
i=1
ai
hni
K∑
k=0
[
(−1)k.
(
ni
k
)
.s ((K − k)h)
]
=
J∑
j=1
bj
hmj
K∑
k=0
[
(−1)k.
(
mj
k
)
.e ((K − k)h)
]
(5.19)
En isolant les termes de la sortie a` l’instant t = Kh, on peut re´crire l’expression
pre´ce´dente sous la forme causale suivante :
J∑
j=1
bj
hmj
K∑
k=0
[
(−1)k.
(
mj
k
)
.e ((K − k)h)
]
=
I∑
i=1
ai
hni
s(Kh) +
I∑
i=1
ai
hni
K∑
k=1
[
(−1)k.
(
ni
k
)
.s ((K − k)h)
]
(5.20)
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On en de´duit une solution nume´rique approche´e de la sortie a` l’instant t = Kh :
s(Kh) =
J∑
j=1
bj
hmj
K∑
k=0
[
(−1)k.
(
mj
k
)
.e ((K − k)h)
]
I∑
i=1
ai
hni
+
I∑
i=1
ai
hni
K∑
k=1
[
(−1)k.
(
ni
k
)
.s ((K − k)h)
]
I∑
i=1
ai
hni
(5.21)
5.2.5 Exemples de simulations temporelles
Nous avons choisi d’illustrer le phe´nome`ne d’inte´gration et de de´rivation frac-
tionnaire par des exemples de fonctions de transferts simples qui permettent de
mettre en e´vidence le fait qu’il y a continuite´ entre les diffe´rents ordres de de´riva-
tions (ou d’inte´grations) entiers.
5.2.5.1 Inte´gration fractionnaire d’un e´chelon unitaire
Supposons la fonction de transfert suivante :
S(p)
E(p)
=
1
pn
(5.22)
Ou` E(p) est la transforme´e de Laplace d’un e´chelon unitaire tel que e(t) = 1
si t ≥ 0 et e(t) = 0 sinon. Les figures 5.2(a) et 5.2(b) repre´sentent les re´sultats de
l’inte´gration d’ordre 0 a` 2 d’un e´chelon unitaire.
(a) Repre´sentation 3D
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(b) Repre´sentation 2D
Fig. 5.2 – Inte´gration d’ordre 0 a` 2 d’un e´chelon unitaire
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Si on peut interpre´ter une inte´gration d’ordre 1 comme repre´sentation de l’aire,
les inte´grations d’ordre non entier n’ont pas de signification graphique associe´e.
Cependant, ces deux figures montrent qu’il existe bel et bien une continuite´ de
de´rivation et d’inte´gration entre les diffe´rents ordres entiers.
5.2.5.2 Re´solution d’un syste`me explicite
Supposons la fonction de transfert explicite suivante :
S(p)
E(p)
=
1
1 + pn
(5.23)
Ou` E(p) est toujours la transforme´e de Laplace de l’e´chelon unitaire e(t). Les
figures 5.3(a) et 5.3(b) repre´sentent la sortie temporelle s(t) du syste`me explicite
de´fini par l’e´quation 5.23 en fonction de l’ordre n.
(a) Repre´sentation 3D
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(b) Repre´sentation 2D
Fig. 5.3 – Re´solution temporelle nume´rique d’un syste`me explicite non entier
d’ordre 0 a` 2 pour une entre´e e´chelon unitaire
5.2.5.3 Re´solution d’un syste`me implicite
Nous avons pre´ce´demment montre´ comment re´soudre nume´riquement une e´qua-
tion diffe´rentielle explicite d’ordre non entier, la solution retenue pour la re´solution
d’un syste`me implicite est de se ramener a` un syste`me explicite par l’interme´diaire
d’un changement de variables.
La fonction de transfert d’un syste`me implicite est la suivante :
S(p)
E(p)
=
G0
(1 + τp)n
=
G0
τn
1(
1
τ
+ p
)n (5.24)
En effectuant le changement de variable suivant :
p′ =
1
τ
+ p (5.25)
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Soit :
p = p′ − 1
τ
(5.26)
On se rame`ne a` :
S(p′ − 1
τ
)
E(p′ − 1
τ
)
=
G0
τn
1
p′n
(5.27)
Graˆce aux transforme´es de Laplace suivantes :
L −1 [X(p)] = x(t) (5.28)
L −1 [X(p+ a)] = x(t). exp (−at) (5.29)
L −1 [(p′)nX(p+ a)] =
(
d
dt
)n
[x(t) exp(−at)] (5.30)
On peut donc de´terminer le signal temporel de la sortie de la fac¸on suivante :
S(p′ − 1
τ
) =
G0
τn
1
(p′)n
E(p′ − 1
τ
)
⇓ L −1
s(t) exp(
t
τ
) =
G0
τn
D−n
[
e(t) exp(
t
τ
)
]
(5.31)
Soit :
s(t) =
G0
τn
exp(− t
τ
)D−n
[
e(t) exp(
t
τ
)
]
(5.32)
(a) Repre´sentation 3D
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(b) Repre´sentation 2D
Fig. 5.4 – Re´solution temporelle nume´rique d’un syste`me implicite non entier
d’ordre 0 a` 2 d’un e´chelon unitaire
les figures 5.4(a) et 5.4(b) montrent les re´ponses indicielles du syste`me implicite
de´crit par l’e´quation 5.24. On note que ce syste`me ne pre´sente aucun de´passement
quelque soit l’ordre n entre 0 et 2, contrairement au syste`me explicite qui pre´sente
un de´passement de`s que l’ordre n est supe´rieur a` 1. On observe e´galement que ces
deux syste`mes sont e´quivalents lorsque l’ordre n e´gale 1.
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5.2.6 Remarques
On a pu voir dans cette premie`re partie que la de´rive´e et l’inte´grale d’ordre non
entier s’expriment par la meˆme expression (e´quation 5.33). Il s’agit d’une de´rive´e
lorsque l’ordre n est positif et d’une inte´gration lorsque n est ne´gatif.
[Dn.x(t)] =
1
hn
K∑
k=0
[
(−1)k.
(
n
k
)
.x ((K − k)h)
]
(5.33)
L’e´quation 5.33 fait apparaˆıtre une grande difficulte´ pour la simulation nume´-
rique. En effet, le calcul d’une de´rive´e d’ordre non entier d’une fonction a` un instant
t ne´cessite la connaissance du passe´ complet de cette fonction. Il n’est donc pas
envisageable d’utiliser un tel algorithme pour des simulations sur une longue dure´e.
Il est e´galement bon de noter que le syste`me implicite pre´sente un inconve´nient
de taille : il est ne´cessaire de multiplier l’entre´e par une exponentielle croissante
(figure 5.5). Si cela ne pose pas de proble`me pour un syste`me aussi simple que
celui de´crit par l’e´quation 5.24, le proble`me est de´licat lorsque l’on veut simuler ce
syste`me au milieu d’autres qui contiennent des constantes de temps plus grandes.
Imaginons en effet le cas ou` la constante de temps du syste`me d’ordre non
entier soit e´gale a` 1 et qu’il faille simuler un syste`me complet sur 100 secondes.
Il faut alors multiplier l’entre´e du syste`me par exp(100) (= 2.69 1043) avant de
lui appliquer l’ope´rateur de´rive´e D−n[.], il faut ensuite multiplier ce re´sultat par
exp(−100) (= 3.72 10−43). On imagine rapidement la divergence que peut provo-
quer une mauvaise e´valuation de ces exponentielles.
Le syste`me implicite n’est pas adapte´ aux simulations temporelles, tout du
moins par cette me´thode.
e(t) exp( t
τ
) D−n[.] exp(− t
τ
) G0
τn
s(t)
Fig. 5.5 – Principe de re´solution d’un syste`me implicite
5.3 Approche par la re´cursivite´
5.3.1 Me´thode A.Oustaloup
A.Oustaloup [Ous95] s’est attache´ a` montrer qu’il existe un lien e´troit entre
de´rivation (ou inte´gration) non entie`re et re´cursivite´. Ces travaux ont abouti a` la
re´alisation d’un syste`me a` re´ponse fre´quentielle re´cursive, dont la transmittance
re´sulte d’une distribution re´cursive de ze´ros et de poˆles re´els. La transmittance est
donne´e par l’e´quation 5.34 (avec N fini).
Y (p) = Y0
N∏
i=1
(
1 + p
ω
′
i
1 + p
ωi
)
(5.34)
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Fig. 5.6 – Principe de l’inte´grale par poˆles et ze´ros re´cursifs
La figure 5.6 pre´sente le diagramme asymptotique de la transmittance 5.34.
Sur cette figure, les coefficients α et η sont les coefficients re´cursifs de distribution.
Leurs relations vis a` vis des pulsations de la transmittance 5.34 sont donne´es par
les e´quations 5.35 et 5.36.
α =
ω
′
i
ωi
(5.35)
η =
ωi+1
ω
′
i
=
ωi+1
αωi
(5.36)
Les coefficients α et η sont supe´rieurs a` l’unite´.
Deux possibilite´s s’offrent a` nous pour la de´terminer la relation qui lie l’ordre
n a` ces coefficients re´cursifs :
Droite de lissage de gain : Nous savons que la droite de lissage de gain a une
pente de −20n dB/dec. A` partir des diagrammes asymptotiques du gain, nous
en de´duisons les deux expressions suivantes :
∆dB
log(αη)
= −20ndB/dec (5.37)
∆dB
log(α)
= −20dB/dec (5.38)
En faisant le rapport entre les deux e´quations 5.37 et 5.38, on en tire :
n =
log(α)
log(αη)
=
log(α)
log(α) + log(η)
(5.39)
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Droite de lissage de phase : la valeur asymptotique de phase repre´sente´e par
la droite de lissage de phase se de´duit de la valeur moyenne des asymptotes
des poˆles et ze´ros re´cursifs :
−npi
2
=
−pi
2
log(α) + 0× log(η)
log(αη)
(5.40)
Soit :
n =
log(α)
log(αη)
=
log(α)
log(α) + log(η)
(5.41)
5.3.2 Me´thode de choix des parame`tres re´cursifs
5.3.2.1 Principe
Nous pre´sentons dans cette partie une me´thode originale pour de´terminer les
parame`tres re´cursifs α et η a` partir d’une erreur de phase maximale admissible.
Dans un premier temps, nous de´finissons un nouveau coefficient re´cursif δ (figure
5.7).
log(δ)
n log(δ)
(n− 1) log(δ)
ω1 ω
′
1 ω2 ω
′
2 ω3 ω
′
N−1 ωN
∠Y (jω)
ω
Fig. 5.7 – De´finitions des nouveaux coefficients re´cursifs
On peut alors e´crire les e´quivalences entre les anciens coefficients re´cursifs α et
η par rapport a` δ :
α = δn (5.42)
η = δ1−n (5.43)
La deuxie`me e´tape consiste a` re´crire la transmittance 5.34 (N pair) en intro-
duisant de nouvelles re´cursivite´s de´finies par les e´quations 5.48 et 5.49 :
Y (p) = Y0
M=N
2∏
i=1
{(
1 + p
γi
1 + p
γ
′
i
)(
1 + p
ν
′
i
1 + p
νi
)}
(5.44)
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La phase de ce syste`me s’exprime comme suit :
φ(ω) =
M∑
i=1
{
arctan
(
ω
γi
)
− arctan
(
ω
γ
′
i
)
+ arctan
(
ω
ν
′
i
)
− arctan
(
ω
νi
)}
(5.45)
L’ide´e est de partir du centre de la se´rie de poˆles et ze´ros re´cursifs et d’exprimer
la phase maximale de chaque cellule (poˆle+ze´ro) e´le´mentaire, puis de les sommer
afin de de´terminer la phase du syste`me complet au niveau de la pulsation centrale.
La figure 5.8 expose le principe.
ν2 γ2 ν1 γ1 γ
′
1
ν
′
1 γ
′
2 ν
′
2
φγ1max
φν1max
∠Y (jω)
ˆ
Y (jω)
˜
dB
Fig. 5.8 – Recherche du maximum d’erreur de phase
Nous pouvons e´crire les nouvelles re´cursivite´s entre les pulsations :
γ1 = ω
′
N
2
γ
′
1 = δ
(1−n)γ1 (5.46)
ν1 = ωN
2
ν
′
1 = δ
(1+n)ν1 (5.47)
Ainsi que :
γ
′
2
γ2
= δ2δ(1−n) . . .
γ
′
i
γi
= δ2(i−1)δ(1−n) (5.48)
ν
′
2
ν2
= δ2δ(1+n) . . .
ν
′
i
νi
= δ2(i−1)δ(1+n) (5.49)
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5.3.2.2 Phase maximale d’une cellule e´le´mentaire
On appelle « cellule e´le´mentaire » la transmittance compose´e d’un poˆle et d’un
ze´ro exprime´e par l’e´quation 5.50
C(jω) =
1 + p
ω0
1 + p
βω0
(5.50)
La phase d’un tel syste`me s’exprime par :
φ(jω) = arctan(
ω
ω0
)− arctan( ω
βω0
) (5.51)
De telles transmittances sont souvent utilise´es en asservissement comme cor-
recteur a` avance de phase. φ est positif si β est supe´rieur a` 1 et ne´gatif sinon. Il
est connu que la phase est maximale pour la pulsation centrale [D’a81], soit :
ωφmax =
√
βω0 (5.52)
Et que la phase maximale s’exprime :
φmax = arcsin
(
β − 1
β + 1
)
(5.53)
φmax
ω0
√
βω0 βω0
ω
φ(ω)
(a) β > 1
φmax
βω0
√
βω0 ω0 ω
φ(ω)
(b) 0 < β < 1
Fig. 5.9 – Phase maximale d’une cellule e´le´mentaire
5.3.2.3 De´termination de l’erreur de phase maximale d’un syste`me re´-
cursif
Re´crivons l’e´quation de la transmittance 5.44 pour faire apparaˆıtre les facteurs
βγi et βνi.
Y (p) = Y0
M=N
2∏
i=1
{(
1 + p
γi
1 + p
βγiγi
)(
1 + p
ν
′
i
1 + p
βνiν
′
i
)}
(5.54)
Ou` :
βγi =
γ
′
i
γi
= δ2(i−1)δ(1−n) > 1 (5.55)
βνi =
νi
ν
′
i
=
1
δ2(i−1)δ(1+n)
< 1 (5.56)
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Il nous est possible d’exprimer la valeur de la phase pour la pulsation centrale
γ1δ
1−n
2 :
φmax =
M∑
i=1
{
arcsin
(
βγi − 1
βγi + 1
)
+ arcsin
(
βνi − 1
βνi + 1
)}
(5.57)
Soit en fonction du coefficient re´cursif δ et de l’ordre d’inte´gration n :
φmax =
M∑
i=1
{
arcsin
(
1− δ2(i−1)δ(1+n)
1 + δ2(i−1)δ(1+n)
)
− arcsin
(
1− δ2(i−1)δ(1−n)
1 + δ2(i−1)δ(1−n)
)}
(5.58)
On peut enfin de´terminer l’erreur maximale entre le mode`le re´cursif a` sa pul-
sation centrale et la phase ide´ale d’un mode`le d’ordre non entier implicite :
εmax = φmax − (−npi
2
) (5.59)
La figure 5.10 illustre l’erreur de phase maximale en fonction de l’ordre non
entier n ainsi que du coefficient re´cursif δ. La repre´sentation en 3 dimensions a e´te´
effectue´e avec M = 50, soit la transmittance 5.34 compose´e de N = 100 cellules
e´le´mentaires. Si le nombre de cellules tendait vers l’infini, la figure 5.10 serait
parfaitement syme´trique par rapport au plan de´fini par un ordre n = 0, 5. Pour un
nombre de 100 paires de poˆles et de ze´ros re´cursifs, cela semble quasiment ve´rifie´.
Fig. 5.10 – Erreur maximale de phase en fonction de l’ordre non entier n et du
coefficient re´cursif δ
Les iso-courbes (figures 5.11(a), 5.11(b), 5.11(c) et 5.11(d)) permettent de de´-
terminer graphiquement la valeur du coefficient re´cursif δ en fonction de l’erreur
de phase admissible et de l’ordre de la fonction de transfert que l’on souhaite re-
pre´senter par la transmittance 5.6.
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5.3.2.4 Exemple de de´termination des coefficients re´cursifs α et η
On se propose de traiter un exemple de de´termination des coefficients re´cursifs
α et η a` partir des re´sultats de l’identification de la machine asynchrone a` cage
re´sume´s dans le tableau 4.1. Pour la fonction de transfert explicite, l’ordre identifie´
est de 0, 66 alors que celui de la fonction de transfert implicite est de 0, 582.
Pour ces deux fonctions de transfert, on s’autorise une erreur de phase maximale
de 0.1 degre´ dans un premier temps et 1 degre´ dans un second temps. On de´termine
alors pour le syste`me explicite :
εφmax = 0.1degre´ εφmax = 1degre´ (5.60)
δ = αη = 4.17 δ = αη = 8.53 (5.61)
α = δn = 2.566 α = δn = 4.12 (5.62)
η = δ(1−n) = 1.625 η = δ(1−n) = 2.07 (5.63)
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Quant au syste`me implicite :
εφmax = 0.1degre´ εφmax = 1degre´ (5.64)
δ = αη = 4.087 δ = αη = 8.13 (5.65)
α = δn = 2.269 α = δn = 3.386 (5.66)
η = δ(1−n) = 1.80 η = δ(1−n) = 2.401 (5.67)
Enfin, il ne reste plus qu’a` de´finir le nombre N de paires de poˆles et ze´ros
re´cursifs souhaite´es en fonction de la feneˆtre fre´quentielle sur laquelle on souhaite
travailler :
N =
log(fmax)− log(fmin)
log(δ)
(5.68)
5.3.3 Re´alisation d’une fonction de transfert implicite par
poˆles et ze´ros re´cursifs
Les quatre chapitres pre´ce´dents ont montre´ que la fonction de transfert d’ordre
non entier implicite est la plus apte a` repre´senter correctement le phe´nome`ne de
l’effet de peau dans les cages rotoriques de machines asynchrones. Nous concentrons
donc nos efforts sur la re´alisation automatique d’une fonction transfert base´e sur
la re´cursivite´ a` partir des seules donne´es issues des identifications, soit :
Y (p) =
K0
(1 + p
ωn
)n
(5.69)
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ω
ω
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Fig. 5.12 – Approximation par poˆles et ze´ros re´cursifs d’un syste`me implicite
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A` partir de l’ope´rateur inte´grateur re´cursif de´fini par l’e´quation 5.34, A.Charef
pre´sente une me´thode permettant l’approximation d’une fonction de transfert im-
plicite d’ordre non entier [Cha92, Vin00] (figure 5.12).
F (p) =
K0
(1 + p
ωn
)n
= K0
N∏
i=1
(
1 + p
ω
′
i
1 + p
ωi
)
(5.70)
avec :
ω1 =
√
η ωn (5.71)
5.4 Simulation temporelle de la machine asyn-
chrone a` cage
5.4.1 Mode`le de la machine asynchrone
La re´alisation d’un mode`le simulink de la machine asynchrone a` cage est base´e
sur la mode´lisation effectue´e dans la partie 3.2. Nous en rappelons les principales
e´quations :
Au stator :
vsd = Rsisd +
dΦsd
dt
− pΩΦsq (5.72)
vsq = Rsisq +
dΦsq
dt
+ pΩΦsd (5.73)
Dans cette expression, la variable p de´signe le nombre de paires de poˆles de
la machine asynchrone et non la variable de Laplace. Pour des simulations
plus saines, on cherche a` ne pas utiliser des de´rive´es, mais uniquement des
inte´grales dans les sche´mas blocs. On exprime donc les flux :
Φsd =
∫
(vsd −Rsisd + pΩΦsq)dt (5.74)
Φsq =
∫
(vsq −Rsisq − pΩΦsd)dt (5.75)
Au rotor : C’est au rotor qu’apparaˆıt la fonction de transfert d’ordre non entier
de l’impe´dance propre :
vrd = Zrird +
dΦ
′
rd
dt
= 0 (5.76)
vrq = Zrirq +
dΦ
′
rq
dt
= 0 (5.77)
Soit :
Φ
′
rd = −
∫
(Zrird)dt (5.78)
Φ
′
rq = −
∫
(Zrirq)dt (5.79)
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liens entre stator et rotor : Les e´quations rotoriques et statoriques ne sont pas
inde´pendantes. Elles sont lie´es par l’interme´diaire du flux statorique et du
pseudo-flux rotorique. Dans l’axe d, on a :
Φsd = Lsisd +Msrird (5.80)
Φ
′
rd =Msrisd −mrrird (5.81)
Soit :
Φsd +
Msr
mrr
Φ
′
rd =
(
Ls + M
2
sr
mrr
)
isd (5.82)
On en de´duit l’expression du courant statorique dans l’axe d :
isd =
Φsd +
Msr
mrr
Φ
′
rd
Ls + M2srmrr
(5.83)
De la meˆme fac¸on, dans l’axe q, on a :
isq =
Φsq +
Msr
mrr
Φ
′
rq
Ls + M2srmrr
(5.84)
Il reste a` exprimer les courants rotoriques a` partir de l’e´quation 5.80 pour
l’axe d, et son pendant pour l’axe q :
ird =
Φsd − Lsisd
Msr (5.85)
irq =
Φsq − Lsisq
Msr (5.86)
E´quations me´caniques : Afin de finaliser le mode`le complet de la machine, il
convient d’exprimer le couple e´lectromagne´tique en fonction des courants et
flux statoriques :
Cem = p [Φsdisq − Φsqisq] (5.87)
et une e´quation me´canique simplifie´e (inertie et frottements) :
Cem = J
dΩ
dt
+ fΩ + Cr (5.88)
La machine asynchrone avec la prise en compte des effets de fre´quences dans les
axes d et q est pre´sente´e sous forme de sche´mas blocs a` l’aide du logiciel MATLAB-
Simulink (figure 5.13). L’expression de l’impe´dance fractionnaire d’ordre non entier
est re´alise´e a` l’aide du bloc « sous syste`me » Zr
p
. Cette repre´sentation a l’avantage
d’eˆtre flexible car proche des repre´sentations traditionnelles et l’impe´dance Zr peut
tout a` fait eˆtre d’ordre entier (re´sistance et inductance fixes).
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Fig. 5.13 – Repre´sentation diphase´e de la machine asynchrone par sche´mas bloc
sous MATLAB-Simulink
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5.4.2 Simulations d’un de´marrage direct sur le re´seau
Dans cette partie, nous simulons un de´marrage direct sur le re´seau 400V/50Hz
de la machine asynchrone a` cage LS132S. Nous comparons 3 mode`les diffe´rents :
1. Le premier mode`le est d’ordre non entier implicite dont les parame`tres sont
issus de l’identification des mesures par spectroscopie d’impe´dance de la ma-
chine LS132S.
2. Le second mode`le est d’ordre entier (re´sistance et inductance fixes) dont
les parame`tres sont issus de l’identification des mesures par spectroscopie
d’impe´dance de la machine LS132S (mode`le diphase´ usuel).
Parame`tre mode`le d’ordre non entier mode`le d’ordre entier
Rs 1, 105Ω 1, 12Ω
Ls 108mH 86, 5mH
Msr 32, 17mH 25, 77mH
lN 33, 08mH /
mrr −12, 52mH /
Rr / 1.287(
Msr
Ls )
2Ω
lr / 41, 6(
Msr
Ls )
2mH
K0
1
0,857
( LsMsr )
2 /
ωn 26, 36 rad/s /
n 0, 582 /
Tab. 5.1 – Parame`tres pour la simulation nume´rique d’un de´marrage direct sur le
re´seau
5.4.2.1 De´termination de l’admittance re´cursive du mode`le non entier
Nous cherchons a` de´terminer la fonction de transfert re´sultante d’une distri-
bution de poˆles et ze´ros re´cursifs de la fonction de transfert implicite issue de
l’identification expe´rimentale de la machine asynchrone en admettant une erreur
maximale de phase de 1 degre´ sur une bande de fre´quence allant de 10millihertz a`
1 kilohertz.
ωmax = 100× 2pi1000 ωmin =
√
(η)ωn δ = 8.13 (5.89)
Le coefficient 100 pour ωmax permet de repousser la cassure haute fre´quence
a` 2 de´cades de la limite supe´rieure de la bande de fre´quence utile.Pour satisfaire
une erreur de phase infe´rieure a` 1 degre´, cinq cellules e´le´mentaires sont suffisantes
(N = 5).
La figure 5.14 compare les re´sultats obtenus avec la fonction de transfert a`
poˆles et ze´ros re´cursifs et la fonction de transfert implicite ide´ale. La figure 5.14(b)
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confirme le fait que l’erreur de phase dans la zone hautes fre´quences a` phase
constante est infe´rieure a` 1 degre´. Cependant, l’erreur est supe´rieur a` cette valeur
au niveau de la fre´quence de coupure.
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Fig. 5.14 – Passage de la fonction de transfert d’ordre non entier du mode`le 2
(n = 0.582) en fonction de poˆles et ze´ros re´cursifs
Les pulsations et le gain statique de l’admittance rotorique de´crite par la trans-
mittance 5.34 sont :
Y0 = 14.872
ω1 = 40, 17 ω2 = 301.6 ω3 = 2264 ω4 = 16990 ω5 = 127600
ω
′
1 = 129.8 ω
′
2 = 974.7 ω
′
3 = 7317 ω
′
4 = 54920 ω
′
5 = 412300 (5.90)
Soit sous forme canonique :
1
Zr(p)
=
p5 + 4.756 105p4 + 2.659 1010p3 + 1.945 1014p2 + 1.863 1017p+ 2.096 1019
23.72p5 + 3.492 106p4 + 6.039 1010p3 + 1.367 1014p2 + 4.051 1016p+ 1.411 1018
(5.91)
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5.4.2.2 De´termination des parame`tres me´caniques
Pour de´terminer l’inertie J ainsi que le coefficient de frottements f , nous effec-
tuons un essai en laˆche´. Cet essai se fait a` vide. Dans un premier temps, la machine
asynchrone est alimente´e sous tension et fre´quence nominale, puis elle est brutale-
ment de´connecte´e et on rele`ve la vitesse ainsi que le couple durant la de´ce´le´ration
(figure 5.15).
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Fig. 5.15 – Essai en laˆche´ de la machine asynchrone LS132S pour la de´termination
de l’inertie J et du coefficient de frottements f
Lors de l’essai en laˆche´, le couple e´lectromagne´tique Cem est nul. L’e´quation
5.88 devient :
J
f︸︷︷︸
τm
dΩ(t)
dt
+ Ω(t) = −Cr
f
(5.92)
La solution de cette e´quation diffe´rentielle est :
Ω(t)− Ω0 = −Cr
f
(
1− exp(− t
τm
)
)
(5.93)
Le rapport Ω(t2)−Ω0
Ω(t1)−Ω0 permet de de´terminer
1 la constante de temps :
τm = 38 s (5.94)
On en de´duit :
J = 12.75 10−3 kg.m2 f = 0.33 10−3Nm.s/rad (5.95)
1t1 = 7s, Ω(t1) = 104.7rad/s, t2 = 20s, Ω(t2) = 32.5rad/s, Ω0 = 155rad/s et Cr = 0.1Nm
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5.4.2.3 Re´sultats de simulations
Pour valider et justifier la mode´lisation d’ordre non entier, nous avons e´labore´
un essai expe´rimental en boucle ouverte de la machine asynchrone re´elle. Cet essai
correspond a` un de´marrage direct de la machine sur le re´seau.
Nous avons applique´ une alimentation triphase´e sinuso¨ıdale sous tension et
fre´quence nominale en entre´e de la machine a` vide. Durant cet essai, nous avons
effectue´ l’acquisition de la vitesse ainsi que des trois tensions simples. Nous avons
ensuite applique´ ces tensions, par le biais de la simulation, en entre´e du mode`le
d’ordre non entier puis en entre´e du mode`le diphase´ usuel. La figure 5.16 montre la
re´ponse en vitesse de la machine re´elle compare´e aux re´ponses en vitesse de chacun
des mode`les simule´s.
Ces re´sultats montrent l’inte´reˆt du mode`le d’ordre non entier. Son comporte-
ment en vitesse refle`te celui de la machine re´elle en transitoire. Alors que le mode`le
diphase´ pre´sente une courbure lors de la monte´e en vitesse, le mode`le d’ordre non
entier est beaucoup plus proche de la re´alite´ avec un monte´e en vitesse quasiment
line´aire.
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Fig. 5.16 – Vitesse mesure´e et simule´e lors d’un de´marrage direct sur le re´seau
400V/50Hz d’une machine asynchrone a` cage avec et sans prise en compte de
l’effet de peau
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5.5 Conclusion
Ce dernier chapitre se compose de trois partie. Dans un premier temps, le
principe de la de´rive´e d’ordre non entier ge´ne´ralise´e est pre´sente´e. Nous avons pu
voir que la de´rivation et l’inte´gration d’ordre non entier se calculent a` partir de la
meˆme formulation nume´rique. Des exemples simples mettent en exergue le fait que
la de´rivation d’ordre non entier est une fonction line´aire et continue. Cependant,
la re´solution nume´rique d’une telle fonction exige que l’on connaisse inte´gralement
son passe´. Il est donc totalement impensable d’utiliser un tel algorithme pour la
simulation temporelle dynamique de la machine asynchrone a` cage.
De plus, nous montrons dans les chapitres pre´ce´dents que la fonction de trans-
fert implicite pre´sente la meilleure concordance avec le comportement fre´quentiel
de la machine. Or, le passage en temporel de cette fonction fait apparaˆıtre un
de´samortissement par multiplication de l’entre´e du syste`me avec une exponentielle
croissante.
Par conse´quent, l’objet de la deuxie`me partie de ce chapitre est de de´terminer
une fonction approche´e du mode`le implicite d’ordre non entier en vue de la simula-
tion temporelle. Pour ce faire, nous utilisons des fonctions de transfert compose´es
de poˆles et ze´ros re´cursifs [Ous95]. Nous proposons une me´thode de de´termination
des coefficients re´cursifs base´e sur une erreur maximale de phase admissible sur une
bande de fre´quence donne´e. Cette me´thode pre´sente des re´sultats tre`s satisfaisant
aux fre´quences e´leve´es, ou` la phase the´orique est constante. Ils sont plus mitige´s
autour de la fre´quence de coupure mais reste tout de meˆme acceptables.
Si les deux premie`res parties de ce chapitre sont ge´ne´rales, la dernie`re partie
consiste en la simulation temporelle d’un de´marrage direct sur le re´seau triphase´.
Nous comparons ainsi un essai expe´rimental dont les tensions acquises sont ap-
plique´es aux deux mode`les (mode`le d’ordre non entier et mode`le diphase´ usuel)
issus de l’identification du diagramme de bode de la machine re´elle. Cet essai en
boucle ouverte comportant un re´gime transitoire contraignant permet de mettre en
exergue la qualite´ et la justesse de la mode´lisation d’ordre non entier de la machine
asynchrone a` cage.

Conclusion ge´ne´rale
La mode´lisation fine des re´gimes dynamiques de la machine asynchrone se doit
de tenir compte de l’effet de peau pre´sent au sein des cages rotoriques. La me´thode
traditionnelle, appele´e re´seau e´chelle, consiste a` ajouter des circuits e´lectriques (re´-
sistance et inductance) supple´mentaires sur le mode`le du rotor. H.Kabbaj [Kab97]
a montre´ qu’au dela` de deux circuits, l’identification et/ou la mesure des parame`tres
du re´seau e´chelle est proble´matique lorsqu’ils sont conside´re´s inde´pendamment. Par
ailleurs, dans un tout autre domaine [Ous95], il a e´te´ montre´ que la mode´lisation
par de´rivation non entie`re est bien adapte´e aux phe´nome`nes a` caracte`res diffusifs :
cas des courants de Foucault. T.Khaorapapong a travaille´ sur une barre de rotor
conside´re´e seule et a montre´ que la mode´lisation d’ordre non entier permet de bien
rendre compte des conse´quences de l’effet de peau sur l’impe´dance du conducteur
massif pour une large bande de fre´quence. Il a montre´, sur des formes ge´ome´triques
simples et identifie´ sur une bande finie de fre´quence, que l’ordre pre´sente une valeur
proche de 0, 5 mais ne´anmoins de´pendant de la forme ge´ome´trique.
Notre travail s’inscrit dans la continuite´ de ces e´tudes : e´tendre la mode´lisation
d’ordre non entier a` la machine asynchrone entie`re, effectuer une comparaison et
une validation expe´rimentale fre´quentielle et enfin re´aliser une e´tude du comporte-
ment temporel avec comparaison expe´rimentale.
Le premier chapitre est une introduction the´orique de l’effet de peau dans un
conducteur rectangulaire avec mise en e´vidence du comportement asymptotique
non entier aux hautes fre´quences (−45˚ de de´phasage et −10 dB/dec). Une com-
paraison a ainsi e´te´ effectue´e entre l’e´tude analytique et le calcul du champs. Ce
premier chapitre met en exergue les conse´quences fre´quentielles d’une homothe´-
tie dimensionnelle (variation du gain et translation fre´quentielle). Les conditions
aux limites impose´es pour le calcul du champs pour une barre de forme simple
ne sont pas adapte´es lorsque la forme de barre devient plus complexe (machine
Leroy-Somer).
Le chapitre 2 reprend ce proble`me pour de´finir de nouvelles conditions pour
le calcul du champs. La barre, toujours conside´re´e seule, est maintenant place´e
dans un contexte proche de la re´alite´ : entrefer et stator. Le mode`le de l’ensemble
« barre rotorique - conducteur statorique » est alors un circuit e´quivalent qui est
de´ja` proche du circuit de la machine comple`te. Une me´thode de de´termination des
parame`tres du circuit e´quivalent a e´te´ construite a` partir des re´ponses fre´quentielles
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obtenues par calculs de champs. Il a ainsi e´te´ mis en e´vidence la ne´cessite´ de se´-
parer au rotor une inductance constante (inductance de « fuites ») de l’inductance
soumise a` l’effet de peau et tendant vers ze´ro lorsque la fre´quence tend vers l’infini.
Afin de nous placer dans une situation proche de la re´alite´, ces «mesures » sont ef-
fectue´es a` partir du seul conducteur statorique. La me´thode est d’abord valide´e sur
une barre rectangulaire puis applique´e a` une forme de barre issue d’une machine
re´elle. Il est ainsi mis en e´vidence que le comportement asymptotique aux hautes
fre´quences est caracte´ristique d’un ordre 0, 5. Cette premie`re partie a consiste´ a` uti-
liser des parame`tres du circuit e´quivalent de´termine´s a` partir du calcul du champs
et une impe´dance rotorique sous forme d’une fonction de la fre´quence. La de´ter-
mination d’un mode`le fre´quentiel line´aire implique une fonction de transfert qui
repre´sente le mode`le dynamique. Les parame`tres de ce mode`les sont obtenus par
identification de l’impe´dance rotorique. La me´thode de Levenberg-Marquardt est
utilise´e et les re´sultats obtenus sur la barre LS132S sont probants (erreur maximale
de phase de 5 degre´s sur 5 de´cades fre´quentielles).
Le chapitre 3 est le cœur du me´moire puisqu’il est consacre´ a` la de´termination
d’un mode`le dynamique de la machine asynchrone a` cage dans son entier incluant
les effets de fre´quence par mode´lisation d’ordre non entier. Le mode`le de Park a lar-
gement fait les preuves de son efficacite´ dans l’e´tude du comportement dynamique
de la machine asynchrone. Nous sommes donc partis de ce mode`le en proposant une
extension d’ordre non entier au rotor. Dans ces conditions, le choix du repe`re (d,q)
n’est plus libre. Il est en effet ne´cessaire de le fixer au rotor. Il apparaˆıt alors un
terme supple´mentaire homoge`ne a` un flux magne´tique que nous appelons « pseudo-
flux ». Comme sur la barre conside´re´e seule, on peut extraire l’impe´dance rotorique
a` partir des seules mesures statoriques. Il est a` noter le fait remarquable que la
re´ponse fre´quentielle de l’impe´dance rotorique de´termine´e a` partir de calculs de
champs conduits sur la machine entie`re est, a` un gain pre`s, identique a` celle d’une
barre seule. Une identification, toujours base´e sur la re´ponse fre´quentielle tire´e du
calcul de champs, est conduite pour deux mode`les d’ordre non entier : implicite et
explicite. Le re´sultat obtenu avec le mode`le implicite est nettement meilleur aux
basses fre´quences qu’avec le mode`le explicite.
Le chapitre 4 concerne la validation expe´rimentale des e´tudes fre´quentielles
pre´ce´dentes. Un grand soin a e´te´ apporte´ au dispositif expe´rimental : alimentation
en tension re´gule´e en courant par convertisseur statique et modulation de largeur
d’impulsions. Il est mis en e´vidence qu’une extraction de l’impe´dance rotorique a`
partir des parame`tres mesure´s se´pare´ment n’est pas pratiquement viable en raison
de l’e´norme influence des ine´vitables erreurs de mesures. Nous nous sommes donc
oriente´s vers une identification globale de l’ensemble des parame`tres du mode`le.
Les re´sultats sont probants sur plusieurs plans : ils confirment les re´sultats obtenus
par calculs du champ et identifient des valeurs des parame`tres fixes tre`s proches
des valeurs mesure´es par des me´thodes traditionnelles. Il est a` noter que l’identifi-
cation est conduite (me´thode de Levenberg-Marquardt) avec une initialisation des
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parame`tres tre`s e´loigne´e des valeurs finales, donc effectue´es « sans a priori ». Afin
de pe´renniser les me´thodes utilise´es, une « boˆıte a` outils » Matlab a e´te´ conc¸ue
pour la conduite de l’identification fre´quentielle d’une machine asynchrone ou d’une
fonction de transfert ge´ne´ralise´e de type passe-bas incluant un terme d’ordre non
entier.
Enfin, le 5e`me et dernier chapitre de ce me´moire concerne la simulation tempo-
relle de la machine asynchrone lors de re´gimes transitoires avec prise en compte
des effets de fre´quences au sein du rotor. Nous de´butons ce chapitre par une intro-
duction a` la de´rivation d’ordre non entier que nous illustrons d’exemples simples.
Ces exemples mettent en exergue la continuite´ de la de´rivation entre deux ordres
entiers. La formulation nume´rique de la de´rivation non entie`re pre´sente un inconve´-
nient majeur : le calcul de la de´rive´e non entie`re d’une fonction a` un instant t donne´
ne´cessite la connaissance du passe´ complet de cette fonction. Nous proposons alors
la construction automatique d’une fonction de transfert d’ordre non entier impli-
cite base´e sur une distribution re´cursive de poˆles et de ze´ros [Ous95]. Une me´thode
de de´termination des coefficients re´cursifs a` partir d’une erreur de phase maximale
admissible sur une bande de fre´quence de´finie est mise en œuvre. Cette fonction
de transfert ainsi de´finie est inclue dans le mode`le de Park. Nous le comparons a`
un mode`le traditionnel ainsi qu’a` un essai expe´rimental d’un de´marrage direct sur
le re´seau. Cet essai en boucle ouverte est un re´gime transitoire tre`s contraignant
pour les mode`les. Les re´sultats valident et justifient pleinement l’utilisation d’un
mode`le d’ordre non entier pour la mode´lisation de la machine asynchrone a` cage.
Ces travaux laissent entrevoir quelques perspectives. D’abord applicatives, il
serait en effet inte´ressant d’e´tudier l’influence et l’importance de l’effet de peau
dans des machines de tre`s fortes puissances (de l’ordre de quelques centaines de
kilowatts). Les e´tudes homothe´tiques ont effectivement montre´es sur des barres
seules que le blocage de phase autour de −45 degre´s e´tait d’autant plus visible
a` basses fre´quences que les dimensions ge´ome´triques des barres e´taient grandes.
Dans un deuxie`me temps, il pourrait eˆtre utile de confirmer les fortes similitudes
entre les impe´dances d’une barre unique et d’un rotor complet avec d’autres formes
ge´ome´triques de barres que celles de la machine LS132S de Leroy-Somer. Enfin,
il serait judicieux d’exploiter les me´thodes d’identification de´veloppe´es pour la ca-
racte´risation de l’effet de peau dans les cages rotoriques de machines asynchrones
pour d’autres phe´nome`nes diffusifs du ge´nie e´lectrique : piles a` combustibles, su-
percapacite´s, thermique des semiconducteurs,. . .
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Annexe A
Calcul et de´veloppement de
l’impe´dance d’une barre
rectangulaire
A.1 Vecteur de Poynting
Il est possible de de´terminer les e´le´ments de l’impe´dance a` partir de la connais-
sance et du de´veloppement du vecteur de Poynting ~P . Il est ne´cessaire de rappeler
que le de´veloppement qui suit correspond a` la figure 1.5 page 20 et que le vecteur de
Poynting est la densite´ surfacique de puissance de´termine´e pour les deux barres en
paralle`les. Il faut donc divise´ le re´sultat par 2 pour ne conside´rer que la puissance
e´lectromagne´tique dissipe´e dans la barre supe´rieure.
Vecteur champ e´lectrique complexe :
~E =

0
0
β Iˆ
σ a
coth β h exp jωt
(A.1)
Vecteur excitation magne´tique complexe :
~H =

− Iˆ
a
exp jωt
0
0
(A.2)
La puissance instantane´e transporte´e par une onde plane e´lectromagne´tique est
donne´e par le vecteur de Poynting complexe :
~P =
1
2
~EV ~H∗ (A.3)
II A. Calcul et de´veloppement de l’impe´dance d’une barre rectangulaire
Soit :
~P =

0(
Iˆ
a
)2
β
σ
coth
(
β h
)
0
(A.4)
Il apparaˆıt bien que le vecteur de Poynting complexe est porte´ uniquement par
l’axe ~y, confirmant ainsi la repre´sentation graphique expose´e sur la figure 1.5 page
20. Seul le de´veloppement de la composante ~Py est donc ne´cessaire a` la formulation
de la puissance e´lectromagne´tique complexe dissipe´e par la barre.
P y =
1
2
(
Iˆ
a
)2
1
σ
β coth
(
β h
)︸ ︷︷ ︸
G
(A.5)
A.2 Identification de l’impe´dance
Le de´veloppement deG permet d’isoler les parties re´elle et imaginaire du vecteur
de Poynting complexe correspondant respectivement a` la puissance active et a`
la puissance re´active transitant dans la barre. En se souvenant que β =
1 + j
δ
(e´quation 1.14 page 15), nous pouvons e´crire :
G =
1 + j
δ
cosh
(
1+j
δ
h
)
sinh
(
1+j
δ
h
) (A.6)
Posons ξ =
h
δ
correspondant a` la hauteur re´elle de la barre divise´e par l’e´pais-
seur de peau (de´pendant de la fre´quence), commune´ment appele´ « hauteur vir-
tuelle ». En utilisant les formulations d’Euler, G peut alors s’e´crire sous la forme
suivante :
A.2. Identification de l’impe´dance III
G =
ξ
h
(1 + j)
exp(ξ + jξ) + exp(−ξ − jξ)
exp(ξ + jξ)− exp(−ξ − jξ) (A.7)
=
ξ
h
(1 + j)
exp(ξ) exp(jξ) + exp(−ξ) exp(−jξ)
exp(ξ) exp(jξ)− exp(−ξ) exp(−jξ) (A.8)
=
ξ
h
(1 + j)
[cosh(ξ) + sinh(ξ)] exp(jξ) + [cosh(ξ)− sinh(ξ)] exp(jξ)
[cosh(ξ) + sinh(ξ)] exp(jξ)− [cosh(ξ)− sinh(ξ)] exp(jξ) (A.9)
=
ξ
h
(1 + j)
cosh(ξ) [exp(jξ) + exp(−jξ)] + sinh(ξ) [exp(jξ)− exp(−jξ)]
cosh(ξ) [exp(jξ)− exp(−jξ)] + sinh(ξ) [exp(jξ) + exp(−jξ)]
(A.10)
=
ξ
h
(1 + j)
cosh(ξ) cos(ξ) + j sinh(ξ) sin(ξ)
sinh(ξ) cos(ξ) + j cosh(ξ) sin(ξ)
(A.11)
=
ξ
h
[cosh(ξ) cos(ξ)− sinh(ξ) sin(ξ)] + j [cosh(ξ) cos(ξ) + sinh(ξ) sin(ξ)]
sinh(ξ) cos(ξ) + j cosh(ξ) sin(ξ)
(A.12)
Les parties re´elle et imaginaires de G sont extraites :
G = <{G}+ j={G} (A.13)
Avec :
<{G} = ξ
h
[
cos2(ξ) + sin2(ξ)
]
[cosh(ξ) sinh(ξ)]
cos2(ξ) sinh2(ξ) + cosh2(ξ) sin2(ξ)
+
[
cos2(ξ) + sin2(ξ)
]
[cosh(ξ) sinh(ξ)]
cos2(ξ) sinh2(ξ) + cosh2(ξ) sin2(ξ)
(A.14)
=
ξ
h
cosh(ξ) sinh(ξ) + cos(ξ) sin(ξ)
cos2(ξ)
[
cosh2(ξ)− 1]+ cosh2(ξ) [1− cos2(ξ)] (A.15)
=
ξ
h
cosh(ξ) sinh(ξ) + cos(ξ) sin(ξ)
cosh2(ξ)− cos2(ξ) (A.16)
=
ξ
h
sinh(2 ξ) + sin(2 ξ)
cosh(2 ξ)− cos(2 ξ) (A.17)
Et :
={G} = ξ
h
[
cos2(ξ) + sin2(ξ)
]
[cosh(ξ) sinh(ξ)]
cos2(ξ) sinh2(ξ) + cosh2(ξ) sin2(ξ)
−
[
cosh2(ξ)− sinh2(ξ)] [cos(ξ) sin(ξ)]
cos2(ξ) sinh2(ξ) + cosh2(ξ) sin2(ξ)
(A.18)
=
ξ
h
cosh(ξ) sinh(ξ)− cos(ξ) sin(ξ)
cos2(ξ)
[
cosh2(ξ)− 1]+ cosh2(ξ) [1− cos2(ξ)] (A.19)
=
ξ
h
cosh(ξ) sinh(ξ)− cos(ξ) sin(ξ)
cosh2(ξ)− cos2(ξ) (A.20)
=
ξ
h
sinh(2 ξ)− sin(2 ξ)
cosh(2 ξ)− cos(2 ξ) (A.21)
IV A. Calcul et de´veloppement de l’impe´dance d’une barre rectangulaire
Ainsi, en de´limitant le flux du vecteur de Poynting sur la surface de largeur
a et de longueur l de la barre supe´rieure, il est possible d’identifier la puissance
e´lectromagne´tique complexe et finalement d’extraire les e´le´ments impe´dants.
Sem = Pem + jQem = R(ω).I
2 + jX(ω).I2 =
∫∫
(S)
~Pdxdz (A.22)
avec : ∫∫
(S)
~Pdxdz =
1
2
(
I
√
2
a
)2
1
σ
{<(G) + j=(G)} .a.l (A.23)
Soit une re´sistance :
R(ω) =
(
1
σ
l
a h
)
ξ
sinh(2ξ) + sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.24)
Et une re´actance :
X(ω) =
(
1
σ
l
a h
)
ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.25)
=
(
1
σ
l
a h
)
h
δ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.26)
=
(
1
σ
l
a
)
µ0 σ pi f√
µ0 σ pi f
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.27)
=
(
µ0
l h
a
)
ω
1
2 ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.28)
A.3 Impe´dance en continu
La de´termination des e´le´ments impe´dants en continu revient a` calculer la limite
des diffe´rents termes lorsque la fre´quence d’excitation est nulle. Les relations pre´-
ce´dentes sont fonctions de la hauteur virtuelle ξ proportionnelle a` la racine carre´e
de la fre´quence. On peut donc affirmer que lorsque la fre´quence (ou la pulsation)
tend vers ze´ro, il en est de meˆme pour la hauteur virtuelle.
Rcc = lim
ξ→0
{(
1
σ
l
a h
)
ξ
sinh(2ξ) + sin(2ξ)
cosh(2ξ)− cos(2ξ)
}
(A.29)
Lcc = lim
ξ→0
{(
µ0
l h
a
)
1
2 ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ)
}
(A.30)
A.3. Impe´dance en continu V
A.3.1 Re´sistance Rcc
Utilisons les de´veloppements limite´s de cos, sin, cosh et de sinh au voisinage de
ze´ro :
cos(ξ) = 1− ξ
2
2!
+
ξ4
4!
− ξ
6
6!
+ . . . (A.31)
sin(ξ) = ξ − ξ
3
3!
+
ξ5
5!
− ξ
7
7!
+ . . . (A.32)
cosh(ξ) = 1 +
ξ2
2!
+
ξ4
4!
+
ξ6
6!
+ . . . (A.33)
sinh(ξ) = ξ +
ξ3
3!
+
ξ5
5!
+
ξ7
7!
+ . . . (A.34)
On peut alors de´terminer la re´sistance Rcc :
Rcc =
(
1
σ
l
a h
)
lim
ξ→0
{
ξ
sinh(2ξ) + sin(2ξ)
cosh(2ξ)− cos(2ξ)
}
(A.35)
=
(
1
σ
l
a h
)
lim
ξ→0
ξ
2
(
2ξ +
(2ξ)5
5!
+ . . .
)
2
(
(2ξ)2
2!
+
(2ξ)6
6!
+ . . .
)
 (A.36)
=
(
1
σ
l
a h
)
lim
ξ→0

(
1 +
(2ξ)4
5!
+ . . .
)
(
1 +
(2ξ)5
6!
+ . . .
)
 (A.37)
Rcc =
(
1
σ
l
a h
)
(A.38)
Nous pouvons e´crire la re´sistance fonction de la fre´quence de la manie`re sui-
vante :
R(ω) = Rcc ξ
sinh(2ξ) + sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.39)
VI A. Calcul et de´veloppement de l’impe´dance d’une barre rectangulaire
A.3.2 Inductance Lcc
Lcc = lim
ξ→0
{(
µ0
l h
a
)
1
2 ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ)
}
(A.40)
=
(
µ0
l h
a
)
lim
ξ→0
{
1
2 ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ)
}
(A.41)
=
(
µ0
l h
a
)
lim
ξ→0

1
2 ξ
2
(
(2ξ)3
3!
+
(2ξ)7
7!
+ . . .
)
2
(
(2ξ)2
2!
+
(2ξ)6
6!
+ . . .
)
 (A.42)
=
(
µ0
l h
a
)
lim
ξ→0

1
2 ξ
(
(2ξ)
3!
+
(2ξ)5
7!
+ . . .
)
2
(
1
2
+
(2ξ)4
6!
+ . . .
)
 (A.43)
=
(
µ0
l h
a
)
1
3
(A.44)
=
(
µ0
l h
3 a
)
(A.45)
Nous pouvons e´crire la re´actance fonction de la fre´quence de la manie`re sui-
vante :
X(ω) = Lcc ω
3
2ξ
sinh(2ξ)− sin(2ξ)
cosh(2ξ)− cos(2ξ) (A.46)
Annexe B
Re´sultats d’identification de
barres
Mode`le explicite Mode`le implicite
Parame`tre Valeur initiale Valeur identifie´e Valeur initiale Valeur finale
K0 1000 3064 1000 2905
ωn 100 704, 1 100 158, 1
n 1 0, 2712 1 0.5159
ωz1 1000 591, 1 1000 223
ωp1 10 223, 6 10 138
Crite`re 1890 90, 67.10−3 1890 13, 81.10−3
Ite´rations 200 55
Tab. B.1 – Re´sultats de l’identification d’une barre rectangulaire par une fonction
de transfert d’ordre non entier explicite
Mode`le explicite Mode`le implicite
Valeur initiale Valeur identifie´e Valeur initiale Valeur finale
K0 1000 3728 1000 3430
ωn 10 221, 7 100 76, 93
n 1 0, 5875 1 0.5507
ωz1 100 1747 1000 3074
ωp1 1000 605, 6 10 1588
Crite`re 367, 6 0.6546 367, 6 0, 2208
Ite´rations 77 200
Tab. B.2 – Re´sultats de l’identification d’une barre issue du moteur LS132S par
une fonction de transfert d’ordre non entier explicite
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Fig. B.1 – Identification de la barre rectangulaire par une fonction de transfert
d’ordre non entier explicite
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Fig. B.2 – Erreurs commises sur le diagramme de bode avec les parame`tres opti-
maux d’une fonction de transfert d’ordre non entier explicite
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Fig. B.3 – E´volution des parame`tres de la fonction de transfert explicite en fonction
de l’ite´ration
X B. Re´sultats d’identification de barres
10−1 100 101 102 103 104 105
−100
−50
0
50
100
M
od
ul
e 
(dB
)
10−1 100 101 102 103 104 105
−150
−100
−50
0
Fréquence (Hertz)
Ph
as
e 
(de
gré
s)
Calculs de champ
résultat de l’identification
modèle paramètres initiaux
Fig. B.4 – Identification de la barre rectangulaire par une fonction de transfert
d’ordre non entier implicite
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Fig. B.5 – Erreurs commises sur le diagramme de bode avec les parame`tres opti-
maux d’une fonction de transfert d’ordre non entier implicite
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Fig. B.6 – E´volution des parame`tres de la fonction de transfert implicite en fonction
de l’ite´ration
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Fig. B.7 – Identification de la barre du moteur LS132S par une fonction de transfert
d’ordre non entier explicite
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Fig. B.8 – Erreurs commises sur le diagramme de bode avec les parame`tres opti-
maux d’une fonction de transfert d’ordre non entier explicite
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Fig. B.9 – E´volution des parame`tres de la fonction de transfert explicite en fonction
de l’ite´ration
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Fig. B.10 – Identification de la barre du moteur LS132S par une fonction de
transfert d’ordre non entier implicite
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Fig. B.11 – Erreurs commises sur le diagramme de bode avec les parame`tres op-
timaux d’une fonction de transfert d’ordre non entier implicite
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Fig. B.12 – E´volution des parame`tres de la fonction de transfert implicite en
fonction de l’ite´ration

Annexe C
De´veloppements pour les
fonctions de sensibilite´ du mode`le
expe´rimental
C.1 Impe´dance fractionnaire du mode`le explicite
<e(Znr ) = R0
[
1 +
(
ωk
ωn
)n
cos(n
pi
2
)
]
(C.1)
=m(Znr ) = R0
(
ωk
ωn
)n
sin(n
pi
2
) (C.2)
C.2 Impe´dance fractionnaire du mode`le impli-
cite
<e(Znr ) = R0
(
1 +
(
ωk
ωn
)2)n/2
cos
(
n arctan
(
ωk
ωn
))
(C.3)
=m(Znr ) = R0
(
1 +
(
ωk
ωn
)2)n/2
sin
(
n arctan
(
ωk
ωn
))
(C.4)
C.3 E´quations communes aux deux mode`les
C.3.1 Mode`le de l’admittance
Y ∗(p, θi) = H∗(ω, θi) exp (jφ
∗(ω, θi)) =
1
Za
=
a(θi) + jb(θi)
c(θi) + jd(θi)
(C.5)
XVII
XVIIIC. De´veloppements pour les fonctions de sensibilite´ du mode`le expe´rimental
avec :
a(θi) = <e(Znr ) (C.6)
b(θi) = =m(Znr ) + (Ls + lN)ω (C.7)
c(θi) = Rsa(θi)− Lsωb(θi) + (Lsω)2 (C.8)
d(θi) = Rsb(θi) + Lsωa(θi) (C.9)
Quelque soit le type de la fonction de transfert utilise´ (explicite ou implicite),
l’impe´dance fractionnaire Znr ne de´pend ni de Rs, ni de Ls, ni de lN . Les de´rive´es
partielles par rapport a` ces trois parame`tres peuvent eˆtre exprime´es sous formes
ge´ne´riques inde´pendamment de chacun des mode`les. Attention, ceci ne veut en au-
cun cas dire quelles seront identiques. En effet, si leurs expressions sont identiques,
il faut en revanche utiliser les de´finitions ade´quates des parties re´elle et imaginaires
de Znr .
C.3.2 De´rive´es partielles par rapport a` Rs
∂a(θi)
∂Rs
= 0 (C.10)
∂b(θi)
∂Rs
= 0 (C.11)
∂c(θi)
∂Rs
= a(θi) (C.12)
∂d(θi)
∂Rs
= b(θi) (C.13)
C.3.3 De´rive´es partielles par rapport a` Ls
∂a(θi)
∂Ls = 0 (C.14)
∂b(θi)
∂Ls = ω (C.15)
∂c(θi)
∂Ls = ω(Lsω − b(θi)) (C.16)
∂d(θi)
∂Ls = Rsω + ωa(θi) (C.17)
C.4. De´rive´es partielles propres au mode`le explicite XIX
C.3.4 De´rive´es partielles par rapport a` lN
∂a(θi)
∂lN
= 0 (C.18)
∂b(θi)
∂lN
= ω (C.19)
∂c(θi)
∂lN
= Lsω2 (C.20)
∂d(θi)
∂lN
= Rsω (C.21)
C.4 De´rive´es partielles propres au mode`le expli-
cite
e(θi) =
(
ωk
ωn
)n
cos(n
pi
2
) (C.22)
f(θi) =
(
ωk
ωn
)n
sin(n
pi
2
) (C.23)
C.4.1 De´rive´es partielles par rapport a` R0
∂a(θi)
∂R0
= 1 + e(θi) (C.24)
∂b(θi)
∂R0
= f(θi) (C.25)
∂c(θi)
∂R0
= Rs(1 + e(θi))− Lsωf(θi) (C.26)
∂d(θi)
∂R0
= Rsf(θi) + Lsω(1 + e(θi)) (C.27)
XX C. De´veloppements pour les fonctions de sensibilite´ du mode`le expe´rimental
C.4.2 De´rive´es partielles par rapport a` ωn
∂a(θi)
∂ωn
= −R0 n
ωn
e(θi) (C.28)
∂b(θi)
∂ωn
= −R0 n
ωn
f(θi) (C.29)
∂c(θi)
∂ωn
= Rs
∂a(θi)
∂ωn
− Lsω∂b(θi)
∂ωn
(C.30)
∂d(θi)
∂ωn
= Rs
∂b(θi)
∂ωn
+ Lsω∂a(θi)
∂ωn
(C.31)
C.4.3 De´rive´es partielles par rapport a` n
∂a(θi)
∂n
= R0
[
ln
(
ω
ωn
)
e(θi)−
pi
2
f(θi)
]
(C.32)
∂b(θi)
∂n
= R0
[
ln
(
ω
ωn
)
f(θi) +
pi
2
e(θi)
]
(C.33)
∂c(θi)
∂n
= Rs
∂a(θi)
∂n
− Lsω∂b(θi)
∂n
(C.34)
∂d(θi)
∂n
= Rs
∂b(θi)
∂n
+ Lsω∂a(θi)
∂n
(C.35)
C.5 De´rive´es partielles propres au mode`le impli-
cite
e(θi) =
(
1 +
(
ωk
ωn
)2)n/2
(C.36)
f(θi) = cos
(
n arctan
(
ωk
ωn
))
(C.37)
g(θi) = sin
(
n arctan
(
ωk
ωn
))
(C.38)
C.5. De´rive´es partielles propres au mode`le implicite XXI
C.5.1 De´rive´es partielles par rapport a` R0
∂a(θi)
∂R0
= e(θi)f(θi) (C.39)
∂b(θi)
∂R0
= e(θi)g(θi) (C.40)
∂c(θi)
∂R0
= Rs
∂a(θi)
∂R0
− Lsω∂b(θi)
∂R0
(C.41)
∂d(θi)
∂R0
= Rs
∂b(θi)
∂R0
+ Lsω∂a(θi)
∂R0
(C.42)
C.5.2 De´rive´es partielles par rapport a` ωn
∂a(θi)
∂ωn
=
nω
ω2 + ω2n
(
g(θi)−
ω
ωn
f(θi)
)
R0e(θi) (C.43)
∂b(θi)
∂ωn
= − nω
ω2 + ω2n
(
f(θi) +
ω
ωn
g(θi)
)
R0e(θi) (C.44)
∂c(θi)
∂ωn
= Rs
∂a(θi)
∂ωn
− Lsω∂b(θi)
∂ωn
(C.45)
∂d(θi)
∂ωn
= Rs
∂b(θi)
∂ωn
+ Lsω∂a(θi)
∂ωn
(C.46)
C.5.3 De´rive´es partielles par rapport a` n
∂a(θi)
∂n
= Ke(θi)
{
1
2
ln
(
1 +
(
ω
ωn
)2)
f(θi)− arctan
(
ω
ωn
)
g(θi)
}
(C.47)
∂b(θi)
∂n
= Ke(θi)
{
1
2
ln
(
1 +
(
ω
ωn
)2)
g(θi) + arctan
(
ω
ωn
)
f(θi)
}
(C.48)
∂c(θi)
∂n
= Rs
∂a(θi)
∂n
− Lsω∂b(θi)
∂n
(C.49)
∂d(θi)
∂n
= Rs
∂b(θi)
∂n
+ Lsω∂a(θi)
∂n
(C.50)

Annexe D
Description de la toolbox matlab :
Imasone
D.1 Feneˆtre principale
La feneˆtre principale de la toolbox imasone (Identification de la Machine ASyn-
chrone par Ordre Non Entier) est pre´sente´e par la figure D.1. Elle est compose´e de
cinq menus de´roulants et d’une feneˆtre d’affichage. Les diffe´rents menus sont les
suivants :
Fig. D.1 – Feneˆtre principale de la boˆıte a` outil IMASONE
XXIII
XXIV D. Description de la toolbox matlab : Imasone
File : Permet de manipuler les fichiers de mesures : cre´er un nouveau fichier,
ajouter de nouvelles donne´es sous forme de trois fichiers (fre´quence (Hz),
module (dB) et phase (degre´s)), exporter et importer des fichiers d’extension
« .mas », d’imprimer les figures et enfin il permet de quitter l’environnement.
Tools : Ce menu offre la possibilite´ de prendre en compte les e´ventuels filtres et
sondes de courants ou tensions, il permet e´galement de re´organiser et de
re´duire la taille du fichier de mesures a` identifier.
Identification : Comme son nom l’indique, ce menu concerne directement l’iden-
tification du diagramme de Bode en proposant dans un premier temps de
de´finir le type de mode`le mathe´matique que l’on souhaite identifier au pro-
cessus ainsi que les parame`tres initiaux. Enfin, ce menu permet de lancer la
proce´dure d’identification proprement dite.
View : Permet d’afficher l’ensemble des re´sultats issus de l’identification.
Unzip : Ce menu offre la possibilite´ d’approximer un mode`le implicite d’ordre
non entier par une distribution re´cursive de poˆles et de ze´ros sur une bande
de fre´quence de´finie.
D.2 Menu « File »
Fig. D.2 – Onglet « File » de la toolbox IMASONE
New file : Permet de re´initialiser la toolbox.
Add file : Permet le chargement supple´mentaire de diagrammes de Bode. Cette
fonction ne´cessite l’ouverture de trois fichiers compose´s d’un nombre iden-
tique de points et ouverts dans l’ordre suivant : fre´quence (en Hz), Module
(en dB) et Phase (en degre´s).
Import MASone file : Permet le chargement rapide d’un fichier pre´alablement
traite´, exploite´ et exporte´ en « .mas ».
D.3. Menu « Tools » XXV
Export MASone file : Permet d’exporter des diagrammes de Bode sous format
« .mas ».
Print : Permet d’exporter les courbes affiche´es dans IMASONE sur une figure
Matlab classique.
Exit : Permet de quitter l’application.
D.3 Menu « Tools »
Fig. D.3 – Onglet « Tools » de la toolbox IMASONE
Voltage probe : Permet de prendre en conside´ration les sondes et/ou filtres de
mesures de tensions.
Current probe : Permet de prendre en conside´ration les sondes et/ou filtres de
mesures de courants.
Reduce the structure : Permet de rede´finir le nombre de points logarithmique-
ment e´quidistants et/ou la bande de fre´quence utile.
D.4 Menu « Identification »
Fig. D.4 – Onglet « Identification » de la toolbox IMASONE
Parameters : Permet de choisir l’un des diffe´rents mode`les d’ordre non entier
d’identification et de de´finir leurs parame`tres initiaux.
Run identification : Exe´cute l’identification du mode`le mathe´matique choisi.
XXVI D. Description de la toolbox matlab : Imasone
D.4.1 De´finition des parame`tres initiaux pour l’identifica-
tion
La figure D.5 pre´sente la feneˆtre auxiliaire apparaissant lors de l’exe´cution de
la commande « Parameters » de la toolbox IMASONE.
Fig. D.5 – Choix du mode`le mathe´matique d’identification et de´finition des para-
me`tres initiaux
Poˆle mode : Permet de choisir le type de fonction de transfert d’ordre non entier
(implicite ou explicite) applique´ soit a` l’admittance de la machine asynchrone
comple`te, soit a` une admittance d’ordre non entier seulement.
Transfert function Type : Permet de choisir entre l’identification de l’admit-
tance de la machine asynchrone comple`te ou de l’admittance d’ordre non
entier seulement.
Initial parameters : Permet de de´finir les parame`tres initiaux applique´s aux dif-
fe´rents mode`les.
D.5 Menu « View »
Default : Permet l’affichage par de´faut des re´sultats, soit les diagrammes de Bode
de l’admittance du processus soumis a` l’identification (en bleu), l’admittance
du mode`le mathe´matique avec les parame`tres initiaux (en rouge) et l’admit-
tance du mode`le mathe´matique avec les parame`tres estime´s (en vert).
D.6. Menu « Unzip » XXVII
Fig. D.6 – Onglet « View » de la toolbox IMASONE
Parameters identification : Permet d’afficher l’e´volution des diffe´rents para-
me`tres soumis a` l’identification ainsi que du crite`re par rapport a` chaque
ite´ration.
Rotor impedance : Permet d’afficher les diagrammes de Bode de l’admittance
rotorique (uniquement pour l’identification de la machine asynchrone com-
ple`te), de la re´sistance rotorique, de l’inductance rotorique ou de la re´actance
rotorique par rapport a` la fre´quence.
Bode diagram’s : Permet l’affichage des diagrammes de Bode du mode`le mathe´-
matique avec les parame`tres estime´s uniquement.
Errors diagram’s : Permet l’affichage des erreurs de modules et de phases entre
le processus soumis a` l’identification et le mode`le mathe´matique avec les
parame`tres estime´s.
D.6 Menu « Unzip »
Fig. D.7 – Onglet « Unzip » de la toolbox IMASONE
XXVIII D. Description de la toolbox matlab : Imasone
Parameters : Permet d’approximer une fonction de transfert d’ordre non entier
implicite par une distribution re´cursive de poˆles et de ze´ros. Si une identi-
fication (implicite) a e´te´ lance´e pre´ce´demment, les parame`tres estime´s sont
directement utilise´s pour cette approche.
Optimization : Cette fonction est cense´e permettre d’optimiser l’approche par
poˆles et ze´ros en cassant la re´cursivite´ du premier poˆle et du premier ze´ro
en utilisant l’algorithme de Levenberg-Marquardt. Cette fonction n’est pas
encore implante´e.
Results : Cette fonction devra permettre l’affichage des re´sultats issus de l’op-
timisation de la distribution re´cursive de poˆles et de ze´ros pour approcher
une fonction de transfert d’ordre non entier iplicite. Cette fonction n’est pas
encore implante´e.
D.6.1 Approximation d’une fonction de transfert d’ordre
non entier implicite par poˆles et ze´ros re´cursifs
La figure D.8 pre´sente la feneˆtre auxiliaire apparaissant lors de l’exe´cution de
la commande « Unzip » de la toolbox IMASONE.
Fig. D.8 – Approximation d’une fonction de transfert d’ordre non entier implicite
par poˆles et ze´ros re´cursifs
Transfert function type : Permet de choisir le type de fonction de transfert
d’ordre non entier (implicite ou explicite) que l’on souhaite approximer par
D.6. Menu « Unzip » XXIX
une distribution re´cursive de poˆles et de ze´ros.
Parameters : Permet de rentrer les parame`tres de la fonction de transfert ide´ale
que l’on souhaite approcher, soient le gain statique (K0), la pulsation de
coupure (ωn) et l’ordre non entier (n).
Characteristics : Permet de choisir le nombre de cellules e´le´mentaires (1 poˆle +
1 ze´ro) pour l’approximation ainsi que la gamme de fre´quence utile.
