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Preface
Large scale linear and nonlinear eigenvalue problems
In many different application areas there is an increasing need for new theory and numerical
techniques for solving very large linear and nonlinear eigenvalue problems and for performing
large singular value decompositions. Advances in computer hardware make it feasible to solve
enormously large eigenvalue problems with millions of unknowns, but this increase in the problem
size leads to several new numerical challenges. In some large-scale applications, one needs to
find eigenpairs of a matrix that is available only implicitly through a function that computes
the corresponding vector–matrix product for a given vector, which thus calls for “matrix-free”
eigensolvers. Benner and Kressner deal with balancing sparse Hamiltonian matrices, which are
given implicitly. Classical eigenvalue solvers that do not scale linearly with the problem size
have become very expensive for practical problems. This has increased attention to alternative
approaches such as preconditioning for eigenvalue problems. Four papers in the special issue, by
Golub and Liao, Neymeyr, Ovtchinnikov, and Solovev address different aspects of preconditioned
eigenvalue solvers.
Most iterative methods naturally produce extreme eigenvalues, and special effort is needed
to compute interior eigenvalues, as in the paper by Golub and Liao. The standard approach of
using matrix transformations that turn interior eigenvalues of the original matrix into extreme
eigenvalues of the transformed matrix cannot be easily applied to generalized eigenproblems or
to methods with preconditioning.
In many engineering applications, the resulting eigenvalue problems are nonlinear, e.g., poly-
nomial. The paper by Hoffnung, Li and Ye deals with Krylov type subspace methods for matrix
polynomials. The paper by Solovev contains novel convergence rate estimates of preconditioned
methods for a special class of nonlinear problems.
The classical Rayleigh–Ritz method is a main part of most eigenvalue solvers. Papers by
Ovtchinnikov and by Knyazev and Argentati contain new results for Ritz values and vectors.
Singular value decomposition for large matrices is difficult. The paper by Brand describes an
efficient algorithm for low-rank modifications of the skinny singular value decomposition.
Clustering of eigenvalues of interest and determining eigenvalue multiplicity pose more chal-
lenges for numerical methods. Ovtchinnikov derives estimates that are cluster robust. Morgan and
Zeng address the problem of multiplicity in the harmonic restarted Arnoldi method.
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