Point clouds are often sparse and incomplete. Existing shape completion methods are incapable of generating details of objects or learning the complex point distributions. To this end, we propose a cascaded refinement network together with a coarse-to-fine strategy to synthesize the detailed object shapes. Considering the local details of partial input with the global shape information together, we can preserve the existing details in the incomplete point set and generate the missing parts with high fidelity. We also design a patch discriminator that guarantees every local area has the same pattern with the ground truth to learn the complicated point distribution. Quantitative and qualitative experiments on different datasets show that our method achieves superior results compared to existing state-of-the-art approaches on the 3D point cloud completion task. Our source code is available at https: // github.com/ xiaogangw/ cascaded-point-completion.git.
Introduction
Despite the significant progress on image generation and translation [41, 16] , synthesizing and generating 3D point clouds remains as a very challenging task due to the sparseness, incompleteness and irregularity of the points. More specifically, the inabilities of learning accurate point features and various point distributions make it difficult to obtain a complete and dense object shape. In this work, we focus on the point cloud completion [52, 36] task, which completes missing parts of the occluded object. 3D shape completion has wide applications such as robotic navigation [7, 26] , scene understanding [17, 5] and augmented reality [2, 44] .
Existing methods [52, 36, 3, 6, 22, 34] have shown promising results on shape completion for different inputs: distance fields, meshes, voxel grids and point clouds. Voxel representations are a direct generalization of pixels to the 3D case. However, generating 3D shape with voxel format suffers from memory inefficiency, hence it is difficult to obtain high-resolution results. Although data-driven methods on mesh representations [38, 12, 42] are able to generate complicated surfaces, they are limited to the fixed vertex connection patterns. As a result, it is difficult to change the topology during the training process. In contrast, it is easy to add new points for point clouds and several studies have shown promising results. The pioneer work [52] proposes an encoder-decoder based pipeline on both the synthetic dataset ShapeNet [4] and the real scene dataset KITTI [9] . A following work TopNet [36] proposes a hierarchical rooted tree structure decoder to generate object shapes. Even though they have achieved impressive performances on shape completion, they are both unable to generate the detailed geometric structure of 3D objects and produce unsatisfactory coarse object outputs. Several approaches [24, 28, 25] propose to learn 3D structures in a function space, and they achieve impressive results for various input formats. However, these methods require postprocessing to refine the outputs.
We propose to synthesize the dense and complete objects shapes in a cascaded refinement manner, and jointly optimize the reconstruction loss and an adversarial loss endto-end. Our framework is designed to keep the object details in the partial inputs, and to produce realistic reconstructions of the missing parts. Figure 1 shows an example between our method and existing approaches [52, 36] . Although the legs of a chair are clearly present in the input, existing works are incapable of keeping this structural details in the outputs. On the contrary, our approach successfully captures this fine-grained details. To this end, we make a skip connection between the incomplete points and coarse outputs. However, simple concatenation between inputs and our coarse outputs give rise to unevenly distributed points. Consequently, we design an iterative refinement de-coder together with a feature contraction and expansion unit to refine the point positions. We adopt an adversarial loss that penalizes inaccurate points from the ground truth to learn the complex point distributions and further improve the performance. Instead of classifying the whole object by predicting a single confidence value like conventional generative adversarial networks (GANs) [21, 46] , we design a patch-based discriminator to explicitly force every local patch of generated point clouds to have the same pattern with real complete point clouds inspired by [16, 45] . We show state-of-the-art quantitative and qualitative results on different datasets by various experiments. Our key contributions are as follows:
• We propose a novel point cloud completion network which is able to preserve object details from partial points and generate missing parts with fine details at the same time;
• Our cascaded refinement strategy together with the coarse-to-fine pipeline can refine the points positions locally and globally;
• Experiments on different datasets show that our framework achieves superior results to existing methods on the 3D point cloud completion task.
Related work
In this section, we review existing works on point generation, upsampling and shape completion that are related to our task. 3D Generation. The pioneering work PointNet [29] proposed a method on point cloud analysis and inspired a large amount of works on point cloud generation. Early works [1, 37, 33] have proposed generative models by using GAN or variational auto-encoder (VAE) on 3D generation. Achlioptas et al. [1] proposed r-GAN for 3D point clouds generation, in which both generator and discriminator are fully connected layers. Valsesia et al. [37] proposed a graph neural network to synthesize object shapes. They calculated the adjacency matrix by the feature vectors from each vertex in each graph convolution layer. Despite their superior results, the calculation of the adjacency matrix requires quadratic computation complexity and consumes a lot of memory. The above methods successfully synthesize object shapes from noise. However, simple GANs or VAE can only generate small scale (1024 or 2048) point sets due to the complex point distribution and the notoriously difficult training of GANs. Although improved methods [47, 33, 48] show superior performance on synthesizing 3D objects, they are limited to synthesizing the general shapes of objects and are not suitable for shape completion. 3D Upsampling. Similar to point cloud completion, several works [51, 50, 49, 21, 45] [6, 14, 35, 20] focus on the voxel and distance fields formats generation with 3D convolution. Several approaches [6, 35] have proposed a 3D encoder-decoder based network for shape completion and shown promising performance. However, voxel-based methods consume a large amount of memory and are unable to generate highresolution outputs. To increase the resolution, several works [39, 40] have proposed to use the octree structure to gradually voxelize specific areas. However, due to the quantization effect of the voxelization operation, recent works gradually discard the voxel format and focus on the mesh reconstruction. Existing mesh representations [12, 38] are based on deforming a template mesh to a target mesh and hence not flexible to any typologies. In comparison to voxels and meshes, point clouds are easy to add new points during the training procedure. Yuan et al. [52] proposed the pioneering work PCN on point cloud completion, which was a simple encoder-decoder network to reconstruct dense and complete point set from an incomplete point cloud. They adopted the folding mechanism [48] to generate high resolution outputs (16, 384) . TopNet [36] proposed a hierarchical tree-structure network to generate point cloud without assuming any specific topology for the input point set. However, both PCN and TopNet are unable to synthesize the fine-grained details of 3D objects.
Our Method

Overview
Our objective is to produce complete and high-resolution 3D objects from corrupted and low resolution point clouds. Specifically, given the sparse incomplete point sets P = An illustration of our generator network. The generator includes three sub-networks: feature extraction, coarse reconstruction and dense reconstruction. The feature extractor consists of two MLPs and max-pooling layers. The coarse reconstruction comprises several fully-connected layers. The dense reconstruction is a cascaded refinement sub-network with a lifting module in each step. We generate dense and complete point clouds given partial and sparse inputs. µ is the upsampling factor.
of N points, we aim to generate a dense and complete point set Q = {q i } u×N i=1 of u × N points, where u is the upsampling scalar. We expect our method to fulfill three requirements: (1) preserve the fine details of the input point cloud P, (2) inpaint the missing parts with detailed geometric structures, and (3) generate evenly distributed points on object surfaces.
Our point cloud completion architecture is shown in Figure 2. Traditional GANs [11, 1, 37 ] map a noise distribution z to the data space, we extend the general GAN framework by modelling the generator G (Section 3.2) as a feature extraction encoder and a conditional coarse-to-fine decoder. The discriminator D (Section 3.5) aims to distinguish between the generated fake output and the ground truth.
Generator
Our generator G consists of three components: (1) feature extraction h, (2) coarse reconstruction g 1 and (3) dense reconstruction g 2 .
Feature Extraction. Same with PCN [52] , we use two stacked PointNet feature extraction architecture with maxpooling operation to extract the global point features f . Specifically, the feature extractor h can be modelled by the composition of two functions expressed as:
where w h denotes the parameters of h 1 and h 2 , h 1 and h 2 represent the two extraction sub-networks, respectively.
Coarse Reconstruction. g 1 consists of several fullyconnected layers, which maps the latent embedding f to the coarse point cloud. We denote the size of P coarse as N c × 3. From Figure 2 , we can observe that the coarse output roughly capture the complete object shape but loses fine details, which we aim to recover in the second stage.
Dense Reconstruction. Our second stage g 2 is a conditional iterative refinement sub-network. The synthesis begins at generating low resolution points (2048×3), and points with higher resolutions are then progressively refined. Following TopNet [36] , our outputs have four resolutions: N = {2048, 4096, 8192, 16, 384}, for which the numbers of iterations are 1, 2, 3 and 4, respectively. Parameters are shared among each iteration. Existing methods [52, 36, 33] exploit either folding based operations or tree structure to generate dense and complete objects. Although they have achieved impressive qualitative results, the fine details of the objects are often lost. As can be seen in Figure 1 , both PCN [52] and TopNet [36] fail to generate the details of 3D objects (e.g. the legs of the chair). The reason is that the latent embedding f is obtained by the last max-pooling layer of the encoder, and it only represents the rough global shape, hence it is difficult to recover the detailed object structures. We propose to preserve the object shape details in the partial inputs and exploit the global shape information from P coarse at the same time. Inspired by the skip-connection from U-Net [31] , we concatenate the partial inputs with the global shape P coarse to synthesize the dense points. However, direct concatenation resulted in a poor visual quality because of the serious uneven distributed points. To alleviate this problem, we propose to dynamically subsample N c × 3 points from the partial inputs P before concatenating with the coarse output P coarse . We denote the combined point sets as P S with the size of 2N c × 3, which are fed into the lifting module (Section 3.3) to obtain a higher resolution points P i . We use the efficient farthest point sampling (FPS) algorithm [30] to subsample points. We also design a feature contractionexpansion unit (Section 3.3) to refine the point positions gradually. We progressively refine the point positions and upsample the point size by a factor of two by the lifting module. For the subsequent iterates, the input for the lifting module is the intermediate output P i from last step. Figure 3 . The architecture of the lifting module. The input is N × 3, and we upsample it by a factor of 2 to obtain the output of N1 × 3. The feature contraction and expansion unit predicts residual point features instead of final results.
Lifting Module
We design a lifting module to upsample the point size by a factor of two, and concurrently refine the point positions by the feature contraction and expansion unit. To upsample the point set P S , we first tile the points P S two times to obtain a new point set P S . Then we sample a unique 2D grid vector and append it after each point coordinates to increase the variations among the duplicated points [48] . We also utilize the mean shape prior f m (Section 3.4) in our iterative refinement [18] to alleviate the domain gap of point features between the incomplete and complete point clouds. We concatenate the point P S , mean shape vectors f m , global feature f and the sampled 2D grids to obtain a new feature f s . We aim to predict per-vertex displacements {d x , d y , d z } for each point P S given the point feature f s .
Feature Contraction-expansion Unit. Inspired by the hourglass network [27] , we consolidate the local and global information by a bottom-up and top-down fashion to refine points positions and make them evenly distributed on object surfaces. However, it is not straightforward to subsample and upsample features between different scales for point clouds. Although some operations are introduced in PointNet++ [30] and graph convolution [53] , they consume a large amount of memory and computation time, especially for high-resolution points. Consequently, we use shared multilayer perceptrons (MLPs) [51] to make feature contraction and expansion. Specifically, we assume the dimension of f s to be N 1 × C 1 , and sizes of outputs features f c and f e are N 2 × C 2 and N 1 × C 3 , respectively. The two operations are represented as f c = RS(C C (f S )) and f e = RS(C E (f c )), where RS(.) is a reshaping operation. C C (·) and C E (·) are MLPs for contraction and expansion, respectively. Our lifting module predicts point feature residuals rather than the final output since deep neural networks are better at predicting residuals [38] . Our lifting module is shown in Figure 3 .
Overall, in one-step refinement, the output point set P i is N X 3 ...
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Hierarchical Feature Integration Patch Selection
Value Regression Figure 4 . The discriminator architecture sub-network. It includes the patch selection, hierarchical feature integration and confidence value regression.
represented as:
where F (.) predicts per-vertex offsets by the lifting module for the input point P S .
Shape Priors
For each object class, we take mean values of latent embeddings from all the instances within that category as our mean shape vectors. The calculation is represented as:
where N i is the total number of objects from category i. The latent embeddings are obtained by a pre-trained PointNet auto-encoder 1 on eight object categories following [18] . Following 3DN [42] , we mirror the partial input with respect to the xy-plane as we assume the reflection symmetry plane (xy-plane) of objects to be known since many manmade models show global reflection symmetry. Therefore we mirror the subsampled input points to obtain the point set P C with the size of N c × 3. Note that not all training objects are symmetric, and 40 of 1200 testing data are asymmetric. Our mirror operation can be seen as an initialization for the missing points and reasonable point positions are generated by the whole optimization.
Discriminator
To generate various realistic dense and complete point clouds, we adopt the adversarial training and jointly optimize the reconstruction loss and the adversarial loss endto-end. Instead of only considering the global shape by regressing one single confidence value as conventional GANs [21] , we design a patch discriminator to further guarantee that every local area is realistic. We employ the hierarchical point set feature learning in PointNet++ [30] with different radii to consider multi-scale local patches. Specifically, we first uniformly sample N s point seeds by FPS, and then set three radii {0.1, 0.2, 0.4} around the seeds to extract a set of local patch. Finally, we obtain N s scores from the discriminator instead of calculating one single value for binary classification. Our discriminator consists of patch selection, hierarchical feature integration and value regression. The discriminator sub-network is shown in Figure 4. 
Optimization
Our training loss comprises two components, a reconstruction loss to encourage the completed point cloud to be the same as the ground truth, and an adversarial loss to penalize the unrealistic outputs.
Reconstruction Loss. We adopt the Chamfer Distance (CD) [8] as our reconstruction loss, i.e.,
which calculates the average closest point distance between two point clouds X and Y. There are two variants for CD which we denote as CD-P and CD-T.
We show different results with these two variants, and we adopt CD-P in all our experiments during training. Hence, our reconstruction loss can be expressed as:
where P coarse and P fine correspond to the coarse output and fine output, respectively, and λ f is the weight for the reconstruction loss of P fine .
Adversarial Loss. We adopt the stable and efficient objective function of LS-GAN [23] for our adversarial losses. Specifically, the adversarial losses for the generator and discriminator are:
wherex and x are the generated fake result and the target ground truth, respectively.
Overall Loss. Our overall loss function is the weighted sum of the reconstruction loss and the adversarial losses:
where λ and β are the weights for GAN loss and the reconstruction loss, respectively. During training, G and D are optimized alternatively.
Experiments 4.1. Evaluation Metrics
We compare our method with several existing methods 3D-EPN [6] , PCN [52] and TopNet [36] . We use two evaluation metrics to evaluate results quantitatively. The first metric is the Chamfer Distance (CD) following [52, 36] . More specifically, we use CD-P for experiments in Section 4.4 and use CD-T in the remaining experiments for fair comparison. The other metric is Fréchet Point Cloud Distance (FPD) adopted from [33] . FPD calculates the 2-Wasserstein distance between the real and fake Gaussian measures in the feature spaces of the point sets:
where m and Σ represent the mean vector and covariance matrix of the points, respectively. Tr(A) is the sum of the diagonal elements from matrix A. More evaluation details are shown in supplementary material.
Datasets
For a fair comparison, we evaluate our method on the datasets of PCN [52] and TopNet [36] . Partial inputs are obtained by back-projecting 2.5D depth images into 3D. 30,974 objects from eight categories are selected: airplane, cabinet, car, chair, lamp, sofa, table and vessel. We also create our smaller training dataset to measure the generalization ability on fewer training data. We only render the partial scans with one random virtual view instead of eight random views like PCN, hence the number of our training data is one eighth of PCN, but we keep the testing data the same with PCN. The resolutions of the partial and complete point clouds are 2048 in our created dataset following TopNet [36] . We use our testing data for evaluation when training on the dataset of TopNet.
Implementation Details
All our models are trained using the Adam [19] optimizer. We adopt the two time-scale update rule (TTUR) [15] and set learning rates for the generator and discriminator as 0.0001 and 0.00005, respectively. The learning rates are decayed by 0.7 after around every 40 epochs, and clipped by 10 −6 . λ and β are set to 1 and 200, respectively. λ f increases from 0.01 to 1 within the first 50,000 iterations. N s in discriminator is 256. The size N c of coarse output is 512. We train one single network for all eight categories of data.
Point Completion on the Dataset of PCN
Quantitative and qualitative results are shown in Table 1 and Figure 6 . Point resolutions for the output and the Table 1 show that we obtain the best performance on all categories of objects compared to other methods. We obtain 11.74% relative improvement on the average value compared to the second best method PCN. The results indicate that we achieve better performance with more accurate global shape and finer local structures. From Figure 6 we can observe that PCN and TopNet fail to recover the fine details such as legs of a chair and aircraft tails, while our method successfully generates such structures.
Point Completion on the Dataset of TopNet
In this experiment, we train our model on the training data from TopNet 2 and then test on our created testing data. Since we observe that object scales of the training data are larger than scales of the testing data, we adopt random scaling augmentation technique [36] during training for all methods and the scale values are uniformly sampled between [1/1.5, 1]. We can see that we achieve better quantitative results for all resolutions in 
Point Completion on Our Training Data
In this section, we show the results on our smaller training data. Quantitative and qualitative results are shown in Table 3 and Figure 5 , respectively. As shown in Table 3 , our method outperforms both PCN and TopNet on all resolutions. The relative improvements of our method compared to PCN are 16.08%, 12.97%, 15.36% and 15.56% for all resolutions on our smaller training data. The improvements on our smaller training data verify the robustness and generality of our method. We also generate 2048, 4096, 8192 and 16,384 resolution objects by training one single model on 16,384 points, and compare the results with that obtained from independent training of PCN and TopNet. We still achieve lower CD errors, which verifies the accuracy of our method.
We get three conclusions from the qualitative results in Figure 5 : (1) Our method is able to generate the details not only included in the partial scan, but also for the missing parts, on both high and low resolutions. For example, the lampshade (Row 1), the empennage of the car (Row 2), and the engines of the airplane (Row 3). While both PCN and TopNet miss the detailed structure and only obtain the general object shapes. (2) Our generated points are more evenly distributed. From the results of desk and chandelier (Row 4 and 5), we can see more points are located on the top surface of the desk and in the top left corner of the chandelier from PCN, while ours are evenly distributed on the object surface. (3) Although we mirror the partial input with respect to the xy-plane, our method does not memorize the mirrored points. As the results shown in the last row of Figure 5, our generated object is not symmetric with respect to xy-plane. This verifies that mirroring operation provides a initialization for the missing points, and accurate point deformations are estimated by our whole network. More results are shown in our supplementary material.
Robustness to Occlusion
To further test the robustness of the models, we manually occlude the partial inputs from testing dataset by p percent of points following PCN [52] , and p ranges from 20% to 70% with a step of 10%. The quantitative results are shown in Table 4 . Our method achieves the best performance, although the error increases gradually as more regions are occluded. This shows that our method is more robust to noise data. More qualitative results are shown in our supplementary material.
Point Completion for Classification
Following [32] , we also measure the completion quality by calculating the classification accuracy on the synthesized complete point clouds. Specifically, we train one classification model by PointNet [29] . The upper bound (UP) is calculated on the complete points from the testing data and the lower bound (LP) is calculated on the partial points from the testing data. The remaining values are obtained by evaluating the classification model on the generated outputs from different methods. The quantitative results are shown in Table 5 . Clearly, the complete outputs provide higher accuracy because of the defects in the partial data. Our generated results improve the accuracy by 1.59% compared to PCN and TopNet, which demonstrates that our outputs are more realistic and our results preserve more accurate semantic information.
Methods
Occlusion ratios 20% 30% 40% 50% 60% 70% PCN [52] 7 
Ablation Study
We evaluate different components in our network, including the adversarial training, mean shape, contractionexpansion unit, mirror operation and different Chamfer Distance calculations during training. We denote our method without discriminator as the baseline (BS). We use CD-P as the evaluation metric and the quantitative comparison are shown in Table 6 . All experiments are done on the 2048 resolution points. We can see that our full pipeline performs the best. Removing any component decreases the performance, which verifies that each component contributes. 
Shape Arithmetic for Feature Learning
Following previous GAN methods [46, 10, 41, 13 , 43], we show shape transformation by interpolating latent vectors from the encoder. Qualitative results are shown in Figure 7 . The smooth transitions indicate that our learned features preserve critical geometric information. The synthesized reasonable object shapes verify the effectiveness of our cascaded refinement strategy.
Model Size Comparison
We evaluate the model size in Table 7 from two aspects for the resolution of 16,384 points: the number of parameters and the size of the trained models. We can see that our model has fewer parameters and smaller size compared to PCN and TopNet, since we share the parameters in each cascaded refinement step. Table 7 . Quantitative comparisons for model size.
Conclusion
In this work, we propose a novel point completion network to generate complete points given the partial inputs. The generator is a cascaded refinement network, which exploits the existing details of the partial input points and synthesize the missing parts with high quality. We design a patch discriminator that leverages on adversarial training to learn the accurate point distribution and penalize the generated objects from infidelity to the ground truth. We evaluate our proposed method on the completion datasets. Various experiments show that our method achieves state-of-the-art performances.
