Within the framework of the theory of the column and row determinants, we obtain new determinantal representations of the W-weighted Drazin inverse over the quaternion skew field. We give determinantal representations of the W-weighted Drazin inverse by using previously introduced determinantal representations of the Drazin inverse, the MoorePenrose inverse, and the limit representations of the W-weighted Drazin inverse in some special case.
Introduction
Let R and C be the real and complex number fields, respectively. Throughout the paper, we denote the set of all m × n matrices over the quaternion algebra
by H m×n , and by H m×n r the set of all m × n matrices over H with a rank r. Let M (n, H) be the ring of n × n quaternion matrices and I be the identity matrix with the appropriate size. For A ∈ H n×m , we denote by A * , rank A the conjugate transpose (Hermitian adjoint) matrix and the rank of A. The matrix A = (a ij ) ∈ H n×n is Hermitian if A * = A. The definitions of the generalized inverse matrices may be extended to quaternion matrices.
The Moore-Penrose inverse of A ∈ H m×n , denoted by A † , is the unique matrix X ∈ H n×m satisfying the following equations,
(AX) * = AX;
(XA) * = XA.
For A ∈ H n×n with k = Ind A the smallest positive number such that rank A k+1 = rank A k the Drazin inverse of A, denoted by A D , is defined to be the unique matrix X that satisfying (1.2) and the following equations,
In particular, when IndA = 1, then the matrix X is called the group inverse and is denoted by X = A g . If IndA = 0, then A is nonsingular, and A D ≡ A † = A −1 . Cline and Greville [1] extended the Drazin inverse of square matrix to rectangular matrix, which can be generalized to the quaternion algebra as follows. For A ∈ H m×n and W ∈ H n×m , the W-weighted Drazin inverse of A with respect to W, denoted by A d,W , is the unique solution to equations, (AW) k+1 XW = (AW) k ;
XWAWX = X; (8)
where k = max{Ind(AW), Ind(WA)}. It is denoted by X = A d,W . The properties of the complex W-weighted Drazin inverse can be found in [1] [2] [3] [4] [5] [6] . These properties can be generalized to H. If A ∈ H m×n with respect to W ∈ H n×m and k = max{Ind(AW), Ind(WA)}, then
The problem of determinantal representation of generalized inverse matrices only recently begun to be decided through the theory of the column-row determinants introduced in [7, 8] . The theory of row and column determinants develops the classical approach to a definition of a determinant, as alternating sum of products of the entries of matrix but with a predetermined order of factors in each terms of the determinant. A determinant of a quadratic matrix with noncommutative elements is often called the noncommutative determinant. Unlike other known noncommutative determinants such as determinants of Dieudonné [9] , Study [10] , Moore [11, 12] , Chen [13] , quasideterminants of Gelfand-Retakh [14] , the double determinant built on the theory of the columnrow determinants has properties similar to a usual determinant, in particular it can be expand along arbitrary rows and columns. This property is necessary for determinantal representations of an inverse and generalized inverse matrices. Determinantal representations of the Moore-Penrose inverse and the Drazin inverse over the quaternion skew-field have been obtained in [15] and [16] , respectively. Determinantal representations of an outer inverse A
T,S is introduced in [17, 18] using the column-row determinants as well. Recall that an outer inverse of a matrix A over complex field with prescribed range space T and null space S is a solution of (1.2) with restrictions,
Within the framework of the theory of the column-row determinants Song [19] also gave a determinantal representation W-weighted Drazin inverse over the quaternion skew-field using a characterization of the W-weighted Drazin inverse by an outer inverse A (2) T,S . But in obtaining of this determinantal representation is used auxiliary matrices which different from A or its powers. In this paper we obtain determinantal representations of the W-weighted Drazin inverse of A ∈ H m×n with respect to W ∈ H n×m by using only their entries. The paper is organized as follows. We start with some basic concepts and results from the theory of the row and column determinants and give the determinantal representations of the inverse, the Moore-Penrose inverse, and the Drazin inverse over the quaternion skew field in Section 2. In Section 3, we obtain determinantal representations of the W-weighted Drazin inverse by using introduced above determinantal representations of the Drazin inverse, the Moore-Penrose inverse, and the limit representations of the W-weighted Drazin inverse in some special case. In Section 4, we show a numerical example to illustrate the main result.
Elements of the theory of the column and row determinants
For a quadratic matrix A = (a ij ) ∈ M (n, H) we define n row determinants and n column determinants as follows. Suppose S n is the symmetric group on the set I n = {1, . . . , n}.
Definition 2.1 The ith row determinant of
with conditions i k2 < i k3 < . . . < i kr and i kt < i kt+s for t = 2, r and s = 1, l t .
Definition 2.2
The jth column determinant of A = (a ij ) ∈ M (n, H) is defined for all j = 1, n by putting
with conditions, j k2 < j k3 < . . . < j kr and j kt < j kt+s for t = 2, r and s = 1, l t .
Suppose A i j denotes the submatrix of A obtained by deleting both the ith row and the jth column. Let a .j be the jth column and a i. be the ith row of A. Suppose A .j (b) denotes the matrix obtained from A by replacing its jth column with the column b, and A i. (b) denotes the matrix obtained from A by replacing its ith row with the row b.
The following theorem has a key value in the theory of the column and row determinants.
Since all column and row determinants of a Hermitian matrix over H are equal, we can define the determinant of a Hermitian matrix A ∈ M (n, H). By definition, we put det A := rdet i A = cdet i A, for all i = 1, n.
The determinant of a Hermitian matrix has properties similar to a usual determinant. They are completely explored in [7, 8] by its row and column determinants. They can be summarized by the following theorems. 
The determinant of a Hermitian matrix also has a property of expansion along arbitrary rows and columns using row and column determinants of submatrices. So, we were able to get determinantal representations of an inverse and generalized inverse matrices as follows. 
Denote by a * .j and a * i. the jth column and the ith row of A * and by a 
or
for all i = 1, n, j = 1, m.
Using the determinantal representations of the Moore-Penrose inverse (14) and (15), and Proposition 2.1 we have obtained the following determinantal representations of the Drazin inverse for an arbitrary square matrix over H. Denote byâ .s andǎ t. the sth column of (A 2k+1 )
and
In the special case, when A ∈ M (n, H) is Hermitian, we can obtain simpler determinantal representations of the Drazin inverse.
Note that the determinantal rank of A ∈ C m×n can be obtained as the largest order of a non-zero principle minor in the Hermitian matrices A * A or AA * . We shall also need the following facts about the eigenvalues of quaternion matrices. Due to the noncommutativity of quaternions, there are two types of eigenvalues. A quaternion λ is said to be a right eigenvalue of A ∈ M (n, H) if A · x = x · λ for some nonzero quaternion column-vector x with quaternion components. Similarly λ is a left eigenvalue if A · x = λ · x for some nonzero quaternion column-vector x with quaternion components. The theory on the left eigenvalues of quaternion matrices has been investigated in particular in [21] [22] [23] . The theory on the right eigenvalues of quaternion matrices is more developed. In particular we note [24] [25] [26] [27] [28] [29] .
Right and left eigenvalues are in general unrelated [30] , but it is not for Hermitian matrices. Suppose A ∈ M (n, H) is Hermitian and λ ∈ R is its right eigenvalue, then A · x = x · λ = λ · x. This means that all right eigenvalues of a Hermitian matrix are its left eigenvalues as well. For real left eigenvalues, λ ∈ R, the matrix λI − A is Hermitian. The roots of the characteristic polynomial of a Hermitian matrix are its real left eigenvalues, which are its right eigenvalues as well. We can prove the following theorem by analogy to the commutative case (see, e.g. [31] ). 
Determinantal representations of the W-weighted Drazin inverse for an arbitrary matrix
Determinantal representations W-weighted Drazin inverse of complex matrices have been received by full-rank factorization in [32] and by a limit representation in [33] . For an arbitrary matrix over the field of complex numbers, A ∈ C m×n , we denote by R(A) the range of A and by N (A) the null space of A. For an arbitrary matrix over the quaternion skew field, A ∈ H m×n , we denote by R r (A) = {y ∈ H m : y = Ax, x ∈ H n }, the column right space of A, N r (A) = {y ∈ H n : Ax = 0}, the right null space of A, R l (A) = {y ∈ H n : y = xA, x ∈ H m }, the column left space of A, N r (A) = {y ∈ H m : xA = 0}, the left null space of A. Through the theory of the column-row determinants, a determinantal representation W-weighted Drazin inverse over the quaternion skew-field for the first time has been obtained in [19] by the following theorem. 
Then the W-weighted Drazin inverse A d,W = (a) ij ∈ H n×m has the following determinantal representations:
where L ij are the left (ij)-th cofactor of M * M and R ij are the right (ij)-th cofactor of MM * , respectively, for all i, j = 1, m + n − s.
As can be seen, the auxiliary matrices B and C have been used in the determinantal representations (20) and (21) . In this paper we escape it. Below we give determinantal representations of the W-weighted Drazin inverse of an arbitrary matrix A ∈ H m×n with with respect to the matrix W ∈ H n×m by using the determinantal representations of the Drazin inverse, of the Moore-Penrose inverse, and the limit representation of the W-weighted Drazin inverse in some particular case.
Determinantal representations of the W-weighted
Drazin inverse by using determinantal representations of the Drazin inverse
Due to Theorem 2.6, we denote an entry of the Drazin inverse U D by
whereû .s andǔ t. the sth column of (U 2k+1 ) * U k =:Û = (û ij ) ∈ H n×n and the tth row of U k (U 2k+1 ) * =:Ǔ = (ǔ ij ) ∈ H n×n , respectively for all s, t = 1, n, r = rank U k+1 = rank U k . Then by (10) we can obtain the following determinantal representations of
where (u 
The first factor is one of the four possible equations (v
for all l, f = 1, 2, and an entry of the Drazin inverse V D is denoting by
wherev .s andv t. the sth column of (V 2k+1 )
Determinantal representations of the W-weighted Drazin inverse by using determinantal representations of the Moore-Penrose inverse
Consider the general algebraic structures (GAS) of the matrices A ∈ H m×n , W ∈ H n×m , A + ∈ H n×m , W + ∈ H m×n and A d,W ∈ H m×n with k = max{Ind(AW), Ind(WA)} (e.g., [2] [3] [4] [5] ). Let exist L ∈ H m×m and Q ∈ H n×n such that 
where k = max{Ind(AW), Ind(WA)}.
Similarly can be obtained the following theorem. 
Proof. Since W 22 A 22 is a nilpotent matrix of index k, then due to the GAS of A, W and their generalized inverses we have the following Jordan canonical forms,
proves the theorem,
Using (28) 
where r 1 = rank W. Similarly, denote byv i. the tth row of V k (V 2k+1 ) * =:
where r = rank W k+1 = rank W k . Using (31) and (32) in (30) we obtain the following determinantal representation of
Thus we have proved the following theorem. 
Similarly we have the following theorem. 
where
Proof. Using (29) 
st =ŵ .t and (14) that
where r 1 = rank W. Similarly, denote byû .j the jth column of (U 2k+1 ) * U k =:
where r = rank(AW) k+1 = rank(AW) k . Using the equations (37) and (36) in (35), we obtain (34).
Determinantal representations of the W-weighted
Drazin inverse in some special case
In this subsection we consider the determinantal representation of the W-weighted Drazin inverse of A ∈ H m×n with respect to W ∈ H n×m in a special case, when AW = V = (v ij ) ∈ H m×m and WA = U = (u ij ) ∈ H n×n are Hermitian. Then for the determinantal representations their Drazin inverse we can use (18) and (19) . For Hermitian matrix, we apply the method, which consists of theorem on the limit representation of the Drazin inverse, lemmas on rank of matrices and on characteristic polynomial. This method was used at first in [34] and then in [15, 33, 35, 36] . By analogy to the complex case [37] we have the following limit representations of the W-weighted Drazin inverse,
where λ ∈ R + , and R + is a set of the real positive numbers.
Denote by v (k)
.j and v (k)
i. the jth column and the ith row of V k respectively. Denote byV
Proof. We have V k+2 =V kW . Let P i s (−w j s ) ∈ H m×m , (s = i), be a matrix with −w j s in the (i, s) entry, 1 in all diagonal entries, and 0 in others. The elementary matrix P i s (−w j s ), (s = i), is a matrix of an elementary transformation. It follows that
We have the next factorization of the obtained matrix. 
It is obvious that
From this the inequality (40) follows immediately. The next lemma is proved similarly.
≤ rank U k+2 ,
Analogues of the characteristic polynomial are considered in the following two lemmas.
is Hermitian with IndV = k and t ∈ R, then
where c
Proof. Consider the Hermitian matrix tI + V
) ∈ H n×n . Taking into account Theorem 2.8 we obtain
| is the sum of all principal minors of order s that contain the i-th column for all s = 1, n − 1 and
. lw li , wherev
. l is the lth columnvector ofV k = (AW) k A and WAW =W = (w li ) for all l = 1, n. Taking into account Theorem 2.1, we obtain on the one hand
(43) On the other hand having changed the order of summation, we get for all s = 1, n − 1
By substituting (43) and (44) in (42), and equating factors atw l i when l = j, we obtain the equality (41). By analogy can be proved the following lemma.
Lemma 3.4 If WA = U = (u ij ) ∈ H n×n is Hermitian with IndU = k and t ∈ R, then
where r
for all s = 1, n − 1 and i, j = 1, n. 
.j is the jth column ofV
Proof. The matrix λI m + (AW) k+2 −1 ∈ H m×m is a full-rank Hermitian matrix. Taking into account Theorem 2.4 it has an inverse, which we represent as a left inverse matrix
where L ij is a left ij-th cofactor of a matrix λI m + (AW)
k+2 . Then we have
By (38) and using the definition of a left cofactor, we obtain
. . .
. . . 
. We shall prove that c
then the matrix (AW)
has no more r right-linearly independent columns. Consider (AW)
It is a principal submatrix of (AW)
of order s ≥ r + 1. Deleting both its i-th row and column, we obtain a principal submatrix of order s − 1 of (AW) k+2 . We denote it by M. The following cases are possible.
• Let s = r + 1 and det M = 0. In this case all columns of M are rightlinearly independent. The addition of all of them on one coordinate to columns of (AW) 
An example
In this section, we give an example to illustrate our results. Let us consider the matrices
and rank W = 3, rank V = 3, rank V 3 = rank V 2 = 2, rank U 2 = rank U = 2. Therefore, Ind V = 2, Ind U = 1, and k = max{Ind(AW), Ind(WA)} = 2. It's evident that obtaining the W-weighted Drazin inverse of A with respect to W by using the matrix U by (34) is more convenient. We have Since by (34) 
By (14) we can obtain We also obtain the W-weighted Drazin inverse of A with respect to W by (24), then we have Note that we used Maple with the package CLIFFORD in the calculations.
