Let C be a real-valued function defined on the set 9& of all positive definite complex hermitian or real symmetric matrices according as F = C (the complex field) or F = R (the real field). Suppose A, B E 9&.
INTRODUCTION
The starting point of this paper is the following elementary geometric problem: given two ellipses E,, E, in R2 centered at the origin, find an ellipse E (again centered at the origin) of minimal area that contains both E 1 and E,. Observe that E, c E if and only if x T(A, -A)x > 0 for all x E R2, i.e., the difference A, -A is positive semidefinite. Similarly, E, c E if and only if A, -A is positive semidefinite. Finally, observe that the area of E is just the product of r and the reciprocal of the determinant of A. Thus, the above problem can be restated as follows:
(A) given positive definite 2 X 2 real symmetric matrices A, and A,, find a positive definite 2 x 2 real symmetric matrix A with maximal determinant subject to the conditions that A, -A and A, -A are positive semidefinite.
As we shall see, the solution to this problem is unique, and a construction of the solution A will be given. Actually, we study in this paper a general class of problems which includes the abovementioned problem as a particular case. First, let us generalize problem (A) in the following obvious way. It will be convenient to introduce the following notation: F is either the field of real numbers R or the field of complex numbers C. F" is the set of all n-dimensional columns with entries in F. By 9& we denote the convex open cone of all n x n positive definite complex hermitian matrices (if F = C) or the open cone of all n X n positive definite real symmetric matrices (if F = R). Finally, given X, Y E 9&, write X > Y to indicate that the difference X -Y is positive semidefinite hermitian. Consider the following problem:
(B) Let A, B E P,,,r. Find C E 9, r with maximal determinant subject to C < A, C < B.
This problem can be restated in different terms: (B') Given A, B E 9n,F, let E(A)={xEF":x*Ax<I), E(B)={xEF":x*Bx<l}.
Find C E Pn,r with minimal volume such that E(C) 2 E(A) U E(B).
(B") Given A, B E Z3&. define the elliptical norms NA( * ) and Na( * ) on F" by NA( x) = (x*Ax)"', N,(x) = (x*Bx)"".
Find C E P,,,r such that the unit ball with respect to Nc( *> has minimal POSITIVE DEFINITE
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volume subject to
We consider the converse problem as well:
(C) Let A,B E p,,,r.
Find C E 9n,F with minimal determinant subject to A < C, B < C.
This problem again admits restatements in different terms, in the spirit of (B') and (B"). We omit these restatements.
As pointed out by the referee, it is interesting to note that these problems are not necessarily convex, and the objective function cannot be both "convexlike"
and "concavelike" at the same time unless it is linear or the ratio of linear functions. Therefore, at least one of the problems is very hard, because finding the minimum of a concavelike function is very hard (usually NP-hard) as every extreme point may be a "critical point." Thus standard calculus tools will usually fail.
The paper is organized as follows: In Section 2, we consider a general class of real-valued functions defined on P,, F and study the optimization problems of finding max G(X) with A > X and B 2 X, or finding min G(X) with A < X and B < X, where A, B is a fixed pair of matrices in pn,r. We construct the optimal solutions, and give conditions under which the solutions obtained are unique. In Section 3, we examine the particular case when G(X) is the determinant of X in detail. Using the theory of symmetrically normed ideals, we extend the results to the infinite-dimensional case in Section 4. Similar optimization problems with more constraints are studied in Section 5.
THE MAIN RESULTS (FINITE-DIMENSIONAL CASE)
Let A, B E 9&.
There is an n X n invertible matrix P (real if F = R) such that PAP* and PBP* are both diagonal: 
Then for uny A, B E 9&
and any X E 9& such that X < A and X < B we have
G(X) G G(C,(A, B)).

In other words, C,(A, B) is the global maximum of G in the set
Proof. Let P be an invertible matrix such that PAP* =diag(a,,...,a,), PBP*=diag(P1,...,P,).
Then for any X E M(A, B) we have and hence the diagonal entries xii,. . . , x,, of PXP* satisfy
Notice that (see, e.g., [4, 61) h(PXP*) + hII,.. .,%,,,I. We now have, using
=G(PC,(A,B)P*).
Assume P has singular-value decomposition P = UDV. By (i) and (ii),
In connection with the property (iv) note that the class of positive functions g defined on the set Rnl of n-tuples of nonincreasing real numbers, and having the property that whenever (ai,. . . , a,) < (PI,. . . ,p,) is well studied in the literature (see, e.g.,
[6]). Such functions g are called Schur-concave. Another remark is that, using the singular-value decomposition (just as in the proof of Theorem 2.1) it is not difficult to see that conditions (i) and (ii)
for all n X n invertible matrices S (real if F = R).
In Theorem 2.2, we give some conditions on G so that C,(A,B) is the unique optimum for the problem. 
Then for any A, B E 9& and any X E M(A, B), X # C,(A, B), we have
The proof follows the proof of Theorem 2.1; the only extra observation we have to make is that the inequalities PXP* < diag(a,,. ..,a,,), PXP* < diag(P,,..., p,,), PXP* # PC,(A, B)P* force diag(x,,,...,x ,,,, ) <diag(min(cx,,/3,),...,min(~.,P.))
Also, condition (vi) in Theorem 2.2 can be replaced by
. . , a,)) defined on the set R" J, of all nonincreasing sequences of positive numbers is strictly Schurconcave.
We turn now to the converse problem.
Let G be as in Theorem 2.1, and assume in addition that
Then for any A, B E 9& and any X E 9& such that X > A and X 2 B we have 
(2.2)
By Theorem 2.1,
for any X E M(A-', B-i).
Using property (vii), we obtain
for all such X. In view of (2.1) and in view of the equality
Cw(A-',B-')-'=C,,,(A,B),
we are done. n Again, if we want C,,,(A, B) to be the unique optimum, we need additional assumptions on G:
(or (i)-(v) and (vi')) and
ThenforanyA,BE9",F and any X E m(A, B), X # C,(A, B), we have
In the next section we examine in detail the case when G is the determinant function. We emphasize that by no means is the determinant the only function satisfying (i)-(viii).
A great variety of functions with these properties can be found in [6, Chapter 31. For example, one may define G(A) to be the trace of the mth compound (1~ m < n> of the matrix A, or equivalently, 
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A PARTICULAR CASE: THE DETERMINANT FUNCTION
It is not difficult to see that G(X) = det X satisfies all the properties (i>-(viii). (The only inobvious one is (iv); its proof can be found in [6], as mentioned in Section 2, or can be obtained by using the Hadamard inequality; see, e.g., p. 199 in [4] .) Th us we obtain complete solutions to the problems stated in the introduction. 
*.(ABy)> Ihi(AB-').
In particular, detC,(A,B)detC,,(A,B)=detAdetB.
We recover also the following well-known fact.
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The partially ordm-ed set (9fn,,, > ) is not a lattice.
Proof.
Suppose ( 
Ar\B=C=
But one easily checks
X= z i @Z,_,EM(A,B)
and C?X. [ I
THE MAIN RESULTS (INFINITE-DIMENSIONAL CASE)
We present here some extensions of the main results (Section 2) to the infinite-dimensional case. The main tool will be symmetrically normed ideals, and the background results on such ideals can be found in [2] , for instance.
Let H be an infinite-dimensional separable complex Hilbert space with the scalar product ( *, * ) and norm 11. I(, and let J be a symmetrically normed ideal in the algebra L(H) of all bounded linear operators acting on H. Recall that J is a symmetrically normed ideal if it is a nontrivial two-sided ideal in L(H) such that it is a Banach space with respect to its norm (*(,. The norm ( * II on J satisfies the following axioms (in addition to the usual axioms of a norm):
(1) VW, 6 IIAII IXl,llBII f or every X E J, A, B E L(H) (here IJAIl is the induced norm in L(H)); By Proposition 2" in Section III.2 of [2] we conclude that the operator belongs to J. n
We will need simultaneous diagonalization for given two operators A, B E 9,. Introduce the class 9, of all invertible operators of the form U + X, where U is unitary and X E J. Observe that if P E 9, then P* E %, (cf. Section III.2 in [2] ) and P-' E QJ (the proof of this statement is analogous to the above proof of a part of Proposition 4.1). Actually, 9, is a group, and moreover P*AP E 9, for every A E 9, and P E Q,. 
.).
Ob .
v~ously A = Q*Q. It is easy to see that Q E 9, ( L 9,). Indeed, ignoring an A-invariant finite-dimensional subspace, we can assume G(A) > G(B) , then G(SAS*) > G(SBS*) for every S E %,.
(6) Let lfr,...,f,,J b e an orthonormal set in H, and let A, B E 9, be defined by Afj=ojfj, Bfj=pjfj (j=l,..., m), Ag = Bg = g for every g orthogonal to spanIf,, ,f,,J . If (a,,. . ., a,,,) 2 (PI,. . .,P,,,X then G(A) 2  G(B) .
(E) Let A, B be defined as in (6). If (a,, . . ., a,,,) -C (PI,. . .,@,,,I, then
G(A) > G(B). (7)
The function G is continuous (in the norm I* I,).
Observe that condition (y) can be replaced by a formally weaker statement:
(y') Assume G(A) > G(B), and let {fj}T= 1 be a fixed orthonormal basis in H. Then G(TAT*)> G(TBT*) for every T E 9, such that fr,fa.. . . are eigenvectors for S.
Indeed, suppose G satisfies ((Y), (/3), and (r'), and let S E 9,. Then a standard proof of the singular-value decomposition (see, e.g., Section 7.3 in where the inequality follows by applying (y') with T = D. So G satisfies (y) as well. We now state the main theorem of this section. It will be applied only to separable ideals J. In this connection we remark that the ideal J is separable if and only if the set of finite-rank operators is dense in J (in the norm I* I,; see Section III.6 in [2] ) and that many important symmetrically normed ideals are separable. as m +m, and passing to the limit when m +m in (4.3) completes the proof of (4.1). The proof of (4.2) re d uces to (4.1) upon the observation that the inequality Y > 2, where Y, 2 E S;, implies Y-' < 2-l. This observation can be proved by using, for example, finite-dimensional approximations to Y and 2, after these operators have been brought to a simultaneous diagonal form using the transformation X -+ P*XP for a suitable P E %,.
n Consider now the case of strict inequalities in (4.1) and (4.2). By passing to the inverses, a statement analogous to Theorem 4.4 can be proved for C,,, (A, B) , provided G has the additional property
An important example of a function G which satisfies all the properties ((Y)-(U) is furnished by taking J equal to the ideal of trace-class operators and setting G(A) = det A.
Let us verify property (L) (which may be less obvious than the others) for this example. The eigenvalues (aj}yz r of an operator C E 9, have the property that the infinite product ~Y=,(Y~ converges to a positive number.
Then one can take 6 = (1 -s)inf(njm= raj : m = 1,2,. . .}.
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MORE THAN TWO POSITIVE DEFINITE MATRICES
The problem (B) stated in the introduction can be generalized in a different way, allowing an infinite number of constraints. We discuss such a generalization briefly here, and focus on the determinant function in the finite-dimensional context. Let S, be a set of positive definite hermitian n x n matrices with entries in F, and define M(h) = {X E %,F :X<A forall AES,}, m(S,) = ix E E,F :X>A forall AES,}.
The problems we consider here are: (a) find C E M(S,) with maximal determinant; (b) find C E m(S,) with minimal determinant. When S, is a two-element set, these are exactly the problems stated in the introduction. Proof.
The proof of part (b) is reduced (by passing to the inverses of the matrices in S,) to the proof of (a>. Consider the compact set W of all positive semidefinite hermitian matrices X with entries in F such that X Q A for all A E S,. Since the determinant is a continuous function, it has a maximum on W which is achieved on some C E M(S,)
[because M(S,) ~1211. Since logdet is concave on gn,r (see [6, 31) and M(S,) is convex, the maximum is unique. n
Observe that in contrast with the two-element sets S,, in general there is no easy description of the determinant extremizing matrices in M(S,) and m(S,>.
Thanks are due to Dr. Chi-Keung Cheung &r bringing the problem to our attention, to Prof: Charles Johnson fw a helpful discussion concerning the example in Corollary 3.2, and to Prof: Hans Schneider fw drawing our attention to reference [ll.
