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SUMMARY 
This d i s s e r t a t i o n p re sen t s an e f f i c i e n t computat ional procedure 
for the syn thes i s of l i n e a r s t a t i o n a r y con t ro l systems. The procedure 
i s gene ra l ly a p p l i c a b l e to the design of l i n e a r c o n t r o l l e r s t h a t minimize 
the mean squared system e r r o r of m u l t i - i n p u t l i n e a r p l a n t s t h a t a r e 
sub jec t to s t a t i o n a r y s t o c h a s t i c d i s t u r b a n c e s . The c o n t r o l l e r i s 
designed to opera te only on the ba s i s of information t h a t i s p h y s i c a l l y 
measurable, and the powers a s s o c i a t e d with the p l a n t ' s con t ro l inputs 
a r e cons t ra ined by the design to l i e w i th in p resc r ibed bounds. 
The d i s s e r t a t i o n begins with the formulat ion of the c o n t r o l problem 
in s t a t e space terminology as the minimizat ion of system e r r o r sub jec t 
to c o n s t r a i n t s on the va r i ances of the components of the c o n t r o l inpu t . 
The Kuhn-Tucker theorem i s used to reduce t h i s problem to a sequence of 
problems in which the ob j ec t i ve i s the unconst ra ined minimizat ion of a 
Lagrange funct ion defined to be the sum of the system e r r o r and the 
va r i ances of the con t ro l input components weighted by undetermined m u l t i -
p l i e r s . The r e s u l t s of modern c o n t r o l and e s t ima t ion theory , inc luding 
the c e r t a i n t y equivalence p r i n c i p l e , a r e used to e s t a b l i s h t h a t the 
s o l u t i o n of the uncons t ra ined problem i s a c o n t r o l l e r c o n s i s t i n g of a 
l i n e a r dynamical system whose parameters a r e determined by the s o l u t i o n 
of two quadra t i c mat r ix equat ions t h a t a r e r e f e r r ed to as the c o n t r o l 
and the e s t ima t ion equa t ions . Both of these equat ions have the form 
T T 2 T 
P F + F P + H H = P G V G ' p 
Vlll 
where the matrices F, G, and H are determined by the system to be control-
led and P is the unknown matrix defining the controller. The matrix P 
has an order equal to that of the system and it is required to be 
in ? 
symmetric and positive definite. \y , which appears only in the control 
equation, is a diagonal matrix containing the undetermined multipliers 
associated with the control variances. The solution of this matrix equa-
tion, which is equivalent: to n (n+l)/2 simultaneous quadratic equations, 
is the crux of the computational aspect of the control synthesis problem. 
A novel and computationally attractive scheme for the solution of 
the crucial matrix equation is developed in this dissertation. Certain 
transformations devised by Luenberger for the representation of control-
lable dynamical systems are used to convert the control and estimation 
equations to a single canonical form. A theorem due to Potter is 
introduced whereby the solution of the canonical equation may be written 
in terms of the eigenvectors of a linear Hamiltonian system whose order 
is twice that of the system to be controlled. Methods based on a set of 
Special Notational Conventions devised for dealing with systems in 
canonical form are used to obtain explicit expressions for the eigen-
vectors of the Hamiltonian system in terms of the solutions of a much 
simpler reduced homogeneous system whose order is equal to the number 
of control inputs (or measured outputs, in the case of the estimation 
equation). A concise solution of the canonical matrix equation is then 
written in terms of these explicit expressions. It is further shown 
that the parameters of the optimal controller may be determined directly 
from steps intermediate to the full solution of the canonical matrix 
equation. 
IX 
These r e s u l t s have important t h e o r e t i c a l i m p l i c a t i o n s : they 
c o n s t i t u t e , toge ther with P o t t e r ' s theorem, a pure ly a l g e b r a i c proof 
t h a t the c o n t r o l equat ion has a unique p o s i t i v e d e f i n i t e s o l u t i o n when 
the under ly ing system is c o n t r o l l a b l e . The r e s u l t s a re exp lo i t ed in t h i s 
d i s s e r t a t i o n , however, p r imar i ly as the b a s i s of a computat ional a lgo r i t hm 
for the de te rmina t ion of the parameters of the. optimal c o n t r o l l e r . 
The a lgor i thm for determining the parameter of the opt imal c o n t r o l -
l e r begins with the numerical de te rmina t ion of the t ransformat ion t h a t 
conver ts the con t ro l or e s t ima t ion equat ion to canonica l form. This i s 
accomplished by an adap t a t i on of D a n i l e v s k i i 1 s method for determining 
the c h a r a c t e r i s t i c equat ion of a ma t r i x . The remaining computa t iona l ly 
s i g n i f i c a n t s t eps a r e the s o l u t i o n of a polynomial equat ion and the 
invers ion of a ma t r ix , both of order equal to t h a t of the system to be 
c o n t r o l l e d . The number of a r i t h m e t i c s teps requi red to ca r ry out the 
a lgor i thm i s c a r e f u l l y determined and shown to be s i g n i f i c a n t l y l e s s 
than a l t e r n a t i v e convent ional a lgor i thms for determining the parameters 
of the optimal con t ro l l e r , , Such convent ional a lgor i thms depend on 
c a l c u l a t i n g the e igenvec tors of the Hamiltonian system. 
An i t e r a t i v e procedure for the de te rmina t ion of the m u l t i p l i e r s 
which appear as parameters in the con t ro l equat ion i s a l s o developed. 
I t i s shown the con t ro l system determined by the s o l u t i o n of the con t ro l 
equat ion leads to con t ro l input components whose va r i ances a r e monotonic 
decreas ing funct ions of t h e i r a s s o c i a t e d m u l t i p l i e r s . Experience and 
phys ica l reasoning lead to the following conc lus ions : 
1 ) . The var iance of a given con t ro l input component i s 
r e l a t i v e l y independent of the m u l t i p l i e r s not d i r e c t l y 
X 
associated with it. 
2). The variances of the control input components are 
approximately exponential functions of their 
associated multipliers. 
These assertions form the basis for the following iterative procedure: 
Two initial guesses are made for values of the multipliers and the 
control system parameters are computed. The control input variances 
which correspond to these guesses are then, determined by the solution 
of a linear matrix equation whose form closely resembles that of the 
quadratic matrix equations. Successive guesses for values of the 
multipliers are then determined by logarithmic interpolation until 
values have been found such that the control input variances meet their 
prescribed bounds. 
The computational algorithm for the solution of the quadratic 
matrix equations and the iterative procedure for the determination of 
the control input multipliers together constitute the complete computa-
tional procedure for the synthesis of linear stationary control systems. 
These procedures are tested in their application to a number of test 
cases and to the synthesis of lateral and longitudinal control systems 
for an aircraft subject to random gust disturbances. The computational 
experience gained in these applications is summarized. This experience 
is generally excellent. The aircraft control system design study also 
demonstrates the effectiveness of the design procedure as a practical 




The objective of this dissertation is to develop computational 
procedures for the synthesis of linear stationary control systems. The 
design of linear control systems is the central, problem of classical 
control theory, and the techniques of this theory, which are by and 
large analytic, have led to many excellent control system designs. As 
the systems under consideration have become more complex and the 
performance requirements more stringent, the methods of the classical 
theory have become inadequate, and efforts have been made to devise more 
powerful and essentially synthetic design techniques. These efforts 
have met with considerable success from a theoretical point of view. 
The results of these efforts, which are a part of modern control and 
estimation theory, now provide the basis for the rational synthesis of 
a broad class of optimal linear control systems. There are, however, 
serious computational problems that arise in connection with the new 
theory, and this dissertation is an effort to resolve these difficulties 
by the development of efficient computational procedures, based on the 
new theory, for the synthesis of linear stationary control systems. 
Statement, of the Problem 
The control synthesis problem considered in the present research 
is the design of controllers that minimize the mean squared system error 
of multi-input linear plants operating in a stochastic environment. The 
2 
problem i s broad enough to include a wide v a r i e t y of p r a c t i c a l c o n t r o l 
systems and has been so formulated as to lead to r e a l i z a b l e c o n t r o l 
system des igns . 
A block diagram of the most genera l c o n t r o l problem t h a t f a l l s 
w i th in the framework of the p re sen t formula t ion , the servo problem, i s 
shown in Figure 1. Disturbance and re fe rence s i g n a l s which a r e assumed 
to be s t a t i o n a r y mul t i -d imens iona l p rocesses wi th known second-order 
s t a t i s t i c s emanate from t h e i r r e s p e c t i v e sou rces . The design o b j e c t i v e 
i s the syn thes i s of a l i n e a r c o n t r o l l e r t h a t causes the p l a n t ou tpu t to 
follow the re fe rence source ou tpu t with minimum mean squared e r r o r in 
s p i t e of the adverse inf luence of the d i s tu rbance s i g n a l . When the 
re fe rence source i s absent and the o b j e c t i v e i s taken as the minimiza-
t i o n of the p l a n t ou tpu t due to the d i s tu rbance s i g n a l , then the c o n t r o l 
problem becomes the r e g u l a t o r problem. 
An important p a r t of the formulat ion of the c o n t r o l problem i s 
the requirement t h a t the c o n t r o l l e r ope ra t e only on the b a s i s of informa-
t i o n t h a t i s p h y s i c a l l y measurable . These measurements may or may not 
include the ou tputs of the p l a n t and the two s t o c h a s t i c sou rces , but 
the measurements a r e , in any event , u s u a l l y incomplete and imprec i se . 
An o t h e r important p a r t of the formulat ion i s the requirement t h a t the 
power a s s o c i a t e d with the c o n t r o l inputs and s p e c i f i e d p l a n t v a r i a b l e s 
not exceed the bounds imposed by the p l a n t ' s phys ica l l i m i t a t i o n s . 
These two requirements a s su re t h a t the r e s u l t i n g c o n t r o l system w i l l 
be p h y s i c a l l y r e a l i z a b l e . 
The r e s u l t s of modern c o n t r o l and e s t ima t ion theory e s t a b l i s h 
t ha t the s o l u t i o n to t h i s formulat ion of the. c o n t r o l problem i s a 
DisruCBAMCe: 











1 1 i0 
Pt-AitJT Our Pur ^ f\ 
< 
fi 
P L A Ki T 7\ yK y 
A 
< i I k 
u u ^ :> 






_ _ \ 1 





G D N rieot.A.tr/^ V.GFe &ENce i^ • * * 
S o u r c e 
Figure 1. Control System Block Diagram. 
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c o n t r o l l e r c o n s i s t i n g of a l i n e a r dynamical system whose inputs a r e the 
p h y s i c a l l y measurable system v a r i a b l e s and whose ou tpu t s d r ive the f ixed 
p l a n t . The parameters of the c o n t r o l l e r a r e determined by two q u a d r a t i c 
mat r ix equat ions and a saddle po in t cond i t ion t h a t a r e given e x p l i c i t l y 
in Chapter I I . The s o l u t i o n of these equa t ions and the s a t i s f a c t i o n of 
the saddle po in t cond i t ion a re the crux of the computat ional a s p e c t s of 
the c o n t r o l syn thes i s problem. 
History of the Problem 
The modern c o n t r o l and e s t ima t ion theory on which the c o n t r o l 
syn thes i s procedure i s based began wi th the wel l known work of Wiener 
on the e s t ima t ion of s t o c h a s t i c s i g n a l s in the presence of co r rup t ing 
no ise [ 1 ] . Subsequent developments f a l l in to two broad c a t a g o r i e s : 
those t h a t grew d i r e c t l y out of Wiener 's work and depend on t ransform 
techn iques , and l a t e r developments t h a t grew out: of Kalman's work and 
depend on s t a t e space t echn iques . 
Wiener formulated the problem of des igning l i n e a r f i l t e r s for 
the e s t ima t ion of s t a t i o n a r y s t o c h a s t i c s i g n a l s in the presence 
s t a t i o n a r y s t o c h a s t i c noise with minimum mean squared e r r o r . He showed 
t h a t the impulse response of the opt imal f i l t e r i s determined by an 
i n t e g r a l equa t ion , now known as the Wiener-Hopf equa t ion , and he gave 
the widely a p p l i c a b l e method of s p e c t r a l f a c t o r i z a t i o n for i t s s o l u t i o n . 
At about the same time Wiener, and h i s co-workers formulated the s tochas -
t i c c o n t r o l problem and suggested t h a t i t was equ iva l en t to the es t ima-
t i on problem. Newton [2] pointed out t h a t t h i s was not s t r i c t l y t r u e 
s ince an e s s e n t i a l a spec t of the c o n t r o l problem i s the presence of 
5 
fixed components that are subject to sa turat ion. Newton showed, however, 
that undetermined Lagrange mul t ip l iers may be introduced in the formu-
lat ion of the control problem to bound the saturable var iab les , and that 
in th is form the problem is ident ical to the estimation problem. 
Chang [3] considered the problem of designing control lers for plants 
with saturable components and devised a computational technique, the 
root square locus technique, for the solution of the spectral fac tor i -
zation problem and the determination of values for Newton's bounding 
mul t ip l i e r s . 
An important generalization of Wiener's work has been i t s 
extension to multivariable systems,. Amara [4 ] , for instance, formu-
lated the problem of controll ing plants with multiple inputs and outputs. 
Other workers have dealt with the corresponding estimation problem. 
These formulations both lead to matrix equivalents of the Wiener-Hopf 
equation which may be solved by a generalization of the method of 
spectral factor izat ion. In i t s multivariable form, however, spectral 
factorizat ion is a t ruly formidable computational task and has begun 
to receive a t ten t ion in i t s own r ight . Ainara presented a method for 
solving the problem that involves undetermined polynomials. Davis [5] 
and Youla [6] gave a l te rna t ive methods. None of these methods is 
a t t r a c t i v e , however, for systems with more than two or three var iab les . 
Before considering more recent developments in th is area, i t is necessary 
to review the control and estimation theory that grew out of Kalman's 
work. 
-
The term "multivariable" is used throughout this dissertation to 
mean systems with multiple inputs and/or outputs. 
6 
The principle motivation for the application of state space 
techniques to control and estimation theory was its extension to non-
stationary problems where transform techniques do not apply. The state 
space approach has led, however, to results that bear in important ways 
on the stationary problem. Kalman and Bucy [7] considered the estimation 
problem from the new point of view. They were able to state that observ-
ability of the signal source is a sufficient condition for the existence 
of a solution to the estimation problem and to characterize the solution 
in a simple way: the optimal estimator consists of a model of the 
signal source which is driven by the difference between the measured and 
the estimated source outputs. The gains of the inputs to the source 
model are determined from the solution of a non™linear matrix differen-
tial equation of the Ricatti type. 
Kalman also formulated the deterministic regulator problem in 
which a control signal is sought that minimizes the mean squared output 
of a linear plant that is subject to a known initial disturbance [8]. 
If this problem is naively formulated, the solution leads to impulsive 
control signals which violate the obvious physical requirement that the 
control energy be finite. For this reason the objective is modified to 
be the minimization of the weighted sum of the control energy and the 
plant output. Although it is rare to see their role explicitly 
mentioned, the weights on the control energy are in fact equivalent to 
the multipliers that Newton introduced in the formulation of the control 
problem. Kalman demonstrated that the deterministic regulator problem 
is the "dual" of the estimation problem. He showed that the optimal 
control signal is the feedback of each component of the system state 
7 
according to gains that do not depend on the initial disturbance and 
that these gains are determined by the solution of the same Ricatti 
equation that arises in the estimation problem. 
Webb [9] investigated the stochastic servo problem. He showed 
that this general problem may always be reduced, to the problem of regu-
lating a plant subject to uncorrelated stochastic disturbances by the 
introduction of shaping filters to account for the statistics of the 
external signals. Webb further showed that the solution of this problem 
is identical to the solution of the corresponding deterministic problem. 
This is an important conclusion, but its practical implications are 
restricted by the fact that the control signal depends on each component 
of the system state (including those associated with the shaping filters) 
and these variables are rarely directly measurable. 
Kalman and others conjectured., however, that the inaccessible 
state components could be estimated with the aid of an optimal filter 
and that a control signal based on these estimates would be optimal in 
an overall sense. Under appropriate circumstances this conjecture is 
true; it has become known as the certainty equivalence principle. This 
result was first obtained by Simon [10] for discrete systems. Joseph 
and Tou [11] also obtain this result for discrete systems. Roberts [12] 
proves the principle for continuous stationary systems and Schultz [13] 
for nonstationary continuous systems. On the basis of this principle, 
the optimal controller consists of an optimal state estimator whose 
inputs are the physically measurable variables cascaded with the optimal 
deterministic controller. The parameters of the overall system are 
determined by the solution of the Ricatti equations associated with the 
8 
c o n t r o l and the e s t ima t ion a spec t s of the problem. 
The foregoing account summarizes the t h e o r e t i c a l c o n t r i b u t i o n s of 
the s t a t e space approach to the c o n t r o l syn thes i s problem. In a d d i t i o n 
to extending the theory to include n o n - s t a t i o n a r y problems, the new 
approach sheds cons iderab le l i g h t on the s t r u c t u r e of the opt imal 
c o n t r o l system. 
The c e n t r a l computat ional problem in the syn thes i s of l i n e a r 
c o n t r o l l e r s when seen from the s t a t e space poin t of view i s the s o l u t i o n 
of the matr ix R i c a t t i equa t ion . For n o n - s t a t i o n a r y c o n t r o l l e r s the 
equat ion i s a n o n - l i n e a r matr ix d i f f e r e n t i a l equa t ion ; for s t a t i o n a r y 
c o n t r o l l e r s a quadra t i c matr ix equa t ion . I t i s not s u r p r i s i n g t h a t in 
the s t a t i o n a r y case the R i c a t t i equat ion may be cast: in the form of the 
Wiener-Hopf equat ion and solved by s p e c t r a l f a c t o r i z a t i o n . In f a c t , 
Anderson [14] has used the. reverse procedure to achieve the most r ecen t 
r e s u l t in the s o l u t i o n of the s p e c t r a l f a c t o r i z a t i o n problem. 
The R i c a t t i equat ion a r i s e s a l so in the Calculus of V a r i a t i o n s 
and has been s tud ied by many au thors L15-17]. An important r e s u l t i s 
t h a t the d i f f e r e n t i a l R i c a t t i equat ion i s equ iva len t to a coupled system 
of two l i n e a r matr ix d i f f e r e n t i a l equat ions known as the Hamiltonian 
system. Suf f i c i en t cond i t ions for the ex i s t ence of a unique , symmetric 
p o s i t i v e d e f i n i t e equ i l ib r ium po in t of the d i f f e r e n t i a l equat ion have. 
a l so been developed. The equ i l ib r ium po in t i s important in t h a t i t i s 
a l so the s o l u t i o n of the quadra t i c mat r ix equa t ion . Un t i l r e c e n t l y , 
except in the s i ng l e input case where s p e c t r a l f a c t o r i z a t i o n may be 
e a s i l y used, the quadra t i c equat ion was solved by i n t e g r a t i n g the 
d i f f e r e n t i a l equat ion numerical ly u n t i l equ i l ib r ium was e s t a b l i s h e d . 
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This approach was used, for instance, in the Automatic Synthesis Program 
that was developed under Kalman at RIAS [18]. Several investigators, 
including Bass [19] and the author, discovered independently that the 
solution to the quadratic equation may be written down in terms of the 
eigenvectors of the Hamiltonian system. Potter [20] obtained the prior 
and more complete result that when a matrix related to the eigenvectors 
of the Hamiltonian system is non-singular., then the solution written in 
terms of these eigenvectors is unique, symmetric and positive definite. 
In this dissertation a novel and computationally attractive 
scheme will be developed for the solution of the quadratic matrix 
equation. Briefly described, the scheme begins with the transformation 
of the matrix equations as they arise in connection with the control and 
the estimation problems to a single canonical form. Explicit expressions 
which will be developed for the eigenvectors of the associated Hamil-
tonian system are then used to write down the solution of the canonical 
matrix equation. An iterative procedure for determination of the 
Lagrange multipliers that enter in the formulation of the control problem 
will also be devised. This procedure and the scheme for the solution of 
the matrix equation, taken together, constitute a completely self-
contained computational procedure for the synthesis of optimal linear 
stationary control systems. 
CHAPTER. I I 
THE CONTROL PROBLEM AND ITS FORMAL SOLUTION 
I n C h a p t e r I t h e c o n t r o l s y n t h e s i s p rob l em was s t a t e d and t h e 
h i s t o r y of t h e t h e o r y u n d e r l y i n g t h e s y n t h e s i s p r o c e d u r e was o u t l i n e d . 
B e f o r e p r o c e e d i n g w i t h t h e development: o f c o m p u t a t i o n a l p r o c e d u r e s f o r 
t h e s o l u t i o n of t h e s y n t h e s i s p r o b l e m , i t i s n e c e s s a r y to f o r m u l a t e 
r i g o r o u s l y t h e c o n t r o l p rob l em i n s t a t e s p a c e t e r m i n o l o g y and to 
o r g a n i z e and p r e c i s e l y s t a t e t h e t h e . o r e t . i c a l r e s u l t s t h a t l e a d to i t s 
fo rma l s o l u t i o n . 
The S i m p l e s t R e g u l a t o r P rob lem 
The s i m p l e s t form of t h e c o n t r o l p rob lem i s t h e r e g u l a t i o n of a 
p l a n t t h a t i s s u b j e c t to u n c o r r e l a t e d s t o c h a s t i c , d i s t u r b a n c e s . The 
p rob lem may be f o r m u l a t e d m a t h e m a t i c a l l y a s f o l l o w s : a l i n e a r dynamica 
sys t em $J i s d e s c r i b e d by t h e v e c t o r d i f f e r e n t i a l e q u a t i o n 
J( : x = F x + G V + G u z = H x + w 
- ^ V U Z 
y = H x 
y 
where x i s the system s t a t e , u i s the c o n t r o l i npu t , v i s the (uncorre-
l a t e d , zero mean) d i s tu rbance i npu t , z i s the measurable ou tpu t which 
The term "unco r re l a t ed" i s used here to mean " w h i t e . " 
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is corrupted by the (uncorrelated, zero mean) measurement noise w, and y 
is the s ignif icant output. The covariances of v and w are given by 
C [v ( t ) vT ( t + T) 1 = T 6 (T) T = diag \v± 
£ |~w ( t ) wT ( t + T)J = H 6 (T) f\ =diag fcu i 
The control problem is the determination of the l inear dynamical system 
with input z and output u 
J,: x = F x + G z c c c z u = H x^. u c 
which minimizes the stochastic norm llyll of the s ignif icant output 
where the stochastic norm is defined by 
Uy\\2= £[yT (t) y (t)] = £ ryl2 ( t ) + . . .+ y^ 2 ( t ) 
There i s , however, the important r e s t r i c t i on that the variances of the 
components of the control input not exceed prescribed bounds; in other 
words, the minimization is to be achieved subject, to the constraints 
l l u . l l 2 = £ T u . 2 ( t ) £ Y. i = 1, 2, . . . ,m 
The motivation for th is formulation of the control problem is the 
12 
following: The objective of the control design is to minimize the 
significant output, which may or may not be measurable, by operating 
on the measurable outputs to produce the control input. The controller 
must function, however, in such a manner that the power associated with 
the control input components not exceed the bounds imposed by the 
physical limitations of the fixed plant. It is well known that unless 
such bounds are imposed the formal solution of the synthesis problem 
will lead to controllers with infinite control power. 
Two Extensions of The Regulator Problem 
The formulation of the regulator problem can be extended to cover 
the case where the disturbance input is not uncorrelated by appending 
"shaping filters" to the mathematical description of the plant to 
account for the statistics of the disturbance input. Suppose the 
disturbance input v is correlated with covariance 
g j~V (t) VT (t + T) = R** (T) 
vv k ' 
It is well known (Webb [9] ) that if the corresponding spectrum is 
rational, it is possible to construct a linear dynamic system 
D 
A 
J? _: x _ = F_ x_ + G_ v v = H x_ 
-<D D D D D Dv v D 
whose input v is uncorrelated with covariance 
z. 
£ fv (t) vT (t + T)J = T 5 (T) T = diag hj±~] 
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and whose output v has the specified covariance RAA (T). The disturb-
ance system D 
may be appended to the plant system ^ to form the A 
augmented system J{ 
>& a: 
r x 1 XD 
r— 
F D 9 S "
1 r n 






= K D HZP' 
X . 
X , 
+ w y = H _ H _ 
[ yD yP_ 
D̂ 
x 
L P . 
where x and x a r e the s t a t e s associated, with the d i s tu rbance system 
and the p l an t system, and the mat r ix s u b s c r i p t s D and P r e f e r to the 
d i s tu rbance and p l a n t systems r e s p e c t i v e l y . I t i s important to note 
t h a t due to the s p e c i a l s t r u c t u r e of the augmented system the p l a n t 
s t a t e and the c o n t r o l input can have no e f f e c t on the d i s tu rbance v a r i -
a b l e s . The s i g n i f i c a n t and the measurable o u t p u t s , however, may d i r e c t l y 
involve the d i s tu rbance s t a t e . If these f a c t s a r e kept in mind, then 
the augmented system may be descr ibed by the same vec to r d i f f e r e n t i a l 
equat ion used to desc r ibe the s impler system $0 . 
In a s imi l a r manner the formulat ion of the r e g u l a t o r problem may 
The c o n s t r u c t i o n of the system given the covar iance , a n o n - t r i v i a l 
problem when v i s mul t i -d imens iona l , i s not considered d i r e c t l y in t h i s 
d i s s e r t a t i o n . This c o n s t r u c t i o n i s c l o s e l y r e l a t e d to the i s sues d e a l t 
wi th he re in t h a t i t i s the f i r s t s t ep in Anderson's s o l u t i o n of the 
s p e c t r a l f a c t o r i z a t i o n problem. 
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be extended to cover the servo problem where the objective of the 
control design is to minimize the error with which the p l an t ' s s ignifi-
cant output tracks an a rb i t ra ry stochastic reference s ignal . Shaping 
f i l t e r s which account for the s t a t i s t i c s of the reference signal are 
appended to the plant description to form the augmented system ad a. 
4 F * *\ 
* F P J 
[V + "
G Rv 4 " "V 74 
+ j 
L*p_ - r f 
G 
P v ^ -
V P -
G L Pu 
u 
• r 
1 T X R " 
H „ H „ M j + w 
- X P J 
zR zP 
y 
X R \ 
= I H „ H S\ 
t yR yPJ i 
L*PJ 
where x is the s ta te associated with the refereiace system and x is the R P 
s ta te associated with the plant system which may in fact cons t i tu te a 
system already augmented to account for correlated disturbances. Again 
i t is important to note the special s t ructure of the augmented system. 
The plant s ta te and the control input can have no effect on the reference 
variables and, in th is case, the reference variables can have no d i rec t 
effect on the plant . As before, the augmented system $@ ' may be 
described by the same vector d i f fe ren t ia l equation used to describe the 
system %@ . 
A different type of generalization of the control problem, the 
extension of the formulation to include bounds on the variances of plant 
variables other than the control input components, is discussed in 
Appendix I . Further generalizations are possible, but those considered 
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here and in Appendix I cover the majority of the natural situations. 
The Constrained Minimization Problem 
The formal solution of the control synthesis problem begins with 
the introduction of (generalized) Lagrange multipliers to reduce the 
synthesis procedure from a constrained minimization problem to a 
sequence of unconstrained minimization problems. The stochastic norm 
of the significant plant output as well as the variances of the control 
input components depend only on the control system ^ ^ . This func-
tional dependence may be used explicitly in the formulation of the 
problem. Define 
yii2 s, (J? J - I K " 2 t < J c) = C I 1 
and the problem becomes the minimization of f ( ~x ) subject to the 
constraints 
§i ( t& c> * V± 
It can be shown thai: this problem falls within the framework of 
minimizing a convex function subject to convex inequality constraints 
and that consequently the Kuhn-Tucker theorem, which justifies an 
extension of the classical Lagrange multiplier technique, is applicable, 
As in the classical case, a Lagrange function is defined by 
( J c ^ ) - = f ( oS?c) + I \





where X is a vector of undetermined multipliers. The Kuhn-Tucker theorem 
A 
then asser t s that for a control system Q J to be optimal ( i . e . , mini-
mize f ( ^f ) subject to the imposed constra ints) i t is necessary and 
A 
sufficient that there exist multipliers X such that 
9 ( W C'
A) * 9 ( *£ SX) :S * ( <*? c ' ^ 
for a l l admissible X and QA 
c 
This condition, known as a saddle point condition, may be used to 
A 
obtain a solution to the synthesis problem as follows: For fixed X the 
A 
determination of the system ^J which satisfies the right hand 
inequality is equivalent to finding the unconstrained system which 
minimizes 
? ( *J C A) = £ [yT (fc) y (O + uT (t) A u (t)] 
where cp ( jS ,k) is defined to be cp ( Jr ,X) minus the constant 
C "̂J» Q, 
r-1 
X. Y- and A = diag [ A.. . This unconstrained minimization problem, 
which will be discussed in the next section, leads to a controller ^ 
A 
whose properties depend on the fixed X. It is possible by methods to be 
Kunzi et al. [21] give a proof of the Kuhn-Tucker theorem for func-
tions defined on a finite dimensional vector space. The extension of 
this proof to the infinite dimensional vector space required in its 
present application appears to be straightforward but is beyond the scope 
of this dissertation. The issue is not critical, however, since it is 
only the sufficiency of the saddle point: condition, which is easily 
proved without regard to the dimensionality of the space, that is used 
directly in this dissertation. 
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discussed in the next section to compute the control variances 
' i ( 4 c> = £[ui]2 
A 
which result from the particular system <̂j 
Since the multipliers X. determine the control system <$ which, 
in turn, determines the control variances, these variances may be 
regarded as functions of the multipliers X.. It is shown in Appendix II 
that, in fact, each control variance is a monotonic decreasing function 
of its corresponding multiplier. This fact provides the basis for an 
iterative solution process whereby multipliers that satisfy the left 
hand inequality of the saddle point condition may be determined. An 
initial guess of X is made; the system Ĵj ̂  which minimizes cp ( Jv ,\) 
is determined and the resulting control variances are computed. If a 
control variance exceeds its bound, then the corresponding multiplier is 
increased (or vice versa); the minimization problem is resolved, and the 
control variances are recomputed. In this manner the multipliers are 
iteratively adjusted until each control bound is exactly met. 
Once this process terminates, the left hand inequality of the 
saddle point condition is satisfied and the sufficiency of this 
condition guarantees that the resulting controller is the solution of 
the constrained minimization problem. It is worth pointing out that 
the necessity of this condition is not used directly; it rather serves 
only to guarantee that an optimal solution may in fact be characterized 
in this manner. 
18 
The Unconstrained Minimization Problem 
Each step in the solution of the. constrained minimization problem 
involves the determination of the unconstrained system ~ / which 
minimizes the Lagrange function 
<P ( *f c ' X ) = £[ yT (t) y (t) + ̂  (t) ^ U (t) 
It is well known that the minimization of this quadratic form in the 
plant output and the control input may be achieved by a control input 
which is a constant linear transformation of the plant state 
u =-H x u 
where the transformation or gain matrix is determined from the symmetric 
positive definite solution of the quadratic matrix equation in P 
PF + FT P + H T H = PG A G 1 P (1) 
y y u u 
by 
A " 2 T 
H = A G P 
u u 
A sufficient condition (Kalman [23]) for the existence of a unique 
Athans and Falb [22] discuss the deterministic case which by the 
certainty equivalence principle is applicable to the stochastic case. 
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p o s i t i v e d e f i n i t e s o l u t i o n o f ( 1 ) , which w i l l be r e f e r r e d t o a s t h e 
c o n t r o l q u a d r a t i c e q u a t i o n , i s t h a t t h e u n d e r l y i n g sy s t em be c o n t r o l l a b l e 
I t i s s e e n t h a t t h e o p t i m a l c o n t r o l i n p u t depends e x p l i c i t l y 
on each component of t h e s y s t e m s t a t e . These componen t s , however , a r e 
n o t known i n g e n e r a l on a c c o u n t o f i n c o m p l e t e and i m p r e c i s e m e a s u r e m e n t s 
and f o r t h i s r e a s o n a c o n t r o l l e r c o n s i s t i n g s i m p l y of t h e f e edback of a 
t r a n s f o r m a t i o n o f t h e s y s t e m s t a t e i s n o t i m p l e m e n t a b l e and t h u s n o t an 
a d m i s s i b l e s o l u t i o n of t h e o p t i m i z a t i o n p r o b l e m . On t h e o t h e r h a n d , t h e 
c e r t a i n t y e q u i v a l e n c e p r i n c i p l e ( S c h u l t z [ 1 3 ] ) s t a t e s t h a t t h e o p t i m a l 
i m p l e m e n t a b l e c o n t r o l l e r c o n s i s t s of t h e f e e d b a c k of t h e same t r a n s -
f o r m a t i o n of t h e b e s t e s t i m a t e of t h e s y s t e m s t a t e t h a t may be made from 
t h e a v a i l a b l e m e a s u r e m e n t s . 
I t i s w e l l known (Kalman [ 7 ] ) t h a t t h e b e s t e s t i m a t e of t h e s t a t e 
of t h e s y s t e m j ^ j a s i t r e s p o n d s t o i t s s t o c h a s t i c i n p u t s i s g iven , 
on t h e b a s i s of t h e measu remen t s z , by t h e s t a t e o f t h e s y s t e m 
o i ? : x = ( F - G H ) x + G u + G z 
v-o) e e z z e u z 
where t h e g a i n m a t r i x G i s d e t e r m i n e d from t h e symmetr ic p o s i t i v e 
d e f i n i t e s o l u t i o n of t h e q u a d r a t i c ma t r ix , e q u a t i o n i n P 
P F T + FP + G T 2 G T = P H T ft ~ 2 H P (2) 
V V Z Z V J 
by 
G = PH T re 2 
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A sufficient condition (Kalman [23],using dual i ty) for the existence of 
a unique posit ive defini te solution of (2) , which wi l l be referred to as 
the estimation quadratic equation, i s that the underlying system be 
observable. 
The solutions of the quadratic control and estimation equations 
determine the optimal control ler which const i tu tes the l inear dynamical 
system ^ c 
4 (F - G H - G H ) x + G z u =-H x z z u u c z u c 
In order to complete the corresponding step in the constrained minimi-
zation problem, it is necessary to compute the control variances that 
result from the controller ~V . At the same time it is of interest 
to compute the stochastic norm of the plant output to determine the 
degree of minimization that has been achieved. 
The system ^ together with the controller <%f constitute 
the composite system 
m 
*C m: F -G H 
u u 
G H F - G H 
z z z z G H 
u u 
+ 
G 4 " " v~" 
v 
4 G w 
Z i _ _ 
H 4 
y 
i* U-j c j 
which may be more compactly represented in the form 
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fs/l : x = F x + G V 
**-* m m m m m m 
y = H x 










and the covariance matrix 
£ v (t) v (t + T) m x m v V 6 ( T > 
is determined in an obvious way from covariance matrices of v and w. 
Now it is well known (Kalman [7]) that the covariance of the output of 
a linear system such as the composite system 
I y (t) y (t) 
may be determined from the symmetric positive definite solution of the 
linear matrix equation in P 
P FT + F P + G Tj G T = 0 m m m *ra m (3) 
by 
R = H P H 
m m 
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A sufficient condition for the existence of a unique positive definite 
solution of (3), which will be referred to as the linear variance 
equation, is that the system be stable. As a matter of fact, the 
composite systems which arise in this dissertation will also be 
observable. Now the diagonal elements of the covariance matrix R are 
r(i+*(i+A> = £ [ u i ( t )l 
from which the stochastic norm of the plant output and the variances 
of the control input components may be immediately determined. In 
summary, the solution of the unconstrained optimization problem and the 
computation of the resul t ing variances involves the solution of two 
quadratic matrix equations and one l inear matrix equation, a l l of 
substant ia l ly the same form. In the next chapter i t wi l l be shown that 
these three equations can be reduced to a single canonical form. 
i = 1,2, . . .C 
i = 1, 2, . . . m 
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CHAPTER I I I 
SYSTEMS IN CANONICAL FORM 
In Chapter I I i t was shown that: the crux of the c o n t r o l syn thes i s 
problem is the s o l u t i o n of two quadratic, mat r ix equat ions and one l i n e a r 
mat r ix equa t ion . The importance of c o n t r o l l a b i l i t y and o b s e r v a b i l i t y as 
s u f f i c i e n t cond i t ions for the ex i s t ence of s o l u t i o n s of the quad ra t i c 
equat ions was emphasized. In t h i s chap te r c e r t a i n canonica l forms 
devised by Luenberger [24.] for c o n t r o l l a b l e m u l t i - v a r i a b l e systems w i l l 
be in t roduced. I t w i l l be shown t h a t the t ransformat ions t h a t lead to 
canonical system r e p r e s e n t a t i o n s may be. used to reduce the t h ree mat r ix 
equat ions to a s ing le canonica l form for which concise s o l u t i o n s w i l l be 
developed in Chapter IV. 
C o n t r o l l a b i l i t y and O b s e r v a b i l i t y 
A l i n e a r dynamical system QO 
J$1 x = Fx + Gu y = Hx 
is said to be controllable if for every initial condition x(0) there is 
a control input u(t) that carries the state x(t) to the origin in a 
finite amount of time. The system is observable if the state x(t) at 
the end of a finite amount of time may be determined from observations 
of the output y(t) and the input u(t) on this interval of time. 
In the case of time invariant systems the issues of controllability 
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and observability are simply decided (Athans and Falb L22]): The system 
j& is controllable if and only if the controllability matrix 
$ 
G, FG,...^11"1 G 
has rank n where n is the order of the system. Similarly the system is 
observable if and only if the observability matrix 
d HT3, FT HT,..., (F'V"1 HT 
has rank n. Corresponding; to the system £ i is the dual system 
<*d D : 
T T 
x = F x + H u 
y = G x 
«? i I t is important to note that if the system ^3 is observable, then i t s 
dual is control lable . 
State Transformations and Canonical Forms 
I t is usually the case in the study of l inear dynamical systems 
that only the re la t ion between the system's inputs and i t s outputs is 
important. In th is event the representation of the system by a pa r t i c -
ular vector d i f fe ren t ia l equation is only one among an inf in i ty of 
similar representat ions. Let S be a non-singular l inear transformation 
and define 
x = S x 
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Then the system j%$ given above may be represented by the a l t e rna t ive 
vector d i f fe ren t ia l equation 
J: <->y x = F x + G u y = H x 
where 
F = S FS G = S G H = HS 
This transformation of the system representation may be symbolized as 
follows: 
F, G, HJ £ IF, G, H} 
Among the infinity of system representations some are preferred 
for their particular form. If V is the modal matrix of F, that is, the 
columns of V are n linearly independent (generalized) eigenvectors of F, 
then 
{F, G, H} I {AS A} 
where A is a matrix in Jordan canonical form. The transformation V 
thus has the effect of decoupling the components of the system state. 
More important representations for this dissertation are those devised 
by Luenberger for multi-variable systems. These forms are extensions 
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of the familiar phase variable form for single input systems. They are 
generally applicable to observable and controllable systems. 
Suppose the nth order system & with m inputs and X outputs is 
controllable. The input matrix G may be written in terms of its columns 
as follows: 
= I %v g 2 J * , , j g m 
where the g. may be assumed to be linearly independent. Since the 
controllability matrix has rank n, it is possible to choose from its 
n x m columns n vectors which include all the g. and which are linearly 
independent. It is important to note that this choice is not always 
unique. Let S be the transformation whose columns are made up of the 
chosen vectors from the controllability matrix arranged as 
r * y*1 vy*'1 f"1 i 
= |81> Fg1,..., F gv g2,..., F g2,...,F gm I 
It is shown in Appendix III that 
C I S r"A A A-} 
J F , G, HJ - | F , G, H | 
A A A 
Where F and G have the forms shown in Figure 2 and H has a genera l form. 
This r e p r e s e n t a t i o n of the system w i l l be r e f e r r ed to as p re -canon ica l 
form. 
If a system in p re -canonica l form is fu r the r transformed by the 
b o .- . O Mi) -a,, 
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Figure 2. Precanonica l Form Matr ices . 
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matrix R that is given in Appendix I I I , then i t is shown there that 
{F, G, HJ 5 [ A , BD, Cj-
whereX, B, D, and C have the forms shown in Figure 3. I t wi l l be noted 
that J\ is natural ly part i t ioned into blocks of dimension V~. x y. (where 
the y. are the exponents appearing in the transformation S) and that the 
diagonal blocks are companion matrices. Another important feature of 
these matrices is that D is an mth order upper t r iangular matrix with 
unit diagonal elements and thus non-singular. The symbols used to 
designate these matrices form part of a set of Special Notational 
Conventions that are defined in thei r en t i re ty in Appendix IV and wi l l 
always be used to designate matrices of the form, given in Figure 3. The 
representation of the system aa in terms of these matrices wi l l be 
referred to as canonical form. Note that the transformation T = SR 
converts the or iginal system d i rec t ly to canonical form. 
Suppose the system ^ is observable. The dual system is thus 
controllable and may be transformed to canonical form by a t rans-
formation T = SR. An easy calculation shows that: the transformation 
-T T gives 
-T 
. . m m m T {F, G, H} I U T . cT, DV
A-
r 
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This representation of the system will be referred to as dual canonical 
form. 
Transformations for Augmented Systems 
A special difficulty presents itself in the case of a plant 
system that has been augmented to account: for correlated disturbances. 
These systems are controllable in terms of the inputs u and v and 
consequently may be put into canonical form. The canonical trans-
formations are not unique, however, and an arbitrary transformation does 
not preserve the special structure of the augmented system which will be 
important in the solution of the corresponding control equation. The 
difficulty is resolved as follows: Let the augmented system be repre-
sented by JF, G, Hi where 
f F D ' n f, T
GDv " " „ T H - H 
I G = i H = -
F = J " G = j " H = 
L F PD F p j [_GPv G P u J 
L y° y° 
The d i s tu rbance system ^ F n , G. , H ]•• and the p l a n t system 
(F^> Gn , H „ } ] P' Pu' yP J are both controllable and may be transformed to pre-
canonical form by the transformations S and S . It is shown in 
Appendix III that a matrix S can be constructed such that the trans-
formation 
T as a superscript is used in this dissertation to indicate 
transposition. Thus T"T is used to denote 





transforms the system to the p re -canon ica l form -JF, G, Hi whi le preser-
ving the s t r u c t u r e of the system; t h a t i s 
> - , — A 
F <t G ^ i 
/ D A Dv 
F F i L d G 
- PD P - ^ Pu 
I t can be shown t h a t t h e t r a n s f o r m a t i o n R i n t r o d u c e d above t o t r a n s f o r m 
an un-augmented sys t em from p r e - c a n o n i c a I t o c a n o n i c a l form p r e s e r v e s t h e 
s t r u c t u r e when c o n s t r u c t e d i n t h e u s u a l manner . 
T r a n s f o r m a t i o n s of The M a t r i x E q u a t i o n s 
The same t r a n s f o r m a t i o n s d e v i s e d by Luenbe rge r f o r sy s t em r e p r e -
s e n t a t i o n s may be used to c a s t t h e t h r e e m a t r i x e q u a t i o n s i n t o a s i n g l e 
c a n o n i c a l form. C o n s i d e r f i r s t t h e c o n t r o l e q u a t i o n ( 1 ) . Let 
H = H G = G 
y u 
and the control equation becomes 
A - 1 1 = i\ 
2 T 
PF + F P + H H - * PGP G P (4) 
Assume t h a t the system -JF, G, HL i s c o n t r o l l a b l e and l e t T be 
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transformation that transforms the system to canonical form 
( F , G, HJ I - j U , BD, C| 
A T * 
Define P = T PT and note that since T is non-singular, P is unique, 
-T A -1 
symmetric, and positive definite if P i s . Substitute T PT into 
T 
(4), premultiply by T , and postmultiply by T to obtain 
A _ i T T - T * T T 
P (T FT) + (T F T ) P + (T H ) (HT) 
o 
A 1 T _ T A 
= P (T_iG) F (G T 1) P 
But using the properties of the transformation T, this equation may be 
reduced to the canonical quadratic equation 
A A il * T K T*2 T T A 
p X +X P + c c = P BDI D B P (5) 
A 
The gain matrix H may be written in terms of the solution P of the 
canonical quadratic equation as follows 
i-2 T T->2 T - T * - l r - i 2 T T A -1 i-»2 -1 
H = A G P = T (G T L) P T =i (D BJ" P) T L = T K T l u u 
where K which will be referred to as the canonical gain matrix is 
defined by 
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T T A 
K := D B P 
The estimation equation (2) may be converted to precisely the 
same canonical quadratic equation. Let 
G = G T H = H r = = n 
v z 
• - 1 
and the e s t ima t ion equat ion becomes 
T T T •'-' ? 
P F + F P + G G = P H i " H P (6) 
f 1 -T 
Assume t h a t the system ^F, G, Hf- i s observable and l e t T be a t r a n s -
formation t h a t t ransforms the system to dual canonica l form 
-T 
{ F , G, H} I \lc\ D^
1} 
A T - T A - 1 
Again l e t P = T PT. Subsbi tu te P = T " PT in to (6) and perform the 
same m u l t i p l i c a t i o n s as before to ob t a in 
A - 1 T T -T A T T A - 1 T T~>2 T A 
P (T F T) + (T FT ) P + (T G) (G T) = P ( I H ) 1 (HT ) P 
-T 
But us ing the p r o p e r t i e s of the t ransformat ion T t h i s equat ion reduces 
to the canonica l quad ra t i c equat ion ( 5 ) . The gain matr ix G may be 
z 
written in terms of the solution P of the canonical quadratic equation 
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as follows 
T "-" -2 A r-i ? -T * - 1 
G = J i H P = 1 (H S X) P T Z Z 
r->2 T T A - 1 T"1? „ , - l 
= F ( D 1 B 1 P) S l ,= I KT 
where K i s defined as above. 
F i n a l l y the var iance equat ion (3) may be s i m i l a r l y d e a l t wi th , 
Let 
F = F G =: G T H := H 
m m m m 
and the variance equation becomes 
P FT + F P + G GT = 0 (7) 
Assume t h a t the system -JF, G, H:- i s observable and i s transformed to 
•- J 
-T -T 
dual canonical form by the t ransformat ion T . S u b s t i t u t i n g P = T 
A _i 
PT in to (7) and us ing the p r o p e r t i e s of the t rans format ion , the 
var iance equat ion may be reduced to the canonical l i n e a r equat ion 
PA+A P + C C :--  0 (8) 
The covar iance mat r ix R may be w r i t t e n in terms of the s o l u t i o n of the 
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canonical l i n e a r equat ion as follows 
T - T A . I T f T1 A 
R = H P H = (HT ) P (T H ) = D B P B D = K B D 
where K is defined as above. 
Again the augmented systems present special difficulties. The 
transformation of the control equation (1) depended upon the control-
lability of the system <F, G , H L, but if the system is an augmented 
system, the control input u can have no effect on either the disturbance 
or the reference states, and thus the system is not controllable. The 
resolution of this difficulty will be discussed in terms of a system 
augmented to account for correlated distrubances. Let 
r 
F = FD ' 
F F 
PD r P 
G = ' G D v ' 
GPv GPu 
r = -4 4 
i 
* A - l 
_i 
and the c o n t r o l equat ion (1) i s equ iva len t to (4) as before s ince 
2 T A - 2 T C ' 
GT G = G A G . With these s u b s t i t u t i o n s the system -{F, G, H u u 
i s c o n t r o l l a b l e and the con t ro l equat ion may be reduced to the 
canonical quadra t i c equa t ion . The f ac t t h a t the mat r ix D 1 i s s i n g u l a r 
in t h i s case w i l l p re sen t l a t e r d i f f i c u l t i e s , however, and should be 
kept in mind. 
In summary, the canonical t ransformat ions devised by Luenberger 
have led to the reduct ion of the th ree c r u c i a l nuitrix equat ions to what 
i s e s s e n t i a l l y a s ing le canonica l form. The next: chapter w i l l be 
devoted to the s o l u t i o n of the canonica l mat r ix equa t ion . 
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CHAPTER IV 
SOLUTION OF THE CANONICAL MATRIX EQUATION 
In Chapter III it was shown that: Luenberger's canonical trans-
formations may be used to convert the crucial matrix equations to a 
single canonical form. In this chapter a concise solution of the 
canonical matrix equation will be developed. The chapter begins with 
the presentation of a theorem by Potter [20] that leads to the solution 
of the matrix equation in terms of the eigenvectors of an associated 
Hamiltonian system. Methods based on a set of Special Notational 
Conventions that have been devised for dealing with systems in canonical 
form are then used to obtain explicit expressions for the eigenvectors 
of the Hamiltonian system in terms of the solutions of a much simpler 
reduced homogeneous system. These expressions are then used to write 
down the solution of the canonical matrix equation. 
It will be recalled from Chapter II that the solutions of the 
matrix equations are required only because the gain and variance 
matrices discussed in that chapter are expressed in terms of those 
solutions. In this chapter it will also be shown that these matrices 
may be obtained without the full solution of the matrix equation. 
The Hamiltonian System 
The solution of the matrix equations (1), (2), and (3) is 
equivalent in each case to the solution of n(n+l)/2 simultaneous 
quadratic or linear equations. In this form the solution of these 
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equations is an extremely d i f f i cu l t task even for moderately large n, 
A considerable reduction in the effort required to obtain these 
solutions is afforded, however, by a theorem due to Pot ter . 
Associated with the nth order quadratic matrix equation 
T T i-i 2 T 
F P + P F + H H = P G i G P 
is the 2nth order Hamiltonian matrix 
~3\ 
- F G T




I t is well-known that the eigenvalues of this matrix are symmetrically 
located about and dis tant from the imaginary ax i s . There are thus 
exactly n eigenvalues with negative real parts ( i . e . , Hurwitz eigen-
values) . Let A = diag \\. I be the nth order diagonal matrix whose 
elements are these eigenvalues and suppose that V and U are nth order 
square matrices that sat i fy 
r - F G r 2 GT v 
i 
v i A 
T 
H H U 
i _ LDJ 
In other words, the columns of V and U give the f i r s t and second halves 
of the eigenvectors of ^M that are associated with the n Hurwitz 
eigenvalues. Po t t e r ' s theorem asser t s that if V ex i s t s , then 
38 
P = U V 
is the unique, symmetric posit ive defini te solution to the corresponding 
quadratic matrix equation. When G = 4 the quadratic equation reduces 
to the l inear equation, and an easy modification of Po t t e r ' s theorem 
gives an analogous resul t for the l inear system, 
Potter did not resolve the matter of the non-singulari ty of V. 
In the remainder of th is chapter, however, concise expressions for the 
eigenvectors of the Hamiltonian matrix associated with the canonical 
matrix equation wi l l be developed, and i t wi l l be shown that the 
resul t ing V matrix is non-singular. Since a matrix equation can be 
transformed to canonical form precisely when the sufficiency conditions 
(con t ro l lab i l i ty or observabil i ty of the underlying system) for the 
existence of a solution are met, the remainder of th is chapter const i -
tutes a constructive proof that the non-singular matrix required by 
Po t t e r ' s theorem does in these cases ex i s t . 
Modal Matrices and Transfer Functions 
In order to introduce a number of the Special Notational Conven-
tions and also to es tabl ish cer ta in resul t s that wi l l be used in subse-
quent sections of th is chapter, methods based on these conventions wi l l 
be applied here to the determination of the modal matrix and the t rans-
fer function of a system in canonical form. 
Suppose that ^f is an nth order system with m inputs and Jl 
outputs in canonical form 
x = A x + B Du y = Cx 
Associa ted wi th the system £& a r e the m x m mat r ix " " j " * (X) and the 
Jl x m matr ix \ j ( \ ) whose polynomial elements 
f i j ^ - - i j ^ + ^ i j ^ X + . . . + . t J
 J X J + 6 t j X
J 
g^c^+c^ ^..,+c^V-1 
(k) (k) are defined in terms of the scalar elements a.. and c . of the 
ij iJ 
matrices./̂ , and C. Also associated with the system is the m x m matrix 
£ (X) = diag |"§ (X)"| 
whose diagonal elements are the J/, -vectors that are defined in the 
glossary of Special Notational Conventions given in Figure 10. It is 
shown in Appendix IV that 
v = ; ; (X)P 
i s an e igenvec tor of y4 when p i s a non-zero s o l u t i o n of the reduced 
homogeneous sytem 
"3* (X) P = 0 
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where p i s an m-vector with s c a l a r e lements . A s o l u t i o n of the reduced 
homogeneous system w i l l esxist i f and only i f 
Det J" \3i00 = F (X) = 0 
where F (\) is an nth order polynomial which is in fact the character-
istic polynomial of the matrix If the roots \. of F (A.) are 
distinct, then there are n solutions p ^ of the reduced homogeneous 
systems in terms of which an eigenvector v of the matrix >A. may be 
explicitly expressed. It should be pointed out that the determination 
of the solutions p is inherently simpler than the direct determina-
tion of these eigenvectors since the order of the reduced system is 
equal to the number of system inputs rather than the number of system 
states. 
The modal matrix of the system. *H5 is given by 
TT r (!) (2) (
n) V = vv , vv , ... , vv 
which will be referred to as a composite Vandermonde matrix. V is non-
singular by virtue of the fact that its columns are eigenvectors associ-
ated with distinct eigenvalues, but this fact is proved directly in 
Appendix V where the case of repeated eigenvalues is also discussed. 
The transfer function "̂J-( (s) of the multi-variable system %0 
is an & x m matrix of rational functions which gives the relation 
between the Laplace transforms of the inputs and the outputs of the 
system • 
41 
y (s) = : H <S> U < S > 
In contrast to the vector differential equation representation of a 
system the transfer function representation is unique. It is shown in 
AppendixIV that 
>l(s) = -h (s) ~3h(s) D 
The simplicity of th is expression indicates the close re la t ion between 
the canonical form and the transfer function representation of the 
system. 
Solution of the Canonical Quadratic Equation 
The same methods used to determine the modal matrix and transfer 
function of a system in canonical form may be used to obtain the eigen-
vectors of the Hamiltonian matrix corresponding to the canonical quad-
ra t i c equation. Let V and U be the square matrices required by Po t t e r ' s 
theorem; then the columns v and u of these matrices must sa t is fy the 
homogeneous Hamiltonian system 
2 T ,,T 
( H • > ( ) v + B D F D B • u = 0 
cT c v + a i + ^4.T) u = o 
T Set v = ^7 (\)p and define q = B u where p and q are m-vectors with 
T scalar elements. Note that the premultiplication of u by B has the 
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effect of "picking out" certain elements of u. It is shown in Appendix IV 
that v as defined above satisfies the laamiltonian system when p and q 
satisfy the reduced Hamiltonian system 
2 T 
" 3 (X) P + D T D1 q = 0 (9) 
V (-X) -& (X) P - ^ ("X)q " ° 
Let 
q = - D"T T'2 D"1 "3-K (X)p 
and i t is easy to verify that (9) is sa t i s f ied when p is a non-zero 
solution of the reduced homogeneous system 
1 (X) P - [ - * j
T (-x) -Gj a ) + ^ ,
T (-x) D-
TF-2 D"1 - ^ ( o j P = o 
Note that by defining 
(X) = 
"H 
(D D ' 1 ^ (x) 
-& (x) 
(10) 
j. (X) may be wri t ten as 
43 
I a) =  £,V\) £ a> (ID 
For t h i s system to have a s o l u t i o n i t i s r equ i red t h a t 
De t T ' ' (X)] = F (X2) = 0 
2 
where F (X ) i s a 2nth o rder polynomial with e x a c t l y n Hurwitz roo t s 
\ . . If these roo t s a r e d i s t i n c t , then t he re a r e n s o l u t i o n s p and 
q J to the reduced Hamiltonian system in terms of which corresponding 
columns v^ J and u of V and U may be e x p l i c i t l y expressed. Here 
aga in i t i s i n h e r e n t l y simpler to determine the s o l u t i o n s of the reduced 
system than to d i r e c t l y determine the e igenvector components v J and 
u . In t h i s case p i s the s o l u t i o n of a homogeneous system whose 
order i s equal to the number of system inputs and q^ J ' i s determined 
e a s i l y from p^ J . On the o t h e r hand3( the d i r e c t de te rmina t ion of the 
e igenvec tor components involves the s o l u t i o n of a homogeneous system 
whose order i s twice the number of system s t a t e s . 
The d e f i n i t i o n given above s p e c i f i e s each element of v ^ J ' in 
terms of \ . and p J . V i s seen to be a composite Vandermonde matr ix 
and thus non - s ingu la r . A method for computing the elements of u i s 
d iscussed in Appendix IV, but these computations a r e not necessary s ince 
the canonical gain matr ix K i s given by 
T T T T -1 T - l 
K = D B P = D (B U) V = D Q V 
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where 
Q . Tq ( 1 ) q ( 2 ) . . . q ^ 
L j . 
This completes the solution of the quadratic equation. 
Solution of the Canonical Linear Equation 
The solution of the canonical l inear equation involves the 
determination of v and u that sa t isfy the simpler Hamiltonian system 
(X I " ^A. ) v = 0 
CT C v + (X I + JL T) u = 0 
It is clear that v is simply an eigenvector of ^A. and consequently V 
is the modal matrix that was determined above. It is shown in Appendix IV 
that u may be determined from the solution of the reduced system 
*XJ(X) P = 0 (9 0 
^3T(-X) -& (X) - ~^ T(-X) q = 0 
where p and q are m-vectors. Again, however, i t is not necessary to 
complete the solution for u since the gain matrix 
T -1 
K = D Q V 
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where the columns of Q are the n solutions q U / to the reduced system (9 ' ) 
which is discussed in Appendix IV. 
Solution of the Augmented Quadratic Equation 
An essent ia l step in the solution, of the quadratic equation was 
the expression of the m-vector q in terms of the m-vector p by 
_T — _? _ i ^_* 
q = - D . D 3 * (X) p 
r~ 2 
This is not possible in the case of augmented systems since i is 
singular, but a solution to the Hamiltonian system may nevertheless be 
obtained without difficulty. 
The treatment of augmented systems is discussed in its entirety in 
Appendix VI On account of the notational complexity, however, only the 
main features of the solution will be discussed here. It is shown in 
Appendix VI that the problem separates into three parts. The first part 
involves the determination of the feedback matrix H„ which is identical 
Pu 
to the gain matrix determined above from the solution of the un-augmented 
control equation. The other two parts involve the determination of the 
disturbance feedforward matrix H^ and the. reference feedforward matrix 
Du 
H . These two problems may be considered separately since the 
disturbance matrix does not depend on the reference system and vice-
versa. 
This completes the development of concise solutions of the linear 
and quadratic matrix equations. These solutions are important theoret-
ically because their simplicity affords insight into the nature of the 
46 
control problem and because they const i tu te a constructive proof of the 
existence of the non-singular matrix required by Po t t e r ' s theorem. This 
constructive proof takes on added significance for the following reasons: 
the demonstration that con t ro l l ab i l i ty is a suff icient condition for the 
existence of the solution of the control equation (Kalman [23])is d i f f i -
cu l t ; i t is analyt ic in nature and depends upon the behavior of the 
d i f fe ren t ia l Rica t t i equation as the interval of integrat ion becomes 
in f in i t e . The constructive proof, on the other hand, together with 
Po t t e r ' s theorem forms a simple, d i rect algebraic proof of the suff i -
ciency of th is condition. The primary importance of the solutions 
obtained in this chapter a re , for the purposes of th is d i s se r t a t ion , 
the i r computational implications. I t wi l l be shown in the next chapter 
that they lead to s ignif icant reductions, beyond those afforded by 
Po t t e r ' s theorem, in the computational effort associated with the 




In t h e p r e v i o u s c h a p t e r s of t h i s d i s s e r t a t i o n i t h a s been shown 
t h a t t h e c o n t r o l s y n t h e s i s p rob l em may be r e d u c e d t o a s e q u e n c e of 
u n c o n s t r a i n e d m i n i m i z a t i o n p rob lems t h a t i n v o l v e t h e s o l u t i o n of t h r e e 
m a t r i x e q u a t i o n s . I t h a s been shown t h a t t h e s e e q u a t i o n s may be 
r e d u c e d to a s i n g l e c a n o n i c a l form, and c o n c i s e s o l u t i o n s have been 
d e v e l o p e d f o r t h e e q u a t i o n s i n t h i s form,, Tak ing a d v a n t a g e o f t h e s e 
s o l u t i o n s i t h a s been shown t h a t t h e g a i n and v a r i a n c e m a t r i c e s t h a t 
a r e r e q u i r e d f o r t h e s o l u t i o n of t h e u n c o n s t r a i n e d m i n i m i z a t i o n p r o b l e m 
may be o b t a i n e d w i t h o u t t h e f u l l s o l u t i o n of t h e m a t r i x e q u a t i o n s . 
In t h i s c h a p t e r t h e e n t i r e s y n t h e s i s p rob lem w i l l be d i s c u s s e d 
from a c o m p u t a t i o n a l p o i n t o f v i e w . A c o m p u t a t i o n a l p r o c e d u r e f o r t h e 
d e t e r m i n a t i o n of t h e g a i n and v a r i a n c e m a t r i c e s which i s b a s e d on t h e 
r e s u l t s of C h a p t e r s I I I and IV w i l l be p r e s e n t e d , , I t w i l l be shown t h a t 
t h e p r o c e d u r e l e a d s to i m p o r t a n t c o m p u t a t i o n a l s a v i n g s beyond t h o s e 
a f f o r d e d by P o t t e r ' s theoreim. An i t e r a t i v e p r o c e d u r e t h a t h a s been 
d e v i s e d f o r t h e d e t e r m i n a t i o n of t h e bound ing Lagrange m u l t i p l i e r s 
t h a t e n t e r a s p a r a m e t e r s i n t h e m a t r i x e q u a t i o n s w i l l a l s o be p r e s e n t e d . 
T o g e t h e r t h e s e two p r o c e d u r e s may be u s e d f o r t h e s o l u t i o n of t h e 
c o n t r o l s y n t h e s i s p r o b l e m . In t h e c o u r s e of t h i s c h a p t e r comments w i l l 
be made on t h e e x p e r i e n c e t h a t h a s been a c c u m u l a t e d i n t h e u s e of 
t h e c o m p u t a t i o n a l methods t h a t a r e p r e s e n t e d . 
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Computation of the Gain Matr ices 
The concise s o l u t i o n s for the mat r ix equa t ions provide the b a s i s 
for an e f f i c i e n t computat ional procedure for the de te rmina t ion of the 
opt imal con t ro l and e s t ima t ion gain ma t r i ces and a l s o for the determ-
ina t i on of the var iance mat r ix t ha t a r e requ i red in the s o l u t i o n of the 
con t ro l problem. The computational procedure w i l l be d i scussed here as 
i t a p p l i e s to the de te rmina t ion of the c o n t r o l gain matr ix of an un-
augmented system with m inputs and ou tpu t s and an order n = m"V , and 
whose canonical form involves a system matr ix t h a t i s n a t u r a l l y p a r t i -
t ioned in to blocks of dimension x 
Computation of the Canonical Transformations_ 
The f i r s t two s teps in the procedure a r e the numerical determ-
i n a t i o n of the t ransformat ions S and R which a re defined in Equations 
(12) and (15) of Appendix I I I and which convert the system -JF, G, Hj-
under ly ing the mat r ix equat ion (4) to p recanonica l and canonica l form. 
The product t ransformat ion T = SR is a l s o r equ i r ed . 
Step 1: The precanonica l t ransformat ion S i s determined by a modif i -
c a t i o n of D a n i l e v s k i i ' s method for the c a l c u l a t i o n of the c h a r a c t e r i s -
t i c equat ion of a m a t r i x . The procedure , which i s descr ibed in d e t a i l 
in Appendix VII , involves the performance of n succes s ive , simply 
determined t r ans fo rma t ions . The requi red precanonica l t rans format ion 
S i s given by the product of the simple t r ans fo rma t ions . The 
procedure might be considered a depa r tu re from the s t r a igh t fo rward 
approach, but i t has two important advantages : 
1 ) . A n o n - t r i v i a l a spec t of the de te rmina t ion of the precanon-
i c a l t ransformat ion S i s the choice of i t s columns so as to guarantee 
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their linear independence. The modification of Danilevskii's method 
deals with this problem automatically. 
2). The generation of the precanonical transformation from its 
constructed definition (12) is possible, but the determination of the 
(k) coefficients a.. of the precanonical form would require a matrix 
ij 
inversion and two matrix multiplications. The modification of 
Danilevskii's method leads directly to these coefficients and to the 
inverse of the transformation. 
By counting the number of operations required to compute the 
transformation S, its inverse, and the elements of the precononical 
A A A 
matrices F, G, and H, it can be verified that the total is less than 
I m [-• + J m , 
Step 2: The transformation R which carries the system from precanonical 
to canonical form is computed directly from its definition (15), a 
process that is also discussed in Appendix VII. The total number of 
operations required to compute the transformation R, its inverse and the 
product transformation T = SR and its inverse as well as the elements of 
the canonical matrices J..C and D is (m + 1) m 1/ . 
The Reduced Hamiltonian System 
The results of these two steps are the transformation that 
converts the matrix equation (4) to canonical form, its inverse, and the 
elements of the matrices/^, C, and D which appear in the canonical 
matrix equation (5). The elements of these matrices also constitute by 
simple rearrangement the coefficients of the polynomial matrices ""̂  (X) 
and "3 (X) which enter in the reduced Hamiltonian system. The 
required n solutions to this system are determined in the following four 
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s t e p s : 
Step 3: Compute £ ( \ ) and <p(X) which a r e defined in Equations (10) 
and (11) of Chapter IV. The matr ix D - whose inverse i s r equ i red for the 
computation of £, (X) i s an mth order diagonal mat r ix and thus t r i v i a l l y 
i nve r t ed . The computation of £\(X) involves a sequence of I s c a l a r 
3 . 
mat r ix m u l t i p l i c a t i o n s and may be accomplished in m y o p e r a t i o n s . 
The formation of the product 
<E (x) = £T(-x) £ (x) 
2 
involves m (m + 1) multiplications of the polynomial elements of 
£ ( \ ) defined by 
<Pij ( k ) <*> - e i a <-« e n j M 
2 2 , 2 
each of which r e q u i r e s ]/ ope ra t ions for a t o t a l of m (m + 1) y 
o p e r a t i o n s . 
2 
Step 4: Determine the c h a r a c t e r i s t i c equat ion F ( - \ ) and i t s n 
Hurwitz r o o t s . In c o n t r a s t to the p r a c t i c e in computing s c a l a r 
determinants the c h a r a c t e r i s t i c equat ion 
2. . . r $ F (-X ) = Det CP (X) 
is computed on the basis of its definition as the sum of certain 
products of the polynomial elements of CD (X)• The computation 
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2 . 2 
r e q u i r e s m! m , /2 o p e r a t i o n s . 
? 
The de te rmina t ion of the n roo t s x . = } . of the polynomial 
i " i r 
equat ion 
F (-x..) = F (-X. 2 ) = 0 
i s a c l a s s i c a l computational problem which, according to Bare i ss (25) , 
2 2 
may be accomplished in only 8 m > o p e r a t i o n s . The e x t r a c t i o n of the 
Hurwitz roo ts \ . of the roo ts x . of F (x) involves n e g l i g i b l e ope ra t i ons 
Step 5: Determine the n non-zero s o l u t i o n s p / of the reduced homoge-
neous system 
io,.) P
(i) = o 
and the corresponding 
( i ) ^ " T ^ - 2 -1 < ~ L , x ( i ) 
qv = D D v.::r ( x , ) p 
It is, in fact, more convenient to compute 
*(i) - 2 T (i.) -I .^.4,, N (i) A , N (i) 
s ince the gain matr ix may then be w r i t t e n 
H- [5(1) 5(n)l v 1 1" 1 ='Q v 1 1 - 1 
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The computation of the p requires first the evaluation of 
^(X.) which may be accomplished in 2 m'" V operations and then the 
solution of the resulting m x m homogeneous system which may be 
3 
accomplished in less than m /3 operations,, The total number of opera-
(i) 3 
tions required for the n solutions p J is m (m + 6 l/)/3 and the 
( i ) i. J • J • 3 ^ 2 
q may be determined mm / operations. 
Step 6: The final step in the computational procedure is the calcula-
tion of the gain matrix H from the matrix Q and the composite Vander-
monde matrix by standard matrix operations. The Vandermonde matrix 
is trivially generated from the solutions of the reduced homogeneous 
system; its inversion and premultiplication by Q consumes 
3 3 2 
m CẐ  + V ) operations. 
Comparison with Conventional Procedures 
The number of operations required for the computational procedure 
based on the concise solutions of the canonical matrix equation is 
given in Table 1. If i t is assumed that: 1 is large relative to m, 
then the total number of operations is given by 
N = 5 m3 V 3 + (4 m3 + (m-1) ! / 2 ) m3 + 8 m2) V 2 
On the other hand, the solution for the gain matrix on the basis of 
Potter's theorem alone requires the solution of an eigenvalue eigenvector 
53 
Tab le 1. A r i t h m e t i c S t e p s 
E x a c t No. Approx. No. No. o f C r i t i c a l 
S t e p of O p e r a t i o n s of O p e r a t i o n s O p e r a t i o n s 




2 2 ? - • 2 2 , , 2 
4b 8 m , 8 m • 8 m y 
5a m" >' (m + 6 y ) / 3 2 nf > '" 2 m
3 ' ' 2 
"5 0 -5 ;i 
5b 
6 m" (2 , • ' " + > 0 2 m" V" 2 m 3 ] / 3 
3 - 3 2 
 {iy 3 ' ) n 3 7 . 3 
2 m v 
(m + 1) m2 V3 
3 , , 3 
m. / 
(m + 1) m2 V1 m y" 
2 
m! (m-1) m v / 2 i 2 ^ 2 / o m! m > / 2 
8 r.2 - 2 o m ^ 
 •   
8 m" >'' 
3 6 y ) / 3 0 3 , 2 m ^
3 , 2 
m ,••-
3 - , 2 
3 3 2 
 ' J > 0 o 3 v 3  
J. 
prob lem of o r d e r 2n. Us ing a r e l i a b l e g e n e r a l pu rpose p r o c e d u r e " f o r 
3 o 
t h i s p u r p o s e t h e c o m p u t a t i o n of t h e g a i n m a t r i x r e q u i r e s 130 m V 
o p e r a t i o n s . I f m = 4 and y' = 10 , t h e r e i s a 25 t o 1 a d v a n t a g e f o r t h e 
new p r o c e d u r e . 
The a d v a n t a g e of t h e new p r o c e d u r e i s even more p ronounced when 
c o n s i d e r e d from two d i f f e r e n t p o i n t s of v i e w : 
In t h e c o m p u t a t i o n a l s t u d i e s pe r fo rmed in c o n n e c t i o n w i t h t h i s 
d i s s e r t a t i o n a p r o c e d u r e programmed by J . M. Varah [27] was u s e d . The 
p r o c e d u r e b e g i n s w i t h t h e t r a n s f o r m a t i o n of t h e m a t r i x to H e s s e n b u r g 
form and t h e u s e of t h e QR a l g o r i t h m to d e t e r m i n e t h e m a t r i x e i g e n v a l u e s 
The e i g e n v e c t o r s a r e d e t e r m i n e d by i n v e r s e i t e r a t i o n . P a r l e t t [26] 
s t a t e s t h a t t h e e i g e n v a l u e s o l u t i o n r e q u i r e s 16 n 3 o p e r a t i o n s . V a r a h ' s 
t i m i n g d a t a show t h a t t h e e i g e n v e c t o r s o l u t i o n r e q u i r e s an e q u a l number 
o f o p e r a t i o n s . 
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1 ) . In c o n t r a s t to s i t u a t i o n s such as the computation of the 
d i s c r e t e f o u r i e r t ransform where execut ion time i s of c o n t r o l l i n g 
importance, the number of ope ra t i ons requ i red to ca r ry out the p re sen t 
computational procedure i s a l s o important in determining the manner in 
which round-off e r r o r e f f e c t s the s t a b i l i t y of the c a l c u l a t i o n . A reduc-
t ion in the number of ope ra t ions a s s o c i a t e d with the c r i t i c a l phases of 
a c a l c u l a t i o n can mean the d i f fe rence between the success and the f a i l -
ure of the c a l c u l a t i o n . The c r i t i c a l phases of the new computat ional 
procedure a re a p a r t of the de te rmina t ion of the canonica l t ransforms -
3 3 t i o n r equ i r i ng m y o p e r a t i o n s , the s o l u t i o n of the polynomial equa-
2 2 t i on r e q u i r i n g 8 m y o p e r a t i o n s , and the invers ion of the composite 
3 , 3 Vandermonde mat r ix r e q u i r i n g m y o p e r a t i o n s . The c r i t i c a l phases of 
the convent ional method a r e the s o l u t i o n of the e igenvalue e igenvec to r 
3 3 problem r equ i r i ng 128 m y ope ra t i ons and the invers ion of the e igen-
3 , 3 . rt 
vec to r component mat r ix r equ i r i ng m 1 o p e r a t i o n s . Thus for m 
la rge the new method af fords a 60 to 1 reduct ion in the number of 
ope ra t ions a s s o c i a t e d with the c r i t i c a l phases of the c a l c u l a t i o n . 
2 ) . When the computat ional procedure i s used r e p e t i t i v e l y in 
conjunct ion wi th the i t e r a t i v e process to be d iscussed in the next 
s ec t ion for the adjustment of the Lagrange M u l t i p l i e r s even more impor-
t an t advantages acc rue . The only s t eps in the new method which r e q u i r e 
3 , 3 
ope ra t ions p ropo r t i ona l to m > a re the de te rmina t ion of the canonica l 
t r ans format ion , the invers ion of the Vandermonde mat r ix and s eve ra l 
matr ix m u l t i p l i c a t i o n s . Since the canonical t ransformat ion does not 
depend on the values of the m u l t i p l i e r s i t may be determined once before 
the i t e r a t i v e process beg ins , and the mat r ix m u l t i p l i c a t i o n s can, by 
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proper arrangement of the c a l c u l a t i o n , be defer red u n t i l the process 
converges. This leaves only the invers ion of the Vandermonde matr ix 
to be performed r e p e t i t i v e l y . On t h i s b a s i s the new method a f fo rds a 
reduct ion of approximately 130 to 1 in the computat ional e f f o r t r equ i red 
to c a l c u l a t e the gain ma t r ix . 
Computational Experience 
The computat ional procedure descr ibed in t h i s s e c t i o n has been 
implemented as a computer program for the Burroughs B-5500 and a g r e a t 
deal of exper ience has been accumulated, in i t s a p p l i c a t i o n to the 
p r a c t i c a l examples t h a t a r e d iscussed in the next chapter and to va r ious 
t e s t c a s e s . 
The t e s t cases were designed to determine the accuracy of the 
a lgor i thm as i t app l i ed to the so lu t ion of a quadra t i c mat r ix equat ion 
in canonica l form. An a d d i t i o n to the a lgor i thm which provided for the 
de te rmina t ion of the e igenvec tor component mat r ix U was used to compute 
P and to check the accuracy wi th which the canonical mat r ix equat ion (5) 
was s a t i s f i e d . 
A f i f t h o rder example in which the c o e f f i c i e n t s of the polynomial 
elements of '^(X) and JQ (\) and the elements of the mat r ix 
H = D r 
were chosen as i n t e g e r s i s given in Appendix VI I I . (This cho ice , i t 
should be noted, determines a l l the parameters of the canonical matr ix 
e q u a t i o n . ) In t h i s example the canonical equat ion was s a t i s f i e d to 
w i th in a p a r t per ten m i l l i o n . Resul t s equal ly as good were obta ined 
with s i m i l a r seventh and e igh th order examples. 
In another s e r i e s of t e s t cases of o rder 10, 15, and 20 the roo t s 
of the polynomial elements of "^}( \) and -QJ(X) were chosen randomly 
from the u n i t square cen tered in the complex plane and the elements 
of the mat r ix H were chosen randomly on the i n t e r v a l ( - 1 , 1 ) . In the 
twent ie th order example the canonica l matr ix equat ion was s a t i s f i e d to 
w i th in a p a r t per ten thousand. 
The complete computat ional procedure for the de te rmina t ion of 
the gain matr ix was a l s o used e x t e n s i v e l y in connect ion wi th the 
p r a c t i c a l examples t h a t a r e d i scussed in the next chap te r . Many of the 
runs were checked a g a i n s t r e s u l t s obta ined from a general purpose e igen-
value e igenvector program. The agreement between the two methods has 
been wi th in a few t en ths of a per cen t . For example the mat r ix g iving 
the covar iance of the v e r t i c a l v e l o c i t y a' and the a c c e l e r a t i o n a of the 
op t imal ly c o n t r o l l e d l o n g i t u d i n a l system was computed to be 
!~22.207 14.637 22.207 14.637 x 10" 
i 14.638 17.072 , 14.637 17.072 
by the new and convent ional methods r e s p e c t i v e l y . 
Cases have been encountered, however, in which e i t h e r or both of 
the methods have failed. . The f a i l u r e s of the new method have 
always been a s s o c i a t e d with two a spec t s of the procedure: 
1 ) . Al l complete f a i l u r e s of the new method have been due to the 
subrout ine used to solve the polynomial equa t ion . The s o l u t i o n of t h i s 
equat ion i s i n h e r e n t l y s impler than the s o l u t i o n of the e igenvalue 
£ , Ta , o?l a 
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problem required in the conventional method, but it is nevertheless a 
non-trivial computational problem. The computer subroutines that were 
available for the studies conducted in this dissertation did not 
represent the state of the art (as exemplified, for instance, by the 
work of Bareiss [25])and for this reason the difficulties encountered 
here should not reflect on the efficacy of the new method. 
2). A number of marginal failures of the new method were due to 
inaccuracies in the computation of the canonical transformation: errors 
on the order of five per cent in the calculation of the coefficients 
(k) 
a . . of the canonical form were encountered in some cases where the 
ij 
number of states associated with a given input exceeded seven. For-
warning of this difficulty is contained in a paper by Frank [33] where 
examples are cited of the failure of Danilevskii1s method when used to 
compute the characteristic equation of a tenth order matrix using eight 
figure arithmetic. The author feels that the usefulness of the algorithm 
in its present form could be greatly extended by the use of double 
precision arithmetic and that a modification of the algorithm to improve 
the conditioning of the transformation would extend its usefulness even 
more. Should these expedients prove inadequate the transformation could 
be computed on the basis of the eigenvectors of the system matrix as 
described by Mufti [34]. 
In spite of occasional failures the overall experience with the 
new method has been excellent. 
Application to Variations of the Problem. 
The computational procedure for the solution of the matrix 
equations has been described here as it applies to the determination of 
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the con t ro l and e s t ima t ion gain ma t r i ces of an un-augmented system. 
Modif icat ions of t h i s procedure may a l so be used to handle augmented 
systems and to solve the l i n e a r mat r ix equat ion t h a t determines the 
va r i ances of the outputs of a l i n e a r system. 
Determination of The Bounding M u l t i p l i e r s 
The computat ional procedure given in the previous s e c t i o n 
provided the ba s i s for the s o l u t i o n of the uncons t ra ined minimizat ion 
problem t h a t was s t a t e d in Chapter I I . In o rder to complete the 
syn thes i s procedure i t i s necessary to devise a method for choosing the 
m u l t i p l i e r s \ . of the Langrangian funct ion so as to s a t i s f y the l e f t -
hand i n e q u a l i t y of the sadd le -po in t cond i t ion t h a t was a l s o s t a t e d in 
Chapter I I . 
I t w i l l be r e c a l l e d t h a t t h i s cond i t ion i s s a t i s f i e d when the 
con t ro l va r iances g. ( Jl ) s a t i s f y t h e i r bounds and t h a t these 
va r i ances may be regarded as funct ions of the m u l t i p l i e r s s ince t h e i r 
s p e c i f i c a t i o n l e a d s , through the s o l u t i o n of the uncons t ra ined minimi-
za t i on problem to the de terminat ion of the c o n t r o l l e r J j . Making 
e x p l i c i t use of t h i s func t iona l dependence the c o n t r o l va r i ances may be 
w r i t t e n 
\ <\1.~->-kw> 
The de te rmina t ion of the m u l t i p l i e r s thus involves the s o l u t i o n of the 
m i n e q u a l i t i e s 
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h . (X) £ Y i
2 
in the m unknowns \ . . 
I t i s d i f f i c u l t to make r igorous inferences in to the na ture of 
the funct ions h . (x) and thus to devise a scheme for the s o l u t i o n of the 
i n e q u a l i t e s which can be guaranteed wi thout r e s e r v a t i o n to be e f f e c t i v e . 
An examination of the funct ions as they a r i s e in connect ion wi th a c o n t r o l 
problem where complete and p r ec i s e measurements of the components of the 
p lan t s t a t e a re a v a i l a b l e , however, does provide cons iderab le i n s i g h t 
into the na ture of the func t ions . In t h i s case the dynamical system 
t h a t i s a s s o c i a t e d with the es t imator po r t i on of the c o n t r o l l e r i s 
absent and the con t ro l inputs a re given by 
2 T 
U. := ( 1 / X . ) g • P X 
1 v ' ^ l 7 6 U 1 
where P is the so lu t ion of the con t ro l equat ion ( 1 ) . A number of 
a s s e r t i o n s can be made, with varying degrees of r i g o r , concerning the 
var iances of these c o n t r o l i npu t s : 
1 ) . I t i s well-known tha t as a m u l t i p l i e r X- approaches ze ro , 
the corresponding con t ro l va r iance becomes unbounded. I t i s a l s o c l e a r 
t h a t so long as the r e s u l t i n g system is s t a b l e a c o n t r o l va r i ance w i l l 
approach zero as i t s m u l t i p l i e r approaches i n f i n i t y . 
2 ) . No a t tempt w i l l be made to prove the s ta tement , but i t i s 
a l so c l e a r t h a t the c o n t r o l va r i ances a re continuous funct ions of the 
m u l t i p l i e r s . 
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3 ) . As the m u l t i p l i e r a s s o c i a t e d with a c o n t r o l va r iance i s 
decreased and the o t h e r m u l t i p l i e r s are he ld f ixed , the c o n t r o l va r i ance 
w i l l increase due to i t s monotonici ty and the var iance of the p l an t 
s t a t e w i l l decrease due to the increased d i sposab le con t ro l power. The 
so lu t i on P of the con t ro l equat ion w i l l a l so change s ince the m u l t i p l i e r 
appears as a parameter in t h i s equa t ion . There i s reason to b e l i e v e , 
2 
however, t h a t the predominant e f f e c t i s due to the f ac to r ( 1 /x . ) and 
t h a t the con t ro l var iance i s given approximately by the express ion 
h . (X) = k. X.~ Q i 
I l i 
4). The control inputs to a physical system are usually devised 
so as to render the system controllable, and it is not unreasonable to 
suppose that when multiple inputs are available that they affect strongly 
distinct parts of the system. This assumption leads to the conclusion 
that a control variance is relatively independent of the multipliers 
that are not associated with it. 
Together these assertions may be taken to mean that the functions 
h. (X) are approximated by 
h. (X) = k. (X) X." ai (X) 
I i I 
where the k. (X) and the o/. (X) do not vary radically with X. Assertions 
1). and 2). also assure that the inequalities will be satisfied as 
equalities. On the basis of these assumptions the following iterative 
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computat ional procedure was devised: Two i n i t i a l guesses 
(0) i\ (0) , (0)1 
V ••••»\ X 
"m 
(1) j \ (1) , ( D l 
are made for the multipliers and the functions h. (A 0 and h. (xA ') 
are evaluated. Successive values of the multipliers are then determined 
by logarithmic interpolation. In other words, let 
V = log X;L
(J) 
y i
j = log h± ( X
( j ) ) y . = log yt
2 
and for j = 2, 3 , . . . s e t 
x . j + 1 = x . j - ( x . j - x . j _ 1 ) ( y . j - y . ) / ( y . j - y . j _ 1 ) 
I I v I i ' w i J r ' V J i ; I J 
u n t i l convergence i s ob ta ined . 
Computational Experience 
The ef f icacy of the procedure descr ibed in t h i s s e c t i o n , based as 
i t i s on i n t u i t i v e a s s e r t i o n s , can only be judged exper imenta l ly . In 
f a c t , the procedure has been used ex tens ive ly in connect ion with the 
p r a c t i c a l examples d iscussed in the next chap te r , and the exper ience has 
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been, without exception, excellent. Only one case requiring six itera-
tions was encountered; all other cases converged to within two per cent 
in five iterations or less. A typical example, that of the dual input 
lateral control problem, is given in Table 2. In this example the logs 
of the bounds were taken as y = -8.0 and y~ = -10.0. The plots given 
in Figure 4 of the logs of the variances versus the logs of the associ-
ated multipliers demonstrates that the assumptions of logarithmic 
linearity and independence are well justified. 
Table 2. Mu11 ip1ier Convergence. 
Iteration x y x0 y2 
1 1.00 -7.44 1.00 -8.59 
2 0.00 -8,12 0.00 -9.76 
3 0.17 -7.94 -0.21 -10.02 
4 0.06 -8.04 -0.19 -9.99 
5 0.11 -7.99 -0.19 -10.00 
In summary the computational procedures discussed in the two sections 
of this chapter may be put together to form a combined algorithm for the 
synthesis of optimal control systems. The algorithm begins with the 
calculation of the estimation gain matrix, which need not be recalculated, 
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Figure 4. Multiplier Convergence. 
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which adjust the multipliers so that the control bounds are met is 
then entered. Each execution of the iterative loop requires the solution 
of the control and variance equations. When the iterative process 
terminates the parameters of the optima.! control system have been 
determined. An example of the application of the computational 
procedure to the synthesis of a practical control system is given in 
the next chapter. 
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CHAPTER VI 
A PRACTICAL EXAMPLE 
The computational procedure for the synthesis of linear station-
ary control systems developed in this dissertation was presented in 
Chapter V. In this chapter the procedure is applied to the design of 
lateral and longitudinal autopilots for a jet transport subject to gust 
disturbances. The study was undertaken, first of all, to test the 
computational procedure in its application to a real and non-trivial 
design problem. The computational experience gained in this application 
forms a part of the experience used in the evaluation of the computa-
tional procedure that was presented in Chapter V. 
The study was also undertaken to demonstrate the effectiveness of 
the procedure and the underlying theory as a practical method for design-
ing optimal control systems. The complete design study is presented in 
this chapter. The longitudinal control system designed by the methods 
of this dissertation is compared with a system designed by classical 
methods and shown to result in significantly improved performance. 
The Aircraft Control Problem 
The design of an autopilot for an aircraft subject to gusts 
disturbances was chosen for consideration on account of its moderate 
complexity and the extent to which the assumptions which underlie the 
design procedure are fulfilled. Blakelock [28] gives an account of 
classical design procedures as applied to the design of aircraft auto-
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p i l o t s . The methods of t h i s d i s s e r t a t i o n have been app l i ed to the 
same a i r c r a f t , whose behavior i s t y p i c a l of a j e t t r a n s p o r t , t h a t 
Blakelock cons idered , and the r e s u l t i n g l o n g i t u d i n a l c o n t r o l system 
has been compared wi th t ha t designed by Blakelock. 
The a i r c r a f t when considered as a r i g i d body has th ree r o t a t i o n a l 
and three t r a n s l a t i o n a l degrees of freedom each leading to an equat ion 
of motion. When the p e r t u r b a t i o n s about an equ i l ib r ium f l i g h t path a r e 
smal l , the equat ions of motion separa ted in to two uncoupled l i n e a r 
systems. The l o n g i t u d i n a l system determines the motion of the a i r c r a f t 
in a v e r t i c a l p lane . This motion i s spec i f i ed in terms of the v e r t i c a l 
and forward h o r i z o n t a l v e l o c i t i e s , o> and u, and r o t a t i o n s about the 
p i t ch a x i s & as shown in Figure 5. The longi tudinal , motion of the 
a i r c r a f t i s d i s tu rbed by the v e r t i c a l gust v e l o c i t y a and i s c o n t r o l -
l ab l e by the e l e v a t o r d e f l e c t i o n 6 . 
e 
The l a t e r a l system determines the motion of the a i r c r a f t in a 
h o r i z o n t a l p lane . This motion i s spec i f i ed in terms of the t r a n s v e r s e 
h o r i z o n t a l v e l o c i t y g and r o t a t i o n s about: the r o l l and yaw a x e s , <$ and 
\|r, as shown in Figure 5 . The l a t e r a l motion i s d i s tu rbed by the t r a n s -
verse gust v e l o c i t y |3 and the t r ansve r se d e r i v a t i v e of the v e r t i c a l 
o 
gust v e l o c i t y cp . The motion i s c o n t r o l l a b l e by the rudder and a i l e r o n 
O 
deflections, 6 and 6 . 
' r a 
The gust disturbances of the aircraft motion are regarded in 
current aerodynamic practice as due to homogeneous, isotropic, stochas-
tic turbulence (Etkin [291). The gust inputs to the equations of motion 
are thus stochastic processes. The spectra of the vertical and trans-
verse gust velocities are found to be well represented by the expression 
Figure 5. Aircraft Schematic Diagram. 
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<=P C L ) = 
2 2 2 
« ~ o < "- o + 3 fc- > 
2 2 *" 
< - 0 H - ; L ) 
where <T i s the rms gust v e l o c i t y and ', i s a cons tan t t h a t i s r e l a t e d 
o 
to the sca le of the turbulence and the speed of the a i r c r a f t . Arguments 
involving i so t ropy lead to the conclus ion t h a t the spectrum of 9 i s 
O 
i d e n t i c a l to t h a t of the d e r i v a t i v e of a and thus given by 
< £ / < : ) = U 2 <£ C£) ( 10 ) 
These spec t ra toge the r with the equat ions of motion determine the f ree 
or uncon t ro l l ed motion of the a i r c r a f t . The purpose of the con t ro l 
system i s to modify t h i s f ree motion through the con t ro l inputs to meet 
c e r t a i n o b j e c t i v e s . 
The Longi tudinal Control System 
The ob j ec t i ve of the l o n g i t u d i n a l control, system was taken as the 
minimizat ion of the v e r t i c a l v e l o c i t y Oi subject to bounds on the v e r t i c a l 
a c c e l e r a t i o n 
a = « - & 
and the elevator deflection 6 • 
e 
The Augmented System 
The first step in the implementation of the design procedure is 
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the expression of the longitudinal system in state variable form and the 
construction of a linear dynamical system to account for the statistics 
of the vertical gust velocity as was discussed in the second section of 
Chapter II. It is easily verified that: the system 
<J D: 
• ~ ~- V 
x l 






- 2 ; . 
o x 2 
+ 
1 
<*g= '-'-o ~- J Xl 
x2 
has an output a wi th spectrum CJ> ( x ) as defined above when i t s 
input v has the f l a t spec.trum 
2 
\|r ( x ) = i . a 
This system (modified as explained in Appendix IX) i s appended 
to the p l a n t d e s c r i p t i o n to form the augmented S3^stem t h a t i s shown in 
Figure 6. The components of the s t a t e v a r i a b l e of the augmented system 
a r e given by 
T 
x = | x x x3 u a ih $-
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F i g u r e 6. L o n g i t u d i n a l System M a t r i c e s . 
The Conventional Control System 
The system mat r ices shown in Figure 6 correspond to the same 
a i r c r a f t for which Blakelock designed a. con t ro l system by c l a s s i c a l 
methods. Blakelock chose a c o n t r o l l e r c o n s i s t i n g of the uncompensated 
feedback of p i t ch angle and p i t ch r a t e according to gains t h a t were 
ad jus ted by means of the root locus procedure to give s a t i s f a c t o r y 
BT 
damping. The gains chosen a re given by the gain matr ix H t h a t i s 
shown in Figure 6. 
Blakelock did no t , of course , cons ider t h a t con t ro l problem in 
the s t o c h a s t i c s e t t i n g in which i t i s considered h e r e , but as a f u r t he r 
s tep in t h i s study the s t a t i s t i c a l response of h i s system to f l i g h t in 
v e r t i c a l gusts with an rms v e l o c i t y of 10 fps was determined. Using 
the var iance equat ion (3) as i t a p p l i e s to the a i r c r a f t under the 
con t ro l of Blake lock ' s system the rms va lues of the v e r t i c a l v e l o c i t y , 
the a c c e l e r a t i o n , and the e l e v a t o r d e f l e c t i o n were computed. These 
r e s u l t s a re shown in Table 3 . At the same time the v e l o c i t y and the 
a c c e l e r a t i o n of the free system were a l s o computed. 
The computational procedure developed in t h i s d i s s e r t a t i o n was 
app l i ed to two formulat ions of the l o n g i t u d i n a l con t ro l problem. In 
the f i r s t formulat ion i t was assumed t h a t exact measurements of a l l of 
the components of the system s t a t e were a v a i l a b l e ; in the second formu-
l a t i o n i t was assumed tha t only l imi ted and imprecise measurements were 
a v a i l a b l e . In both cases the con t ro l power and the v e r t i c a l a c c e l e r a t i o 
• } ' < • 
I t should be emphasized t h a t these rms va lues a re given d i r e c t l y by 
the s o l u t i o n of the va r i ance equa t ion . No "Montecarlo" s imula t ion of 
the system i s r equ i r ed . 
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Table 3. Control System Performance. 
6C 
2 
(ft/sec) (ft/sec ) (degrees) 
Free 12.0 4.1 
Blakelock 3.9 2.9 0.85 
Bounded 2.6 2.9 0.85 
Ace. 
Unbounded 1.4 4.3 0.85 
Ace. 
were limited by the design to those of Blakelock1s system. 
The Optimal Exact Measurement Control System 
When exact measurements of all the components of the system state 
are available the optimal control system consists simply of the feedback 
of a linear transformation of these states. The gain matrix which 
minimizes the vertical velocity subject to the bounds imposed on the 
control power and the vertical acceleration was determined by the 
computer process to be the matrix H shown in Figure 6. It is seen from 
Table 3 that the optimal system results in a 30 per cent reduction in 
the vertical velocity. 
The spectra of the velocities of the free system, Blakelock's 
system, and the optimal system are shown in Figure 7. The spectra of 
the control input for Blakelock1s system and the optimal system are 
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Figure 7. Velocity and Control Spectra. 
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a l s o shown. I t i s observed t h a t a t high f requencies the magnitude (but 
not n e c e s s a r i l y the phase) of the two c o n t r o l inputs a re almost i d e n t i c a l . 
This implies t ha t the optimal con t ro l input does not impose unreasonable 
demands on the con t ro l s e r v o ' s high frequency response . 
In t h i s study the m u l t i p l i e r a s s o c i a t e d wi th the c o n t r o l input was 
ad jus ted au toma t i ca l ly by means of the procedure descr ibed in Chapter V. 
The m u l t i p l i e r a s s o c i a t e d with the a c c e l e r a t i o n was determined as 
fol lows: The func t iona l 
f ( J c , 6) = 6
2
 i[a\\
2 + (1 - 6 ) 2 !: ail 2 
was minimized, sub jec t to the c o n t r o l c o n s t r a i n t s , for 6 = 0 . 0 , 0 . 2 , 
0 . 4 , 0 . 6 , 0 . 8 , 1.0 and the r e s u l t i n g rms va lues of the v e l o c i t y and the 
a c c e l e r a t i o n were p l o t t e d as a funct ion of the parameter 6 as shown in 
Figure 8. From t h i s f igure i t was determined t h a t a va lue of 6 = 0.6 
leads to the minimizat ion of the v e l o c i t y subjec t to the bound on the 
a c c e l e r a t i o n . This procedure has the advantage t h a t i t e s t a b l i s h e s the 
t r ade-of f tha t e x i s t s between the minimizat ion of the v e l o c i t y and the 
a c c e l e r a t i o n . I t i s seen, for i n s t a n c e , t ha t i f the a c c e l e r a t i o n bound 
i s removed, t h a t a 60 per cent improvement can be obta ined in the 
v e l o c i t y , but the a c c e l e r a t i o n exceeds t h a t of the free system. The 
e f fec t of a 50 per cen t increase in the con t ro l power i s a l s o shown 
in Figure 8. 
The Optimal Limited Measurement Contro1 System 
A con t ro l system based on l imi ted and imprecise measurements was 
then designed. In t h i s case the c o n t r o l system con ta ins a dynamical 
O N O R M A L To w e e 





Figure 8. RMS V e r t i c a l Veloc i ty & Acce le ra t ion . 
^ j 
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portion whose function is to provide the best estimate of the optimal 
control signal on the basis of the available measurements. The measur-
able outputs were taken as the pitch angle, the pitch rate and the 
vertical acceleration. The measurements are given by the output matrix 
H shown in Figure 6. 
z ° 
The inaccurac ies t h a t a r e to be expected in these measurements 
a r e due to such sources as mechanical v i b r a t i o n s , e l e c t r o n i c n o i s e , and 
instrument n o n - l i n e a r i t i e s . The d i f f i cu l t , problem of modeling these 
inaccurac ies was handled by imposing a white co r rup t ing no i se whose 
l eve l r e f l e c t s the grade of measuring instrument: on each measurement. 
The no i se l eve l s were chosen as fol lows: the energy of the measured 
v a r i a b l e s i s known to be concent ra ted in the frequency range between 
zero and 1 radian per second. If i t i s assumed t h a t the spectrum of 
each v a r i a b l e i s given by 
(OJ) = 2 CT
2/(1 + 0 . Z) 
2 2 
and t h a t a white measurement no ise with l eve l v = 2 p a i s super-
imposed, then an op t imal ly designed instrument can measure the v a r i a b l e 
with an rms eroor of 2 P a . Thus a 5 per cent Instrument wi th a 3 <j 
f u l l sca le reading which i s t y p i c a l of those c u r r e n t l y a v a i l a b l e 
corresponds roughly to |3 = 0 . 0 1 . 
Ca lcu la t ions were made for |3 = 0 .02 , 0 . 0 1 , and 0.005 to determine 
the gains a s s o c i a t e d with the e s t ima to r por t ion of the c o n t r o l l e r and 
the e f f e c t s the l imi t ed measurements have on the con t ro l system perform-
ance . The r e s u l t s which a re summarized in Table 4 lead to the 
i 
Tab le 4 . E s t i m a t o r Pe r fo rmance 
Approx . _ 2 
P Grade a a 
(%) ( f t / s e c ) 2 ( f t / s e c 2 ) 2 
0 .020 7 7 .17 8 .76 0 . 7 1 4 
0 .010 5 6 .95 8 .79 0 . 7 1 4 
0 . 0 0 5 3 6 .99 8„80 0 . 7 1 5 
Exac t Meas. 6 . 7 8 8 .82 0 .717 
t h e i m p o r t a n t c o n c l u s i o n t h a t w i t h i n s t r u m e n t s of t h e g r a d e c u r r e n t l y 
a v a i l a b l e t h e c o n t r o l l e r w i t h l i m i t e d measurements i s e s s e n t i a l l y a s 
good a s t h e c o n t r o l l e r t h a t o p e r a t e s on t h e b a s i s of c o m p l e t e and e x a c t 
m e a s u r e m e n t s . B e s i d e s i t s own i m p o r t a n c e t h i s f a c t i s c o m p u t a t i o n a l l y 
i m p o r t a n t in t h a t t h e e s t i m a t o r p o r t i o n of t h e c o n t r o l l e r need n o t be 
c o n s i d e r e d i n t h e i t e r a t i v e d e t e r m i n a t i o n of t h e bounding m u l t i p l i e r s . 
Ano the r i n t e r e s t i n g r e s u l t of t h e s e c a l c u l a t i o n s i s t h e manner 
in which t h e e s t i m a t o r p o l e s v a r y w i t h t h e p a r a m e t e r R. I t i s s een i n 
Tab le 5 t h a t t h e r e a r e f i v e p o l e s whose m a g n i t u d e s a r e comparab l e t o 
t h e a i r c r a f t ' s c u t - o f f f r e q u e n c y of a p p r o x i m a t e l y 1 r a d i a n p e r second 
and t h a t t h e s e p o l e s do n o t change r a d i c a l l y a s (3 v a r i e s . On t h e o t h e r 
h a n d , t h e r e i s a p a i r of complex p o l e s w i t h e x t r e m e l y l a r g e m a g n i t u d e s 
t h a t move o u t p r o n o u n c e d l y a l o n g t h e 45 d e g r e e l i n e of t h e second and 
t h i r d q u a d r a n t s of t h e complex p l a n e a s |3 d e c r e a s e s . The p r e s e n c e of 
5 e 
( d e g r e e s ) 
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Table 5. Es t imator Poles 
0.020 -0 .004 , - 0 .009 , - 0 . 2 4 1 , -1 .61 ± j 0 .66 , -24 .5 ± j 22.0 
0.010 -0 .002 , -0 .010 , - 0 . 2 4 1 , -1 .61 ± j 0 .66 , -34 .8 ± j 30.9 
0.005 - 0 . 0 0 1 , -0 .010 , - 0 . 2 4 1 , -1 .61 ± j 0 .66 , -50 .8 ± j 42.0 
these poles and the corresponding high estimator gains, as exemplified 
by the gain matrix G shown in Figure 6 for R = 0.01, make the implemen-
tation of the controller difficult. There is the possibility, however, 
that the high frequency components of the control signal that are 
associated with the large magnitude poles have no sensible effect on 
the aircraft response and that the controller complexity and the 
difficulties associated with its implementation could be reduced by the 
removal of these poles. Should this be the case., it would also mean 
that the approximate manner in which the instrument inaccuracies were 
handled is adequate since the remaining poles of the estimator system 
do not vary radically with the noise level. 
The Lateral Control System 
The lateral control system was studied primarily to determine the 
behavior of the iterative multiplier solution as it applied to a two 
input system. The control objective was taken as the minimization of 
the sum of the mean-squared yaw rate, roll rate, and transverse velocity 
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subject only to bounds on the rudder and a i leron deflect ions. The 
augmented system shown in Figure 9 is eighth-order and has two dis turb-
ance inputs as well as the two control inputs. The f i l t e r s which 
account for the s t a t i s t i c s of p" and 9 are simple second-order systems 
o o 
which are included in the augmented system shown. The iterative calcu-
lation of the bounding multipliers and the optimal control gains as it 
applied to the lateral control system is the example that was cited in 
Chapter V. The calculation consumed less than two minutes of computer 
time. The calculated gain matrix which is shown in Figure 9 resulted 
in a well damped, satisfactory controller,, 
This concludes the study of lateral and longitudinal aircraft 
control systems. In addition to providing a realistic test of the 
computational aspects of the design procedure, the study has demonstra-
ted the effectiveness of the procedure as a practical design method. 
It is particularly significant that once the control problem is formu-
lated, the optimal control system is arrived at by the methods of this 
dissertation without the intuitive intervention required when classical 
methods are employed. The new method is thus applicable to systems 
whose complexity precludes the use of classical methods. 
0 1 0 0 0 0 
-0.194 -0.792 0 0 0 0 
0 0 0 1 0 0 
0 0 -0.194 -0.968 0 0 
0 0 0 0 0 1 
0.622 2.34 0.399 1.47 0 -2 .029 
-0.473 1.80 0.011 0.042 0 -0 .058 






























0.160 0.582 -0 .005 -0 .018 0.076 0.025 
0.032 0.126 0.016 0.057 0.063 0.741 
Figure 9. La te ra l System Matr ices 
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CHAPTER VII 
CONCLUSIONS AND RECOMMENDATIONS 
In this dissertation a complete computational procedure for the 
synthesis of a broad class; of optimal multi-input linear stationary con-
trol systems is developed. The computational procedure is based on 
modern control and estimation theory which establishes that the optimal 
controller is a linear dynamical system whose parameters are determined 
by two quadratic matrix equations and a saddle point condition. New and 
improved numerical procedures are developed for the solution of the matrix 
equations and the satisfaction of the saddle point condition. 
The scheme for the solution of the quadratic matrix equations 
begins with the use of certain transformations devised by Luenberger to 
convert the equations to a single canonical form. A theorem due to Potter 
is used to write the solution of the canonical equation in terms of the 
eigenvectors of an associated Hamiltonian system whose order is twice the 
number of system states. Explicit expressions are then obtained for these 
eigenvectors in terms of the solutions of a reduced homogeneous system 
whose order equals the number of system inputs. A concise solution of 
the canonical matrix equation is written in terms of these explicit 
expressions. A computational algorithm based on this scheme reduces the 
number of operations required to solve the quadratic matrix equation by 
a factor of 25. 
An iterative procedure for the satisfaction of the saddle point 
condition has also been developed. This iterative procedure requires 
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the repetitive solution of one of the quadratic matrix equations. 
Taking advantage of the concise solutions developed for the matrix equa-
tion the only computationally significant operations which must be 
performed repetitively as part of the iterative process are the solution 
of a polynomial equation and the inversion of a matrix. In this setting 
the number of operations required to solve the matrix equation is 
reduced by a factor of 130. 
The procedures developed in this dissertation have been implemented 
as computer programs and applied to a number of test cases and to the 
design of lateral and longitudinal control systems for an aircraft subject 
to gust disturbances. The computational experience accumulated in these 
applications has been excellent. The algorithm for the solution of the 
quadratic matrix equation has been demonstrated to be effective for 
equations of order as large as 20. Many of the matrix equation solutions 
have been checked against those obtained by conventional methods and 
found to be in close agreement. 
The convergence of the iterative procedure for the satisfaction 
of the saddle point condition has been shown experimentally to be quite 
rapid: an eighth order, two input example converged in 5 iterations 
and required less than two minutes of computer time. 
A complete design study of the aircraft control systems was 
presented in this dissertation. The longitudinal control system was 
compared with a control system designed by classical methods and shown 
to result in a 30 per cent improvement in performance. An interesting 
result of the study is the conclusion, based on the mathematical models 
used, that currently available instruments are of sufficiently high 
33 
grade t ha t t h e i r e r r o r s lead to n e g l i g i b l e degreda t ion in c o n t r o l system 
performance. 
A p a r t i c u l a r l y s i g n i f i c a n t aspect: of t he computat ional procedure 
developed in t h i s d i s s e r t a t i o n i s demonstrated by the a i r c r a f t c o n t r o l 
system study: once the con t ro l problem i s formulated the procedure 
c o n s t i t u t e s a s t e p - b y - s t e p , r a t i o n a l l y based process for a r r i v i n g a t 
the opt imal c o n t r o l system without the i n t u i t i v e i n t e r v e n t i o n requi red 
when c l a s s i c a l methods are used. 
The concise s o l u t i o n s of the quadra t i c matr ix equat ions t h a t have 
been developed in t h i s d i s s e r t a t i o n have t h e o r e t i c a l importance in 
a d d i t i o n co t h e i r computat ional importance. The a p p l i c a t i o n of P o t t e r ' s 
theorem requ i r e s t ha t a mat r ix con ta in ing components of the e igenvec to rs 
of the Hamiltonian system be non - s ingu la r . I t i s shown in t h i s d i s s e r t a -
t ion t h a t when the matr ix equat ion i s in canonica l form, the e igenvec tor 
component mat r ix i s a g e n e r a l i z a t i o n of the Vandermonde ma t r ix ; i t i s 
proved in an appendix t ha t t h i s mat r ix i s non - s ingu la r . This f ac t 
toge the r with P o t t e r ' s theorem c o n s t i t u t e a simple a l g e b r a i c proof t h a t 
the quadra t i c matr ix equat ion has a unique , p o s i t i v e d e f i n i t e s o l u t i o n 
when the under ly ing system i s c o n t r o l l a b l e . 
Recommenda t: ions 
The r e s u l t s obta ined in t h i s d i s s e r t a t i o n have resolved some 
i ssues and r a i s ed o t h e r s . Computationally the most important i ssue t h a t 
has been r a i s ed i s the p o s s i b i l i t y t h a t the parameters of the opt imal 
c o n t r o l system can be determined wi thout the invers ion of the e igen-
vec to r component matr ix V. I t w i l l be r e c a l l e d from the f i r s t s e c t i o n 
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of Chapter V t h a t t h i s i s the only s t ep r equ i r i ng ope ra t i ons p r o p o r t i o n a l 
3 
to n t h a t i s performed r e p e t i t i v e l y as pa r t of the i t e r a t i v e m u l t i p l i e r 
adjus tment . In Appendix V i t was shown t h a t a c e r t a i n unique f a c t o r i -
za t ion 
£(X>= ^ 0
T ( - X ) ^ 0 d> 
e x i s t s for the polynomial mat r ix appear ing in the reduced homogeneous 
system. The ex i s t ence of t h i s f a c t o r i z a t i o n r e s t s on a r e s u l t concerning 
polynomial mat r i ces which i s c o n s t r u c t i v e l y proved. I t tu rns out t h a t 
the canonica l gain mat r ix K can be w r i t t e n e a s i l y in terms of the poly-
nomial matr ix " ^ ( \ ) and the ques t ion a r i s e s of whether o r not i t i s 
computa t ional ly f e a s i b l e to determine *'̂ p ( \ ) d i r e c t l y . The c o n s t r u c -
t i v e na tu re of the r e s u l t under ly ing the f a c t o r i z a t i o n guarantees t ha t 
i t i s pos s ib l e to do so , but the number of s t eps requi red and the 
s t a b i l i t y of the c a l c u l a t i o n remain open ques t ions t ha t bear f u r t he r 
i n v e s t i g a t i o n . 
A somewhat d i f f e r e n t i s sue r a i s ed by the d i s s e r t a t i o n i s the 
p o s s i b i l i t y of extending the r e s u l t s ob ta ined , which apply only to 
s t a t i o n a r y systems, to n o n - s t a t i o n a r y systems. The e x p l i c i t express ions 
developed for the e igenvec tors of the Hamiltonian system lead to concise 
so lu t i ons of the d i f f e r e n t i a l R i c a t t i equat ion as i t a r i s e s in connect ion 
with time i n v a r i a n t systems considered on f i n i t e time i n t e r v a l s . I t 
should be poss ib l e to extend the r e s u l t s to time vary ing systems by 
means of t ime-varying canonica l t ransformations. , 
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Another issue is the following: in its present form the computa-
tional procedure presented in this dissertation leads to control systems 
that are more complex than classically designed systems, and that are 
difficult to implement because of the high gains associated with the 
estimator portion of the control system. Intuitive considerations 
strongly suggest, however., that these problems can be eliminated by 
approximating the transfer functions of the optimal control system with 
that of a simpler system. 
Finally, it is pointed out that the methods of this dissertation 
are ideally suited to the study of the finite difference approximations 
of systems with distributed parameters. It is suggested that these 
methods and the associated computer programs afford an excellent 
opportunity for numerical experimentation with systems of this type. 
APPENDIX I 
BOUNDING THE PIANT VARIABLES 
In this appendix the generalisation of the control problem to 
include bounds on the plant variables is discussed. The only difficul 
ties that arise in this generalization are notational complexity and 
certain differences that arise in the satisfaction of the saddle point 
condition. 
The bounding of the plant variables begins with the expansion o 
the definition of the significant plant output to include the variable 
to be bounded. Let 
y i • V x 
be the p l a n t v a r i a b l e to be minimized and 
y . = H . x i = 2, 3 , . . . , r 
; i y i ' ' ' 
be the variables to be bounded, where each of these outputs has 
dimension 1.. The control problem may then be stated as the minimiza-
tion of 
fi<*4c>= i k i i 2 - t w <*> *i o ] 
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subject to the additional constraints 
ft ( i c) - i.y^l
2 < Pt
2 1- 2,..., r 
This cons t r a ined minimizat ion problem may be d e a l t wi th by def in ing the 
Lagrangian to be 
9 ( 4 c> fi, x) = fx ( £ c )
+ T 6 i 2 [ f i < * O V ] 
n 
+ / . \ i I s ± C c ) - Y:L i 
where 6 i s an a d d i t i o n a l vec to r of undetermined m u l t i p l i e r s . Let A be 
the diagonal matr ix 
£L ^J-L *r 
A = d i a g | 1 , . . . , 1 , 6 , , . . . , 6 , , . . . , 6 , . . . , 6 ! 
and w i t h 
T r T T f T T T 1 , 
= \yl , y 2 , . . . , y r ; ^ 
the Lagrangian may be w r i t t e n as before as a quadra t i c form in the p l a n t 
ou tput and the con t ro l input 
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<P ( Ji c '
 6> X) = Ty1 A y + u " ^ u i " Fa constant! 
If H is defined to be 
y 
T r T T "I 
H = !H . , . . . , H ' A 
y ! yi ' yr j 
then no modification of the matrix equations that arise in the solution 
of the un-constrained minimization problem is required. 
Although the proof that is given in Appendix II concerning the 
monotonicity of a constraint function applies to plant variable as well 
as the control input constraints, there is an important difference 
between the two types of constraints: it is well known that if the bound 
on a control input component is removed, the variance of that component 
will be infinite. It is quite possible, however, that the minimization 
of one plant variable will cause in itself another plant variable to lie 
within a prescribed bound. When this occurs the later variable is 
referred to in the language of non-linear programming as a "slack" 
variable. On account of difficulties associated with slack variables 
the iterative procedure presented in Chapter V for the determination of 
control input multipliers cannot be used for the determination of 
plant variable multipliers. 
When there are one or two constrained plant variables, however, 
the following simple procedure may be used for the determination of the 
corresponding multipliers: take the significant output to be y = A y 
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and minimize this output subject to the control input bounds. The 
variances of the constrained variables which result from this minimi-
zation are then functions of the multiplier components of A 
HyJI 2 = Pl <e2,...,6r) 
By choosing the multipliers over a range of values the regions where the 
constraints are met may be mapped out graphically and the multipliers 
thereby determined. This procedure, which is illustrated in Chapter VI, 
is awkward compared to the automatic procedure developed for the control 
input multipliers, but it has the compensating advantage that is 
establishes the trade off that exists between the minimization of one 
variable and the constraint of others. 
APPENDIX II 
MONOTONICITY OF THE CONSTRAINT FUNCTIONS 
In this appendix it is shown that, the control variances g. ( 
are monotonic decreasing functions of their multipliers X.. Let 
(x) = f (x) + y \ x
2 j " g . ( * ) - Y l
j 
Mc 
G (x) = ' gk (x) - \k u = xk' 
where the symbol x has been used in place of $£ . Then 
cp ( jj c,K) = F (x) + u G (x) = I (x, u) 
Let h (|j.) be a funct ion defined as fo l lows: for f ixed p. determine x 
such t h a t i|f (x, \i) < | (x, |i) for a l l admiss ib le x . Then s e t h (p) = 
G ( x ) . Under these c o n d i t i o n s , h (p) i s them a monotonic decreas ing 
funct ion of [i. 
A A 
To see t h i s choose |j.. < [i- and determine x.. and x~ such t h a t 
i ) ijj 0 ^ , P1) < i)f ( x , u3) 
i i ) ^ (x 2 , u2) ^ j (x, u ? ) 
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Using the d e f i n i t i o n of ^ and s u b s t i t u t i n g x ? in i ) and x.. in i i ) , i t 
follows t h a t 
i») F ( x p + [x.[ G ( x p s F (x2) + ^ G (x2) 
i i » ) F (x2) + n2 G (x2) * F (x 1) + \i2 G (xx) 
Adding i 1 ) and i i 1 ) and s u b t r a c t i n g 
F (Xl) + F (x2) + ^ [̂G (xp -I- G (x2)J 
from both s i d e s , one ob t a in s 
A A 
(M-2 - M-x) G (x2) £ (n2 - p^) G (x 1 ) 
But s ince ((a„ - \x ) > 0, t h i s implies t ha t G (x ) ^ G (x ) and 
consequently t h a t h (|a„) <; h (M- ) , which, e s t a b l i s h e s the monotonici ty 
of the c o n s t r a i n t func t ions . 
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APPENDIX I I I 
CANONICAL TRANSFORMATIONS 
In t h i s a p p e n d i x t h e s t a t e t r a n s f o r m a t i o n s t h a t c a r r y a c o n t r o l -
l a b l e sys t em i n t o p r e c a n o n i c a l and c a n o n i c a l forms a r e d i s c u s s e d . 
L u e n b e r g e r , who d e v i s e d t h e s e t r a n s f o r m a t i o n s , s t a t e s o n l y t h a t " s i m p l e 
m a t r i x b o o k k e e p i n g " v e r i f i e s t h a t t hey have t h e d e s i r e d p r o p e r t i e s . By 
making u s e of t h e S p e c i a l N o t a t i o n a l C o n v e n t i o n s d i s c u s s e d i n t h e i r 
e n t i r e t y in Appendix IV and d e f i n e d i n t h e g l o s s a r y g i v e n i n F i g u r e 10 
i t i s p o s s i b l e t o d e a l w i t h t h e s e m a t t e r s e x p l i c i t l y . 
Let t h e n o n - s i n g u l a r t r a n s f o r m a t i o n S t h a t i s g i v e n i n C h a p t e r I I I 
be w r i t t e n a s f o l l o w s : 
s = |s1, s2,...,sm (12) 
(i) c (2) c ( y±)i r " i-1 -i r I
Si = ! 8 i ' F 8 2 " - - '
F 8iJ = ! si ' Si '•••>si 
It is easy to see that the matrix F shown in Figure 2 may be written in 
terms of the Special Notational Conventions as 
/ —, T AT TN F = ( ̂  - A B ) 
To ve r i fy t h a t the t ransformat ion S has the des i r ed e f f e c t on F i t i s 
s u f f i c i e n t to show t h a t 
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SF = FS o r 
T AT T 
(S ~) - FS) = S A B (13) 
But 
( s ^3 - F S ) = [ s 1 } . . . 5 s j j ...4 - F r s 1 5 . . . s m ; 
$ J T 
T T "i 
S. J - F S, , . . . ,S J - F S I 
1 1 m m : 
Tak ing n o t e of the " s h i f t i n g " p r o p e r t i e s of J , i t i s s e e n t h a t 
S. J - F S. = 
l l 
0 , . . . , 0 , - F g, 1= - F g t b ; i j 
and t h u s t h a t 
T r ' 1 "y m ~> T 
(S ^ - FS) = [ F g l , . . . , F g m j B
1 
E q u a t i o n (13) i s t h e r e f o r e s a t i s f i e d i f 











which is equivalent to 
> i A (1) CI) A ( * i' ( ' V 
F 8 i - « t l ) 8 l + - + a l l S l 
/ ( ^J ,!' 'J 
+ . . . +a. m S m (14) 
lm m 
^ i 
But F g. is simply an n-vector and since the columns of S, being 
linearly independent, span the space., i t is possible to find scalars 
A (fc) 
a.. such that (14) is satisfied. This shows that S has the desired 
effect on F. 
To see that S G = G where G is also given in Figure 2, it is 
only necessary to note that all the rows of S are orthogonal to g 
except for the first row whose inner product with g.. is unity. Similar 
statements may be made with respect to the remaining columns of G. Thus 
the transformation S does convert the representation --jF, G, Hi of the 
system JQ to precanonical form. 
A transformation R that carries a system from precanonical to 
canonical form may be constructed as follows: Let the trans-
formation R be defined by 
R= ^Rv R2,-..,Rm | (15) 
r *T AT 
R. = | p., F p.,..., (F ) pt 
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where F is a system matrix in precanonical form and the p. are the 
columns of the matrix B as defined in the glossary. 
Let 
A = ( ~1 " BA) 
and cons ider the equat ion 
A T * A J T 
F R = R >( . 
I t was shown above t h a t an equat ion of t h i s form may be s a t i s f i e d by 
app rop r i a t e choice of the s c a l a r elements of A, so long as the columns 
of R a re l i n e a r l y independent. Assuming t h a t they a r e , take the t r a n s -
A - T 
pose of equat ion (16) and pos t -mu l t i p ly by R 
A T A - T 
R F R = 
A _ T
 A 
to see t h a t the t ransformat ion R = R transforms F to canonica l 
form. 
A A T 
To prove t h a t R i s non-s ingular and tha t R G = BD as r e q u i r e d , 
i t i s f i n a l l y necessary to r e s o r t to "simple mat r ix bookkeeping" which 
e s t a b l i s h e s t h a t R has the form given in Figure 11. I t i s c l e a r from 
t h i s form t h a t Det [R] = 1 implying t h a t JR. i s non- s ingu la r and t h a t 
/T 
R G = BD. 
To conclude this appendix the problem of constructing transforma-







R A (16) 
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Let an augmented system be represented by JF, G, E[ where 
F = FD 4 G = GD 4 H = HD Hp 
FDP FP: GDP S 
and suppose that S and S transform the subsystems -JF , G , H and 
JF G , H i to precanonical form. These transformations will then have 
the forms 
r V ^' l~l) v ( ' tnD-l} 1 
D " 1 S D 1 ' ^ D ^ l ' * " ' D 8 D 1 ' " - ' * D 8DmD j 
r ^ l - i ^ ^mp- i^ 
SP = L8P1, F P S P 1 ' ' ' * ' F P S P 1 ' ' " ' , F P § Pmp 
If S i s taken to be the t ransformat ion 
S - [gv F 8 l , . . . , F
 1 - 1 q 1 > . . . , F '
 m D " J ) < l ^ , . . . , q n a ) + ! . - . . , 
F SmD+ I ' " " ' F 8m 











GP ^ ^ 




which clearly has the same, effect on the two subsystems as the separate 
transformation S and S . But the overall transformation S is a 
canonical transformation that transforms the augmented system to pre-
canonical form, and it is easily verified that when constructed in this 




SPECIAL NOTATIONAL CONVENTIONS AND THEIR APPLICATIONS 
The p u r p o s e of t h i s a p p e n d i x i s to i n t r o d u c e c e r t a i n S p e c i a l 
N o t a t i o n a l C o n v e n t i o n s t h a t h a v e been d e v i s e d f o r d e a l i n g w i t h s y s t e m s 
i n c a n o n i c a l form, t o e s t a b l i s h c e r t a i n p r e l i m i n a r y lemmas r e l a t i n g t o 
t h e s e c o n v e n t i o n s , and t h e n t o a p p l y t h e c o n v e n t i o n s t o t h e d e t e r m i n -
a t i o n of t h e modal m a t r i x and t r a n s f e r f u n c t i o n of a sy s t em i n i n p u t 
c a n o n i c a l form and a l s o to t h e s o l u t i o n of t h e c r u c i a l c a n o n i c a l m a t r i x 
e q u a t i o n s . 
The idea of t h e S p e c i a l N o t a t i o n a l C o n v e n t i o n s grew o u t of a 
p a p e r by Brand on t h e companion m a t r i x ( 3 0 ) . To m o t i v a t e t h e i r 
i n t r o d u c t i o n , t h e c o n v e n t i o n s w i l l be d i s c u s s e d f i r s t a s t h e y r e l a t e 
to a s i n g l e i n p u t s y s t e m i n phase v a r i a b l e form. The s y s t e m 9Q 
eO*. x = A x + bu y = e x A == (J - ba ) 
is in phase variable form when the row vectors a and c, the column 
vector b and the square matrix J have the forms given in the Glossary 
of Special Notational Conventions shown in Figure 10. Associated with 
the system QG are the polynomials f (\) and g (X) and the column 
vector ^ (A.) whose forms are also given in the glossary. 
Four lemmas concerning the notational conventions may be 
established immediately by inspection:: 
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J* = 
0 / 0 . 
o o i 
0 O O 
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Figure 10. Glossary of Specia l Nota t iona l Conventions. 
Lemma: ia) f (X) = a £ (A.) + X 
ib) f (x) = c 5 (>,) 
iia) (AI-J) 5 (A) = b \ n 
.ib) (XI-A) 5 (A) = b f (A) 
Lemma iib) asserts that when \ . is a root: of f (A.) then § (A.) is an 
eigenvector of A corresponding to the eigenvalue A... f (A.) is thus seen 
to be the characteristic polynomial of A. If the roots of £ (X) are 
distinct, then the modal matrix of A is 
v = r? o^). § u 2 ) , . . . , s <xn)' 
which w i l l be recognized as a Vandermonde ma t r ix . 
The Laplace t ransform of the vec to r d i f f e r e n t i a l equa t ion t h a t 
desc r ibes the system may be w r i t t e n 
( s i - A) x (s) = b u (s) y = c x (s) 
Using lemmas ib) and i i b ) i t follows immediately t h a t 
x (s) = 5 (s) f"u ( s ) / f (s)" | y (s) = fg ( s ) / f <s)~| u ( s ) 
and consequently that the transfer function of the system is 
h (s) = g (s)/f (s) 
The nth order multivariable system with m inputs and M outputs in 
canonical form that is shown in Figure 3 may be written in terms of 
the special notational conventions as follows: 
x = ^X x + BDu y = Cx 
A = ( 73 - BA) 
where t h e m a t r i c e s ^ J ,A, B, C, and D have t h e forms shown i n t h e 
g l o s s a r y . A s s o c i a t e d w i t h t h e m u l t i v a r i a b l e s y s t e m a r e t h e p o l y n o m i a l 
m a t r i c e s '~^1(X) and -*-\ (X) and t h e m a t r i x ^ (x) whose forms a r e 
a l s o shown i n t h e g l o s s a r y . 
Four lemmas c o n c e r n i n g t h e m u l t i v a r i a b l e c o n v e n t i o n s may be 
e s t a b l i s h e d by i n s p e c t i o n on t h e b a s i s of t h e i r s i n g l e v a r i a b l e a n a l o g s 
Lemma i 
V 
la) "3i(X) = A H; (X) + diag f \ J 
lb) -£) (X) = C H (X) 
iia) (xi - ~o ) r ; (x) = B diag [~x V j] 
lib) (XI - A ) 5 tt) = B " ^ (X) 
These lemmas may be used to determine the e igenvec to rs of the canonica l 
mat r ix >4. as fo l lows: Suppose t h a t p i s a non-zero so lu t i on of the 
reduced homogeneous system 
"3 1 (X) P = 0 p T r V P2"--'Pm 
where the p. are scalars. Such a solution exists if and only if 
Det r^(x) f (x) = o 
where f (\) i s an nth order polynomial . Let v = p j (X) P5 then 
(XI - A ) £ (X) P - B "3» (X) P = 0 
by lemma l i b ) , and v i s seen to be an e igenvec tor of .X . If the roo t s 
of f (x) a r e d i s t i n c t , then the modal matr ix of A is 
v = f" H (xx) P
( \ H (x2> P ^
7 . - - - . ;*, (xn) P 
(2) (n) 
P U f (xp . • . P l n ? (xn) 
P 2 1 ? (XX) • • • P 2 n ? (Xn) 
Pml ? (X1> • • • Pmn ? C^) 
which will be referred to as a composite Vandermonde matrix, 
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The t r a n s f e r funct ion of the system « may be determined in a 
s i m i l a r manner. The Laplace transform of the vec to r d i f f e r e n t i a l equa-
t i o n t h a t desc r ibes the system may be w r i t t e n 
(s I - y ( ) x (s) = BDu (s) y = c x (s) 
Let 
x (s) = n (s) ~^~l ( s ) D u (s) 
and by lemma l i b ) 
( s i - > { ) ri (s) Du (s) = BD u (s) 
i t i s seen t h a t the transform equat ion i s s a t i s f i e d . But 
y (s) = c x (s) = c jr; (s ) ^ " ( s ) D u ( s ) 
and by lemma lb) 
y (s) = -& (s) ^ ~l (s) D u (s) 
which proves t h a t 
t H (s) = "3 (s) T̂ i _1 (s) D 
where J - | (s) i s the system t r a n s f e r funct ion . 
The Specia l Nota t iona l Conventions and t h e i r r e l a t e d lemmas may 
a l s o be used to determine the e igenvec tor components of the Hamiltonian 
matr ix t h a t corresponds to a canonica l mat r ix equa t ion . Suppose t h a t V 
and U a r e the mat r i ces requ i red by P o t t e r ' s theorem for the s o l u t i o n of 
the canonical quadra t i c equa t ion . Then the columns v and u of these 
mat r i ces must s a t i s f y the homogeneous Hamiltonian system 
(Al " A ) v H- B D V 2 DT BT u = 0 (17) 
CT C v + (xl + ^A1) u = 0 (18) 
A concise s o l u t i o n to these equat ions may be ob ta ined as fo l lows: 
Let 
V = , V U =: U -
v u 
m j m 
where the v . and the u . a r e "V.-vectors:; Set v = r r (x)p and def ine 
1 1 1 #_« w w r 
T 
q = B u, where p and q a re m-vectors with s c a l a r e lements . Note t h a t 
T the p r e m u l t i p l i c a t i o n of u by B has the e f f ec t of "p ick ing ou t " the 
l a s t element of each of the u . . S u b s t i t u t e v as defined in to (17) and 
. . T 
(18) and premul t ip ly (18) by ~ (-x) to ob ta in 
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2 _T „T 
(XI ' A ) ~ (X) P + B Di " D B u = 0 (19) 
T (-A) CT C ; I (X) p + H T (-X) (XI + A T ) u = 0 (20) 
But by lemmas ib) and l i b ) 
(xi - A ) ^ (x) = B :^p Co c :; (x) = -̂  (x) 
and by these same lemmas (transposed, -\ replacing x) 
T. N T H (-x) (xi + A > = " '̂ 3"' (-x) B n (-x)cT = -£j (-x) 
Thus (19) and (20) become 
B r 3 (x) p + D D1 q = 0 (21) 
-*J T (-X) -tj (X) P - '"̂  T (-X) q = (22) 
where q has been substituted for B u. Equations (17) and (18) are 
therefore satisfied if and only if p and q satisfy the reduced 
Hamiltonian system. 
(X) p + D I • D q = 0 (23) 
h T <-̂ > "& <X) P ~ ""3^ (-X) q = 0 (24) 
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Letting 
q = - D"T T'2 D"1 "3-. (x) P 
it is easily verified thai: (23) and (24) are satisfied when p is a non-
zero solution of 
< ^ (X) P = f -J] T (-X) h <X> + ChT (-X) D"^ 2 D"1 ̂  (X)" p = 0 
w h i c h , i n t u r n , r e q u i r e s t h a t 
Det r<£c X) F (-X ) = 0 
where F (-X ) i s a 2nth order polynomial t h a t con ta ins only even powers 
»f X- (To see t h i s note t ha t Det f c p (-X) 
Det T <£>(X) 
= Det r<£ (X) 
and consequently F (-X*") is an even function of X.) This 
guarantees that there are exactly n Hurwitz roots of F (-X ). To each 
of these roots X. there corresponds a solution p and q̂  ^ to the system 
(23) and (24) and an eigenvector component v^ . If the roots are distinct 
then the matrix V is seen to be a composite Vandermonde matrix which is 
shown to be non-singular in Appendix V. When the roots are not distinct, 
a solution for V may nevertheless be found by the methods also outlined 
in Appendix V, 
It will turn out that there is no need to know explicitly the 
component u corresponding to the component v, but for completeness a 
method for c a l c u l a t i n g u w i l l be b r i e f l y desc r ibed . Equation (18) 
w r i t t e n 
But 
T T T T 
(XI " O ) u = A B u - C C v 
B 1 u = 4 = - D . D S (X) P 
v = c H (\) p = -̂ -j (x) p 
and thus 
(XI + "3T) u = - TAT DT r 2 D*1 ~ ^ (l) + CT 4 j (X) 
Defining 
E = D " 1 A 
'-1 - - 1 £(x) = rl»-L^(x) 
£ (X) 
t h i s equat ion may be w r i t t e n 
I r> 
(XI + ~0 ) u = - EX £ (X) p 
But the inverse of ( \ I + ^ ) i s e a s i l y v / r i t t en down in c losed form. 
I t w i l l be r e c a l l e d t ha t the o b j e c t i v e of the s o l u t i o n of the 
quadra t i c matr ix equat ion was the de te rmina t ion of the gain matr ix 
T T K = D B P. I t i s not necessary to complete the s o l u t i o n of the mat r ix 
equa t ion , however, in o rder to determine K. Lei: 
T ( l ) JL (my Q = [ q ( 1 \ . . . , q ( m ) ] = [ B T u < J L \ . . . , B T u < m > ] = B
T U 
Then since P = UV'1 and K = DT (BT U) v""'" = DT QV, the gain matrix may 
be calculated directly from the matrix Q whose columns contain the 
solutions q̂  of the reduced Hamiltonian system and the matrix V 
whose columns are the corresponding eigenvector components. 
The solution of the canonical linear equation involves the 
determination of v and u that satisfy the simpler Hamiltonian system 
(XI -A ) v = 0 (25) 
CT C v + (xl + j j ) u = 0 (26) 
Let v, p, and q be defined as before and the simpler system will be 
satisfied if p and q satisfy the reduced system 
"3 a ) p = o (27) 
^ T <-X) - ^ (X) P = ^ ' T <-X) q = 0 (28) 
I t i s immediately apparent t h a t p and thus v a r e i d e n t i c a l to the 
s o l u t i o n s t h a t were obta ined above in the de te rmina t ion of the modal 
ma t r ix .o f a system in input canonica l form, q i s given by 
q = ^ T (-X)'1 V (->.) -£3 (X) P 
The system «3 which u n d e r l i e s the l i n e a r equa t ion may be assumed to be 
s t a b l e . This fac t has two i m p l i c a t i o n s . F i r s t of a l l i t implies t h a t 
the roo ts \. of the c h a r a c t e r i s t i c equa t ion 
D«t p3,a)] - F a) = o 
a re Hurwitz roo t s as requi red by P o t t e r ' s theorem. Secondly, i t 
T 
guarantees t h a t " ^ (-x) has an inverse s ince \ . cannot be a roo t of 
Det [-^T (-x)"] = F (-x) = 0 
As in the case of the quad ra t i c equat ion a s o l u t i o n for u may be 
w r i t t e n down in c losed form from the equat ion 
(XI + ^ T ) u = AT q - C T ^ h a ) P 
but t h i s i s not necessary s ince the gain matr ix K may be w r i t t e n 
T T -1 T -1 
K = D B UV = D QV 
where Q is defined as above. 
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I t is convenient to end this appendix by pointing out a ramifi-
cation of Po t t e r ' s theorem which obviates a great deal of complex 
ar i thmet ic . Suppose that the i th eigenvector components v and u 
are complex; then the ( i + 1) s t components may be taken as the complex 
conjugates of the i th components. Let X be the matrix formed from the 
uni t matrix by replacing the i th 2 x 2 diagonal block with 
(1/2) - ( j /2) 
[ (1 /2 ) ( j / 2 ) J 
Then since, for example 
[•v(1), v ^ ' l "(1/2) - (J/2)j« & e f v ^ l Ln fv(1)" 
(1/2) (j/2) 
it is seen that the ith and (i + 1) Bt columns of the matrices 
V = V X U X 
contain real and imaginary parts of the i th columns of the matrices V 
and U. But since X is c lear ly non-singular and 
p = (u x) (v x ) " 1 = u v"L 
the solution of the matrix equation may be written in terms of the real 
Ill 
A A 
matrices U and V. When these real matrices are used in place of the 
complex ones, the matrix Q in terms of which the canonical gain matrix 
is written is similarly handled. 
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APPENDIX V 
COMPOSITE VANDERMONDE MATRICES 
The purpose of this appendix is to demonstrate the non-singular-
ity of a composite Vandermonde matrix when the eigenvalues of the 
associated reduced homogeneous system are distinct and also to treat 
the related issue of the modifications required of this matrix when 
these eigenvalues are not distinct. It will be recalled that a 
composite Vandermonde matrix is given by 
( 1 ) - / , N _ ( n ) 
[~H^].) p >•••> H a n ) p 
where the p a r e non-zero s o l u t i o n s of the reduced homogeneous system 
~&(\±) P
( 1 ) = 0 i = 1, 2 , . . . , n 
/~^\(X) i s an m x m mat r ix with polynomial elements and the \ . , which a r e 
the e igenvalues of t h i s system, a r e roo t s of the polynomial equat ion 
De t F3i(X)] = F U) - 0 
In order to simplify the notation it will be assumed that the degrees of 
the elements of *3*(\) a r e given by 
de8 !fij (X) I = V i = j 
"̂ 3 (X) is thus the matrix arising from a system in canonical form of 
order n = m "V . In this case 
deg TF (X) = n 
It will now be shown that if the roots of F (X) are distinct, 
then there exist exactly n solutions of the reduced homogeneous system, 
that each solution is associated with a distinct root, and that these 
solutions may be written as 
( i ) 
r - P <M = TPI <*!>>••• >pm < V 
where the p . (x) a r e polynomials . The proof depends on a we l l known 
r e s u l t from the theory of polynomial ma t r i ces (see P e r l i s [ 3 1 ] ) : Let 
^ ( X ) be an m x m polynomial ma t r i x . Then the re e x i s t unique m x m 
polynomial mat r i ces ^ ( \ ) , (j( (\) and JL) (x) such t h a t 
i ) £30 (X) and IX (X) a re products of elementary m a t r i c e s . As a 
consequence t h e i r de terminants a re non-zero c o n s t a n t s , k and k , and 
t h e i r inverses a r e a l s o polynomial m a t r i c e s . 
ii) *£ (X) *& (X) (R. (X) =  $) (X) 
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where 
§} (X) = diag [f i (X),...,fr (X), 0 , . . . ,0] 
and the f. (X) a r e monic polynomials ( i . e . , u n i t y high o rde r c o e f f i c i e n t ) 
each of which d iv ides i t s successor . 
i i i ) "^ i (X) and j%) (X) have the same rank and the same de te rmi-
nan t . 
Using t h i s r e s u l t i t i s easy to c o n s t r u c t the polynomial s o l u t i o n of the 
r e d u c e d homogeneous s y s t e m . S i n c e 
Det P~3i (X)] = F (X) 
and the roo t s of F (x) a r e d i s t i n c t jQ ( \ ) i s requi red to be 
5)(X)=diag [ l , . . . , l , F (x)" 
Let 
= f o , . . , , 0 , l" 
"lT 
then 
p (xt) = (^(xp e = r lm a i ) " - " r m m <*i> 
IT 
i = 1, 2 , . . . , n 
115 
comprise a l l the non-zero s o l u t i o n s of the reduced system. To see t h i s , 
note t h a t 
^ (\±) ^(X±) 6L ( X ^ e = £> ( x . ) e = F ( x ^ e = 0 
As defined p (X.) i s not i d e n t i c a l l y zero s ince t h i s would imply t h a t 
each element of the l a s t column of \ £ ( \ ) conta ined the f a c t o r X~X-> 
thus c o n t r a d i c t i n g the a s s e r t i o n t h a t 
Det £(j2. (X)] = kr 
On the o t h e r hand, the rank of S (x) i s rn i f \ -J \ . and m - 1 i f X = X.. 
Thus e i s the only s o l u t i o n of 
2 ) (X t) * = 0 i = 1 , . . . , n 
and s ince 
Det [ J ( X , ) ] = k 4 0 
(X(X. ) e i s a s o l u t i o n of 
^ ( x p y = o 
This establishes that p (X) has the stated properties. 
The question of the non-singularity of the composite Vandermonde 
116 
matrix may be very concisely posed in terms of this polynomial solution 
of the reduced homogeneous system. The matrix may now be wri t ten 
V = !"H <\L) P ( \ L ) , . . . , H (Xn) P ttn)] 
V is singular if and only if there exis ts a. non-zero row vector 
b - h W b ( ^ > b & b ( J ) b ( ^ > 
such that bV = 0. This condition wi l l be referred to as the s ingular i ty 
condition. Defining 
f < D + b f <
2 > x - f . . . + b .<^> x v " x qi (X) = V~' + V ' X 
and noting that 
b - (X) = [qx (X) , q2 (X) , . . . .c^ (\) J = q (X) 
i t is seen that the s ingular i ty condition may be wri t ten as 
1 U P P U P = PL (Xt) qL (X,) + . . . + Pm (X.) V <*i> = ° 
It will now be shown that the singularity condition cannot hold, 
Let ^(X) be written as 
7*<x> = fx (x) 
f2 (x) 
I m 
where the f. (X) a re the rows of 3*(X) and def ine ^ . ( x ) t o be the 
matr ix obta ined by r ep l ac ing the i t h row of T^1 (x) wi th q (X). For 
example 
^ ' 2 (X) ff, (X) ! 
i i-
q (x) j 
£ » < « 
If the singularity condition holds, then the m homogeneous systems 
^ k (X,) P C\.) = 0 k = 1, 2, . . . ,m 
are satisfied non-trivially for i = 1, 2,...,n. These systems may be 
satisfied in only one of two ways: 
i) Det f3.k (\±) Fk (Xi:) = ° k = l,...,m i = 1, 
ii) Det [^k (x)] ̂  0 k = 1, . . . ,m 
If i) holds, then each F (x) must have degree not less than n. From 
their definition the polynomial elements of q (}) have degrees not 
greater than -J - 1. The degree of F (\) is thus seen to be not greater 
than m " \ ) - l = n - l and i) cannot hold. On the other hand, if ii) 
holds it is easy to show that 
Det |7J,a)' = 0 
which is a clear contradiction. This establishes that the singularity 
condition cannot hold and that the composite Vandermonde matrix is non-
singular. 
The modifications required of the composite Vandermonde matrix 
when repeated roots occur will now be considered. The discussion will be 
limited to roots occurring with multiplicity two, but the results can 
be extended in an obvious manner to roots occurring with arbitrary 
multiplicity. If 
F (x) = a - xp2 F a) 
then the matrix S) (\) may have one of the two forms 
a) 2) (X) = diag [ l , . . . , l , (X - \ ; l ) , (X ~ \ x ) F (X) 
b) 3}<X) = d i a g £ l , . . . , l , 1, (x - X l )
2 F (X)~\ 
If cB(X) has the form a) then 3j(x7) and ^(X-,) have rank m-2 and two 
independent solutions to the reduced homogeneous system may be found. 
The corresponding columns of the composite matrix are also independent 
and thus constitute true eigenvectors of the canonical system. If 
Ĵj(X) has the form b) then only one solution of the reduced system 
may be found. The corresponding column of the composite matrix is the 
only true eigenvector associated with the eigenvalue \ . 
A generalized eigenvector associated with this eigenvalue may 
nevertheless be obtained. Let 
v (x) = H (X) p (X) 
where p (X) is the polynomial solution of the reduced system. In 
Appendix IV it was shown that 
(xi -A ) v (» = B 3,<x) P (x) 
Taking the derivative of this equation gives 
v (X) + (XI - X ) v' (X) = B [^(X) P (X)]' 
which shows that v' (x) is a generalized eigenvector if 
PS^i) p ( V = 0 
To see t h a t t h i s is in fac t so r e c a l l t h a t 
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c.-l 
^ (X) cf(X) P (X) = F ( \ ) e ;3'(A) P (X) = F (x) £~ (X) e 
Taking the d e r i v a t i v e gives 
[ \ j < t t ) P ( X ) ] ' = TF (X) {<£ _ 1 (X)} ' + F' (X) ^ _ 1 (X)] e 
But s ince X is a repeated root of F (X) i t is a l so a root of F1 (x) 
and the requi red condi t ion h o l d s . The genera l i zed e igenvec tor 
/ 
V (X) =; • (X) P (X) + £ ' (X) p (X) 
. , — -«/ 
is seen upon examination of the elements of ^ (X) and ZZ, (X) to be 
independent of the true eigenvector v (x)» This concludes the 
discussion of the question of repeated roots. 
The results obtained thus far in this appendix are restricted to 
the composite Vandermonde matrix as the modal matrix of a system in 
canonical form. These results can be extended, however, to the composite 
Vandermonde matrix as a solution of the Hamiltonian system. It will be 
recalled that in this case the p^ ' are solutions of the reduced system 
cbap P (1 )= £.T (-v I ap P
(i) = o 
Using the result concerning polynomial ma.trices it can be asserted that 
there are unique matrices (j (\) and ^ (\) such that 
(? a) <$ (x) 2. (x) = $ (-x) 5) (X) 
where 
^ (X) = diag f l , . . . , ! , Fn (X) 
Taking the t ranspose of t h i s equa t ion , r ep l ac ing X by -X, and r e c a l l i n g 
t h a t 
< $ T (-x) = <$> (X) 
shows t h a t 
t^T (-x) <5 (x) (?T (-x) = Sb(-x) 5) (x) 
But the ma t r i ce s \[ (X) and o^ (x) a r e unique which r e q u i r e s t h a t 
^ ( x ) = (pT (-x) 
Thus 
< | (x) - [ (?T (-x)"1^ (-x)] [ $ <x) (p (X)"1 ] 
Define 
TJo <*> = ^ a ) ( P ^ " 1 
and s ince 
Det f 3 - 0 (X)]= Det [ $ ( X ) ^ "
1 (X) • F o < ^ / k p 
i t i s seen t h a t 
<P <x) = ^ > 0
T <-x> ^ n ( x ) 
i s the unique f a c t o r i z a t i o n of $ ( X ) of t h i s form such t h a t 
°et r^o a )] =k F0
 a ) 
Now it is clear that a polynomial solution constructed as above for the 
reduced homogeneous system 
"3* (X) p„ (X) - 0 
i s a l so a s o l u t i o n of the system 
i <X) PQ (X) = 0 
Using ^3" (A) in place of C3* (x) in the proof given above of the non-
singularity of the composite Vandermonde matrix shows that the proof 
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is applicable to th is matrix as a solution of the Hamiltonian system. 
An ent i re ly similar argument extends the resul t s on repeated roots 
to th is case. 
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APPENDIX VI 
AUGMENTED CANONICAL EQUATIONS 
Because of the relative complexity of the calculations associated 
with the solution of the canonical quadratic equation that arises from 
augmented systems, this separate appendix will be devoted to a discussion 
of these solutions. The solution proceeds as in the case of the simpler 
systems to the point of the reduced homogeneous system 
a) ^ (X) P + D P 2 DT q == 0 
Here it is necessary to examine the structure of the matrices '^J(X)J 
-~J (X) , and D ? . The transformation T that reduced the quadratic 
equation to canonical form was chosen to preserve the structure of the 
augmented system. Considering the manner in which the polynomial 
elements of "^(x) and -£j (X) are defined in terms of the canonical 
matrices A and C, it is seen that the structure of the augmented system 
carries through to "^(X) and £j(X) anc* t n a t these matrices may be 
written as follows 
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^ t t ) = ^ i i <*> 
4 
^ 3 1 <*> 
0*2? ^ 
3̂ 33 (X) 
(x) = r ^ i <*> 6 ; 2 ^> 6 3 <*> 
where the subscripts 1, 2, and 3 now refer to the disturbance, the 
reference and the plant systems respectively. Now the diagonal matrix 
\ was chosen as 
4 4 4 
4 4 4 
4 4 77 
where | „ =_J\ . The r educed Hamil t o n i a n sys t em may t h e r e f o r e be 
w r i t t e n a s 
^ 1 1 < * " p l 
4 4 4 \ 
' ^ 2 2 * 





4 4 4 




V-bi V*2 V^3" 
J 




O 1 "O 2 O 2 










where the arguments of the polynomial matrices have been omitted, "£}». . 
T 
indicates "T$. . (->) and the p. and q. are m.-vectors. If the order of <o L J \ /w r L i L L 
the augmented system is 
n = n + n 2
 + nQ 
where the n. are the orders of the three subsystems, then n solutions of 
the reduced Hamiltonian system may be obtained by considering three cases 
Case a): Define 
<$ 33 <*> - I V - S I 3 + 3 3 3 * v
1 r 3 "
2 v ^ 33 
and suppose that \ . is a root of 
F. (-A2) = Det [~<J r, (x) 
Take 
P 1 3
( J ) - o P 2 3 " > - o 
and let p^o be a non-zero solution of 
<£ 33 <*j> P 3 3
< j ) " ° 
It is then possible to determine q.o such that 
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( j ) ra ( j ) 1 ( j ) n ( j ) 
q = I ql3 ' q23 ' q33 
T Cj) T (j) _ (j) _ (j)lT 
= r p13 ' P23 ' ̂ 33 
s a t i s f y a ) and b ) . The component q™ is given by 
l33 
( j ) n - T - p -2 n -1 
= " D3" T3'~ V "73*33 <*j> P. 
( j ) 
33 
Case b ) : Suppose \ . i s a roo t of 
F (X) = Det p ^ i o o (A)] = 0 
Take 
P1 2
( j ) - ° 
:t P . <J} and l e t p ?
V J / be a non-zero s o l u t i o n of 
( j ) - ^ 2 2 a . ) P 2 2 " ; - o 
I t i s then poss ib l e to determine p~„ and q^ 0
V J / such t h a t (J) s n (J) 
!22 
(j) _ fq (j) (J) (J)-IT (j) _ p (j) (j) <j)-,T 
- q-,9 , q99 , qo9 P - ipr. P ? 9 » p^o I 
satisfy a) and b). The components p09 and q ^
 a r e given by 
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P * o " ~ = ^ s s " 1 (• 
( j ) 
32 5 p
 (j 
±1 32 p22 
"32(3>-(^33V^3* f-b 2 P 2 2
( j >
 + i P32
0) 
where 
< £ 32 <*> ' f -b 3* £| 2 1 
Case c ) : Suppose \ . i s a root of 
Fx (X) = Det r ^ n (X) 
Take 
P 2 1
0 ) - ° 
, t p u > and l e t p S J / be a non-zero s o l u t i o n of 
"3*11 aj> >ii ( j ) = 
I t i s then poss ib l e to determine p~, and q . , such t h a t 
r r 31 l l 
( j ) _ r ( j ) ( j ) ( j ) 
q - i q n , q 2 1 , q 3 1 
T ( j ) _ r ( j ) n ( j ) n ( j )nT 
p = i p 11 ' y21 ' r 3 1 
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satisfy a) and b). The components p-.. J and lo-i are given by 
P 3 1
( J ) • i ? 3 3 " ' L $ 3 L P l l ( j > 
where 
<£> s i <x> = r-*, 3 * ^ , x + 3 , 3 3 * D 3 -
T y- 3 -
2 0 3 - ^ 31; 
Assuming the \. are distinct these three cases provide n solutions 
to the reduced homogeneous system. The solutions p may be displayed 
as follows 
P l l ^ ^ 
4 P2 2 4 
J31 p32 '33 
where 
P . . . r P . . <
1 \ p . . < 2 \ . . . , P
( v - | 
The structure of these solutions requires the composite Vandermonde matrix 
which sa t i s f i e s the Hamiltonian system to have the similar s t ructure 
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V = v i 
v 22 
31 V 32 33 
where V and V are the modal matrices of the disturbance and the 
reference systems and V~~ satisfies the Hamiltonian system that arises 
from the unaugmented plant system. 
The gain matrix H for the augmented system may be determined as 
follows: Define 
Ql- r , 3 j
( 1 ) > , (2) (" )1 3j .---'^j J | 
Then 
H = f H u r Hu2> Hu3 1 - A " a D3 rQx Q2 Q. 
-2 T r _ i -1 -1 
V T 
where H . has dimension n,, x n.. It will be noted first of all that 
ui 3 I 
(k) 
only those components q.. for which explicit expressions were given 
above are required for the determination of the optimal gain matrix. 
Further examination of the solutions of the reduced Hamiltonian system 
and the matrices V and T reveals that H .-> depends only on the plant 
system, that H « depends only on the. reference and the plant systems, and 
that H depends only on the disturbance and the plant systems. For this 
reason H v which is identical to the gain matrix obtained from the 
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solution of the unaugmented system, may be referred to as the plant feed-
back matrix. Similarly H „ and H 0 may be referred to as the reference 
J u2 u3 J 
and the disturbance feedforward matrices,. 
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APPENDIX VII 
AN ADAPTATION OF DANILEVSKII»S METHOD 
Faddeev [32] describes in detail a method due to Danilevskii for 
the determination of the characteristic polynomial of a matrix F. The 
method in its more general form involves performing the similarity 
transformation 
A = S"1 F S 
where S i s the t ransformat ion 
S = f x, Fx , . . . ,F n " 1 x 1 
L ..I 
and x i s an a r b i t r a r y vec to r t h a t i s chosen, if p o s s i b l e , to insure the 
n o n - s i n g u l a r i t y of S. I t i s immediately apparent t h a t if F i s the system 
r "i 
matr ix of a s i ng l e input c o n t r o l l a b l e system JF , g, h j , then x = g does 
insure the n o n - s i n g u l a r i t y of S and t ha t S i s in t h i s case a p recanonica l 
t r ans format ion . 
The method devised as pa r t of the p resen t research for the determ-
i n a t i o n of the precanonica l t ransformat ion of a m u l t i - v a r i a b l e system i s 
an a d a p t a t i o n of D a n i l e v s k i i 1 s method. The t rans format ion i s determined 
in n s t eps each of which involves the t ransformat ion 
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J F ( k \ G
( k ) , H ( k )1 \ S k j F ( k + 1 ) , G ( k + 1 ) , H (k+1)1-
where 




 e i > - - ' e k - i >
 e j e k + l ' " ' • , e j - l ' e k ' e j + l ' , , - ' e n j 
sk - ! e i ' - " - ' e k - r V e k + i ' - " ' e n 
and e, i s the u n i t vec to r whose only non-zero element is the k t h . The 
t ransformat ion T, rear ranges the system mat r i ces so t h a t the p i v o t a l 
element x in the t ransformat ion S i s maximized. The column x of the 
(k) 
t ransformat ion S, i s chosen to be g, v for the f i r s t m s teps and 
£,i N for the remaining n - m s teps where g . and f. a r e the i t h 
(k-m) & r °i i 
(k) (k) (k) 
columns of G and FK . Note t ha t the ma t r i ces Hv J a r e not involved 
in determining the success ive t r ans fo rma t ions . I t can be v e r i f i e d t h a t 
the product of the t ransformat ions 
S = T, S, . . . Tn S = fg , . . . , g , Fg , . . . , F g 1 1 n n 1 m l m 
. . . F ( -l) ~ ^ _ 1 ) « l - - . ' ( - L \ ] 
i s a t ransformat ion which by simple rearrangement of i t s columns can be 
made a precanonica l t r ans format ion . 
I t i s convenient for the purpose of c a r ry ing out the success ive 
(k) (k) 
t ransformat ions to a r range the elements of the ma t r i ce s G and F 




Each s t ep of the c a l c u l a t i o n involves r ep l ac ing t h i s a r r a y with the 
a r r a y 
rs -
1 G(k) s -1 F
( k ) s n 
'. k+1 G ' bk+l F VlJ 
An analysis shows that these n steps may be carried out with less than 
3 2 
n + 2 m n arithmetic operations. At the completion of the n steps the 
last m columns of F contain (a rearrangement of) the elements a.. 
A _1 
of the precanonical matrix F, but only the elements of the matrices S 
and S are available; the calculation of the product matrices S and S 
3 2 
requires n - n operations. Finally the calculation 
A 
H = H S 
2 3 2 
r e q u i r e s m n ope ra t i ons for a t o t a l of l e s s than 2 n + 3 m n 
ope ra t ions . 
























zero thus precluding the carrying out of the (k+l)st step. This 
It may turn out that the (k+l)st to the nth elements of f„ s are all 
situation, which may be expected to occur, indicates only that one of 
the terms 
rF ( k ) i j g.
(k) 
is a linear combination of preceeding similar terms. This difficulty is 
(k) 
avoided simply by skipping the column f,. ( and using the next instead. 
The controllability of the system insures that there are always suffi-
cient columns remaining to complete the n steps of the transformation. 
The transformation R which transforms the system from precanonical 
to canonical form is computed directly from, its constructed definition. 
It can be verified that R and R have the forms shown in Figure 11. 
When the system has m inputs and its canonical form is naturally parti-
ij ij 
(k) (k) 
tioned into blocks of dimension -\) x "J , the elements a. . and P 
are determined by 
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0 0 0 1 0 0 o -
0 0 1 a ( 1 ) u l l 
0 0 a ( 1 ) u 2 1 
0 1 Q ' ( 1 ) 
u l l 
a ( 2 ) u l l 
0 a ( 1 ) 
U 21 
(2) 
ex U 21 





CX U l l 
(1) 
CX 
u 2 1 
(2) 
ex u 2 1 
(3) 
ex u 2 1 
0 0 0 0 0 0 1 
0 0 0 a ( 1 ) 
u 1 2 
0 1 a ( 1 ) 
a 2 2 
0 0 0W (2) U12 
1 a ( 1 ) 
u 22 
(2) 
ex u 22 
- K 
R ( 3 ) 
P l l 
R ( 2 ) P l l 
R ( 1 ) P l l 1 
P ( 3 ) 
p 2 1 
R ( 2 ) P2 1 R
( 1 > P2 1 
R<2> 
P l l 
R ( 1 ) 
P l l 
1 0 P ( 2 ) 
p 2 1 
a d ) 
P21 
0 
R ( 1 > 
P l l 
1 0 0 f321 0 0 
1 0 0 0 0 0 0 
R ( 2 ) 
P12 
R ( 1 ) P12 0 
0 R ( 2 ) P22 
R(2) P22 1 
R ( 1 ) 
P12 
0 0 0 P22 
1 0 
0 0 0 0 1 0 0 
Figure 11. Precanonical to Canonical Transformation. 
n, ( 0 ) A R ( 0 ) - F 
1 J 1 J 1 J 1J 
m y 
c . . ( k ) = V V a. <0 a .<
k"*> k= 1 , . . . , V - 1 
i j ' / l p p j 
p=l q=l 
m k 
, . . ( k ) = V V am (q) 3 .<k-q) k = 1 } . . . , ^ . ! 
i j i P
 M
P j 
p - l q=l 
Simi lar express ions hold for the genera l care of "\). x l) . b locks . By 
proper arrangement of the c a l c u l a t i o n i t i s p o s s i b l e to solve these 
3 2 
equat ions by summations alone in m ~^} ' o p e r a t i o n s . The c o e f f i c i e n t s 
(k) J (k) 
a . . of the canonica l mat r ix >4. a r e given by ™. . where 
i j i j 
., (q) (-0 -k) 
!P PJ 
m ^ 
« . . w . ; V V 
IJ / 
P = l q=i 
The product t ransformat ion T = SR, i t s i nve r se , and the elements of the 
2 3 
canonica l matr ix C may then be determined in approximately (m+1) m ~\) 
o p e r a t i o n s . 
APPENDIX V I I I 
AN ILLUSTRATIVE EXAMPLE 
In t h i s a p p e n d i x t h e c o m p u t a t i o n a l p r o c e d u r e d e v e l o p e d i n 
C h a p t e r V f o r t h e s o l u t i o n of t h e c a n o n i c a l m a t r i x e q u a t i o n i s i l l u s -
t r a t e d by i t s a p p l i c a t i o n t o a s i m p l e example . C o n s i d e r t h e c a n o n i c a l 
e q u a t i o n which a r i s e s from a 5 t h o r d e r two i n p u t s y s t e m 
T I T 9 T T 
> ( P + P > ( + C C = P B D T D B P 
where t h e m a t r i c e s . X , B, D, C, and J1 a r e shown in F i g u r e 12 . The poly-
nomia l m a t r i c e s a s s o c i a t e d w i t h t h e u n d e r l y i n g s y s t e m a r e 
^ (x) = (- x + 2 x"" + xJ) 
(2 + 2 x) 
(1) 
(1 + x + x 2 ) 
- $ (x) = [ ( - ! - x) (- 2 x) 
The matrix q? (x) which appears in the reduced homogeneous system is 
computed to be 
& (X) = f (21-26 x2 + 30 x4 -5 x6) (10 + 7 x + 8 x2 - 15 x3)' 
(10- 7 x + 8 x2 + 15 x3) (10 + x2 + 5 x4) 
The d e t e r m i n a n t of t h i s m a t r i x i s g i v e n by t h e p o l y n o m i a l 
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A - 0 1 0 0 0 
0 0 1 0 o 
0 1 - 2 - 1 0 
0 0 0 0 1 
2 - 2 0 - 1 - 1 





- r- -1 -2 D = 2 
-1 
(1/5) 
Figure 12. Canonical Equation Matrices. 
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F (- x 2 ) = 110 - 350 x 2 + 105 x'+ H~ 75 x 6 + 145 x 8 - 25 x 1 0 
whose 5 Hurwitz roots a r e computed to be 
{- . 0 .613 , - 0.9238, - 2 .515, - 5.454 ± j 1.084J 
To each of these roo ts the re corresponds a s o l u t i o n p of the reduced 
homogeneous system. For example, when V, = - 0.613 
<£<Xi> 





The complete s e t of s o l u t i o n s i s given by 
- 0.80 1.00 1.00 .00 0.28 
1.00 - 0.79 0.74 1.00 .00 
The matrices V and U which are required by Potters theorem may be 
written explicitly in terms of the solutions of the reduced homogeneous 
system. These matrices as well as the solution of the canonical equation 
P = U V 
-1 
are shown in Figure 13. When this solution is substituted in the canonical 















































































Figure 13. Solu t ion Mat r i ces . 
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hand sides i s , in each case, less than 10 times the corresponding 
element of the left-hand side. 
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APPENDIX IX 
GUST DISTURBANCE SHAPING FILTERS 
The shaping filters that were appended to the lateral and 
longitudinal systems to account for the statistics of the gust disturb-
ances of these systems were modified in two respects that are discussed 
in this appendix. In current aerodynamic practice transform techniques 
are used for the analysis of flight in turbulent air. In the course of 
this analysis certain difficulties arise on account of the divergence of 
intergrals involving the derivative spectra such as that of cp . It is 
known, however, that the aerodynamic transfer functions that appear in 
the analysis are inaccurate for wave lengths shorter than the relevant 
dimensions of the aircraft, and this fact is used to justify the 
truncation of the spectra, a practice which eliminates the troublesome 
divergent integrals. In the study of the longitudinal system the equiva-
lent technique of introducing the "roll-off factor" 
r (s) = 7] £ J 0 / (T10 0 +
 s ) T1 = 20 
in the gust shaping filter was employed, This modification changes the 
filter to a third order system. It was discovered that the "roll-off 
factor" had a negligible effect on the aircraft response and since there 
are no problems with divergent spectra when the methods of this disserta-
tion are employed the factor was omitted from the shaping filters for the 
lateral system. 
On the other hand, the repeated roots associated with the gust 
spectra are inconvenient when the present methods are employed. They 
can be handled but at great expense in programming complexity. For 
this reason the roots were perturbed slightly with negligible affect 
on the aircraft response. 
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