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I. Introduction
We are motivated by the use of eigenvector decompositions of data matrices or estimated covariance matrices for detection of signals in noise *and for estimation of signal parameters. This has evolved from early work of Liggett [1] and Owsley [2] . to adaptive-array-detection improvements of Linear Prediction techniques for estimation of signal parameters,which are modern variants of Prony's method, can be improved using eigenvector decomposition [7] . Prony's method is a simple procedure for determining the values of parameters of a linear combination of exponential functions. Now *Prouy's method' is usually taken to mean the least squares extension of the method as presented by Hildebrand [13] . The errors in signal parameters which are estimated by Prony's method can be very large [14] . If the data is composed of undamped sinusoids, the forward and backward prediction equations and a prediction order larger than the number of signal components can be used simultaneously as advocated by Nutall [22] , Ulrych and Clayton The measured data matrix or the matrix of estimated covariances is replaced by a matrix of rank M, which is the best least squares approximation to the given matrix. If there is no prior information about the value of M, it is estimated from the data using singular value decompositon (SVD). Uthe matrix A (dimension A=n).
where ui uj = 0 , i # j
The asterisk is used to denote a complex conjugate transpose.
The characteristic polynomial associated with the matrix A is given by
Expanding the determinant we have the polynomial equation
and the roots of this polynomial will give us the eigenvalues X i of the matrix. We briefly summarize the procedure for obtaining the eigenvalues X i
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based on the Lanczos 'power sums' as presented in [14] .
We shall show that the eigenvalues can then be obtained from the power sums by Prony's method 
which were called by Lanczos the *weighted power sums' [14] The problem of obtaining Xi's from the ci's is the "problem of weighted moments' [14] . That is the problem of Prony [12] and the old and modern versions of Prony's method can be used to estimate the ki's.
A
The prediction-error-filter equations of Prony's method can be written 1 '
as follows: 
C • 0 (lOb)
A non-zero solution is possible if the determinant of C is zero.
From the theory of Prony's method [13] g(X-) ,
hence the polynomial coefficient vector j is also orthogonal to the vector (1 X i Xi2 . . . Xik T where i's are the eigenvalues of the matrix A.
Lanczos noticed that Prony's method can be simplified if we substitute the sequence (1 k i Xi 2 . . . kin) for a row of the matrix C to form a matrix C'. If we replace the matrix C by C' in (lOb), the non-zero vector I is still a solution, because of (11). Hence the determinant of C' must be zero.
Hence, the ki's can be obtained directly by finding the zeros of the polynomial p'(z). That is, Lanczos showed that it is not necessary to first
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solve equations (10) for the prediction-error-filter coefficients.
Thus,in the absence of noise, we know that entering the weighted power sums c k of (8) in equation (12) and finding the roots of the resulting polynomial will provide us with accurate estimates of the true eigenvalues Xi of the covariance matrix A. Note also, that equation (12) can be reduced to a 2 nd order equation involving only co, cl, €2' c 3 and still provide us with accurate solutions for our problem of estimating one or two sinusoids. Now, if our data is composed of one or two complex sinusoids, then the (LxL) covariance matrix elements will be also one sinusoid or a sum of two sinusoids, hence the rank of the matrix will be one or two,respectively.
The eigen-decomposition of the matrix will show that it has only one or two non-zero eigenvalues and hence it can be charucterized by a linear combination of one or two eigenvectors, corresponding to the principal nonzero eigenvalues. In Appendix A it is shown that these eigenvectors can be expressed as a linear combination of complex sinusoids which have frequencies equal to these of the sinusoids composing the data. Now,suppose that we have accurately determined a few eigenvalues,say two,, and X2,from the (nxn) matrix A. We wish to determine the 
And similarly for the second eigenvector estimate we have
Normalizing the eigenvectors ui' (i=1,2) we can write (15) and ( 
In general ,given the required eigenvalues from the earlier Prony calculationwe estimate an unnormalized kth eigenvector from the formula
i-#k This vector will have its fundamental frequency computed from the maximum peak of the DFT data spectrum. Very frequently in signal processing applications the data is preprocessed through a DFr step for a coarse analysis. This is a valuable bonus for our method to use the available information for further processing.
III. The Power Method
Suppose A is a Hermitian (nxn) matrix. The SVD theorem [37] states that A can be written as:
where U is a unitary matrix and S is a matrix consisting of real only diagonal elements [371.
The power method computes the dominating singular vectors one at a time and is based on solving the equation:
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for the singular vector u and the singular value s. The power method uses an iterative scheme to solve (21) .
We instead suggest a two-step solution using an appropriate starting vector bo:
The singular value is chosen to be:
In order to obtain the next singular vector, the estimated singular plane ,(uuT) is removed from A using the following deflation procedure (371:
A' = A -s I , jUllT (24) and the procedure is repeated with matrix A to yield s 2 ,U 2 . 
IV. Operation count
In this section we calculate the total operations needed for the singular value decomposition (LINPACK), the Prony-Lanczos method and the Power method.
(1). The matrix eigenvalue problem has been solved in both LINPACK and EISPACK mathematical libraries. The LIUPACK SVD routine is presented here.
The solution can be divided in three steps: reduction to bidiagonal forminitialization of the right and left unitary matrices U and V and the iterative reduction to diagonal form.
The reduction to bidiagonal form has the following floating point multiplication count (for a square NxN matrix):
Approximately the same number of additions are required.
In the second step the amount of work involved when only the right-hand side matrix V is computedis:
floating point multiplies and approximately the same number of additions.
In the last step rotations are used to reduce the bidiagonal matrix to diagonal form. Thus the amount of work depends on the total number of where s is the maximum number of iterations required to reduce a superdiagonal element as to be considered zero by the convergence criterion.
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Hence the total operation count for the LINPACK SVD solution is: 
V. Simulation results
Let us assume that we have a data sequence which is composed of uniformly spaced samples of two closely spaced complex sinusoids in white noise. We shall follow the methods described earlier in section II & III to calculate the principal eigenvalues and eigenvectors.
The data sequence is given by the equation
x(n) = exp(j2nfln + 01) + exp(j2nf 2 n + 02) + w(n) (25) with f, = 0.52Hz, f 2 -0.3Hz and for n=l,2,...,25
Here, 25 data samples are used and the phase difference is AO = n/2 computed at the middle of the data set, effectively reducing the signal-tonoise ratio in that region, thereby representing the worst case that can be encountered. The frequency separation is less than the reciprocal of the observation time. The data is zero padded to m=128 points and then the maximum peak of the DFT is computed to yield the frequency of the Fourier vector. This vector will be used as a starting eigenvector for the P-L and Power methods later.
We construct the forward plus backward augmented covariance matrix A of 13 size (21x21) . Its effective rank is two. The SVD routine ,the-P-L method and the Power method are employed to solve for the eigenvalues and eigenvectors (eigenpairs) of the matrix. The P-L method and the Power method compute only the two principal eigenpairs. The mean values and standard deviations of the eigenvalue estimates are given in Table I noiseless SVD results. However ,at low SNR the eigenvalue statistics are closer to the noiseless SVD results than the other two methods. Table II presents the statistics of the distances of the P-L and Power methods eigenvectors from those of the SVD method. The distance is the inverse cosine of the angle between the subspaces spanned by the estimated eigenvectors [41] . The results show that for the first eigenvector the P-L estimate of the mean is less biased (about one order of magnitude) than the Power method, whereas for the second eigenvector estimates they perform the same. This shows that these vectors span virtually the same subspace as the vectors computed from the SVD method. The eigenvector estimates were also compared to the signal eigenvectors and the distances were computed as above. The results show that at high SNR the eigenvector spanned subspaces have a greater distance from the signal subspace than the SVD subspace. At low SNR the distance is reduced and the second eigenvector statistics are closer to the signal eigenvector than the SVD eigenvector. Table  III  shows In this appendix we derive the eigenvalues and eigenvectors of the covariance matrix R for the case of one and two sinusoids.
One Complex Sinusoid Case:
The data sequence is modelled by: Then the eigenvector corresponding to the eigenvalue X, = L Jal1 2 is:
since it annihilates every row of the matrix (R-X 1 I). The constant c 1 can be determined from the fact that the matrix U is orthonormal, hence:
U l which yields:
1 C 1 *Hence finally:
and this is a Fourier vector with fundamental frequency wi"
The data sequences is modelled by: jW 1n jW 2 n y(n) a e i + a 2 e n = 1,2,....N (A.6)
The covariance estimates are given by the expression: The eigenvalues X, and X 2 are found to be: Similarly, the eigenvector u 2 of R corresponding to X 2 is: 
