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MEASURABLE RIEMANNIAN STRUCTURES ASSOCIATED WITH
STRONG LOCAL DIRICHLET FORMS
MASANORI HINO
Abstract. We introduce Riemannian-like structures associated with strong local Dirich-
let forms on general state spaces. Such structures justify the principle that the pointwise
index of the Dirichlet form represents the effective dimension of the virtual tangent space
at each point. The concept of differentiations of functions is studied, and an application
to stochastic analysis is presented.
1. Introduction
Thus far, numerous studies have been conducted to investigate local structures that
are derived from diffusion processes and to obtain analytic information that reflects the
local behavior of the processes. Although these studies are fundamental, general theories
have been often proposed in rather limited frameworks. In a typical situation where the
state space has a Riemannian structure and the diffusion process is given by a suitable
stochastic differential equation, its generator, which is described as a second-order differ-
ential operator, is a solution to the first step of the problems. However, there are many
examples without such simple structures, e.g., Brownian motions on fractals and vari-
ous kinds of singular diffusions on Euclidean spaces. On the other hand, from different
viewpoints, it has been observed that the investigation of the filtration associated with
the diffusion process, in particular, a class of martingales with respect to the filtration,
was useful for understanding the local structures. Some of the pioneering works include
[17, 19, 13, 8, 1] and a series of papers published by Marc Yor in the 1970s (also see the
references therein). Setting up the problem in this manner is valid in general situations;
for example, Kusuoka [14] proved that the AF-martingale dimension, which represents a
type of multiplicity of filtration, is always 1 for Brownian motion on an arbitrarily di-
mensional standard Sierpinski gasket. The quantitative estimate concerning underlying
spaces with anomalous structure of this type is a highly nontrivial problem. Inspired by
this work, the author introduced in [6] the analytic concept of the (pointwise) index of
strong local regular Dirichlet forms (E ,F) on general state spaces, and proved that the
index coincides with the AF-martingale dimension of the diffusion process associated with
(E ,F). This characterization was used in [7] to deduce some estimates of AF-martingale
dimensions for self-similar fractals, which generalized the results of [14, 5]. Moreover, the
concept of the derivative of functions in F was studied in [6] for a class of self-similar
fractals, which informally implied that the index represents the dimension of the proper
“tangent space” of the underlying fractal set.
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The main objective of this paper is to justify the above statement more explicitly in the
general framework. Given a strong local regular Dirichlet form (E ,F) on a general state
space X with finite index p, we prove that there exist p functions g1, . . . , gp in F that
play the role of a type of local coordinate system, and that every function f in F has a
differentiation ∇gf with respect to g =
t(g1, . . . , gp). We also show that E has an integral
representation using ∇g, analogous to the classical energy form. From these results, we
may say that a Riemannian-like structure associated with (E ,F) is equipped with X and
that the pointwise index is interpreted as the effective dimension of the “tangent space”
at each point. We denote such a structure by the measurable Riemannian structure,
following the terminology in [11]. As an application of these results to stochastic analysis,
we improve upon the theorem in [6] on the stochastic integral representation of martingale
additive functionals.
We should remark here that results similar to the claims stated above have been ob-
tained in previous studies on the analysis on fractals: gradient operators on some fractals
were introduced in [14, 15, 20], the concept of differentiation along a representative in F
was discussed in [18, 6], and the measurable Riemannian structure on the Sierpinski gas-
ket was considered in [10, 11]. Furthermore, in Chapter 3 of [2], a family of Hilbert spaces
was introduced as the tangent bundle associated with a general strong local Dirichlet
form. The study in this paper differs from those stated above in that underlying spaces
do not need particular structures, and the differentiation of functions is realized using
the minimal number of functions; in other words, the effective “Riemannian metric” is
nondegenerate almost everywhere. This refinement helps to clarify the intrinsic struc-
ture of the Dirichlet form. We hope that such improvements will be useful for further
investigation of the local structures of diffusion processes as well as the development of
differential calculus on nonsmooth spaces, based on the theory of Dirichlet forms.
The remainder of this paper is organized as follows. In Section 2, we introduce some
concepts of Dirichlet forms and provide a few examples. In Section 3, we prove two main
theorems about (1) the existence of a set of functions considered as a generalized local
coordinate system and (2) the differentiation formula on functions in the domain of the
Dirichlet form. In Section 4, we discuss an application to stochastic analysis, using the
results presented in the previous section.
2. Index of strong local Dirichlet form
First, we introduce some basic concepts of Dirichlet forms, following [3]. Let X be a
locally compact, separable, and metrizable space. Let m be a positive Radon measure
on X with full support. For an m-measurable function f on X , we denote the support
of measure |f | ·m by supp[f ]. Let (E ,F) be a regular Dirichlet form on L2(X ;m). The
set F becomes a Hilbert space with the inner product (f, g)F := E(f, g) +
∫
X
fg dm for
f, g ∈ F . We assume that (E ,F) is also strong local, that is, E(f, g) = 0 for f, g ∈ F if
both supp[f ] and supp[g] are compact and g is constant on a neighborhood of supp[f ]. We
write E(f) for E(f, f). Let Fb denote the set of all bounded functions in F , and Cc(X),
the space of all continuous functions on X with compact support. For each f ∈ F , we
define the energy measure µ〈f〉 on X as follows ([3, Section 3.2]). If f is bounded, µ〈f〉 is
determined by the identity∫
X
ϕdµ〈f〉 = 2E(fϕ, f)− E(ϕ, f
2) for all ϕ ∈ F ∩ Cc(X).
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From the inequality∣∣∣√µ〈f〉(B)−√µ〈g〉(B)∣∣∣2 ≤ µ〈f−g〉(B) ≤ 2E(f − g)
for any Borel subset B of X and f, g ∈ Fb (cf. [3, p. 123]), we can define µ〈f〉 for any
f ∈ F by the limiting procedure. From the strong locality of (E ,F), the identity
E(f) =
1
2
µ〈f〉(X) (2.1)
holds for f ∈ F (see [3, Lemma 3.2.3]). For f, g ∈ F , the mutual energy measure µ〈f,g〉,
which is a signed Borel measure on X , is defined as
µ〈f,g〉 =
1
2
(µ〈f+g〉 − µ〈f〉 − µ〈g〉). (2.2)
Then, µ〈f,f〉 = µ〈f〉 and µ〈f,g〉 is bilinear in f and g. Moreover, for f, g ∈ F and any Borel
subset B of X , ∣∣µ〈f,g〉(B)∣∣ ≤√µ〈f〉(B)√µ〈g〉(B). (2.3)
Associated with (E ,F), there exists a diffusion process {Xt} on the one-point compact-
ification X∆ of X with a filtered probability space (Ω,F∞, P, {Px}x∈X∆, {Ft}t∈[0,∞)). An
m-measurable function f on X is called locally in F in the broad sense (f ∈ F˙loc in no-
tation) if there exist a sequence of nearly Borel finely open sets {Gn}
∞
n=1 and a sequence
{un}
∞
n=1 in F such that Gn ⊂ Gn+1 for every n ∈ N,
⋃∞
n=1Gn = X q.e., and f = un
m-a.e. on Gn for every n ∈ N. We can then define the energy measure µ〈f〉 of f ∈ F˙loc
so that µ〈f〉|Gn = µ〈un〉|Gn for every n. For f, g ∈ F˙loc, a signed measure µ〈f,g〉 on X is
defined as (2.2), and inequality (2.3) holds as long as the total masses of µ〈f〉 and µ〈g〉 are
both finite. The constant function 1 on X belongs to F˙loc (cf. [16, Theorem 4.1]), and its
energy measure is a null measure. In particular,
µ〈f+c1〉 = µ〈f〉 for any f ∈ F and c ∈ R. (2.4)
For two σ-finite (or signed) Borel measures µ1 and µ2 on X , we write µ1 ≪ µ2 if µ1 is
absolutely continuous with respect to |µ2|. Following [6]
1, we introduce the concepts of
minimal energy-dominant measure and index of (E ,F).
Definition 2.1. A σ-finite Borel measure ν on X is called a minimal energy-dominant
measure (m. e. d.m.) of (E ,F) if the following two conditions are satisfied.
(a) (Domination) For every f ∈ F , µ〈f〉 ≪ ν;
(b) (Minimality) If another σ-finite Borel measure ν ′ on X satisfies condition (a) with
ν replaced by ν ′, then ν ≪ ν ′.
By definition, two m. e. d.m.’s are mutually absolutely continuous. There always exists
an m. e. d.m. (cf. [6, Lemma 2.3]). From (2.3), µ〈f,g〉 ≪ ν for m. e. d.m. ν and f, g ∈ F .
Fix an m. e. d.m. ν of (E ,F). Let Z+ denote the set of all nonnegative integers.
Definition 2.2. The pointwise index and the index of (E ,F) are defined as follows.
(1) The pointwise index p(x) is a ν-measurable function on X taking values in Z+ ∪
{+∞} such that the following hold:
1In [6], the energy measure of f is denoted by νf . In this paper, we adopt the symbol µ〈f〉, following
[3].
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(a) For any N ∈ N and any f1, . . . , fN ∈ F ,
rank
(
dµ〈fi,fj〉
dν
(x)
)N
i,j=1
≤ p(x) for ν-a.e.x ∈ X ;
(b) If another function p′(x) satisfies (a) with p(x) replaced by p′(x), then p(x) ≤
p′(x) for ν-a.e.x ∈ X .
(2) The index p is defined as p = ν- esssupx∈X p(x) ∈ Z+∪{+∞}. In other words, p is
the smallest number satisfying the following: for any N ∈ N and any f1, . . . , fN ∈
F ,
rank
(
dµ〈fi,fj〉
dν
(x)
)N
i,j=1
≤ p for ν-a.e.x ∈ X.
These definitions are independent of the choice of ν. The pointwise index p(x) is
uniquely determined up to ν-equivalence.
The following are a few nontrivial examples.
Example 2.3 (superposition). Let n be an integer greater than 1, and take Rn as X .
Let m be the Lebesgue measure on Rn, and (·, ·)Rn, the standard inner product of R
n.
We denote the set of all C∞-functions on Rn with compact supports by C∞c (R
n). For
f, g ∈ C∞c (R
n), define
E(f, g) =
1
2
∫
Rn
(∇f(x, y),∇g(x, y))Rn dx dy +
1
2
∫
Rn−1
n−1∑
k=1
∂f
∂xk
(x, 0)
∂g
∂xk
(x, 0) dx,
where x ∈ Rn−1, y ∈ R, and dx and dy represent the Lebesgue measures on Rn−1 and R,
respectively. Then, (E , C∞c (R
n)) is closable on L2(Rn;m). Its closure, denoted by (E ,F),
is a strong local regular Dirichlet form on L2(Rn;m). The mutual energy measure µ〈f,g〉
for f, g ∈ F is described as
dµ〈f,g〉 = (∇f(x, y),∇g(x, y))Rn dm+
n−1∑
k=1
∂f˜
∂xk
(x, 0)
∂g˜
∂xk
(x, 0) dx⊗ δ0(dy),
where δ0 is the Dirac measure at 0, and f˜ and g˜ denote quasi-continuous modifications of
f and g, respectively. Then, we can take ν = m + dx ⊗ δ0(dy) as an m. e. d.m. We will
show that the pointwise index p(x, y) ((x, y) ∈ Rn) and the index p are given by
p(x, y) =
{
n if y 6= 0
n− 1 if y = 0
ν-a.e. (2.5)
and p = n. For any finite number of functions f1, . . . , fN in F , we have
dµ〈fi,fj〉
dν
(x, y) =


(∇fi(x, y),∇fj(x, y))Rn if y 6= 0
n−1∑
k=1
∂f˜
∂xk
(x, 0)
∂g˜
∂xk
(x, 0) if y = 0
ν-a.e.
Accordingly, (
dµ〈fi,fj〉
dν
(x, y)
)N
i,j=1
=
{
A(x, y) tA(x, y) if y 6= 0
B(x) tB(x) if y = 0,
where A(x, y) is an (N, n)-matrix whose (i, k)-component is (∂fi/∂xk)(x, y), and B(x) is
an (N, n − 1)-matrix whose (i, k)-component is (∂f˜i/∂xk)(x, 0). Therefore, (2.5) holds
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with “=” replaced by “≤”. For R > 0, take f1, . . . , fn ∈ F such that f1(x, y) =
x1, . . . , fn−1(x, y) = xn−1, fn(x, y) = y on {|(x, y)|Rn < R}, with x = (x1, . . . , xn−1) ∈
R
n−1 and y ∈ R. Then, it is easy to see that
rank
(
dµ〈fi,fj〉
dν
(x, y)
)n
i,j=1
=
{
n if y 6= 0
n− 1 if y = 0
ν-a.e. on {|(x, y)|Rn < R}.
Therefore, (2.5) holds with “=” replaced by “≥”.
Example 2.4 (fractals). The construction of canonical Dirichlet forms on (self-similar)
fractals has been studied extensively. It is not easy to determine the exact value of
the index; one of the reasons is that the energy measures do not have simple expressions.
According to [7], the index of a Dirichlet form associated with a regular harmonic structure
on a post-critically finite, self-similar connected set is always 1, and that of the Dirichlet
form corresponding to Brownian motion on a class of generalized Sierpinski carpets is
dominated by its spectral dimension, which does not exceed the Hausdorff dimension.
See [7] and the references therein for further details.
3. Measurable Riemannian structure
We retain the general notations used in the previous section. For r = 0, 1, . . . , p, set
X(r) = {x ∈ X | p(x) = r}.
From [6, Proposition 2.11], ν(X(0)) = 0. In particular, p = 0 if and only if E ≡ 0.
Hereafter, we assume that the index p of (E ,F) is finite and greater than 0. Denote the
p direct products of F by Fp, and equip Fp with the product topology. We define subsets
G and Gˆ of Fp by
G =

(g1, . . . , gp) ∈ Fp For ν-a.e.x ∈ X , the matrix
(
dµ〈gi,gj〉
dν
(x)
)p(x)
i,j=1
of size p(x) is invertible

 ,
Gˆ =
{
(g1, . . . , gp) ∈ G For every i = 1, . . . , p, µ〈gi〉 is an m. e. d.m.
}
.
The determination of these sets is independent of the choice of m. e. d.m. ν.
Theorem 3.1. Sets G and Gˆ are dense in Fp.
Proof. The idea of the proof is based on that of [6, Proposition 2.7]. Take a c.o.n.s.
{fi}
∞
i=1 of F . Since the finite Borel measure
∑∞
i=1 2
−iµ〈fi〉 is an m. e. d.m. of (E ,F) from
[6, Lemma 2.3], we may take
∑∞
i=1 2
−iµ〈fi〉 as ν. Let {Bn}
∞
n=1 be a sequence of σ-fields
on X such that B1 ⊂ B2 ⊂ B3 ⊂ · · · , σ(Bn;n ∈ N) is equal to the Borel σ-field on X ,
and each Bn is generated by a finite number of Borel subsets of X . For each n ∈ N, Bn is
determined by a partition of X consisting of finitely many disjoint Borel sets B1n, . . . , B
Mn
n
for some Mn ∈ N. For each i, j ∈ N, the Radon–Nikodym derivative Z
i,j
n of µ〈fi,fj〉|Bn with
respect to ν|Bn is defined as
Z i,jn (x) =
Mn∑
α=1
µ〈fi,fj〉(B
α
n)
ν(Bαn )
· 1Bαn (x), x ∈ X,
where 0/0 := 1 by convention. We define
X ′ = {x ∈ X | For every i, j ∈ N, Z i,jn (x) converges as n→∞}.
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From the martingale convergence theorem, ν(X \X ′) = 0. For each i, j ∈ N, we define
Z i,j(x) =
{
limn→∞ Z
i,j
n (x) if x ∈ X
′
0 if x ∈ X \X ′.
Then, Z i,j is a Borel measurable representative of dµ〈fi,fj〉/dν. From [6, Lemma 2.6],(
Z i,j(x)
)N
i,j=1
is a nonnegative definite symmetric matrix for all x ∈ X and N ∈ N. From
[6, Proposition 2.10], for ν-a.e.x ∈ X ,
p(x) = sup
N∈N
rank
(
Z i,j(x)
)N
i,j=1
. (3.1)
We may assume that the above identity holds for all x ∈ X by redefining p(x) as the
right-hand side of (3.1).
Let ℓ2 denote the usual ℓ2 space consisting of all real square-summable sequences. The
canonical inner product of ℓ2 is denoted by (·, ·)ℓ2. Fix a finite Borel measure κ on ℓ2 such
that the following properties hold:
supp κ = ℓ2 and κ(L) = 0 for any proper closed subspace L of ℓ2. (3.2)
For example, it suffices to take a nondegenerate Gaussian measure on ℓ2 as κ.
We define a map Ψ: ℓ2 → F as
Ψ(a) =
∞∑
i=1
ai2
−i/2fi for a = (ai)
∞
i=1 ∈ ℓ2,
where the limit on the right-hand side is taken in the topology of F . It is easy to see that
Ψ is a contraction map and that Ψ(ℓ2) is dense in F .
For a = (ai)
∞
i=1 ∈ ℓ2 and N ∈ N, set gN(x) :=
∑N
i=1 ai2
−i/2fi(x) for x ∈ X and
g := Ψ(a). Since limN→∞ gN = g in F , from [6, Lemma 2.5 (ii)], we have that dµ〈gN 〉/dν
converges to dµ〈g〉/dν as N →∞ in L
1(X ; ν). On the other hand,
dµ〈gN 〉
dν
(x) =
N∑
i,j=1
aiaj2
−(i+j)/2Z i,j(x) for ν-a.e. x ∈ X
and the right-hand side is absolutely convergent as N → ∞ for each x ∈ X from [6,
Eq. (2.9)]. Therefore,
dµ〈g〉
dν
(x) = lim
N→∞
dµ〈gN 〉
dν
(x) for ν-a.e.x ∈ X. (3.3)
For x ∈ X , let
Φx(a, b) :=
∞∑
i,j=1
aibj2
−(i+j)/2Z i,j(x) for a = (ai)
∞
i=1 ∈ ℓ2 and b = (bi)
∞
i=1 ∈ ℓ2.
As seen from [6, p. 275], Φx is a bounded symmetric bilinear form on ℓ2, which implies
that there exists a bounded symmetric operator Ax on ℓ2 such that Φx(a, b) = (a, Axb)ℓ2
for every a, b ∈ ℓ2. Moreover,
Φ·(a, b) is a ν-version of
dµ〈Ψ(a),Ψ(b)〉
dν
(·), (3.4)
and kerAx = {a ∈ ℓ2 | Φx(a,a) = 0}. We denote kerAx by Nx. Then, we have the
following identity.
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Lemma 3.2. dim(ℓ2/Nx) = p(x).
Proof. This lemma does not require the finiteness of p. Let ℓ0 be a subspace of ℓ2 defined
by
ℓ0 = {a = (ai)
∞
i=1 | a is a real sequence and ai = 0 except for finitely many i}.
From [6, Lemma 3.1], dim(ℓ0/(Nx ∩ ℓ0)) = p(x). Since ℓ0 is dense in ℓ2, ℓ0/(Nx ∩
ℓ0) is densely imbedded in ℓ2/Nx with respect to the quotient topologies. Therefore,
dim(ℓ0/(Nx ∩ ℓ0)) = dim(ℓ2/Nx). 
Let us return to the proof of Theorem 3.1. We denote the p-direct product of (ℓ2, κ)
by ((ℓ2)
p, κ⊗p) and define
C =
{
(x,a(1), . . . ,a(p)) ∈ X × (ℓ2)
p
p(x) ≥ 1 and the matrix(
Φx(a
(i),a(j))
)p(x)
i,j=1
is invertible
}
.
Since C ∩ (X(r)× (ℓ2)
p) is Borel measurable for each r = 1, . . . , p, so is C.
Let x ∈ X(1). Then, (x,a(1), . . . ,a(p)) /∈ C if and only if a(1) ∈ Nx. Since dim(ℓ2/Nx) =
p(x) = 1 from Lemma 3.2, Nx is a proper closed subspace of ℓ2. Therefore, κ(Nx) = 0
from (3.2) and
(ν ⊗ κ⊗p) ((X(1)× (ℓ2)
p) \ C) = 0. (3.5)
Let 2 ≤ r ≤ p and x ∈ X(r). Then, (x,a(1), . . . ,a(p)) /∈ C if and only if,
a(1) ∈ Nx
or a(2) ∈ Nx,a(1) := the linear span of
(
Nx ∪ {a
(1)}
)
or a(3) ∈ Nx,a(1),a(2) := the linear span of
(
Nx ∪ {a
(1),a(2)}
)
or · · ·
or a(r) ∈ Nx,a(1),...,a(r−1) := the linear span of
(
Nx ∪ {a
(1), . . . ,a(r−1)}
)
.
Since dim(ℓ2/Nx) = p(x) = r, we have dim(ℓ2/Nx,a(1),...,a(s)) ≥ 1 for each s = 1, . . . , r − 1.
In particular, Nx,a(1),...,a(s) is a proper closed subspace of ℓ2. Therefore, κ(Nx,a(1),...,a(s)) = 0,
which implies that
(ν ⊗ κ⊗p)((X(r)× (ℓ2)
p) \ C) = 0. (3.6)
From (3.5), (3.6), and the equality ν(X(0)) = 0, we have
(ν ⊗ κ⊗p)((X × (ℓ2)
p) \ C) = 0. (3.7)
Next, we define
Cˆ =
{
(x,a(1), . . . ,a(p)) ∈ X × (ℓ2)
p Φx(a
(i),a(i)) > 0 for every i = 1, . . . , p
}
.
Then, (x,a(1), . . . ,a(p)) /∈ Cˆ if and only if a(i) ∈ Nx for some i = 1, . . . , p. Since for every
x ∈ X , κ⊗p({(a(1), . . . ,a(p)) ∈ (ℓ2)
p | (x,a(1), . . . ,a(p)) /∈ Cˆ}) = 0 from Lemma 3.2 and
(3.2), we have
(ν ⊗ κ⊗p)
(
(X × (ℓ2)
p) \ Cˆ
)
= 0. (3.8)
From (3.4), (3.7), (3.8), and Fubini’s theorem, for κ⊗p-a.e. (a(1), . . . ,a(p)) ∈ (ℓ2)
p, we have
that (
dµ〈Ψ(a(i)),Ψ(a(j))〉
dν
(x)
)p(x)
i,j=1
is invertible
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and
µ〈Ψ(a(i))〉 is an m. e. d.m. for all i = 1, . . . , p
for ν-a.e.x ∈ X . Since (Ψ(ℓ2))
p is dense in Fp, we obtain that Gˆ, along with G, is dense
in Fp. 
We fix g = (g1, . . . , gp) ∈ G and write Z
i,j
g for dµ〈gi,gj〉/dν for i, j = 1, . . . , p. Let r ∈
{1, . . . , p}. We denote the matrix
(
Z i,jg (x)
)r
i,j=1
by Zg,r(x) for x ∈ X . For ν-a.e.x ∈ X(r),
Zg,r(x) is invertible by definition of G.
Let f ∈ F . We define a ν-measurable Rr-valued function ur on X as
ur =

 dµ〈f,g1〉/dν...
dµ〈f,gr〉/dν

 . (3.9)
Lemma 3.3. For each r = 1, . . . , p,
dµ〈f〉
dν
= turZ
−1
g,rur ν-a.e. on X(r). (3.10)
Proof. From the definition of X(r), the R(r+1)×(r+1)-valued function
(
Zg,r ur
tur dµ〈f〉/dν
)
is not invertible ν-a.e. on X(r). Then, on X(r),
0 = det
((
Zg,r ur
tur dµ〈f〉/dν
)(
Z−1g,r −Z
−1
g,rur
0 1
))
= det
(
I 0
turZ
−1
g,r −
turZ
−1
g,rur + dµ〈f〉/dν
)
= −turZ
−1
g,rur +
dµ〈f〉
dν
ν-a.e.,
that is, (3.10) holds. 
We denote a quasi-continuous modification of f by f˜ . The following theorem is a
generalization of [6, Theorem 5.4].
Theorem 3.4 (analogue of differentials of functions in F). There exists a ν-measurable
R
p-valued function ∇gf =
t(∂(1)f, . . . , ∂(p)f) on X such that the following hold:
For ν-a.e.x, ∂(i)f(x) = 0 for all i > p(x), (3.11)
and
f˜(y)− f˜(x) =
p(x)∑
i=1
∂(i)f(x)
(
g˜i(y)− g˜i(x)
)
+Rx(y), y ∈ X, (3.12)
where Rx(·) ∈ F˙loc is negligible at x in the sense that
dµ〈Rx〉
dν
(x) = 0 for ν-a.e. x. (3.13)
The function ∇gf is uniquely determined up to ν-equivalence. Moreover, the following
identity holds:
E(f, h) =
1
2
∫
X
(
Zg∇gf,∇gh
)
Rp
dν, f, h ∈ F . (3.14)
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In the statement above, the precise meaning of (dµ〈Rx〉/dν)(x) in (3.13) is as follows.
First, we fix ν-versions of dµ〈f〉/dν, dµ〈f,gi〉/dν, and dµ〈gi,gj〉/dν for i, j = 1, . . . , p. When
Rx(y) is determined by (3.12) as a function of y for fixed x ∈ X , (dµ〈Rx〉/dν)(x) is defined
by letting y = x in the natural ν-version of (dµ〈Rx〉/dν)(y), that is,
dµ〈Rx〉
dν
(x) =
dµ〈f〉
dν
(x)− 2
p(x)∑
i=1
∂(i)f(x)
dµ〈f,gi〉
dν
(x) +
p(x)∑
i,j=1
∂(i)f(x) ∂(j)f(x)
dµ〈gi,gj〉
dν
(x).
(3.15)
Here, we used (2.4).
From this theorem, we can regard the map g : X → Rp as a type of local coordinate
system (although it is not necessarily injective), and Zg(x) and p(x) as the Riemannian
metric and the dimension of the virtual tangent space of x ∈ X , respectively. Note that
Zg(·) and p(·) make sense only ν-almost everywhere, not everywhere.
In typical examples of Dirichlet forms (E ,F) on self-similar fractals X , F is character-
ized by a Besov space (see, e.g., [9, 12, 4]). Even if X is imbedded in the Euclidean space,
functions in F are generally far from smooth in the usual sense; nevertheless, Theorem 3.4
implies that the infinitesimal behaviors of functions in F can be described by those of
representatives of F .
Proof of Theorem 3.4. First, we prove (3.13) and (3.14) for a suitable function ∇gf . We
define ∇gf =
t(∂(1)f, . . . , ∂(p)f) by
 ∂
(1)f
...
∂(r)f

 = Z−1g,rur and

 ∂
(r+1)f
...
∂(p)f

 =

 0...
0

 on X(r), for r = 0, 1, . . . , p, (3.16)
where ur is provided in (3.9). Fix r ∈ {1, . . . , p}. From (3.15), for ν-a.e.x ∈ X(r),
dµ〈Rx〉
dν
(x) =
dµ〈f〉
dν
(x)− 2
r∑
i=1
∂(i)f(x)
dµ〈f,gi〉
dν
(x) +
r∑
i,j=1
∂(i)f(x) ∂(j)f(x)
dµ〈gi,gj〉
dν
(x)
=
dµ〈f〉
dν
(x)− 2(Z−1g,rur,ur)Rr(x) +
(t(Z−1g,rur)Zg,r(Z−1g,rur)) (x)
=
dµ〈f〉
dν
(x)−
(
turZ
−1
g,rur
)
(x).
From Lemma 3.3, the last term vanishes ν-a.e. on X(r). Therefore, (3.13) holds. To prove
(3.14), we may assume that f = h since both sides of (3.14) are bilinear in f and h. For
r ∈ {1, . . . , p},
(
Zg∇gf,∇gf
)
Rp
=
(
ur, Z
−1
g,rur
)
Rr
=
dµ〈f〉
dν
ν-a.e. on X(r) (3.17)
from Lemma 3.3, which implies that
1
2
∫
X
(
Zg∇gf,∇gf
)
Rp
dν =
1
2
∫
X
dµ〈f〉
dν
dν =
1
2
µ〈f〉(X). (3.18)
From (2.1), (3.14) holds.
In order to prove the uniqueness of ∇gf , suppose that ∇ˆgf =
t(∂ˆ(1)f, . . . , ∂ˆ(p)f) and
Rˆx ∈ F˙loc (x ∈ X) satisfy (3.11), (3.12), and (3.13), with ∂
(i)f and Rx replaced by ∂ˆ
(i)f
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and Rˆx, respectively. Then,
0 =
p(x)∑
i=1
(
∂(i)f(x)− ∂ˆ(i)f(x)
)
(g˜i(y)− g˜i(x)) +
(
Rx(y)− Rˆx(y)
)
, y ∈ X.
We denote ∂(i)f(x) − ∂ˆ(i)f(x) by hi(x) for i = 1, . . . , p, and let R
′
x = Rx − Rˆx. For
r ∈ {1, . . . , p} and ν-a.e.x ∈ X(r),
0 = µ〈
∑r
i=1 hi(x)gi(·)+R
′
x(·)〉
=
r∑
i,j=1
hi(x)hj(x)µ〈gi,gj〉 + 2
r∑
i=1
hi(x)µ〈gi,R′x〉 + µ〈R′x〉.
Then, since (dµ〈R′x〉/dν)(x) = 0 and (dµ〈gi,R′x〉/dν)(x) = 0 for ν-a.e.x,
0 =
r∑
i,j=1
hi(x)hj(x)
dµ〈gi,gj〉
dν
(x) =
r∑
i,j=1
hi(x)hj(x)Z
i,j
g (x)
for ν-a.e. x ∈ X(r), which implies that hi(x) = 0 for all i = 1, . . . , r. Since ∂
(i)f = ∂ˆ(i)f =
0 on X(r) for i = r + 1, . . . , p from (3.11), we obtain the uniqueness of ∇gf . 
Remark 3.5. From the proof of Theorem 3.4, we can define ∇gf for f ∈ F˙loc in the natural
way. Also, ∇g satisfies the derivation property: for f1, . . . , fk ∈ F˙loc and Ψ ∈ C
1(Rk),
∇g
(
Ψ(f1, . . . , fk)
)
=
k∑
i=1
∂Ψ
∂xi
(f1, . . . , fk)∇gfi. (3.19)
4. Application to stochastic analysis
In this section, we discuss an application to stochastic analysis. We introduce some nec-
essary notations, following Chapter 5 of [3]. Let us recall that the diffusion process {Xt}
associated with (E ,F) is defined on a filtered probability space (Ω,F∞, P, {Px}x∈X∆, {Ft}t∈[0,∞)).
We denote the expectation with respect to Px by Ex. LetM be the set of all finite ca`dla`g
additive functionals M such that for each t > 0, Ex[M
2
t ] < ∞ and Ex[Mt] = 0 for
q.e.x ∈ X . By the strong locality of (E ,F), every M ∈ M is, in fact, a continuous
additive functional. For M ∈ M, we denote its quadratic variation by 〈M〉, which is
a positive continuous additive functional, and the Revuz measure of 〈M〉 by µ〈M〉. The
measure µ〈M〉 is also called the energy measure of M . A signed measure µ〈M,L〉 on X for
M,L ∈M is defined as
µ〈M,L〉 :=
1
2
(µ〈M+L〉 − µ〈M〉 − µ〈L〉).
For M ∈M, its energy e(M) is defined as
e(M) = sup
t>0
1
2t
∫
X
Ex[M
2
t ]m(dx) (≤ +∞).
We set
◦
M = {M ∈M | e(M) <∞}. By setting
e(M,L) :=
1
2
(e(M + L)− e(M)− e(L)) for M,L ∈
◦
M,
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◦
M becomes a Hilbert space with inner product e(·, ·). For M ∈
◦
M and h ∈ L2(X ;µ〈M〉),
the stochastic integral h •M ∈
◦
M is defined by the following characterization:
e(h •M,L) =
1
2
∫
X
h dµ〈M,L〉 for every L ∈
◦
M.
We recall the following stochastic interpretation of the index.
Theorem 4.1 ([6, Theorem 3.4]). The index of (E ,F) coincides with the AF-martingale
dimension of {Xt} that is defined as the smallest number p in Z+ ∪ {+∞} satisfying
the following: There exists a sequence {M (k)}pk=1 in
◦
M such that every M ∈
◦
M has a
stochastic integral representation
Mt =
p∑
k=1
(hk •M
(k))t, t > 0, Px-a.e. for q.e.x ∈ X (4.1)
with some hk ∈ L
2(X ;µ〈M (k)〉) for k = 1, . . . , p.
The theorem stated above is valid even if the index is +∞. Henceforth, we assume that
the index p is finite and greater than 0, as in the previous section. In order to state the
main theorem in this section, we make a slight generalization of the stochastic integrals to
vector-valued functions/additive functionals. As in the previous case, we fix an m. e. d.m.
ν of (E ,F). Let n ∈ N and M1, . . . ,Mn ∈
◦
M. We write M for t(M1, . . . ,Mn) and ZM for(
dµ〈Mi,Mj〉/dν
)n
i,j=1
. We remark that µ〈Mi,Mj〉 ≪ ν for any i and j from [6, Lemma 3.2].
Define
L2(X → Rn;M) =

h = t(h1, . . . , hn)
hi is a ν-measurable real-valued fun-
tion on X for i = 1, . . . , n, and∫
X
(h, ZMh)Rn dν < +∞

 ,
Lˆ2(X → Rn;M) =
{
h = t(h1, . . . , hn) ∈ L
2(X → Rn;M) hi ∈ L
2(X ;µ〈Mi〉) for
every i = 1, . . . , n
}
.
The definition of these spaces is independent of the choice of ν. For h,h′ ∈ L2(X →
R
n;M), we set
(h,h′)M =
∫
X
(h, ZMh
′)Rn dν.
Any h = t(h1, . . . , hn) ∈ L
2(X → Rn;M) can be approximated by elements {h(k)}∞k=1
in Lˆ2(X → Rn;M) in the sense that (h − h(k),h − h(k))M → 0 as k → ∞. Indeed, it
suffices to take
h(k) = t(h1 · 1Ak , . . . , hn · 1Ak), (4.2)
where Ak = {x ∈ X | (h(x), ZM(x)h(x))Rn ≤ k}.
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For h = t(h1, . . . , hn) ∈ Lˆ
2(X → Rn;M), we define h • M ∈
◦
M as h • M =∑n
i=1 hi •Mi. Since
e(h •M) =
n∑
i,j=1
e(hi •Mi, hj •Mj)
=
1
2
n∑
i,j=1
∫
X
hihj dµ〈Mi,Mj〉
=
1
2
(h,h)M ,
we can define h •M ∈
◦
M for any h ∈ L2(X → Rn;M) by approximating h by elements
in Lˆ2(X → Rn;M). Then, the identity e(h •M) = (h,h)M/2 holds for all h ∈ L
2(X →
R
n;M).
For f ∈ F , let M [f ] denote the element of
◦
M that appears in the Fukushima decompo-
sition of the additive functional f˜(Xt)−f˜ (X0) (cf. [3, Theorem 5.2.2]). Its energy measure
µ〈M [f ]〉 coincides with µ〈f〉 from [3, Theorem 5.2.3]. In particular,
µ〈M [f ],M [g]〉 = µ〈f,g〉 for f, g ∈ F . (4.3)
Fix g = (g1, . . . , gp) ∈ G and denote
t(
M [g1], . . . ,M [gp]
)
by M [g]. As in the previous
section, we set Z i,jg = dµ〈gi,gj〉/dν for i, j ∈ {1, . . . , p}, and Zg,r =
(
Z i,jg
)r
i,j=1
for r =
1, . . . , p. We write Zg for Zg,p, which is identical to ZM [g] . The following theorem is an
improvement on a part of Theorem 4.1.
Theorem 4.2. Let M ∈
◦
M. Then, there exists h = t(h1, . . . , hp) ∈ L
2(X → Rp;M [g])
such that
for ν-a.e.x, hi(x) = 0 for all i > p(x), (4.4)
and
M = h •M [g]. (4.5)
The function h is uniquely determined up to ν-equivalence. Moreover, if M = M [f ] for
some f ∈ F , then h is provided by ∇gf .
In the proof of Theorem 4.1, M (i)’s in (4.1) are taken from
◦
M. Theorem 4.2 shows
that we can take M (i)’s from a smaller set {M [f ] | f ∈ F} at the expense of regarding
the stochastic integral as that of vector-valued functions/additive functionals; we can no
longer decompose it into the sum of scalar-valued stochastic integrals in general, at least
in
◦
M.
Proof of Theorem 4.2. We write vi for dµ〈M,M [gi]〉/dν for i = 1, . . . , p. For r ∈ {1, . . . , p},
we set a ν-measurable Rr-valued function vr on X by vr =
t(v1, . . . , vr). We define an
R
p-valued function h = t(h1, . . . , hp) on X satisfying (4.4) by
 h1...
hr

 = Z−1g,rvr and

 hr+1...
hp

 =

 0...
0

 on X(r), for r = 0, 1, . . . , p. (4.6)
We note that h = ∇gf if M =M
[f ] for some f ∈ F , in view of (3.9), (3.16), and (4.3).
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In order to prove that h ∈ L2(X → Rp;M [g]) and M = h •M [g], let us first consider
the case that M is described as M = ϕ • M [f ] for some f ∈ F and ϕ ∈ L2(X ;µ〈f〉).
Denote the set of all such M ’s by
◦
M#. In this case, we have
1
2
∫
X
thZgh dν =
1
2
p∑
r=1
∫
X(r)
tvrZ
−1
g,rvr dν
=
1
2
p∑
r=1
∫
X(r)
ϕ2 turZ
−1
g,rur dν (cf. ur is defined in (3.9))
=
1
2
p∑
r=1
∫
X(r)
ϕ2
dµ〈f〉
dν
dν (from Lemma 3.3)
=
1
2
∫
X
ϕ2 dµ〈M [f ]〉
= e(M) < +∞; (4.7)
thus, h ∈ L2(X → Rp;M [g]). By approximating h by elements h(k) = t(h
(k)
1 , . . . , h
(k)
p ) in
Lˆ2(X → Rp;M [g]) as in (4.2), we have
e(M − h •M [g])
= lim
k→∞
e(M − h(k) •M [g])
= e(M)− lim
k→∞
2e(M,h(k) •M [g]) + lim
k→∞
e(h(k) •M [g])
= e(M)− lim
k→∞
p∑
i=1
∫
X
h
(k)
i dµ〈M,M [gi]〉 + lim
k→∞
1
2
p∑
i,j=1
∫
X
h
(k)
i h
(k)
j dµ〈M [gi],M [gj ]〉
= e(M)− lim
k→∞
∫
X
p∑
i=1
1Akhivi dν + lim
k→∞
1
2
∫
X
p∑
i,j=1
1AkhihjZ
i,j
g dν
= e(M)− lim
k→∞
1
2
∫
Ak
thZgh dν
= e(M)−
1
2
∫
X
thZgh dν, (4.8)
which vanishes from (4.7). Therefore, (4.5) holds.
Let
◦
M## be the set of all M ∈
◦
M described as a finite sum of additive functionals in
◦
M#. By linearity, (4.5) is true for M ∈
◦
M##. From the observation that (4.8) is valid
as long as M ∈
◦
M and h ∈ L2(X → Rp;M [g]) satisfy (4.6), the identity
e(M) =
1
2
∫
X
thZgh dν =
1
2
(h,h)M [g] (4.9)
holds for M ∈
◦
M##. From the denseness of
◦
M## in
◦
M (cf. [3, Lemma 5.6.3]) and
the isometry (4.9), identity (4.9) extends to all M ∈
◦
M. By combining (4.8) with (4.9),
Eq. (4.5) holds for all M ∈
◦
M.
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If another h′ ∈ L2(X → Rp;M [g]) satisfies (4.4) and (4.5) with h replaced by h′,
then (h − h′) • M [g] vanishes. From (4.9), (h − h′,h − h′)M [g] = 0. Since Zg,r is
invertible on X(r) for each r = 1, . . . , p, we obtain that h = h′ ν-a.e. by taking (4.4) into
consideration. 
Acknowledgment. The author thanks Professor Nobuyuki Ikeda for insightful discussions.
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