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Abst ract - -Nonmin imum phase property of a rotating elastic manipulator causes difficulties for 
both classical and neural network inverse model control. While most of the neural network methods 
for control of elastic manipulators do not appear to converge to a solution when the system is lightly 
damped, in this paper, an appropriate cost function for a neural controller is proposed. In the 
designed neural control system, there are only three-layer feedforward networks, consisting of an 
input layer with two nodes, one hidden layer, and output layer with one node. The number of units 
in the hidden layer and the value of the learning rate are robust to this designed network algorithm. 
In order to simulate the transient response of the rotating elastic manipulator system, a single-input, 
single-output state space representation is presented for the system nonlinear model. It can be seen 
from the simulation results, the designed neural controller can not only achieve very good tracking 
performance, zero steady-state errors, and strong robustness to system parameter uncertainty, but 
also reject the effects of the input torque disturbance. (~) 2001 Elsevier Science Ltd. All rights 
reserved. 
Keywords - -Neura l  network control, Elastic manipulator. 
1. INTRODUCTION 
Mechanical vibration is a common phenomenon observed in the operation of an elastic manip- 
ulator that arises from the inertia and stiffness effect of machine parts in motion. Research on 
the problem of neural network control of an elastic manipulator has drawn wide attention [1-9]. 
This is due to the fact that compared to other control schemes, the neural networks do not need 
any mathematical model of the system, can process information i a parallel distributed manner, 
and have learning and self-organization capabilities. In addition, they can approximate he well- 
behaved nonlinear mapping to desired accuracy [2]. But, most of the contemporary esearch in 
neural networks emphasizes the theoretic proof of convergence and stability of learning control, 
and only exponentially asymptotic convergence is achieved [1,10-12]. At the same time, in the 
simulations, they are usually carried on simply the first few vibration modes, and tracking per- 
formance can only be carried out after many learning trials [3,6,9]. Furthermore, when applied to 
robot manipulator designs, one disadvantage of this approach is that due to the weak robustness 
in the sense of model parameter variations, unknown payloads, or when different rajectory is 
to be tracked, different rial iterative learning has to be restarted. A second drawback is that 
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many learning control schemes need joint angular accelerations [1,7,8], but it is not reliable in 
reality. These aforementioned obstacles degrade the performance of neural network control for 
robot manipulators. 
While most of the promising neural network method for the control of flexural manipulators 
does not appear to converge to a solution when the system is lightly damped [5], a new structure 
for the control of the elastic manipulators i  presented in this paper. The control aw is generated 
from the neural network models in order to control the system to track a desired trajectory. The 
network parameters are updated by on-line training according to an updating law that is defined 
in terms of an augmented error function. This feedback error learning scheme is used to learn 
the system dynamics of the plant, and then the feedforward control input is generated. The 
suggested approach only uses fewer layers and neurons and needs less time to get the system 
performance r quirement. 
torque ~ x° 
Figure 1. The scheme of the rotating elastic manipulator. 
2. THE MODEL OF A ROTATING ELASTIC MANIPULATOR 
Consider a rotating elastic manipulator which is constrained to move in the horizontal plane 
(no gravity effect) and actuated by a DC motor with a torque input at the hub (Figure 1). This 
model is like [13-15] but with an end gripper. It is also like [16] but with the supplemental hub 
moment inertia. For this rotating elastic manipulator model, the use of Hamilton's principle can 
provide the following dynamically differential equation and the associated boundary conditions 
02u(x, t) E I  04U(~' t) 
p(x) ~'~ ~" i)X4 
(de)  2 02u(x, t) 
= me -~ Ox 2 
f t  , , 2d2¢- . -2d2¢ f t  02u 
T(t) = ptx)x - -ax~-m~ Jo at~ at +jo P(x)~-5~ 
(a¢~ ~ o~u(x,t) L ~ a~¢ dt ] Ox 2 p(x)x ax + xp(x) dt 2 
dt ] [ ax 
02u( t, t) 
dx +m£ 2 Ot 2 + IH - -  
~(o, t) = o, 
Ou(O, t----A = o, 
Ox 
ESO%(x, t) = o, 
Ox 2 
~=t=m [ Ot 2 +-dr  2 + k. dt ) [ -~x ~(e,t)]}, 
(1) 
d2¢ 
dt2 , 
(2) 
(3) 
(4) 
(5) 
(6) 
where 
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u(x, t) : the manipulator's transverse displacement relative to a relating frame fixed to 
the hub, 
¢(t) : the angle between the hub's frame and an inertia reference frame, 
E I  : the bending stiffness, 
p(x) : the mass density, 
m : the mass of the end gripper, 
IH : the moment of inertia of the hub, 
: the length of the link, 
T : the applied torque of the motor. 
3. L INEARIZAT ION 
It is assumed that for small angular velocity, ¢2 can be neglected, and at the same time, from 
thin-beam theory [17], the following linearized ynamic equation with boundary conditions can 
be obtained: 
EiO4u 02u 
ox4 + P -~ = -Px¢'  (7) 
u(0, t) = 0, (8) 
Ou(O, t) 
o---7-- = o, (9) 
02u l 
EI-~x2 x=t = O, (10) 
(11) 
02u l 
EI-~-~ 2 + T - Ig¢  = O. (12) 
Ox z=0 
It is noted that the contribution of the rotational moment of inertia of an elementary beam 
section to the kinetic energy and potential energy can be neglected when ¢ is a first-order term. 
These equations can be derived directly from Hamilton's principle as well. 
3.1. Open Loop Transfer Function 
The transfer function of a linear, time invariant system is defined as the ratio of the Laplace 
transform of the input to the Laplace transform of the input under the assumption ofzero initial 
conditions [18]. In the following discussion, the variable U(x, s) is defined as the Laplace transform 
of the displacement u(x,t), and T(s) is the Laplace transform of the control torque T(t). The 
open loop transfer function can be obtained from one of the most commonly used sensors, the 
joint angle displacement sensor. 
Taking the Laplace transform of equations (7)-(12), a fourth-order ordinary differential equa- 
tion and its boundary conditions are obtained as follows: 
umt(x ,  8) - f~4U(x,  8) = f~4x¢(8), 
where 
with 
j34 P = -------=.8 2, 
E1 
u(o, s) = o, 
u ' (o , , )  = o, 
EIU"(g, s) = O, 
u'"(~, s) = -~[-u"'(~, s)], 
EIU"(O, s) + T(s) - IHs2¢(S) = O, 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
1012 C.-F. J. Kuo AND C,-J. LEE 
where 
d4 U d3 U d2 U dU 
U'" '  = ~ U" '  = - -  U"  = U '  = dx 4 ' dx 3 ' dr, 2 ' dx" 
The solution of equation (13) is given by 
U(x, s) = A1 sin Bx + A2 cos Bx + A3 sinh Bx + A4 cosh Bx - x¢(s).  (20) 
Equat ion (20) combined with the equations (15)-(19), the transfer function from the control 
torque T(s) to the hub rotational angle ¢(s), is obtained as 
a(Be)  
= (21)  
T(s) 
where 
EI/9 (sin Be cosh Be - cos Be sinh Be + (2roB~p) sin Be sinh Be) + s2Iga(Be) ' 
G(Be) = -~ (sin Be cosh Be - cos Be sinh ~e) - cos Bl  cosh Be - 1. (22) 
3.2. Po le -Zero  Pat tern  o f  the  Trans fer  Funct ion  
and  PD Cont ro l le r  Ga in  Chosen  
as 
where 
and 
The transcendental  transfer function, equation (21), can be expressed in a Taylor expansion [19] 
oo  
(an~n!) (dnA(O)/da '~) 
¢(s) 
. . . .  oo  , (23) 
T(s) B(a) ~ (aN/n!) (dnB(O)/dan) 
n=O 
a = De, (24) 
A(a) ma a cosh a - cos a sinh a)  cos a cosh a 1, = pe (sin - _ 
B(a) = EI e~ s inacosha-  cosas inha  + smas inha  
+ s2IH (sin a cosh a - cos a sinh a)  - cos a cosh a - 1 . 
Equation (23) can be factored as infinite products 
¢(s) _ 1 ~ (1 + (s2/w~)) 
T(s) (pg3/3 + me 2 + IH) s 2 11.= (1 + (s2/w2)) '
(25) 
(26) 
(27) 
where wi and wi are the roots of the numerator  ¢(s) and the denominator  T(s), respectively. 
This transfer function has nonminimum phase property [18]. 
Table 1. Physical parameters of the rotating flexible manipulator [21]. 
Total length (m) 1.001 
Height (m) 0.0507 
Thickness (m) 0.0032 
Mass of end gripper m(kg) 0.4528 
Mass linear density p(kg/m) 0.4578362 
Young's modules E (N/m 2) 6.895x 101° 
Cross-sectional rea moment of inertia I (m 4) 0.1384448x 10 -9 
Motor hub moment of inertia Ill (kg-m 2) 0.00044 
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Table 2. Poles and zeros configuration f the rotating elastic manipulator. 
Poles Zeros 
4- 0 4- 7.1i 
4- 48.4• 4- 74.1i 
4- 232i 4- 176.81 
4- 368.1I 4- 479.4i 
4- 594.3• 4- 816.8i 
4- 886.3• 4- 1244.1i 
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The poles and zeros of the transfer function, equation (21), can be calculated numerically with 
the root finding algorithm ZANLY from IMSL library [20]. The bisection method and Newton's 
method are used to check the roots. The numerical simulation's data of the elastic manipulator 
are described in Table 1. The results are listed in Table 2. It can be seen that the poles and zeros 
of the joint angle transfer function alternate on the imaginary axis as predicted by Gevarter [22]. 
Using root-locus analysis for a proportional controller with feedback, when gain equals to zero, 
the closed 10op poles are the same as the poles of the open loop transfer function. If the gain 
becomes very large, the closed loop poles approach those of the open loop zeros. The departure 
angles of the corresponding closed loop poles are ninety degrees. All closed loop poles lie in 
the imaginary axis and make the closed loop system marginally stable. This marginally stable 
system can be absolutely stabilized by a lead phase compensator. A proportional nd derivative 
controller with feedback will be used to meet his requirement. The proportional nd derivative 
controller can make all the closed-loop oles lie in the left half plane so that the corresponding 
system is absolutely stable. With settling time of about 6 sec and reasonable damping 0.5, the 
proportional gain, Kp = 0.85, and derivative gain, KD = 1, can be chosen. 
4. NEURAL CONTROLLER DESIGN 
The main feature that males neural network [23,24] ideal technology for a servo-mechanism 
system is that they are nonlinear regression algorithms that can model high-dimensional systems 
and have the extreme flexibility due to the learning ability. In this section, a back propagation 
algorithm with the error function for a neural controller is discussed. The basic concept of the 
neural controller used in control is hoped to train an iteration model of the system and practically 
enable the manipulator arm equipped with a gripper moved from any initial position to follow a 
command trajectory in its work space, and then, to stay at desired locations. That is, 
Y = f (T)  = f (f-1 (Y4)) = Yd, (28) 
where. 
Y: the actual output, 
Yd: the desired output, 
T: the applied torque. 
In this paper, an on-line learning is adopted as shown in Figure 2 where a neural controller based 
on the proportional nd derivative gain will be designed for this system. The proportional nd 
derivative gain is used to stabilize the system. Then, a neural learning model is constructed based 
on the parameter information of the elastic manipulator arm identified by the neural controller, 
and the elastic manipulator arm can be followed to track the desired trajectories as shown in 
Figure 3. The iterative learning process is accomplished by adjusting the weights based on a set 
of input patterns and the corresponding set of the desired outputs. The differences between the 
actual resulting output and the desired output in each output unit represents an error during the 
learning process which is back propagated through the network in order to adjust the weights. 
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Yd 
Neural > Plant 
Figure 2. On-line learning algorithm. 
~ 
-'~ Neural I 
T 
, ~ Plant 
Ue .... ~ + 
÷ 
Figure 3. Architecture of the control system with NN. 
This scheme has the advantage of making the system stable from the beginning of the neural 
networks training because the proportional and derivative feedback controller guarantees the 
system to be absolutely stable as already proved above. 
4.1. The Back-Propagation Algorithm 
Among the algorithms used to perform supervised learning, the back-propagation algorithm has 
emerged as the most widely used and successful algorithm for the design of multilayer feedforward 
networks [25]. In the control design scheme, there are three-layered networks consisting of input, 
hidden, and output layers. The two distinct phases to the operation of backpropagation learning 
include the forward phase and the backward phase. In the forward phase the input signals 
propagate through the network layer by layer, eventually producing the response at the output 
of the network and 
Y = (fo (.fh (XiWij) Wjk)), (29) 
where Xi is the input signal, Y is the actual output, XiWij is the weighted sum of the outputs of 
the previous layer, and Wij and Wjk denote the weights between units i and j in the input layer 
to the hidden layer and between units j and k in the hidden layer to the output layer, respectively. 
In this paper, the function fo(x) is a linear function, and the function fh(x) is called the sigmoid 
function and is expressed by 
1 
fh(x) = 1 + e -z" (30) 
This actual response so produced is compared with a desired response, generating error signals 
that are then propagated in a backward irection through the network. In the backward phase, 
the delta rule learning makes the output error between the output value and the desired output 
value change weights and reduce rror. In this control scheme, the input signals of the input layer 
are hub angle and hub angle rate, and the output signal of the output layer is the torque. In this 
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backward phase of operation, the free parameters of the network are adjusted so as to minimize 
the following error function: 
, a ) ] - . (0 )}  = E = "~{Yd -- y}2 = 2 { [gp (¢d -- ¢) + KD (al) 
where Cd and ~d are desired hub angle and hub angle rate, respectively. The connect weight W~j 
is changed from the error function by an amount given by 
AWij = ~SjXi. (32) 
The delta rule learning for the units in the output layer is given by 
at = (Ydj - r , )  Yj (1 - Y , ) ,  (33) 
and for the units in the hidden layer is 
(34) 
where 
Yj: the jth output node, 
Hi: the jth hidden node, 
Xi: the i th  input node, 
~: the learning rate. 
The back propagation algorithm relates to the negative gradient of the error which is pro- 
portional to the weight changes. The proportional relationship is called the learning rate. The 
learning rate is designed relating the network learning, local minimum, and weight changes which 
are overly large or too small in the neural network learning. In this paper, a momentum factor 
is also designed to help the network learning. The formulation of weight changes as 
OE AW n+l = ~-~--~ + c~AW n, (35) 
where 
AW n+l  : 
AW~: 
Cg: 
the (n + 1) th weight change, 
the n th weight change, 
the momentum factor. 
The last term of the right-hand side of the above equation is a momentum term that is used 
for increasing the learning rate and avoiding the danger of instability. 
5. S IMULAT ION STUDIES  
To create a generalized-parameter N degrees of freedom nonlinear model for this continuous 
system, the mode summation method is used. Thus, u(x, t) is expressed by [26,27] 
N 
u(x, t) = E Xi(X)vi(t), (36) 
i=1 
where Xi(X) are eigenfunctions and vi(t) is the generalized isplacement. 
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5.1. The  Eigenvalue Problem: Eigenfunctions 
The method of separation of variables [26] is used to get the eigenfunctions. The displacement 
u(x, t) is written in the form as 
u(x, t) = X(x)Y(t) .  (37) 
Substituting equation (37) into equations (7)-(12) and rearranging leads to 
where 
EIx"____ t _ 
PX Y = w2, (38) 
Xmt__ d4x ~r_  d2y 
dx 4 ' dt 2 , 
w = natural frequency. Equation (38) leads to two ordinary differential equations 
~z + w2y = O, (39) 
X"" -/~4X = 0, (40) 
where 
with four boundary conditions 
~4 = t xa2 
E I  ' (41) 
x(o) = o, (42) 
EIx"(O) = --W2IHX'(O), (43) 
X"(t) = O, (44) 
E Ix" ( t) = -w  2m X (g). (45) 
To solve equation (42) with boundary conditions (42)-(45), the following frequency equation 
and its corresponding eigenfunction can be obtained: 
and 
1 + cos f~rgcosh/~ri + mt3r (cosflrEsinh~g - sinj3rgcosh ~g) = 0, 
P 
[ 1 1 (cosh ~rx - cos 13rX) - \ sin ~r~ + sinh ~rE J (sinh flrx - sin ~rx) , xr (x )  = cr 
where c~ is an arbitrary constant. 
(46) 
(47) 
5.2. Mode Summation Method 
The mode summation method consists of substituting equation (37) into expressions for kinetic 
energy, potential energy, and the virtual work of nonconservative force acting on the system, and 
then applying Lagrange's equation [26] 
d(OT)  cOT OV 
~-T ~-~+~=O' ,  
where 
T: kinetic energy of the system, 
V: potential energy of the system, 
qi: generalized coordinates, 
Qi: generalized forces. 
i = 0,1,2, . . . ,N,  (48) 
/ 
/ 
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Following this procedure and neglecting the quadratic terms in u and its time derivatives, the 
nonlinear governing partial differential equation of this rotating elastic manipulator yields the 
following discretized second-order, nonlinear, and coupled ordinary differential equations: 
M_~ + Ku + ¢2D_u = f(t), (49) 
where 
u: the system n dependent s ate vectors = (¢, vl---VN-1) T, 
M: the system n x n mass symmetric matrix, 
K: the system n x n stiffness ymmetric matrix, 
D: the symmetric matrix which constitutes the nonlinearity of the system, 
f(t): the externally applied torque = T(t)p, T(t) depends on the controller's design, 
p_. = (1 o.. .  o) T, 
and 
1 3 
ro l l  =-~P£ +m~ 2+ IH, 
f ox(x)x~-~(x) ax +mtxj_~(e), 
mij = rr~ji = t 
fo PXXi_l(x)xj_l(x) dx + mexi-l(e)Xj-l(£), when i , j  = 2,3,.. .  ,N, 
{ 0fo when i=1,  j=1 ,2 ,3  . . . .  ,N, k~j tEIX~_l(x)Xy_l(x)dx, when i , j  = 2,3, . . . ,N,  
/ 0! t ~ [ p ~-(t 2 _ x~ ] ! +,- y- ,  ! X~-l(X)X~-l(x) [. px*-l(x)~j-~(x) dx 
-mgxi-l(g)X~-l(f.)Xj-i(~.), when i , j  = 2, 3,. . . ,  N. 
(5o) 
when/ 1 ,  j=2 ,3 , . . . ,N ,  
(51) 
when i= l ,  j=2 ,3 , . . . ,N ,  
dx 
(52) 
(53) 
From Duncan 2N analysis, let 
Equation (49) can be expressed by 
Aq_" + Bq = h(t), 
(54) 
(55) 
where 
B = 2D , 
vec,o .  
(56) 
(57) 
(58) 
Equation (55) is the state space representation f the rotating elastic manipulator. 
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5.3. Choosing the Number of Degrees of  Freedom in the Simulations 
The governing partial differential equation of the elastic manipulator has been discretized by 
an N-degree of freedom system, where N is a finite number depending on the accuracy desired. 
In order to get correct results of the computer simulation, a good number, N, should be chosen. 
From equation (55), the characteristic equation can be written as 
det (s I  - A) = O. (59) 
When the determinant of equation (59) is expanded, it results in a polynomial equation of de- 
gree N in s whose roots are the eigenvalues, or natural frequencies. The natural frequencies will 
be the system poles. 
Table 3 shows the open-loop poles for the rotating elastic manipulator which was calculated 
from the transfer function, equation (21), and from the characteristic equation, equation (59), 
respectively. From this table, it is clear that choosing N equals to eleven degrees of freedom, the 
solution of the discretized model is very acceptable. 
Table 3. The comparison between the natural frequencies and poles. 
Modes 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Natural Frequencies Poles 
N=2 N=4 N=6 N=8 N=l l  Exact 
0 0 0 0 0 0 
63.612 48.462 48.462 48.462 48.462 
178.317 176.815 
390.623 
176.815 176.815 
48.462j 
176.815j 
378.256 368.192 368.192 368.192j 
628.764 594.387 594.387 594.387j 
950.654 898.768 886.369 886.369j 
1285.814 
1714.638 
2239.546 
2943.977 
1546.238 
2198.987 
4212.628 
1285.814j 
1714.638j 
2239.403j 
2923.977j 
4312.631j 
6. S IMULAT ION RESULTS 
Consider a three-layer feedforward network that consists of an input layer with two nodes, one 
hidden layer, and output layer with one node as shown in Figure 4. The hub angle and hub 
angle rate are the input nodes and the output layer has one node for torque. This network has 
the hidden layer of sigmoid function and the output layer with the linear function (f0(netj) = 
- netj +/~j), where netj is the activation value for the jth neuron and Oj is the threshold [25]. 
The learning rate 0.007 and the momentum factor 0.5 are initially adopted, and the initial 
weights of the neural controller are initially chosen at random with an interval between 0.02 and 
-0.02. The error function is chosen to be E = (1/2)[(Kp(¢d -- ¢) + KD(~bd -- ¢)) -- Y(0)] 2 and 
Kp = 0.85, KD ---- 1. The sampling time is I ms. Cd and Cd are used as the reference inputs. 
In the simulation, the desired arrival angle of the rotating elastic manipulator is set equal to 
(2/3) × ~r and the arrival angular velocity is set equal to zero, respectively. The block diagram 
of the neural control system is shown in Figure 5. 
Neural Network Control 
YI Yk 
Xl Xi 
Output Layer 
Hidden Layer 
Input Layer 
Figure 4. The back-propagation neural network architecture. 
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Figure 5. A neural controller for the feedback block. 
2.5 
Nodes=5 Nodes=.3 
Nodes=lO 
0.5 
0 I I ! I 
0 2 4 6 8 10 
Time (sec) 
Figure 6. The comparison of neural control responses agahnst different hidden nodes. 
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2.5 
lj =0.01 
Time (=ec) 
A 1.5 
1 
0.5 
I 
8 10 
~ 1.5  
o 
0 .5  
I I I I 
0 2 4 6 8 10 
"nme (see) 
Figure 9. The comparison of neural control responses against different masses of end 
grippers. 
2.5  
' ~m 
1/2m """-" -~ '"~" . . . .  ./ :/ 
/ 
Figure 7. The comparison of neural control responses against different learning rates. 
2.5 / f~- - - - -~ .~_  
2 ~a=!~ 
0 
0 2 4 6 8 10 
Time (sec) 
Figure 8. The comparison of neural control responses against different desired angles. 
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o . ,  ' ' / , . A .  ' 
0.8 / / time=2.6 sec 
0.7 
/ /  f " /  
0.~ . / /  . - . . J~  
o l /~1:~,  , , 
0 0.2 0.4 0.6 0.8 
x(m) 
Figure 10. Intermediate manipul&tor shapes of neural control for step input com- 
mand. 
1.5 
Tot(N-m) 
1 
0, 0 
-0.5 ' ' ' 
0 2 4 6 8 10 
Time (sec) 
Figure 11. Control torque of the neural network system for step input command. 
3.5 , , , , /~- - -~  
3 / Convertional PD control 
/ _ 2.5 
0 -6 
~ 1.5 
1 
0.5 
O ~ I I I I 
0 2 4 6 8 10 
Time (sic) 
Figure 12. Transient response comparison between traditional and neural control for 
step disturbance. 
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First, the neural network is tested by different nodes in the hidden layer. For forward dynam- 
ics simulation in this scheme, the fourth-order Runge-Kutta method with time step 0.005 sec is 
applied. It can be seen from the result in Figure 6 that the corresponding transient responses for 
different nodes appear to converge to the solution. This fact shows that good tracking perfor- 
mance can be achieved by only three nodes learning in the hidden layer and complies with the 
fact that the suggested error function is adequate for trajectory tracking control. The number of 
units in the hidden layer is robust to this network algorithm. 
Then, the neural network algorithm is tested by a different learning rate with the same number 
of nodes in the hidden layer. From Figure 7, it can be seen that for each different learning rate, 
the system response still has good convergence property. 
Next, for the same learning rate and same nodes of the hidden layer, the robustness of the 
approach to parameter variations, and the desired targets, simulations under the following two 
different situations are carried out: 
(1) change desired rotational angle from 120-degrees to 60, 90, 135, or 180-degrees; 
(2) change the mass of the end gripper m to 2/3 m, 1/2 m, or zero. 
The tracking performances after three learning trials are shown in Figures 8 and 9, respectively. 
The simulation results have shown that the control scheme has strong robustness. For a desired 
angle of 60 degrees, the intermediate manipulator shapes and the control torque are shown in 
Figures 10 and 11, respectively. The contributions of the control torque to the tip position from 
the rigid-body mode and the flexural modes totally suppress each other at the final time and 
make good tracking property as well. 
Last but not least, the effect of disturbance is tested by this control scheme. It has been 
shown from equation (27) that an elastic manipulator is a type 2 system. The steady-state 
error of the traditional PD closed-loop system due to the step input is zero, and due to the step 
disturbance of magnitude W is W/(1  + k),  where k is the position error constant [18]. Evidently, 
this phenomenon can be shown from Figure 12. From this plot, good rejection property for step 
disturbance also can be seen from this neural network learning control system. 
7. CONCLUSIONS 
A new cost function including the terms related to the hub angle and hub angle rate has been 
proposed and shown to be very effective in simulation. Analytical analysis for tuning the gains is 
available and allows the amount of closed-loop damping and the corresponding transient response 
to be adjusted. The proposed neural network controller does not require off-line training, and 
it is easy to initialize. The presented state-space representation f the system nonlinear model 
was shown to be very effective for computer simulation. Since hub angle and hub angle rate can 
be easily measured, the control does not need state estimation. At the same time, this control 
scheme does not depend on spatial discretization of the system, and therefore, there |S no control 
and observation spillover concern which is a general problem in most control strategies for elastic 
structures. The simulation results have shown that the effectiveness of this control design scheme 
can learn to track a desired trajectory. It has very good robustness to torque disturbance and 
model parameter variations as well. 
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