Abstract. We consider a second-order elliptic eigenvalue problem on a convex polygonal domain, divided in M nonoverlapping subdomains. The conormal derivative of the unknown function is continuous on the interfaces, while the function itself is discontinuous. We present a general finite element method to obtain a numerical solution of the eigenvalue problem, starting from a nonstandard formally equivalent variational formulation in an abstract setting in product Hilbert spaces. We use standard Lagrange finite element spaces on the subdomains. Moreover, the bilinear forms are approximated by suitable numerical quadrature formulas. We obtain error estimates for both the eigenfunctions and the eigenvalues, allowing for the case of multiple exact eigenvalues, by a pure variational method.
Introduction
Let Ω ⊂ R 2 be a bounded convex polygonal domain with boundary ∂Ω. Assume that ∂Ω = Γ 1 ∪ Γ 2 ∪ Λ 1 , where Γ 1 and Γ 2 are open and consist of an integer number of sides, Γ 1 ∩ Γ 2 = ∅ and meas 1 Λ 1 = 0. Further, let Ω be divided in M nonoverlapping, open, convex, polygonal domains Ω i ⊂ Ω, 1 ≤ i ≤ M . We denote by N i ⊂ {1, . . . , M} the set of integers σ for which meas 1 (∂Ω i ∩ ∂Ω σ ) > 0. We set Γ i,σ = ∂Ω i ∩ ∂Ω σ for σ ∈ N i , 1 ≤ i ≤ M. We assume that Γ i,σ ∩ Γ j,ρ = ∅ when {i, σ} = {j, ρ}. together with the following transmission conditions (TCs): In fact, it is precisely (1.2) which makes the present EVP a nonstandard one. In the usual transition (eigenvalue or boundary value) problems in composite media both the unknown and its conormal derivative are continuous at the interface of two subregions, in spite of a discontinuity of the coefficients in the differential equation at this internal boundary. Such problems have a well-known variational formulation, see e.g. [4, Chapitre VII, Section 2], and their finite element approximation offers no special difficulties. The meaning and origin of the TC (1.2) are different than for the usual continuity condition. Moreover, (1.2) prevents the variational approach for standard transition problems to be applicable.
We overcome this difficulty by passing to a product space setting of the present EVP, allowing us to derive a suitable but nonstandard formally equivalent variational formulation in an abstract setting, which explicitly reflects the TC (1.2). This variational form of the EVP serves as the starting point for a finite element approximation method (FEM), both with and without numerical quadrature, also in a product space setting. Moreover, when suitably identifying the canonical basis for the finite element product spaces, the method is found to be attractive from the computational point of view too, as the stiffness and mass matrices of the resulting algebraic EVPs can be constructed by means of the stiffness and mass matrices for one-component problems on the respective domains Ω i , 1 ≤ i ≤ M. This variational approach to the EVP (1.1)-(1.5) is thought to be new.
The TC (1.2) arises in a natural way in various practical applications, for instance in the context of transient heat transfer problems in composite media with nonperfect thermal contacts at the internal boundaries, see e.g. [11, Chapters 8] , [10, Chapter 9] and [7] . Only in very special cases can the exact eigenpairs of the EVP (1.1)-(1.5) be obtained; cf. the first two references just quoted.
The strategy for the paper is as follows. We first show that the present type of EVPs indeed fits into the general framework of abstract EVPs for symmetric, coercive and bounded bilinear forms in Hilbert spaces. Hence, classical arguments imply the existence of exact eigenpairs, obeying some standard properties. By the properties of suitably chosen approximation spaces with triangular or, where possible, with rectangular elements and by the property of the properly introduced Lagrange interpolation and elliptic projection, the convergence and error estimates of the consistent mass FEM are similar to those for standard elliptic 2nd-order EVPs. Next, to incorporate the effect of a suitable numerical quadrature on the approximate eigenpairs, we proceed to some extent similarly as in [1, 15, 14] . Apart from the structure of Ω and of the corresponding product (approximation) function spaces, the main difficulty concerns the line integrals on the interfaces Γ i,σ , arising from the TCs (1.2)-(1.3).
In the error analysis we allow for the case of multiple exact eigenvalues. An outline of the paper is now in order. The precise variational formulation of the EVP (1.1)-(1.5), which is crucial for our approach, is stated in §2, together with some preliminary results concerning the function spaces and the bilinear form. This allows the EVP to be put in the framework mentioned above. In §3 we first introduce suitable approximation spaces and then the elliptic projector. The consistent mass FEM is dealt with in §4, while the numerical quadrature FEM is discussed in detail in §5. To illustrate the effectiveness of the present approach, we consider in §6 a 1D-analogue of the EVP (1.1)-(1.5), the exact eigenpairs of which are easily found. Finally, in the Appendix we give a physical example of the origin of the TCs (1.2)-(1.3). 
and we identify v ∈ V with a scalar function v : Ω → R for which
with inner product (·, ·) and associated norm | · | given by
We will also use the product space
, m ∈ N 0 , and its (product) norm · H m (Ω) and (product) seminorm | · | H m (Ω) both defined in the natural way. For m = 1, the product norm is simply denoted by · .
Throughout this paper, the data are assumed to fulfill the hypotheses (H1)-(H2):
These hypotheses ensure the ellipticity of the EVP.
Variational formulation.
The weak or variational EVP associated with (1.1)-(1.5) reads:
where (·, ·) and a(·, ·) are defined by (2.1) and (2.5), respectively.
The integral identity (2.6) is obtained from (1.1)-(1.5) by first dealing with the EVP for the pair (λ, u i ) in the usual way and by next summing up the resulting variational equation for i = 1, . . . , M; we use the symmetry h i,σ = h σ,i and the notations (2.1)-(2.5).
The formal equivalence of the classical and the variational EVP may be shown by adapting standard arguments to the present product space setting. Particularly, to recover the TC (1.2) from (2.6), we use a well-known density property in L 2 (Γ i,σ ), see e.g. [9, Theorem 6.6.3] .
To put (2.6) into a general framework of abstract variational elliptic EVPs in Hilbert spaces (see e.g. [13] ), we rely on the following preliminary result, the proof of which is evident from the definitions of H, V and a(·, ·).
Proposition 2.1. (1)
The spaces H and V are Hilbert spaces, V being compactly and densely embedded in H.
( 
(Here each eigenvalue occurs as many times as given by its multiplicity.) (2) There is a Hilbert basis of H formed by orthonormal eigenfunctions
u , ≥ 1. Furthermore, the sequence (λ −1/2 u ) ≥1 forms
an orthonormal basis of V with respect to a(·, ·).
We will deal with the approximation of the eigenpairs of (2.6).
Preliminary results

3.1.
Choice of approximation space. We consider a regular family of triangulations (T 
, where h i is the mesh parameter,
and P k stands for the set of polynomials of degree ≤ k and Q k for the set of polynomials of degree ≤ k with respect to each variable. Next, let
Finally, we consider the product spaces
where h = max 1≤i≤M h i is the overall mesh parameter, which we assume is sufficiently small.
In what follows, C denotes a generic constant not depending on h (even when it is not explicitly stated).
Inverse inequality. From now on, we assume that each regular family of triangulations (T
Further, we assume that the families (T i hi ) hi are mutually 'quasi-uniform' too, i.e.,
3.3. Density and approximation property. 3.4. The elliptic projector. We define the elliptic projector P : 
Similarly to [1, Lemma 6.1] (and its extension to triangular meshes) we get:
Proposition 3.2. Consider regular families of triangulations (T
Remark 3.1. In the case of a triangular mesh on Ω i one has
4. Consistent mass finite element method 4.1. Variational eigenvalue problem. The consistent mass approximate EVP corresponding to (2.6) reads:
The eigenpairs, the existence of which is guaranteed by the discrete analogue of Theorem 2.1, are denoted by (λ ,h , u ,h ), 1 ≤ ≤ N (h).
From Proposition 3.1 a result analogous to Theorem 6.5-1 in [13] holds, viz. 
. , N(h), we have
(2) Let λ be a simple exact eigenvalue and u the corresponding exact eigenfunction; then
Case of a multiple exact eigenvalue λ .
The assumption that λ is simple was made in (4.3) and (4.5) only. This restriction may be dropped. Thus, let
We denote the L + 1 eigenfunctions associated with λ , chosen to be orthonormal in H, by u , u +1 , . . . , u +L . Further, let (λ +t,h , u +t,h ), t = 0, . . . , L, be the corresponding eigenpairs of (4.1), the eigenfunctions being orthonormal in H.
Proceeding to some extent analogously as in [5, §XII.5.4], we readily obtain estimates similar to (4.5) for U +t, (h) − u +t,h , 0 ≤ t ≤ L, where U +t, (h) are exact eigenfunctions corresponding to λ and being orthonormal in H. Their dependence on h is inconvenient for practical implementations. In the next theorem we overcome this difficulty.
Proof. One first infers the existence of a set (U +t (h)) L t=0 of exact eigenfunctions of (2.6), corresponding to λ , such that
The first estimate is shown similarly as in [5, (5.65), p. 909], while the second estimate follows from (4.6) and
Next we slightly adapt the arguments in the second part of the proof of [16, 
Here we take the underlying triangulations T i hi and T σ hσ of adjacent domains Ω i and Ω σ to share the nodes on the interface Γ i,σ . Then the set (ϕ s ) 1≤s≤I(h) ,
where
forms a basis of the product space X h . Deleting the basis functions corresponding to the nodes on Γ 1 , we get a basis of V h . We emphasize that to a node on an interface Γ i,σ , figuring both in T i hi and T σ hσ , two basis functions are assigned.
As usual, all integrals entering the stiffness and mass matrices of the algebraic EVP may be reduced to integrals on a reference element K and its sides.
Remark 4.1. The approximation method outlined above, from the variational formulation (2.6) to the choice of the canonical basis V h just made, is attractive from a computational point of view since one may start from existing codes for classical EVPs. Indeed, the stiffness and mass matrix of the resulting algebraic EVP show a block diagonal structure, the blocks originating from the stiffness and mass matrix of a scalar EVP on the respective domains Ω i with a homogeneous Neumann BC on the parts Γ i,σ , σ ∈ N i , of the boundary ∂Ω i , 1 ≤ i ≤ M. The stiffness matrices have to be modified and assembled in a suitable way so as to take properly into account the TC (1.2) in the nodes of each interface Γ i,σ , to be counted once as a node of Ω i and once as a node of Ω σ .
5. Numerical quadrature finite element method 5.1. Preliminaries (cf. [3] , [6] and [14, §2.1]). Consider the (affine invertible) mapping
where b X r and ω X r > 0, r = 1, . . . , N(X), are the quadrature nodes and weights, respectively, and where X = L and X = G refer to the quadrature formulas having degree of precision 2k − 1 and 2k + 1, respectively. The quadrature error is
Putting ϕ(x) = ϕ( x) whenever x = F K ( x), x ∈ K, we define the corresponding quadrature formulas on K by
In a similar way we approximate the line integrals on a side ∂ t K of K, using a one-dimensional Lobatto (X = L) or Gauss-Legendre (X = G) quadrature formula
where the quadrature points g X r (characterized by their arc length) correspond to the Lobatto or Gauss points in the interval [−1, 1], respectively. This quadrature formula has precision 2k − 1 or 2k + 1, respectively; see [6, §2.7] .
According to (5.1) we put
The quadrature formula on a side ∂ t K of an element K is defined by
We refer to [6, 
Approximation of the inner product of H. We define the discrete inner product of H and the associated norm in
Proof. Apply [1, Lemma 3.2] or the analogue for a triangular mesh on a onecomponent domain.
Approximation of the bilinear form. First, introducing the notations
with t ∈ {1, 2, 3, 4} when K is rectangular and t ∈ {1, 2, 3} when K is triangular, we have
In what follows, we assume that
The discrete analogue of the bilinear form a(·, ·), (2.5), on X h × X h is defined by
Obviously, a h (·, ·) retains the symmetry property of a(·, ·). Further, we obtain: Proposition 5.2. The form a h (·, ·), (5.5), is uniformly bounded and strongly coercive, i.e., 
For X = G the precision of the quadrature formula leads to
For X = L this estimate is seen to hold also by first showing, as in [1, Lemma 3.2] , that
Hence, from the trace inequality,
(2) To prove (5.10), note that [15, (2.8) ], or the analogous result for a triangular mesh, leads to These estimates for the local errors lead to the estimates of the total quadrature errors (5.11) and (5.12).
Theorem 5.1. For the total error of quadrature
Proof. Apply (5.13) with s = t = k − 1 and proceed similarly as in [1, Lemma 5.1].
Theorem 5.2. For the total errors of quadrature E
X a (·, ·), (5.12), we have: 
Then, for the case of a triangular mesh, we have
Proof. 
1). We get
Recalling that h i,σ = h σ,i and using arguments similar to those for E G C , we find
where in the penultimate step we noted that
(2) Proceed in a similar way, now taking r = k − 1 + s in (5.15) and its analogue for E 
The properties of a h (·, ·) and (·, ·) h mentioned in Propositions 5.1 and 5.2 (combined with the symmetry of a h (·, ·)) guarantee the existence of approximate eigenpairs, denoted by ( λ ,h , u ,h ), 1 ≤ ≤ N (h); all eigenvalues are strictly positive and the eigenfunctions are orthogonal with respect to (·, ·) h .
Remark 5.2. For the stiffness matrix and the mass matrix of the algebraic EVP corresponding to (5.22) a similar remark applies as for the consistent mass FEM.
5.6. Convergence and error estimate of the approximate eigenpairs. The approach outlined so far, starting from the variational formulation (2.6) of the original EVP, through its numerical quadrature FE approximation, is formally identical to the treatment of a class of elliptic EVPs in one-component domains, considered in [14] . In particular, the key results, obtained in the previous section, on the basis of Propositions 5.1-5.2, are, mutatis mutandis, similar to those in [14, §3-4] , even in the presence of the transmission part B(·, ·) entering the bilinear form a(·, ·) on account of the jump conditions at the interfaces of the subregions. Therefore, the error estimates for the numerical quadrature FE approximate eigenpairs will have the same structure as those in the paper just cited, requiring of course suitable interpretations of all quantities and conditions involved, according to the setting of §2.1 and §3.1.
Let λ be an (L + 1)-fold eigenvalue of (2.6) (0 ≤ L < +∞). By u , . . . , u +L we denote a set of associated eigenfunctions. Let ( λ +r,h , u +r,h ), r = 0, . . . , L, be the corresponding eigenpairs of (5.22). The exact eigenfunctions may be taken to be orthonormal in H, while the approximate eigenfunctions may be taken to be orthonormal with respect to (·, ·) h . 
Case of a simple exact eigenvalue λ and X = G.
Case of a multiple exact eigenvalue λ and X = G. 
(2) Retain the same conditions on the data as in Theorem 5.4 (2) . Assume that u , . . . , u +L ∈ H k+1 (Ω). Then, for k ≥ 2, we have 
Less useful estimates may be obtained for m = k − 1 and for all h, for a set (U +r, (h)) L r=0 of exact eigenfunctions depending, however, on h. Remark 5.4. In Theorems 5.4-5.5 the rates of convergence are only suboptimal. This suboptimality can be regarded as a limitation of the purely variational method which we have outlined. In fact, by extending the arguments from [14] , we can improve these rates of convergence by one unit, but at the cost of a supplementary assumption, viz.
the boundary value problem associated with the bilinear form a(·, ·), (2.5), is 'regular' in the sense of [3, p. 138], i.e., the solution operator
This type of assumption is well known in finite element error analysis, but for the present EVP no set of sufficient conditions for the data of (1.1)-(1.5) can be given guaranteeing the validity of this assumption.
Case of a triangular mesh and X = L. When using a less accurate numerical quadrature formula to approximate the bilinear form, viz. when we take X = L in (5.5)-(5.8), the same rate of convergence for the approximate eigenpairs may be recovered. However, for the error estimate of the eigenfunctions in the H-norm this requires the same regularity conditions as in Theorem 5.4(2).
Numerical example
The effectiveness of the variational formulation of the multi-component EVP and its (consistent mass and numerical quadrature) FE approximation is tested for a 1D model problem, the eigenpairs of which can be evaluated exactly (at least in principle). For a domain with two components (0, 1) and (1, 2), we consider the following EVP:
Find λ ∈ R and the functions u Figure 6 .2 we note that the relative (percent) deviation R of the approximate eigenvalue to the exact one (i.e., R = (λ app − λ ex )/λ ex · 100%) obeys log |R| ≈ C + log h 2 = C − 2 log N (C constant independent of h), in accordance with the theoretical order of convergence just mentioned. 
