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Resumo
O projeto insere-se no tema “A Internet das Coisas”. Tem como objetivo criar um
middleware que possa ser executado por dispositivos com baixas capacidades de proces-
samento e que garanta um baixo consumo de recursos. Este middleware tera´ de ser capaz
de agregar informac¸o˜es de redes de sensores e disponibilizar servic¸os a aplicac¸o˜es cli-
ente. O sistema final sera´ aplicado para monitorizar o trabalho dos bombeiros na a´rea
dos inceˆndios florestais. Tera´ como base a monitorizac¸a˜o de gases e as temperaturas a
que os bombeiros esta˜o expostos num cena´rio de um inceˆndio florestal. Procede tambe´m
a` localizac¸a˜o atrave´s de GPS, a fim de efetuar ca´lculos acerca do desgaste dos bombei-
ros, e os localizar em caso de acidente. Para tal construı´u-se uma rede de sensores, que
conseguira´ captar os dados do ambiente que se pretendem. Para os agregar e disponibi-
lizar desenvolveu-se um middleware para operar nas estac¸o˜es base e armazenar os dados
recolhidos pelas redes de sensores. Por fim desenvolveu-se uma aplicac¸a˜o cliente para
monitorizar os bombeiros envolvidos, que usufrui de web services disponibilizados pelo
middleware. De forma a criar a rede de sensores, foram construı´dos dispositivos que in-
cluem sensores de gases e temperatura bem como uma mo´dulo para localizac¸a˜o de GPS
e uma placa de rede ZigBee, os quais sa˜o alimentados por uma pilha. O middleware
desenvolvido pode ser expandido em tempo de execuc¸a˜o adcionando novos gateways ou
servic¸os. Esse gateways tem como objetivo agregra de redes de sensores com diferen-
tes tipos de tecnologias. Em relac¸a˜o aos servic¸os estes podem coomunicar com outros,
servic¸os, gateways ou outros componentes do sistema, a fim de implementar uma nova
funcionalidade ou efetuar ca´lculos a partir dos dados recolhidos. A aplicac¸ao desenvol-
vida, tem como pano de fundo as tecnologias web, consiste numa aplicac¸a˜o hı´brida. Esta
pode ser executada em computadores, recorrendo a um web browser, ou exportada para
plataformas mo´veis.
Palavras-chave: middleware, sensores, gases, redes de sensores, inceˆndios florestais,
bombeiros
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Abstract
This project fits into the ”The Internet of Things” theme. It aims at creating a middle-
ware capable of aggregating sensor networks and of providing services to client applica-
tions, ensuring low resources consumption and the possibility to run on devices with low
processing capacity. The final system is applied to firefighters missions, particularly in
fighting forest fires. Its purpose is to monitor toxic gases and temperatures. That firefight-
ers are exposed during the fight of forest fires, as well as to locate each firefighter via GPS
in order to calculate their physical tiredness and locate them in case of accidents. For this
we create a sensor network, that collects environmental data. In order to ensure that data
are available to client applications we developed a middleware to be run on base stations,
which stores data collected by sensor networks and make them available to clients on web
services. We also developed a client application in order to monitor firefighters involved
in forest fire, which makes use of the web services provided by the middleware.
Keywords: middleware, sensor networks, sensors, wildfire, gas, firefighter
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Capı´tulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
Um dos grandes desafios tecnolo´gicos dos nossos dias e´ a descoberta e o desenvolvimento
de dispositivos de baixo custo suficientemente poderosos para se ligarem a` Internet, e que
ao mesmo tempo garantam baixos consumos de energia. Estes dispositivos sa˜o a chave
para A Internet das Coisas (IoT, do ingleˆs The Internet of Things) [35].
A Internet das Coisas representa uma revoluc¸a˜o tecnolo´gica e da´-nos uma antevisa˜o do
futuro das sociedades da informac¸a˜o. Este novo paradigma permite formas de interac¸a˜o
inovadoras com o ambiente que nos rodeia, estando dependente da invoc¸a˜o e desenvolvi-
mento de mecanismos de comunicac¸a˜o sem fios e, ao mesmo tempo, da nanotecnologia.
A relac¸a˜o entre estas a´reas e A Internet das Coisas adve´m do seu pro´prio conceito e ob-
jetivo - a interac¸a˜o com o ambiente - medindo paraˆmetros e tomando deciso˜es baseadas
em valores de refereˆncia pre´-estabelecidos e algoritmos de tomada de decisa˜o. Os valores
recolhidos a partir destas medic¸o˜es (por exemplo atrave´s de redes de sensores) podem ser
armazenados em bases de dados na Internet.
Grac¸as a` capacidade de comunicac¸a˜o em locais onde na˜o e´ possivel estabelecer liga-
c¸o˜es com fios, ao tamanho reduzido dos dispositivos, e a`s vantagens que podemos obter
numa determinada tarefa ou trabalho com o auxı´lio da computac¸a˜o, as redes de sensores
esta˜o hoje em dia presentes nas mais variadas a´reas (e.g., militar, turismo, controlo de
armaze´m, seguranc¸a, emergeˆncia me´dica, educac¸a˜o, detec¸a˜o de cata´strofes, entre outras).
A diversidade de a´reas a`s quais as redes de sensores sa˜o aplicadas deve-se principal-
mente a` sua versatilidade, uma vez que o mesmo no´ da rede tanto pode estar a medir
o estado do tempo numa determinada regia˜o como a detetar inceˆndios, dependendo dos
sensores que contenha. Da mesma forma, uma estac¸a˜o base (dispositivo que liga redes
de sensores, por exemplo, a aplicac¸o˜es cliente ou atuadores) tambe´m pode interagir com
va´rias redes simultaneamente, caso esta consiga abstrair o tipo de equipamentos com os
quais esta´ a comunicar e o tipo de informac¸o˜es enviadas. Tipicamente esta abstrac¸a˜o e´
conseguida com o uso de middleware pro´prio para este tipo de redes e equipamentos.
1
Capı´tulo 1. Introduc¸a˜o 2
O objetivo deste trabalho e´ desenvolver um sistema para seguranc¸a e protec¸a˜o de
bombeiros durante o combate a inceˆndios florestais utilizando redes de sensores.
O projeto FUMEXP [33], indica que tem sido dada uma grande atenc¸a˜o a` exposic¸a˜o
de bombeiros a gases durante o combate a inceˆndios urbanos e industriais, sendo por ve-
zes esquecidas as condic¸o˜es e os perigos inerentes ao combate de inceˆndios florestais. O
estudo revela que existem tambe´m bastantes perigos para a sau´de humana, em termos de
doenc¸as respirato´rias, que podem ter origem na exposic¸a˜o a certos tipos de gases e poeiras
a que os bombeiros esta˜o expostos durante o combate a inceˆndios florestais. Depois de
treˆs anos de estudo monitorizando gases e poeiras em fogos experimentais, assim como
em inceˆndios florestais, concluiu-se que na realidade da floresta portuguesa os bombeiros
esta˜o expostos a altas concentrac¸o˜es de compostos orgaˆnicos vola´teis (VOC’s, do ingleˆs
Volatile Organic Compounds), gases to´xicos (e.g., CO, NO2), e poeiras (e.g., PM10 e
PM2.5, que sa˜o partı´culas microsco´picas normalmente libertadas pela combusta˜o de ma-
teriais orgaˆnicos).
Alguns gases to´xicos (e.g. CO) teˆm efeitos nocivos para a sau´de humana quer a curto,
quer a longo prazo, podendo muitas vezes ter resultados catastro´ficos. Por exemplo, o
mono´xido de carbono (CO) e´ um ga´s incolor e inodoro bastante perigoso para a sau´de
humana, e um humano na˜o se apercebe que esta´ a inala´-lo, podendo facilmente provocar
intoxicac¸o˜es. Uma exposic¸a˜o curta a este ga´s pode provocar sensac¸a˜o de confusa˜o e
desorientac¸a˜o, que muitas vezes se agrava com o calor e a baixa visibilidade, comum em
cena´rios de inceˆndios florestais. Exposic¸o˜es mais prolongadas ao CO podem resultar em
toxicidade grave do sistema nervoso central e do corac¸a˜o, podendo mesmo levar a` morte.
[34, 13].
1.2 Objetivos
O objetivo deste projeto e´ criar um sistema capaz de medir a temperatura e gases para
seguranc¸a e protec¸a˜o dos bombeiros durante o combate a inceˆndios florestais. Os objeti-
vos do sistema podem ser agrupados em treˆs partes:
1. Construc¸a˜o de rede de sensores para capturar dados do ambiente relevantes em
cena´rios de inceˆndios florestais;
2. Desenvolvimento de um middleware com a capacidade de ser executado em dis-
positivos com recursos limitados, capaz de comunicar com redes de sensores ou
outros dispositivos mo´veis e disponibilizar servic¸os;
3. Construc¸a˜o de uma aplicac¸a˜o que mostra as concentrac¸o˜es de gases e a temperatura
a que cada bombeiro esta´ exposto, bem como a localizac¸a˜o de cada um deles. Esta
aplicac¸c¸ao tira partido dos servic¸os oferecidos pelo middleware desenvolvido.
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De seguida sera˜o detalhados os objetivos para cada uma das partes constituintes do
sistema.
1.2.1 Rede de sensores
A rede de sensores tem como principal objetivo recolher valores das concentrac¸o˜es de ga-
ses e temperatura que devem ser monitorizados de modo a prevenir acidentes com bom-
beiros durante o combate a inceˆndios florestais. A escolha foi feita tendo em conta estudos
que revelaram quais os maiores perigos em termos gases to´xicos e poeiras [33]. Optou-se
por medir:
• Mono´xido de carbono (CO);
• Dioxodo de Azoto (NO2);
• Poeiras (PM 2.5).
Tendo em conta que existem outros fatores que tambe´m afetam o estado fı´sico e psi-
colo´gico do ser humano decidiu-se monitorizar o conforto te´rmico, um dos fatores es-
sencias ao bem estar do ser humano [20, 37, 38]. A exposic¸a˜o a valores elevados de
radiac¸a˜o de calor pode afetar o corpo humano, fazendo subir a temperatura corporal que
podem provocar se´rias leso˜es em casos extremos. Assim, decidiu-se controlar tambe´m a
temperatura ambiente a que cada indivı´duo esta´ exposto.
Como o sistema sera´ aplicado a pessoas cujo esforc¸o fı´sico e´ demasiado elevado e
distribuı´do heterogeneamente pelas equipas, esta informac¸a˜o e´ fundamental a quem esta´
a coordenar os trabalhos, pelo que se decidiu incorporar um sensor de GPS. Assim, e´
possı´vel calcular as distaˆncias percorridas por cada elemento de forma a ter uma noc¸a˜o
do desgaste individual e das equipas. Adicionalmente, o uso de GPS nos dispositivos que
acompanham os bombeiros pode ajudar a que estes sejam encontrados rapidamente em
caso de acidente.
Abordagem a seguir:
1 Distribuir um dispositivo por cada bombeiro que conte´m:
1.1 Um sensor de CO;
1.3 Um sensor de NO2;
1.4 Um sensor de temperatura;
1.5 Um sensor de localizac¸a˜o (GPS);
2 Distribuir por cada viatura um dispositvo que funciona como estac¸a˜o base e que
dispo˜e de:
2.1 Um sensor de poeiras (PM2.5);
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2.2 Um sensor de localizac¸a˜o (GPS);
3 Os dispositivos dos bombeiros devem comunicar com as estac¸o˜es base de modo a
enviar os dados recolhidos.
1.2.2 Middleware
Segundo Karl Aberer et al. [15], A Internet das Coisas pretende dotar os objetos da vida
quotidiana com capacidade de processamento de informac¸a˜o e comunicac¸a˜o entre eles.
Desta forma os computadores podera˜o medir e apresentar aspetos do mundo fı´sico, bem
como reagir em func¸a˜o das medic¸o˜es efetuadas. Contudo, isto cria enormes problemas
em termos de heterogeniedade, devido ao vasto nu´mero de fontes de dados que necessi-
tam estar conectadas e relacionadas entre si. Uma forma de ultrapssar este problema e´
utilizar uma camada interme´dia, um middleware para solucionar alguns dos problemas de
heterogeniedade das tecnologias envolvidas.
Por outro lado, para que o sistema efetue as operac¸o˜es pretendidas, e´ necessa´rio ar-
mazenar dados e permitir a comunicac¸a˜o aos dispositivos que recolhem dados ou que
pretendem aceder a estes. Assim, tendo em conta o trabalho passado [14, 18, 36, 40] e as
necessidades do nosso sistema, pretende-se desenvolver um middleware que consiga:
1 Comunicar com um vasto leque de dispositivos
Desafio: Devera´ permitir o acesso aos dados independentemente da rede de senso-
res. Ou seja, independentemente do tipo de dispositivos e de comunicac¸a˜o utilizada
por estes (e.g., ZigBee, Bluetooth), devera´ permitir que estes enviem ou obtenham
dados.
Abordagem a seguir: Criar um mo´dulo capaz de abstrair o tipo de rede de onde os
dados sa˜o provenientes, algo semelhante ao thingsGateway do MuFFIN [36, 40].
Desta forma consegue-se interagir de forma transparente com diferentes tipos de
redes e dispositivos.
2 Armazenar dados
Desafio: Por vezes e´ necessa´rio aceder a dados mais antigos para se poder efetuar
estatı´sticas. Atendendo ao facto dos dados na˜o serem enviados diretamente das re-
des de sensores para as aplicac¸o˜es cliente, ha´ a necessidade de manter a informac¸a˜o
recolhida pelas redes de sensores durante um perı´odo de tempo pre´-definido.
Abordagem a seguir: Recorrer a uma base de dados relacional para armazenar os
dados recolhidos pelas redes de sensores. Mantendo uma refereˆncia temporal sobre
esses dados, permite o seu acesso durante um perı´odo de tempo pre´-estabelecido,
colocando a informac¸a˜o disponı´vel a`s aplicac¸o˜es cliente. Ha´ ainda a possibilidade
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de estes dados na˜o terem validade, contudo, para que o sistema se mantenha efici-
ente devem ser feitas limpezas a` base de dados periodicamente dado que se tratam
de dispositivos com capacidades de computac¸a˜o e armazenamento reduzidas.
3 Disponibilizar os dados
Desafio: Os dados devem poder ser acedidos de forma fa´cil e transparente por
qualquer tipo de dispositivo.
Abordagem a seguir: Criar um mo´dulo que abstraia o middleware. Este mo´dulo
tera´ uma interface bem definida tanto para consulta como para o envio de dados,
podendo disponizar as funcionalidades via servic¸os na web.
4 Permitir a subscric¸a˜o de servic¸os
Desafio: As aplicac¸o˜es devem subscrever servic¸os para receberem alertas sobre
situac¸o˜es que esta˜o interessadas.
Abordagem a seguir: Implementar um mo´dulo que permita a`s aplicac¸o˜es subscre-
ver servic¸os e receber notificac¸o˜es de acordo com as prefereˆncias especificadas.
5 Ser executado em sistemas com capacidades de processamento e memo´ria re-
duzidas
Existem ja´ va´rias opc¸o˜es de middleware desenvolvido que cumprem os quatro re-
quisitos apresentados acima. Contudo, a maior parte dessas arquiteturas foram cri-
adas para correr em sistemas com elevada capacidade de computac¸a˜o, como e´ o
caso do MuFFIN, que foi desenvolvido em Java EE, adequado a correr em servido-
res aplicacionais. Mas, uma vez que esta arquitetura devera´ ser implementada em
sistemas com baixa capacidade de computac¸a˜o, e´ necessa´rio desenvolver de raiz
grande parte do sistema atual, aproveitando ainda ideias de outros projetos relacio-
nados. Desta forma, toma-se um conjunto de deciso˜es em relac¸a˜o a` linguagem de
programac¸a˜o utilizada, a` base de dados, modo de mapeamento dos dados armaze-
nados e forma de interligac¸a˜o entre os componentes de software desenvolvidos.
Com a concretizac¸a˜o destes objetivos consegue-se obter um middleware que atende
aos requisitos do sistema que se pretende desenvolver. Ale´m disso, permite ainda inte-
grar redes de sensores hetero´geneas de modo a criar novos sistemas e desenvolver novas
aplicac¸o˜es para fins variados. Sendo que a vantagem deste middleware em relac¸a˜o a
outros e´ poder ser executado em sistemas com capacidades reduzidas em termos de pro-
cessamento e memo´ria.
1.2.3 Aplicac¸a˜o
A terceira parte do sistema consistira´ numa aplicac¸a˜o cliente, que funcionara´ com dados
recolhidos pela rede de sensores, que sera˜o obtidos atrave´s dos servic¸os disponibilizados
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pelomiddleware. O seu objetivo e´ evitar acidentes relacionados com concentrac¸o˜es de ga-
ses to´xicos, temperaturas altas e desgaste fı´sico dos bombeiros em cena´rios de inceˆndios
florestais.
A aplicac¸a˜o devera´ permitir monitorizar a exposic¸a˜o dos bombeiros a gases to´xicos e
temperaturas elevadas, alertar para a alta concentrac¸a˜o de gases to´xicos e localizar equipas
ou bombeiros.
1.2.3.1 Ricos da aplicac¸a˜o
A aplicac¸a˜o ira´ operar em cena´rios de inceˆndios florestais, onde por vezes os meios se
encontram bastante longe uns dos outros. Este facto pode trazer problemas ao nı´vel da
comunicac¸a˜o entre as aplicac¸o˜es cliente e as estac¸o˜es base instaladas nos veı´culos de
combate a inceˆndios.
Segundo Chinthaka Dissanayake et al. [24], em condic¸o˜es ambientais normais, as on-
das ra´dio seguem a curva da terra devido a` pressa˜o atmosfe´rica e temperatura ambiente,
que causam um elevado ı´ndice de refrac¸a˜o. Contudo, em ambientes de inceˆndios flo-
restais, as altas temperaturas e as alterac¸o˜es nos gases da atmosfera afectam fortemente o
ı´ndice de refrac¸a˜o criando situac¸o˜es de subrefrac¸a˜o, fazendo com que as ondas de ra´dio se
afastem da terra. Acrescentam ainda que a dispersa˜o de partı´culas libertadas nos inceˆndios
contribui para a absorc¸a˜o e redistribuic¸a˜o do sinal, fazendo com que perca forc¸a e mude
de direc¸a˜o. Estes dois factos podem revelar-se um problema tanto na comunicac¸a˜o entre
a aplicac¸a˜o cliente e a estac¸a˜o base bem como na comunicac¸a˜o entre a estac¸a˜o base e os
restantes no´s da rede de sensores.
1.3 Contribuic¸o˜es
Em termos pra´ticos, o sistema deve poder ser utilizado por equipas de combate a inceˆndios
florestais para diversos fins. A monitorizac¸a˜o dos bombeiros pelo chefe de equipa durante
o combate aos inceˆndios representa a finalidade principal para que este foi desenvolvido.
Contudo, podemos utiliza´-lo sem a componente de aplicac¸a˜o mo´vel para monitorizac¸a˜o,
servindo apenas para recolher dados para ana´lise futura.
Por outro lado, ainda que este sistema tenha sido construı´do para captar dados, e
monitorizar bombeiros em inceˆndios florestais, este pode tambe´m ser reutilizado para
outras a`reas. Por exemplo, monitorizac¸a˜o de trabalhores de uma mina, ou atividades que
exponham os trabalhadores a gases to´xicos. Para conseguir isto basta apenas desenvolver
um novo tipo de dispositivo para captura de dados, alterando os sensores de acordo com
as necessidades e a programac¸a˜o do controlador.
O middleware desenvolvido e´ um componente de software gene´rico para redes de
sensores, o qual ja´ havia sido criado. Apo´s as alterac¸o˜es feitas ao mesmo, este devera´
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poder ser utilizado em equipamentos de computac¸a˜o miniaturizados, servindo a qualquer
tipo de redes de sensores, para os mais variados objetivos.
1.4 Estrutura do documento
Este documento organizado como se segue:
• Capı´tulo 2 - Trabalho relacionado
E´ apresentado o trabalho ja´ desenvolvido anteriormente que em algum ponto se
pode relacionar com o sistema que se pretende desenvolver. Sa˜o descritas as normas
propostas para a rede de sensores e para middleware a desenvolver. E´ apresentado
middleware ja´ desenvolvido para redes de sensores e com objetivos semelhantes
aos que se pretendem atingir neste projeto. Por fim, sa˜o descritas sucintamente
algumas patentes de outros dispositivos eletro´nicos que teˆm como objetivo garantir
a seguranc¸a de bombeiros durante o combate a inceˆndios.
• Capı´tulo 3 - Ana´lise
Capı´tulo onde se apresentam os requisitos do sistema a desenvolver e onde se faz
um enquadramento teo´rico, para garantir que o sistema ficara´ funcional, de acordo
com dados te´cnicos e cientificos. Por outro lado, estabelece um conjunto de padro˜es
de software a usar no desenvolvimento do sistema.
• Capı´tulo 4 - Desenho e Implementac¸a˜o
Descrevem-se os passos de desenvolvimento de acordo com os objetivos estabele-
cidos, trabalho relacionado, ana´lise padro˜es de desenvolvimento e dados te´cnicos.
E´ dado eˆnfase a pormenores te´cnicos do desenvolvimento de cada uma das partes
do sistema, bem como dificuldades surgidas e soluc¸o˜es encontradas durante a fase
de implementac¸a˜o.
• Capı´tulo 5 - Avaliac¸a˜o
Apresenta-se um conjunto de testes, resultados e sua interpretac¸a˜o para comprovar
a utilidade, funcionalidade e robustez do sistema como um todo.
• Capı´tulo 6 - Conclusa˜o
Apresentam-se os conhecimentos adquiridos, as concluso˜es, as limitac¸o˜es e as des-
cobertas, tanto a nı´vel pessoal como acerca das tecnologias utilizadas. Neste capı´tu-
lo sa˜o enumeradas as concluso˜es tiradas apo´s o estudo e ana´lise de um vasto leque
de tecnologias, bem como algumas que surgiram consecutivamente aos testes de
um sistema inovador, como o que foi desenvolvido neste trabalho.

Capı´tulo 2
Trabalho relacionado
2.1 Normas para redes de sensores
Nos u´ltimos anos as redes de sensores comec¸aram a estar presentes nas mais variadas
a´reas, tais como na emergeˆncia me´dica, na monitorizac¸a˜o e controlo de poluic¸a˜o do ar,
na seguranc¸a de pessoas e edifı´cios, na detec¸a˜o de cata´strofes ambientais, na indu´stria
aeroespacial e ate´ mesmo na a´rea militar. Ale´m disso, comec¸ou a haver cada vez mais
interesse em interligar redes de sensores com diferentes tecnologias de comunicac¸a˜o.
Com a evoluc¸a˜o das redes de sensores, houve a necessidade de uniformizar a a maneira
como a informac¸a˜o das mesmas e os dados recolhidos por estas sa˜o disponibilizados na
Web, por forma a tornar mais fa´cil a comunicac¸a˜o e a integrac¸a˜o com aplicac¸o˜es terceiras.
Foi com base em necessidades destas que a Open Geospatial Consortium (OGC) criou o
Sensor Web Enablement [17] (SWE). O SWE e´ uma norma padra˜o para explorar sensores
e sistemas de sensores conectados na Web. Esta norma tem como objetivo permitir que
diferentes tipos de sensores e atuadores possam ser acedidos e controlados atrave´s daWeb.
A norma SWE e´ propo˜e um conjunto de modelos e servic¸os que permitem imple-
mentar redes de sensores orientadas a servic¸os e aplicac¸o˜es clientes que utilizam essas
mesmas redes. A disponibilizac¸a˜o da informac¸a˜o recolhida por sensores na Web foi pro-
posta atrave´s do estabelecimento de esquemas que descrevem rigosamente os sensores
e as suas observac¸o˜es, descric¸a˜o de interfaces bem definidas para web services. Desta
forma, a norma SWE conta com as seguintes especificac¸o˜es:
• Observations & Measurements (O&M) Esta especificac¸a˜o segue os conceitos de
observac¸a˜o e mediac¸a˜o propostos por Martin Fowler no livro Data Analysis Pat-
terns: Reusable Object Models [28].
Medic¸a˜o e´ um conceito criado com vista a simplificar a tarefa de lidar com a grande
quantidade de dados recolhidos sobre um determinado feno´meno. Por exemplo, se
quisermos quantificar a poluic¸a˜o do ambiente em determinados locais podemos de-
finir a entidade “ArAmbiente” com os atributos que pretendetemos quantificar (e.g.,
CO2, CO, O3, NO2). Cada instaˆncia dessa entidade corresponde a uma leitura da
9
Capı´tulo 2. Trabalho relacionado 10
qualidade do ar num determinado local. Caso se pretenda guardar as variac¸o˜es de
valores desses paraˆmetros ao longo de um dia, ha´ que criar um “Feno´meno” que
caracteriza os paraˆmetros do ar que queremos medir. Ao longo do dia sa˜o efetuadas
va´rias medic¸o˜es, cada uma delas associada a um valor. Este valor pode ser um atri-
buto da entidade Medic¸a˜o ou uma instancia de outra entidade especı´fica para lidar
com a noc¸a˜o de “quantidade”, consoante a necessidade e o nı´vel de abstrac¸a˜o que se
pretenda para lidar com va´rias unidades de medida. Assim, o “ArAmbiente” passa
a estar associado a va´rias instaˆncias da entidade “Medic¸a˜o” para cada instaˆncia da
entidade “Feno´meno”. O modelo entidade-associac¸a˜o apresentado na Figura 2.1
descreve o exemplo discutido.
Figura 2.1: Exemplo do uso de medic¸a˜o e tipo de feno´meno para registar a qualidade do
ar ambiente
O conceito Observac¸a˜o corresponde a um evento que gera um valor, descrevendo
um feno´meno. O resultado de uma observac¸a˜o pode ser obtido atrave´s de senso-
res ou de observadores, procedimentos analı´ticos, simuladores ou outros processos
nume´ricos. Para Martin Fowler [28] este conceito surgiu da necessidade de classifi-
car qualitativamente um objeto. Acrescenta ainda que, por vezes, esta classificac¸a˜o
pode ser feita de forma automa´tica inferindo factos com base em observac¸o˜es quan-
titativas desses mesmos objetos.
Com base nestes dois conceitos (medic¸a˜o e observac¸a˜o) a OGC criou a especifica-
c¸a˜o O&M explicada em [17]. E´ um modelo para representac¸a˜o e troca de resultados
de observac¸o˜es. Permite aceder e trocar observac¸o˜es com diferentes tipos de sen-
sores diminuindo a necessidade de suportar diferentes tipos de dados. Usufrui da
flexibilidade e extensibilidade caraterı´sticas do XML com a capacidade de armaze-
nar grandes quantidades de dados, tanto de texto como blocos bina´rios.
• Sensor Model Language (SensorML) [4]
Esta norma fornece modelos XML para descrever processos, que podem ser medi-
c¸o˜es efetuadas por sensores ou instruc¸o˜es para derivar informac¸a˜o a partir de ob-
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servac¸o˜es. Em cada um dos processos sa˜o definidos as entradas, saı´das, procedi-
mentos para tratar os dados e metadados para descoberta das redes de sensores.
A SensorML tem a finalidade de:
– Disponibilizar a especificac¸a˜o de componentes e sistemas de sensores;
– Permitir a descoberta dos sistemas de sensores e dos processos de observac¸a˜o
atrave´s de metadados;
– Descrever cadeias de processos de geolocalizac¸a˜o ou processos de observa-
c¸o˜es disponı´veis atrave´s daWeb, e executa´-los sem conhecimento a` priori das
suas caraterı´sticas;
– Dar suporte aos servic¸os SOS, SPS e SAS (explicados individualmente nas
secc¸o˜es seguintes);
– Desenvolver sensores plug-n-play, simuladores, e processos de forma a serem
integrados em sistema de apoio a` decisa˜o.
• Sensor Observations Service (SOS) [17]
O SOS e´ um padra˜o para permitir o acesso a observac¸o˜es de sensores e sistemas
de sensores de forma uniforme, ultrapassando o problemas de heterogeniedade das
redes de sensores. Consiste numa API para gesta˜o dos sensores implementados e
recec¸a˜o dos dados dos sensores, mais especificamente dos dados das observac¸o˜es.
Este e´ um elemento essencial para o SWE, uma vez que define a representac¸a˜o dos
dados na rede e as operac¸o˜es para aceder e integrar dados de observac¸o˜es a partir
de redes de sensores. Posiciona-se como um intermedia´rio entre um cliente e um
reposito´rio de observac¸o˜es.
• Sensor Planning Service (SPS) [11]
E´ uma especificac¸a˜o que define interfaces para obter informac¸o˜es acerca das capa-
cidades e caraterı´sticas de um sensor. Oferece operac¸o˜es para:
– Determinar a viabilidade de pedidos a sensores;
– Determinar o estado de tais pedidos;
– Atualizar ou cancelar os pedidos feitos;
– Pedir informac¸o˜es acerca de outros web services que fornecem acesso aos
dados guardados.
Em suma, e´ uma interface para um servic¸o na Web que permite obter a viabilidade
funcional das redes de sensores.
Capı´tulo 2. Trabalho relacionado 12
• Sensor Alert Service (SAS) [17]
O SAS e´ um sistema de notificac¸a˜o de eventos que interpreta cada no´ de uma rede
de sensores como um objeto de interesse. Cada no´ anuncia as publicac¸o˜es que sa˜o
recebidas pelos interessados (aqueles que subscrevem o servic¸o). Ou seja, quando
um sensor tem uma nova observac¸a˜o, este anuncia o valor que desencadeia um
processo de envio de um alerta aos no´s da rede interessados nessa observac¸a˜o. A
informac¸a˜o dos subscritores e´ mantida numa tabela de subscric¸o˜es local a cada no´.
Esta norma usa o protocolo eXtensible Messaging and Presence Protocol (XMPP),
que este dispo˜e da funcionalidade push-based notification.
• Web Notification Services (WNS) [17]
Esta especificac¸a˜o fornece uma interface que permite aos clientes estabelecerem
comunicac¸a˜o assı´ncrona com servic¸os. Efetua o encaminhamento de mensagens
entre clientes e servic¸os ou entre servic¸os, converterendo mensagens, quando na˜o
usam o mesmo protocolo. Note-se que o WNS na˜o se comporta como um sistema
de alertas (cf. SAS), mas pode ser usado caso os clientes pretendam receber as
notificac¸o˜es de forma assı´ncrona, por exemplo por SMS. Desta forma, manteˆm-se
conexos permanentemente a` espera de resposta.
No sistema foram utilizados alguns dos padro˜es descritos anteriormente, os quais
sera˜o descritos de seguida.
O padra˜o O&M foi utilizado para estruturar os dados recebidos das leituras feitas
aos gases e temperatura durante os inceˆndios florestais. Ou seja, foram estruturadas
observac¸o˜es baseadas nas medic¸o˜es feitas, ao longo do tempo de permaneˆncia no inceˆn-
dio, aos feno´menos pre´-definidos (mono´xido de carbono, dioxido de azoto e tempeartura).
O SOS foi um dos principais padro˜es utilizados no desenvolvimento do projeto. Isto
porque foi utilizado para uniformizar os dados recebidos das redes de sensores pelo mid-
dlewarefacilitando, posteriormente, a utilizac¸a˜o desses mesmos dados por terceiros. Em
suma, permite que qualquer cliente aceda a`s observac¸o˜es armazenadas e que estas sejam
de fa´cil entendimento.
O SAS foi implementado no middleware, embora na˜o seja utilizado pela aplicac¸a˜o
cliente. Desta forma consegue-se garantir que posteriormente podem ser adicionadas
funcinalidades ao sistema que necessitem de receber alertas emitidos pelos servic¸os do
middleware.
2.2 Middleware
Existem va´rios sistemas middleware focados na “Internet das Coisas”, que garantam
comunicac¸a˜o com redes de sensores independentemente das tecnologias usadas. De se-
guida apresento alguns desses sistemas:
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• GSNMiddleware [14, 15]:
Desenvolvido no aˆmbito do projeto Global Sensor Network (GSN) [16] na E´cole
Polyte´tchnique de Lausanne. Tem como objetivo fornecer abstrac¸o˜es e meios fle-
xı´veis para integrar plataformas fı´sicas (e.g., sensores), sendo os sensores virtuais a
chave para a sua abstrac¸a˜o. Este middleware acelera o processo de implementac¸a˜o
de redes de sensores e ajuda a criar APIs que simplificam o desenvolvimento de
aplicac¸o˜es, disponibilizando as suas funcionalidades na forma de servic¸os naWeb.
Para o GSN, sensores virtuais sa˜o entidades produtoras de dados (e.g., uma caˆmara
de filmar, um sensor de temperatura, um computador, ou ate´ mesmo uma com-
binac¸a˜o de sensores virtuais), podendo ter va´rios fluxos de entrada de dados e um
fluxo u´nico de saı´da. Estes sensores virtuais sa˜o usados para abstrair os detalhes
de implementac¸a˜o para acesso aos dados, possuindo uma especificac¸a˜o para a sua
implementac¸a˜o e uso. Essa especificac¸a˜o e´ feita em ficheiros Tranducer Electronic
Data Sheet (TEDS) especificados segundo a norma IEEE-1451 [30].
A plataforma permite a implementac¸a˜o e integrac¸a˜o ra´pida de redes de sensores he-
teroge´neas. Caracteriza-se pela simplicidade, adaptabilidade, escalabilidade e fa´cil
implementac¸a˜o. A simplicidade resulta das abstrac¸o˜es que propo˜es, permitindo mo-
delar de forma declarativa as redes de sensores e os dados, usando XML e SQL para
a sua manuipulac¸a˜o. A adaptabilidade deve-se ao facto de permitir adicionar novos
tipos de redes de sensores e facilitar a sua reconfigurac¸a˜o em tempo de execuc¸a˜o.
Suporta um grande nu´mero de produtores e consumidores de dados com requisitos
aplicacionais muito distintos, grac¸as a` sua escalabilidade. Usufrui da arquitetura
peer-to-peer para distribuir as consultas de dados e descoberta de redes de sensores.
A utilizac¸a˜o de sensores virtuais, descritos atrave´s de ficheiros XML, contendo pro-
priedades caraterı´sticas de medida do sensor, torna mais fa´cil a sua implementac¸a˜o.
Esta descric¸a˜o evita a programac¸a˜o em baixo nı´vel das caracterı´sticas dos disposi-
tivos. Ha´ ainda que referir que o GSN e´ facilmente implementa´vel num ambiente
padronizado de computac¸a˜o sem necessitar de grandes requisitos de hardware, e e´
desenvolvido em Java o que garante portabilidade.
Em termos de adaptabilidade, o middleware desenvolvido permite, como o GSN, a
instalac¸a˜o e reconfigurac¸a˜o de novos servic¸os em tempo de execuc¸a˜o. A nı´vel da es-
calabilidade, apesar do hardware ter limitac¸o˜es a nı´vel de processamento para aten-
der a um grande nu´mero de produtores e consumidores, o software desenvolvido
tem capacidade para suportar um aumento de carga, independentemente das tecno-
logias de comunicac¸a˜o utilizadas. Garante ainda uma portabilidade semelhante a`
do GSN, pelo facto de ter sido desenvolvido em Java.
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• 52 North - Sensor Bus [18]
A comunidade 52 North tem como principal objetivo o desenvolvimento de proje-
tos relacionados com os padro˜es SWE da OGC (ver secc¸a˜o anterior). Assim, teˆm
projetos de middleware que suportam padro˜es como o SOS, o SAS ou o SPS, tal
como descrito no Sensor Bus [18].
O Sensor Bus posiciona-se como uma camada interme´dia entre as redes de sensores
e as aplicac¸o˜es cliente, facilitando a utilizac¸a˜o de sensores em aplicac¸o˜es cliente.
Esta arquitetura pode suportar diferentes tipos de comunicac¸a˜o de acordo com os
adaptadores implementados para a comunicac¸a˜o com as redes de sensores, uma vez
que esta arquitetura disponibiliza uma interface bem-definida para implementa´-los.
O Sensor Bus permite tambe´m implementar novos tipos de servic¸os para aplicac¸o˜es
cliente. Quanto ao modo de funcionamento, mante´m sempre associac¸o˜es entre os
servic¸os e as Sensor Gateways que permitem aceder aos sensores que da˜o resposta
a esses servic¸os.
Ale´m de interfaces bem-definidas para permitir a sua extensibilidade, o Sensor Bus
conta com uma infraestrutura de comunicac¸a˜o comum e um protocolo de men-
sagens. A infraestrutura de comunicac¸a˜o e´ baseada no mecanismo publish/subs-
cribe. O protocolo de mensagens e´ garantido com a ajuda dos seus gateways que
convertem o protocolo de comunicac¸a˜o especı´fico do dispositivo no protocolo de
comunicac¸a˜o interno ao middleware e vice-versa.
• MuFFIN [36, 40]
OMuFFIN e´ um middleware desenvolvido em JavaEE e corre no servidor aplicaci-
onal Fuse Enterprise Service Bus (FuseESB), que tem elevados requisitos de hard-
ware, principalmente ao nı´vel da memo´ria RAM (necessita de 2GB de memo´ria).
Quanto a` persisteˆncia dos dados o MuFFIN usa uma base de dados MySQL, e JPA
como plataforma de mapeamento de dados entre o modelo relacional e o modelo
orientado a objetos.
O MuFFIN implementa alguns dos padro˜es da OGC para redes de sensores, como
por exemplo o SensorML ou SOS o (ver secc¸a˜o 2.1). A implementac¸a˜o destes
padro˜es permite a integrac¸a˜o de va´rias redes de sensores heteroge´neas indepen-
dentemente do tipo de sensores utilizados. Ainda quanto a` caraterı´stica de ex-
tensibilidade, o MuFFIN usufrui de um componente (o ThingsGateway) que per-
mite integrar redes de sensores heteroge´neas, podendo estas usar diferentes tipos de
comunicac¸a˜o com diferentes tipos de redes de sensores.
Ao nı´vel da implementac¸a˜o das normas da OGC, este middleware consegue, por
exemplo, comunicar com sensores de va´rios fabricantes facilmente, uma vez que as
informac¸o˜es necessa´rias para a traduc¸a˜o dos dados lidos pelo sensor esta˜o explı´citos
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em ficheiros XML (SensorML).
Em termos de suporte a va´rios tipos de comunicac¸a˜o, o ThingsGateway possui uma
interface bem definida para adicionar facilmente ao mesmo novas tecnologias de
comunicac¸a˜o. Assim, cada vez que for necessa´rios agregar um nova rede de senso-
res, com uma tecnologia de comunicac¸a˜o das ja´ existentes, basta adicionar um ga-
teway implemente essa interface disponibilizada de acordo com as caracterı´sticas
da rede de sensores e da tecnologia de comunicac¸a˜o pretendida.
2.3 Projetos aplicados ao trabalho dos bombeiros
Um ponto essencial da pesquisa sobre trabalho relacionado foi encontrar projetos seme-
lhantes ao que se propo˜e, ou seja, com intuito de dar apoio ao trabalho dos bombeiros,
independetemente da a´rea especı´fica. Tanto o resultado das pesquisas efetuadas, como
pela minha experieˆncia pessoal acerca do trabalho dos bombeiros, na a´rea dos inceˆndios
florestais tem havido poucos progressos em termos de equipamentos de seguranc¸a e apoio
aos bombeiros no teatro de operac¸o˜es, quando comparado com a a´rea dos inceˆndios urba-
nos e industriais. Assim, sera˜o apresentadas algumas patentes de projetos com objetivos
ideˆnticos aos do sistema que se pretende desenvolver, mas aplicados a outras a´reas de
intervenc¸a˜o dos bombeiros que na˜o a inceˆndios florestais.
• Sistema de medic¸a˜o de ga´s [39]
Patente americana para um sistema de medic¸a˜o da concentrac¸a˜o de gases, composto
por um dispositivo mo´vel para medic¸a˜o de gases e uma estac¸a˜o base para carrega-
mento do dispositivo de medic¸a˜o. Uma das principais finalidades deste sistema e´
dar auxı´lio a bombeiros no combate a inceˆndios urbanos e industriais ou em aciden-
tes com mate´rias perigosas, cena´rios onde existe uma enorme variedade de gases
to´xicos, e por vezes exposic¸o˜es de curta durac¸a˜o a esses gases pode causar Doenc¸a
Pulmunar Obstrutiva Cro´nica (DPOC) podendo mesmo levar a` morte. Este dispo-
sitivo e´ essencial para determinar o tipo de perigos a que se esta´ exposto e quais as
medidas de seguranc¸a que devem ser adotadas no teatro das operac¸o˜es, em termos
de equipamentos de protec¸a˜o individual e tempos de exposic¸a˜o a estes gases. O
dispositivo de medic¸a˜o pode conter um ou mais sensores de ga´s dependendo do fim
a que se destina. Ao juntar o dispositivo de medic¸a˜o a` base e´ possivel carregar as
suas baterias e descarregar os dados recolhidos.
Contudo, este dispositivo na˜o satisfaz os requisitos do dispositivo pretendido, pois
na˜o permite obter a localizac¸a˜o do bombeiro que o transporta nem dispo˜e de meca-
nismos de comunicac¸a˜o sem fios para envio dos dados recolhidos para uma estac¸a˜o
base ou dispositivo de monitorizac¸a˜o das equipas que os utilizam.
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• Sistema de gesta˜o e controlo de bombeiros em inceˆndios urbanos e industriais
[29]
Este sistema implementa algumas das funcionalidades que se prentedem, tais como
a detec¸a˜o da temperatura a que os bombeiros esta˜o expostos e a capacidade de
monitorizar um conjunto de bombeiros em trabalho. Contudo, e´ aplicado a` a´rea do
combate a inceˆndios urbanos e industriais, e e´ limitado em certos aspetos, como por
exemplo, (1) a extensibilidade do sistema, uma vez que cada painel de controlo pode
monitorizar ate´ doze bombeiros, e na˜o ha´ indicac¸o˜es que este possa ser expandido
para controlar mais elementos; (2) adicionar novas aplicac¸o˜es ou funcionalidades
ao painel de controlo; ou (3) comunicar com outros tipos de dispositivos.
Em suma, este sistema e´ composto por dispositivos mo´veis que acompanham os
bombeiros no teatro de operac¸o˜es e por uma estac¸a˜o base (painel de controlo) que
deve permanecer fora do edifı´cio onde se esta´ a atuar. A estac¸a˜o deve permanecer
sempre junto do Entry Control Officer - indivı´duo responsa´vel por registar e con-
trolar todos os bombeiros que entram dentro do edifı´cio em chamas, bem como o
tempo que cada um permanece la´ dentro - para que as suas func¸o˜es sejam execu-
tadas mais eficientemente e com maior precisa˜o e rapidez. Os dispositivos mo´veis
sa˜o capazes de monitorizar os paraˆmetros crı´ticos dos homens dentro do edifı´cio,
tais como:
– Pressa˜o do Aparelho Respirato´rio Isolante de Circuito Aberto (ARICA) - Sen-
do o ARICA o equipamento que permite aos bombeiros respirar com segu-
ranc¸a dentro dos edifı´cios em chamas, ou em cena´rios com gases to´xicos,
e´ necessa´rio determinar qual e´ a capacidade restante das garrafas, de forma
a poder-se estimar qual o tempo que cada elemento ainda pode permanecer
dentro do edifı´cio;
– Tempo para o alarme - O alarme e´ um sistema de seguranc¸a dos ARICAs que
normalmente dispara quando a capacidade restante e´ de 50 bar. Segundo o
esforc¸o de um bombeiro em trabalho possibilita em me´dia cinco minutos de
ar respira´vel no aparelho. Desta forma o alarme emite um sinal sonoro para
indicar ao bombeiro que tem que abandonar o edifı´cio.
– Temperatura ambiente - Uma vez que as temperaturas a que os bombeiros
esta˜o expostos em cena´rios de inceˆndios urbanos sa˜o muitos altas e´ necessa´rio
monitorizar essas temperaturas para protec¸a˜o dos indivı´duos.
– Tempo desde que o bombeiro esta´ a usar o ARICA.
Este dispositivo conte´m ainda uma porta para carregamento da bateria e para descar-
regar dados. Quanto ao painel de controlo, comunica com os dispositivos mo´veis
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de forma a obter a informac¸o˜es de monitorizac¸a˜o dos bombeiros, e mostra as in-
formac¸o˜es, possibilitando ainda carregar as baterias dos dispositivos mo´veis.
Este sistema e´ semelhante o que se prentende desenvolver. Contudo, a finalidade
e´ bastante diferente. Os dispositivos que acompanham os bombeiros durante o
inceˆndios, em vez de medirem os tempos de permanecia no edfifı´cio a pressa˜o do
ARICA devem medir concentrac¸o˜es de gases e obter as coordenadas da localizac¸a˜o
dos mesmos. Quanto a` medic¸a˜o da temperatura, esta deve manter-se. Mate´m ainda
semelhanc¸as ao nı´vel do painel de controlo. No entanto, o sistema que se pretende
na˜o deve ser limitado ao nu´mero de bombeiros que se monitorizam. Deve ainda
algo que seja facilmente transportado pelos chefes de equipa durante os inceˆndios,
surgindo enta˜o a ideia de uma aplicac¸a˜o para smartphone.

Capı´tulo 3
Ana´lise
Este projeto tem como grande desafio a construc¸a˜o de um sistema de software suficien-
temente robusto e estruturado, capaz de tratar e armazenar a informac¸a˜o recolhida pelos
dispositivos mo´veis e disponibiliza´-la a aplicac¸o˜es cliente de forma organizada. Cumu-
lativamente a este requisito, acrescenta-se a restric¸a˜o da utilizac¸a˜o de equipamentos de
computac¸a˜o miniturizados, com baixo consumo energe´tico, fa´cil instalac¸a˜o em viaturas e
baixo custo.
Por outro lado, ao falar-se sobre recolha de dados em ambientes hostis, mais preci-
samente em cena´rios de temperaturas altas, surgem de imediato va´rias questo˜es, a saber:
(1) como criar um isolamento dos dispositivos de recolha de dados a`s altas temperaturas
a que possam estar expostos; (2) como garantir que o isolamento dos dispositivos na˜o
afeta fortemente a comunicac¸a˜o para envio dos dados recolhidos; (3) como evitar a perda
total de dados devido a` ac¸a˜o do calor nas ondas de comunicac¸a˜o sem fios; garantir uma
distaˆncia minima de comunicac¸a˜o entre os dispositivos para envio dos dados recolhidos.
Por forma a resolver estas questo˜es foram feitas pesquisas que o documento de seguida
apresenta, bem como alguns testes que sera˜o apresentados no Capı´tulo 5.
3.1 Dispositivos de computac¸a˜o miniaturizados
De modo a preencher os requisitos de portabilidade do sistema e ter equipamentos de
baixo consumo energe´tico, e´ necessa´rio que a estac¸a˜o base de armazenamento dos dados
recolhidos seja desenvolvida sobre um dispositivo de computac¸a˜o miniaturizado.
Existem algumas soluc¸o˜es no mercado que satisfazem os nossos requisitos. Neste
projeto, opta´mos como dispositivo a ser usado para estac¸a˜o base o Raspberry Pi. Esta
escolha deveu-se principalmente ao seu mediatismo, pois e´ um dispositivo muito utilizado
hoje em dia, e sobre o qual existe muita informc¸a˜o disponı´vel, permitindo assim que seja
mais fa´cil a sua programac¸a˜o e configurac¸a˜o, e procura de soluc¸o˜es para algum problema
que surja.
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3.1.1 Raspberry Pi
O Raspberry Pi e´ um computador do tamanho de um carta˜o de multibanco, contendo todo
o hardware numa u´nica placa de circuito impresso. Esta pode ser facilmente expandida
integrando outro tipo de hardware consoante as necessidades do utilizador. Mais especi-
ficamente, estes dispositivos contam com um processador da famı´lia ARM, uma unidade
de processamento gra´fico, memo´ria SDRAM e uma slot para carto˜es SD, que serve para
armazenar informac¸a˜o de forma persistente. Existem atualmente treˆs modelos diferindo
apenas nalgumas caraterı´sticas que se apresentam na tabela seguinte.
Modelo A B B+
Nu´mero de portas USB 1 2 4
Memo´ria RAM 256MB 512MB 512MB
Ethernet (porta RJ45) Na˜o Sim Sim
Nu´mero de pinos GPIO 26 26 40
Tabela 3.1: Tabela de comparac¸a˜o de modelos Raspberry Pi
Dadas as caraterı´sticas de todos os modelos e a baixa diferenc¸a de custos entre eles,
optou-se pelo modelo B, uma vez que pode trazer vantagens ao nı´vel da memo´ria RAM.
3.1.2 Sistema operativo
Optou-se pelo Raspbian [10] baseado nas recomendac¸o˜es disponı´veis no sı´tio do Rasp-
berry Pi, na pa´gina dedicada ao software [9]. A recomendac¸a˜o feita neste sı´tio deve-se
ao facto deste sistema operativo ter sido desenvolvido pela mesma equipa que criou o
Raspberry Pi, e ter diversas vantagens, tais como, o facto de ter sido desenhado espe-
cificamente para estes dispositivos, e por estar em constante atualizac¸a˜o, bem como por
desde logo incluir ambientes de progrmac¸a˜o em linguagens como o Python [7] e o JavaSE
[6].
3.2 Middleware para dispositivos de computac¸a˜o minia-
turizados
Como referido no capı´tulo anterior, o middleware MuFFIN e´ capaz de preencher alguns
dos objetivos pretendidos. Em contrapartida, este sistema na˜o esta´ preparado para ser exe-
cutado em dispositivos computacionais miniaturizados, principalmente devido a`s biblio-
tecas e componentes que usa. Desta forma, pretende-se reconstruir o MuFFIN, mantendo
as suas funcionalidades, mas retirando alguns desses componentes que o tornam demasi-
ado “pesado” para o dispositvo alvo. Uma vez que o MuFFIN foi desenvolvido em Java,
esta variante do mesmo sera´ tambe´m desenvolvida em Java de modo a reaproveitar alguns
dos componentes que na˜o necessitem de ser reprogramados.
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Para poder organizar a reconstruc¸a˜o do MuFFIN, foram analisados todos os compo-
nentes para detetar aqueles que possam poˆr em causa a eficieˆncia do sistema. Os pontos
levantados foram:
• Alguns componentes internos do MuFFIN, podem causar um processamento lento
ou consumir demasiada memo´ria, tais como o uso da biblioteca JPA Hibernate que
implementa e o uso de SOAP ao inve´s de REST para disponibilizar servic¸os na
Web;
• Quanto a componentes externos ao MuFFIN verifica´mos o uso do servidor aplica-
cional FuseESB para integrac¸a˜o e troca de mensagens entre todos os componentes
do MuFFIN.
Foi decidido reconstruir a camada de persisteˆncia de dados com a finalidade de retirar
o JPA, bem como criar outra forma de integrac¸a˜o e comunicac¸a˜o entre os compoentes
do sistema. Quanto aos servic¸os na Web foi mantido o protocolo SOAP, uma vez que e´ a
melhor forma de organizar e estruturar os pedidos e respostas dos servic¸os, principalmente
quando temos pedidos que podem ter inu´meras restric¸o˜es e filtros baseados em SWE.
3.2.1 Camada de acesso aos dados
Para efetuar o mapeamento entre o modelo de objetos e o modelo relacional experimen-
tou-se os seguintes padro˜es, baseados em [27]:
• Active Record - Segundo este padra˜o, cada objeto corresponde a um registo de uma
tabela da base dados, em que os atributos correspondem a`s colunas da tabela. Ale´m
disso, cada objeto deve possuir me´todos correspondentes a`s acc¸o˜es de inserc¸a˜o,
remoc¸a˜o, atualizac¸a˜o e pesquisa de entradas da base dados.
Por exemplo, cada entrada na tabela Sensor representada na Figura 3.1 corresponde
a uma instaˆncia do objeto descrito na Lista 3.1.
Figura 3.1: Tabela Sensor
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Lista 3.1: Exemplo de objeto que segue o padra˜o Active Record
pub l i c c l a s s Senso r {
pr i v a t e S t r i n g nome ;
pr i v a t e S t r i n g d e s c r i c a o ;
pr i v a t e S t r i n g f i c he i r oSen so rML ;
pr i v a t e s t a t i c f i n a l S t r i n g
f i n d S t a t em e n t = ” . . . ” ;
pr i v a t e s t a t i c f i n a l S t r i n g
upd a t e S t a t emen t = ” . . . ” ;
pr i v a t e s t a t i c f i n a l S t r i n g
i n s e r t S t a t em e n t = ” . . . ” ;
pub l i c s t a t i c Senso r f i n d ( Long i d ){
. . .
}
pub l i c s t a t i c vo id upda t e ( ) {
. . .
}
pub l i c s t a t i c Long i n s e r t ( ) {
. . .
}
pub l i c S t r i n g getNome ( ) {
. . .
}
pub l i c S t r i n g g e tD e s c r i c a o ( ) {
. . .
}
pub l i c S t r i n g ge tF i che i r oSen so rML ( ) {
. . .
}
}
• Data Mapper - Este padra˜o dita que deve existir uma camada que mapeia a camada
de dados e a representac¸a˜o de objetos do domı´nio em memo´ria. Um dos objetivos
deste padra˜o e´ isolar a representac¸a˜o dos dados em me´moria da base de dados.
Tal como no padra˜o Active Record devem existir objetos especı´ficos para cada ta-
bela, onde cada instaˆncia representa registos da tabela da base de dados, e os atribu-
tos correspondentes a`s colunas da tabela. Por outro lado, estes objetos na˜o possuem
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me´todos para as operac¸o˜es na base de dados, ficando estas operac¸o˜es a cargo da ca-
mada interme´dia de mapeamento. Esta camada interme´dia e´ constituı´da por um ou
mais mappers que efetuam as operac¸o˜es de inserc¸a˜o, remoc¸a˜o, leitura e atualizac¸a˜o
na base de dados.
Apo´s ana´lise de ambos os padro˜es acima descritos optou-se pelo Data Mapper ao
inve´s do Active Record.
De modo a tratar a relac¸a˜o entre objetos, os padro˜es de desenho analisados foram:
• Indentity Map - Padra˜o de desenho que garante que cada objeto que representa
registos da base de dados so´ existe em memo´ria uma u´nica vez, fazendo uso de uma
estrutura de dados do tipo Map para guardar refereˆncias dos objetos.
A necessidade de so´ ter um objeto em memo´ria por cada registo prende-se com
o facto de garantir que as atualizac¸o˜es de informac¸a˜o a` base de dados ocorre de
forma correta. Se existirem dois objetos em memo´ria para o mesmo registo na
base de dados, se estes forem atualizados de forma concorrente , isto pode provocar
conflitos na gravac¸a˜o de informac¸a˜o para a base de dados.
Neste modelo, uma vez que usamos uma estrutura do tipo Map sabemos a` partida
que iremos necessitar de uma chave para aceder e referir-nos a cada um dos objetos.
Tipicamente e´ usada como chave da estrutura de dados a chave prima´ria correspon-
dente na tabela da base de dados, pois devem sempre ser usados tipos de dados
simples como por exemplo inteiros ou strings.
• Lazy Load - Frequentemente utilizado com intuito de poupar memo´ria bem como de
baixar o tempo de processamento quando existem objetos com muitas refereˆncias
para outros objetos, evitando assim que se perca tempo com inu´meros acessos ao
disco a carregar esses mesmos objetos a partir da base de dados.
Em termos de desenho este padra˜o apresenta-se como uma camada de abstrac¸a˜o
de um objeto, contendo os getters e setters do objeto pretendido sem guardar em
memo´ria os valores dos seus atributos. Tipicamente este padra˜o recorre tambe´m
ao uso do padra˜o Factory Pattern Method e Singleton Pattern (secc¸a˜o 3.2.1.1), por
forma a manter uma refereˆncia para a implementac¸a˜o do objeto com os atributos
apo´s este ser criado.
Lista 3.2: Exemplo de implementac¸a˜o do padra˜o Lazy Load em Java
pub l i c c l a s s Senso rP roxy ex tends Proxy<Sensor>
implements Senso r {
pro t e c t ed Senso r o b j e c t ;
pub l i c S t r i n g getNome ( ) {
Capı´tulo 3. Ana´lise 24
return c r e a t eO b j e c t ( ) . getNome ( ) ;
}
pub l i c vo id setNome ( S t r i n g nome ){
c r e a t eO b j e c t ( ) . setNome ( nome ) ;
}
/ / r e s t a n t e s g e t t e r s e s e t t e r s
pro t e c t ed Senso r c r e a t eO b j e c t ( ) {
i f ( o b j e c t == nu l l ){
/ / c r i a novo s e n s o r a t r a v e s
/ / de Ob j ec t o e s p e c i f i c o para
/ / t a l por exemplo : uso de
/ / um mapper
}
re turn t h i s . o b j e c t ;
}
}
Figura 3.2: Exemplo de Lazy Load
Como podemos observar no diagrama da Figura 3.2, tanto a implementac¸a˜o da
classe Sensor como a da classe de Lazy Loading correspondente teˆm a mesma in-
terface “Sensor”. Assim, os objetos teˆm o mesmo supertipo, o que permite que
sejam usados permutavelmente e quando chamamos um me´todo de um objeto na˜o
sabemos se estamos realmente a aceder a uma instaˆncia de Lazy Loading ou a`
implementac¸a˜o concreta do objeto.
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Quanto a` implementac¸a˜o do Lazy Load, este limita-se a delegar as chamdas para
a instaˆncia da implementac¸a˜o concreta do tipo “Sensor” (“SensorImpl”). Desta
forma, os seus dados so´ sera˜o carregados para memo´ria quando necessitarmos de
aceder a algum atributo da instaˆncia que estamos a utilizar, caso contra´rio este ob-
jeto permanecera´ em memo´ria fazendo refereˆncia a um sensor sem guardar os seus
atributos.
Por u´ltimo, para lidar com problemas de chaves estrangeiras, associac¸o˜es de um-para-
muitos e associac¸o˜es de muitos-para-muitos foram implementados os seguintes padro˜es:
• Foreign Key Mapping - Num sistema orientado a objetos, em que um objeto re-
fere outro e´ necessa´rio refletir esta ligac¸a˜o de forma persistente na base de dados.
Contudo, na˜o e´ via´vel guardar a refereˆncia dos objetos na base de dados, uma vez
que quando iniciarmos de novo sistema e os objetos forem carregados em memo´ria
ser-lhe-a˜o atribuı´das novas refereˆncias. Desta forma, surge a necessidade de ma-
pear um objeto atrave´s de chaves estrangeiras, geralmente por meio de um tipo de
dados primitivo (e.g., inteiros) na base de dados, podendo mapear de forma mais ou
menos complicada as associac¸o˜es entre objetos no modelo relacional.
Figura 3.3: Exemplo de mapeamento de chave estrangeira segundo modelo de objetos
As Figuras 3.3 e 3.4 mostram um sistema com a classe “Observacao”, em que cada
instaˆncia referencia um “Valor” e vice-versa, bem como cada “Sensor” referencia
uma ou va´rias instaˆncias do tipo “Observacao”. A forma correta de mapear estes
objetos e´ conforme as tabelas apresentadas na Figura 3.4, ou seja, uma vez que a
cada “Observacao” corresponde um “Valor”, na tabela “valor” existe um atributo
referente ao identificador da “Observacao” a que cada “Valor” (cada entrada na
tabela “valor”) corresponde. Por sua vez, cada nova entrada na tabela “observa-
cao” referencia uma chave prima´ria da tabela “sensor”. Desta forma, as refereˆncias
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Figura 3.4: Exemplo de mapeamento de chave estrangeira segundo modelo relacional
no modelo orientado a objetos sa˜o substituı´das por campos que conteˆm as chaves
prima´rios dos elementos que referenciam.
• Association Table Mapping - Segundo a primeira forma normal [19] na˜o podem
existir mu´ltiplos valores num u´nico campo na base de dados. Portanto, num cena´rio
onde ha´ um conjunto de objetos que podem referenciar diretamente um conjunto
de outros objetos (e vice-versa), como o exemplo apresentado na Figura 3.5, cada
“Observacao” pode estar ligada a va´rios objetos do tipo “Grupo”, e cada “Grupo”
pode referenciar va´rios objetos do tipo “Observacao”, ha´ necessidade de efetuar um
mapeamento atrave´s de uma tabela de associac¸a˜o.
Figura 3.5: Exemplo de associac¸a˜o de muitos-para-muitos (modelo de objetos)
Figura 3.6: Exemplo de associac¸a˜o de muitos-para-muitos (modelo relacional)
Este mapeamento consiste na criac¸a˜o de uma tabela adicional com dois campos
constituı´dos por chaves estrangeiras, formando as associac¸o˜es com base nas chaves
prima´rias das tabelas pretendidas. Desta forma e´ possivel criar uma associac¸a˜o
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de muitos-para-muitos entre duas tabelas na base de dados, como podemos ver na
Figura 3.6.
3.2.1.1 Padro˜es e me´todos de desenho auxiliares
Para desenvolver os componentes de software necessa´rios a`s alterac¸o˜es pretendidas para
o MuFFIN, foi necessa´rio recorrer a alguns padro˜es de desenvolvimento auxiliares e mais
gene´ricos que os descritos ate´ agora. Contamos enta˜o com:
• Singleton Pattern - Garante a existeˆncia de apenas uma instaˆncia de uma classe.
Mante´m um ponto global de acesso ao objeto para que este seja criado apenas uma
vez e possa ser acedido por va´rios outros objectos. O seu funcionamento pode ser
observado na Lista 3.2, onde e´ utilizado numa Proxy de um objeto, de modo a que
esta crie apena uma vez o objeto, independentemente do nu´mero de vezes que se
pretender aceder ao mesmo. Este padra˜o foi utilizado va´rias vezes ao longo do pro-
jeto, principalmente na implementac¸a˜o do Lazy Load em conjunto com o Factory
Method. Outra aplicac¸a˜o deste padra˜o foi na criac¸a˜o dos varios reposito´rios (estru-
turas de dados que guardam os objetos que esta˜o a ser utilizados, para evitar que
se esteja constantemente a aceder ao disco), os quais so´ sa˜o criados a` medida que
forem necessa´rios e dispo˜em de um ponto global de acesso, o “RepositoryFactory”.
• Factory Pattern Method - Permite adiar a criac¸a˜o de objetos para as subclasses, dei-
xando estas decidir como criar o mesmo. Este me´todo pode assumir duas variantes
que sa˜o: (1) o caso em que a classe criadora e´ uma classe abstrata onde na˜o e´ defi-
nido o me´todo de criac¸a˜o, obrigando a existeˆncia subclasses para definir o me´todo
de criac¸a˜o que na˜o permitem uma definic¸a˜o por omissa˜o sob pena de instanciar
classes imprevisı´veis; (2) o caso em que o criador e´ uma classe concreta e fornece
uma definic¸a˜o por omissa˜o para o me´todo de criac¸a˜o. Por exemplo, ao utilizarmos
proxies de objetos quando aplicamos o padra˜o LazyLoad, podemos recorrer aeste
padra˜o. Em vez de definirmos uma na classe “Proxy” qual o objeto a criar quando
foir necessa´rio aceder aos atributos do mesmo, esta responsabilidade fica a cargo
da implementc¸a˜o especifı´ca da Proxy para o objeto em causa (c.f. Figura 3.2).
• Template Method - E´ umme´todo de desenvolvimento que auxilia na definic¸a˜o de um
algoritmo, objeto ou tipo de dados gene´rico. Possibilita definir alguns me´todos de
uma classe e deixar outros abstratos, os quais devera˜o ser definidos pelas subclasses
que a implementam. Desta forma, e´ possı´vel criar uma classe que implementa
a` partida todas as funcionalidades que sera˜o obrigatoriamente iguais em todas as
suas subclasses, e deixar a discric¸a˜o das mesmas a forma como estas implementam
o resto dos me´todos de acordo com a sua finalidade.
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3.2.2 Integrac¸a˜o de componentes de software
Tratando-se de um sistema de software ao qual podem ser adicionados novos compo-
nentes, tais como gateways para comunicac¸a˜o com dispositivos externos e servic¸os para
tratamento dos dados recebidos, entre outros, torna-se necessa´rio criar uma infraestrtura
de comunicac¸a˜o entre esses componentes que seja eficiente em termos de memo´ria e capa-
cidade computacional. O objetivo e´ permitir o fluxo de informac¸a˜o entre esses gateways
e servic¸os de acordo com os as dependeˆncias pre´-estabelecidas pelo utilizador, poupando
recusos do sistema relativamente ao componente utilizado pelo MuFFIN para esse fim.
Colocam-se duas hipo´teses de infraestruturas para preencher esta funcionalidade do
sistema. A primeira, consiste em desenvolver uma infraestrtura que crie va´rios fluxos de
informac¸a˜o atrave´s de pipes de acordo com as dependeˆncias pre´-estabelecias. A segunda
e´ inspirada nos sistemas baseados em eventos, em que a informac¸a˜o circula encapsu-
lada dentro de eventos. Cada servic¸o regista-se numa de eventos e subscreve os servic¸os
de onde lhe interessa receber informac¸a˜o de acordo com as dependeˆncias acima referidas.
Optou-se pela segunda alternativa pois na˜o necessita da criac¸a˜o de canais de comunicac¸a˜o
(pipes) para cada dependeˆncia entre os servic¸os, poupando desta forma recursos do sis-
tema.
3.3 Dispositivos mo´veis de captura de dados
3.3.1 Plataforma de prototipagem
Numa fase inicial do projeto utiliza´mos plataformas de prototipagem de hardware li-
vre Arduino [1]. Esta conta com um controlador Atmel AVR, tendo suporte para en-
trada e saı´da de dados de forma a facilitar a programac¸a˜o e prototipagem. Em termos de
programac¸a˜o, oferece uma linguagem baseada em C/C++. O objetivo destes dispositivos
e´ a criac¸a˜o de proto´tipos de hardware de baixo custo, permitindo a sua expansa˜o com os
componentes que se pretender e programa´-los. Podem ser usados de forma independente
ou ligado a um computador por meio de um cabo USB.
O primeiro modelo destes dispositivos foi lanc¸ado em 2005, existindo atualmente
perto de 20 modelos com diferentes caraterı´sticas em termos de processador, memo´rias
SRAM e EPROM, voltagem usada, e a capacidade de entrada e saı´da de dados. Opta´mos
pelo Arduino Uno uma vez que compreende uma das melhores relac¸o˜es qualidade prec¸o.
A versa˜o R3 que escolhemos, conta com:
• Processador/Microcontrolador AtMega328 (velocidade de processamento ma´xima
de 16MHz);
• Voltagem de entrada limitada ao intervalo 6-20V;
• 6 pinos de entrada analo´gica;
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• 14 pinos de entrada/saı´da digital;
• Memo´ria Flash de 32KB;
• Memo´ria SRAM de 2KB;
• Memo´ria EPROM de 1KB;
3.3.2 Isolamento te´rmico
A maior parte dos equipamentos eletro´nicos sa˜o sensı´veis a altas temperaturas (tipica-
mente mais de 50oC). Para a utilizac¸a˜o que pretendemos ha´ que criar um isolamento para
os dispositivos que recolhem os dados do ambiente, pois va˜o estar sujeitos a temperaturas
altas quando usados em cena´rios de inceˆndios florestais. Ale´m disso e´ importante garan-
tir que este revestimento na˜o aumenta em demasia o peso do dispositivo nem diminui a
capacidade de leitura dos sensores e alcance do equipamento de comunicac¸a˜o sem fios.
A soluc¸a˜o a que chega´mos consiste numa simples caixa de pla´stico para fechar e
proteger os componentes, revestida com um isolante te´rmico. Contudo, a escolha de um
isolante implica a compreensa˜o da forma como se faz a propagac¸a˜o de calor. Existem
enta˜o treˆs formas de propagac¸a˜o de calor:
• Convecc¸a˜o - Forma de propagac¸a˜o te´rmica atrave´s da mate´ria em movimento de-
vido a`s diferentes densidades dessa mate´ria. Este modo de propagac¸a˜o so´ ocorre
em fluı´dos (e.g., lı´quidos, vapor e gases). Na Figura 3.7 a chama aquece a a´gua
junto ao ponto A, originando a expansa˜o das particulas; esta expansa˜o faz dimi-
nuir a sua densidade passando esta a ser mais leve que a a´gua que se encontra no
resto do tubo. Desta forma a a´gua mais densa vai descer ocupando o lugar da
a´gua quente que ocupa o segmento A-B, empurrando a a´gua menos densa para o
segmento B-C. Posteriormente, junto ao ponto A volta a estar a´gua fria, que ira´
aquecer e movimentar-se como aconteceu anteriormente. A estes movimentos cha-
mamos correntes de convecc¸a˜o, e sa˜o feno´menos que ocorrem frequentemente em
cena´rios de inceˆndios florestais com as deslocac¸o˜es do ar quente.
Figura 3.7: Corrente de convecc¸a˜o
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• Conduc¸a˜o
Ao contra´rio da convecc¸a˜o, na conduc¸a˜o a propagac¸a˜o de calor ocorre sem a des-
locac¸a˜o de partı´culas. Esta forma de propagac¸a˜o te´rmica e´ feita atrave´s da vibrac¸a˜o
das mole´culas do corpo que esta´ a propagar o calor. Ou seja, a regia˜o de um
corpo mais pro´xima de uma fonte de calor sofre o aumento da vibrac¸a˜o das suas
mole´culas. Consecutivamente aumenta a energia cine´tica das mesmas, sendo o ca-
lor transmitido atrave´s de choques com as mole´culas vizinhas aumentando tambe´m
a sua vibrac¸a˜o.
Figura 3.8: Conduc¸a˜o te´rmica
Fonte: http://interferenciafisica.blogspot.pt/2010/03/transmissao-de-calor.html
Os metais sa˜o exemplos de bons condutores te´rmicos, uma vez que possuem os
electro˜es mais externos fracamente ligados, permitindo o transporte de energia por
meio de coliso˜es. Em contrapartida, materiais com os electro˜es exteriores forte-
mente ligados na˜o possuem ta˜o boa condutividade te´rmica, como, por exemplo, o
vidro, a borracha ou a la˜ de vidro.
• Radiac¸a˜o
Este tipo de propagac¸a˜o te´rmica e´ efetuada atrave´s de ondas eletromagne´ticas, po-
dendo possuir diversas frequeˆncias. O exemplo mais pra´tico de propagac¸a˜o te´rmica
por radiac¸a˜o e´ a emissa˜o de energia solar, que e´ propagada atrave´s do va´cuo ate´ a`
Terra. Esta energia e´ composta por va´rios tipo de ondas (e.g., raios X, raios ultravi-
oleta, luz visı´vel, raios infravermelhos, microondas).
Figura 3.9: Radiac¸a˜o te´rmica
Fonte: http://interferenciafisica.blogspot.pt/2010/03/transmissao-de-calor.html
Qualquer corpo com temperatura superior ao zero absoluto (0K ou -273oC) emite
energia radiante. As ondas infravermelhas sa˜o as que mais facilmente se transfor-
mam em calor quando absorvidas pelo recetor, sendo por isso tipicamente chamadas
de ondas de calor.
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Desta forma, o melhor isolante sera´ aquele que consiga quebrar a maior parte dos tipos
de propagac¸a˜o te´rmica acima descritos.
Fire shelter
Equipamento usado em inceˆndios florestais como u´ltimo recurso de sobreviveˆncia
pelos bombeiros. Frequentemente chamado de “abrigo” no nosso paı´s, e´ uma espe´cie
de uma capa feita com material resistente a agresso˜es e a` temperatura, sob a qual os
bombeiros se deitam e ficam isolados das chamas caso sejam encurralados pelo inceˆndio.
O material que o constitui e´ folha de aluminio e fibra de vidro. A folha de alumı´nio
garante-lhe uma reflexa˜o da radiac¸a˜o te´rmica na ordem dos 95% bem como isolamento
a`s correntes de convecc¸a˜o devido ao seu formato. Quanto a` fibra de vidro da´ uma maior
resisteˆncia a` folha de alumı´nio.
Assim, a nossa escolha acerca do isolamente recai sobre o fire shelter pois reduz
eficazmente a propagac¸a˜o de calor por radiac¸a˜o. O caso da transmissa˜o de calor por
conduc¸a˜o na˜o se aplica dado que neste me´todo o calor so´ e´ propagado se os objetos
estiverem em contacto com as fontes de calor. E quanto a` convecc¸a˜o seria sempre um
problema independentemente de qual fosse o isolante, pois a forma de isolar a mesma
dependeria do formato da caixa, o que na˜o e´ possı´vel alterar.
3.4 Sensores
Pretende-se captar informac¸a˜o do ambiente de acordo com estudos anteriores sobre inceˆn-
dios florestais, os quais indicam os gases mais nocivos para a sau´de humana na realidade
das florestas portuguesas.
Os sensores podem ser de dois tipos, sensores digitais ou com circuito integrado ou
sensores analo´gicos. As principais diferenc¸as entre eles sa˜o:
• Os sensores analo´gicos, apenas nos permitem ler valores analo´gicos, tipicamente
valores entre 0 e 1023, convertidos a partir da sua voltagem de saı´da;
• Os sensores digitais ou com circuito integrado, sa˜o sensores que veˆm acompanha-
dos por um circuitos e permitem ler diretamente um valor convertido para uma
unidade de medida adquado a` aquilo que se esta´ a medir, por exemplo, num sensor
de CO deste tipo podemos ler diretamente os valores convertidos em ppms. Nor-
malmente sa˜o mais caros pois.
Sendo apenas um proto´tipo, e uma vez que o orc¸amento do projeto tem limitac¸o˜es,
na˜o sera˜o adquiridos sensores demasiado caros. Desta forma iremos optar por sensores
analo´gicos simples.
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3.5 GPS
Tratando-se de um sistema que necessita de detetar e armazenar as localizac¸o˜es dos bom-
beiros ao longo do tempo em que estes se encontram no teatro das operac¸o˜es, e´ necessa´rio
recorrer ao sistema de GPS. Atrave´s deste sistema podemos saber as coordenadas (lati-
tude, longitude e altitude) de um objeto, bem como a direc¸a˜o e velocidade caso este se
encontre em movimento.
Para cumprimento dos objetivos do sistema integra´mos nos dispositivos mo´veis de
captura de dados, componentes GPS para detetar a sua localizac¸a˜o.
3.6 Rede
Neste projeto pretende-se uma tecnologia de comunicac¸a˜o sem fios para comunicac¸a˜o
entre va´rios dispositivos emissores de dados e um coordenador da rede que recebe a
informac¸a˜o. Outros requisitos para a rede sa˜o: comunicac¸a˜o forte em espac¸os abertos
(fora de edifı´cios) e baixo consumo energe´ticos. A nossa escolha e´ o ZigBee [25].
3.6.1 ZigBee
O ZigBee e´ um protocolo de comunicac¸a˜o bastante robusto operando sobre o padra˜o IEEE
802.15.4.
Figura 3.10: Camadas do modelo OSI e ZigBee
• 802.15.4 - E´ um padra˜o mantido pelo IEEE (Institute for Electrical of Electro-
nic Engeneers) que especifica a camada fı´sica e efetua controle de acesso para re-
des sem fios pessoais de baixas taxas de transfereˆncia. Foca-se no baixo consumo
energe´tico, e direciona-se para redes com baixo fluxo de dados. Comparativamente
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com as camadas do modelo OSI, o 802.15.4 situa-se ao nı´vel das camadas 1 (Fı´sica)
e 2 (Ligac¸a˜o de dados), tal como pode ser observado no esquema da Figura 3.10.
• XBee - Sa˜o mo´dulos de frequeˆncias de ra´dio que permitem comunicac¸o˜es no padra˜o
ZigBee. Ou seja, definem os dispositivos fı´sicos que permitem efetuar comunicac¸a˜o
via ZigBee.
Par
Estrela
A´rvore Mesh
Legenda: Preto - Coordenador, Azul - Encaminhadores, Vermelho - Terminais
Tabela 3.2: Topologias de rede suportadas pelo ZigBee
Existem va´rios dispositivos que nos permitem criar uma rede ZigBee. Utiliza´mos o
XBee Pro S2B, que possui a capacidade de comunicac¸a˜o dentro de edifı´cios ate´ 60m e ao
ar livre ate´ 1500m, necessitando para alimentac¸a˜o apenas de 40mA e 3.3V.
Como o dispositivo e´ para ser usado em cena´rios onde tipicamente a distaˆncia dos
bombeiros ao veı´culo poucas vezes atinge os 200m, podemos concluir que o dispositivo
cumpre os requisitos do sistema. O Capı´tulo 5 apresenta resultados sobre testes feitos a`s
distaˆncias de comunicac¸a˜o destes dispositivos.
Dentro de uma rede ZigBee podemos ter treˆs tipo de despositivos:
• Coordenador - ale´m de formar a rede, gere os enderec¸os e outras funcionalidades,
tais como a seguranc¸a da rede. Podem ainda efetuar tarefas de enviar, receber e
encaminhar dados.
• Encaminhador - junta-se a redes existentes, permitindo enviar, receber e encami-
nhar dados para outros no´s.
• Terminal - no´ mais simples da rede, permitindo apenas juntar-se a uma rede exis-
tente e enviar e receber dados.
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OXBee permite criar automaticamente uma rede desde que todos os dispositivos este-
jam pre´-configurados para pertencer a` mesma rede. O ZigBee pode ser configurado para
dois tipos de comunicac¸a˜o distintos: comunicac¸a˜o simples e em modo API.
3.7 Aplicac¸a˜o cliente
Pretende-se desenvolver uma aplicac¸a˜o para obter informac¸o˜es sobre localizac¸a˜o e que
utilize os servic¸os Web disponibilizados pelo middleware para monitorizar os bombeiros
no teatro de operac¸o˜es e adicionar e configurar novos servic¸os ao mesmo. No entanto,
deve manter-se um elevado grau portabilidade, pois esta deve poder ser executada em
diferentes sistemas operativos de smartphones, bem como em computadores.
Inicialmente, para a aplicac¸a˜o mo´vel dava-nos jeito uma aplicac¸a˜o nativa que pudesse
ser instalada nos dispositivos. Contudo, esta traria problemas de compatilidade, sendo
necessa´rio desenvolver diferentes aplicac¸o˜es para os diversos sistemas operativos mo´veis,
bem como outra para a versa˜o de computador. Foi enta˜o que surgiu a hipo´tese de uma
aplicac¸a˜o Web, que necessita apenas de um browser para ser executada, podendo facil-
mente ser executada em dispositivos mo´veis e computadores a partir do mesmo co´digo-
fonte. Em contrapartida este tipo de aplicac¸o˜es trazem problemas ao nı´vel da interac¸a˜o
com os componentes do dispositivo e funcionalidades do sistema operativo. De modo a
resolver estes problemas decidiu-se optar por uma aplicac¸a˜o hı´brida. Considera-se que
estas sejam realmente mais vantajosas grac¸as a´s tecnologias usadas reduzindo bastante o
tempo de desenvolvimento. Ale´m disso, podemos ainda com o memso co´digo-fonte ex-
porta´-la para diversos sistemas operativos ale´m de podermos executa´-la como aplicac¸a˜o
Web, trazendo um pouco do melhor dos dois mundos.
Para justificar melhor a nossa escolha, sa˜o apresentados os pontos fortes e fracos de
cada tipo de aplicac¸o˜es, segundo Stefan Von Gagern [41] nas secc¸o˜es 3.7.1 a 3.7.3.
Relativamoente aos requisitos funcionais da aplicac¸a˜o, estes sa˜o descritos pelos casos
de uso da Secc¸a˜o 3.7.4.
3.7.1 Aplicac¸o˜es nativas
Sa˜o aplicac¸o˜es que correm diretamente no dispositivo ao nı´vel do sistema operativo, ne-
cessitando de ser instaladas no dispositivo. Este tipo de aplicac¸o˜es consistem em co´digo
bina´rio que ao ser executado interage diretamente com o sistema operativo subjacente
(e.g., iOS, Android, Windows Phone, Blackberry), podendo aceder ao hardware e APIs
disponı´veis no sistema operativo. Tipicamente este tipo de aplicac¸o˜es oferece ao progra-
mador um acesso mais fa´cil aos sensores integrados do dispositivo.
Ainda acerca do desenvolvimento de aplicac¸o˜es nativas, os programadores dispo˜em
de um ambiente de desenvolvimento especı´fico para o sistema operativo de destino da
aplicac¸a˜o. Contudo, estas aplicac¸o˜es na˜o podem ser facilmente adaptadas para outros
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sistemas operativos. A tabela seguinte sintetiza os pontos fortes e fracos deste tipo de
aplicac¸o˜es.
Pontos fortes Pontos fracos
Muitas opc¸o˜es de design Desenvolvimento complexo
Utilizac¸a˜o otimizada de
hardware e sistema operativo Manutenc¸a˜o complexa
Dificuldade de execuc¸a˜o
em multi-plataforma
Tabela 3.3: Pro´s e contras de aplicac¸o˜es mo´veis nativas
3.7.2 Aplicac¸o˜es web
Atualmente todos os tablets e smartphones esta˜o equipados com browsers que interpretam
HTML5, CSS 3 e JavaScript. Este ambiente permite desenvolver um enorme conjunto
de funcionalidades, na˜o so´ atrave´s pa´ginas web mas tambe´m aplicac¸o˜es que podem ser
executadas em browsers.
Uma das vantagens deste tipo de aplicac¸o˜es sa˜o as atualizac¸o˜es, pois ocorre ao nı´vel
do servidor, sem que os utilizadores tenham de instalar atualizac¸o˜es da aplicac¸a˜o. Estas
aplicac¸o˜es sa˜o mais facilmente porta´veis entre diferentes sistemas operativos, uma vez
que o acesso e´ via browser. Na˜o ha´ necessidade de desenvolver uma aplicac¸a˜o diferente
para cada sistema operativo, como acontece com as aplicac¸o˜es nativas, permitindo ate´
ser utilizadas em computadores. Basicamente funcionam como se estive´ssemos a aceder
a uma pa´gina web. A tabela seguinte sintetiza os pontos fortes e fracos deste tipo de
aplicac¸o˜es.
Pontos fortes Pontos fracos
Caraterı´sticas existentes nas linguagens web
podem ser usadas Executado sempre num browser
Baixo custo de desenvolvimento Frequentemente menos convenienteque aplicac¸o˜es nativas
Atualizac¸o˜es fa´ceis ra´pidas e fluentes Funcionalidades e operac¸o˜es offlinelimitadas
Ampla gama de func¸o˜es disponı´veis
grac¸as ao HTML5
Tabela 3.4: Pro´s e contras de aplicac¸o˜es web
3.7.3 Aplicac¸o˜es hı´bridas
Estas aplicac¸o˜es sa˜o em grande parte baseadas em tecnologias Web, estando disponı´vel
tambe´m ao programador um ambiente de desenvimento em liguagem nativa. Uma parte
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da aplicac¸a˜o e´ sempre em co´digo nativo contendo as operac¸o˜es de arranque da aplicac¸a˜o,
as quais sa˜o executadas diretamente no sistema operativo, funcionando tambe´m como um
renderizador de HTML que permite executar as plartes da aplicac¸a˜o desenvolvidas com
tecnologias Web.
Este renderizador de HTML funciona como uma ponte entre o sistema operativo e
uma aplicac¸a˜o Web. Existem ja´ renderizadores pre´-definidos (e.g. Apache Cordova).
Este tipo de aplicac¸o˜es traz as vantagens de reaproveitarmos o co´digo para executar a
mesma aplicac¸a˜o em diferentes sistemas operativos, bem como de podermos executar a
parte em HTML num browser podendo assim usar a aplicac¸a˜o em qualquer tipo de dispo-
sitvo incluindo computadores. No entanto, para utilizar as mesmas como uma aplicac¸a˜o
para tablet ou smartphone, basta exporta´-la atrave´s do renderizador, gerando diferentes
ficheiros de instalac¸a˜o de acordo com o sistema operativo de destino pretendido, permi-
tindo assim instala´-la no dispositivo alvo.
Os componentes HTML podem estar alojados localmente no dispositivo ou num servi-
dor a` semelhanc¸a das aplicac¸o˜esWeb. Em termos de atualizac¸o˜es e´ preferı´vel mantermos
os componentes num servidor, em oposic¸a˜o ao mantermos os ficheiros no servidor dimi-
nui a capacidade de operac¸o˜es offline. A tabela seguinte sintetiza os pontos fortes e fracos
deste tipo de aplicac¸o˜es.
Pontos fortes Pontos fracos
Vantagens combinadas de aplicac¸o˜es
web e nativas
Desempenho prejudicado
(ao aceder a conteu´dos web online)
Requere pontes entre aplicac¸o˜es
nativas e componentes web
Na˜o ha´ atualizac¸o˜es frequentes
(em caso de alojar localmente
os componentes)
Tabela 3.5: Pro´s e contras de aplicac¸o˜es hı´bridas
3.7.4 Casos de uso
A aplicac¸a˜o deve comtemplar funcionalidades para os seguintes casos de uso:
• Controle de exposic¸a˜o a gases to´xicos e altas temperaturas
Por forma a evitar exposic¸o˜es muito prolongadas a altas temperaturas e inalac¸a˜o
de grandes quantidades de gases to´xicos, que podem provocar danos para sau´de
humana, e´ necessa´rio controlar os dados do ambiente onde os bombeiros se en-
contram. Admitindo que um chefe de equipa possui um dispositivo mo´vel (e.g.,
smartphone) com esta aplicac¸a˜o, este pode obter os dados mais recentes sobre a
equipa a` sua responsabilidade sempre que pretender.
A aplicac¸a˜o cliente, e´ atualizada sempre que forem recebidos novos dados oriundos
do middleware. Desta forma o chefe da equipa pode controlar as concentrac¸o˜es de
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Figura 3.11: Monitorizac¸a˜o da concentrac¸a˜o de gases e temperatura de uma equipa de
combate a inceˆndios florestais
gases e temperatura ambiente a que a equipa esta´ exposta. A Figura 3.11 representa
uma possı´vel interface para esta funcionalidade.
• Alerta de alta concentrac¸a˜o de gases to´xicos
Durante o combate a um inceˆndio emmato os bomebiros de uma equipa de combate
encontram-se expostos a altos nı´veis de mono´xido de carbono. Os dispositivos
enviam os dados correspondentes a`s concentrac¸o˜es dos gases.
Figura 3.12: Equipa de combate exposta a altas concentrac¸o˜es de gases to´xicos
A aplicac¸a˜o ao receber os dados enviados pelo middleware, e verificando que estes
se encontram acima dos ma´ximos estabelecidos para as concentrac¸o˜es deste tipo de
ga´s, avisa o chefe de equipa, indicando que a equipa se encontra em perigo. Este
aviso pode ser realizado com a apresentac¸a˜o de uma caixa de dia´logo semelhante a`
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da figura 3.13, pondendo ainda recorrer a sinais sonoros e a` vibrac¸a˜o do dispositivo
de forma a alertar o seu operador.
Figura 3.13: Aviso de equipa exposta a gases to´xicos na aplicac¸a˜o
Apo´s o alerta e´ possivel abandonar o local antes que os bombeiros permanec¸am
demasiado tempo expostos a essa alta concentrac¸a˜o de gases, e se desloquem para
uma zona de seguranc¸a.
• Localizac¸a˜o de equipas
Figura 3.14: Localizac¸a˜o de bombeiros apo´s fuga forc¸ada
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Nos dias de hoje ja´ existe alguma tecnologia que ajuda a localizar os bombeiros
em caso de acidente durante as operac¸o˜es de combate, tal como o ra´dio da rede
do Sistema Integrado de Redes de Emergeˆncia e Seguranc¸a de Portugal (SIRESP).
So´ que, normalmente, so´ o chefe de cada uma das equipas e´ que possui um destes
ra´dios, o que se torna pouco eficaz se alguns elementos se perderem durante uma
fuga de emergeˆncia.
Supondo um cena´rio de cata´strofe, em que alguns dos elementos caem inconscien-
tes com a inalac¸a˜o de fumo e cansac¸o apo´s uma fuga forc¸ada e na˜o se conseguiram
juntar ao resto da equipa. E´ necessa´rio socorreˆ-los o mais ra´pido possı´vel! Mas,
para isso, e´ necessa´rio encontra´-los, o que actualmente se torna uma tarefa difı´cil.
Contudo, com a ajuda do localizador GPS para cada elemento da equipa e´ possı´vel
saber onde cada elemento se encontra e ha´ aproximadamente quanto tempo esta´
imo´vel no mesmo local.

Capı´tulo 4
Desenho e Implementac¸a˜o
4.1 Rede de sensores
Como ja´ foi apresentado anteriormente, uma parte do sistema final consiste numa rede de
sensores. Rede essa que compreende dispositivos de captura de dados do ambiente, os
quais conteˆm os sensores, e dispositivos de armazenamento dos dados capturados.
4.1.1 Dispositivo de captura de dados
Este dispositivo tem como principal objetivo captar dados relativos a` concentrac¸a˜o de
gases e temperatura ambiente a que os bombeiros esta˜o expostos durante o combate a
inceˆndios florestais bem como a sua localizac¸a˜o GPS. Foi primeiramente implementado
numa placa de prototipagem Arduino apresentada na secc¸a˜o 3.3.1. O desenvolvimento
foi efetuado em va´rias fases com tarefas bem definidas previamente, sendo elas:
• Preparac¸a˜o dos sensores;
• Praparac¸a˜o dos componentes de GPS;
• Preparac¸a˜o dos componentes de comunicac¸a˜o;
• Integrac¸a˜o de todos os componentes
4.1.1.1 Preparac¸a˜o dos sensores
Nesta fase foram ligados e programados individualmente cada um dos sensores. Foi a fase
mais complicada e uma das mais demoradas de todo o projeto, principalmente devido a`
dificuldade de perceber o funcionamento de alguns deles.
4.1.1.1.1 LM35
O LM35 e´ um sensor de temperatura de baixo custo, e que permite ler temperaturas
entre os 2 e os 150oC.
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Figura 4.1: Esquema de pinos do
sensor LM35
Fonte: http://craftronixlab.files.wor
dpress.com/2014/08/lm35 500x50
0 1 .jpg
Este e´ um sensor de muito pequenas dimenso˜es,
fa´cil de usar e de baixo consumo. Conta com pinos,
um para alimentac¸a˜o que pode ir de 4 a 20V, uma
para ligac¸a˜o a` terra, e outro para leitura da tempera-
tura. O esquema dos pinos do sensor e´ apresentado
na Figura 4.1.
A montagem do mesmo no Arduino foi feita
consoante a Figura 4.2. A tempertura e´ calculada
a partir da leitura do sensor na porta analo´gica do
Arduino, a` qual esta´ conectado o pino 2 do sensor.
Ou seja, uma vez conectado o mesmo a` porta A1
do Arduino, efetua-se a leitura dos valores da porta. Por fim a temperatura e´ dada pelo
produto do valor lido a partir de A1 com o valor 0.48828125.
Figura 4.2: Esquema de ligac¸a˜o do sensor LM35
4.1.1.1.2 MQ-7
Para medir as concentrac¸o˜es de mono´xido de carbono o sensor escolhido foi o MQ-7,
por ser um sensor bastante sensı´vel ao ga´s, de baixo consumo energe´tico e com pequenas
dimenso˜es. Este sensor apresenta ainda um baixo custo.
Este foi o sensor em que houve mais dificuldades na aprendizagem do funcionamento.
Apesar de ter baixa condutividade em ar limpo, o MQ-7 possui um me´todo de funciona-
mento com ciclos de alta e baixa temperatura. Quando a temperatura e´ baixa (1.5V de
tensa˜o na resisteˆncia de aquecimento do sensor), durante 90 segundos, e´ feita a leitura da
concentrac¸a˜o de mono´xido de carbono. Durante o ciclo de alta temperatura (5V de tensa˜o
na resisteˆncia de aquecimento do sensor), durante 60 segundos, este efetua a limpeza de
outros gases absorvidos durante o perı´odo de leitura.
Uma vez ligado, o sensor necessita permanecer assim obrigato´riamente durante 48
horas, caso contra´rio pode gerar medic¸o˜es completamente erradas. Este ponto foi um
dos mais crı´ticos, pois na primeira ligac¸a˜o do sensor, o circuito de ligac¸a˜o do mesmo ao
Arduino e a sua programac¸a˜o na˜o foram os corretos. Segundo a tese de Diogo Cunha,
em “Sistema de detecc¸a˜o e envio de alarmes” [23], os valores de saı´da esperados, durante
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as primeiras 48 horas seriam semelhantes aos da Figura 4.3, contudo os valores obtidos
foram os apresentados na Figura 4.4.
Figura 4.3: Valores esperados do sensor MQ-7
Figura 4.4: Valores lidos do sensor MQ-7
Nota: no gra´fico 4.4 as se´ries ‘‘CO 1’’, ‘‘CO 2’’ e ‘‘CO 3’’ correspon-
dem a treˆs sensores MQ-7.
Apesar dos valores do eixo das ordenadas na Figura 4.3 repesentarem os valores lidos
da tensa˜o de saı´da do sensor e na Figura 4.4 mostrarem os valores lidos diretamente nas
portas analo´gicas do Arduino, podemos ver que as curvas geradas por ambos os gra´ficos
teˆm concavidades opostas. Contudo, pode observar-se que ambos os gra´ficos ao fim de
algumas horas convergem para um valor fixo.
Primeiramente, foi criado um circuito simples semelhante a` Figura 4.5. No entanto,
foram detetadas algumas falhas no mesmo: (1) falta de condensadores para compensar
os momentos de transic¸a˜o entre 1.5 e 5V no aquecimento do sensor; (2) intensidade de
corrente demasiado elevada devido a`s resisteˆncias usadas para criar o circuito divisor de
tensa˜o para gerar 1.5V durante o periodo de leitura.
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Figura 4.5: Circuito inicial para o sensor MQ-7
Assim, foi desenhado outro circuito apresentado na Figura 4.6 de modo a colmatar as
falhas do primeiro. A programac¸a˜o dos pinos do Arduino relativamente ao circuito final
e´ apresentada na Tabela 4.1
Figura 4.6: Circuito final para o sensor MQ-7
4.1.1.1.3 MiCS-2710
Figura 4.7: Esquema de pinos do
sensor MiCS-2710
Para efetuar as medic¸o˜es de dio´xido de azoto, o
sensor escolhido foi o MiCS-2710. Este e´ um sen-
sor de alta sensibilidade, resposta ra´pida, baixo con-
sumo energe´tico, pequenas dimenso˜es e altamente
resistente ao choque.
A` semelhanc¸a do MQ-7, este sensor tambe´m
opera com duas resisteˆncias internas, uma para
aquecimento do sensor e outra para medic¸a˜o. No
exterior conta com 4 pinos, o quais sa˜o apresenta-
dos na Figura 4.7.
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Estado do sensor Arduino - modo das portas Func¸a˜o do sensorPortas 8 e 9 Portas 6 e 7
Voltagem de
aquecimento (alta) Output Output
Aquecimento /
Limpeza de gases
Voltagem de
aquecimento (baixa) Input Output Medic¸a˜o
Sem aquecimento
(desativado) Input Input
Poupanc¸a de
energia
Tabela 4.1: Configurac¸a˜o dos pinos do Arduino para o sensor MQ-7
Este sensor na˜o pode ser ligado diretamente, de-
vido a algumas restric¸o˜es de corrente e tensa˜o de funcionamento, pelo que necessita de
algumas resisteˆncias de acordo com o esquema apresentado na Figura 4.8.
Figura 4.8: Esquema de ligac¸a˜o do sensor MiCS-2710
4.1.1.2 GPS
Os mo´dulos escolhidos para detectar a localizac¸a˜o geogra´fica podem ser diretamente liga-
dos a um Arduino, funcionando com a alimentac¸a˜o de 5V disponibilizada pelo mesmo e
trocando dados com este atrave´s de comunicac¸a˜o serial (UART). Esta comunicac¸a˜o pode
ser feita diretamente atrave´s das portas RX e TX do Arduino. Estas, apesar de poderem
ser utilizadas, podem causar problemas quando quisermos actualizar o software do Ar-
duino via USB, se estiverem a ser usadas por outro dispositivo. Por isso foi abordada uma
estrate´gia diferente de modo a libertar estas duas portas.
Segundo o sı´tio do Arduino, e´ possı´vel utilizarmos outras portas do mesmo para
comunicac¸a˜o serial, desde que estas sejam portas PWM e utilizemos a biblioteca Softwa-
reSerial disponı´vel no mesmo site para download. Este me´todo e´ bastante simples de
usar, bastando escolher duas portas PWM, e no programa que necessita dessa mesma
comunicac¸a˜o criar um objeto do tipo SoftwareSerial, indicando quais as portas que fara˜o
a func¸a˜o do RX e do TX. De resto, em termos de programac¸a˜o, tudo funciona da mesma
forma relativamente a` comunicac¸a˜o serial atrave´s das portas dedicadas ao efeito, pos-
suindo o mesmo conjunto de func¸o˜es.
Ainda em relac¸a˜o aos mo´dulos de GPS, estes enviam constantemente para o Arduino
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strings com todas as informac¸o˜es recolhidas. As informac¸o˜es enviadas pelos mo´dulos
conteˆm o nu´mero nu´mero de sate´lites ativos, coordenadas (latitude e longitude), altitude,
direc¸a˜o, velocidade, entre outros dados. Desta forma, basta enta˜o esperar que se atinja
um determinado nu´mero de sate´lites (mı´nimo 3) para obter dados minimamente fia´veis, e
podermos utiliza´-los.
Optou-se por incluir uma antena interna, de modo a manter fora da caixa o menor
nu´mero possivel de componentes.
Na Figura 4.9 podemos observar a configurac¸a˜o das portas do mo´dulo de GPS utili-
zado. O esquema de ligac¸a˜o das portas do mo´dulos GPS a`s portas do Arduino e´ especifi-
cado na Tabela 4.2
Porta Arduino Porta GPS
5V 5V (qualquer umadas duas disponı´veis)
GND GND (qualquer umadas duas disponı´veis)
RX * TX
TX * RX
Tabela 4.2: Esquema de ligac¸a˜o do mo´dulo de GPS ao Arduino
(* Podem ser substituı´das por portas PWM)
Figura 4.9: Esquema das portas do mo´dulo de GPS [32]
A maior dificuldade encontrada nesta fase do trabalho foi o tempo que o mo´dulo
demora ate´ encontrar o nu´mero suficiente de sate´lites. A primeira vez que este e´ ligado
deveria levar cerca de 2 a 3 minutos. No entanto, uma vez que me encontrava numa a´rea
com bastantes edifı´cios a` volta, este tempo foi claramente superior. Detectou-se que na˜o
foi apenas na primeira vez que o dispositivo foi ligado, mas sempre que o era.
Capı´tulo 4. Desenho e Implementac¸a˜o 47
4.1.1.3 ZigBee
A nossa rede ZigBee utiliza dispositivos XBee Pro Series 2B, devido ao seu alcance que
pode atingir 1500 metros ao ar livre sem obsta´culos pelo meio. Foram instalados tanto
nos dispositivos mo´veis de captura de dados para envio dos mesmos, como na estac¸a˜o
base para coordenac¸a˜o da rede e recepc¸a˜o de dados.
Durante a configurac¸a˜o da rede surgiram algumas du´vidas, uma vez que os dispo-
sitivos podem ser configurados de duas maneiras diferentes (API ou AT), acabando por
se optar pelo modo API. A raza˜o pela qual escolhi o modo API foi o facto de existirem
bibliotecas para utilizac¸a˜o desta tecnologia tanto para Arduino como para Java, que ape-
nas funcionam caso os dispositivos estejam configurados desta forma. Ao contra´rio do
modo AT em que a troca de dados entre os dispositivos funciona com simples cadeias
de caracteres enviadas de uns para os outros, no modo API esta troca de dados e´ feita de
forma mais organizada atrave´s de pacotes minimamente estruturados. Para criar uma rede
e´ necessa´rio ainda que todos os dispositivos estejam configurados com o mesmo identifi-
cador de rede de a´rea pessoal (PANID), bem como com o mesmo canal de comunicac¸a˜o.
Para poder efetuar todas estas configurac¸o˜es dos dispositivos foi utilizado o programa X-
CTU que permite instalar o firmware nestes dispositivos e aplicar todas as configurac¸o˜es
necessa´rias.
Quanto a` distribuic¸a˜o das placas XBee, apo´s a sua configurac¸a˜o instalou-se uma placa
na estac¸a˜o base configurada como coordenador, por forma a criar a rede quando outros
dispositivos do tipo router ou endpoint com o mesmo PANID forem ligados. Os restantes
dispositivos instalados nos dispositivos de captura de dados foram configurados como
endpoint.
Figura 4.10: Esquema de pinos
XBee Pro S2B
Quanto a` forma de comunicac¸a˜o dos dispositi-
vos com o Arduino, pode ser feita da mesma forma
que os mo´dulos de GPS, ou ligados diretamente
a`s portas RX e TX do Arduino ou a outras por-
tas PWM que estejam disponı´veis, desde que na
programac¸a˜o do dispositivo utilizemos a biblioterca
SoftwareSerial. Assim, para evitar problemas futu-
ros caso se queira atualizar o software do Arduino
optou-se por usar as portas PWM em conjunto com
a biblioteca SoftwareSerial.
A configurac¸a˜o dos pinos destas placas e´ apresentada na Figura 4.10. De acordo com
esta informac¸a˜o, a ligac¸a˜o das portas do Arduino aos pinos da placa e´ feita segundo a
Tabela 4.3.
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Porta Arduino Pino XBee
3.3V 3.3V
GND GND
RX * TX
TX * RX
Tabela 4.3: Esquema de ligac¸a˜o do mo´dulo de GPS ao Arduino
(* Podem ser substituı´das por portas PWM)
4.1.1.4 Integrac¸a˜o de componentes
Esta fase de integrac¸a˜o consistiu na junc¸a˜o de todos os componentes e sensores acima
descritos num u´nico Arduino. Os principais objetivos desta fase sa˜o: observar o com-
portamento de todos os componentes ligados em conjunto; detetar erros tanto a nı´vel de
circuitos como da programac¸a˜o; criar o programa final do dispositivo.
Numa primeira fase foram integrados apenas os sensores e analisados os valores dados
por cada um deles ao longo do tempo, que podem ser observados no gra´fico da Figura
4.11. Para a recolha destes dados foi usada uma aplicac¸a˜o desenvolvida em Java que se
limita a receber, fazer parse e guardar os dados enviados pelo Arduino via USB.
Figura 4.11: Dados recolhidos apo´s a integrac¸a˜o de todos os sensores
Posteriormente foram agregados ao mesmo Arduino, o mo´dulo de GPS e a placa de
rede ZigBee. Foi nesta fase que foi definido o padra˜o das mensagens a serem enviadas
dos dispositivos mo´veis para a estac¸a˜o base contendo os dados recolhidos, padra˜o este
apresentado no Apeˆndice A. Verificou-se o funcionamento da rede ZigBee atrave´s de
uma outra placa de rede ligada a um computador e uma aplicac¸a˜o que mostrava no ecra˜
os dados recebidos na placa de rede enviados pelo Arduino. Na Figura 4.12 e´ apresentada
uma fotografia do Arduino com todos os sensores e restantes componentes ligados.
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Figura 4.12: Integrac¸a˜o de todos os componentes num u´nico Arduino
4.1.1.5 Migrac¸a˜o
Como pudemos ver na Figura 4.12 a utilizac¸a˜o de um Arduino para o dispositivo mo´vel
implicaria que este tivesse dimenso˜es muito grandes. Isto acontece porque o Arduino
conte´m va´rios componentes que na˜o sa˜o necessa´rios ao dispositivo final, e ale´m disso
seria necessa´rio acoplar uma outra placa com os restantes componentes necessa´rios ao
funcionamento do dispositivo.
Assim, optou-se por criar uma nova placa de circuito impresso (PCB) contendo apenas
os componentes indispensa´veis ao funcionamento do dispositivo. Esta placa final ira´ ainda
manter algumas caraterı´sticas do Arduino.
4.1.1.5.1 Microcontrolador
O dispositivo necessita de um nu´cleo que possa ser programado e tenha a capacidade
de gerir e controlar os outros componentes. Desta forma, recorreu-se ao microcontrolador
Atmega328P, principalmente por ser o microcontrolador utilizado pelo Arduino. Assim,
e´ possı´vel reutilizar o programa ja´ desenvolvido anteriormente para o Arduino.
Em termos de circuitos foi utilizado um esquema (Figura 4.13) que esboc¸a a corres-
pondeˆncia entre as portas do Arduino e os pinos do microcontrolador, por forma a utilizar
as mesmas portas que eram utilizadas no Arduino, evitando assim alterar o co´digo. De
resto, para funcionar, o microntrolador necessita apenas de dois condensadores para pro-
teger do picos de corrente e uma resisteˆncia no pino “Reset”.
Quanto a` sua programac¸a˜o, e´ necessa´rio antes de carregar qualquer programa, instalar
o bootloader, e so´ depois e´ que se coloca o programa no microcontrolador. Sob pena
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Figura 4.13: Mapeamento entre pinos do Atmega328 e portas do Arduino Uno
de existir algum problema na placa final, decidiu-se instalar o bootloader e carregar o
programa no microcontrolador antes de ser colocado na PCB. Para este processo recorreu-
se a outro Arduino, servindo de ISP para programar o microcontrolador. As instruc¸o˜es
e circuitos necessa´rios para efetuar estas tarefas sa˜o apresentados no Apeˆndice B.2, os
quais foram criados com base num tutorial [3] existente no sı´tio do Arduino para o efeito.
4.1.1.5.2 Reguladores de tensa˜o
Alimentando o circuito com uma pilha de 9.5V, torna-se necessa´rio baixar a tensa˜o
para 5V, de forma a alimentar o microcontrolador, o mo´dulo de GPS e os sensores. E´
tambe´m necessa´rio reduzir a mesma para 3.3V para alimentac¸a˜o da placa de rede Zig-
Bee. Para conseguir estes valores existem va´rias formas de o fazer tais como: criando
circuitos divisores de tensa˜o com resisteˆncias, aplicando conversores DC/DC (lineares)
ou reguladores de tensa˜o.
Uma vez que a maior parte dos componentes necessitam de 5V, e ha´ apenas um com-
ponente a consumir menos que isso, inicialmente focou-se apenas em reduzir os 9.5V
para 5V.
Figura 4.14: Circuito divisor de
tensa˜o
Os circuitos divisores de tensa˜o podem ser apli-
cados segundo o esquema da Figura 4.14. Sendo
que para calcular o valor das resisteˆncias utiliza-se
a fo´rmula Vout = R2R1+R2 ⇤ Vin, tendo em conta a
Vin que estamos a utilizar (neste caso 9.5V) e a Vout
que pretendemos (5V). No entanto, este na˜o e´ con-
siderado o me´todo mais eficaz para uma carga que
varie pois na˜o tem regulac¸a˜o, ou seja, se o circuito
gastar mais a tensa˜o de alimentac¸a˜o vai baixar, se o
circuito gastar menos do que o planeado a tensa˜o de
alimentac¸a˜o vai subir. Ora, tendo em conta que a carga na˜o vai ser sempre a mesma, visto
que o sensor MQ-7 tem perı´odos de maior consumo que outros esta opc¸a˜o foi afastada.
Capı´tulo 4. Desenho e Implementac¸a˜o 51
Quanto aos conversores DC/DC estes podem ser de va´rios tipos (Step-up, Step-down
ou mistos) e devem ser utilizados quando: (1) o circuito a alimentar tem um consumo
elevado; (2) a tensa˜o de entrada e´ muito diferente da tensa˜o de saı´da; (3) o circuito e´
alimentado por baterias, principalmente se a tensa˜o da bateria for menor que a tensa˜o de
saı´da (atrave´s de conversores Step-down ou mistos).
Em relac¸a˜o aos reguladores de tensa˜o, sa˜o baratos e muito simples de usar, consistindo
num componente, e podem ser usados qunado se necessita de uma voltagem constante de
saı´da. Sa˜o circuitos de baixo consumo e a tensa˜o de entrada e´ superior a` de saı´da mas na˜o
em demasia.
Assim, optou-se pelos reguladores de tensa˜o, uma vez que sa˜o aqueles que mais se
adaptam ao nosso tipo de circuito. Para conseguir ter as duas tenso˜es de saı´da pretendi-
das (5V e 3.3V) optou-se por colocar os reguladores em cascata, ou seja, um primeiro
regulador passa a tensa˜o de 9.5V para 5V, e um segundo reguladar passa de 5V para 3.3V.
Os reguladores escolhidos foram LM1117 para baixar de 9.5V para 5V, uma vez que
e´ o mesmo regulador usado pelo Arduino Uno, e o MCP1702 sendo que o LP2985-33 (o
utilizado pelo Arduino Uno) so´ era possı´vel obter o modelo para soldar na face, o que na˜o
e´ deseja´vel admitindo que os componentes sa˜o soldados manualmente.
4.1.1.5.3 Placa de circuito impresso (PCB)
Apo´s a escolha e estudo dos componentes necessa´rios para o dispositivo, foi elaborado
um esquema do circuito englobando todos esses componentes e sensores pretendidos.
Com base neste esquema foi posteriormente desenhada uma placa de circuito impresso
(PCB) com o circuito do dispositivo, a qual e´ a base do dispositivo onde sa˜o ligados os
sensores. Tanto o esquema do circuito como o desenho da placa podem ser observados
no Apeˆndice B.1.
A placa foi desenhada de forma a que o dispositivo possar ser reprogramado atrave´s
de pinos que podem ser ligados a um Arduino que sirva de ISP ao mesmo. E´ possı´vel
ainda que tanto os sensores como os mo´dulos de GPS e as placas de rede ZigBee possam
ser substituidos pois na˜o esta˜o soldados diretamente na placa mas sim conectados atrave´s
de sockets que permitem a sua fa´cil substituic¸a˜o.
4.1.1.5.4 Caixa de protec¸a˜o e isolamento
Tanto a PCB do dispositivo como a placa de rede, o mo´dulo de GPS e a pilha que
alimenta o dispositivo foram fixados dentro de uma caixa de pla´stico, a qual foi isolanda
com Fire Shelter, por forma a melhorar o isolamento te´rmico e proteger os componentes
existentes no seu interior, tal como ja´ tinha sido referido na Secc¸a˜o 3.3.2.
No entanto, no que diz respeito aos sensores, estes na˜o podem ficar completamente
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fechados dentro da caixa sob risco de na˜o conseguirem efetuar medic¸o˜es fia´veis. Portanto,
foram abertos orifı´cios num dos topos da caixa (frente) a` medida de cada um dos sensores
de maneira a que estes mantenham a superficie de sensoriamento na˜o isolada e o restante
volume do sensor dentro da caixa, tal como pode ser observado na fotografia da Figura
4.15.
Figura 4.15: Caixa com sensores
Foi ainda adicionado no topo da caixa oposto aos sensores (tra´s) um bota˜o que permite
ligar e desligar o dispositivo, com o objetivo de poupar bateria.
Numa das laterais foi colocado um fecho de velcro com o objetivo de permitir a aber-
tura da caixa para troca de pilhas ou algum componente ou sensor danificado. Do lado
oposto foram implatadas duas percintas em velcro tambe´m, para capacitar o transporte do
dispositivo no cintura˜o do bombeiro.
4.1.2 Estac¸a˜o base
De forma a criar um dispositivo que consiga receber e armazenar dados dos dispositivos
que efetuam as medic¸o˜es dos dados do ambiente, assim como com a capacidade de for-
necer servic¸os a aplicac¸o˜es cliente baseado numa arquitetura orientada a servic¸os (SOA),
foi necessa´rio desenvolver uma camada de software robusto e flexı´vel a diversos tipos de
tecnologias. E tal como abordado anteriormente este software foi adaptado de um outro
ja´ existente, o MuFFIN.
Ale´m desse software foi necessa´rio ainda configurar um conjunto de servic¸os do sis-
tema operativo, para poder estabelecer comunicac¸a˜o via WiFi com as aplicac¸o˜es, bem
como inicializar o nosso middleware logo apo´s o arranque do sistema.
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4.1.2.1 Middleware
Para melhorar o desempenho do middleware existente em dispositivos de computac¸a˜o
miniaturizados, substituiu-se a camada de acesso aos dados bem como a infraestrutura de
comunicac¸a˜o entre os componentes do software.
4.1.2.1.1 Camada de acesso aos dados
Nesta fase foi refeito o componente de software que faz a gesta˜o dos dados entre a
base de dados e o middleware.
Dentro desta camada foram criados alguns mo´dulos e submo´dulos de forma a organi-
zar e melhorar a capacidade de extensibilidade do software. Os principais mo´dulos sa˜o:
• cms.dbAccess: Conte´m a interface da camada de acesso aos dados para que estes
possam ser acedidos pelas camadas de nı´veis superiores. Ale´m disso dispo˜e de
um componente muito importante, o “RepositoryFactory”, que gere os reposito´rios
em memo´ria de cada uma das tabelas da base de dados. Este componente rege-se
pelo padra˜o Factory Method, fazendo com que esses reposito´rios inicialmente na˜o
existam e apenas sejam criados a` medida que sa˜o necessa´rios.
• cms.dbAccess.Exception: Agrega todas as excepc¸o˜es relativas aos erros que pos-
sam ocorrer durante a execuc¸a˜o de func¸o˜es desta camada.
• cms.dbAccess.adts: Responsa´vel pelos tipos de dados abstratos e mais gene´ricos
desta camada. Aqui foram criados:
– “AbstractMapper”: Mapper abstrato que aplica o padra˜o Data Mapper de
forma gene´rica atrave´s da combinac¸a˜o com o padra˜o Template Method. Ou
seja, estabelece definitivamente as operac¸o˜es que devem ser iguais em todos
os mappers para a base de dados, ale´m de impor um conjunto de me´todos que
devem ser definidos posteriormente quando for efetuada a implementac¸a˜o de
cada um dos mappers.
– “RDBMap”: Implementa a interafce da estrutura de dados Map, de forma a
que interaja diretamente com a base de dados. Isto e´, cada vez que e´ efetuada
uma operac¸a˜o de inserc¸a˜o, leitura ou remoc¸a˜o da estrutura Map, estes dados
sa˜o simultaneamente escritos, lidos ou eliminados da base de dados respeti-
vamente. Este componente conte´m um estrutura de dados do tipo WeakHash-
Map que mante´m em memo´ria os u´ltimos dados a serem acedidos, com o
objetivo de poupar tempo de leitura do disco quando acedemos muitas vezes
a um determinado objeto. WeakHashMap contempla ainda a caraterı´stica de
utilizar refereˆncias fracas, o que quer dizer que assim que deixam de haver
refeˆncias para um determinado objeto, o mesmo e´ apagado da memo´ria.
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– “DataSource”: Estabele as configurac¸o˜es necessa´rias para se poder aceder a
um determinado reposito´rio de dados. Ou seja, mais uma vez se recorreu
ao padra˜o Template Method, de maneira a que, quando quisermos mudar de
tipo de base de dados, basta extender esta classe e definir apenas os me´todos
necessa´rios para aceder a` mesma.
– “Proxy”: Estabelece um tipo de dados gene´rico para as proxies a serem usadas
por cada tipo de dados em concreto (e.g. Sensor, Observation), uma vez que
vamos recorrer ao padra˜o Lazy Load e e´ necessa´rio termos definida uma proxy
para cada tipo de dados.
– “StatementsFactory”: Indica todas as queries SQL necessa´rias para o bom
funcionamento desta camada. Uma vez adicionada uma nova fonte de da-
dos (uma nova implementac¸a˜o de “DataSource”) deve ser criada tambe´m uma
implementac¸a˜o de “StatementsFactory” correspondente.
– “SimpleRDBList” e “ComplexRDBList”: Semelhante ao “RDBMap”, mas
aplicado a` estrutura de dados do tipo List, na medida em que todos as inserc¸o˜es
e remoc¸o˜es da estrutura de dados sa˜o simultaˆneamente efetuadas na base de
dados. Estas duas estruturas de dados aplicam enta˜o o padra˜o Forign Key
Mapping, e ainda o Association Table Mapping no caso da segunda. O prin-
cipal objetivo e´ gerir no paradigma orientado a objetos as associac¸o˜es de um-
para-muitos no caso da “SimpleRDBList”, e de muitos-para-muitos no caso
da “ComplexRDBList”.
• cms.dbAccess.SQLite: Implementa os tipos abstratos “DataSource” e “Statements-
Factory” para bases de dados do tipo SQLite, uma vez que e´ a base de dados que
utilizamos para armazenamento dos dados do middleware.
Existem ainda dois submo´dulos com alguma extensa˜o direcionados, mais propria-
mente, ao funcionamento do middleware e aos servic¸os disponibilizados:
• cms.dbAccess.services: Acopla os tipos de dados relativos aos servic¸os do mid-
dleware (e.g. mo´dulos, intaˆncias de servic¸os, gateways) e interfaces definidos para
acesso aos mesmos a partir do exterior. Para cada tipo de dados definido existem
respectivas implementac¸o˜es, proxies e mappers.
• cms.dbAccess.sos: Reu´ne todos os tipos de dados necessa´rios ao funcionamento
do componente do Servic¸o de Observac¸a˜o de Sensores (SOS), contando tambe´m
com uma implementac¸a˜o, uma proxy e um mapper para cada tipo de dados exis-
tente, bem como interfaces para acesso aos respectivos dados a partir do exterior do
submo´dulo onde esta˜o inseridos.
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4.1.2.1.2 Integrac¸a˜o de compoenentes de software
Uma vez decidido o tipo de infraestrtura para dar suporte a` passagem de dados entre
servic¸os passou-se a` sua implementac¸a˜o. Desenvolveu-se um componente do tipo cen-
tral de eventos. A arquitetura do mesmo e´ composta essencialmente por treˆs conceitos:
eventos, servic¸os e central de eventos. O diagrama de classes e mo´dulos do mesmo e´
apresentado na Figura 4.16.
No que diz respeito aos eventos, estes sa˜o representados pela classe “Event”, que por
sua vez faz uso da classe “TextMessage”, usada para estruturar as mensagens. Esta classe
“Event” conte´m ainda um atributo “source” que indica qual o servic¸o que criou o evento.
Em relac¸a˜o aos servic¸os, estes devem seguir uma implementac¸a˜o do tipo “Abstract-
Service”, o qual conte´m um determinado conjunto de funcionalidades implementadas,
gene´ricas para todos os servic¸os que venham a ser criados. Contudo, esta mante´m ainda
um conjunto de funcionalidades (me´todos) que devem ser definidas aquando da implementac¸a˜o
do servic¸o, de acordo com o propo´sito e a finalidade do mesmo. Podemos observar mais
uma vez o uso do padra˜o Template Method.
Por u´ltimo, a central de eventos recebe os eventos de todos os servic¸os e assegura que
faz chegar os mesmos a todos os interessados. Ou seja, conte´m uma fila de eventos pen-
dentes, os quais sera˜o entregues aos interessados atrave´s de uma hashmap de subscric¸o˜es,
onde para cada chave (que corresponde ao servic¸o que criou o evento) conte´m uma lista
de todos os servic¸os que subscreveram o evento correspondente a` chave. Posteriormente
o evento sera´ enviado para todos os servic¸os existentes nessa lista, os quais ira˜o efetuar
todas as operac¸o˜es pretendidas para o mesmo, e por fim o evento sera´ entregue de novo
a` central. A central possui ainda uma hashmap com os servic¸os que necessitam receber
todas os eventos de todos os outros servic¸os.
Figura 4.16: Diagrama de classes e mo´dulos do componente EventCentral
4.1.2.1.3 Servic¸os disponibilizados
O propo´sito atual do middleware e´ bem mais especı´fico que a versa˜o do MuFFIN que
pega´mos inicialmente para efetuar as alterac¸o˜es necessa´rias. Por isso foi preciso tambe´m
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adicionar alguns novos me´todos aos servic¸os naWeb. Esses novos me´todos foram criados
para dar resposta a alguns dos requisitos da aplicac¸a˜o cliente.
Assim, foi possı´vel implementar um sistema parcialmente baseado na arquitetura
SOA. Parcialmente porque a arquitetura SOA e´ aplicada na parte da comunicac¸a˜o en-
tre o middleware e as aplciac¸o˜es cliente, sendo que a comunicac¸a˜o com os dispositivos de
captura de dados foi implementada segundo uma abordagem diferente.
No Apeˆndice E sa˜o apresentados os servic¸os disponibilizados pelo middleware bem
como a documentac¸a˜o correspondente.
4.1.2.2 Configurac¸o˜es do sistema
4.1.2.2.1 Configurac¸a˜o de redeWiFi
Para os servic¸os poderem ser utilizados pela aplicac¸a˜o cliente e´ necessa´rio que o dis-
positivo onde estes esta˜o instalados esteja acessı´vel atrave´s da rede. Tratando-se de equi-
pamentos para ser utilizados em trabalho e uma vez que o dispositivo que fornece os
servic¸os se encontra instalado no carro, esta rede teve que ser obrigato´riamente sem fios.
Sabendo ainda que nos locais onde os dispositivos sera˜o utilizados na˜o existem redesWiFi
para os dispositivos se ligarem, surge a necessidade de criar uma rede deste tipo para fazer
com que o sistema funcione corretamente.
Para evitar colocar um router dentro dos veı´culos de combate a inceˆndios, uma vez
que se tornava demasiado equipamento a ser instalado, traria maiores custos e ocuparia
bastante espac¸o, optou-se por transformar tambe´m o dispositivo instalado no veı´culo num
router WiFi. Este processo foi efetuado recorrendo a um simples adaptadorWiFi conetado
via USB e configurando o sistema de forma a que este em vez de permitir a ligac¸a˜o do
dispositivo a outras redes permita que outros dispositivos se liguem a este como se se
tratasse de um router WiFi.
Para conseguir isto foram necessa´rias duas aplicac¸o˜es:
• hostapd: E´ uma aplicac¸a˜o para configurac¸a˜o de pontos de acesso e servidores. Per-
mite estabelecer os dados de autenticac¸a˜o do ponto de acesso a ser criado. Esta
aplicac¸a˜o implementa gesta˜o de pontos de acesso 802.11 (wireless), autenticac¸a˜o
IEEE 802.1X/WPA/WPA2/EAP, servidor EAP, entre outras funcionalidades relaci-
onados com o Remote Authentication Dial In User Service (RADIUS).
• isc-dhcp-server : E´ uma aplicac¸a˜o de servidor Dynamic Host Configuration Proto-
col (DHCP). Possibilita a atribuic¸a˜o de enderec¸os IP automaticamente quando um
novo dispositivo se liga na rede criada pelo dispositivo onde esta esta´ a ser execu-
tada.
Assim, com o hostapd fornecemos um ponto de acesso viaWiFi, simulando a existeˆncia
de um router que na verdade e´ a nossa estac¸a˜o base (Raspberry Pi). Apo´s a ligac¸a˜o de
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um utilizador a esta rede e´-lhe atribuı´do um enderec¸o IP que pertenc¸a a essa mesma rede
atrave´s do isc-dhcp-server.
4.1.2.2.2 Arranque automa´tico dos servic¸os
Ao longo de todo o desenvolvimento do trabalho, cada vez que era necessa´rio iniciar
o middleware, acedia-se ao dispositivo pela linha de comandos atrave´s da rede, e aı´ eram
executados os comandos para execuc¸a˜o do middleware. No entanto, durante um inceˆndio
florestal, ou no veı´culo durante a viagem ate´ ao inceˆndio, na˜o dispomos de computadores
para iniciar o middleware. Desta forma surgiu a necessidade de iniciar o middleware logo
apo´s o arranque do sistema operativo.
A forma mais fa´cil de iniciar o middleware e´ criar um servic¸o que efetue os comandos
de inicializac¸a˜o do mesmo. Assim, criou-se um shell script com os comandos necessa´rios
para garantir a inicializac¸a˜o correta do mesmo, bem como com os comandos para a sua
execuc¸a˜o visto que pode vir a fazer falta ate´ mesmo para possı´veis atualizac¸o˜es futuras ou
correc¸a˜o de erros.
Como seria de esperar a criac¸a˜o deste script por si so´ na˜o chega. E´ necessa´rio, no fim,
criar um servic¸o do sistema ligado a esse script e regista´-lo na lista de servic¸os a serem
inicializados pelo sistema operativo, logo apo´s o arranque. Deste forma, conseguiu-se
transformar facilmente o nosso middleware num servic¸o do sistema que e´ iniciado auto-
maticamente, evitando assim ter que haver um computador ligado e conectado a` estac¸a˜o
base atrave´s da rede para inicia´-lo.
4.2 Aplicac¸a˜o
Como especificado no capı´tulo anterior, optou-se por uma aplicac¸a˜o hı´brida. Esta opc¸a˜o
de desenvolvimento foi vantajosa tendo em conta a escassez de tempo e ambic¸a˜o de de-
senvolver uma aplicac¸a˜o que pudesse ser instalada num dispositivo mo´vel e ao mesmo
tempo executada num computador. Outra vantagem foi ao nı´vel da programac¸a˜o e do
design da mesma, pois o facto de ser desenvolvido com linguagem Web (e.g. HTML,
JavaScript e CSS) facilitou o processo de desenvolvimento e tornou-o mais ra´pido.
Atrave´s do uso da aplicac¸a˜o Apache Cordova [26], e´ possı´vel converter o co´digo da
aplicac¸a˜o desenvolvida com linguagens Web para aplicac¸o˜es que podem ser instaladas
nas mais variadas plataformas. Basta para isso instalar as bibliotecas para as plataformas
pretendidas e exportar a aplicac¸a˜o para essa mesma plataforma. Ou seja, no caso da
exportac¸a˜o para Android, basta ter instaladas as bibliotecas necessa´rias para as verso˜es
do android pretendidas e a aplicac¸a˜o cria um ficheiro com a extensa˜o “apk”, de forma
a que este possa ser instalado no dispositivo alvo. O u´nico entrave a` exportac¸a˜o das
aplicac¸o˜es para outros sistemas operativos e´ o facto de que para exportar uma aplicac¸a˜o
Capı´tulo 4. Desenho e Implementac¸a˜o 58
para Windows Phone, este processo precisa ser efetuado num computador com o sistema
operativo Windows 8 ou superior, bem como para exportar para uma aplicac¸a˜o para iOS
o processo precisa de ser efetuado num computador com o sistema operativo MacOS.
Em termos de frameworks utilizadas, ha´ a salientar o JQuery Mobile [31] uma vez que
e´ compatı´vel com o Apache Cordova. Esta framework esta´ otimizada para dispositivos
do tipo touch como tablets ou smartphones e tem como objetivo ser compatı´vel com uma
ampla variedade de dispositivos.
Com o JQuery Mobile e´ possı´vel usufruir por exemplo de: (1) widgets otimizados
para o toque; (2) compatibilidade tanto com as maiores plataformas mo´veis, como com
os browsers mais famosos; (3) semelhanc¸as com o JQuery pois foi construı´do a partir
dele, o que gera uma pequena curva de aprendizagem desde que se esteja familiarizado
com o JQuery; (4) alguma variedade de temas ja´ disponı´veis para o design da aplicac¸a˜o;
(5) navegac¸a˜o com Ajax; (6) transic¸a˜o animada entre pa´ginas. Relativamente a` aplicac¸a˜o
desenvolvida, esta foi exportada para Android, e criada uma forma de poder ser executada
num computador ocultando tanto quanto possı´vel o facto de estar a ser executado atrave´s
de um browser.
4.2.1 Funcionalidades
Para cumprir os objetivos propostos, a aplicac¸a˜o desenvolvida conta com as seguintes
funcionalidades:
• Sincronizac¸a˜o com o servidor: Como os dispositivos que operam como estac¸a˜o
base do sistema, os Raspberry Pi instalados nos veı´culos, na˜o se encontram perma-
nentemente ligados, a hora do sistema na˜o e´ atualizada durante esse perı´odo. Uma
vez ligado, a hora do sistema e´ a hora do momento em que o mesmo foi desligado,
surgindo enta˜o a necessidade de criar uma funcionalidade na aplicac¸a˜o para atua-
lizar a hora da estac¸a˜o base de acordo com a hora do dispositivo onde a aplicac¸a˜o
cliente se encontra a ser executada. No fundo esta operac¸a˜o de sincronizac¸a˜o com
o servidor, na˜o e´ mais que recorrer a um servic¸o Web disponibilizado pelo mid-
dleware, que atualiza a hora do sistema operativo. Para se obterem dados corretos
e evitar erros no sistema, esta operac¸a˜o deve ser executada cada vez que a estac¸a˜o
base e´ ligada.
• Sistema de localizac¸a˜o: Depende do dispositivo, caso este tenha GPS ou na˜o. Esta
funcionalidade apresenta na pa´gina inicial da aplicac¸a˜o a latitude, longitude e alti-
tude a que o mesmo se encontra. Caso este esteja em movimento e´ possı´vel obter
ainda a direc¸a˜o para onde se desloca e a sua velocidade. No caso das coordena-
das (latitude e longitude) e´ possı´vel ainda converteˆ-las para va´rios formatos. Esta
funcionalidade esta´ desativada para a versa˜o de computador da aplicac¸a˜o.
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• Iniciar/Escolher ocrreˆncia: Para que o sistema possa guardar os dados recolhi-
dos na rede de sensores e´ necessa´rio que estes fiquem associados a uma ocorreˆncia
aberta. No modelo de dados do sistema a ocorreˆncia e´ representada pelas offerings.
Ou seja, uma vez que todas as observac¸o˜es necessitam estar associados a uma of-
fering para serem guardadas, e estas possuem dois atributos relativos ao tempo de
inı´cio e fim, tornou-se a forma mais simples de gerirmos ocorreˆncias aproveitando
desde logo as offerings do SOS. Ora, uma ocorreˆncia esta´ aberta quando a mesma
na˜o tem definida uma data de fim, contendo apenas uma data de inicio. Desta
forma, quando uma ocorreˆncia e´ criada, e´ definido apenas o atributo relativo ao
tempo de inı´cio, deixando em branco o tempo de fim da mesma. Apo´s a criac¸a˜o
de uma ocorreˆncia, a aplicac¸ao mante´m logo essa como sendo a ocorreˆncia seleci-
onada para monitorizac¸a˜o de dados. Posteriormente, todos os dados recebidos da
rede de sensores sera˜o associados a`s ocorreˆncias abertas.
No entanto, pode dar-se o caso do utilizador da aplicac¸a˜o estar a monitorizar a
equipa atrave´s da aplicac¸a˜o e fecha´-la acidentalmente. Quando voltar a abrir, a
aplicac¸a˜o na˜o tera´ nenhuma ocorreˆncia selecionada, o que o impossiblitara´ de mo-
nitorizar a equipa. De modo a resolver este problema foi criada tambe´m a opc¸a˜o
de listar as ocorreˆncias abertas, para que possa ser selecionada a que se pretende
monitorizar. Apo´s selecionar a mesma, e´ possı´vel continuar a monitorizar a equipa.
A listagem de ocorreˆncias abertas e´ tambe´m feita tendo em conta as offerings sem
data de fim definida.
Nota: Na˜o deve existir mais que uma ocorreˆncia aberta em simultaˆneo no mesmo
sistema sob perigo de criar dados repetidos, e causar lentida˜o no sistema por pro-
cessamento de operac¸o˜es desnecessa´rias.
• Fecho de ocorreˆncia: No final de cada ocorreˆncia, esta deve ser encerrda tambe´m
no sistema, de maneira a que na˜o sejam associados mais dados a essa ocorreˆncia.
Sucintamente esta operac¸a˜o limita-se a definir uma data de fim para a offering cor-
respondente a` ocorreˆncia selecionada.
• Monitorizac¸a˜o: Sempre que exista uma ocorreˆncia selecionada na aplicac¸a˜o, e´
possı´vel monitorizar as observac¸o˜es efetuadas em cada um dos bombeiros equi-
pados com o dispositivo de captura de dados nessa ocorreˆncia. A monitorizac¸a˜o
e´ efetuada individualmente mostrando apenas os dados relativos a um bombeiro
de cada vez. Consite num gra´fico actualizado ao longo do tempo, que mostra as
oscilac¸o˜es das observac¸o˜es relativas a` temperatura ambiente e gases. Permite ainda
que tocando nos pontos do gra´fico sejam visualizados os valores exactos de cada
observac¸a˜o.
• Mapa: Muito semelhante a` opc¸a˜o de monitorizac¸a˜o de temperatura e gases na me-
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dida em que recorre ao mesmo servic¸o Web para aceder aos dados dos bombeiros,
assim como pelo facto dos dados serem atualizados ao longo do tempo. Com esta
func¸a˜o existente na aplicac¸a˜o e´ possı´vel visualizar no mapa a localizac¸a˜o atual do
utilizador da aplicac¸a˜o, bem como a u´ltima localizac¸a˜o registada de cada um dos
bombeiros que esta˜o a utilizar o dispositivo de captura de dados. O utilizador e os
bombeiros aparecem no mapa com marcadores diferentes, e clicando em cima dos
marcadores podemos ter informac¸a˜o a que bombeiro pertence.
• Informac¸o˜es de mo´dulos: Permite apenas visualizar todos os servic¸os e gateways
instalados no sistema, bem como aqueles que se encontram em execuc¸a˜o. Ainda
em relac¸a˜o aos servic¸os ja´ instanciados (em execuc¸a˜o), e´ possı´vel visualizar as de-
pendeˆncias de cada um, ou seja, os servic¸os que cada um necessita subscrever para
que possa ser executado e desempenhar a sua func¸a˜o corretamente.
• Instalar gateway: Adiciona a possibilidade de instalac¸a˜o de um novo gateway per-
mitindo consequentemente agregar a` rede de sensores atual outros dispositivos com
tecnologias de comunicac¸a˜o diferentes daquelas que esta˜o a ser usadas.
Por exemplo: Imaginando que atualmente todos os dispositivos enviam os dados
para a estac¸a˜o base atrave´s de ZigBee, para os quais ja´ dispomos de um gateway que
efetua a recepc¸a˜o dos dados; se quise´ssemos juntar a` mesma rede um conjunto de
dispositivos que comunicassem atrave´s de WiFi, bastava instalar um novo gateway
que efetuasse a gesta˜o dos sockets e recec¸a˜o dos dados enviados pelos dispositivos.
Estes gateways devem ser ficheiros “jar”, onde a classe principal seja uma extensa˜o
do tipo “AbstractThing” existente no package “cms.thingsGateway.SDK”. “Abs-
tractThing” por sua vez ja´ e´ uma extensa˜o do tipo “AbstractService”. Esta u´ltima
heranc¸a serve para que os gateways possam ser incluı´dos na central de eventos e
troquem messagens com os restantes servic¸os do sistema. Apo´s a sua instalac¸a˜o, ao
contra´rio dos restantes servic¸os, os gateways sa˜o instanciados automaticamente.
• Instalar servic¸o: Os servic¸os sa˜o classes em Java que devem obedecer a um deter-
minado conjunto de paraˆmetros e que se propo˜em a resolver um determinado pro-
blema ou tratar os dados oriundos da rede de sensores. Os paraˆmetros que devem
respeitar esta˜o especificados na classe “AbstractService” a qual deve ser superclasse
de todos os servic¸os instalados.
A instalac¸a˜o destes servic¸os faz-se atrave´s do co´digo fonte do mesmo, sendo a sua
compilac¸a˜o efetuada em tempo de execuc¸a˜o do middleware.
• Instanciar servic¸o: Apo´s a instalac¸a˜o de um servic¸o, o mesmo na˜o e´ instanciado,
necessitando de ordem do utilizador para que este seja instanciado. E´ durante este
processo de instanciac¸a˜o de um servic¸o que o co´digo do mesmo e´ compilado caso
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ainda na˜o tenho sido executado desde que o middleware iniciou. Pode ainda existir
mais do que uma instaˆncia do mesmo servic¸o.
Durante a instanciac¸a˜o ale´m do identificador do servic¸o que se pretende executar,
ha´ ainda que criar um pequeno documento no formato XML, onde sa˜o indicadas
as dependeˆncias da instanciac¸a˜o. Ou seja, para uma determinada instaˆncia de um
determinado servic¸o quais sa˜o as instaˆncias de outros servic¸os que esta deve subs-
crever na central de eventos.
4.3 Considerac¸o˜es finais
Dados os objetivos para a rede de sensores e dispositivos de captura de dados do ambiente,
pode-se considerar que foram todos cumpridos apesar de alguns contratempos e dificul-
dades encontradas. A na˜o implementac¸a˜o do sensor PM 2.5 na estac¸a˜o base, o qual foi
identificado nos objetivos como um requisito, deveu-se pelo facto do produto se encontrar
esgotado quando foi feita a encomenda dos sensores. E uma vez que a encomenda dos
sensores levou bastante tempo a estar disponı´vel devido a problemas burocra´ticos, optou-
se enta˜o por na˜o incluir o mesmo no proto´tipo. No entanto, este pode ser adicionado ao
sistema, visto que para adicionar um novo dispositivo a` estac¸a˜o base basta conecta´-lo e
instalar no middleware um gateway que trate da programac¸a˜o necessa´ria para obter os
dados do sensor.
Relativamente ao sensor MQ-7 foi um dos que trouxe mais dificuldades devido ao seu
modo de funcionamento muito especı´fico. Outra dificuldade encontrada e ainda relacio-
nada com a captura dos dados esta´ diretamente relacionada com os porblemas encontra-
dos na Secc¸a˜o 4.1.1.2, onde na fase de integrac¸a˜o de todos os componentes no mesmo
Arduino, o tempo de espera ate´ encontrar sate´lites de GPS era demasiado grande. Por ve-
zes levou-nos a pensar que existiam erros de programac¸a˜o, dado que a inicio nunca eram
apresentadas coordenadas.
De um modo geral, pode dizer-se que, de todo o sistema, o que gerou realmente mais
dificuldades foi deveras a eletro´nica e tudo o que esta engloba, pois as bases de conhe-
cimento de que dispunha para resolver certos problemas nos circuitos na˜o eram suficien-
tes. Apo´s muito esforc¸o, tenacidade e algumas ajudas, foi possı´vel enta˜o desenvolver a
eletro´nica dos dispositvos de captura de dados.
Em relac¸a˜o a` aplicac¸a˜o cliente, de modo a aumentar o desempenho, a` medida que
a aplicac¸a˜o era desenvolvida era feito debug atrave´s do browser, evitando assim compi-
lar a mesma e instala´-la no smartphone, poupando tempo. O maior problema nesta fase
surgiu enta˜o quando se comec¸ou a integrac¸a˜o da mesma com os servic¸os na Web, em
que eram sempre obtidas mensagens de erro no browser enquanto que, quando era tes-
tada no smartphone, tudo corria bem. Ate´ que se descobriu que a maioria dos browsers,
internamente, antes de qualquer pedido HTTP com os me´todos GET ou POST, enviam
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um pedido com o me´todo OPTIONS. Este me´todo serve para verificar, antes de fazer os
pedidos GET ou POST, se o servidor esta´ ativo e a responder. Contudo, o nosso End-
point em Java, o qual disponibiliza os servic¸os na Web na˜o suporta pedidos HTTP com o
me´todo OPTIONS. A forma de contornar este problema foi criar um script que inicializa
a aplicac¸a˜o atrave´s do browser, mas desativando as definic¸o˜es de seguranc¸a do mesmo.
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Capı´tulo 5
Avaliac¸a˜o do sistema desenvovido
Este capı´tulo apresenta um conjunto de testes efetuados ao sistema e a ana´lise dos resul-
tados dos mesmos. Para cada um deles sa˜o apresentadas as respetivas concluso˜es.
Testar o sistema que desenvolvemos, composto por va´rios mo´dulos complexos, e´ uma
tarefa desafiante. O objetivo principal desta fase foi garantir o ma´ximo de qualidade do
sistema, evitando que o mesmo falhe e garantir que se encontra protegido contra os riscos
enunciados no inı´cio do projeto.
Para explicar melhor alguns dos testes que foram levados a cabo, sa˜o apresentadas
fotografias do ambiente em que foram efetuados. Os resultados sa˜o apresentados atrave´s
de tabelas e gra´ficos. Todos os gra´ficos e ca´lculos foram realizados na aplicac¸a˜o Microsoft
Excel 2010.
5.1 Teste de comunicac¸a˜o atrave´s do isolante
Figura 5.1: Teste de comunicac¸a˜o da rede ZigBee
E´ essencial proteger os componentes eletro´nicos das temperaturas a que esta˜o sujeitos em
cena´rios de inceˆndios. Contudo, existe o risco da perda de comunicac¸a˜o. Por isso foi feito
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um teste para avaliar as capacidades de comunicac¸a˜o entre os dispositivos sob influeˆncia
dos isolantes escolhidos.
Descric¸a˜o: Foram feitos dois testes utilizando uma placa Arduino com uma placa
XBee configurada como Terminal da rede ZigBee. Num dos testes, as placas encontravam-
se dentro de um caixa de pla´stico, no outro, dentro de uma caixa de pla´stico isolada com
o fire shelter. Em ambos os testes a placa Arduino encontrava-se programada para enviar
uma mensagem atrave´s da rede ZigBee para o no´ Coordenador com um intervalo de 1000
milisegundos.
O Coordenador ficou colocado no ponto fixo enquanto a placa Arduino esteve colo-
cada em va´rias distaˆncias em relac¸a˜o ao Coordenador. Assim, as distaˆncias testadas entre
os dois dispositivos foram todos os mu´ltiplos de 20 metros entre 20 e 140 metros, para
cada um dos testes. Em cada uma das distaˆncias medidas o Coordenador da rede contou
o nu´mero de mensagens recebidas durante um minuto.
Para realizar este teste foram necessa´rios dois intervenientes. Em termos de equipa-
mento foi ainda necessa´rio recorrer a ra´dios de comunicac¸a˜o e a um odo´metro para medir
as distaˆncias.
Resultados
Figura 5.2: Gra´fico de resultados da comunicac¸a˜o protegido por isolantes
Ana´lise/Concluso˜es
Como podemos observar no gra´fico da Figura 5.2, ate´ aos 140 metros, o isolamento
com fire shelter na˜o causa interefereˆncias significativas a` comunicac¸a˜o comparativamente
ao teste feito com a caixa de pla´stico. Na˜o foram testadas maiores distaˆncias pois para
um proto´tipo inicial na˜o se julga ser necessa´rio, uma vez que a distaˆncia dos bombeiros
ao veı´culo, onde se encontra o recetor de dados, raramente excede os 140 metros.
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Assim, conclui-se que o isolamento do dispositivo com a caixa de pla´stico e fire shelter
na˜o causa problemas a` comunicac¸a˜o na rede ZigBee, podendo comunicar-se livremente
ao ar livre ate´ uma distaˆncia de 140 metros testada.
5.2 Teste de temperatura e isolamento te´rmico
Figura 5.3: Teste de temperatua dentro e fora do fire shelter
De forma a aferir a protec¸a˜o de temperatura oferecida pelo isolante para os dispositivos de
captura de dados, foi efetuado um teste que po˜e a` prova as suas capacidades de reflexa˜o
da radiac¸a˜o, bem como a capacidade da comunicac¸a˜o na rede ZigBee quando exposta a
altas temperaturas.
Descric¸a˜o: Foram expostos dois dispositivos de captura de dados a uma fonte de calor,
originada com a combusta˜o de ga´s propano: um com apenas uma camada de fire shelter,
e outro contendo uma segunda camada de revestimento de modo a isolar tambe´m os sen-
sores, como se mostra na Figura 5.3.Isto permite medir as temperaturas de exposic¸a˜o a`
chama com e sem a protec¸a˜o do fire shelter.
A chama foi lanc¸ada de uma distaˆncia de aproximadamente 50 cm dos dispositivos
emissores de dados. Esta foi originada na linha recta entre os dispositivos emissores e
o recetor, que se encontrava a uma distaˆncia de 10 metros. A chama foi lanc¸ada direta-
mente aos dispositivos emissores. No entanto, e devido ao facto de o ga´s estar em de´bito
reduzido, esta mesma chama tem a tendeˆncia de subir. Isto leva a que a chama na˜o tenha
atingido diretamente os dispositivos, mas estando muito perto dos mesmos.
Os dispositivos esta˜o tambe´m equipados com placas de rede ZigBee para que se con-
segua obter na estac¸a˜o base as temperaturas de cada um dos dispositivos ao longo do
tempo.
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Resultados
Na Figura 5.4 sa˜o apresentadas as va´rias leituras de ambos os sensores ao longo do
tempo. Nas Figuras 5.5 e 5.6 podemos observar a variac¸a˜o da temperatura em cada um
dos sensores em separado. Para ajudar a interpretar os valores e defender uma posic¸a˜o
relativamente ao isolante escolhido, e´ apresentada a Tabela F.2 com um breve resumo dos
valores obtidos nos dois sensores.
Figura 5.4: Temperaturas recebidas ao longo do tempo
Figura 5.5: Temperaturas lidas pelo sensor
na˜o isolado
Figura 5.6: Temperaturas lidas pelo sensor
na˜o isolado
Figura 5.7: Gra´ficos de teste da temperatua dentro e fora do fire shelter
Relativamente a`s leituras feitas no presente teste, foram recebidos mais dados de um
dispositivo do que do outro, embora estivessem programados para enviar mensagens com
a mesma frequeˆncia. Pode considerar-se que esta leitura se deve a perda de mensagens na
rede ou ineficieˆncia por parte do recetor na recec¸a˜o dos dados.
Ana´lise/Concluso˜es
A partir dos gra´ficos da Figura 5.7 e´ possı´vel observar as diferenc¸as de temperatura
entre o sensor exposto diretamente a` combusta˜o e aquele que esta´ protegido pelo fire
shelter. E´ noto´rio que a partir do momento em que a temperatura comec¸a a subir, o sensor
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na˜o isolado revela sempre uma temperatura superior. Essa diferenc¸a de temperatura e´
ainda mais acentuada nos picos de calor.
Estes valores podem ser observados pormenorizadamente na Tabela F.2. Desta forma
conseguiu-se provar que o fire shelter e´ um bom isolante para proteger os componen-
tes eletro´nicos da temperatura a que possam estar expostos. Por outro lado, pode ainda
concluir-se que a temperatura na˜o afeta acentuadamente a comunicac¸a˜o da rede ZigBee,
pois conseguiram-se obter dados durante todo o periodo de teste, inclusive´ nos picos de
temperatura.
5.3 Teste dos dispositivos em ambiente de temperatura
elevada
Figura 5.8: Teste de exposic¸a˜o de disposivos a temperatura elevada
Para terminar o conjunto de testes que dizem respeito a` resisteˆncia dos dispositivos e
a`s capacidades de comunicac¸a˜o dos mesmos em temperaturas elevadas, foi efetuado um
terceiro teste onde dois dispositivos foram submetidos a um ambiente fechado com tem-
peratura elevada. O seu objetivo foi provar a resisteˆncia dos dispositivos desenvolvidos
bem como garantir a capacidade de comunicac¸a˜o da rede ZigBee quando o emissor esta´
fechado num ambiente quente.
Descric¸a˜o: Foram colocados os dois dispositivos desenvolvidos no interior da caixa
apresentada na Figura 5.8, e posteriormente fechados o orifı´cio superior e a porta lateral.
Atrave´s do orifı´cio do canto inferior esquerdo foi aplicada uma chama proveniente de ga´s
propano. Os dispositivos no interior recolheram ao longo do tempo a temperatura am-
biente dentro da caixa e enviaram essa informac¸a˜o para um recetor instalado no exterior
da caixa. Ambos os dispositivos se encontravam com os sensores a descoberto. Ou seja,
nenhum continha uma segunda camada de isolamento a tapar os sensores, como acontecia
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no teste anterior. O recetor encontrava-se a uma distaˆncia de aproximadamente 10 metros
da caixa.
Resultados
Figura 5.9: Gra´fico de resultados de exposic¸a˜o de disposivos a temperatura elevada
No gra´fico da Figura 5.9 sa˜o apresentadas as temperaturas recebidas no dispositivo
recetor ao longo do tempo.
Ana´lise/Concluso˜es
Durante este teste os dispositivos foram submetidos ate´ uma temperatura ma´xima de
100oC lida pelo “Dispositivo 1”, altura em que foi retirada a fonte de calor. Contudo, os
dois dispositivos apresentaram uma diferenc¸a nas temperaturas lidas, possivelmente por
uma estar mais proxima do local onde foi aplicada a combusta˜o.
Apo´s este teste os dispositivos foram retirados da caixa, ainda em funcionamento.
Pode assim concluir-se que os dispositivos resistem fechados num ambiente com tempe-
raturas elevadas, e que ainda assim a comunicac¸a˜o da rede na˜o e´ afetada com o aumento
da temperatura ambiente.
5.4 Testes aos servic¸os
Para testar o desempenho do middleware desenvolvido para a estac¸a˜o base, foi efetuado
um conjunto de testes de carga aos servic¸os na Web que este disponibiliza, os quais sa˜o
apresentados de seguida. Estes testes aos servic¸os foram feitos com o auxı´lio da aplicac¸a˜o
SOAP UI, a qual possibilita o envio correto de pedidos SOAP apo´s ana´lise do ficheiro
WSDL dos servic¸os.
Decidiu-se que para avaliar o desempenho do middleware, o melhor servic¸o seria o
“readObservation”, pois e´ aquele que tipicamente exige um maior processamento devido
a`s operac¸o˜es que necessita efetuar. O funcionamento deste servic¸o consiste em ler os
dados do disco, filtra´-los de acordo com o pedido enviado e criar o ficheiro XML com os
dados resultantes para enviar ao cliente. Outro fator que levou a eleger este servic¸o para
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os testes de desempenho e´ este ser um dos mais crı´ticos e vitais para o desempenho do
sistema final.
Para efetuar estes testes recorreu-se a um gateway instalado no middleware que per-
mite receber mensagens no mesmo formato que as enviadas pelos dispositivos de captura
de dados, mas aqui o meio de comunicac¸a˜o sera´ via sockets TCP/IP. Atrave´s de uma
aplicac¸a˜o de testes desenvolvida em Java e´ possı´vel enviar, atrave´s da rede wireless, as
mensagens de simulac¸a˜o de observac¸o˜es.
5.4.1 Teste de leitura de um nu´mero fixo de observac¸o˜es
Este teste tem como objetivo analisar o comportamento do software que fornece os servic¸os
quando sa˜o efetuados va´rios pedidos iguais, situac¸a˜o em que deve fornecer sempre o
mesmo conjunto de observac¸o˜es.
Descric¸a˜o: Foi criada uma ocorreˆncia no sistema e associadas 20 observac¸o˜es. Poste-
riormente foram feitos 25 pedidos ao servic¸o, requisitando as 20 observac¸o˜es associadas
a essa ocorreˆncia. As 20 observac¸o˜es esta˜o associadas a 2 bombeiros (10 a cada), e cada
uma conte´m valores relativos a temperatura, mono´xido de carbono e dio´xido de azoto.
Resultados
Figura 5.10: Teste de servic¸os com um nu´mero fixo de observac¸o˜es
No gra´fico da Figura 5.10 sa˜o mostrados os tempos de cada um dos pedidos. A ideia
da linha logaritmo apresentada em conjunto com os valores lidos, e´ mostrar a tendeˆncia
dos valores do tempo em relac¸a˜o ao nu´mero de pedidos, a criar uma func¸a˜o logarı´tmica.
Todos os dados podem ser confirmados na tabela apresentada no Apeˆndice F.3, onde
podemos ver os valores exatos, em milisegundos, de cada um dos pedidos.
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Ana´lise/Concluso˜es
Como podemos observar no gra´fico, o primeiro pedido demora imenso tempo a ser
processado, notando-se uma descida acentuada entre os tempos de processamento do pri-
meiro e segundo pedidos. Em contrapartida, a partir do segundo pedido na˜o existe quase
diferenc¸a no tempo que estes demoram a ser processados. A partir do 13o pedido na˜o
se nota mesmo qualquer oscilac¸a˜o nos valores, dado que a diferenc¸a entre cada par de
valores consecutivos nunca atinge os 1000 milisegundos.
A grande diferenc¸a entre o primeiro e o segundo pedido tem a ver com as leituras a
partir do disco e alocac¸a˜o de memo´ria. Ou seja, a primeira vez que o pedido e´ efetuado na˜o
existem dados emmemo´ria, todos esta˜o guardados na base de dados (disco). Os processos
de leitura/escrita no disco sa˜o sempre mais demorados que outros ca´lculos efetuados e
acessos a` memo´ria, daı´ esta discrepaˆncia de desempenho, uma vez que no primeiro pedido
todos os dados sa˜o lidos do disco e alocados na memo´ria demorando bastante tempo.
Consequentemente, no segundo pedido ja´ todos os dados necessa´rios se encontram em
memo´ria.
Habitualmente, nestes testes, e´ sempre necessa´rio um “aquecimento”. Por exemplo,
o teste e´ executado 40 vezes e apenas sa˜o contadas metade das execuc¸o˜es, descartando
as 10 primeiras e as 10 u´ltimas. O resultado e´ obtido a partir da me´dia dos 20 resultados
considerados. Contudo, na˜o realiza´mos esse “aquecimento” para dar a entender uma ideia
global do que acontece aos sistema.
5.4.1.1 Teste de variac¸a˜o do nu´mero de observac¸o˜es
De modo a analisar a forma como o nu´mero de observac¸o˜es a processar pelo middleware
afeta o tempo de espera da aplicac¸a˜o cliente, foi feito um teste onde o nu´mero de observa-
c¸o˜es foi aumentando apo´s cada pedido.
Descric¸a˜o: Foram feitos 25 pedidos de observac¸o˜es a uma determinada ocorreˆncia a`
qual esta˜o associados dois bombeiros. Em cada um desses pedidos existe uma diferenc¸a
de duas observac¸o˜es, ou seja, no momento do primeiro pedido existiam duas observac¸o˜es
e estas foram aumentando gradualmente, adicionando duas observac¸o˜es apo´s cada pedido.
Previamente foi requisitado um conjunto de servic¸os para garantir que os dados pretendi-
dos, a` excec¸a˜o das observac¸o˜es, ja´ estavam em memo´ria quando o teste se iniciasse. As-
sim, podemos observar apenas o impacto do nu´mero de observac¸o˜es, sem perdas de tempo
nos primeiros pedidos a reservar outros dados necessa´rios em memo´ria. Os servic¸os re-
quisitados foram: “alterDateTime” (380 milisegundos); “getCapabilities” (8228 milise-
gundos); “addOffering” (5031 milisegundos). Complementarmente tinha ainda sido re-
quisitado o servic¸o “readObservation” va´rias vezes de modo a efetuar o “aquecimento”
da ma´quina virtual do Java.
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Resultados
Figura 5.11: Teste de servic¸os com variac¸a˜o do nu´mero de observac¸o˜es
No gra´fico apresentado na Figura 5.11 podemos observar o tempo de resposta (em
milisegundos) a cada um dos pedidos efetuados ao servic¸o “readObservation”. Em relac¸a˜o
a` linha com o nome “Linear”, apresentada no gra´fico, esta tem como objetivo mostrar
uma tendeˆncia para o aumento linear do tempo de resposta a` medida que aumentam as
observac¸o˜es.
Ana´lise/Concluso˜es
Neste gra´fico, atrave´s da tendeˆncia linear verificada, pode concluir-se que o aumento
do nu´mero de observac¸o˜es pedidas ao middleware origina um aumento linear no tempo
de processamento dos dados a enviar. Daı´ podemos afirmar que esta operac¸a˜o tem uma
complexidade O(n).
5.4.2 Teste de carga de utilizadores
Dadas as limitac¸o˜es em termos de hardware dos dispositivos onde e´ executado o mid-
dleware, o sistema fica ainda mais exposto e vulnera´vel, ainda que este esteja limitado
a um ma´ximo de 50 utilizadores ligados a` rede WiFi. Daı´ surge a necessidade de ava-
liar a sua fiabilidade e robustez relativamente a` quantidade de pedidos e ao nu´mero de
utilizadores dos seus servic¸os.
Descric¸a˜o: Foi criada uma ocorreˆncia e adicionadas 20 observac¸o˜es. Para simular
um aumento na carga de utilizadores, foi criado um conjunto de testes na aplicac¸a˜o SOAP
UI, a` qual se adicionou o pedido de leitura de observac¸o˜es. Em seguida foram feitos
va´rios testes ate´ que o sistema deixasse de responder e enviasse mensagens de erro para
os ficheiros de log. Apo´s cada teste bem sucedido aumentou-se o nu´mero de threads a
fazer pedidos em simutaˆneo do mesmo pedido, de modo a simular um maior nu´mero de
utilizadores.
Antes de iniciar o teste, foram feitos va´rios pedidos de observac¸o˜es associadas a`
ocorreˆncia pretendida. A finalidade foi alocar previamente os dados em memo´ria, para
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garantir que os tempos obtidos na˜o sofrem influeˆncia de operac¸o˜es de leitura a partir do
disco. Assim, garante-se uma ana´lise exclusiva a` influeˆncia do aumento do nu´mero de
utilizadores em simultaˆneo.
Resultados
Figura 5.12: Teste de servic¸os com aumento do nu´mero de utilizadores
Os dados referentes a este teste podem ser analisados mais detalhadamente na Tabela
do Apeˆndice F.5.
Relativamente ao gra´fico da Figura 5.12, existem duas linhas, calculando duas possı´veis
tendeˆncias para o gra´fico: crescimento exponencial ou polinomial de ordem 3.
Todos os dados relativos aos tempos apresentados na tabela e no gra´fico acima refe-
ridos esta˜o em milisegundos. O eixo das abcissas representa o nu´mero de utilizadores e
consequentemente as etapas do teste.
Ana´lise/Concluso˜es
Tal como pode ser observado no gra´fico, na˜o existe grande discrepaˆncia entre os tem-
pos ma´ximo e mı´nimo em cada uma das etapas do teste. Contudo, podemos ainda verificar
que a` medida que o nu´mero de utilizadores aumenta, essa diferenc¸a torna-se um pouco
mais acentuada. Atrave´s da tabela e´ possı´vel ainda observar que, tipicamente, o u´ltimo
pedido a ser efetuado e´ aquele que obte´m o maior tempo contabilizado desde o momento
em que e´ feito ate´ se obter uma resposta.
Na 11a etapa do teste obteve-se um erro de memo´ria (OutOfMemory) e foi excedido
em cada uma das threads o timeout definido para os pedidos (300 000 milisegundos),
pelo que na˜o se prosseguiu com o teste. Foi feita uma segunda tentativa para confirmar
estes resultados, que revelaram uma incapacidade por parte da estac¸a˜o base para aten-
der a va´rios utilizadores em simultaˆneo. Esta conclusa˜o foi obtida tambe´m tendo em
conta a auseˆncia de alguns fatores de processamento, tais como a alocac¸a˜o de dados em
memo´ria e nu´meros elevados de observac¸o˜es. Ou seja, mesmo na auseˆncia de alguns fa-
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tores que prejudicariam o processamento das respostas aos pedidos, estes revelaram ainda
um tempo de processamento demasiado elevado em relac¸a˜o ao que era desejado.
O baixo nu´mero de dados obtidos, devido a` incapacidade do dispositivo para aten-
der a va´rios utilizadores, na˜o permitiu analisar em concreto qual a tendeˆncia do cresci-
mento do tempo de processamento relativamente ao aumento do nu´mero de utilizado-
res. Desta forma, foram tidas em conta duas possı´veis linhas de tendeˆncia para o au-
mento do tempo. Estas linhas foram calculadas de acordo com os tempos me´dios em
cada uma das etapas. De acordo com a aplicac¸a˜o Microsoft Excel estas linhas apre-
sentam as seguintes equac¸o˜es: y = 12158e0.2606x para o crescimento exponencial; y =
450.33x3   5577.9x2 + 29008x  14750 para o crescimento polinomial.
No caso de se assumir um crescimento polinomial utilizando a tendeˆncia calculada
pela aplicac¸a˜o, e calculando os seus pontos de inflexa˜o, podemos obter um nu´mero de
utilizadores ate´ ao qual os tempos de processamento na˜o aumentam significativamente.
Os pontos de inflexa˜o apontam os momentos a partir dos quais o gra´fico da func¸a˜o altera
a sua concavidade. Estes podem ser calculados a partir da segunda derivada da func¸a˜o,
bastando encontrar os zeros dessa derivada. Assim, tem-se:
y = 450.33x3   5577.9x2 + 29008x  14750,
y0 = 29008  11155.8x+ 1350.99x2,
y00 =  11155.8 + 2701.98x.
E por u´ltimo calcula-se:
y00 = 0 ,  11155.8 + 2701.98x = 0 , 2701.98x = 11155.8 , x = 11155.82701.98 , x ⇡
4.12875.
Obte´m-se um zero da func¸a˜o no intervalo ]4; 5[. Assim, temos o ponto de inflexa˜o do
gra´fico da func¸a˜o polinomial entre as abcissas 4 e 5. Desta forma podemos concluir, e
confirmar por inspec¸a˜o do gra´fico, que os aumentos mais significativos nos tempos de
processamento se verificam a partir dos 5 utilizadores em simultaˆneo, inclusive´.
5.5 Teste de sistema
A melhor avaliac¸a˜o do funcionamento e das capacidades de um sistema e´ coloca´-lo em
funcionamento num ambiente real. Assim, decidiu-se utilizar o sistema em ambiente de
inceˆndios florestais, de maneira a avaliar os dados a que os bombeiros esta˜o expostos.
Para tal, os dispositivos foram colocados no veı´culo de combate a inceˆndios florestais dos
Bombeiros Volunta´rios de Vendas Novas nos dias que me encontrei de servic¸o na Equipa
de Combate a Iceˆndios (ECIN) da mesma corporac¸a˜o, que foram de 5 a 8; 11 e 12; de 18
a 20; 26 e 27 de Agosto de 2014.
Descric¸a˜o: A estac¸a˜o base foi colocada dentro do veı´culo atribuı´do a` equipa alimen-
tado atrave´s de uma porta USB que este dispo˜e para ligac¸a˜o de aparelhos eletro´nicos. A
aplicac¸a˜o mo´vel foi instalada no meu smartphone (Samsung Galaxy S2 Duos), para que
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a cada ocorreˆncia a que me deslocasse, conseguisse criar uma nova ocorreˆncia no sis-
tema, de modo a que este possa guardar os dados enviados pelos dispositivos mo´veis. Em
termos de dispositivos de captura de dados, apenas foi utilizado um.
Resultados
Infelizmente para o projeto mas felizmente para o paı´s, apenas me desloquei a uma
ocorreˆncia que necessitasse de fazer combate a inceˆndio. Do ponto de vista do projeto, a
falta de ocorreˆncias pode ser considerada um problema, na medida em que foram recolhi-
dos poucos dados para avaliar o funcionamento do sistema e a exposic¸a˜o dos bombeiros
aos fatores de risco.
Os dados recolhidos da u´nica ocorreˆncia sa˜o apresentados na Figura 5.13, a qual e´ um
print screen da pa´gina de “Monitorizac¸a˜o” da aplicac¸a˜o.
O inceˆndio foi de pequenas dimenso˜es, onde ardeu essencialmente pasto e onde, tal
como podemos observar na figura, a temperatura foi pouco ale´m dos 30oC.
Figura 5.13: Gra´fico de variac¸a˜o dos dados recolhidos durante um inceˆndio rural
Ana´lise/Concluso˜es De acordo com os dados recolhidos e apresentados no gra´fico
da Figura 5.13, verifica-se que a temperatura sofreu variac¸o˜es pouco significativas, assim
como o dio´xido de azoto, que demonstra valores quase nulos. O mono´xido de carbono
apresenta valores mais significativos. O sensor pode assumir valores entre 0 e 1023, e este
apresenta oscilac¸o˜es entre os 200 e 400. Estes valores na˜o foram convertidos para uma
unidade de medida de gases, pelo que apresentam os valores analo´gicos lidos diretamente
do sensor. Quando os valores do mono´xido de carbono sa˜o mais altos, significa que havia
maiores concentrac¸o˜es desse ga´s no local. Relativamente a`s quebras mais significativas
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dos valores deste ga´s para perto de 0 verificadas no gra´fico, esta˜o relacionadas com o
perı´odo de limpeza do sensor (cf. Secc¸a˜o 4.1.1.1.2).
Cada ponto do gra´fico representa uma observac¸a˜o recebida pelo middleware que deve
ficar registada com a hora de recec¸a˜o. No entanto, houve um problema com a aplicac¸a˜o
que fez com que fosse mostrada a data e na˜o a hora.
O perı´odo de limpeza do sensor e´ de 90 segundos e o de medic¸a˜o e´ de 60 segundos
e o dispositivo envia observac¸o˜es para o middleware aproximadamente a cada segundo.
No entanto, o gra´fico apresenta, em determinadas alturas, apenas uma ou duas medic¸o˜es
ate´ nova limpeza do sensor, ou apenas uma observac¸a˜o durante o perı´odo de limpeza ate´
voltar a medir valores do ambiente. Isto pode dever-se a problemas da rede ZigBee ou a`
fraco desempenho do dispositivo da estac¸a˜o base enquanto receptor de dados.

Capı´tulo 6
Conclusa˜o
Hoje em dia podemos observar redes de sensores nas mais variadas a´reas, e este projeto
consistiu na aplicac¸a˜o a uma nova a`rea, onde ate´ enta˜o pouco se ouviu falar. Contudo,
o paradigma da Internet das Coisas vai um pouco ale´m das redes de sensores. O que
se pretendeu explorar, ale´m da aplicac¸a˜o de uma rede de sensores em ambiente adverso,
foi tambe´m a possibilidade de combinar um vasto leque de tecnologias para atingir um
determinado fim: a monitorizac¸a˜o das condic¸o˜es a que os bombeiros esta˜o expostos em
situac¸a˜o de combate a inceˆndios florestais.
Neste projeto levei a cabo a contruc¸a˜o e o desenvolvimento de um sistema composto
por: (1) uma rede de sensores sob protocolo de comunicac¸a˜o ZigBee, constituı´da por dis-
positivos mo´veis de captura de dados; (2) um middleware escala´vel, extensı´vel e porta´vel
capaz de integrar redes de sensores e disponibilizar servic¸os na Web; (3) uma aplicac¸a˜o
cliente multiplataforma que pode ser tanto executada em computadores atrave´s de um
browser, como instalada em smartphones, em conformidade com as caracterı´sticas de
uma aplicac¸a˜o nativa.
Os cena´rios de inceˆndios florestais sa˜o, grande parte das vezes, bastante adversos ao
uso de equipamentos eletro´nicos, principalmente devido a`s temperaturas a que esta˜o ex-
postos. A maior parte dos equipamentos eletro´nicos comuns sa˜o sensı´veis a temperauras
que excedam os 50oC. Contudo, quando devidamente protegidos da temperatura, estes
podem entrar em ambientes que excedam as suas temperaturas limite. Assim, e´ possı´vel
criar uma rede de sensores com dispositivos ditos comuns, para serem usados em ambi-
entes hostis, sem haver a necessidade de desenvolver componentes pro´prios ou adquirir
alguns mais robustos, os quais podem ser muito dispendiosos. Este facto foi compro-
vado durante o teste apresentado na Secc¸a˜o 5.3, pois o ambiente onde os dispositivos
estavam, encontrava-se a cerca de 100oC, e estes continuavam em funcionamento. A
explicac¸a˜o para isto pode tambe´m ser dada pelo teste da Secc¸a˜o 5.2, onde sa˜o apresenta-
das as diferenc¸as de temperatura dentro e fora do isolante utilizado.
Esses dispositivos eletro´nicos, revelaram-se um grande entrave ao desenvolvimento
do projeto, principalmente devido a`s minhas fracas bases de eletro´nica. Foi necessa´rio
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tempo extra, ale´m do previsto, para entender o funcionamento dos sensores adquiridos
e para a construc¸a˜o dos dispositivos para captura dos dados. Isto teve, como e´ o´bvio,
implicac¸o˜es no desenvolvimento das restantes partes do sistema. Foi necessa´rio acelerar
o desenvolvimento do middleware, estac¸a˜o base e aplicac¸a˜o cliente, deixando para tra´s
alguns pormenores de otimizac¸a˜o do desempenho. Outra consequeˆncia desses atrasos foi
a reduc¸a˜o do tempo reservado para testar o sistema.
Ale´m do pouco tempo de que dispus para testar o sistema, surgiu ainda outro problema
impossı´vel de contornar, que foi o baixo nu´mero de ocorreˆncias de inceˆndios florestais
no perı´odo que este esteve sujeito a teste. Foi apenas efetuado um teste ao sistema em
cena´rio real, o que deitou por terra a tentativa de angariar um elevado conjunto de dados
em ambientes aos quais o sistema se destina. Contudo, a u´nica ocorreˆncia em que foi
possı´vel testar o sistema, o resultado foi positivo, tendo conseguido registar, por exemplo,
temperatura ambiente, a qual na˜o contou com valores desproporcionados. Em relac¸a˜o aos
gases notou-se ainda variac¸o˜es dos valores de mono´xido de carbono. Infelizmente, na˜o
foi possı´vel efetuar a conversa˜o dos valores obtidos nos sensores de gases para ppm’s, a
unidade de refereˆncia para quantificar gases poucos abundantes. Portanto, a ana´lise de
valores dos gases, foi feita apenas de acordo com as leituras directas a` voltagem de saı´da
do sensor, as quais sa˜o convertidas pelo microcontrolador, para um nu´mero inteiro entre
0 e 1023 inclusive´.
Podemos enta˜o concluir, como ana´lise final, que o sistema funciona, dentro daquilo
que lhe foi inicialmente proposto, embora com alguma limitac¸o˜es no que se refere ao
desempenho do equipamento. Isto porque estas limitac¸o˜es se baseiam na capacidade de
processamento do dispositivo da estac¸a˜o base.
Como trabalho futuro, pretende-se efetuar melhorias ao nı´vel do middleware, e tam-
be´m ao nı´vel do hardware que o compo˜e, podendo este ser alterado futuramente por outro
dispositivo de computac¸a˜o miniaturizada.
Pretende-se tambe´m proceder a um conjunto de testes em cena´rio real e recolher
informac¸a˜o sobre as condic¸o˜es a que os bombeiros esta˜o expostos. Estudo deste tipo
para fogos florestais teˆm sido pouco explorados e ha´ interesse por parte das autoridades
em ter este tipo de informac¸a˜o.
Para concluir, pensamos submeter um pedido de utilidade sobre o sistema desenhado
ao Instituto Nacional da Propriedade Industrial (INPI), a fim de proceder a` sua comercia-
lizac¸a˜o.
Apeˆndice A
Padra˜o das mensagens de comunicac¸a˜o
na rede de sensores
Estas mensagens sa˜o formadas por uma cadeia de caracteres com os seguite formato:
ENDPOINT:cms:id cb:id veiculo:id bombeiro;TEMP:temperatura;CO:valor co;NO2:
valor no2;LAT:laitutde;LNG:longitude
• “ENDPOINT” - indica o dispositivo que envia os dados. Dentro deste campo sa˜o
apresentadas treˆs informac¸o˜es, sendo elas:
– cms: valor esta´tico, que finciona como um identificador de objetos do sistema.
– id cb: identificac¸a˜o do corpo de bombeiros. Cada corpo de bombeiros em
Portugal tem um nu´mero u´nico de identificac¸a˜o composto por quatro dı´gitos,
sendo que os dois primeiros indicam o distrito e os dois ultimos o nu´mero do
corpo de bombeiros dentro desse distrito.
– id veiculo: identificac¸a˜o do veı´culo dentro do corpo de bombeiros. Tipica-
mente composto por seis caracteres. Os primeiros quatro indicam a tipificac¸a˜o
do veı´culo (o tipo de veı´culo, a que servic¸o se destina). Os u´ltimos dois carac-
teres sa˜o o nu´mero do veı´culo desse tipo dentro da corporac¸a˜o a que pertence.
– id bombeiro: valor meramente informativo do bombeiro que transporta o dis-
positivo. Na˜o podem existir dois valores iguais no mesmo veı´culo. Normal-
mente sa˜o utilizados neste campo os valores “MAN01”, “MAN02”, “MAN03”,
etc.
• “TEMP” - refere a temperatura ambiente expressa em oC.
• “CO” - apresenta o valor do mono´xido de carbono, representado por um valor in-
teiro lido diretamente do sensor atrave´s de portas analo´gicas.
• “NO2” - mostra o valor do dio´xido de azoto, representado por um valor inteiro lido
diretamente do sensor atrave´s de portas analo´gicas.
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• “LAT” - latitude do local do dispositivo.
• “LNG” - longitude do local do dispositivo
Apeˆndice B
Dispositivo de captura de dados
B.1 Placa principal
Figura B.1: Esquema do circuito do dispositivo mo´vel
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Figura B.2: Desenho da PCB para o dispositivo mo´vel
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Figura B.3: Esquema de ligac¸a˜o de sensores e pinos da PCB
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B.2 Microcontrolador
B.2.1 Instalac¸a˜o de Bootloader
Para se poder programar um novo microcontrolador Atmega328, o usado neste projeto, e´
necessa´rio instalar primeiro o bootloarder. A forma mais fa´cil de o fazer e´ recorrer a um
Aruino que esteja configurado como ISP de programac¸a˜o.
Para transformar um Arduino num ISP de programac¸a˜o basta ligar a placa Arduino
atrave´s de USB, e fazer upload do programa ArduinoISP, disponı´vel nos exemplos que
acompanham a aplicac¸a˜o ArduinoIDE. Posteriormente esfetua-se a ligac¸a˜o do circuito
representado na Figura B.4, recorrendo, por exemplo, a uma breadboard para colocar o
microcontrolador, os condensador e a resisteˆncia necessa´ria.
Figura B.4: Esquema do circuito para instalac¸a˜o do bootloader
Apo´s efetuar as ligac¸o˜es no menu (“Tools”> “Board”) escolhemos o dispositivo “AT-
mega328 on a breadboard (8MHz internal clock)”, necessitando previamente de adicionar
ao ArduinoIDE as suas especificac¸o˜es, que podem ser obtidas no site do Arduino [3].
Por u´ltimo, basta selecionar o modo de programac¸a˜o com Arduino (“Tools” > “Pro-
grammer”> “Arduino as ISP”) e executar a operac¸a˜o “Burn bootloader” atrave´s do menu
(“Tools” > “Burn Bootloader”).
B.2.2 Carregamento de programas
Apo´s a isntalac¸a˜o do bootloader podemos fazer upload de programas para o microcon-
trolador ainda atrave´s do Arduino. Contudo, agora ha´ que alterar o circuito de acordo
com a Figura B.5, e retirar o microcontrolador existente na placa Arduino. Em relac¸a˜o a`s
configurac¸o˜es no ArduinoIDE, estas manteˆm-se iguais, bastando no final fazer upload do
co´digo normalmente.
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Figura B.5: Esquema do circuito para upload de programas para o Atmega328
Nota: A placa Arduino apresentada na Figura B.5 na˜o deve conter o microcontrolador
Atmega328.
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Apeˆndice C
Configurac¸o˜es do sistema de estac¸a˜o
base
A estac¸a˜o base tem como dispositivo de hospedagem o Raspberry Pi Modelo B com o
sistema operativo Raspbian. No entanto, existem va´rias configurac¸o˜es necessa´rias ao
sistema operativo para que o dispositivo possa cumprir os objetivos definidos.
C.1 Esquema de ficheiros e diretorias do sistema
De modo a que tudo funcione como previsto e´ necessa´rio que o sistema contenha todos os
ficheiros necessa´rios nas localizac¸o˜es corretas. Desta forma, todos os ficheiros relativos
ao funcionamente domiddleware devem permanecer na diretoria “/home/pi/Middleware”.
Aqui devem constar:
• cms.jar: Componente principal do middleware. Conte´m todas as classes exe-
cuta´veis, exceto mo´dulos adicionais e gateways.
• database.sqlite : Base de dados SQLite. Ficheiro que reu´ne a base de dados do
sistema.
• configuration.properties : ficheiro de configurac¸o˜es do middleware, atrave´s do
qual e´ possı´vel indicar a`s classes Java qual a localizac¸a˜o da base de dados, dos
gateways, e muitos outros valores.
• middleware.log : Ficheiro de logs do sistema. Guarda informac¸a˜o relativa a` inicializac¸a˜o
do middleware e dos seus componentes, bem como de todos os erros e excepc¸o˜es
que possam ocorrer.
• info.log: Guarda outras informac¸o˜es acerca da execuc¸a˜o do middleware, como por
exemplo, as mensagens recebidas da rede de sensores.
• services: Diretoria que reu´ne os mo´dulos de servic¸os instalados no sistema apo´s
serem compilados.
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• gateways: Localizac¸a˜o onde devem permanecer os ficheiros jar dos gateways.
Por outro lado, como se optou por criar um servic¸o do sistema corresponde ao mid-
dleware na directoria “/usr/local/bin”, devem encontrar-se os ficheiros responsa´veis pelo
arranque e paragem do middleware onde:
• Middleware-start.sh: Inicializa omiddleware, garantindo anteriormente que todos
os servic¸os e configurac¸o˜es foram iniciados.
• Middleware-stop.sh: Responsa´vel por terminar a execuc¸a˜o domiddleware. Limita-
se a terminar todos os processos relativos ao Java, pois na˜o sa˜o utilizados no sistema
mais processos em Java para ale´m do middleware.
Ainda em relac¸a˜o ao servic¸o criado, na directoria “/etc/init.d” deve constar o ficheiro
“Middleware”, o qual e´ responsa´vel pela gesta˜o dos comandos disponı´veis para o servic¸o
criado. Este ficheiro recorre aos dois ficheiros descritos anteriormente para efetuar as
operac¸o˜es “start”, “stop” e “restart” do middleware. Os comandos indicados devem ini-
ciar, parar e reiniciar a execuc¸a˜o do middleware, respetivamente.
C.2 Criac¸a˜o de ponto de acesso
Apo´s a instalac¸a˜o das aplicac¸o˜es “isc-dhcp-server” e “hostapd”, e´ necessa´rio configurar
um conjunto de ficheiros. Estes conteˆm os dados do ponto de acesso bem como da respe-
tiva rede WiFi a ser criada.
Respetivamente ao “isc-dhcp-server” responsa´vel por gerir os enderec¸os da rede e´
necessa´rio:
• Alterar o ficheiro “/etc/dhcp/dhcpd.conf”, de modo a ficar:
...
# option domain-name "example.org";
# option domain-name-servers ns1.example.org,
ns2.example.org;
...
# If this DHCP server is the official DHCP server
for the local
# network, the authoritative directive should be
uncommented.
authoritative;
...
Tipicamente, este passo deve passar apenas por adicionar e remover “#” em algumas
linhas de forma a comentar e retirar o comenta´rio a`s configrac¸o˜es necessa´rias.
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• No mesmo ficheiro ha´ ainda que adicionar as informac¸o˜es para os enderec¸os de
rede, acrescentando no final do ficheiro as seguintes linhas:
subnet 192.168.10.0 netmask 255.255.255.0 {
range 192.168.10.50 192.168.10.100;
option broadcast-address 192.168.10.255;
option routers 192.168.10.1;
default-lease-time 600;
max-lease-time 7200;
option domain-name "local";
option domain-name-servers 8.8.8.8, 8.8.4.4;
}
criando assim uma rede onde o router contara´ com o enderc¸o “192.168.10.1”, e
os restantes dispositvos podera˜o obter enderec¸os no intervalo “192.168.10.50” a
“192.168.10.100”.
• Alterar o ficheiro “/etc/default/isc-dhcp-server” de modo a indicar qual a interface
de rede a` qual esta aplicac¸a˜o estara´ ligada:
INTERFACES="wlan0"
indicando neste caso que vamos criar a rede a partir do dispositivo ligado a` interface
“wlan0”.
E´ tambe´m necessa´rio adicionar algumas configurac¸o˜es no ficheiro “/etc/network/in-
terfaces”, que se referem a`s interfaces de rede. Neste caso altera´mos apenas o que diz
respeito a` interface “wlan0”, pois foi a escolhida anteriormente. As configurac¸o˜es relati-
vas a` mesma sa˜o:
iface wlan0 inet static
address 192.168.10.1
netmask 255.255.255.
Quanto a` aplicac¸a˜o “hostapd”, ha´ que definir as configurac¸o˜es, sendo necessa´rio:
• Criar o ficheiro “/etc/hostapd/hostapd.conf”, para definir as propriedades do ponto
de acesso, com o seguinte conteu´do:
interface=wlan0
driver=rtl871xdrv
ssid=CMS AP
hw mode=g
channel=6
macaddr acl=0
auth algs=1
ignore broadcast ssid=0
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wpa=2
wpa passphrase=raspberry
wpa key mgmt=WPA-PSK
wpa pairwise=TKIP
rsn pairwise=CCMP
Nota: o driver a ser utilizado deve ser o “rtl871xdrv”, caso se trate de um adaptador
WiFi Adafruit, ou “nl80211” caso contra´rio.
• Alterar o ficheiro “/etc/default/hostapd” para:
...
DAEMON CONF=/etc/hostapd/hostapd.conf
...
passando agora a indicar qual o ficheiro que conte´m as propriedade do ponto de
acesso.
C.3 Instalac¸a˜o de driversRXTX para comunicac¸a˜o atrave´s
de XBee
Uma vez configurada a placa XBee e conetada ao Raspberry Pi via USB, e´ necessa´rio
instalar os drivers de comunicac¸a˜o RXTX para que omiddleware possa comunicar atrave´s
desta tecnologia. Visto que o middleware foi desenvolvido em Java as configurac¸o˜es
devem ser ao nı´vel do Java e acoplamento das bibliotecas necessa´rias.
A instalac¸a˜o do mesmo e´ feita atrave´s do comando:
apt-get install librxtx-java.
As configurac¸o˜es do mesmo passam por:
• Criar link na diretoria do Java para a biblioteca RXTX da arquitectura ARM. Na di-
retoria “/java/jdk< versao do java >/jre/lib/ext” criar o link atrave´s do comando:
ln -s ../../../../../jni/librxtxSerial-2.2pre1.so
librxtxSerial.so.
• Criar link diretoria do do Java para o ficheiro jar que conte´m as bibliotecas RXTX
para arquitetura ARM. Na diretoria “java/jdk< versao do java >/jre/lib/ext” criar
o link atrave´s do comando:
ln -s ../../../../../../share/java/RXTXcomm-2.2pre2.jar
RXTXcomm.jar.
Nota: Ha´ que ter em atenc¸a˜o que futuramente podem surgir novas verso˜es e na data de
criac¸a˜o deste documento a versa˜o das bibliotecas RXTX era a 2.2. Assim, e´ possı´vel que
futuramente estes comandos exatos possam na˜o funcionar tendo que altera´-los nas partes
correspondentes a` vers˜
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D.1 Modelo de dados
Figura D.1: Modelo de dados utilizado pelo middleware
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D.2 Camada de acesso aos dados
Figura D.2: Diagrama de classes e pacotes da componente desenvolvida para acesso aos
dados
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Figura E.1: Servic¸os web disponibilizados pelo middleware
Apeˆndice F
Tabelas com valores recolhidos nos
testes
De maneira a complementar as informac¸o˜es apresentadas no capı´tulo reservado aos resul-
tados, sa˜o aqui apresentadas as tabelas com os os valores recolhidos nos testes.
F.1 Teste de comunicac¸a˜o sob influeˆncia dosmateriais iso-
lantes
Distaˆncias Mensagens recebidas por minuto
Dispositivo isolado com
caixa de pla´stico
Dispositivo isolado com
caixa de pla´stico + fire shelter
(alumı´nio + fibra de vidro)
20 37 31
40 37 42
60 26 40
80 41 42
100 33 31
120 42 35
140 35 37
Tabela F.1: Numero de mensagens recebidas por minuto sob influeˆncia dos isolantes
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F.2 Teste de temperatura ao material isolante (fire shel-
ter)
Dispositivo com
sensor isolado
Dispositivo com
sensor na˜o isolado
Quantidade de amostras 154 71
Ma´ximo (oC) 70.3 147.53
Mı´nimo (oC) 22.9 23.4
Me´dia (oC) 37.77 56.9
Mediana (oC) 28.8 36.6
Moda (oC) 22.9 29.3
Tabela F.2: Resumo de dados de temperaturas dentro e fora do fire shelter
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F.3 Teste ao middleware com nu´mero fixo de observac¸o˜es
Pedido Nu´mero de observac¸o˜es Tempo (milisegundos)
1 20 76128
2 20 16496
3 20 14686
4 20 12087
5 20 11740
6 20 11289
7 20 11171
8 20 10994
9 20 11225
10 20 11181
11 20 11276
12 20 11937
13 20 10216
14 20 10567
15 20 10229
16 20 10538
17 20 10161
18 20 10393
19 20 10355
20 20 10296
21 20 10358
22 20 10346
23 20 10306
24 20 10406
25 20 10355
Tabela F.3: Resultados do teste ao middleware com nu´mero fixo de observac¸o˜es
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F.4 Teste aomiddleware com variac¸a˜o do nu´mero de observac¸o˜es
Pedido Nu´mero de observac¸o˜es Tempo (milisegundos)
1 2 3465
2 4 5984
3 6 7626
4 8 9681
5 10 13796
6 12 13204
7 14 17979
8 16 20166
9 18 18462
10 20 21057
11 22 21918
12 24 24361
13 26 26262
14 28 28115
15 30 30952
16 32 35946
17 34 34835
18 36 37243
19 38 39550
20 40 41365
21 42 44404
22 44 46188
23 46 49177
24 48 52279
25 50 54167
Tabela F.4: Resultados do teste ao middleware com variac¸a˜o do nu´mero de observac¸o˜es
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F.5 Teste ao middleware com variac¸a˜o do nu´mero de uti-
lizadores
Pedido/No
utilizadores
Tempo
mı´nimo
Tempo
ma´ximo
Tempo
me´dio
Tempo
u´ltimo pedido Memo´ria
1 11609 11609 11609,000 11609 52,10%
2 21479 21689 21584,000 21689 54,40%
3 31094 31838 31470,330 31838 55,20%
4 39302 40783 40101,000 40783 56,60%
5 49148 53688 53073,199 53688 59,20%
6 55678 60859 58663,328 60859 63,10%
7 60118 70280 67212,852 69983 66,80%
8 77465 91084 83209,000 91084 67,30%
9 115694 137248 128587,453 137248 67,30%
10 151106 179050 167147,203 179050 67,30%
11 ERRO: ”OutOfMemory”
Tabela F.5: Resultados do teste ao middleware com variac¸a˜o do nu´mero de utilizadores
Os valores da coluna “Memo´ria” apresentam a percentagem de memo´ria do dispositivo
ocupada pelo processo correspondente ao middleware, e na coluna “Tempo me´dio” e´ feita
a me´dia dos tempos obtidos em cada thread.
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