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Surjunctivity for cellular automata in Besicovitch
spaces
Silvio Capobianco∗
Abstract
The Besicovitch pseudodistance measures the relative size of the set
of points where two functions take different values; the quotient space
modulo the induced equivalence relation is endowed with a natural metric.
We study the behavior of cellular automata in the new topology and show
that, under suitable additional hypotheses, they retain certain properties
possessed in the usual product topology; in particular, injectivity implies
surjectivity.
Keywords: cellular automata, finitely generated groups, Besicovitch topology,
surjunctivity.
1 Introduction
Cellular automata (CA) are transformations of the space C of configurations
on a grid that are induced by a finitary rule applied uniformly to each point
of the grid. Such mappings are characterized by translational invariance and
continuity in the product topology; however, since such topology makes the shift
a chaotic map, no translation invariant distance on C can induce it.
To overcome this problem in the unidimensional case, Cattaneo, Formenti,
Margara and Mazoyer [2] define a pseudodistance on the space C = {0, 1}Z by
taking the sets of the form Un = [−n, . . . , n], and computing, for each n, the
upper limit dB of the densities of the sets of points x ∈ Un where two configu-
rations take distinct values. The quotient space where c1 and c2 are identified
iff dB(c1, c2) = 0 has topological properties similar to those possessed by the
space of difference equations—which, as pointed out by Toffoli [8], are a field of
application for CA. Additionally, CA induce transformations on the resulting
quotient space which can in turn provide information on several properties of
the original CA.
In this paper, we apply the ideas from [2] in the much broader context of
finitely generated groups, where CA can still be defined [3, 4, 6]; we do this by
linking pseudodistances to increasing sequences of finite sets which ultimately
∗School of Computer Science, Reykjavik University, Kringlan 1, 103 Reykjavik, Iceland;
silvio@ru.is
1
cover the whole group. This is not just for the sake of generality: we are also
trying to shed light on any links between the properties of Z and {Un}, and
those of dB. We then address a question asked in [1]: is there a connection
between surjectivity of CA and surjectivity of induced map? Finally, we ask
whether surjunctivity, i.e., being either surjective or noninjective, is a property
of the induced map as well as of the CA.
A summary of answers to these questions is given in
Theorem 1.1 Let G be a finitely generated group of subexponential growth
(e.g., Zd); let S be a finite set of generators for G (e.g., the von Neumann
or Moore neighborhood) and let Un ⊆ G be the set of reduced words on S ∪ S
−1
having at most length n; let 2 ≤ |Q| <∞, and let X be the quotient of QG with
respect to the equivalence relation
c1 ∼B c2 iff lim
n→∞
|{g ∈ Un : c1(g) 6= c2(g)}|
|Un|
= 0 ,
endowed with the topology induced by the distance
dB(x1, x2) = lim sup
n∈N
|{g ∈ Un : c1(g) 6= c2(g)}|
|Un|
, c1 ∈ x1, c2 ∈ x2 .
Let A be a cellular automaton over G having set of states Q.
1. A induces in a natural way a Lipschitz continuous F : X → X.
2. F is surjective if and only if A is surjective.
3. F is injective if and only if it is invertible.
Moreover, if G is of polynomial growth (e.g., Zd) then
4. dB is invariant by translations, and
5. the classes of ∼B are the same for each choice of S.
2 Background
Let f, g : N→ [0,+∞). We write f(n) 4 g(n) if there exist n0 ∈ N and C, β > 0
such that f(n) ≤ C · g(βn) for all n ≥ n0; we write f(n) ≈ g(n) if f(n) 4 g(n)
and g(n) 4 f(n). Observe that, if either f or g is a polynomial, the choice β = 1
is always allowed.
We indicate the identity of the group G as 1G. Product and inverse are
extended to subsets of G elementwise. If E ⊆ G is finite and nonempty, the
closure and boundary of X ⊆ G w.r.t. E are the sets X+E = {g ∈ G :
gE∩X 6= ∅} = XE−1 and ∂EX = X+E \X , respectively; in general, X 6⊆ X+E
unless 1G ∈ E. S ⊆ G is a set of generators if the graph (G, ES), where
ES = {(x, xz) : x ∈ G, z ∈ S∪S
−1}, is connected; a group is finitely generated
(briefly, f.g.) if it has a finite set of generators (briefly, f.s.o.g.). The distance
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between g and h w.r.t. S is their distance in the graph (G, ES); the length
of g ∈ G w.r.t. S is its distance from 1G. The disk of center g and radius
r w.r.t. S will be indicated by Dr,S(g); we will omit g if equal to 1G, and S
if irrelevant or clear from the context. Observe that Dr(g) = gDr, and that
(Dn,S)
+DR,S = Dn+R,S. For the rest of the paper, we will only consider f.g.
infinite groups.
The growth function of G w.r.t. S is γS(n) = |Dn,S |. It is well known [5]
that γS(n) ≈ γS′(n) for any two f.s.o.g. S, S′. G is of subexponential growth
if γS(n) 4 λ
n for all λ > 1; G is of polynomial growth if γS(n) ≈ nk for some
k ∈ N. Observe that, if G = Zd, then γS(n) ≈ nd.
A sequence {Xn} ⊆ P(G) of finite subsets of G is exhaustive if Xn ⊆ Xn+1
for every n ∈ N and
⋃
n∈NXn = G. {Dn(g)} is an exhaustive sequence. For U ⊆
G, the lower and upper density of U w.r.t. the exhaustive sequence {Xn} are,
respectively, the lower limit dens inf{Xn}U and the upper limit dens sup{Xn}U
of the quantity |U∩Xn|/|Xn|. An exhaustive sequence is amenable or a Følner
sequence [5, 6, 7] if
lim
n→∞
|∂EXn|
|Xn|
= 0 (1)
for every finite E ⊆ G; a group is amenable if it has an amenable sequence.
Observe that {Xn} is amenable iff it satisfies (1) for all the E’s in a single
exhaustive sequence, or for E = S f.s.o.g. If G is of subexponential growth,
then {Dn} contains an amenable subsequence, and is itself amenable if G is of
polynomial growth (cf. [5]).
If 2 ≤ |Q| <∞ and G is a f.g. group, the space C = QG of configurations
of G over Q is homeomorphic to the Cantor set. If E ⊆ G is finite, a pattern
over Q with support E is a map p ∈ QE . For c ∈ C, g ∈ G, cg ∈ C is defined
by cg(h) = c(gh) for all h ∈ G; transformations of C of the form c 7→ cg for a
fixed g ∈ G are called translations. For G = Z and g = +1, the translation
c 7→ c+1 is the shift map. A pattern p ∈ QE occurs in c ∈ QG if (cg)|E = p for
some g ∈ G.
A cellular automaton (briefly, CA) overG is a triple A = 〈Q,N , f〉, where
the set of states Q is finite and has at least two elements, the neighborhood
index N ⊆ G is finite and nonempty, and the local evolution function f
maps QN into Q. The map FA : Q
G → QG defined by
(FA(c))g = f
(
(cg)|N
)
(2)
is the global evolution function of A. Observe that FA is continuous in the
product topology and commutes with translations. A is injective, surjective,
and so on, if FA is.
Two patterns p1, p2 ∈ QE are mutually erasable (briefly, m.e.) for A if
FA(c1) = FA(c2) for any c1, c2 ∈ C such that (c1)|E = p1, (c2)|E = p2, and
(c1)|G\E = (c2)|G\E . A is preinjective if does not have two m.e. patterns. A
pattern p is a Garden of Eden (briefly, GoE) for A if it does not occur in
FA(c) for any c ∈ C. From the compactness of C follows that a CA has a GoE
pattern iff it is nonsurjective. By Moore-Myhill’s theorem for amenable
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groups [4], a CA over an amenable group is surjective iff it is preinjective; in
particular, it is surjunctive, i.e., either surjective or noninjective.
A pseudodistance on a set X is a map d : X × X → [0,+∞) satisfying
all of the axioms for a distance, except d(x, y) > 0 for every x 6= y. If d is a
pseudodistance on X , then x1 ∼ x2 iff d(x1, x2) = 0 is an equivalence relation,
and d(κ1, κ2) = d(x1, x2) with xi ∈ κi is a distance on X/ ∼.
3 Besicovitch distances and cellular automata
Definition 3.1 Let G be a group, let 2 ≤ |Q| < ∞, let U ⊆ G be finite, let
c1, c2 ∈ C = QG. The Hamming (pseudo)distance between c1 and c2 w.r.t. U
is the quantity HU (c1, c2) = |{x ∈ U : c1(x) 6= c2(x)}|.
Observe that HU (c1, c2) ≤ HU ′(c1, c2) if U ⊆ U ′. If U = Dn,S we write
Hn,S(c1, c2) instead of HDn,S (c1, c2). It is straightforward to prove
Proposition 3.2 Let {Xn} ⊆ P(G) be exhaustive. Then
dB,{Xn}(c1, c2) = lim sup
n∈N
HXn(c1, c2)
|Xn|
(3)
is a pseudodistance on C, and is a distance if and only if G is finite.
Definition 3.3 The quantity (3) is called the Besicovitch distance of c1 and c2
w.r.t. {Xn}. The quotient space CB,{Xn} = C/ ∼B,{Xn}, where c1 ∼B,{Xn} c2
iff dB,{Xn}(c1, c2) = 0, is called the Besicovitch space induced by {Xn}.
By an abuse of language, we will also indicate as CB,{Xn} the metric space
(CB,{Xn}, dB,{Xn}). If Xn = Dn,S for some f.s.o.g. S, we write dB,S instead
of dB,{Dn,S}, and speak of Besicovitch distance w.r.t. S; similar nomenclature
and notation shall be used in analogous cases. Observe that, if G is infinite,
and ck(g) = c(g) if and only if g ∈ Xk, then ck → c in the product topology,
but dB,{Xn}(ck, c) = 1 for all k ∈ N, so that dB,{Xn} is not continuous in the
product topology.
Definition 3.3 is an extension of the one given in [2] for the case Q = {0, 1},
G = Z, S = {+1}. In general, the topology of CB,{Xn} is very different from
that of C: for example, in the aforementioned case, CB,S is arcwise connected,
not locally compact, and infinite-dimensional, while C is totally disconnected,
compact, and zero-dimensional. Also, the equivalence classes of ∼B,{Xn} usually
depend on {Xn}; for example, if Q = {0, 1}, G = Z, Xn = {−n, . . . , n}, X ′n =
{−n, . . . , 2n}, c1(g) = 0 for all g, c2(g) = 1 iff g < 0, then dB,{Xn}(c1, c2) = 1/2
but dB,{X′n}(c1, c2) = 0.
Theorem 3.4 Let G be a group of polynomial growth. For every c1, c2 ∈ C,
exactly one of the following happens:
1. dB,S(c1, c2) > 0 for every f.s.o.g. S;
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2. dB,S(c1, c2) = 0 for every f.s.o.g. S.
Proof. Let S be a f.s.o.g. for G such that dB,S(c1, c2) = 0. Let S
′ be another
f.s.o.g. for G: there exist k, n0 ∈ N and α1, α2 > 0 such that γS(n) ≤ α1nk and
α2n
k ≤ γS′(n) for all n > n0. If β satisfies D1,S′ ⊆ Dβ,S, then γS(βn)/γS′(n) ≤
α1β
k/α2 for all n > n0. Thus, for all n large enough,
Hn,S′(c1, c2)
γS′(n)
≤
Hβn,S(c1, c2)
γS(βn)
·
γS(βn)
γS′(n)
≤
α1β
k
α2
·
Hβn,S(c1, c2)
γS(βn)
,
and the rightmost term vanishes for n→∞. 
It is proved in [2] that the Besicovitch distance dB,{+1} on {0, 1}
Z is invariant
by translations; this is not true in the general case. As a counterexample, let
S = {a, b} and let G be the free group over S; identify elements of G with
reduced words over S ∪ S−1. Let c1(g) = 0 for all g ∈ G, and c2(g) = 1 if and
only if g begins with a: then ca1 = c1, but c
a
2(g) = 0 if and only if g begins with
a−1, so that dB,S(c1, c2) = 1/4 but dB,S(c
a
1 , c
a
2) = 3/4. A generalization of the
result in [2] is given by
Theorem 3.5 Let {Xn} ⊆ P(G) be such that {X−1n } is amenable. Then
dB,{Xn} is invariant by translations.
Proof. Let S be a f.s.o.g. for G; it is sufficient to prove that dB,{Xn}(c
g
1, c
g
2) =
dB,{Xn}(c1, c2) for all c1, c2 ∈ C, g ∈ E = D1,S.
Given c ∈ C, define c− ∈ C as c−(g) = c(g−1) for all g ∈ G. Then
HXn(c
g
1, c
g
2) = HgXn(c1, c2) = HX−1n g−1(c
−
1 , c
−
2 ) ≤ HXn(c1, c2) + |∂EX
−1
n |
for all g ∈ E, n ∈ N, so that from the amenability of {X−1n } follows dB,{Xn}(c
g
1, c
g
2) ≤
dB,{Xn}(c1, c2). This is true for all c1, c2 ∈ C, g ∈ E, so that, by replacing ci
with cgi and g with g
−1, we get the reverse inequality. 
Corollary 3.6 If {Xn} ⊆ P(G) is an amenable sequence of symmetric sets,
then dB,{Xn} is invariant by translations. In particular, if G = Z
d and S is
either the von Neumann or the Moore neighborhood, then dB,S is invariant by
translations.
We now ask ourselves which properties do CA possess w.r.t. dB,{Xn}. First of
all, given F : C → C, we look after sufficient conditions for
F
(
[c]∼B,{Xn}
)
= [F (c)]∼B,{Xn}
(4)
to be well defined. One such condition is Lipschitz continuity w.r.t. dB,{Xn},
i.e., existence of L > 0 such that
dB,{Xn}(F (c1), F (c2)) ≤ L · dB,{Xn}(c1, c2) ∀c1, c2 ∈ C . (5)
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Theorem 3.7 Let G be a f.g. group and let A = 〈Q,N , f〉 be a CA over G.
1. If {Xn} is amenable, then FA satisfies (5) with L = 1 + |N |.
2. If {Xn} = {Dn,S} for some f.s.o.g. S, and N ⊆ Dr,S, then FA satisfies
(5) with L = (γS(r))
2.
Proof. If X ⊆ G and N ⊆ E, then HX(FA(c1), FA(c2)) ≤ |E| ·HX+E (c1, c2).
If {Xn} is amenable, put E = N ∪ {1G}: then
HXn(FA(c1), FA(c2)) ≤ |E| ·HX+En (c1, c2) ≤ |E| · (HXn(c1, c2) + |∂EXn|) ,
so that point 1 is achieved because of {Xn} being amenable.
IfXn = Dn,S, put E = Dr,S : thenHn,S(FA(c1), FA(c2)) ≤ γS(r)·Hn+r,S(c1, c2),
and since γS(n+ r) ≤ γS(n)γS(r), we have for all n ∈ N
Hn,S(FA(c1), FA(c2))
γS(n)
≤ (γS(r))
2 ·
Hn+r,S(c1, c2)
γS(n+ r)
,
so that point 2 is achieved by taking upper limits w.r.t. n. 
We now define two properties of transformations of C that coincide, respectively,
with surjectivity and injectivity of (4), if the latter is well defined.
Definition 3.8 Let {Xn} ⊆ P(G) be an exhaustive sequence. F : C → C
is Besicovitch surjective w.r.t. {Xn} (briefly, (B, {Xn})-surjective) if for all
c ∈ C there exists c′ ∈ C such that dB,{Xn}(c, F (c
′)) = 0. F is Besicovitch
injective w.r.t. {Xn} (briefly, (B, {Xn})-injective) if dB,{Xn}(c1, c2) > 0 implies
dB,{Xn}(F (c1), F (c2)) > 0.
Again, we write S instead of {Xn} if the latter is {Dn,S}. Any surjective
function F is also (B, {Xn})-surjective for all {Xn}; however, it is not true a
priori that existence of c′ such that dB,{Xn}(c, F (c
′)) = 0 implies existence of c′′
such that c = F (c′′). As a counterexample, let A = 〈Q,N , f〉 be a nonsurjective
CA over Z, let E ⊆ Z be finite, and let p ∈ QE be a GoE pattern for A. Let
k, r ∈ N satisfy E ⊆ {−k, . . . , k} and N ⊆ {−r, . . . , r}. Fix c′ ∈ QZ and define
c by replacing (FA(c
′))(g) with p(g) for all g ∈ E: then (FA(c′))(g) = c(g) for
all g 6∈ {−k − r, . . . , k + r}, so that dB,{Xn}(c, FA(c
′)) = 0 for any exhaustive
sequence {Xn}; however, c 6= FA(c′′) for any c′′ ∈ QZ.
It is proved in [1] that every CA over Z with set of states {0, 1} is surjective
if and only if it is (B, {+1})-surjective. To extend this result, as we want to do,
we need more tools.
Definition 3.9 Let G be a group and let U,W ⊆ G be nonempty. A (U,W )-
net is a set N ⊆ G such that the sets xU , x ∈ N , are pairwise disjoint, and
NW = G.
Any subgroup is a (U,U)-net for any set U of representatives of its right laterals.
It can be proved via Zorn’s lemma [3] that for every nonempty U ⊆ G there
exists a (U,UU−1)-net; in particular, for every R ≥ 0 there exists a (DR, D2R)-
net. Observe that any (U,W )-net is also a (Ug,Wh)-net for any g, h ∈ G. Also
observe that, if N is a (U,W )-net and φ(x) ∈ xU for every x ∈ N , then φ(N)
is a ({1G}, U−1W )-net.
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Lemma 3.10 Let {Xn} be amenable and N ⊆ G be a (U,W )-net with U and
W finite. Then dens inf{Xn}N ≥ 1/|W | and dens sup{Xn}N ≤ 1/|U |.
Proof. From our observations follows that it is not restrictive to suppose 1G ∈
U ∩W . For every x ∈ Xn, there exist at most one pair (ν1, u) ∈ N × U and at
least one pair (ν2, w) ∈ N ×W such that x = ν1u and/or x = ν2w: these imply
ν1 ∈ XnU
−1 = X+Un and ν2 ∈ X
+W
n , thus
|U | · |N ∩X+Un | ≤ |Xn| ≤ |W | · |N ∩X
+W
n | .
If 1G ∈ E, then X ⊆ X+E; hence, |N ∩ Xn| = |N ∩ X+Un | − |N ∩ ∂UXn| =
|N ∩X+Wn | − |N ∩ ∂WXn|. From this and the inequalities above follows
1
|W |
−
|N ∩ ∂WXn|
|Xn|
≤
|N ∩Xn|
|Xn|
≤
1
|U |
−
|N ∩ ∂UXn|
|Xn|
,
and from the amenability of {Xn} follows the thesis. 
We are now ready to state and prove the main theorem of this paper.
Theorem 3.11 Let {Xn} be an exhaustive sequence for G that contains an
amenable subsequence. Let A = 〈Q,N , f〉 be a CA over G.
1. If A is (B, {Xn})-surjective, then it is surjective.
2. If A is (B, {Xn})-injective, then it is preinjective.
3. If A is (B, {Xn})-injective, then it is (B, {Xn})-surjective.
Proof. Let S be a f.s.o.g. for G.
To prove point 1, suppose, for the sake of contradiction, that A has a GoE
pattern p: it is not restrictive to suppose that the support of p is Dk,S for some
k > 0. Let N be a (Dk, D2k)-net. Fix q ∈ Q and define c ∈ C as
c(g) =
{
p(x−1g) if g ∈ Dk(x) for some x ∈ N ,
q otherwise .
Let c′ ∈ C. Let φ : N → G be such that, for all x ∈ N , φ(x) ∈ Dk(x) and
(FA(c
′))(φ(x)) 6= c(φ(x)): then φ(N) is a ({1G}, D3k)-net and dB,{Xn}(c, FA(c
′)) ≥
dens sup{Xn} φ(N). Let {nj} be such that {Xnj} is amenable: by Lemma 3.10,
dens sup{Xn} φ(N) ≥ dens sup{Xnj } φ(N) ≥
1
γS(3k)
,
so that dB,{Xn}(c, FA(c
′)) > 0. This is true for all c′ ∈ C, therefore A cannot
be (B, {Xn})-surjective.
To prove point 2, suppose, for the sake of contradiction, that A has two
m.e. patterns p1, p2: it is not restrictive to suppose that their common support
is Dk,S for some k > 0, and that p1(1G) 6= p2(1G). Let r ≥ 0 be such that
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N ⊆ Dr,S; put R = k+2r+1. Let N be a (DR, D2R)-net; fix q ∈ Q and define
c1, c2 ∈ C as
ci(g) =
{
pi(x
−1g) if g ∈ Dk(x) for some x ∈ N ,
q otherwise .
It is straightforward to check that FA(c1) = FA(c2). However, c1(x) 6= c2(x)
for all x ∈ N : taking {nj} so that {Xnj} is amenable and reasoning as before,
we find dB,{Xn}(c1, c2) ≥ dens inf{Xnj }N ≥ 1/γS(2R), against the hypothesis
of (B, {Xn})-injectivity.
Point 3 follows from point 2, Moore-Myhill’s theorem for amenable groups,
and (B, {Xn})-surjectivity being implied by surjectivity. 
Corollary 3.12 Let G be a group of subexponential growth, let S be a f.s.o.g.
for G, and let A be a CA over G.
1. If A is (B,S)-surjective, then it is surjective.
2. If A is (B,S)-injective, then it is preinjective.
3. If A is (B,S)-injective, then it is (B,S)-surjective.
Observe that, to prove point 3 of Theorem 3.11, we do not use the fact, im-
plied by Moore-Myhill’s theorem, that injective CA over amenable groups are
surjective. In fact, we deduce preinjectivity directly from (B, {Xn})-injectivity;
but we do not know (yet) whether this implies injectivity. At present, our
conjecture is that (B, {Xn})-injectivity is implied by preinjectivity but does
not imply injectivity. If this were true, then, for every {Xn} containing an
amenable subsequence, any CA would either be both (B, {Xn})-injective and
(B, {Xn})-surjective, or neither.
As a final remark, Theorem 1.1 follows from Theorems 3.4, 3.5 and 3.7,
Corollary 3.12, and the observation that surjectivity (injectivity) for F is equiv-
alent to (B,S)-surjectivity ((B,S)-injectivity) for A.
4 A note on the Weyl distance
Given an exhaustive sequence {Xn}, we define the Weyl (pseudo)distance
as
dW,{Xn}(c1, c2) = lim sup
n∈N
(
sup
g∈G
HXn(c
g
1, c
g
2)
|Xn|
)
. (6)
For G = Z and Xn = [−n, . . . , n], (6) defines the same quantity as in [1]. We ob-
serve that dW,{Xn} is translation invariant whatever {Xn} is, and dW,{Xn}(c1, c2) ≥
dB,{Xn}(c1, c2) for any two c1, c2 ∈ C. However, the metrical properties of dW
are usually worse than those of dB: in the aforementioned case, CB is a complete
metric space but CW is not (cf. [1]).
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We can define (W, {Xn})-surjectivity by requiring, for all c, the existence
of c′ such that dW,{Xn}(c, F (c
′)) = 0. Then, whatever {Xn} is, (W, {Xn})-
surjectivity implies (B, {Xn})-surjectivity; which implies that, in the hypotheses
of Theorem 3.11, surjectivity of CA is equivalent to (W, {Xn})-surjectivity as
well.
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