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Abstract
Kaon production in Au-Au collisions at 11.6 GeV/c per nucleon is studied as a search
for a phase transition from normal hadronic matter to the Quark-Gluon Plasma. The
QGP is an exotic form of matter in which quarks are no longer bound to colorless
states and can only be achieved in an environment of high baryon or energy density. If
the transition occurs, an increase in production of strange particles has been predicted.
Particle production in gold-gold interactions as a function of centrality is compared
to the extrapolation of p-p data. 7r+ production is found to be suppressed and kaon
production enhanced. This result can be explained by particle production proceeding
through resonances and secondary collisions. The yields and ratios versus centrality
are well described in shape by RQMD 2.3, a hadronic cascade code. This agreement
in shape implies there is no evidence of QGP formation.
The thermal model assumes thermal and relative chemical equilibrium and pre-
dicts the K-/K + should be the same throughout phase space. The K-/K + ratio
from the data is not constant, with a strong dependence in mt for target rapidities
and an overall rapidity dependence. This indicates that thermal or relative chemical
equilibrium or both is not achieved in Au-Au collisions.
Particle spectra are also examined when making simultaneous cuts on zero degree
energy, FE, and multiplicity. The width of the dN/dY's for all particles except K-,
narrows as the multiplicity rises with FE fixed but when the multiplicity is similar
and FE varies the widths are similar. This suggests particle production depends on
the total rapidity loss of all nucleons. The mt slopes remain the same when FE is
constant and multiplicity varies but the slopes do change when FE is changes. This
indicates the transverse slopes are not sensitive to the rapidity loss of the nucleons,
but only to the total number of initial N-N collisions.
Thesis Supervisor: Craig A. Ogilvie
Title: Professor of Physics



The first and last step to true wisdom is realizing how
little one truly knows.
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Chapter 1
So You Want To Study
Relativistic Heavy Ion Collisions
Why would anyone want to spend years of his or her life studying relativistic heavy
ion collisions? Beyond the little boy in all physicists who just like colliding things
and the Sir Edmund Hillary because we can argument,' these collisions expand our
knowledge of the properties of quarks and gluons and how they interact and bind
together to form the hadronic matter of the universe. In particular, these collisions
form regions of high baryon and energy densities which could lead to a transition
to an exotic form of matter called the Quark-Gluon Plasma, QGP. This matter has
been theorized to exist in the center of neutron stars and was the composition of
the entire universe when it was 1 ps old. But even if this transition does not occur,
understanding how particle production is different in extreme conditions increases
our understanding of the strong force.
1.1 The QGP
The driving motivation for pursuing relativistic heavy ion collisions is the prediction
of the transition mentioned above. Quarks are one of the fundamental building blocks
'The exact quote is 'Because it's there.', but the spirit is the same.
of matter in the universe and come in six flavors called down(d), up(u), strange(s),
charm(c), bottom(b), and top(t). Some of their properties are listed in table 1.1. In
addition to these properties, quarks also have a color charge. This is similar to electric
Flavor Mass Electric Charge
down ~ 10 MeV/c 2  -
up , 5 MeV/c 2  +2
strange , 200 MeV/c 2  -
charm - 1.5 GeV/c 2  +
bottom , 5 GeV/c 2  -
top , 175 GeV/c 2  +2
Table 1.1: Table listing some properties of the six flavor of quarks. Masses are only
known approximately since quarks are never seen as single free particles. The electric
charge is in units of the electron charge.
charge, except there are three types of color charge, normally referred to as red, blue,
and green. Each quark can be in any of the three color states. Quarks interact with
each other through the strong force, which is the interaction of two color charged
objects via the exchange of a gluon, analogous to how two electrically charge objects
interact by exchanging a photon. Like the photon the gluon is a massless object, but
while the photon has no electric charge, the gluon has a color charge, which means
gluons can interact with each other via the same mechanism as the quarks.
Also unlike the electric force, which decreases with distance, the strong force in-
creases with distance, which leads to what is known as confinement. Quarks will bind
into groups that have no net color, i.e. a red, blue, and green quark will bind together
to form a baryon the same way proton and electron combine to form a hydrogen atom
with no net charge. Quark antiparticles also exist. These antiquarks have the same
mass but opposite charge and color charge. Thus, it possible for a quark-antiquark
pair to form a colorless state. Such combinations are called mesons. Because quarks
are confined in this manner, a single free quark has never been observed in the lab-
oratory, though there is experimental evidence of quarks existing inside protons and
neutrons.
Because the up and down quark masses are so similar, which is why the proton
and neutron masses are similar, the two quarks are often viewed as the same particle
in two different quantum states. These two quarks are given a quantum characteristic
call isospin, T, which behaves exactly the same as the more familiar spin, S. The
up and down quark have T = 1/2 with the up quark having the third component of
isospin, T3 , equal to +1/2 and the down quark's T3 equal to -1/2. The strong force
is then symmetric with respect to rotations in isospin space, i.e, changing every up
quark to a down and every down to and up results in exactly the same strong force.
Antiquarks have the opposite third component of isospin as quarks.
So what happens if lot of quarks are put in a very small region and given lots
of energy? Are the quarks still confined? Well, figure 1-1 is a phase diagram for
hadronic matter based on lattice QCD and other model predictions[Kar95] [LRBH88]
Temperature (MeV)
-200
:Eary Universe
-1 r%1 ftOtn I M A% -f Aft
Hadro
protons
o pm, ~7p.
Baryon Density
Figure 1-1: Phase diagram for hadronic matter from model calculations. pn is the
baryon density of a nucleus, 0.14 fm-3 .
[SH96]. This diagram shows that if the baryon density gets large enough or the
energy density, temperature, gets high enough, a transition to the QGP is predicted
to occur. In this QGP, quarks are no longer bound to colorless states but are free
particles. Exactly when this transition occurs is somewhat unknown, especially in the
- !
region of high baryon density, where lattice QCD calculations are not yet possible, but
all the estimates give similar answers. A normal nucleus has a very low temperature,
essentially zero on this diagram and a baryon density of 0.14 fm- 3 , indicated by pn.
Also shown on the diagram is the trajectory of the early universe as it cooled and
crossed the transition at an age of about 1 ps.
One can excite nuclear matter to high baryon and energy densities by colliding
nuclei together at high energies. Now, it is not necessarily the case that the higher
the energy the more likely a transition will occur. At center of mass energies above
5 GeV, protons start becoming transparent to each other. They do interact, but
travel through each other, with very little deflection of their trajectories, leaving a
highly energetic, but low net baryon density region between them. So collisions at
very high energies will explore the phase diagram in a similar region as that of the
early universe. In order to maximize the baryon density that is achieved, the colliding
nucleons should have a center mass of mass energy, V\, around 5 GeV or a momentum
of 12 GeV/c in the lab frame of a fixed target experiment [BL88]. This is exactly the
energy range of the data presented in this thesis.
1.2 Detecting the QGP
The biggest difficulties in detecting the QGP is its lifetime and size. Even the most op-
timistic estimates have the QGP lasting about 10- 22s with a radius of about 10- 14m,
which is about a third of total interaction volume. After this, the quarks in the QGP
will hadronize, i.e. recombine into normal baryons and mesons. It is these baryons
and mesons that are then detected by experiments. Thus, in order to detect the QGP,
one must measure some feature or features in the particle spectra that would not be
there if the quarks never went through the transition.
One of the first such features or signatures to be proposed was the increase pro-
duction of strangeness, or particles with a strange quark [RM82]. Because there are
only up and down quarks in the nuclei and strangeness is conserved, any strange
particle must come about from the creation of an s-1 pair. In the hadron phase, these
strange and anti-strange quarks must be in a hadronic form which results in extra
energy required to make strangeness. In the QGP, however, the s-3 can be made
directly and so there is no extra energy required. Thus, strange particle production
will be enhanced.
Later studies [LRBH88] suggest that QGP and hadronic matter might have sim-
ilar strangeness content at full equilibrium. However, the reaction rates of hadronic
processes are slow enough compared to the total time of the collision so that the full
equilibrium value would not be reached. In the QGP, strangeness production proceeds
fast enough that it would reach its equilibrium value and so enhanced strangeness is
still a valid signal.
There is the open question whether this enhancement survives when the quarks
rehadronize. No one knows for sure, but if it does it will been seen in the measured
kaon spectra, K+(u3) and Ko(d-), and antikaon production, Ko(us) and K-(us),
which are the lightest strange particles.
Another difficulty in this field, is the lack of a solid theoretical prediction for
particle production in heavy ion interactions if only hadronic processes occur. One
can compare to p-p data, but more nucleon-nucleon, N-N, collisions are not the whole
story. Nucleons may interact a second time in the interaction region and produced
particles may experience collisions. These secondary collisions may alter production
from p-p without implying QGP formation.
Currently there are two main approaches to modeling these collisions as a collec-
tion of hadronic process. The hadronic cascade approach is a Monte Carlo of heavy
collisions by tracking each nucleon and produced particle through the collision zone,
interacting two particles if they approach close enough to each other. Known cross
sections are parameterized and additive quark model predictions are used to model
hadronic interactions that have not been measured. The second approach, the ther-
mal model, assumes that equilibrium has been achieved and the system can described
with a temperature and chemical potentials. Collective motion or flow caused by the
initial density gradients is also included in this model. Due to the uncertainties in the
input used and assumptions made by these models, their validity is still in question
and comparisons to data need to be made to test these models. Thus one does not
have a good base line to compare data to when looking for increased strangeness
production.
Instead of comparing to model predictions, one can look at trends in the data
with size of the interaction region. For Au-Au events with a large impact parameter,
peripheral collisions, just a few nucleon-nucleon collisions occur. Thus, the baryon
and energy density will not get very large and one would not expect the QGP to be
formed. But events with a small impact parameter, central collisions, would have a
better chance since there are a large number of N-N collisions leading to a higher
baryon and energy density. So comparing kaon production between peripheral and
central events is a way to determine if there is any increased strangeness production
indicating QGP formation. But even for a given centrality, there will be different
numbers of particles produced depending on exactly the exit channels of the initial
collisions and the number of secondary collisions. Thus, if QGP formation is a rare
occurrence, it may be necessary to classify events by both initial number of N-N
collisions and number of produced particles to separate the QGP events.
1.3 What's in This Thesis
This thesis is then a search for the Quark-Gluon Plasma in Au-Au collisions at 11.6
GeV/c per nucleon. Specifically, K + and K- production is studied as a function of
centrality and the results are compared to p-p data and a hadronic cascade model
prediction. The ratio is studied as a function of phase space in order to test the
assumptions of the thermal model. In addition, simultaneous cuts on both the number
of initial N-N collisions and total produced particles are made and changes in particle
production and strangeness production are examined.
Chapter 2
What We Already Know
Before proceeding to a discussion of the experiment, it is useful examine our current
understanding of relativistic heavy ion physics. This starts with understanding single
N-N collisions, so it is instructive to review p-p data. Prior to the gold beam, exten-
sive data were taken with silicon beams, so results from Si-Al reactions will also be
examined. Some basics behind the thermal model and the hadronic cascade model
will be discussed, as well as some discussion of in-medium kaon mass shift effects and
kaon absorption. But before all that, some definition of variables and terms used in
this field.
2.1 Definitions
Throughout this thesis, the typical symbols of E for energy, p for momentum, v for
velocity, t for time, and m or mo for rest mass are used. Also the usual definition of
i and 7 in special relativity are used,
= - (2.1)
7 (2.2)
with c equal to the speed of light. Typically in scattering experiments, the beam axis
is chosen as the longitudinal axis or the z axis of a spherical coordinate system, so
that 0 is the angle from the beam axis, and € is the azimuthal angle around the beam
axis. With these angle definitions then pll = p cos 0, Pt = p sin 0 and mt = tl + m2.
Another variable commonly used in this field is rapidity, Y, which is defined to be
1 E+P
Y = tanh-l(0 11) = - In E + pl (2.3)2 E - p(2
with /11 = p cos 0. The usefulness of this variable shows up in its properties under
Lorentz transformations. For these transformations, differences in rapidity are invari-
ant. Therefore, distributions plotted as a function of rapidity will not change shape
when changing rest frames, they will merely be shifted. In the lab frame of a fixed
target experiment, the target nucleus has a rapidity of zero and the center of mass
rapidity, YNN, half of the rapidity of the projectile nucleus. A momentum of 11.6
GeV/c corresponds to YNN = 1.60. With this definition of rapidity, the relations
E = mt cosh Y (2.4)
pil = mt sinh Y (2.5)
follow. Related to rapidity is the variable pseudo-rapidity, 7,
q = In cot - (2.6)2
which is equal to the rapidity when the mass of the particle is zero. This is a useful
variable when the particle's mass is not known.
Usually in scattering experiments, momentum space is divided into regions or bins.
The yield of a particular particle per inelastic collision is then measured for each bin,
i.e. 4-p. One can then integrate overall momentum space to get the average total
yield per collision,
N = dp3 . (2.7)
N is a Lorentz invariant but is not. To convert this to a rest frame independent
value, consider the four-momentum volume element, dp4 , which is an invariant. Since
the relation E2 = p2 + m2 must hold for real particles, one can eliminate one of the
variables by integrating over a delta function,
6J(E2 _p2 _ m2)dp4 = Jdp. (2.8)
2E
The delta function is Lorentz invariant because its argument is invariant, which makes
the left hand side invariant. Thus, d2 must also be invariant. Returning to equation
2.7 and multiplying by a clever form of 1, one gets,
N E d3N dp 3  (2.9)
= E dp3 E
which implies that E •dN is a Lorentz invariant. E d3N is defined as the differential
invariant yield. Changing to a cylindrical coordinate system gives
d3N daNE =E (2.10)dp 3  ptdptdqdp (2.10)
Using the equations 2.4 and 2.5 one gets the relation dpil = EdY and so
d3N d3N
E =(2.11)dp3  ptdptdqdY
Finally, making one more change of variables one obtains the form of the invariant
differential yield commonly used in this field,
d3N d3 N
E (2.12)dp3  mtdmtdqdY
In this experiment, as in all heavy ion experiments, the reaction plane angle, or the
initial angle orientation of the nuclei in the xy plane, is randomly distributed with
all angles equally likely. Thus, any particle spectra dependence in 0 is averaged over
and lost unless the reaction plane angle is measured. So what is plotted by most
experiments is the double differential invariant yield
I1 d3N d2 NI E dd = . (2.13)2-- dp3 2rmtdmtdY
It is plots of this variable that are referred to as mt spectra. If one then multiplies
the right hand side of 2.13 by 27rmt and integrates over mj, one obtains the dN/dY.
2.2 Particle Production Basics
A proton is a collection of two up quarks and one down and a neutron is one
up and two down quarks. These two particles are the lightest baryons with m ;
0.940 GeV/c 2 . When two nucleons collide with enough energy, particle production
can occur. The lightest hadronic matter are mesons with the lightest of these the
pions, m ; 0.140 GeV/c2 . Pions form an isospin triplet, T = 1 with r+(ui) having
T3 = +1, ro( (uU - dd)) having T3 = 0, and r-(dd) having T3 = -1. Since the
total T, T3 , and number of baryons are conserved by the strong force, reactions like
N + N -- N + 7r (2.14)
are not allowed, but reactions like
N + N N + N + r (2.15)
are permitted.
Experiments in ir-p scattering reveal a peak structure in the cross section when
plotted versus the center of mass energy of the initial system[Gri87]. These peaks
occur because the 7r-p system excite different resonance particle states at different
energies, with the location of the peak equal to the mass of the resonance. This
suggests that a significant portion of pion production does not happen directly in
p-p, but proceeds through these resonances. The first and largest peak occurs at an
energy of 1232 GeV/c and is the A resonance. The A has T = 3/2 and thus four
different charge states, A++(uuu), A+(uud), AO(udd), and A-(ddd). Equation 2.15
then becomes,
N + N - N + A -- N + N + (2.16)
Another such resonance is the N*, which has the same quark structure and isospin
as a nucleon, but with a larger mass. Analogous to the N* baryons, is the p meson,
which has the same quark structure and total isospin as the pion, but a higher mass.
If the energy available in N-N collisions becomes high enough, strange quarks can
be produced. Since the difference between the number of s and 3 quarks is conserved
by the strong force and is zero in the initial system, a particle with an s quark and
a particle with an S quark must be created at the same time. In addition to kaons
mentioned in chapter 1, m P 0.494 GeV/c 2 , there are also baryons with strangeness
with Ao(uds), T = 0 and m , 1116 GeV/c 2 , and E, T = 1, and m ; 1193 GeV/c 2
the lightest. The E has three charge states, but the Eo has a small decay constant,
cr = 0.0222 nm, and always decays into a A0 . Thus, most experimental measurements
of Ao production are really measurements of the sum of AO and Eo production.
Both K- and K+ are made via pair production,
N + N - N + N + K + + K- (2.17)
but because of the strange baryons, there is another production channel for K+,
N + N - N + Y + K +  (2.18)
with Y being either a A or E. This reaction channel is called associated production.
Since pair production of kaons has a higher threshold energy, there are more K+'s
and AO's than K-'s. Figure 2-1 shows the energy dependence of kaon production in
p-p data.
C. o
a
o 0.
.5 o
' OC
0
0.01
0.005
&a
S,
a
10 50 100 500 M00
s[GeVI J
Figure 2-1: The total yield of K + and K- production in p-p interactions plotted as
function of the square of the center of mass energy, s. A beam momentum of 12.0 GeV/c
corresponds to s = 24.4. The plot was taken from [F+79].
2.3 p-p data
There were an extensive amount of p-p data taken at 12.0 GeV/c incident lab mo-
mentum at the CERN proton synchotron in the 1970's. In [B+74] is an extensive
study of
p+p -- p+X (2.19)
p+p +++ X (2.20)
p+p r • +X (2.21)
p+p -- r-+X (2.22)
where X stands for anything. For the proton measurement, the dN/dY, figure 2-2, is
peaked at target and beam rapidities with a local minimum occurring at midrapidity.
This shape is described as a leading particle effect. It was also shown that the pion
and proton double differential invariant yield is well described by an exponential in
ylao
Figure 2-2: The dN/dY plotted versus Y for various particles in p-p collisions. The plot
was taken from [B+74].
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mt, figure 2-3. This mt dependence is an empirical fact and it is not completely
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Figure 2-3: The double differential invariant yield of protons and pions is plotted versus
y, a variable similar to mt. The plot was taken from [B+74].
understood why this is the case. This fact is exploited by experimentalists by fitting
data to the functional form and integrating to get the dN/dY. Ko and A production
was also measured and the same mt functionality was seen.
A more complete study of strangeness was documented in [F+79]. Again the data
were taken at the CERN proton synchotron and the experiment measured all channels
of strangeness production. While the mt dependence is not presented, the rapidity
dependence is, figure 2-4. In this plot, dn/dY is plotted for
p + p -- K + K +X (2.23)
and
p + p -K +Y+X . (2.24)
Also listed in the paper are the total cross sections for all the channels that go into
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Figure 2-4: The dN/dY for kaons is plotted
The plot was taken from [F+79].
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versus rapidity in the center of mass frame.
the two above reactions. It should be noted the cross section for pp --+ KOKOX is
assumed to be the same as pp -+ K +K-X. From, this plot it is clear the K + dN/dY
from associated production is much wider than the kaons from pair production.
With this knowledge of p-p data, comparisons can be made to Au-Au data to see
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if and how a Au-Au interaction is different from a N-N collision.
2.4 Si-A Data
Studying lighter systems, where QGP formation is unlikely, allows one to understand
what happens when changing from an isolated N-N collision to a collection of such
interactions in close proximity to each other. Figure 2-5 shows the proton dN/dY for
Si-A data at 14.6 GeV/c per nucleon taken by Experiment E802 [A+94]. The Si-Cu
Rapidity
Figure 2-5: The dN/dY for protons is plotted versus rapidity in the
was taken from [A+94].
lab frame. The plot
and Si-Au are skewed by the system no longer being symmetric and so it is difficult
to compare them directly to p-p data. The Si-Al system is symmetric and notice
that is not peaked at beam and target rapidities as was the case in p-p data. This is
strong evidence that the nucleons are experiencing more than one collision in these
reactions. In figure 2-6 from the same paper, the mt spectra for protons and charged
pions is plotted. The proton and r + spectra are well described by an exponential in
mt just like p-p data. There is some evidence the r- rise above the exponential form
at low mt.
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Figure 2-6: The proton and pion double differential invariant yield plotted versus mt -mo
for different rapidity intervals for Si-Al data. Each rapidity slice is divided by successive
factor of 10. This plot is taken from [A+94].
In figure 2-7, is the K + to ir+ ratio plotted as a function of rapidity for central
+
N
+
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Figure 2-7: The K+/lr + is plotted versus rapidity for Si-Al reactions. This plot is taken
from [A+94].
and peripheral collisions and again as reported from E802 [A+94]. The ratio clearly
rises with centrality and was first seen with much excitement. Soon, it was realized
the rise could be caused by secondary collisions so this is not clear evidence of QGP
formation. In figure 2-8, kaon production is plotted as function of the number of
participating nucleons from Experiment E859[C+95]. Both K + and K- production
rises linearly with number of participants. The ratio for Si-Al, plotted in figure 2-9,
which was generated from numbers compiled in [Mor94]. The plot seems to indicate
there is some centrality dependence in the ratio, with the most peripheral point lower
than the other three. The most peripheral point, however, is only a 2.5 a fluctuation
from the result of a constant fit to the three more central points.
2.5 The Thermal Model
One approach to describing heavy ion collisions, is to model the collection of hadrons
as a hot expanding hadronic gas. This was done in [RM82] and [LRBH88] to estimate
a0
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Figure 2-8: The K + and K- yield versus total number of participants in Si-Al collisions.
This plot is taken from [C+95].
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Figure 2-9: The K-/K+ plotted versus the total number of participants in Si-Al colli-
sions. This plot was compiled from data in [Mor94].
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the conditions necessary for the phase transition to a Quark-Gluon Plasma. A very
good review of the thermal model is given in [SH96], on which most of what follows
is based.
The thermal model starts by describing the interaction region with volume, V,
and temperature, T, and chemical potentials, ,q for the u and d quark and p, for the
strange quark. Then for hadron h,
Ph = Vqlfq + V/,s (2.25)
with v, and v, the number of light and strange quarks in the hadron. Anitquarks are
counted with a negative sign. For simplicity, the fugacity, A is introduced,
A = ef (2.26)
so that the fugacity for a proton is A' and the fugacity for a K + is AqA "1.
In heavy ion reactions, thermal equilibrium is assumed because both inelastic
and elastic collisions distribute momentum and thus help to achieve thermalization.
Chemical equilibrium may not be achieved because only inelastic collision contribute
and some channels may be inhibited by large energy threshold effects or small branch-
ing ratios. This is not so true for the light u and d quarks, but is very much the case
for the s quark. Thus, the concept of relative chemical equilibrium is introduced for
strangeness. Relative equilibrium means that relative abundance particle with the
same number of strange quarks are in chemical equilibrium, e.g. comparing K+ to
K-, but the total number of any given strange hadron is not at its equilibrium value.
To describe this mathematically, the factor y, is introduced which is between 0 and
1 and is the fraction of strangeness production achieved compared to its equilibrium
value. An effective fugacity is then defined by
9Af = f A, (2.27)
f = 7 ,A;1 (2.28)
and the fugacities for strange hadrons are correspondingly effected.
The next step in the thermal model is to calculate the partition function
Z(T, V, p/q,/y, 7s) = 1 exp(Zh(T, V,•Ih, 7h)) (2.29)
h
where the product is over all hadrons and
g OV o (E2 _ 23/2In Zh(T, V, h, h) = gV (E - dE (2.30)6r 2 mh 7h e(E-h) 1
with gh the degeneracy factor and / = 1/T. In doing the calculation, some upper
limit on the mass of hadrons to be included in the product must be chosen. The
complexity of the calculation increases as the limit is raised but a too small of a limit
will give incorrect results.
From the partition function, the number of hadron h, Nh, can be determined using
standard statistical mechanical relations. The total net strangeness is then
(s) - () = A, -In Z (2.31)
Since the total net strangeness is zero at the beginning of the collision and is conserved,
equation 2.31 must be equal to zero. This then sets a relation between T, pq, and t,
and reduces by one the number of free parameters to describe the data.
The double differential invariant yield can also be determined from Z. Specifically
the thermal model predicts
dN ghV
mtdmtdY -- mt cosh Y exp[-/(mt cosh Y - 1h)] (2.32)mtdmtdY 42"
Except for low values of mt, this equation predicts an exponential behavior with the
constant in the exponent equal to 1/T. But it is incorrect to interpret the inverse of
the fit constant at the temperature because of transverse flow. Because of the initial
gradients caused by the collision of two nuclei, particles will want to expand or flow
away from the interaction region. Typically this is modeled by adding a transverse
velocity, 3t, which is parameterized by
/3t(r) =Of (r (2.33)
with r the transverse distance and Rf the freeze out radius, the size of the system
when the last hadron-hadron collision occurs. of and a are free parameters to be
constrained by data. Because the velocity is added to each particles, the momentum
distribution for particles with different masses will be effected differently. In general,
though the effect will be to shift particle from low mt to high mt, thus raising the
temperature from the fit. The same type of idea is also applied to the longitudinal
direction so that the interaction region is an expanding cylinder.
One of the easiest ways to check the validity of the thermal model is to look at
particle ratios. From equation 2.32 the ratio of particle a to particle b in some region
of phase space is simply
N A X,a (2.34)
Nb Ab
This is not true in general because of transverse flow. But if one measures over all
of momentum space, the relation will hold because transverse flow simply changes
the distribution of particles, not their numbers. Also, if the rest mass of the two
particles are the same then transverse flow will effect each particle type equally and
keep the ratio unchanged. One further complication when comparing to data is some
particles will experience decays after freeze out, which alters the measure yield from
the thermal prediction. This is especially true for pions and so care must be taken
when dealing with ratios of these particles.
So far the thermal model does a reasonable job predicting particle ratios for
Si+Au and some of the preliminary Au-Au results [Sta96], with T ; 0.13 GeV,
pLq 0.18 GeV, and -y, : 0.71. The mt distributions lead to an average transverse
flow velocity of 0.45 while the dN/dY data are best described with an average lon-
gitudinal flow of 0.50. Comparisons of the K-I/K+ ratio between data and thermal
'The y, number is from [SH96]
model predictions will be made in the thesis.
2.6 Hadronic Cascade Model
Another approach that has proven somewhat successful is to Monte Carlo (G+95b] all
the hadron-hadron scatterings in these collisions. It starts by randomly positioning
nucleons inside a nucleus according to known nucleus density functions and giving
each nucleon the corresponding beam momentum in the center of mass frame. Fermi
momentum is added to the nucleon when it suffers it first collision, but not before
because the binding force in a nucleus is not modeled. The model then steps through
time, calculating the new positions of the nucleons for each step assuming straight
line trajectories, i.e. the nucleon do not feel forces. If two nucleons pass within o/ir
of each other, where a is the total cross section, than a collision take place, with the
location determined at the point of closest approach. The exit channel is determined
by parameterization of known branching ratios or predictions of the additive quark
model. The output particles are then tracked along with the other nucleons, allowing
for subsequent collisions of scattered or produced particles.
It has been shown [PSK92] that these cascades must include the formation of
resonances in order correctly reproduce the pion and kaon yields. If the collisions are
immediately allowed to be in their final exit channel, then the pion yield is over pre-
dicted while the kaon yield is under predicted. Since the cross section and branching
ratios for collision involving resonances as the input have never been measured, these
processes must be modeled and gives the model a level of uncertainty.
The computer code for one such cascade model, RQMD, Relativistic Quantum
Molecular Dynamics [SSG89], is generally available for physicists throughout the field
to allow them to generate a sample of events to be compared to the data. This type
of comparison is done in this thesis.
2.7 Other Kaon Effects
Obviously a particle inside a nucleus will experience forces that it would not in a
vacuum. Calculations of such forces suggest that hadrons may behave quite differently
in the middle of dense nuclear matter [Wei96]. Specifically, K + will experience a
strong repulsive force while the K- will experience a strong attractive force. These
effects can be parameterized as an effective mass shift of the kaon, with K+ mass
increasing with baryon density and the K- mass decreasing. Some calculations have
K- mass changing by a factor of 2 at 3 times normal nuclear density. It is not
precisely clear how this will effect total production of kaons, since it is the sum of the
K+ and K- mass that is important in particle production. However, since the K-
force is attractive at all densities, high mt particles will be pulled to lower mt, while
K+ will have particles pushed out to higher mt because it feels a repulsive force.
So one might see changes in the mt distribution of these particles as one changes
centrality, since the achieved baryon density changes with centrality.
Another effect on kaons moving through medium is K- absorption. The K--N
cross section is larger than K+-N because the process
K- + N A + 7r (2.35)
can occur. The reaction can proceed in both directions. The left to right direction is
preferred by energetics, but there are more A's than K- initially so there is a higher
probability for A-7r collisions occurring. Exactly how this reaction will effect the total
K- yield is not clear. If these effects were important, one might see centrality depen-
dence in the total K- yield relative to K + yield. But no centrality dependence does
not rule out that this interaction plays an important role in determining strangeness.
To see if the mean field or absorption effects play a role in kaon production in
Au-Au reactions, the K- K + ratio will be studied as a function centrality and phase
space.
Chapter 3
The Experiment
The data presented in this thesis are from Experiment E866, part of the Relativistic
Heavy Ion Physics Program at Brookhaven National Laboratory. Experiment E866 is
the continuation of Experiment E859 which is the continuation of Experiment E802,
explaining why the collaboration is called the E802 collaboration. E802 studied col-
lisions with several different beam species with the largest being silicon. E859 also
used silicon beams and focused on rare particles, such as j5, A, and 0, and K+ correla-
tions. E866 uses gold beams, an increase in A of about a factor of seven over silicon,
which gives E866 the opportunity to study nuclear matter at the highest density ever
produced in the lab. Since E866 is the continuation of previous experiments, much
of the hardware is the same, e.g. the Henry Higgins spectrometer, the Zero Degree
Calorimeter, etc., but some new hardware had to be installed to be able to deal with
the larger multiplicities produced in gold on gold collisions, e.g. the Forward Spec-
trometer, the New Multiplicity Array, etc. Below I present an overview of all the
hardware in E866 with emphasis on those pieces used in this analysis and which I
played an active in role in building or maintaining.
3.1 The Accelerator
While the only role played by the collaboration in delivering beam to the experiment
was calling Main Control and asking, "Why don't we have any beam?", I include
some basic background of the accelerator itself. Figure 3-1 shows a diagram of the
setup at BNL used to create and deliver a beam of Au 77+ ions at 11.6 GeV/c per
Figure 3-1: Diagram of the heavy ion beam setup at Brookhaven.
nucleon. The process starts at the Tandem Van de Graaff, which produces a partially
stripped beam with a kinetic energy around 6 MeV per nucleon. The beam then is
transported to the Booster via the Heavy Ion Transfer Line. In the Booster the beam
is further accelerated to approximately 1 GeV/c per nucleon and then all but two
electrons are stripped off as it is injected into the Alternating Gradient Synchotron
or AGS.
Normally, the AGS would require a fully stripped beam because of the poor vac-
uum in the ring itself. This poor vacuum leads to a significant probability for in-
teractions with the beam particles causing any remaining electrons to be stripped
from the beam particle, thus changing the charge state. This is highly undesirable
since the changed beam particle will crash into the walls of the accelerator and be
lost. However, the last two electrons in a gold atom are so tightly bound, that the
chance for ionization is negligible. The Booster does not have this problem because
it's vacuum is sufficient.
Several pulses from the Booster are fed into the AGS before the beam is accelerated
to its full energy. In 1994 this energy was, 11.67 GeV/c per nucleon, which is slightly
higher than the 1992 beam energy of 11.45, and significantly higher than the beam
energy of 1993 of 11.06. After full acceleration, the beam is extracted from the AGS
down the beam lines to the various experiments. This cycle from Tandem to Booster
to AGS to experiment is repeated about every 4 seconds, of which beam is actually
delivered to the experiments for 1 second. This cycle is referred to as a spill, with the
1 second when beam is actually delivered called on-spill, and the other three seconds,
off-spill. Due to radiation safety concerns, at most 100k particles per spill could be
delivered to the E866 experimental area.
3.2 Overview of E866
Figure 3-2 shows the layout of the experiment. The detectors can be divided into
four categories, global detectors, the Phoswich, the Henry Higgins Spectrometer, and
the Forward Spectrometer. The global detectors are designed to measure a property
of the collision as a whole, while the Phoswich and the spectrometers are designed
to measure accurately a few of the output particles. Much of the detector systems
are holdovers from Experiment E802 and E859, though some had minor upgrades.
The Forward Spectrometer is completely new for E866 and is designed to measure
particle spectra at small angles in the lab. This is especially important for measuring
protons and heavier species near mid-rapidity. There is significant overlap between
acceptance between the two spectrometers, as the Forward Spectrometer can rotate
out to 260 and Henry Higgins can rotate in to 140 . Equally important, but not shown
on the diagram is the data acquisition system, which will also be discussed below.
There are two coordinate systems that are used extensively in this thesis. The
Beam Coordinate System, bcs, is defined with the origin at the target, the z axis
pointing along the beam line, the y axis pointing vertically up, and the x axis pointing
horizontally toward Henry Higgins. The Spectrometer Coordinate System, scs, is the
bcs rotated about the y axis so that the z axis is perpendicular to the Henry Higgins
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tracking chambers. The angle setting is determined by the angle between the beam
side edge of the Henry Higgins magnetic field region and the z axis of the bcs. The
angle of rotation between the scs and bcs is 7.40 plus the angle setting. Through out
this thesis, variables in the Spectrometer Coordinate System will have the subscript
scs, while variables in the Beam Coordinate System will have no subscript.
3.3 Global Detectors
In the experiment, there is no way to control the impact parameter or the reaction
plane of the collisions. Thus, it necessary to have some measure of the quantities,
to either trigger on or to apply cuts in the analysis. This classification, along with
ensuring quality of the data, is the purpose of the global detectors.
3.3.1 Beam Counters
In many ways, the Beam Counters are the most important piece of equipment in
the entire experiment. These detectors are designed to determine when a valid beam
particle is incident on the target. In order for it to be valid, it must not only have
the right charge, but the position and trajectory must be correct. This determination
starts two meters upstream with the BTOT counter. BTOT is a 2 in high by 3 in
wide piece of 200 Mm thick quartz with a phototube attached to each end to detect
the Cerenkov light from the beam particle. Both the long edge of the quartz and the
tubes are positioned horizontally. Located 50 cm downstream of BTOT is HOLE.
HOLE is also 2 in by 3 in, but is a 0.125 in thick piece of scintillator and has a 1 cm
diameter circular hole in the middle out. A valid beam particle must pass through
BTOT and through the hole in HOLE.
In E802 and E859, there was also the BTOF counter, which was a smaller version
of BTOT. It was this counter that actually set the timing for the entire experiment.
Initially, a BTOF counter was put in. It was a thinner piece a quartz then BTOT and
slightly smaller. For some not understood reason, the pulse height from this counter
was very poor and did not give the necessary resolution. Fortunately, it was found
that BTOT gave the necessary timing resolution, so BTOF was not present in E866.
3.3.2 The Target Assembly
Although, the Target Assembly is not a detector, I include a brief description of
it because being able to change targets is crucial to cross section analysis. It is
important to take data without a target, referred to as an Empty Target Run, in
order to subtract out background in the global detectors. Since this background will
depend on beam quality which varies over the 2 months of the running period, and
the global detector performance varies with time, it is necessary to take these runs
many times during the running period. So even though the data presented here is
only from one target, being able to switch between that target and an empty target
is crucial.
Target Assembly
Beam-- 0
Target Position
Side Cross Section Front
Figure 3-3: Diagram of the E866 Target Assembly.
The design of the E866 Target Assembly has been described as six shooter, which
is obvious when looking at figure 3-3. It is a cylinder with a diameter of 30 cm
and length 40 cm whose edge sits 18 cm upstream of the target position. Inside the
assembly, which is under vacuum, there are six carbon fiber cylinders with a radius
1.5 cm, length of 33 cm, and thickness 0.024 in. On the downstream end of each
cylinder is attached a target, which is a thin circle. In the case of the empty target
Target Thickness
Position Material 49 mm
1 Au 975 0.514
2 Empty -
3 Al 260 0.978
4 Au 2930 1.545
5 Au 519 0.271
6 Ag 795 0.766
Table 3.1: Table of different targets available during the 1994 running period.
position, nothing is attached. The cylinders are arranged symmetrically inside the
chamber so that one of the cylinders is centered in the beam line, as shown in the
figure. The desired target is rotated into the beam line and is then extended to put
the target in the correct position. Table 3.1 lists the various targets available during
the 1994 running period. All the data presented here used target position 1, which
for gold nuclei at 11.6 GeV/c per nucleon has a total inelastic cross section of 6.78
barns[G+95a].
3.3.3 The New Multiplicity Array
As the name suggests, the New Multiplicity Array, NMA, is new for experiment E866.
E802 and E859 had a multiplicity array, the TMA, but the amount of cross talk and
segmentation of the device made it impractical to use for the Au beam of E866. Thus,
a new detector system was designed and built for E866.
A team of people from MIT, Brookhaven, UCR, and Maryland were responsible
for designing and building the NMA. I was part of this team and played a major role
in almost all aspects of this project. I designed the modules and the overall array
geometry and worked with mechanical engineers in designing the overall support
structure. I also designed the electronics to pulse the LED's on the modules used for
testing purposes. During the construction phase, I was in charge of a team responsible
for the assembly of all the modules and participated in the final installation of the
array into the experimental area.
The major goal in designing the array was to build a device that was sensitive only
to produced particles. In central Au-Au collisions, there are roughly an equal number
of 7r+, r-, and protons near midrapidity. Together these three particles account for
about 90% of all charged particles emerging from the collision. However almost all
of the protons come from the projectile and target nuclei and are not created in the
collision itself. Thus, one would like to detect the pions but not the protons. Since the
proton is much more massive than the pion, the proton will on average being traveling
at a slower velocity. Thus, if one designed the detector to use a process sensitive to
the velocity, or # = 1, the detector would then be less sensitive to protons. Cerenkov
radiation is just such a process.
Cerenkov radiation or light' is radiation emitted when a particle is traveling in
material at a speed greater than the speed of light in that material, or when v > v,
with
ve = C (3.1)
n
where v, is the Cerenkov threshold velocity, c is the speed of light in a vacuum, and
n is the index of refraction of the material. Particles traveling below v, emit no
Cerenkov light. The amount of light emitted is governed by equation 3.2,
dN 1\ 1dLd 27raZ 2 1 - 22 (3.2)
where N, is the number of Cerenkov photons, L the length of the material, A is the
wavelength of Cerenkov light, a is the fine structure constant,(#- 1/137), Ze is the
charge of the particle, and / is the velocity of the particle divided by the speed of light
in a vacuum. From this equation one can see that more Cerenkov light is produced at
shorter wavelengths. This is true provided the material does not absorb the shorter
wavelengths. Also, the amount light produced grows linearly with L. These two facts
are important because in general the Cerenkov signal is small, and it is not always
trivial to produce a detectable signal.
'For more detail information of Cerenkov radiation and its use in experimental physics, see [Jac75]
and [LM73]
In choosing the radiator material for the NMA, factors of machineablility, cost,
and durability had to be considered as well as the pion and proton separation. The
optimum choice of index of refraction for proton-pion separation is angle dependent
with low index of fraction, -1.1, ideal for small angles and higher values, -2.0, for
large angles. In the end, the compromise choice was to use UVT Lucite, with n = 1.5,
at all angles in the array. The UVT stands for Ultraviolet Transparent because this
type of Lucite is transparent to light in the near ultraviolet which normal Lucite is
not. This means an increase in Cerenkov signal. But even with this increase, a 5 cm
thick piece was necessary to raise the signal to the desired level. With its index of
refraction of 1.5, Lucite will be sensitive to nearly all charged pions and 95% of all
protons at 0 = 150 . At 0 = 450 , only about 50% of the protons are above threshuold,
while 97% of the charge pions are above threshold.2
To further increase the number of produced particles detected, a thin sheet of lead
is put in front of the Lucite to convert -'s to e+e- pairs. Both the e+ and e- will
radiate Cerenkov light and so a single 7 will be detected as two charged particles.
The major source of y/'s in Au-Au collisions is 7ro decay. The cr of 7ro is 25.2 nm
and decays to 27 98.8% of the time. Thus, the NMA will essentially see two y's
coming from the target for every ro0 . The thickness of the lead, 1.7 mm, was chosen
so that the probability of converting a 7 is 1/4, and the NMA will on average record
a multiplicity of 1 for every ir
The general size of the array is set by the space available around the target. The
Collimator from the Forward Spectrometer is 76 cm from the target, TRF1 is 90 cm,
while the PHOS sits only 60 cm at back angles, and 100 cm at more forward angles. It
is desirable to segment the array into modules such that each module will have at most
a few particles entering it. Now given a large enough Cerenkov signal per particle, the
modules will have some multi-hit capability, since two charged particles will produce
twice as much light. In fact, this multi-hit capability is necessary to detect gamma's.
So the segmentation does not have to be very fine. However, very large modules will
have a position dependence response which would hurt the resolution, and thus the
2 These numbers are from a study done by Mark D. Baker using a cascade model, ARC, as input.
multi-hit capability.
Figure 3-4 shows a diagram of a typical module. A phototube is attached to the
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Figure 3-4: Diagram of NMA module.
back of the Lucite to detect the Cerenkov light. Two different tubes were used. For
77 < 1.6, Hamamatsu tube R268 was used, which has a diameter of 28 mm. For
77 > 1.6, Hamamatsu Hybird Assembly H3165-01, which consists of a R647-01 tube,
a base, and magnetic shield wrapped in a heat shrink tube. These Hybird Assemblies
have a diameter of 14.3 mm. The Lucite piece is wrapped in white teflon tape to
reflect light, then black electrical tape for light tightness. A LED is put in a back
corner of each module in order to be able to test the phototube and the output
electronics.
Figure 3-5 shows the zy plane intersection with the top half of the NMA. The
size and location of each module is set by the expected occupancy in central colli-
sions, given the space constraints mentioned above. Because this is a fixed target
experiment, the particle density is much higher at smaller angles, hence the need for
the small modules and smaller phototubes. There is very little need to put modules
much farther beyond 0 = 900 because there are very few pions in that region of phase
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Figure 3-5: Cross Section View of the Top Half of the NMA.
Now obviously it is desirable for the NMA to have as large as solid angle as possible
in order to accurately measure the multiplicity. But the other detector systems in
E866 must have an unobscured view of the target. Specifically gaps in the coverage
had to be made for the Henry Higgins Spectrometer, the Forward Spectrometer, and
the PHOS. Not only must these detectors have an unobstructed view of the target,
the material of the NMA must be far enough outside the line of sight that interactions
in the NMA do not produce a significant amount of background in these detectors.
Geant studies were done during the design phase to be reasonably sure background
in other detectors was not a problem.
The geometry of the entire array is achieved by simply rotating figure 3-5 around
the beam line, taking out the module that obstruct or produce background in other
detectors. Figure 3-6 shows the entire array looking from the Forward Spectrometer
back toward the target. Since the gaps are symmetric across the xz plane so is the
space.
i
BeaIm
Ring 7r Number of 4 TOP
Number max min d4 Modules min max
1 2.8 2.4 200 6 700 1300
2 2.4 2.1 150 12 52.50 142.50
3 2.1 1.85 120 20 360 1560
4 1.85 1.6 100 26 300 1600
5 1.6 1.4 100 26 300 1600
6 1.4 1.2 100 26 200 1500
7 1.2 1.0 100 26 200 1500
8 1.0 0.8 100 28 100 1500
9 0.8 0.6 100 28 100 1500
10 0.6 0.4 100 28 100 1500
11 0.4 0.2 100 30 00 1500
12 0.2 0.0 100 30 00 1500
13 0.0 -0.2 100 30 00 1500
14 -0.2 -0.4 100 30 00 1500
Table 3.2: Table of r7 and 4 coverage for each ring of the NMA. do is 4 acceptance of
each module in the ring, the Number of Modules refer to the total number of modules in
the ring, and 4 TOP refers to minimum and maximum 4 covered in the top half in each
ring. The top and bottom half of the array are symmetric across the xz plane.
array. The shape of each module is such that it covers a rectangular region in 0, 4
space. Thus the sides defining the 0 of the module are curved and the sides defining
the € acceptance are straight though not parallel to each other. The back and front
are parallel to each other, with the back being slightly larger than the front, so that
the front face and back face cover the same solid angle. All the modules with the
same 0, or q, coverage are referred to as a ring and are numbered 1 through 14, with
ring 1 being the most forward. The advantage of such a shape is that all modules
in the same ring are the same shape. This cuts down on machining costs and also
allows for spares to be made for each ring which can be easily substituted in the
array. Table 3.2 lists the some vital statistics for each ring. It should be noted that
the Lucite pieces were machined to allow space for the layers of tape wrapped around
the Lucite, measuring about 0.050 in.
Figure 3-6:
the target.
View of the NMA from the Forward Spectrometer looking back toward
3.3.4 The Bullseye
The Bullseye detector, BE, is designed to determine if the beam particle interacted in
the target. It measures the charge of the projectile fragment using Cerenkov radiation.
As figure 3-7 shows, it consists of an octagonal light-tight enclosure with a radius of
66 cm and width of 10 cm. The enclosure is centered on the beam line and sits 1060
cm downstream of the target. On each side of the octagon is a phototube which
detects the Cerenkov light. The front face of each phototube makes an angle of 150
with the beam line. The radiator is a 300 micron thick circular piece of quartz with
a diameter of 20 cm and is located at the upstream edge of the enclosure. The inside
of the enclosure is lined with aluminized mylar to reflect the light from the radiator
to the phototubes.
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Figure 3-7: Diagram of the Bullseye.
The output of each tube is split, with one output going directly to an ADC and
the other output summed electronically with the outputs of the other tube. This
sum, called the Hardsum, is applied to a discriminator. If the signal is above the
Ph t tube
threshold, i.e. fragment with high charge, than no interaction is said to have taken
place. Given the resolution of the Hardsum of about 5%, the discriminator is set
so that approximately the most central 75% of all inelastic collisions do not fire the
discriminator. The 25% most peripheral events produce a high enough signal in the
Bullseye to be inseparable from the beam peak. It is this discriminated Hardsum
which is the online INT trigger.
3.3.5 The Hodoscope
The hodoscope, HODO, is two planes of 40 scintillators, each centered on the beam
line and located directly downstream of the Bullseye. Each scintillator, or slat, is 40
cm by 1 cm by 1 cm and has a phototube on each end. In the first plane, the slats
are vertical while they are horizontal in second plane. This detector is designed to
determine the charge centroid location of the beam fragment, which is a measurement
of the reaction plane. This detector is not used in this analysis.
3.3.6 The Zero Degree Calorimeter
The Zero Degree Calorimeter, ZCAL, measures the total energy in the phase space
region with 0 < 1.6. This energy is dominated by the projectile fragment. The ZCAL
itself is 138 layers of 0.4 cm thick scintillator alternating with 138 layers of 1.0 cm
thick iron. Each sheet is 60 cm by 60 cm and is centered on the beamline. The front
edge of the ZCAL is 11.7m from the target. There are 8 phototubes two on each side,
to readout the light from the front half of the calorimeter and 8 phototubes to read
out the back half. The ZCAL is a holdover from E802 and E859, but the scintillator
was replaced between the 1992 and 1993 data runs, because it was noticed during
E859 that the scintillator had sustained radiation damage.
3.4 The Phoswich Array
The Phoswich Array, PHOS, is an array of 100 modules covering in 0 from approxi-
mately 37.50 to 1470 . Modules located less than 0 = 900 are positioned 100 cm from
the target and cover ±10 cm above and below the xz plane, while module beyond
900 are position 60.5 cm from the target and extend approximately ±7 cm above and
below the xz plane. Each module is a typical phoswich detector, i.e. a thin piece of
fast scintillator in front, followed by a much thicker piece of slow scintillator, followed
by a single phototube to detect the light from the both scintillators. The PHOS is
designed to measure protons in the target rapidity region. The PHOS is not used in
this analysis.
3.5 The Forward Spectrometer
The Forward Spectrometer is the major upgrade in E866 over E859. The reason
for this upgrade is the Henry Higgins Spectrometer can not handle the multiplicities
at angle settings smaller then 14*. These angle settings are especially important
for measuring the midrapidity region for protons. The Forward Spectrometer has a
smaller solid angle coverage, about 5 msr, as compared to -, 24 msr for Henry Higgins.
This small solid angle means it can handle the small angle environment, but gives the
Forward Spectrometer very little acceptance for measurements requiring two particles
in the spectrometer, such as correlation studies. Forward Spectrometer data are not
presented here in this thesis, though comparisons are made to it for systematic checks.
The Forward Spectrometer is very similar to the Henry Higgins Spectrometer.
There are drift chambers, FT1-FT4, an analyzing magnet, M2, and a time of flight
wall, FTOF. In addition, there is a collimator in front which defines the acceptance of
the spectrometer and blocks background from other sources entering the spectrometer.
After the collimator there is a sweeper magnet, M1. This is a dipole magnet designed
to bend background out of the spectrometer, which in general will be low momentum
particles, that made it through the collimator. Only after M1, are there any tracking
chambers. There are also time projection chambers placed between FT1 and FT2,
TPC1, and between FT3 and FT4, TPC2. These devices give three dimensional
space information about the track and are used as the starting point for the Forward
Spectrometer tracking algorithm.
3.6 The Henry Higgins Spectrometer
The data presented here was measured by the Henry Higgins Spectrometer. This
piece of equipment is a holdover from E802[A+90] and E859[Cia94] with some minor
upgrades. The TRF's and T1 are brand new for E866 and another Y module was
added to T4.
3.6.1 The TRF's
As stated above, the TRF's are new for E866 and were built to help the spectrometer
handle the high multiplicity of Au on Au events. The TRF's are discussed in detail
in F. Wang's thesis[Wan96], and I refer you to that document for many of the details.
The TRF's are wire chambers which also record the drift time to increase the position
resolution. Wire chambers consist of a plane of equally spaced wires, called sense
wires, kept at a positive voltage. This anode plane is placed between two cathode
planes which are kept at a negative voltage. In the case of the TRF's, the cathode
plane is a tightly stretched aluminum foil. The space in between the two cathode
planes is filled with a gas that will easily ionize when a charged particle passes through
it. The electrons from this ionization will then accelerate toward the nearest anode
wire. As they accelerate, the electrons will ionize more gas particles causing an
avalanche of electrons. When these electrons reach the sense wire, they produce a
measurable signal.
Just from the wire being hit, two dimensional positional information, is obtained
with the resolution determined by the sense wire spacing. The position along the wire
is undetermined. If the time of the signal is recorded and the drift velocity known,
the distance from the wire to the particle path, or hit, can be determined. This will
Chamber Plane View Orientation Wires Spacing
1 X 00 128 2.0 mm
TRF1 2 V 300 144 2.0 mm
3 Y -900 64 2.0 mm
4 U -300 144 2.0 mm
1 X 00 160 2.4 mm
TRF2 2 V 300 192 2.4 mm
3 Y -900 96 2.4 mm
4 U -300 144 2.4 mm
Table 3.3: Table of TRF information for each plane. The orientation angle is defined so
that 00 points in the positive y., direction and -900 points in the positive x.c, direction.
still leave a left-right ambiguity, since one will not know on which side of the wire
the particle traveled. This makes the locus of points consistent with the hit as two
lines parallel to the sense wire and each the same distance from it. But by putting
several planes close together each with a different wire angle, one can get an accurate
location for the position of the track. This is what is done in the TRF's. In each
of TRF1 and TRF2 are four anode planes separated by 4 mm, each with a different
angle orientation in the x,,sysc, plane. These different angle orientations, or views,
are named for the spatial dimension the plane determines, i.e., the X view has wires
parallel to the y,,c axis. Table 3.3 list information about each plane.
3.6.2 The Drift Chambers
The drift chambers, T1-T4, are similar to the TRF's but with the addition of field
wires. These are wires placed half way in between the sense wires that help to shape
the field. They keep the drift velocity more uniform over the entire cell and make
a solid boundary between cells. The field wires greatly reduce the probability of
ionization created near the edge of a cell drifting to its neighbor, which is a problem
the TRF's must cope with. Also the drift chambers are divided into modules which
have several planes with the same orientation.
T1 was redesigned for E866. The T1 used by E802 and E859 was inefficient and
functioned poorly. T2-T4 are the same detectors as in E859, except for the addition
of a Y module to T4. The wire spacing of the new Y module is much smaller than
the one that was already there. The new one was put in the location of the old T4Y
module, and the old one was put in the front of T4. It now is sometimes referred to
as T4.5, just as the X module at the back of T3 is referred to as T3.5. A difference
in the design of T2-T4 from the other chambers is the use of wires for the cathode
planes instead foils. There are 6 cathode wires per drift cell, on which are put different
voltages. These help to shape the field and keep it uniform over as large as region as
possible. As mentioned earlier, the drift chambers have several planes, separated by 7
mm, with the same orientation. In order to diminish the confusion from the left-right
ambiguity at the track finding stage, one of the planes in a module is offset from the
other. Figure 3-8 shows how this ensures only one set of hits lining up. Table 3.4 lists
information about the planes of the four drift chambers. It should be noted that a
machining error occurred during construction of the T2UV planes. The result is that
the angles for most of the wires are significantly different than that which is listed in
the table. For further information about T2-T4 please see [Col92] and [Cia94].
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Figure 3-8: Figure showing how staggering a plane of the same view help to eliminate
left-right ambiguity during the track finding stage.
Chamber View Orientation Planes Wires Spacing(cm) Stagger(cm)
X 00 1,2 40,40 0.635 0,0.318
Y -900 3,4 20,20 0.635 0,0.318
T1 U -300 5,6 40,40 0.635 0,0.318
V 300 7,8 40,40 0.635 0,0.318
X' 00 9 40,40 0.635 0
Y' -900 10 20,20 0.635 0
X 00 1,2,3 28,27,27 1.4 0,0.7,0.7
T2 Y -900 4,5,6 13,13,14 1.4 0,0,0.7
U -300 7,8,9 28,28,28 1.4 0,0.7,0.7
V 300 10,11,12 28,28,28 1.4 0,0,0.7
U -300 1,2 36,36 1.61 0,0
T3 X 00 3,4,5 36,36,36 1.53 0,0.07,0
Y -900 6,7,8 16,16,16 1.53 0,0.07,0
V 300 9,10 36,36 1.61 0,0
X 00 11,12,13 36,36,36 1.53 0,0.07,0
Y -900 1,2,3 16,16,16 1.72 0,0.07,0
T4 U -300 4,5 44,44 1.65 0,0
X 00 6,7,8 40,40,40 1.75 0,0.07,0
Y -900 9,10,11 40,40,40 1.40 0,0.7,0.7
V 300 12,13 44,44 1.65 0,0
Table 3.4: Table of T1-T4 information for each plane. The orientation angle is defined
so that 00 points in the positive ycs direction and -900 points in the positive s,,, direction.
The stagger is the offset of the sense wires relative to the first plane in the module.
3.6.3 The Magnet
The Henry Higgins Magnet is a dipole magnet, consisting of a steel yoke, two field
clamps at both ends, two main coils and two correction coils. The field region, defined
by the opening in the yoke is 84 cm wide, 42 cm high, and 240 cm long. The field
points in the vertical direction, either up or down, and has been run as high as 10
kGauss, though it was only run as high as 4 kGauss in 1994. A field that points down
is called the A polarity and the field strength is recorded as negative number, while a
field that points up is called the B polarity and the strength is written as a positive
number. The A polarity will bend positive particles away from the beam line.
3.6.4 The Trigger Chambers
The Trigger Chambers, TR1 and TR2, were added to the Henry Higgins Spectrome-
ter for E859 as part of the LVL2 trigger which does online PID to better select rare
events. The Trigger Chambers were recycled from the BNL Multiparticle Spectrome-
ter (MPS), where they were used as drift chambers.3 The chambers were reconfigured
to be single plane wire chambers, i.e. no timing information recorded, and give x po-
sition information, i.e. wires are vertical. TR1 is 48.4 in by 31.4 in by 3.1 in and is
positioned directly behind T3. TR2 is 72.4 in by 47.4 in by 4 in and positioned after
T4. Each chamber has a sense wire separation of 0.25 in and the depth of the cell is
0.25 in.
3.6.5 The Time of Flight Wall
The Time of Flight Wall, TOF, is 160 78 cm by 1.6 cm by 1.6 cm vertical scintillator
slats positioned approximately 660 cm away from the target arranged in an arc, with
an approximate radius of curvature of 2.4 m. On the top and bottom of each slat is
a phototube. The slats are arranged in groups of 16, called panels, with the last slat
in each panel being twice as wide as the others. Because of space constraints when
packing the phototubes together, there would be gaps in the coverage of the TOF wall
3 See [EK80] and [Etk79] for design and construction details.
unless the last slight was made wider. The signal for each phototube is split into two,
with one signal being discriminated and sent into a TDC and the other is sent to a
ADC. By combining information from both tubes, it is possible to determine the time
it took for the particle to travel from the target to TOF wall as well as the y position.
The resolution achieved in E802 was 75 ps, but this number has steadily increased
over time, mainly due to the aging of the scintillator, and the number used in this
analysis is 130 ps. The y resolution is about 1.5 cm. Also, for the field setting run in
E866, panel 1, the panel farthest from the beam line, has essentially no acceptance,
and was turned off.
3.6.6 The Gas Cerenkov Complex
The Gas Cerenkov Complex, GASC, is 4 rows of 10 cells filled with Freon-12 and
equipped with a light gathering spherical mirror and phototube. The Freon is kept
at 3 atm pressure which gives the cells an index of refraction of 1.004. The top and
bottom rows have cells that are 23 cm by 28 cm by 72 cm, while the cells for the middle
two rows are 23 cm by 28 cm by 101 cm. The device is designed to measure Cerenkov
radiation to extend the r-K separation from 1.75 GeV/c, from TOF resolution, to
2.9 GeV/c, when the TOF wall is insufficient to distinguish protons from kaons and
neither will fire the GASC.
3.6.7 The Back Counter
The Back counter, BACK, sits immediately behind the GASC and is used to verify
that a track passed completely through the GASC. The BACK contains 64 vertical
streamer tubes, which are plastic containers filled with gas and have an anode wire
running down the tube. Along the outside of each tube, are electrically isolated
copper pads, which are the cathodes. There 24 pads on each tube, each measuring 6
cm by 6 cm. When a particles passes through a streamer tube, it ionizes the gas and
causes an electron avalanche. A signal is thus induced on the nearest pad, which is
readout. By projecting a found track from the TOF wall to the BACK, one can look
for a hit pad and thus verify that it did not decay or interact in the GASC.
3.7 Taking Data
There are two distinct tasks in recording data. First, the decision has to be made
when to record data and then the data actually have to be recorded. The process of
deciding when, called triggering, is achieved by correctly timing various logic signals
from various detectors and comparing those to experimenter input as to which signal
should be present to take data. Once it is determined that data should be recorded,
it is the job of the data acquisition, DAQ, to write the data to magnetic tape. The
hardware used to do the triggering is essentially the same as in E859. The data
acquisition system used in the 1994 data run, however, was new.
3.7.1 Triggering
Trigger occurs in various stages, each stage being more and more restrictive on what
events get written to tape. There are three stages in E866 called LVLO, LVL1, and
LVL2.
LVLO
The first task of the triggering system is to inform the TDC's and ADC's to start
digitizing signals. The signal that does this for most detectors is the LVLO trigger,
which is formed by a combination of signals from the Beam Counters and the Bullseye.
First, signals from the Beam Counters are combined to form the BEAM trigger,
BEAM = PRE n BTOT n HOLE (3.3)
with the overlined values referring to the negative condition. Thus, BTOT is true
if there is a signal from the BTOT counter larger than some discriminator value
and HOLE is true if there is not a signal from the HOLE counter larger than some
discriminator value. PRE is set true for 0.5 ps after a valid beam signal to help insure
no detector measures particles from two events. In addition, if a valid beam particle
occurs when PRE is true, than the previous event will be recorded as a FOLLOW.
These events are removed during the analysis.
Because only a few percent of incident beam particles interact with the thin targets
used by E866, it is desirable to have a trigger when an interaction takes place. This
trigger, called the INT trigger, is determined from the Hardsum of the Bullseye
INT = BEAM n BE . (3.4)
Since the interaction rate for beam particles is so low, yet one still needs to record
some BEAM events, the BEAM trigger is scaled down electronically on the floor, i.e.
only every nth BEAM trigger is sent as input into the LVLO logic. Thus,
LVLO = (BEAM/n U INT) n TSBUSY (3.5)
where n=200 for the 1994 data run and TSBUSY is a signal provided by the Trigger
Supervisor, described later, when it is busy processing an event.
A LVLO is not generated until about 200 ns after the beam particle passes the
target, so signals from detectors must not reach the TDC or ADC before this time.
Usually the time it takes to transport the signal from detector to digitizing electronics
is sufficient. Once a LVLO is set true and the ADC's and TDC's start digitizing,
is takes several microseconds before the electronics can be reset for the next event.
Because of this dead time it is desirable to avoid LVLO triggers that are later rejected.
But a valid LVLO does not ensure the data will be recorded. For that a LVL1 trigger
is needed.
LVL1
A LVL1 trigger is created by the Trigger Supervisor. The Trigger Supervisor is simply
a set of electronics designed to coordinate different trigger and timing signals with
the recording of data. Many detectors have electronics that can form LVL1 triggers
and are sent to the Trigger Supervisor. At run time, the user informs the Trigger
Supervisors which triggers to enable and how much to scale down each one. Once a
LVLO arrives at the Trigger Supervisor, it sets the busy signal that is used to make
sure new data are not digitized until the current data are read out and the TDC's
and ADC's reset. It then decides if there is valid LVL1 trigger is present, i.e. signal
from detector is present, trigger enabled by user and passes the scale down. It takes
about 250 ns to determine if a LVL1 is present. If it is not, a fast clear is sent to
all electronics and the busy is held true for another 2 ps until all the electronics are
reset are ready for action. If a valid LVL1 is present, the Trigger Supervisor waits
another 40 ps to see if the LVL2 trigger, see below, vetoes the event. If it does, the
fast clear is sent, and the busy held for another 2 ps. If the LVL2 trigger does not
reject the event, the Trigger Supervisor then tells the DAQ to read out the data.
It takes the DAQ about 1 ms to read out all the data from the ADC's and TDC's,
during which time the experiment is said to be dead, since another event can not be
recorded during this time. Only after the data are read out and the electronics reset,
will the busy go off and the next event can be recorded.
Both BEAM/n and INT are sent into the Trigger Supervisor and could cause a
valid LVL1, but both are typically scaled down. The other important LVL1 trigger
for this analysis is the SPEC trigger. The TOF wall electronics provides a signal if
at least one slat was hit. Similarly, the TR1 electronics provide a signal if at least
one TR1 wire was hit. The SPEC trigger is then simply,
SPEC = LVLO n TOF1 n TR1 (3.6)
The advantage of the SPEC trigger is to decrease the likely hood of recording an
event that has no tracks in the spectrometer. The INT trigger is insufficient for this,
because most interactions are very peripheral events that produce few particles.
LVL2
As mentioned above, the LVL2 trigger can reject valid LVL1 events. The LVL2 trigger
is a combination of hardware and electronics that in 40 ps can do tracking and particle
identification for most events. It then rejects or accepts the event depending on what
particle requirements the user has programmed into the trigger. The program could
be as simple as requiring one track in the spectrometer, or as restrictive as requiring
either two kaons or a p. It achieves this versatility by using programmable lookup
tables. These tables are stored CAMAC in hardware units, MLU, which are loaded
at the beginning of the run.
The LVL2 trigger 4 was built for E859 and proved highly successful in enriching
the sample of rare events written to tape by rejecting unwanted events. It reads TR1
and TR2 and stores which wires were hit. It also does a fast readout of the TOF
wall, using a system called a FERET, storing what slats were hits as well as the
times. The pedestals for the FERET's are set so that the stored times are calibrated.
These pedestal are obtained from reconstructing data taken with the LVL2 trigger
turned off. Once the data have been read into storage modules, called data stacks,
the trigger loops over all combinations of hit TOF slats and hit TR1 wires. For each
combination of TOF and TR1, the LVL2 checks a programmable lookup table for
the TR2 wire consistent with a track pointing to the target. It determines if a TR2
wire was hit within a search width, usually ±1 wire, around the projected TR2 wire.
If not, it goes on to the next TR1-TOF combination. If a TR2 hit was found, it
calls this combination a track and goes on further to check if the track satisfies the
PID requirements. This is accomplished through lookup tables by using the TR1-
TOF combination to determine momentum and pathlength and the recorded time to
determine velocity. This information is fed into a PID lookup table, which finally
determines if the particle is one desired by the user. If a particle fulfills the PID
requirements, the trigger still continues checking the other combinations because the
user may have programmed for two particles to be present in the spectrometer.
4For a comprehensive discussion of the hardware and software involved in the LVL2 trigger see
[Cia94] and [Mor94].
By default, the LVL2 trigger will accept an event. The veto signal will only become
true when all TOF-TR1 combinations have been checked and the desired particles
or particles have not been found. In the 40 Ips allotted to the LVL2 trigger, it can
completely process events with about 80 total TOF-TR1 combinations. If the LVL2
trigger does not finish fully processing the event, the event will still be recorded, Such
events are called timeout events and hurt the rejection power of the LVL2 trigger.
Another important fact about the LVL2 trigger, is that it can only veto a SPEC LVL1
trigger. Thus, if the LVL1 trigger is a BEAM or an INT, the event will be recorded,
regardless of the LVL2 decision. Also, the SPEC trigger can be enabled normally or
set on veto-override, which will cause the LVL2 decision to be ignored. This is useful
when testing the LVL2 trigger. When actually taking LVL2 data, an additional copy
of the SPEC trigger is sent to the Trigger Supervisor. This second SPEC signal is
enabled veto-override and scaledown so that it accdunts for no more than 10% of the
data taken to tape. This way, there is a sample of unbiased data with every run to
check offline the performance of the LVL2 trigger.
One major change in the operation of the LVL2 trigger from E859 to E866 is
the way PID cuts are made. In E859, the LVL2 used large mass windows to select
the desired particles. In the offline PID code, the identification is made by applying
cuts based on timing and momentum resolution in the 2-dimensional space of 1/0
versus momentum. These different methods of determining PID led to a small phase
space region in which the LVL2 trigger rejected particles but the offline could would
have accepted [Mor94]. This effect was small enough the E859 data did not need
to corrected for this effect, but it was decided to change the PID table E866. The
solution was to make the same type of PID cuts in the LVL2 trigger as in the offline
code. Since the PID is determined via a lookup table stored in a MLU, this was
simply a matter of writing new software to generate the desired table.
3.7.2 The Data Acquisition
As mentioned earlier the data acquisition system is new for E866. The first step of
the the process is the digitization of signals by ADC's and TDC's. E866 uses both
FASTBUS and CAMAC hardware to do this digitization, which takes about 150 Ps
for CAMAC modules and 500 ,ps for FASTBUS modules. After this is completed, the
data are transferred via a fiber optic link to modules in a VME crate. The transfer
process is started when the Trigger Supervisor sends a signal to a module in the VME
crate indicating a valid LVL1 trigger exists. Each CAMAC crate is connected to an
SBE in the VME crate. The SBE is a single board computer based on the Motorola
Chip 68020. Each FASTBUS crate is connect to memory unit called a FIFO in the
VME crate. All the FIFO's in turn are controlled by a single SBE. Once all the data
are in the VME modules, the SBE informs the TADPOLE, another module in the
VME crate, that there are data. The TADPOLE is single board computer bases on the
Motorola Chip 68040. The data are transferred to a memory buffer in the TADPOLE.
The TADPOLE then builds the event, which is the conversion of the raw data into the
YBOS data format used by E866. The TADPOLE also translate the event. The data
as it comes to the TADPOLE are simply channel addresses and integerized signals.
Translation reads the addresses and translates them to the corresponding wire or
phototube or cell of the corresponding detector. The data are then reformatted into
a more convenient form using this information. After translation, the data are sent
to another memory buffer, where it sits it until it can be written to a magnetic tape
using an EXABYTE device. The VME crate is connected to a SUN workstation,
which provide the user interface to the DAQ.
Ideally, as soon as the SBE's and FIFO's have read all the data from the FAST-
BUS and CAMAC crates, the electronics can be reset and the next event detected.
Operationally, the speed of the writing to tape and the translation of events caused
the memory buffers to fill. Thus, the SBE's and FIFO's had to wait for the TAD-
POLE, causing the FASTBUS and CAMAC crates to wait for the SBE's and FIFO's,
resulting in the experiment remaining dead. This meant the experiment could read
a maximum of about 180 events per spill and slightly lower than that when Henry
Higgins was at small angle settings, where events were larger.
Table 3.5: Table listing number of
angle and field setting.
recorded events satisfying trigger conditions at each
3.8 The Data
The data from the Henry Higgins Spectrometer are used in this thesis and were taken
during the Fall of 1994. Data were taken at a variety of angle of magnetic field
settings. The data were taken with three different trigger conditions, the SPEC, the
LVL2 K+-K - , and the LVL2 K- trigger. The SPEC triggered data were not biased
against any particle species and so is used for all particles in this analysis. The LVL2
triggered data are only valid for kaons, with the K- valid for both triggers and the
K+ valid for only one. Table 3.5 lists how many events were recorded at each angle
and magnetic field setting for a given trigger condition.
Angle Field SPEC K+-K- K-
14 4B 857K None None
19 4A 857K None None
19 4B 130K None None
24 2A 66K 5K 49K
24 2B 91K 9K 53K
29 2A 86K 17K 26K
29 2B 71K 18K 42K
34 2A 55K 22K 25K
34 2B 69K 11K 30K
39 2A 47K 14K 3K
39 2B 71K 10K 18K
44 2A 384K None 22K
44 2B 308K None 27K

Chapter 4
Collaboration Analysis
After data have been taken, it, of course, has to be analyzed. No matter what specific
physics goal a collaboration member may have, there are some parts of the data
analysis that are common to all. It is this common analysis that is done once, and the
output dispersed throughout the collaboration. The major task of the collaboration
analysis is the reconstruction and identification of tracks in the two spectrometers.
Since, this thesis does not use data from the Forward Spectrometer, the analysis for
it will not be discussed here. Also done at the collaboration level is the analysis of
the global detectors. Again, since the Phoswich array and Hodoscope are not used
the analysis of these two detectors will not be discussed.
The collaboration analysis is done in steps in which the entire data passes through
the analysis code. Hence, each step is called a Pass. In PassO, histograms are gen-
erated to check the quality of the data and to calibrate each detector. After the
calibration constants are determined, they are stored in a relational database, and
referenced during the later Passes. The next two Passes are combined into one step,
called Passl2. In Passl2, ADC and TDC information are converted into the ap-
propriate physical value, energy, time, distance, etc., which is the Passl part, and
tracks are reconstructed, which is the Pass2 part. The new output is written into
YBOS banks and together with the input YBOS banks, are written out and stored
on magnetic tapes. The final Pass is Pass3, in which particle identification occurs. It
also offers a chance to change or reanalyze global detector Passl2 output and fix any
minor problems with the tracking. The final NMA multiplicity analysis was done in
Pass3 for the 1994 data and I am pleased to report there were no problems with the
track reconstruction that needed correcting in Pass3.
4.1 Beam Counters
The ADC output of the Beam Counters need to be converted to a charge. This
is important because the software cuts are made on the BTOT and HOLE counter
to ensure a valid beam particle. Since BTOT is designed to measure the charge of
the beam projectile, the ADC peak value is assumed to be a charge of 79. After
determining pedestals from pedestal runs, in which a pulser provides the necessary
trigger signals, the gain of the ADC is set so that each run will have a peak at 79.
The gain of the hole counter is set so it peaks at an arbitrary but run independent
value.
4.2 NMA
This section describes the procedure used in calculating the multiplicity from 346
NMA ADC values. It starts with calibrating the ADC distributions, thereby convert-
ing the ADC value to a HIT value. The HIT value is then converted to a multiplicity
using a weight function. The weight function is determined by finding a functional
form that describes the HIT distribution. This was found to be a series of Gaussians
with increasing widths and decreasing amplitudes. This functional form is then used
to calculate the weight function and thus, the multiplicity. The analysis code used to
calibrate the ADC's and convert them to HIT values was developed by James Chang
at UCR. The software for converting HIT to a multiplicity was developed by myself.
4.2.1 ADC to HIT
The first step in calculating the multiplicity, which is done during PassO, is calibrating
each of the 346 modules. Each module will have the zero, one, and two particle peaks
at different ADC values, which must be determined in order to calibrate each module.
First, the zero particle peak, or the pedestal, is found using beam events, if there
are enough in the run, or peripheral events as determined from an approximately
calibrated ZCAL. The peak is determined by the value of the ADC histogram with
the largest number of counts. The width of the peak is determined as the width at
20% of the peak value. To find the one particle peak, first a subtraction is done. The
low point between the zero and one particle peaks is determined and an exponential is
fit between the pedestal peak and the low point. This exponential is then subtracted
from ADC histogram. This subtracted histogram is used to find the one particle peak
location, using an averaging method over several bins of the histograms. A Gaussian
fit is done around the determined peak location. This Gaussian is then subtracted
from the histogram as a first step in finding the two particle peak. The two particle
peak is found in a similar method as the one particle peak. During this peak finding
procedure, several quality checks are made. Width of pedestal and one particle peak
value larger than pedestal value are just a couple. If any of these quality checks fail,
the module is considered bad, and is not used in further analysis. The peak locations
and the module status are stored in a database for future use.
Once the peak values are determined, it is then possible to convert the ADC values
to HIT values. If the phototube of a module is completely linear with light input over
the entire range of values, then the following transformation is used
ADC - zoHIT = (4.1)X1 - X0
where x, is the ADC value for the n particle peak. Unfortunately, most of the tubes
are not completely linear and a correction term must be determined from the second
particle peak. The transformation function in this case is the following.
HIT = (2xz - zo - x 2 )ADC 2 + [(X~ - Xz) - 2(x • - 4)]ADC + zo(2z 1 (zi - X0 ) - z(O 2 - zo))
(XI - -O)(X2 O)(X2 - X1) (4.2)
No matter which of the above equations is appropriate, the HIT spectrum for each
module will have the one particle peak at 1.0 and the two particle peak at 2.0.
During the target fitting stage of Passl2, hot and dead modules for the NMA are
determined. For each ring, a histogram of the module distribution for INT events is
filled with the HIT value as the weight. Any module more the 3 sigma away from the
average for that ring is tagged as hot if it is above the average, or dead, if it is below.
Also, all modules with zero entries are considered dead. This information is written
to a file for later use. During the full passl2, if a module has a good calibration
status, is neither hot nor dead, and that HIT value is greater than zero, it is stored
in a YBOS bank as part of the passl2 output.
4.2.2 HIT to Multiplicity
To obtain the correct multiplicity on average, one would like to know the function
that transforms a HIT value to the average multiplicity producing that HIT value.
Let S(h, n) be the probability that a multiplicity of n produces a HIT value h, then
the transformation or weight function is the following.
00
Z nS(h, n)
W(h) = n=o (4.3)
E S(h,n)
n=o
S(h, n) will depend on the details of the HIT distribution and therefore so will W(h).
Thus, it is important to understand the details of the HIT distribution and how
changing the HIT distribution changes the weight function.
Assume the HIT distribution can be described by Gaussians centered at each
non-negative integer, each with the same width and amplitude. S(h, n) would then
be
S(h, n) = Ao exp (h n)20 (4.4)
with Ao being some arbitrary parameter that factors out in equation 4.3. Figure 4-1
shows the weight function for two values of a, 0.2 and 0.4. The weight function using
0.2 is compared to the weight function for the integer method of determining the
multiplicity. The integer method simply rounds the HIT value to the nearest integer.
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Figure 4-1: The plot on the left shows the mean multiplicity versus HIT value assuming
Gaussian peaks of equal amplitude and a sigma of 0.2. The dashed line is the weight
function for the integer method, a step function. The plot on the right shows the same
thing only with a sigma of 0.4. The dotted line is the weight function for the real method,
a line through the origin of slope 1.0.
The multiplicity determined this way will be referred to as the integer multiplicity.
The weight function for the 0.4 case is compared to the weight function for the real
method. The real method takes the HIT value as the multiplicity. The multiplicity
calculated this way will be referred to as the real multiplicity. The two plots of figure
4-1 suggest that if the peaks are narrow, such that there is little overlap, the integer
method is accurate. If however there is substantial overlap between the peaks, than
the real method is accurate.
From figure 4-1, the width of the peaks plays an important role in determining
which method should be used. One assumption made above which is not expected
to be true, is the constant width of the peaks. The higher multiplicity peaks should
be convolutions of the one particle distribution, thus making them wider. If the one
particle peak could be described as a Gaussian, one would expect the second particle
peak to be a Gaussian whose sigma is a factor of v12 larger. In general, the n particle
peak sigma increases by the factor Vn. Figure 4-2 uses the examples of figure 4-1,
only with increasing widths. As one might expect, the step function smoothes out
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Figure 4-2: The same plots as figure 4-1 except the width of the peaks increase by JV.
On the left, the sigma of the one particle peak is 0.2, on the right, 0.4.
for higher multiplicities. Notice also the slight increase above the real method on the
plot on the right. This due to the higher probability of the n + 1 peak contributing
to the n peak as compared to the n - 1 peak, since the n + 1 peak is wider.
The assumption of constant amplitude is also not expected to be true. The am-
plitudes of the peaks should decrease with multiplicity. Exactly how, will depend on
many things, including the event sample chosen. Figure 4-3 shows what happen to
the functions in figure 4-2 if the amplitudes decrease by a factor of 2, 5, and 10 from
one peak to the next. Notice how the mean multiplicity falls below the integer and
real method for higher multiplicities. Also notice how the fall off is greater for the
wider peak value. Thus, to determine the weight function accurately, one needs to
know the shapes and amplitudes for the various peaks of the HIT distribution.
Fitting HIT distributions to two Gaussians with means at 1.0 and 2.0, and with
freely varying sigmas and amplitudes, gives sigma values consistent with the increase
by v'n. Unfortunately, allowing more than two peaks to have widths as free param-
eters gave rise to unstable fits. Instead, the following function form was used to fit
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Figure 4-3: The examples of figure 4-2, only the amplitudes of the higher multiplicity
peaks decrease. The peak amplitudes decrease by a factor of 2 for the top curve, a factor
of 5 for the middle, and a factor of 10 for the bottom.
the data.
Ep exp - (4.5)
n=-1
The fit parameters are pn and al and m is chosen to be as large as the data permits.
For forward rings, this could be as large as 8, while for backward modules 2 is as
large as m gets. Figure 4-4 shows a HIT distribution for a ring 5 module fitted with
n = 5.
For any event, the probability of a particular particle entering a particular module
is small. The correlations between particles is also expected to be small. These two
facts suggest that a Poisson distribution describes the distribution of particles entering
a module. There are, however, two separate contributions to the module multiplicity,
charged particles and gamma rays. A charged particle above the beta threshold
entering the module will contribute a multiplicity of one. When a gamma ray enters
a module and converts, it contributes a multiplicity of 2, a e+e - pair. Thus, assuming
both processes can be described by separate poisson distributions, the probability of
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A HIT distribution for a ring 5 module fitted to the n = 5 peak. The fit
0.8 to 5.3. The fit parameters are shown on the plot.
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multiplicity n in a module is,
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with !ch being the mean number of charged particles above the beta threshold and
Pam being the mean number of gamma rays converted. By fitting the HIT distribu-
tions, and calculating the area of the n = 1 and n = 2 peaks, both B(1) and B(2)
can be determined. Knowing those two probabilities allow Pch and g,,am to be solved
for and S(h, n) to be used in equation 4.3 becomes
S(h,n) B(n) exp (h - n) 2  (4.7)
and the weight function is determined.
The exact value of the means IYch and pgam will depend on the event sample
chosen, larger means for more central events. Figure 4-5 shows the means as a function
of real multiplicity for ring 5. Each point was determined by filling a HIT distribution
for a certain range of real multiplicity, fitting the distribution to equation 4.5, and
calculating the means. So the question remains what value of 1Pch and tgam should
be used in the weight function. Figure 4-5 suggests a solution. Parameterize the
means as a function of real multiplicity. Then, for each event, first calculate the
real multiplicity, use the parameterization to determine 1Lch and 1gam. Then the
weight function and thus the weighted multiplicity can be calculated. From figure
4-5, both means are reasonably described by a line intersecting the origin, thus a
slope was the only parameter used to describe the means. Also in figure 4-5, is the
corresponding weight function for two real multiplicities. It should be noted that this
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Figure 4-5: The plot on the left shows the calculated means as a function of real
multiplicity. Each point was determined by fitting a HIT distribution for each module in
a ring for a specific range of real multiplicity and averaging. The lines are there to guide
the eye. The plot on the right is the corresponding weight functions for a real multiplicity
of 300, top curve, and 100. The behavior below a HIT value of 1.0 is incorrect because
the zero particle distribution is not included. See text.
parameterization is done on a ring by ring basis. Table 4.1 lists the value of 0l and
the slopes used to parameterize Pch and lgam for each ring of the NMA
Unfortunately, the zero peak distribution is not very well known. It is difficult
to select a sample of just zero multiplicity events. Beam events still produce ap-
proximately 10 delta rays inside the NMA acceptance and with sufficient energy to
contribute the one particle peak of a module. Also, there is a significant lower tail for
the one particle peak from charge particles near the beta threshold. Any attempt to
include an empirical formula for the zero particle peak caused problems with the fit.
What is known is that the zero particle peak is much narrower than the one particle
peak and only plays and important role in the region between the HIT values of 0.0
and 1.0. Above this region, the zero particle peak contribution is negligible. Thus,
the weight functions in figure 4-5 are wrong below a HIT value of 1.0. However, the
one particle peak width is slightly below 0.3 for all rings except the most back. Thus,
using the example of integer method as shown in figure 4-1, a step function is used
below 1.0. That is, a HIT value below 0.5 is taken to be a multiplicity of 0.0, while
NMA Ring aOl Ych slope Ach slope
1 0.29 0.00710 0.00400
2 0.29 0.00520 0.00270
3 0.29 0.00370 0.00180
4 0.29 0.00320 0.00130
5 0.27 0.00270 0.00080
6 0.27 0.00240 0.00070
7 0.28 0.00210 0.00060
8 0.28 0.00170 0.00050
9 0.29 0.00130 0.00040
10 0.29 0.00100 0.00035
11 0.30 0.00073 0.00027
12 0.31 0.00047 0.00018
13 0.33 0.00035 0.00012
14 0.36 0.00033 0.00012
Table 4.1: Table listing for each ring the width of the first particle peak and the slopes
used to parameterize !Sch and Ilgam as a function of the real multiplicity.
between 0.5 and 1.0 is taken to be 1.0. Above 1.0, the calculated weight function is
used.
There are 13 separate multiplicities recorded in the output for diagnostic purposes.
Table 4.2 lists the 14 different methods. This analysis uses method 14, the weighted
method for the NMA multiplicity. When the real method is used, a slight modification
is added. If the HIT value is below 0.5 than the multiplicity is taken to be 0.0. In
some cases, the standard non-linear calibration method is used. In the others, the
ADC values are assumed to be linear. Also sometimes only the small tubes, rings
1-4, are used, and sometimes only the large tubes are used. Some of the multiplicities
are corrected for the lost phi acceptance due to unused modules. In addition, some
of the multiplicity methods also correct for the lost phi acceptance due to the gaps
in the NMA. Also recorded are the dN for each ring and the average ring. The 4N is
corrected for the unused modules and the gaps. The average ring is the multiplicity
weighted average ring number. It is essentially the average 0 of the particles detected
by the NMA. The multiplicity method used in both cases is the weighted method.
Table 4.2: Listing of different multiplicity methods recorded.
4.3 Bullseye
The output of the Bullseye consists of 1 ADC for each of the 8 tubes and 1 ADC for
the Hardsum. The gain of each tube ADC is calibrated so that the beam peak is at
100 and the Hardsum is calibrated so that beam peak is at 800. The only unusual part
of this calibration procedure is the pedestal determination. It was discovered during
the 1994 run that the electronics was picking up a substantial 60 Hz noise signal,
which causes the pedestal for each ADC to vary. A solution was to take another
output of the Hardsum, delay it by 200 ns, and feed it into another channel of the
ADC so it was read out at the same time as the other signals. This extra ADC, would
then be a measure of the noise level 200 ns before the signal arrived. Since the noise
has a frequency of 60 Hz, this is an accurate measurement of the noise level when the
signals are being measured. The analyzed Hardsum is then the Hardsum minus this
delayed Hardsum.
Method Calibration Multiplicity Small Large Unused Gap
Number Method Method Tubes Tubes Correction Correction
1 Linear Real Yes No No No
2 Linear Real No Yes No No
3 Linear Real Yes Yes No No
4 Non-Linear Real Yes No No No
5 Non-Linear Real No Yes No No
6 Non-Linear Real Yes Yes No No
7 Non-Linear Real Yes Yes Yes No
8 Non-Linear Real Yes Yes Yes Yes
9 Non-Linear Integer Yes Yes No No
10 Non-Linear Integer Yes Yes Yes No
11 Non-Linear Integer Yes Yes Yes Yes
12 Non-Linear Weighted Yes Yes No No
13 Non-Linear Weighted Yes Yes Yes No
14 Non-Linear Weighted Yes Yes Yes Yes
4.4 ZCAL
The ZCAL analysis simply calibrates the tubes and turns the output into a total
energy measured in the ZCAL. This calibration is done in the hardware during the
run, since the ZCAL signal can be used as a LVL1 trigger. The gains are set so that
each of the 8 tubes that read out the front half of the ZCAL give the same output
for a beam particle incident on the ZCAL. The same is done for the 8 phototubes
that read out the back half. The sum of the front tubes, H1 , and the sum of the
back tubes, H2, are calibrated so that H1/H2 = 57/43. This ratio has been found to
optimize resolution. Finally, the sum of H/ and H2 is set so the total energy is 2088
GeV.
4.5 TRF's
The TDC values of the TRF's need to be converted into a distance from the wire.
The procedure used assumes the distribution of hits is uniform over the entire cell.
The time distribution is fitted to a gamma function,
d = C exp(- t- to) (4.8)dt 7
where C, to, 7, and a are fitted parameters. Given this equation and the flat distance
distribution assumption, the conversion between time, t, and distance, x, is
ft dNdtS=L o dt (4.9)
with L being the maximum drift distance. If a hit occurs in the latest 0.5% of the tail
of the drift time distribution, then it is called very late. If a hit occurs in the latest
5.0% of the tail, then it is called late, otherwise it is called normal.
After the distances are determined for each hit, a cluster analysis is done, to better
define cases when several adjacent wires are hit. This is necessary because adjacent
wires having hits does not necessarily imply a track went through each cell. Because
there are no field wires in the TRF's, it is quite possible for the ionization from a
track near the edge of one cell to drift to the adjacent cell. Also background tracks
entering at angles different from perpendicular to the chamber will go through several
cells and electronic noise contribute to the number of times adjacent wires have hits.
Exactly what the cluster analysis does to each hit depends on the cluster size, or how
many contiguous wires are hit.
If the cluster size is one, no adjacent wires hit, and is very late, than it is called a
bad hit. Otherwise, the hit remains unchanged. If the cluster size is two, than there
are three cases. If both hits are late, than the hit is put at the midpoint between the
wires. If the one of the hits is late, than the hit is recorded at the position of the
normal hit but the left-right ambiguity is resolved so that the hit is on the side toward
the late hit. If both hits are normal, than both hits are recorded. If the cluster is
larger than two, than a hit is recorded at the position of the midpoint of the cluster,
with uncertainty of half the cluster size. In addition, the wire position of each wire is
stored as hit with an uncertainty of half the wire spacing. If any hits of the cluster are
very late than the hits are labeled as bad. Unlike for 1993 data, in 1994 data, bad hits
were not used in the reconstruction. For further details on the timing calibrations of
the TRF's and the cluster analysis see [Wan96].
4.6 Drift Chambers
The drift chambers also need timing calibrations, but because there are field wires to
shape the field and divide cells, a cluster analysis is not needed. To do the timing
calibrations, data are reconstructed with nominal timing calibrations values. Tracks
are projected to each plane, thus giving the drift distance to each wire. The track also
gives the transit time from the target to the plane which is then subtracted from the
time recorded by the TDC, to get the drift time. The drift distance is then plotted
versus the drift time and fitted to a third order polynomial. When the drift times
are converted to drift distances, it is assumed that the particle travels at the speed
of light to get to the chamber. Since the reconstruction starts with the TOF wall,
as hits are gathered for each track, the time of flight from the TOF hit can used to
make a transit time correction to the drift time. This correction is insignificant for
the front chambers but can lead to a change of as much as 2 mm for slow protons at
T4.
4.7 TOF Wall
As described in the previous chapter, each TOF slat has a phototube on the top and
bottom. The TDC and ADC value for both tubes are recorded if the slat is hit. The
ADC value is a measure of the energy loss by the particle in the slat, while the TDC
value is a measure of the time it took the particle to travel from the target to the
slat. Values from both the top and bottom tubes are combined to get more accurate
measurements.
The first step in calibrating the ADC's is to determine the pedestals from pedestal
runs taken throughout the running period. The pedestals for the TOF ADC's are
very stable and only one set of numbers is needed for the entire 1994 running period.
The gains then need to be calibrated. The total energy measured by each tube is
given by
Eup = exp Lo) (4.10)
Ed = exp Lo (4.11)
CoLo
where E,, and Ed, is the energy detected by the up and down phototube respectively,
E is the energy loss by the particle in the slat, Co is a constant that gets absorbed
into the calibrations, L is the length of the slat, 78 cm, y is the y position of the hit
with y = 0 being the center of the slat, and Lo being the attenuation length of light
in scintillator. These formulas are simply the total energy loss multiplied by a factor
for the attenuation of the scintillation light as it travels to the phototube. Taking the
geometric mean of the equations 4.10 and 4.11 gives the following for E.
E = Coexp 2Lo EpEd (4.12)
The expression outside the radical is a constant and is absorbed into the the cal-
ibration constants for converting the up and down ADC's to E,, and Ed,. The
distributions are calibrated arbitrarily so that the minimum ionizing peak for fast
pions is at E = 100.
From the TDC's both the time of flight of the hit and y position are determined
and different calibration are used for each measurement. The time recorded by each
tube is given by,
T,, = TOF + Y + Ce - 0.1 (4.13)( 1- )
Tdn = TOF + - + Y Cetj - 0.1 (4.14)
with TOF being the time of flight of the particle from the target to the slat, v being
the velocity of light in the scintillator, and CsI,w being a calibration constant. The
third term in each equation is called the slewing correction and is a parameterization
of how different size pulse effect exactly when the discriminator fires. The parame-
terization does not correct for each tube separately but for the slat as a whole based
on the total energy deposited. The parameterization is such that a minimum ionizing
particle has a slewing correction of zero. By taking the average of equations 4.13 and
4.14, one obtains the following expression used to calculate the time of flight.
T= p + T dn L 1 (VT = 2 2v Ce - 0.1 (4.15)
The second term is a constant and is absorbed into a calibration constant, referred to
as the offset. The electronics also contribute to the offset and so it will be different
for each slat. Besides the offset and slewing calibration constants, the clock value,
which converts TDC channel to time, is also determined as part of the calibration
procedure. This value is a property of the electronics of the TDC and is nominally
50 ps/channel. Now the up and down tubes could have different clock values but it is
assumed that both are the same. A single clock value for the average of the up TDC
and down TDC is determined and used in calculating the time of flight. Thus,
T = Ccock ) - Cofset - Csew - 0.1 (4.16)
The y position is determined from the difference of equation 4.13 and 4.14, or
Y = (Td, - Tup) . (4.17)
Like the calibration for the time of flight, there is also an offset term in the y calibra-
tion, though in this case it is purely electronic. Also, the v/2 term is absorbed into
the constant for converting difference in TDC channel to y distance so that,
Y = C peed (TDCd, - TDC,,p) - Cyof set . (4.18)
The calibration procedure used in determining all constants requires reconstructed
and identified tracks. For the energy loss calibration, only fast pions are used with
the peak being arbitrarily placed at 100. For the time of flight, a time expected,
from the measured momentum and mass of the identified track, is compared to the
measured time of flight for all identified tracks. The constants are adjusted so that
this difference peaks at zero for all time of flight values. A similar procedure is used
for the y position calibration, where the projected y position of the track at the TOF
slat is compared to the measured y position.
One subtlety with the procedure is that improved calibrations, improve reconstruc-
tion and PID, which lead to better calibrations. Therefore, the TOF wall calibration
is done in iterative steps. First, one set of nominal values are put in place before PassO
with which all the runs are processed. From the PassO histograms, one can determine
when changes in the timing occur that require calibrating the TOF wall. For each
timing shift, several groups are reconstructed and particle identified and then put
through the calibration procedure described above. These calibrations are then used
for Passl2. The calibration procedure is repeated using the reconstructed output of
Passl2 before Pass3 is done. This time, though, the calibration is done every time the
angle or the magnetic field changed or whenever there was a significant time between
successive runs. During Pass3, 5000 events are processed and a global timing offset
applied to all slats is determined, typically less than 50 ps. The entire run is then
processed through Pass3, using that global offset.
4.8 GASC
The GASC is a Cerenkov detector with a low index of refraction and so when a
particle with # > 1/n passes through a cell, it produces Cerenkov light. Thus, the
ADC's are calibrated using the observed photoelectron peaks of the phototubes. The
ADC values are then converted to the number of photoelectrons measured.
4.9 BACK
The analyzed BACK counter output is simply the pad number and xac and y,a,
location of the hit. This location is determined from the surveyed position of the
BACK counter and technical drawings of the detector. Also, hot and dead pads are
determined from data. Hits on hot pads are not part of the analyzed output.
4.10 Track Reconstruction
Before track reconstruction can occur, and thus Passl2, the geometry of the tracking
chambers must be fine tuned. This is accomplished by starting with nominally cor-
rect values determined from surveyed chamber positions and technical drawings, and
reconstructing small subsets of the data, usually about 3 three runs for each angle
setting. From this reconstructed output distributions of track projection minus hit
position, called residuals, are made for each wire. The geometry is adjusted until
the residuals are peaked at zero. This adjustment is done for each angle setting be-
cause there are significant shifts in the spectrometer coordinate system wire positions.
Overall chamber adjustment are made first based on reconstruction of zero field data
to align the front and back chambers with each other. To make the wire by wire
adjustments, runs of each polarity are reconstructed since zero field data does not
illuminate all sections of the back chambers. For the 1993 data, T1-T4 were aligned
using the standard geometry program and the TRF1 and TRF2 were aligned with
respect to T1 and T2 using a different piece of code. For the 1994, TRF's were incor-
porated into the standard geometry program and thus T1-T4, TRF1, and TRF2 were
aligned all at once. For details on the geometry tuning procedure, see [Cia94] and
[Ste90]. The positions of each TOF wall slat is determined simply from survey and
the geometry of the detector itself. The TOF wall geometry is the same for all angles
because the resolution of position of TOF hits, is less than any seen shift between
angles.
After the geometry is fine tuned and the TOF wall calibrated, the data can be
reconstructed. The basic idea of an spectrometer is that a charged particle traveling
through a magnetic field will bend. Thus, by tracking a particle before and after a
magnetic field region and measuring the bend angle, the momentum can be deter-
mined, or more precisely the rigidity. The rigidity is the momentum of the particle
divided by the charge in units of the electron charge.
Finding the relation between bend angle and momentum starts with the Lorentz
Force equation,
F= - x B (4.19)
mc
where F is the force, q is the charge of particle, m is the rest mass, c is the speed of
light, ' is the momentum of the particle, and B is the magnetic field. If we assume
that B = (0, Bo, 0) where Bo is a constant, than the projection of the path of the
particle in the xz plane is a circle with radius,
R = (4.20)
qBo
where p.z is the projection of f on the xz plane and is a constant. To find a relation
between R and the angles of the track before and after the magnet, refer to figure
4-6. Doing some simple geometry leads to the relation
Figure 4-6: Diagram of a particle traveling through region of constant magnetic field of
length, L. The magnetic field is perpendicular to the page. All angle quantities signified
by arrows are signed quantities with angles measured in the clockwise direction being
negative.
1 _ )+ 02 D/2
sin( ) = (4.21)2 R
Substituting equation 4.21 into equation 4.20 gives
qBo D
pz = (4.22)c 2sin((01 +02)/2)
In general, 01 = IirI and 02 = 10outl. In figure 4-6, 01 = Oi, and 02 = -Oot which
leads to
qBo Dp = .. (4.23)
c 2sin((Oi, - Oout)/2)
Again using simple geometry one obtains two relations for 6
6 = l+ + 00ut (4.24)2
6 = (r + 00 t- Oin) . (4.25)
Substituting 4.24 into 4.25 one gets
0 i, + 0 out
= 2 (4.26)
Using this and the relation L = D cos(f), equation 4.23 becomes
qBo Lps = (4.27)
c 2 sin((0,, - o00 t)/2)cos((Oi, + 0,ut)/2)
Finally, using a trigonometric identify this simplifies to,
qBo L
pXz = .. (4.28)c sin(01,) - sin(o00 t)
So, once the front and back part of the track are determined, pz can be determined.
Then by using the front part of the track and the relation dy/dz = py/p, one obtains
the relation,
dy
P2 = dzp~ cos(0in) (4.29)
and the momentum vector is completely determined.
Of course, being able to determine the momentum of tracks in the particle requires
the ability to match the correct front and back segments together. Figure 4-6 also
shows a criteria that can be used to do this matching, namely,
ain + ao,t = 0 (4.30)
where ai, and aou, are signed quantities.
The reconstruction algorithm itself has evolved over time with E802, E859, and
E866. The one used in Passl2 employs independent tracking schemes for the front
and back tracking chambers. These front and back track segments are then matched
together using the criteria of equation 4.30 and the y position and slopes of the
track segments. The back tracking algorithm is called A34 and is borrowed from the
AUSCON reconstruction algorithm written by P. Rothschild for E859 [Rot94]. A34
starts by looping over TOF hits and both TR1 and TR2 hits to look for hits in the
X views of T3 and T4. Thus, A34 requires a TOF a hit and either a TR1 or TR2 to
find a track. If an X track can be formed, then the y position of the TOF hit and
the assumed target position is used to look for hits on the Y views of T3 and T4. If
enough Y hits are present, than the track is projected on to the U and V views of T3
and T4 to verify that hits are present on these views. If there are, than a back track
segment has been found.
The front tracking algorithm is called TRFCK and was developed by F. Wang
for E866 [Wan96]. Since there is no detector in front of the magnet that gives a 3
dimensional space point, like the TOF wall does in back, TRFCK treats all four views
equally. In each view, TRF1 and TRF2 hits are looped over looking for hits on the
same views of T1 and T2. If enough hits are found, then a ld track is said to have
been found. After this have been done for all views, tracks from two different views
are combined to from a candidate track and Id tracks in the other two views are
searched for around the projection of this candidate track. If tracks in both views are
present then a front track has been found. If only a ld track in one view is found,
then hits are searched for in the other view. If there are enough hits, then again, a
front track has been found.
There were some changes made to the algorithm between what was used for the
1993 data and the 1994 data. First, in forming Id tracks, one must assume that the
wire angle for that view for all planes is the same. This is not precisely true. So
instead of using some nominal value, the average angle of all wires in that view is
used as the view angle. Second, when searching for id tracks, the projection was
not correctly using the candidate front track parameters. This was fixed. The other
change has to do with how the algorithm deals with the machining error in T2U and
T2V which results from the wire angle being significantly different from the angles in
the other view. The actual search location when looking for U and V id tracks was
changed to be the position of the midpoint of the wire in T2.
Because of these changes and that TRF2 was moved behind T2, many of the cuts
used by the code had to be reoptimized. Also there was no 14 degree data in 1993
and so the performance had not been checked in such a high occupancy environment.
Many of the cut changes were slight modifications to the search widths and the number
of hits required for ld and front tracks. In order to help minimize CPU time and the
performance at 14 degree, three specific changes to the cuts were made. First, all bad
hits as tagged by the TRF analysis code were not used in reconstruction. Second,
Id tracks had to point into the magnet opening. And third, ld tracks had to pass a
target cut of plus or minus 20 cm in x and 8 cm in y. These values were set by the
requirement for reconstructing the 7r- from a A decay.
The matching algorithm, called MATCH, was also developed by F. Wang for
E866. As mentioned earlier, it uses the the requirement of equation 4.30 in the xz
plane to match tracks. For matching in the yz plane, dy/ds of the front and back
track are compared to each other. Also, the y projection of the front and back
tracks at the magnet center are compared to each other. The front and back track
must agree within some limit for all three criteria before the track is considered a
fully matched track. The limit is set by the multiple scattering expected for this
track, which depends on the momentum and mass of the particle. During Pass12 it
is assumed that all particles are protons. Then, during Pass3, when the final TOF
calibrations are in place, tracks are rematched using the correct mass for the multiple
scatter approximation. In 1993, the cut value on the match quantities at the rematch
stage was 3 times the calculated sigma from multiple scattering effects. Since these
distributions, are not Gaussians shapes, the cut value was increased to 4 times the
calculated sigma for 1994.
Unfortunately, modeling the magnetic field as described at the beginning of this
section is not completely correct and MATCH uses a more complicated model to
include the effect of fringe fields'. Figure 4-7 shows how match models the magnetic.
At the front and the back of the magnet, are areas know as fringe field region. In
these regions, the magnetic field is
B, =0 (4.31)
By = Bo ZFc(y)- ZFZ(Y) (4.32)(z - ZFz(y))
B, = y B0  (4.33)
ZFC(y) - ZFZ(Y)
where ZFZ(y) is the z value of the boundary between the fringe field region and the
zero field region and ZFC(Y) is the z value of the boundary between the fringe field
and the constant field region. Both are functions of y.
There are several consequences to track matching and momentum determination.
First, equation 4.30 is not true over the entire magnetic field region, just the con-
stant region. So the algorithm projects the front and back track segment to where
they enter the constant field region in calculating ai, and ao,,t. Second, p, is not a
constant through the fringe fields, which effects both the matching and momentum
determination. If one assumes, that y tan 0 is a constant over the fringe field, then
(p - Boytan, (4.34)
C
A(py)out = qBoyout tan U,,t (4.35)C
'For more details on how match models the magnet and derivations of the formulas below, see
[Wan96].
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Figure 4-7: Diagrams showing how the magnetic field is modeled in MATCH. In the
fringe field region, By is assumed to change linearly with z so that the magnetic field is
continuous at the boundaries.
where 0 and y are calculated at the boundary between the fringe field and zero field
region. Since p is a constant, regardless of the field, py changing implies that p,,z also
changes. Also, the change in p, will be effected by Bz being non-zero. In addition, the
shape of the field means the pathlength spent inside the magnetic field will depend
on y. All three of these effects require that equation 4.28 be modified to
_ BoLo AL ALH ALv (4.36)
Pxz = - 1+ + sin Oot (4.36)
sin 1, - sin 0,,t Lo Lo Lo
where Lo in an effective length, 1.46 m, AL is a correction for the y dependence of
the pathlength in the field, ALH is the correction for the effect of B, on pr, and ALv
is the correction for the change in py changing p,z. Specifically,
dy dy
ALH = (Y( )out - ( )in (4.37)
dy
ALv = d- [(y tan 0),,t - (y tan );,,] (4.38)
These subtle effects in momentum determination will show up later when calculating
the cross sections.
4.11 Particle Identification
The particle identification algorithm used for the 1994 data, PICD, was developed
for E859 and I refer you to [Cia94] for many of the details of the algorithm. PICD
makes two dimensional cuts in 1// versus momentum space based on the momentum
resolution of the spectrometer and the timing resolution of the TOF wall. It calculates
A(1//) = 1/3ezp - 1//3obs (4.39)
where
1/fe = p1 + (4.40)
c1/1obs = -t (4.41)L
with m the true mass of the particle, L the pathlength of the track from target to
TOF slat, and t the time of flight of the particle. If JA(1/P)I is less than 3 times
aa(1/#) then the particle is identified. Now,
(, = c) 2 + (-M2 ,P-'(4.42)Ja(1/p)c( ) pE p(.
where E is the energy of the particle and at is the timing resolution of the TOF wall,
130 ps. This formula ignores any error in the path length, which is estimated to be
less than a 0.1% effect. For the momentum resolution, PICD use the parameterization
= (C,8 (B)p)2 +(Cm(B) (4.43)
where C,,(B) accounts for uncertainty in the momentum due the spatial resolution of
the spectrometer, Cm,(B) accounts for uncertainty of the momentum due to multiple
scattering, and B is the magnetic field strength. F. Wang found by fitting Monte
Carlo simulations and data that
0.006
Csp(B) = B
0.036Cm,(B) = B
(4.44)
(4.45)
with B measured in kGauss. Figure 4-8 shows the regions of phase space covered by
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Figure 4-8: Diagram of regions in 1/09 versus p for identified particles. The kaon band
extends off the plot down to a momentum of 0.3 GeV/c and the protons down to 0.4
GeV/c.
different particle species in the PICD algorithm. For any momentum range in which
there is some overlap in bands for different particles, then the particles that overlap
are not identified, except for the region where electrons and pions overlap. In this
region, electrons are not identified and all particles that satisfy both the pion cuts
are identified as pions. Figure 4-9 shows the values of 1/f versus momentum of good
status tracks, which is the input to the PICD algorithm.
1.14
1.12
1.1
1.08
1.06
1.04
1.02
1
0 .9 8 ' l l 31l I I
momentum(GeV/c)
Figure 4-9: Plot of good status tracks which are input to PICD in 1/f versus p space.
For pions and electrons between 0.51 GeV/c and 1.3 GeV/c and pions and kaons
above 1.744 GeV/c, in which the bands overlap, it is theoretically possible to distin-
guish the particles using the GASC and BACK counter. In this momentum range,
one of the particle is above the 0 threshold for the GASC, while the other is not. In
practice, there is concern that the segmentation of the GASC is insufficient for the
high occupancy environment of Au-Au collisions, especially at 14 degrees. Unfortu-
nately, at low angle setting is where the GASC is needed most to extend phase space
coverage. Therefore, it was decided that in Pass3 the GASC and BACK would not
be used in the PID decision. However, the GASC and BACK counter information for
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the track was stored.
For the GASC, this information is the number of photoelectrons produced in the
GASC. This is determined by, projecting the track to the front, middle, and back
of the complex. The number of photoelectrons are summed for all cells that a track
passes through. In addition, if a track passes within 5 mm of the edge of a cell, then
the number of photoelectrons for the adjacent cell is also added. This sum is recorded
with the track. For the BACK, the track is projected to the detector and hits are
search for. If the center of at least one hit pad is within 10.9 cm in x and 9.4 cm in
y of the projected track location, the track is said to be verified on the back counter.
More about the GASC and particle identification will be discussed later.
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Chapter 5
Tracking Efficiency
Critical to obtaining correct invariant yields and cross sections is knowledge of the
efficiency for detecting particles in the spectrometer. There are several reasons why
particles are not detected, and I have divided them into two areas, single track effects
and high occupancy effects. The exact contribution of each to the total inefficiency
will in general depend on the algorithm that is used and how it is optimized. The
general philosophy that guided E866 was to keep the number of ghosts, or fake tracks,
down to minimum and to throw away tracks if the momentum is highly uncertain.
This philosophy will, in general, raise the inefficiency, but it is easier to correct for
tracks lost, than for fake tracks or tracks with the wrong momentum. All the Monte
Carlo results are based on techniques developed by F. Q. Wang for the 1993 data
runs[Wan96]. Since TRF2 was moved behind T2, forcing many of the cuts in TRFCK
to be changed, improvements made to the TRFCK algorithm itself, and the rematch
cuts widen, it was necessary to redo much of his work. The procedures followed
are the same, however. The insertion technique, discussed in detail later, is a new
way of trying to understand the inefficiency in high occupancy environments. The
advantage of this technique over the E866 Monte Carlo is a more accurate treatment
of background hits.
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5.1 Single Track Effects
Single track effects are inefficiencies associated with the track itself and would be
still be present if all the data were background-free-one-track events. I have further
divided single track effects into three areas, detector effects and multiple scattering,
hadronic interactions, and decays.
5.1.1 Detector Effects and Multiple Scattering
By detector effects, I mean detector inefficiencies that cause the loss of hits and reso-
lution effects that cause hits to be outside search windows in the tracking algorithm.
The TOF wall, the back wire chambers (TR1 and TR2), the front wire chambers
(TRF1 and TRF2), and the drift chambers (T1-T4), are all important to tracking
and contribute differently to the total inefficiency.
The A34 algorithm starts by looping over TOF hits, and thus each track requires
a TOF hit. This stringent requirement is reasonable because of the high efficiency of
the TOF wall and the inability to identify a track without a TOF hit. Each TOF wall
slat is essentially 100% efficient[Sar89], but there is a small chance for a particle to
travel between two slats, which causes the TOF wall as a whole to be ,-99% efficient.
The resolution on the y position of the TOF hit is also important because the search
window for y hits behind the magnet is determined by the y position of the TOF hit.
The window is large, so the loss is small but not exactly zero.
A hit on TR1 or TR2 is required for each track. From determining how often
a good status track in the TR1 acceptance has a hit in one chamber but not the
other, the detector efficiency can be determined. It is relatively constant across each
chamber at about 97% . Since only one of the two is required, the total loss of tracks
due to TR1 and TR2 inefficiency is less than 0.1%. Since drift time is not used for
TR1 or TR2 hits, resolution is not a factor for these hits.
The front part of the tracking algorithm, TRFCK, starts by looping over TRF
hits, one view a time. Though not all views are required, in the end, 7 of the 8
possible TRF hits are required for a front track. The inefficiency of a single plane
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of the TRF's is less than 2%[Wan96], making the total loss due to missing TRF hits
less than 1%. Even though these are wire chambers, timing information of the hits
are still used to more precisely determine the hit location. Typical resolution of 250
microns are achieved and most search windows are set to 3-4 times that resolution.
The requirement on the number of drift chamber hits is not very straight forward.
Each view does not have the same number of planes and the requirements differ for
the front and back algorithms. The result is that several drift chamber hits have to be
lost before a track is lost. Since the efficiency of the drift chambers is about 99%, this
means the loss of tracks due to missing drift chamber hits is less than 1%. Similarly
to the TRF's, the resolution of hits on T1-T4 is 250 microns and the search windows
are set to 3-4 times that.
In addition to chamber resolutions causing hits not to line up perfectly, multiple
scattering also contributes. In fact, many of the search widths in the tracking algo-
rithm, especially at the match stage, were set with multiple scattering in mind. For
details on how multiple scattering effects reconstruction, see F. Wang's thesis[Wan96).
To study the combined effects of all of these, a Monte Carlo study was done using
GEANT and the standard E866 Monte Carlo. Events with one proton, or one pion,
or one kaon were processed through the Monte Carlo with hadronic interactions and
decays turned off but with multiple scattering processes turned on. The sampled
momentum and angular distributions were flat. This Monte Carlo was run for two
different field strengths for Henry Higgins, 2 and 4 kG. After running the Monte Carlo,
the events were processed through the same reconstruction and particle identification
code as real data. Comparisons were then made between the input to the Monte
Carlo and the output of the analysis code and the results are shown in figure 5-1.
This study combines F. Wang's one track intrinsic efficiency term with his multiple
scattering term. Since, the one track intrinsic term is a constant independent of
momentum and particle type(Wan96], this is not a substantial change. What is a
substantial change, is the difference between a 2 and 4 kG field. The low momentum
loss is greater for the higher field setting. The parameterization F. Wang used was
insufficient in describing the results for 4 kG data. The functional form used to fit
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Efficiency Due to Multiple Scattering
PIONS Momentum (GeV/c)
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
KAONS Momentum (GeV/c)
0.5 1.5
PROTONS
Figure 5-1: Plots of the efficiency due to multiple scattering versus momentum for
pions, kaons, and protons with the field setting at 2 and 4kg. The lines are the fits to
equation 5.1 or 5.2.
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Table 5.1: Table of fit parameters for
of equations 5.1 and 5.2.
plots in figure 5-1 using functional forms
the curves in figure 5-1 is
EMs(PID, 2kG)
EMs(PID, 4kG)
= Ao 1 _ 12
=Ao( 1 A 1 - A2exp
where EMS is the efficiency for reconstructing and identifying a track, Ao, A1, A 2 ,
and A 3 are fit parameters, i is the velocity of the particle divided by the speed of
light, and p is the momentum of the particle in GeV/c. The actual numbers of the
fit are listed in table 5.1.
5.1.2 Hadronic Interactions
As a particle travels through the spectrometer, there is a finite possibility that it
will have an inelastic collision and not be detected. In addition to the material of
the spectrometer itself, hadronic interactions can also occur in the target. Since, the
material of the spectrometer did not change between the 1993 and 1994 data runs,
the correction calculated by F. Wang should be accurate for 1994. Thus, I simply
quote his result below,
Ihadr = [ + ttarg ] I(PID)3.2cos(Oa-i,) I ) a D ) (5.3)
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PID Field Ao A1  A2  A 3
pion 2 kG 0.9802 0.0117 0.0 0.0
kaon 2 kG 0.9738 0.0081 0.0 0.0
proton 2 kG 0.9747 0.0086 0.0 0.0
pion 4 kG 0.9959 0.0042 0.150 0.931
kaon 4 kG 0.9859 0.0091 0.106 1.07
proton 4 kG 0.9765 0.0102 0.085 1.90
(5.1)
(5.2)
with Ihad, the inefficiency due to hadronic interactions, ttar, the target thickness in
g/cm2 , Oa.i, the angle between the spectrometer and axis and the beam line, and
Ihadr(PID) the inefficiency due to hadronic interactions in the spectrometer and
depends on the particle type. Listed below is the value of 'e for the four particle
types of interest in this analysis,
Iha(ir) = 1.8% (5.4)
'Ihd(prot) = 2.9% (5.5)
Iad,(K +) = 1.1% (5.6)
0.018%
I (K - ) = 2.2% + (5.7)
p5
where p is the momentum of the particle in GeV/c.
5.1.3 Decays
For pions and kaons, there is a substantial probability they will decay before reaching
the time of flight wall. If the probability of reconstructing and identifying a decayed
particle is zero, the correction is rather straight forward,
CPUr = exp (5.8)(smdecay 
(-
where s is the path length, m the mass, p is the momentum, and cr is the decay
constant of the particle. Unfortunately for pions that decay behind the magnet and
kaons that decay behind T4, there is a finite possibility to reconstruct and correctly
identify the particle. F. Wang has an extensive discussion of the appropriate decay
correction for pions and kaons in his thesis and I again refer the reader to that doc-
ument for details. Figure 5-2 shows the probability for reconstructing and correctly
identify pions and kaons that decay before they reach the TOF wall. These plots
were made from a Monte Carlo study using the E866 GEANT. Events with one pion
or kaon where thrown and all physics processes were turned on. The complete decay
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correction is then,
Cdec,,y(PID) =
pure
decay
1 + Precon(PID, p) exp (z -(PID) p d
where Pr,con(PID, p) is the probability for reconstructing and identifying a particle
that decays after z(PID), zTOF is z position of the TOF slat, and ( )back is the L
for the back part of the track. Tracks that decay with a z less than z(PID) are not
reconstructed and identified. For pions that value is 400cm, while for kaons the value
is 480cm. I have used a different functional form than F. Wang for Precon(PID, p),
Probability of Reconstructing a Decayed Particle
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Figure 5-2: Plots of the efficiency for reconstructing and correctly identifying pions
that decay behind the magnet and kaons that decay after T4.
plotted in figure 5-2, namely a linear fit which I list below,
Precon (7r)
Precon(K)
= 0.0621 + 0.387p
= -0.00515 + 0.080 2p
(5.10)
(5.11)
with p being the momentum in GeV/c.
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5.2 High Occupancy Effects
Adding more and more hits to an event makes it harder and harder for any tracking
algorithm to find the correct tracks. A single drift chamber hit will cause two dead
regions with an average width of 2 mm. That number is based on a typical pulse
width of 40 ns and drift velocity of 50 /m/ns. Two regions are dead because of the left
right ambiguity of the drift chambers. Since the leading edge of the pulse determines
the position of the hit and the dead region is larger than typical search windows for
hits, -1 mm, hits from tracks can be lost and not available to the tracking algorithm.
This process is known as hit blocking. Even if hits are not lost, but there are a lot of
hits close to the track, it is then possible for the tracking algorithm to choose incorrect
hits when reconstructing the track. This may then cause the track to be lost when
trying to match the front and back track segments. These extra hits can come from
background or from other tracks. If another track is close, than hit blocking is likely
to occur on many planes in several different views, which magnifies the possibility
of losing a track. From HBT studies, we know that there is a significant drop in
efficiency for tracks spatially near each other.
As well as hit blocking on the tracking chambers, hit blocking on TOF wall is also
an issue. While the x position of the TOF hit is simply determined by the geometry
of the slat, the y position is determined by the difference in time of the signals from
the top and bottom phototube. Thus, another hit on the same slat will not effect the
x position, but could drastically change the y hit position, especially if the two hits
are far away in y. The time of flight and energy loss will also be affected, which could
cause the track not be identified correctly.
In the past, Monte Carlo studies and Hand Scans have been done to try and study
this effect of hit blocking. A Hand Scan is the process of an individual looking at a
graphical display of hits for an event and to the best of his ability determining what
tracks should have been found. The draw back of the Monte Carlo studies is that
the background is not accurately represented. The draw back of a Hand Scan is it
is tedious and time consuming which limits the statistics of such a study to several
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hundred events. To get around these short comings, another method is introduced
in this analysis, the insertion technique. In this method, a relatively clean event, the
inserted event is merged into another event, the original event. The merged event is
reconstructed and the result compared to what was found for each event separately.
This method has a more accurate inclusion of the background and also allows for
large statistics to study how hit blocking in different detectors contributes to the loss
of tracking efficiency. Of course, this method will be limited by how accurately the
hit blocking process can be modeled in each detector.
5.2.1 Merging Events
The TOF wall, TR1 and TR2, T1-T4, and the TRF's all need to have hits merged
for reconstruction of the merged event to be meaningful. Except for TR1 and TR2
hits, for which calibrations are not necessary, calibrated data banks as opposed to raw
data banks are merged. This allows for simple merging of events from different runs
without worrying about the run dependence of the calibrations. The real complication
in the merging is handling the situation when the same wire or slat has hits in both the
original and inserted events. Each detector system handles it differently depending
on the physics of the detector. Figure 5-3 summarizes the logic used by all detectors
when merging data.
The TOF Wall
A TOF wall hit gives a x position, a energy loss, that is also used in the slewing
correction for the time of flight, a time of flight, and a y position. The x position
is just the center of the slat, so that no matter how many hits are on the slat, the
x position is the same. The other three quantities are determined by combining
information from the up and down phototubes for each slat. Figure 5-4 summarizes
the logic used when combining data for a slat hit in both the inserted and original
event. Unfortunately, calibrated output of each tube is not recorded as output of
the analysis, only the physics variables mentioned above. Thus, it is necessary to
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Figure 5-3: A flow diagram of the basic logic when merging data from two
different events. If a wire or slat is hit in only the inserted or original event, than
the data are simply copied to the merged event. If the wire or slat is hit in both
events the data need to combined, which will be done differently for each detector.
See text.
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calculate the effect of two hits on the same slat in terms of the physics variables for
the original and inserted event.
The detected energy in each phototube and the measured energy loss of a particle
passing through a slat are given by equations in chapter 3 and are repeated here for
reference.
AE - yEup = Co exp Lo (5.12)
AE +y
Edan exp( L ) (5.13)
( L oE,
E = Coexp 2L( ) E Edn (5.14)
Now if two particles enter a slat, it is assumed in the insertion technique that the
total energy in each tube is simply the sum of the contribution from each particle.
Using this assumption the equations 5.12 and 5.13 become
E = exp - L + exp - Yo,.g (5.15)
E , = exp L _+ exp L (5.16)
Co Lo Co Lo
with the indices for AE and y referring to the inserted and the original event. Sub-
stituting equations 5.15 and 5.16 into equation 5.14 gives
Emrg = E,, + E2 + 2E;,Eor9 cosh (Yn - yor) . (5.17)
Unfortunately, the value of Lo is not determined as part of the standard calibration
procedure. It can be determined by dividing E,, by Ed,, and plotting the result
versus the projected y position of tracks. A typical result is about 70 cm. However,
the distribution of y is flat over the entire length of the slat, so that the distribution
of yl - Y2 is a triangle with length L and apex at 0. Assuming 70 cm for Lo, then
the average value of the cosh term is 1.08, the minimum value 1.0, and the maximum
is 1.6. Since the slat by slat and run by run dependence of Lo is not well known,
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the insertion technique approximates the the cosh term by 1.08. Assuming that both
E1 and E2 are 100, then the maximum error on Emrg made by this approximation is
'-15%.
Time recorded for each tube and the measured time of flight and y position can
be expressed by equations given in chapter 3. Again, I repeat them here for reference.
T,P = TOF + Y + C3•w - 0.1 (5.18)
Td, = TOF + 2 + Ca•e, -0.1 (5.19)
T-Tl+eTawkLv 1
T = Td Csiew - 0.1 (5.20)
Y = V (Tdn - Tup) . (5.21)
When two particles hit a slat, it becomes a race as to which pulse will fire the dis-
criminator for each tube first, since only the first time is measured by the TDC. If
light from a particle reaches both tubes first, than the time recorded by each will be
as if particle 2 did not hit the slat. However, when calculating T, the wrong E will
be used, given by equation 5.17 instead of El. Thus, T as calculated from the raw
data will be
Tm =Ti - Cs.ew( - ./ (5.22)
In the case when the particle 1 fires the up tube first, but particle 2 fires down tube
first, equation 5.22 generalizes to
Tr + T2  Y 1+ Calew 1 1 1 1
T 2 2v 2-CU, + .F (5.23)
For the y position, if light from one particle reaches both tubes first, then the y
position is the same as if only that particle hit the slat. Now, if particle 1 fires the
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up tube first and particle 2 fires the down tube first, then equation 5.21 becomes
Yy + Y2  1 1(5.2)Ymrg +- T2 -TI + sitew 5.24)
The parameter v is not determined directly by the calibration procedure but it directly
related to two of them by
PSPEED
v = 2 (5.25)TUCLCK
where PSPEED is the calibration constant converting TDC channel to y position
and TUCLCK is the calibration constant converting TDC channel to time.
TR1 and TR2
Hits on TR1 and TR2 are the easiest of the four detector systems to combine events.
The wires in TR1 and TR2 are either hit, or they are not hit. No timing information
is used, so combining events for these two chambers is a simple logical OR.
The Drift Chambers
The drift chambers, T1-T4 are little more complicated than TR1 and TR2, since
the drift time to the wire is also used to more accurately determine position. As
described earlier, the width of a drift chamber pulse is less than the drift distance of
a cell. Hence, if two hits on the same wire are far enough apart then it is possible for
both hits to survive unaltered. To approximate the behavior in the drift chambers,
the insertion technique first finds which hit has the earlier leading edge. It then checks
to see if the falling edge of the earlier pulse is before the leading edge of the later
pulse. If it is before, then both hits are recorded in the merged event unaltered from
the original events. But if the falling edge is later, then only one pulse is recorded in
the merged event with a width determined by the earlier leading edge and the later
trailing edge. Figure 5-5 summarizes the logic used when a wire is hit in both the
inserted and original event.
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=Equation 5.23
= Equation 5.24
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Figure 5-4: Flow diagram for combining when data on TOF slat when slat is hit
in both the original and inserted event.
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Figure 5-5: Flow Diagram for combining drift chamber data when the wire is hit
in both the inserted and original event. L is the leading time for the hit, T is the
trailing time for the hit and the indices refer to the inserted, original, and merged
data. For the box labeled Two Hits, both hits are copied unchanged to the merged
event.
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The TRF's
Like the drift chambers, the TRF's also use the drift time to more accurately deter-
mine the distance. The TRF electronics however sets the width of all pulses to 80
ns, which corresponds to a distance of -4 mm. The drift distance is -2 mm, so that
it is impossible to have two hits on the same wire. In the insertion technique, when
a wire has hits in both events, only the hit closest to the wire survives in the merged
event.
Original and Inserted Event Information
Obviously, it is highly desirable to have the tracking result for the original and inserted
event in the merged data file. This allows for easy comparison between what was found
before and after the merging. Table 5.2 list all the the different tracking YBOS banks
that are copied from the original and inserted event to the merged event. In order to
distinguish the three versions of each tracking bank, a previously unused bit of the
tracking method word is set for the original and inserted banks. This is also listed in
table 5.2.
Bit Set in Method Word
YBOS Bank Tracking Method Original Inserted
TRED AUFCK 26 25
TRVD AUFCK 26 25
TRVD TRFCK 26 25
TRVD A34 26 25
TRVC AUFCK 14 13
TRVC TRFCK 14 13
TRVC A34 14 13
Table 5.2: List of all tracking YBOS banks copied from original and
inserted events to the merged event. Also listed is the bit set in the track-
ing method word in order to distinguish banks. The number of the bit is
determined starting from 1, not 0.
Since the merging is done on calibrated data banks, reading the raw data banks
allows one to obtain information for the original event. This is convenient in making
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inefficiency plots as a function of detector hits. Table 5.3 list for each detector system
the bank in which merging takes place and the raw data bank. Notice that the original
information of TR1 and TR2 is lost since the hit information only exists in the raw
data banks.
Detector Bank Merged Raw Data Bank
TOF TFAD TOF
TR1,TR2 LVL2 LVL2
T1,T2,T3,T4 TRAD T1,T2,T3,T4
TRF1,TRF2 TWAD TRF
Table 5.3: List of merged banks and corresponding raw data banks.
5.2.2 Selecting Clean Events
Selecting cleans events to be inserted is the first step of the insertion process. Care
must be taken in this selection. One must not make cuts that select on the quality
of the track, for instance, the chi-squared or the number of hits associated with the
track. Cuts like these will select tracks harder or easier to lose due to hit blocking, and
will skew the results. One must also select clean enough tracks so that background
is not over counted. Naively, one would conclude that the insertion method double
counts the background. This is not true. One starts with found tracks, thus the
background around these tracks can not be so great as to cause the loss of the track.
This still allows for the over counting of the background, since the background in the
clean event can cause a degradation in the quality of the track, making it easier for
the track to be lost in the merged event.
The first cut made in the selection process is for events with only 1 matched track
of any kind. There are three types of matched tracks, good status tracks, tracks that
fail the target cut, and tracks that share either a front or back track with another
good status track. Second, that one matched track must be a good status track.
Third, that one good status track must also be in the TR1 acceptance. It is possible
for a track to be reconstructed and point outside the TR1 chamber, since a TR1 hit
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is not a requirement. Such tracks are not included in the data analysis presented
in this thesis, because the efficiency drops for such tracks in a complicated manner,
especially for tracks that point to the aluminum frame of TR1.
Next, the track is projected to each drift chamber plane and the number of hits
around the track in that plane is determined. The search window is ±5 mm, set by
typical search windows in the tracking algorithm, -1 mm plus 2 mm for a typical
hit width plus an extra 2 mm for good measure. If any one plane has more than
2 hits around the track, the event is dropped. Then, if all the planes in any one
module, for instance the three planes of T2X, have 2 hits around the track, the event
is dropped. Next, if there are more than 26 hits in T1 and T2 or more than 30 hits
in T3 and T4 or more than 54 total drift chamber hits around the track, the event
is dropped. These cuts were determined from the number of planes in the chambers
and the distribution of the number of hits after the previous cuts had been applied.
And finally, if there are more than 300 total drift chamber hits in the entire event, it
is dropped.
Do these cuts select out tracks free of background, but unbiased in any other way?
To answer this, tracks in data events are compared to found inserted tracks in the
merged event. For the insertion technique to be valid, the track quality variables for
these two groups should be similar. Figures 5-6 and 5-7 shows a comparison of the
number of hits used by tracks in different drift chamber modules. To take into account
complexity of events, comparison are made between data events and merged events
when the data event has one more good status track than the original event used in
the merging. Each distribution is normalized to the total number of entries. The
distributions are essentially identical in T1, T3, and T4. There is a slight difference
in T2, with the merged tracks tending to be slightly better, more hits, than the raw
data tracks. The difference in T2Y tends to be slightly larger than the other three
views.
So how much of an effect does the slight difference in the number of T2 hits have
on the results of the insertion technique. Figure 5-8 attempts to answer this question.
The left plot is the T2Y hit distribution of figure 5-7. The right plot is the inefficiency
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The four plots compare the distribution of the number of z hits associated
with a track for raw data tracks and inserted tracks found in the merged event. Each
plot is for a different drift chamber. The comparison is made between raw events with 2
good status tracks and merged events in which the original event has 1 good status track.
Results are typical for all views and all track multiplicities.
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Figure 5-7: The four plots compare the distribution of the number of T2 hits associated
with a track for raw data tracks and inserted tracks found in the merged event. Each plot
is for a different view. The comparison is made between raw events with 2 good status
tracks and merged events in which the original event has 1 good status track. Results are
typical of all track multiplicities.
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for finding the inserted track in the merged event as a function of the number of
T2Y hits associated with the track before the merge and reconstruction. Using the
inefficiency numbers from the right plot, one can calculate the average inefficiency
for the two distributions. The found inserted track has an average inefficiency of
0.182, while the raw data have an inefficiency of 0.184. While these two numbers
are not precisely the true inefficiencies because of the differences in the x axis 1, we
can estimate the systematic error introduced. Thus, the bias in T2 hits produces a
change of 1-2% in the results of the insertion technique.
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Figure 5-8: The plot on the left is the same plot as in figure 5-7, the distribution of the
number of T2Y hits associated with a track. The plot on the right is the inefficiency for
finding the inserted track in the merged event as function of the number of hits associated
with the inserted track before the merge. This is not the same as the triangle points in the
left plot, which are the number of hit associated with the inserted track after the merge
and reconstruction. See text for further discussion.
'The a axis of the two plots are different, since for the left plot the z axis is the number of hits
associated with the track after the merge and reconstruction. It is not possible get the inefficiency
as a function of the number of hits after the merge, since it is impossible to know the number of hits
associated with a track that is not found.
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5.2.3 Selecting Original Events
Once one has obtained enough inserted events, one has to select an original event
sample. Because of small differences in the geometry between angle settings, only
events of the same angle setting should be merged together. If this is not done, this
method would over predict the inefficiency since some tracks would be lost due to
this mismatch in geometry. Since all the data analyzed in this analysis satisfied the
SPEC trigger, only SPEC triggered events were used as original events.
5.2.4 Matching Merged Tracks with Inserted and Original
Tracks
After selecting the events samples, merging them, and reconstructing the merged file,
one must decide if the inserted track was found in the merged event. This is not
trivial, given finite tracking resolution and the possibility of an original track being
close in phase space to the inserted track. The final choice for the criteria used in this
track matching is based on both the momentum and angular resolution of the Henry
Higgins Spectrometer.
The momentum and angular resolution has been studied in detail by several former
graduate students of the collaboration using the GEANT based Monte Carlo. I have
used their results in formulating my criteria. When the difference in momentum
between Monte Carlo thrown and found tracks is fitted to a Gaussian, the sigma of the
Gaussian divided by the momentum has been found to be 1% for a 4 kGauss field and
2% for a 2 kGauss field. This result is roughly independent of momentum[Wan96].
For the angular resolution, I use a result from a E859 Monte Carlo study[Cia94].
While the reconstruction algorithm is different than in E866, the result is dominated
by multiple scattering, which is very similar in E866. To further justify using the E859
result, note the momentum resolution is the same in both the E859 and E866 Monte
Carlo studies. In the E859 study, the opening angle distribution between Monte
Carlo input and found tracks was fitted to the sum of four gaussians multiplied by
the familiar multiple scatter term, -. Only two of the gaussians dominated the fit,
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and the sigma of the wider of these two, 4.72 mR was used in determining angular
resolution of the spectrometer.
The numbers quoted above are the widths of gaussians, but not the resolution,
though they are often quoted as such. Imagine one could magically prepare 1000
identical events with one track with a certain momentum, and another 1000 identical
one track events with a different momentum. After reconstructing the 2000 events,
plotting the momentum distribution would not reveal two peaks unless the momentum
difference was at least a full width at half maximum (FWHM) of the individual peaks,
i.e. 2.35 times the sigma. It is this FWHM criteria that is used in matching merged
with inserted tracks. Thus, for a merged and inserted track to be considered the same
track, they must have a momentum difference less than 2.35%, assuming a 4 kGauss
field, and have an opening angle less than 11.09 mR.
With these two numbers in hand, for each good status merged track, the mo-
mentum difference and opening angle between all inserted and original tracks were
determined. If for any track the momentum difference and the opening angle was
less than the resolution, then the merged track was said to come from that track. If
more than one track had differences less than the resolutions, then the one closer in
momentum was chosen to be the source of the merged track. The inserted or original
track that was matched, was flagged and not used in matching the other merged
tracks. Thus, each inserted or original track could only be matched to one merged
track. At the end, the merged, inserted, and original tracks that did not pass the
matching criteria, were recorded in a ntuple, which served as the input for the next
stage of the insertion analysis.
5.2.5 The Results
The goal of the insertion analysis is determine what combination of event variables,
such as the number of drift chamber hits, number of TOF wall hits, number of tracks,
etc., and track variables, such as angle, momentum, etc., are necessary to parame-
terize the inefficiency due to hit blocking. To do this, the inefficiency as function
of these variables needs to be determined. This is accomplished by histogramming
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the distribution for all merged events and for the merged events when the inserted
track is not found. The not found histogram is divided by the all histogram to obtain
the functionality. Figure 5-9 shows a few examples for 21 degree data. The top two
plots are event variables while the bottom two are track variables. Notice that the
inefficiency for both the event variables are linear, encouraging, but that none of the
lines go through the origin, not so encouraging. This implies that neither of the vari-
ables fully describes the inefficiency by themselves. Take TOF hits for example. The
nonzero intercept means if there are no TOF hits in an original event, and a track
is inserted, it is still possible to lose that track. But because there are no TOF hits,
TOF hit blocking cannot be the cause. One could still parameterize the inefficiency,
solely as a function of the number of TOF hits, but one would be averaging over the
other effects. Notice also the phase space dependence implied by the lower two plots,
which will be discussed in detail later.
Originally, an attempt was made to separate out the various contributions from
each detector to the inefficiency. While this did prove successful at back angles,
at forward angles the separation was far from clean. Also, determining the phase
space correction requires the merged file sample to be binned in several variables thus
reducing the available statistics for detector separation. As a result, a choice was made
to use just one event variable to parameterize the hit blocking effect. Nevertheless,
some important qualitative statements can be made about the different contributions
and so I present some of those early results.
The TOF Wall
To isolate the contribution of the TOF wall, the closet TOF hit in the original event
to the TOF hit of the inserted track is found. The distribution of the difference in
slat number, DSLAT, when the inserted track is not found in the merged event is
plotted in figure 5-10. Both 34 and 14 degree data show a large spike at DSLAT = 0
indicating a correlation to TOF hit blocking and track loss. Also notice the random
combinatoric background and how it is much larger at 14 degrees. This background
means that there are times when the inserted track is lost and DSLAT = 0, but TOF
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Figure 5-9: The four plots show the inefficiency for losing tracks inserted tracks as a
function of different variables. The upper left is for TOF hits in the original event and
the upper right is for the the total number of T1-T4 hits. The plot on the bottom left is
for the momentum of the inserted track while the plot on the lower right is of the T2X
projection of the inserted track.
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hit blocking is not the cause for the loss of the track. The two DSLAT plots indicate
that at 34 degrees about 10% of the time when a track is lost and DSLAT = 0, the
cause is not TOF hit blocking, while it jumps up to about 50% at 14 degrees. Thus,
it becomes difficult to separate out the contribution at 14 degrees.
Also in figure 5-10, are plots of the contribution of TOF hit blocking to the
inefficiency versus the number of TOF hits in the original event. In making this
plot, the not found histogram is only filled if the inserted track is not found and
DSLAT = 0. For 34 degrees, the relationship is linear and does pass through the
origin, i.e., no TOF hits, no TOF hit blocking. This is exactly what one would expect
because of the DSLAT = 0 cut. For 14 degrees, the curve approaches origin but there
is an slight non-linear behavior. Notice the straight line fit is predominantly above
the low TOF hit points and below the high TOF hit data points. Notice also that
slope of the line is much smaller at 34 degrees.
Front Tracks
From two particle correlation analysis, it is known the tracking algorithm has difficulty
reconstructing two tracks close together spatially. Thus, it is natural to see if there is
a contribution to the inefficiency related to close tracks. The inserted track need not
be close to a good status track in the original event, but only a front track since if the
front segment is lost, the track will be lost. Also, for a track to be close to another in
the back part of the spectrometer, it must be close in front, given reasonable target
cuts.
The left plots in Figure 5-11 are of the distribution of the distance in Y at T1
between the inserted track and the closest front track in the original event. The
distribution plotted is only for events where the inserted track was lost and DSLAT #
0. Thus, the contribution from TOF hit blocking has been eliminated from these
plots. At 34 degrees there is a definite peak above the combinatoric background near
AT1Y = 0. At 14 degrees, no peak is discernible. Even at 34 degrees making a cut on
AT1Y would include a significant amount of background. Nevertheless, such a cut is
made to try and parameterize the contribution of front track blocking as a function of
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Figure 5-10: These plot illustrate the contribution of TOF hit blocking to the total
inefficiency at the 34 and 14 degree settings. The left plots are the distribution of the
closest hit slat in the original event to the slat for the inserted track, DSLAT, when the
inserted track was not found in the merged event. The right plots shows the TOF wall
contribution to the inefficiency as a function of the number of TOF hits in the original
event. For an event to be counted as inefficient in these plots, the inserted track had to
be lost and DSLAT = 0. The two line of straight line fits to the data.
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the number front tracks. Specifically, if IAT1YI < 0.7mm and lAT2YJ < 0.7mm and
DSLAT 0 0 then the loss is said to be due to front track blocking. The functionality
versus the number of front tracks is shown in the plots on the right.
The behavior at 34 degrees is what one would expect. The relationship is linear
and intersects the origin, i.e. no front tracks, no front track blocking. At 14 degrees,
it looks very different. There is a linear rise at low number of front tracks, but it
then plateaus. From handscans done at 14 degrees, it is known that there are a large
number of events with a large number of fake front tracks. The front tracks do not
match to back tracks and thus do not show up in the number of good status tracks.
These ghosts often use hits associated with one or several real front tracks. This
means when there are 50 front tracks found, there maybe only 20 real front tracks
that could cause blocking. Thus, the inefficiency at 50 front tracks is not that different
than 20 front tracks. In short, the number of front tracks is not a good variable to
use at 14 degrees.
Chamber Hits
Even if TOF hit and front track blocking do not occur, it is still possible to lose
tracks, due to hit blocking in the tracking chambers. These hits could come from
background or other tracks that are close in only 1 projection. Unlike the TOF wall,
it is not possible to formulate a variable to separate out the chamber hit contribution.
If just one hit of a track is affected, than the track will probably still be found, since a
hit on every plane is not required by the reconstruction algorithm. Also, if one T1X,
one T3U and one T4V hit are blocked, chances are still good the track will still be
found. But if all three T2Y hits are affected, chances are much lower for the track
being found. And with the double hit capability of the drift chamber, just because
the same wire is hit in the original and inserted event does not mean hit blocking
occurred.
Given this difficulty in determining tracks lost to chamber hit blocking, the in-
efficiency versus the number of chamber hits is determined for events with missing
inserted tracks in which the cause can not be associated with TOF hit blocking or front
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Figure 5-11: The two plots on the left show the distribution of the distance in Y
at T1 between the inserted track and the closest front track in the original event. The
distribution is only filled if the inserted track is lost and DSLAT # 0. The plots on the
right plot the front track contribution to the inefficiency as a function of the number of
front tracks in the original event. The not found histogram is filled only if the inserted
track is not found, DSLAT # 0, and IAT1YI < 0.7mm and IAT2YI < 0.7mm. At 34
degrees the behavior is linear, intersecting the origin, while 14 degree fake front tracks
causes a non-linear relationship. See text for details.
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track blocking, i.e., DSLAT 5 0 and either IAT1YI > 0.7mm or IAT2YI > 0.7mm.
This is what is plotted in figure 5-12 for 34 and 14 degree data. For the 34 degree
data, the fit does not go through the origin when all types of losses are included, but
it does when TOF hit blocking and front track blocking are subtracted away. This
supports the hypothesis that there are three major contributions to tracking ineffi-
ciency due to high occupancy, TOF hit blocking, front track blocking, and chamber
hit blocking. The plots of the 14 degree data show a similar effect as the 34, with
respect to intercepting the origin. Of course, the most striking features of the 14
degree data are how high the inefficiency is and the non-linearity.
Phase Space Dependence
From figure 5-9, a phase space dependence exists in the inefficiency due to hit blocking
for 21 degree data. Figure 5-13 shows similar plots for 14 and 34 degree data. The
same type of phase space dependence is evident at all angle settings though the
momentum dependence is much less for 34 degrees. This phase space dependence
means it is incorrect to apply the same correction to all tracks in the same event.
Not correcting for this dependence would lead to incorrect invariant yields and slope
parameters and possibly incorrect physics conclusions.
The plots of figures 5-9 and 5-13 show that a track is more likely to be lost if it
close to the beam edge of the spectrometer or if the track has high momentum. Given
the fact the hit and track density in the spectrometer increase as the angle, or T2X
projection, decreases, the observed dependence on T2X projection is not surprising.
The observed momentum dependence is unexpected. The momentum dependence
persists even after making cuts on the charge and T2X projection of the track. Thus,
tracks with the same 0, bending in the same direction, but with different momentum,
have different inefficiencies. One possible explanation has to do with the momentum
dependent matching cuts of AUFCK. As the momentum decreases, the match cuts
are wider, since-multiple scattering effects increase with decreasing momentum. How-
ever, the altering of front and back track segments due to hit blocking has no such
momentum dependence. Therefore, if hit blocking occurs such that both front and
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Figure 5-12: These four plots show the inefficiency versus the number of T2 hits
for 14 and 34 degree data. The plots on the left have the not found histogram filled if
the inserted track is not found in the merged event. The plots on the right have the
not found histogram filled if the inserted track is not found, DSLAT # 0, and either
JAT1Yj > 0.7mm or JAT2YI > 0.7mm.
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back segments survive, but one is altered, then a low momentum track is more likely
to survive the match cuts than a high momentum track.
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versus inserted track momentum and T2X
In addition to the momentum and T2X projection dependence, the magnet setting
plays a role, since this, along with the charge, will determine which direction and
how much the track will bend in the spectrometer. Figure 5-14 shows the inefficiency
versus T2X projection for 21 degree data for two different magnet settings. Notice
the variance with T2X projection is greater for tracks that bend toward the beam
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line with there being no dependence with a field of 4kG for tracks that bend away.
Also the inefficiency is slightly higher for the 4kG setting, but this increase may be
do to the fact the event samples used to generate these plots had different trigger
conditions.
The Final Correction
Now that is has been shown that the inefficiency depends on just about any variable
one can think of, how does one make the correction. Ideally, one would parameter-
ize the inefficiency as function of all the variables mentioned above and apply the
correction,
1
CHO (5.26)1C - IHO(HHang, HHfid, q, p, T2Xproj, IVT, oIFrTr, NVchamb)
where IHO is the inefficiency due to hit blocking, HH,ng and HHfld are the Henry
Higgins angle and field setting, q, p, and T2Xp,,j are the charge, momentum and
T2X projection of the track, and NTOF, NFrTr, and Nchamb are the number of TOF
hits, front tracks, and chamber hits for the event. Determining the dependence of
ljo all the variables requires for each angle and field setting, tracks with a given
charge, T2X projection and momentum to be inserted and then deconvoluting the
individual contributions due to TOF hit, front track, and chamber hit blocking. The
statistics required for such a full analysis is more than is available in the 1994 data
sample, i.e. not enough cleans events that can be used in the insertion technique. So,
simplifications had to made.
Given the difficulty to distinguish the different contributions at 14 degrees, only
one event variable is used in making the correction. Because the three mentioned
above are all correlated with each other, i.e. a large number of TOF hits implies a
large number of chamber hits which implies a large number of front tracks, using one
variable should be sufficient to describe the hit blocking in an event. The variable
that is used, however, is neither of the three, but rather a weighted sum of all drift
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Figure 5-14: Plots of the inefficiency versus T2X projection for 21 degree data. The
top plots are for a -2 kGauss field, while the bottom two plots are for a 4 kGauss field.
The plots on the left only include tracks that bend away from the beam line, while the
plots on the right only include tracks that bend toward the beam.
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chamber and TRF hits,
WHS = Z Z (5.27)
i=1 j=l Wi
where ch is the total number of drift and TRF chambers, vw is the total number of
different views in chamber i, and hij and wij are the number of hits and wires for
view j in chamber i. If every drift chamber wire and TRF wire has one hit, than the
value of WHS would 24, 4 views multiplied by 6 chambers. Figure 5-15 shows plots
of the inefficiency versus WHS for 14 and 34 degree data.
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the weighted hit sum, see equation 5.27.
Even with this simplification, there is still not enough statistics to make reason-
able cuts on the charge, T2X projection, and momentum. So, for each angle and
field setting analyzed, the inserted event sample was divided into 16 subsets based on
charge, positive or negative, and T2X projection, 8 regions each with width of 5 cm.
Then, for each subset, the inefficiency versus WHS and momentum were plotted and
fitted. The plot versus WHS was fitted to a cubic equation for 14 degree data, a
quadratic for 21 degree data, and a linear for 34 and 44 degree data, while the momen-
tum plot was always fitted to a line. In addition to the fits, the average momentum
for each subset was determined. To correct for the momentum dependence, the ratio
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of the inefficiency for the momentum of the track to the inefficiency for the average
momentum is calculated and multiplied by the the inefficiency from the WHS plot.
Thus,
IHO = Iwns(WHS) Imom (Pvre) (5.28)
where IWHS is the inefficiency determined from the WHS plot, Imom,, is the inefficiency
determined from the momentum plot, Pt,rk is the momentum of the track, and Pave
is the average momentum for tracks in the same charge and T2X projection subset.
Note this assumes that the inefficiency dependence with momentum and WHS are
independent of each other.
From figure 5-15, it is apparent there are some events for which the inefficiency,
and thus the correction, is quite large. From the 14 degree plot, the statistics run out
at about the 90% inefficiency level. When applying the correction, the 90% value is
taken to be the maximum allowed. Thus, when the IHO is calculated to be greater
the 90%, which only happens at 14 degrees, it is assumed to be 90% when filling cross
section histograms. In the data presented in this thesis, this ceiling in the correction
needs to applied for a grand total of 3 particle, all for high momentum protons at 14
degrees.
To verify that this correction actually works, the efficiency and corrected ineffi-
ciency versus ZCAL energy are plotted in figure 5-16. The efficiency is determine by
dividing the found histogram by the all histogram. The found histogram is only filled
if an inserted track is found in the merged event. The corrected efficiency plot is made
by calculating CHO, of equation 5.26, using equation 5.28 and fitted parameters. The
value of CHO is then used as the weight when filling the found histogram. If the
correction applied is the correct one, then all data points should be consistent with
unity no matter what the variable or value of that variable. The is true of the ZCAL
corrected efficiency plots, which is quite encouraging since the ZCAL value was not
used in determining the correction. Figure 5-17 shows the corrected efficiency versus
several other variables, to prove the momentum, T2X projection, weighted hit sum,
WHS, and TOF hit dependence are corrected for.
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Figure 5-17: Plots of the Corrected Efficiency versus momentum and T2X projection
of the track and the weighted hit sum, WHS, and the number of TOF hits of the event.
All plots are for 14 degree data.
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5.3 The Overall Correction
The final correction that needs to be applied to the data is,
C = CMSChadrCdecayCHo (5.29)
where Cdcay is given by equation 5.9, CHo by equation 5.26, and
1
CMS = (5.30)
EMs
1
Chadr = (5.31)
1 - Ihadr
with EMS is given equation 5.1 or 5.2 and the appropriate set of numbers from
table 5.1 and Ihadr given by equations 5.3 and either equation 5.4, 5.5, 5.6, or 5.7.
This correction is applied on a track by track basis and together with an acceptance
correction determines the weight when filling cross section histograms. More about
the cross section code and systematic uncertainties in the correction will discussed
later.
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Chapter 6
Thesis Specific Analysis
In this chapter I describe data analysis specific to this thesis, beyond the standard
collaboration analysis. This ranges from applying software cuts to global detectors,
to calibrating global detectors, to doing particle identification, to generating cross
sections. Some of the techniques and software has been borrowed from previous
analysis.
6.1 Bullseye
Figure 6-1 shows the number of interaction trigger per live beam versus run number.
Ideally there should be no run dependence, but this is never completely achieved in
practice, due to changes in beam quality and tune, and changes in the gain of the
Bullseye detector. This change in the INT trigger causes systematic effects when
calculating the cross section for minimum bias or peripheral data, since different
fractions of the total cross section are being sampled for different runs. To eliminate
this effect, a software cut was applied which must be satisfied for the event to be
considered an INT event. Specifically, the calibrated Hardsum must be less than 600.
This cut reduces the measured inelastic cross section for the target used to 5.13 barns
from an average of 5.30 barns for the hardware INT. Also shown in figure 6-1 is the
run dependence for this software INT. This gets rid of much of the run dependence
observed in the hardware INT. There are still a few runs with significant fluctuations.
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Figure 6-1: Plots of the run dependence of the INT trigger.
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These runs are eliminated from this analysis.
6.2 ZCAL
Figure 6-2 shows the run dependence of the fitted ZCAL peak for BEAM events. The
dependence can divided into several run number regions, in which the peak steadily
decreases with run number. At the boundary between regions, the gains of the tubes
were changed, thus the peak value jumps up. If one wants to use the ZCAL for event
selection, the user must either make run dependent cuts, or recalibrate the ZCAL. I
chose the latter.
The technique I used was developed by James Dunlop and Mark D. Baker at MIT
[DB95]. The technique starts by plotting ZCAL Energy versus BE Hardsum, which
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Figure 6-2: Plots of the run dependence of the ZCAL Peak for BEAM events.
is shown in figure 6-3. Notice the events that trail from the beam peak increasing
in ZCAL Energy and decreasing in BE Hardsum. These events should not be there
since INT events, low Hardsum, should never deposit more energy in the ZCAL than
BEAM events. The explanation involves two effects. First, a small fraction of beam
particles do not interact in the target but do interact somewhere before the Bullseye.
Since, this downstream interaction will fragment the gold nucleus, and the Bullseye
response varies with Z2 , it will measure a much smaller signal. Since the interaction
is down stream, most probably with a smaller nucleus, the fragmented beam particle
will still be entirely in the ZCAL acceptance. Thus, the ZCAL will still measure the
full beam energy. Second, the ZCAL is more efficient for detecting energy when the
particles are spread over its entire face instead of one spot. Whether the observed
ZCAL response is true because of radiation damage to the scintillator near the beam
spot or because of some space charge effect or some combination of two is not exactly
clear. But these two effects do explain the spurious events.
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Figure 6-3: Plot of ZCAL Energy versus Bullseye Hardsum for an empty target run.
The peak on the right is for beam particles that do not interact until after the Bullseye.
The points that decrease in ZCAL Energy with decreasing Hardsum are for events that
interact before the target. Points that increase in ZCAL Energy with decreasing Hardsum
are for events the interact downstream of the target, i.e. fragmented beam particles.
Figure 6-3 also shows almost all ZCAL values below 1500 correspond to Hardsum
values less than 100. It is these events with low ZCAL and Hardsum values that
will have tracks in the spectrometer. Therefore, when plotting spectra versus ZCAL
Energy, it is more accurate, except for very peripheral events, to calibrate the ZCAL
to the fragmented beam particles. This also make sense because for interactions
particles will be entering the ZCAL over the entire front face, not just one spot.
To recalibrate the ZCAL, the fragment beam peak is fitted in the region of low
Hardsum values for all empty target runs in a region as determined from figure 6-2.
This peak value is the full beam energy value of 2122.8 GeV/c and the recalibrated
ZCAL Energy is the old ZCAL value times the ratio of the full beam energy to the
fragmented beam peak for that run. The peak values are fitted to a straight line, i.e.
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FRAG = A run + B. Table 6.1 list the values of A and B used for the three regions
Run Range A B
14246-14640 -0.10902 3986.4
14640-14825 -0.13106 4382.6
14825-15090 -0.50717 10013.6
Table 6.1: Table listing run dependence for fragmented Beam Peak.
that encompass the data used in this analysis.
Another property that is important when making cuts using ZCAL is the resolu-
tion of the detector. Energy scans for the ZCAL[A+90] have shown that
aE = Co0I (6.1)
where 0 E is the resolution, E is the ZCAL Energy, and Co is a constant for a given
run. Overtime, Co could change due to radiation damage in the scintillator. Figure
6-4 show the value of Co as determined from the fragmented beam peak for the empty
target runs used in the recalibration. The value of Co is essentially constant at the
value of 2.0.
6.3 Identifying Pions
As described earlier, pions are only identified up to a momentum of 1.74 GeV/c,
when the kaon band starts overlapping with the pion band. The limit means there is
limited mt coverage, for pions near midrapidity. As will be shown later, the pion mt
spectra are not exponentials in mt, with the spectra rising above an exponential at
low mt. Therefore, it is important to have a substantial mt coverage in order to fit
the spectra and get the correct dN/dY. So to extend this coverage the PID decision
was redone for pions using the GASC to extend the momentum range to 2.9 GeV/c.
This extension was not done for kaons because the kaon spectra are exponentials in
mt and identifying kaons with the GASC is very sensitive to the efficiency correction,
as will be discussed later.
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Figure 6-4: Plots of the ZCAL resolution factor Co as function of run number.
In addition to the desire to extend the mt coverage, it is also desirable to separate
pions from electrons, since the electron(positron) contamination at 14 degrees in the
region where the PID bands overlap is 8(4)%. Again the GASC can be used, this
time in the momentum range of 0.5 to 1.3 GeV/c.
The major difficulty in using the GASC, is applying corrections for when parti-
cles are misidentified. One can try and Monte Carlo the GASC response, but the
corrections will be very dependent on background, which is very difficult to model
correctly. Another approach is to use the fact that in the momentum range of interest,
the bands only partially overlap, i.e. the PID is known without using the GASC for
some fraction of the particles in the momentum range of interest. For these particles,
one can study how often the GASC fires and apply the appropriate correction in the
overlap region when the GASC is used to make the PID decision. This approach
to correcting the data is used in both separating pions from kaons and pions from
electrons.
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6.3.1 Separating Pions from Kaons
In separating pions from kaons one has the two advantages. First pions are much
more abundant than kaons, the K+/7r+ is about 30% and the K-/Ir- is about 5%.
Even if 20% of the kaons are misidentified, the contamination to the pions is small.
Second, pions at these momenta do fire the GASC. It is much more common for a
particle that shouldn't fire a GASC cell to point to a fired GASC cell, than vice versa.
This is especially true if there are a lot of tracks in the spectrometer, because the
possibility that another track points to and fires the same GASC cell is significant.
This is actually the major cause for tracks not identified correctly by the GASC.
Referring to figure 4-8, from only using the TOF wall in the momentum range of
1.74 to 2.9 GeV/c, there is a region that is only pions, a region that is only kaons,
and a region where a particle could be either. When redoing the PID decision for
pions, if a particle is in the pion only region, the particle is identified as pion, without
checking the GASC. If the particle, is in the kaon only region, then the particle is
not identified as a pion, again without checking the GASC. If the particle is in the
overlap region, the BACK counter is first checked to verify the particle made it all
the way through the GASC. If it did not, the particle is not identified. If it is verified
on the BACK counter, the GASC is checked. If the track fires the GASC, the track
is identified as a pion.
In the PICD algorithm, a track that fires the GASC is any track in which the
total photoelectrons associated with the track is greater than 0.5. As mentioned ear-
lier, this could be the total number of photoelectrons from several cells. Figure 6-5
shows the number of photoelectrons associated with tracks in the pion only and kaon
only regions. These tracks also are verified by the BACK counter. Most of the pions
produce many more photoelectrons than 0.5, with a minimum occurring somewhere
around 2. The kaons distribution has a flat background up to large numbers photo-
electrons, but this background level has not been reached at 0.5. Therefore is was
decided to use 2.5 photoelectrons as the threshold for firing the GASC. While this
does slightly reduce the efficiency for identifying pions, the number of kaons identified
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Figure 6-5: Plots of the distributions of GASC photoelectrons associated with a track
with 1.8 < p < 2.9. The left panel is for the pion only region and the right panel is the
kaon only region. All tracks on verified on the BACK c6unter.
as pions is also reduced.
One must also correct for pions not verified on the BACK counter, which is done
by determining, B,, the fraction of pions that are not verified. Then one has to
correct for misidentifying pions with the GASC. In the overlap region,
rm = Fr7t + FKKt (6.2)
Km = (1 - F,)rt + (1 - FK)Kt (6.3)
where 7rm and irt are the number of measured and true pions, Km and Kt are the
number of measured and true kaons, and F, and FK are the fractions of pions and
kaons that fire the GASC. Solving equation 6.3 for Kt and substituting into equation
6.2, one obtains the correction factor for pions,
_rt (1 - FK)- FK( ) (6.4)
'rm (1 - FK) F 1 - FK(1 - Fr)
By studying particles in the pion only region, both B, and F, were determined
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to be independent of momentum, spectrometer angle, angle of track, charge, and
occupancy of the spectrometer. The value of 0.11 was used for B, and 0.982 for F,.
On the other hand, both K,m/rm and FK are not constants and figure 6-6 shows that
dependence for positive tracks. Not surprisingly, Kf/r, depends on momentum since
xc / and F. Dependence
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Figure 6-6: Plots of K/•r,+ versus momentum and FK+ versus number of TOF hits.
These plots are of 14 degree data and all tracks were verified on the back counter. The
left panel used tracks in the overlap region, while the right panel used tracks in the kaon
only region.
kaons are heavier than pions are fractionally more likely to be at higher momenta than
pions. Of course this ratio also depends on the charge, since there many fewer K-
than K+. A linear dependence on momentum was assumed in this momentum range
with K+/wr+ = -0.288+0.235p and K;/ir, = -0.05 89 +0.0471p. FK is independent
of momentum, but it depends on the occupancy of the spectrometer, or the number
of TOF wall hits. From figure 6-6 the dependence is linear with fractionally more
kaons firing the GASC in high occupancy events. This is expected because the of the
increased likelihood of another track pointing to and firing the same GASC cell that
the kaon points to. FK will also depend on angle setting, since the background and
track distribution across the spectrometer changes with angle setting. Table 6.2 gives
results of straight line fits to plots similar to that in 6-6 for different angle settings
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FK+ FK-
HH Angle offset slope offset slope
14 0.0703 0.0106 0.2033 0.0106
19 0.0549 0.00800 0.2332 0.00806
24 0.0561 0.00352 0.1637 0.01529
29 0.0294 0.00385 -0.04463 0.03001
>29 -0.00522 0.01134 -0.04463 0.03001
Table 6.2: Table of offsets and slopes of linear fits to FK+ and FK- versus number of
TOF hits for various angle settings.
for FK+ and FK-.
As described earlier, since the total number of pions is so much larger than the
number of kaons, the error introduced by this procedure is small. The biggest effect
comes from the uncertainty in the determination of the efficiency for BACK counter
verification. Since this is about a 10% inefficiency with about a 10-15% uncertainty,
the error in the correction is about 2%.
6.3.2 Separating Pions from Electrons
When separating pions from electrons, one still has the advantage of the pions being
much more abundant. However, this time the pions do not fire the GASC and so
determining F, becomes much more complicated. In addition there is an additional
complication with the acceptance. In this momentum range, 0.5 to 1.3 GeV/c, it is
possible for 4 kGauss fields for a track to be inside the acceptance of the tracking
chambers, magnet, and TOF wall, but outside the GASC acceptance. Fortunately,
this only occurs for tracks hitting TOF slats at the beam side edge, i.e. slat number
greater than 143. To avoid this, for runs with a 4 kGauss field setting, the acceptance
for pions was calculated ignoring slats greater than 143 for all momentum ranges. In
the invariant yield calculation, pions hitting these slats were ignored. More about the
acceptance calculation will be discussed later in this chapter.
For PID from the TOF wall only, there is pion only, electron only, and overlap
regions, but this time all tracks in the pion and overlap region have been identified
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as pions. Therefore, when redoing the PID only identified pions in this momentum
range need to be analyzed. If the pion falls in the pion only region than the PID
decision is unchanged. But if the pion is in the overlap region, than the GASC is
checked. The BACK counter is not used for verification because at these momenta
the fraction of pions and electrons that are not verified on the BACK counter is quite
high. If the track did fire the GASC, then the PID decision is changed so that the
track is unidentified.
Figure 6-7 shows the number of GASC photoelectrons associated with the track
GASC Photoelectrons for Pions and Electrons
l
1
Figure 6-7:
with 0.5 < p
electron only
Pions phoeeelrm electrons photoelkctrons
Plots of the distributions of GASC photoelectrons associated with a track
< 1.3. The left panel is for the pion only region and the right panel is the
region.
for particles in the pion only region and tracks in the electron only region. When
electrons fire the GASC, they produce many more electrons than pions did when
separating them from kaons. From these plots, the photoelectron threshold for firing
the GASC was set to 8.0 for particles in this momentum range.
Similarly to equations 6.2 and 6.3 we have
e, = Feet + F,7rt
r, = (1 - F,)et + (1 - F,)rt
(6.5)
(6.6)
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where the pions have taken taken the place of the kaons and the electrons have taken
the place of the pions. Following a similar method as in the pion-kaon case, one can
obtain the correction for pions,
rt Fe - (1- Fe)
-m =(6.7)rm (1 - Fr) Fe - F,(1 - Fe) (6.7)
By studying particles in the electron only region, Fe was found to be independent
of momentum and occupancy. It, however, does depend on angle and field setting,
as well as charge of the track. Table 6.3 lists values used for different angle and
field settings. Parameterizing em/,rm and F, was much more complex since they also
HH Angle HH Field F,+ F,-
14 4B 0.80 0.88
19 4A 0.89 0.75
19 4B 0.75 0.87
>19 2A 0.85 0.85
>19 2B 0.85 0.85
Table 6.3: Table of Fe+ and Fe- for various angle and field settings.
depend on the occupancy, and in the case of the 4 kGauss data, the TOF slat hit as
well. This dependency is shown in figure 6-8 for negative tracks from data at the 14
degree angle setting. The figure plots both variables versus the TOF slat hit by the
track and the total number of TOF hits in the event. The increase with slat number
is expected because the track density is greater at high slat number and thus more
pions are mistakenly identified as electrons because of another track fire the GASC
cell the pion points to. To map out the correction, the tracks were first divided into
2 groups based on charge of the track. Then, each charge group was divided into 8
subgroups, depending on which TOF panel the track hit. Then for each subgroup,
the plot versus the number of TOF hits is fitted to a straight line. This procedure is
then repeated for each combination of angle and magnetic field setting. Table 6.4 list
the fit values for the 14 4B setting. As mentioned above, the TOF slat dependence
was not observed for the 2 kGauss data and so the division into subgroups based on
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Figure 6-8: Plots of em/mr. and F, versus the TOF slat hit by the track and the number
of TOF hits for the event. The data is from a 14 4B setting and is for negative tracks
only.
TOF panel was not done for that data.
Because of the complexity of this correction compared to the pion-kaon separation,
the systematic error is slightly larger. But again, because the pions are much more
abundant than the electrons, it is still small. I estimate the uncertainty in the PID
to be about 4%.
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TOF F,+F,-
Panel offset slope offset slope offset slope offset slope
2 No Data .0293 .00148 No Data .0015 .00049
3 No Data .0225 .00296 No Data .0025 .00114
4 No Data .0313 .00470 No Data .0097 .00241
5 No Data .0266 .00717 No Data .0 .00499
6 No Data .0287 .00834 No Data -.003 .00677
7 -.00353 .01364 No Data -.0151 .01106 No Data
8 -.00876 .01683 No Data -.0148 .01214 No Data
9 .00451 .01299 No Data -.00765 .00859 No Data
Table 6.4: Table of offsets and slopes for from fits of emn/rm and F, versus TOF hits for
the 14 4B setting. No data means that tracks of that charge with a momentum between
0.5 and 1.3 GeV/c cannot hit that TOF panel.
6.4 Invariant Yields
After the particle identification is done, one is ready to generate the double differential
invariant yield of equation 2.13, which I repeat here
d2N
dn(Y, mt) = 2 dY (6.8)27rmtdmtdY
In practice, the invariant yield is calculated by counting the number of particles of
a given type are in a rectangular bin in Y-mt space of the size AY by Amt. Also,
calculated on a particle by particle basis is the weight applied to that particle,
WGT = CrIc 8(6.9)
27rmtA¢fc(p, 0)
where Ce1f is the correction for the efficiency of finding the track and Af,,'c(p, 0)
is the fraction of the full azimuthal angle inside the spectrometer acceptance for
the particle of a given p and 0. C,fe will include the corrections described above
for identifying particles as well as corrections for decaying particles and tracking
inefficiencies, which are discussed in detail in chapter 5. After all the events have
been looped over, the weighted counts have to be normalized. The invariant yield is
the number of particles produced per inelastic collision that passes the trigger cuts.
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The normalization is done on bin by bin basis and is
NORM = IIracTRIG Nb6eamACC rac (6.10)
AYAmt runs
with Nbeam the number of beam particles collected for a given run, ACCIrac the
fraction of the bin in the acceptance for a given run, INELfrac is the fraction of
beam particles that interact in the target, and TRIGf,ac is the fraction of inelastic
collisions passing triggering cuts. Nbem is determined by counting the number BEAM
events taken during a run and multiplying by the various scaledowns. ACCIra is
determined in the acceptance calculation and will change as the angle or magnetic
field setting is changed. INELirac in general will be target dependent, but since this
analysis only uses one target with a cross section of 6.78 barns[G+95a], INELfrac is
then equal to 0.0202. The determination of TRIGfrac will be discussed in detail in
section 6.4.3. Having obtained the values, one can then calculate dn(Y, mt) as,
1dn(Y, mt) = ORM WGT . (6.11)
particles
6.4.1 Beam Quality Cuts
To accurately measure invariant yields, one needs to make sure of the quality of the
beam projectile incident on the target and so several quality checks are made on the
events taken to tape. If an event fails any of the cuts, then it is thrown out as if it was
never written to tape in the first place. Thus, it contributes to neither the number of
particles measured or the normalization.
The first of these cuts is a cut on the FOLLOW events, described in section 3.7.1.
Any event that is recorded as a FOLLOW is thrown out. Second, charge as measure
in BTOT must be between 74.0 and 82.6 which roughly represents the 3a range
around the peak. The other two cuts that are applied are designed to get rid of beam
particles that interact upstream of the target. These events were first seen in plots of
the NMA multiplicity versus ZCAL energy, as in figure 6-9. These plots are for INT
events that pass the first two quality cuts. The panel on the left are for runs with
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NMA vs ZCAL -- Upstream Events
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Figure 6-9: Plots of NMA multiplicity versus ZCAL energy for INT events. The panel
on the left is from target in runs, while the panel on the right is from target out runs.
the target in. There is definitely two bands of particles, with the upper band, events
with larger than expected multiplicity, the upstream events. This type of behavior is
expected because particles from upstream events do not enter NMA modules traveling
perpendicular to the front face. Thus the particles will have a longer pathlength in a
module, producing abnormally large signals. These particles can also travel through
several modules. The panel on the right is from target out runs. Notice now there is
only one band and it coincides with the upper band in the plot on the left, confirming
these events are definitely not interactions in the target and should be removed.
The upstream events have two different characteristics that allow them to be
removed. First, most of the events have a large signal in the HOLE counter and
second, the average q from the NMA is smaller than for target interactions. There
are two phototubes that read out the HOLE counter. If either ADC value is larger
than 50 or if the sum is greater than 90, then the event is thrown out. This does get
rid of most, but not all of the events. If one calculates the average 9j of the NMA
(' dn6
= 
Tering \ d j ring (6.12)
S= ()ring
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where the sum is over all rings of the NMA. Figure 6-10 shows NMA multiplicity
NMA vs Average Eta
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Figure 6-10: Plot of NMA multiplicity versus 7r7ve for events that pass the HOLE cut.
versus ra7e for events that pass the HOLE counter cut. The figure shows a second
band of particles extending up to high multiplicities at 7a,, less than 1.1. At low
multiplicities there is some overlap with real events, so if the multiplicities is greater
than 90 and av,,e is less than 1.1, than the event is thrown out. Figure 6-11 shows
the distribution of NMA multiplicity versus ZCAL energy after the HOLE counter
cut and the 77,,, cut. Notice that the HOLE cut does not get rid of all the upstream
events, but they are all removed after the 7qae cut is made.
6.4.2 Global Detector Cuts
As described in chapter 1, it is important to be able distinguish between peripheral
events, QGP formation unlikely, and central events, QGP formation more likely.
Experimentally there are two ways to achieve this, measuring the zero degree energy
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Figure 6-11: Plots of NMA multiplicity versus ZCAL energy for INT events. The panel
on the left is after the HOLE cut is made, while the panel on the right is also after the
?)ave cut is made.
or the total multiplicity.
Zero Degree Energy
In a nucleus-nucleus collision at AGS energies, the volume of the beam projectile not
overlapped by the target nucleus will fragment into mostly nucleons, but there are
some larger fragments. The nucleons both free and within these fragments are called
spectators since they are not involved in the reaction. The trajectory and momentum
of the spectators will only be slightly different than the original beam. The nucleons
that do interact, participants, as well as produced particles, leave the collision zone
at angles much different from the beam and typically have a momentum of only a few
GeV/c. So a measurement of all the energy in a small region around the beam line
and downstream of the target will be dominated by the number of spectator nucleons.
Since the number of spectator nucleons decrease as the impact parameter decrease,
measuring the zero degree energy is a way of distinguishing events of different impact
parameter. This is the measurement that the ZCAL makes.
In making ZCAL cuts, an empty target subtracted distribution for INT event must
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ZCAL Distribution for INT events
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Figure 6-12: The ZCAL distribution for INT events. The left panel plot the distribution
for target in, solid line, and empty target, dashed line, events. The right panel shows
the empty target subtracted distribution. All plots are normalized to one million beam
particles.
be generated. Even with beam quality checks made above, there are still events,
especially at low multiplicities, that correspond to interactions not in the target.
Typically, about 40% of all events that satisfy the INT trigger and software cuts,
are for interactions not in the target. Since these events do not generate identified
particles in the spectrometer, the numerator of equation 6.11 is not effected. But
since these events are counted as interactions, they do effect denominator, unless the
magnitude can be determined and subtracted away. Since these interactions are still
present when the target is removed, subtracting empty target distributions gets the
correct normalization.
Figure 6-12 plots the ZCAL distribution for INT events, passing all beam quality
checks. The left panel shows the distribution for target in and empty target events
while the right panel shows the empty target subtracted target in distribution. The
empty target events had the energy loss of the Au projectile passing through the
target, 18.0 MeV, subtracted from the measured ZCAL value. These distributions
are normalized to one million beam particles.
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ZCAL Range CS Range % Range Ave. ZCAL
0-240 0-212 0-3 176.1
240-390 212-484 3-7 314.3
390-570 484-799 7-12 479.3
570-780 799-1174 12-17 676.3
780-1020 1174-1613 17-24 901.6
1020-1290 1613-2183 24-32 1158.5
1290-1590 2183-2976 32-43 1449.2
1590-3000 2976-5130 43-76 1832.6
Table 6.5: Table listing ranges of ZCAL values used as cuts. Also listed is the corre-
sponding range of the inelastic cross section, in mbarns, and the percentage in reference
to the total inelastic cross section of 6.78 barns. The last column is the average value of
ZCAL for INT events in that range.
From this distribution and the resolution of the ZCAL, equation 6-4, one can bin
the ZCAL distribution and measure particle production as a function of ZCAL. It is
important not to make the bins smaller than about 2-3 times the resolution, other-
wise spurious effects might be generated. In addition, the recalibration procedure is
systematically wrong for large values of ZCAL, so the peripheral bins should be even
larger than 2-3 times the resolution.
Once the bins have bins chosen, the fraction of the total inelastic cross section,
6.78 barns, must be determined from the empty target subtracted plot. This number
is necessary in order to normalize the yields properly. Table 6.5 list the different cuts
used in this analysis. The percentage listed are within reference to the total inelastic
cross section and 0% corresponding to an impact parameter of zero. When plotting
particle production versus ZCAL energy, the average ZCAL value for INT events in
each range is used. It is converted to, FE, the fraction of the beam energy not in the
ZCAL acceptance,
FE = 1 EZCAL (6.13)
EBeam
with Eb,am the total beam energy of 2122.8 GeV. For the kaon analysis involving the
K-/K+ as a function of momentum space, the lack of statistics forced fewer number
of bins to be used. Those are listed in table 6.6.
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ZCAL Range CS Range % Range Ave. ZCAL
0-315 0-350 0-5 215.9
315-570 350-799 5-12 446.2
570-990 799-1566 12-23 783.8
990-1470 1566-2621 23-39 1242.9
1470-3000 2621-5130 39-76 1789.6
Table 6.6: Table listing ranges of ZCAL values used cuts in the K-/K+ analysis. Also
listed is the corresponding range of the inelastic cross section, in mbarns, and the percent-
age in reference to the total inelastic cross section of 6.78 barns.
Multiplicity
The more nucleons that interact, the more particles that will be produced. Thus,
the NMA measured multiplicity is also a way to distinguish between peripheral and
central events. The same procedure described for making ZCAL cuts is used in making
NMA cuts. This time the number of delta rays, fast electrons from the Au nucleus
passing through the target, must be corrected for. Figure 6-13 shows the multiplicity
distribution for events failing the INT criterion. There is a peak at about 10. Also,
in the figure is the same distribution for an empty target run, which clearly shows no
peak. The target in distribution was statistically sampled and added to empty target
events before doing subtraction. Figure 6-14 shows target in, empty target, and the
empty target subtracted target in the NMA distribution for INT events.
The resolution of the NMA is determined by the detector resolution and the
acceptance resolution. The detector resolution is the resolution of NMA multiplicity,
given the same multiplicity inside its geometrical acceptance. From section 4.2.2, the
resolution of a single module with one incident particle is a,. Since the resolution of
n particles incident on a module is ao , and if one assumes o1 is the same for all
modules, then the total detector resolution is
where M is the total measured multiplicity. Making the assumption of constant is(614)
where M is the total measured multiplicity. Making the assumption of constant a, is
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NMA Distribution for Non-Interaction Events
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Figure 6-13: The NMA distribution for BEAM events that do satisfy the INT trigger.
The left panel plot the distribution for target in and the right panel is for empty target
events. Both plots are normalized to 1 million beam particles.
NMA Distribution for INT events
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Figure 6-14: The NMA distribution for INT events. The left panel shows the distribution
for target in events, solid line, and empty target events, dashed line. The right panel plots
the empty target subtracted target in distribution. All plots are normalized to 1 million
beam particles.
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Figure 6-15: The Multiplicity distribution for RQMD events. The solid is for all par-
ticles and the dashed line is only for those particles that are within the NMA geometric
acceptance. For details on how the multiplicity was modeled, see section 6.4.6.
reasonable from Table 4.1 and a value of 0.3 is used in rest this section. The two back
rings have a resolution slightly above this, but they contribute only a small fraction
to the total multiplicity.
The acceptance resolution arise from the limited geometrical acceptance of the
NMA. It is thus possible for two events with the same multiplicity to have a different
multiplicity within the acceptance. The NMA would then classify them as different
events even if adet = 0. This is a binomial problem because a particle is either in the
acceptance or it is not. If the probability for a particle to be in the acceptance is p,
then
acc = /M(1 - p) . (6.15)
Figure 6-15 plots the total multiplicity distribution and the multiplicity distribution
for particles inside of the NMA acceptance for RQMD events. From this plot, the
value of p is around 0.5. Putting equation 6.14 and 6.15 and substituting in the values
for al and p gives
=ONMA  et +. = 0.76V- . (6.16)
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NMA Range CS Range % Range Ave. NMA
365-500 0-134 0-2 386.5
325-365 134-345 2-5 343.9
285-325 345-609 5-9 304.5
250-285 609-879 9-13 267.8
215-250 879-1186 13-17 232.0
180-215 1186-1540 17-23 197.0
145-180 1540-1950 23-29 162.0
105-145 1950-2520 29-37 124.2
60-105 2520-3415 37-50 80.7
0-60 3415-5130 50-76 32.4
Table 6.7: Table listing ranges of NMA values used as cuts. Also listed is the correspond-
ing range of the inelastic cross section, in mbarns, and the percentage in reference to the
total inelastic cross section of 6.78 barns. The last column is the average value of NMA
for INT events with NMA values in that range.
A measured multiplicity of 400 has a resolution of about 15 while a NMA value of
100 has a resolution of 7.6. The NMA cuts used are listed in Table 6.7.
Double Cuts
Though both the ZCAL and NMA are sensitive to impact parameters, they are not
the same measure. The ZCAL is not sensitive to how many pions are produced in
the initial N-N collision or to the number of secondary collisions, but the NMA is
sensitive to both. The ZCAL is really a measure of the number of particles in the
initial system, while the NMA is a measure of the number of particles in the final
system. So making cuts on both ZCAL and NMA may be important to characterize
events properly.
Looking at a plot of NMA versus ZCAL, figure 6-16, one sees the two are highly
correlated, but there is a significant spread to the distribution. Also notice the non-
linear behavior at low ZCAL. But is the observed spread simply due to the resolutions
of the detectors?
To answer this, a simple Monte Carlo was done. From figure 6-12, the ZCAL
distribution is fiat between 200 and 900 and from figure 6-16 a linear relation holds
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NMA vs ZCAL for INT Events
rAn
I
U
ZCAL Energy (GeV)
Figure 6-16: The NMA versus ZCAL distribution for INT events. The plot is normalized
to 1 million beam particles.
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Figure 6-17: The NMA distribution for the 7-12% ZCAL cut is plotted and compared to
the expected distribution from resolution alone. The expected peak is the solid line while
the data are the dashed line. Both peaks are normalized to 1 million beam particles.
between ZCAL and NMA for this range. So a ZCAL value between 200 and 900
was randomly chosen and converted to a corresponding NMA value. Both values
were then smeared using the resolutions given in equations 6-4 and 6.16. The NMA
multiplicity distribution for a ZCAL value between 390 and 570 was histogrammed.
This is plotted in figure 6-17 along with the distribution from data. Both peaks are
normalized so that each has the same area. Obviously, the data are much wider than
the simulation indicating there are physics processes contributing to the spread.
Table 6.8 lists the NMA cuts made for each of the three most central ZCAl cuts,
i.e. cutting on both ZCAL and NMA. In determining these cuts, the same procedure
was used as in the previous two sections. However, it was not necessary to do an
empty target subtraction for the cuts, since there were no events from empty target
runs satisfying all the beam quality, ZCAL, and NMA cuts. Figure 6-18 shows the
NMA distributions for INT events for the three most central ZCAL cuts.
168
I
ZCAL Range NMA Range ZCAL % Range NMA % Range Ave. NMA
0-240 375-500 0-3 0-33 394.7
0-240 345-375 0-3 33-69 360.5
0-240 0-345 0-3 69-100 323.2
240-390 340-500 3-7 0-31 363.5
240-390 305-340 3-7 31-68 322.5
240-390 0-305 3-7 68-100 281.0
390-570 295-500 7-12 0-33 319.0
390-570 265-295 7-12 33-65 280.1
390-570 0-265 7-12 65-100 240.7
Table 6.8: Table listing ranges of ZCAL and NMA values used for double cuts. Also
listed is the percentage of the ZCAL cut in reference to the total inelastic cross section of
6.78 barns. The last two columns are the percentage of the NMA cut in reference to the
ZCAL cut and the average value of NMA for INT events with ZCAL and NMA values in
that range.
NMA Distriubtion for Fixed ZCAL
C
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Figure 6-18: The NMA distribution for INT events for the three most central ZCAL cut
is plotted. Each peak is normalized to one million beam particles.
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6.4.3 Calculating the Acceptance
The first step in generating mt spectra is determining over what range of momentum
space the spectrometer has acceptance for. This range will change as the angle or the
magnetic field changes. The acceptance is determined by calculating the bend angle
for a particle of a given p and 0 and verifying the track falls within the geometry
constraints of the various tracking chambers. This verification is done for many test
points in a Y-mt bin, with the fraction of the points passing the test the fraction of
the bin in the acceptance. The procedure is the same as used in [Mor94] and [Wan96].
This, however, does not determine the 0 range available. In Experiment 859 this
limit was set from data with the relation sin0sin o < 0.55 [Mor94]. For the 1993
data, the was shown to no longer be accurate. The value showed some functionality
with 0 but it never dropped below 0.52. Instead, of trying to model this dependence
the value of 0.50 was used in this analysis. Thus any particle with a value above this
is ignored in the acceptance calculation and the filling of cross section histograms.
Beyond this change and several minor bug corrections to the acceptance code, it
was discovered from data, that the bend angle was not independent of 0 or the charge
of the particle. Ideally, the bend angle, a should equal Bo/p-,, with Bo a constant
depending of the magnitude of the field and the pathlength. But since the magnet is
cocked with respect to the chambers, the pathlength inside the magnetic field changes
as a function of 0. Also, the tracking code also no longer models the magnet as a
region of constant field, but includes fringe fields, which also add to the 0 dependence.
Figure 6-19 shows the value Bo as a function of theta for different fields and charges.
This value was determined by fitting plots a versus l/p,, from data for different 0
ranges. This dependence is incorporated when calculating the acceptance, which is
shown for ir+, K+, and protons in figure 6-20. If the acceptance for a bin for given
run is below 70%, it is not filled. If over all runs, the acceptance of a bin is below
80%, it is dropped from the analysis.
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Figure 6-19: The value of B0 as determined from fitting data versus Oscs for different
bend directions and different magnet field strength. The circles are for particles the bend
away from the beam line and the squares are for particles that bend toward the beam line.
6.4.4 Generating the Spectra
Once the acceptance has been calculated for each run, the events can be looped
through and mt spectra made. Figure 6-21 is a sample of the mt spectra plots in
appendices B through F. Results based on these plots will be discussed more in the
next chapter. The double differential invariant yield is plotted for different slices
in rapidity, with each slice scaled by a successive factor of 10. The kaons are well
described by an exponential and are fit to
1 d&N dN/dY m - mo(6.17)
2rmt dmtdY 2r(Tmo + T2) exp
with dN/dY and T fit parameters. T is also referred to the inverse slope parameter.
Both of the fit parameters are plotted versus rapidity below the mt spectra. The
dN/dY is fit to
dN A (-(Y - YNN)
with A, the total yield, and- , th exp (618)and YNN = 1.60.
with A, the total yield, and o-, the width, fit parameters and YNN = 1.60.
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Figure 6-20: The acceptance in Y-mt for r+, K+, protons. Each box represents a Y-mt
bin and boxes smaller than the full size correspond to bins only partially in the acceptance.
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Figure 6-21: A sample of the plots to be found in Appendix B through F.
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The Forward Spectrometer analysis for this same running period has been com-
pleted and the pion mt spectra no longer satisfy an exponential mt behavior [Aki96].
This was also seen in the analysis of the 1993 Henry Higgins data [Wan96]. Both the
r+ and r- rise above an exponential at low values of mt with the r- rising more.
Part of this rise is attributed to particles decaying to pions after freezeout, which are
generally at low momentum thus only effect the low mt region. When fitting pion mt
spectra, the function form
1 d2 N dN/dY exp (- mt (619)
2rmt dmtdY 2rT2 -AG (2 - A, I) T
is used where G(x, y) is the complementary incomplete gamma function,
G(x, y) = e-'tt-dt (6.20)
and dN/dY, T, and A are fit parameters. A is referred to as the scale factor. This is
the same functional form used in [Wan96].
The Forward Spectrometer also showed that the protons are no longer well de-
scribed by an exponential in mt. For protons, the thermal fit function
1 N dN/dY exp - mo
2irmt dmtdY = 2rr(Tm2 + 2moT 2 + 2T3) T(6.1)
is used to fit the spectra. The proton dN/dY is not fit to a Gaussian because it is
not well described by this shape, especially for peripheral events.
6.4.5 Systematic Errors
All the errors shown for the data are statistically only. There are also many sources
of systematic errors which I will list and estimate here.
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Acceptance
In calculating the acceptance, the magnetic field is assumed to be a constant. As
described in section 4.10, the tracking algorithm does not model the magnet in this
manner. This creates a systematic error of a 3-4% for bins in Y-mt near the edge of
the acceptance for a given angle setting. Since there is substantial overlap between
angle settings most of these edge effects are averaged away. This is not true for the
low mt region especially between the 19 and 24 degree angle setting because the field
strength also changes from 4 to 2 kGauss.
Efficiency Corrections
A major source of systematic errors is the uncertainty in the efficiency corrections.
For low momentum tracks, the multiple scattering correction becomes large and is
largest for protons. The measured inefficiency from multiple scattering can get as
large as 0.3 with an uncertainty of 10%. The correction is 1/(1 - I), with I the
inefficiency. Thus there is about a 4% systematic uncertainty in the correction for
protons at the lowest momentum values. This value is smaller for low momentum
kaons and pions and negligible for high momentum particles.
For low momentum pions and kaons, the decay correction is quite large. The
standard decay correction is quite well known and does not introduced a systematic
error, but the correction to the decay correction for tracks that decay but are still
reconstructed does add a systematic error. Since this is only a few percent correction
to a correction this error is small.
For central events, the correction for high occupancy effects become large, espe-
cially for 14 degrees. From plots in chapter 5, the most central 14 degree data have
an average inefficiency of 0.5 with a 10% uncertainty, which results in a 10% system-
atic errors in the correction for this data. The results drops to about a 2% error at
backward angle settings and for peripheral events.
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Normalization
An important part of creating invariant yields is normalizing the data correctly. Sta-
tistical errors in counting beam have already been included in the plotted errors with
any systematic error around a percent. Of greater significance is determining the cor-
rect fraction of the cross section when making event characterization cuts. In general,
this is accurate to about the 5% level, except for the most peripheral bin. The extent
of the peripheral bin is determined by the Bullseye and so is sensitive to its perfor-
mance and Beam quality. Since these fluctuated during the run, the normalization
for the peripheral bin is uncertain to the 10% level.
Fitting mt Spectra
The kaon mt spectra are fit well by an exponential and so there is a small systematic
errors introduced by the fitting procedure. While the protons are not fill well by an
exponential, the thermal function does well. Also, the deviation from exponential is
small and causes a smaller fraction of the dN/dY to be at low values of mt. These two
facts combine so that very little systematic error is introduced when fitting protons.
For the pions, the rise of the mt spectra at low mT means that a larger fraction of
the dN/dY occurs at these points, so the fit results are very sensitive to those low
mt points. Artificially, raising the lowest mt point of an r- spectra by 10% percent
and the second lowest by 5%, changes the fitted dN/dY by 15% percent. The rise in
the r+ is less than the 7r- and so the systematic error is less.
When fitting dN/dY, only a limited rapidity range has data and it is assumed
the range outside the experimental acceptance can be described by a Gaussian shape.
This introduces a systematic error in the total yield of a few percent.
Summary
From the above discussion, it is clear the systematic error on a data point depends
the plot and the location. When viewing an mt spectra, the point to point systematic
is only a few percent, with slightly higher values in the low mt region. When viewing
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a dN/dY for peripheral events the point to point systematic error is a few percent.
This is still true of backward rapidity points for central data, but rises to about 10%
for the most central rapidity points because of the inefficiency correction. For both
the mt spectra and the dN/dY there is an additional overall normalization systematic
of errors of about 5% except for the most peripheral bin where it is 10%.
To help verify the data analysis procedure is correct, figure 6-22 compares mt
spectra from the Henry Higgins Spectrometer and the Forward Spectrometer. These
are two completely different sets of hardware, analysis codes, and corrections. The
agreement between the two is quite good, and is well within the estimate of the
systematic errors discussed above.
6.4.6 RQMD Simulations
Throughout the next chapter, the data are compared to predictions from RQMD.
As described in section 2.6, RQMD is a hadronic cascade code that Monte Carlo's
Au-Au events. To do the comparison, one must first generate a minimum bias sample
of RQMD events, which unfortunately takes time. For the sample used in this theses,
65K events, it took about 6 weeks. This means the statistical error from the Monte
Carlo procedure is not insignificant when comparing to data. Thus, the RQMD results
are shown as a band, with the extent of the band determined by the 1 a level of the
statistical error.
When comparing to data with a specific centrality cut, the detector used for the
cut must be simulated in some way. The modeled distribution may be different than
the real one, because the output of RQMD may not be correct. So cuts used in the
RQMD comparison are adjusted, so that the same fraction of the total inelastic cross
section is being compared.
The Bullseye is modeled by counting the total number of protons with 0 < 1.6
degrees for each event. This distribution for all events is plotted and the value for
75% most central cut is determined. This gets rid of the 25% most peripheral events
that the Bullseye is not sensitive too. The ZCAL is modeled by adding the kinetic
energy for all nucleons and the total energy for all mesons with 0 < 1.6 degrees. The
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Figure 6-22:
Henry Higgins
Invariant yield plot for K+ for 0-5%
and Forward Spectrometer data.
ZCAL cut. The plot combines both
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Figure 6-23: The modeled distributions of Bullseye, ZCAL, and NMA for minimum
bias RQMD events. The ZCAL and NMA only include events with the modeled Bullseye
charge less than 75. See text for details for the modeling procedure for each detector.
resolution from equation 6-4 is used to smear the sum. The NMA is modeled by
counting the number of charged particles with a / > 0.7 and a quarter of gamma
rays from 7ro decay. Both the charged particles and the gamma rays must be inside
the geometrical acceptance of the NMA. Delta rays are also added based on the result
of figure 6-13. The modeled distribution for minimum bias RQMD events is plotted
for each detector in figure 6-23.
In addition to this modeling, the weak decay of particles is also modeled. Then,
all particles are projected back to the target and a target cut applied to simulate the
tracking algorithm. The target cut is plus or minus 2 cm in X and Y. Particles that
fail this cut are ignored. The RQMD distributions are not fitted like data, particles
are simply counted in the appropriate region of momentum space.
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Chapter 7
Results and Discussion
So the data have been taken, it has gone through the collaboration analysis chain,
and the analysis specific to this thesis. Now what are the results? Is there strangeness
enhancement consistent with QGP formation? Do the hadronic models describe the
data well? Is equilibrium reached in these collisions? Is the thermal model consistent
with the data? Are there any other differences in events with the same ZCAL energy
but different NMA multiplicity? Well, its time to find out. In this section, I present
data results and model comparisons to answer those questions. Most of these plots are
the results of data presented in Appendix B through Appendix F. In those appendices
are fitted mt spectra, fitted dN/dY, and inverse slope parameter for pions, kaons, and
protons for each event characterization cut used in this analysis. Anyone wanting a
more detailed look at the data, should refer to those appendices.
7.1 Strangeness Production
Since we are looking for increased strangeness production as a signature of QGP for-
mation, do we see such an increase in Au-Au collisions? Figure 7-1 shows the 7r+ and
kaon total integrated yield as function of FE, the fraction of the beam energy outside
the ZCAL acceptance. Notice the non-linear behavior, especially for the kaons, which
indicates as the number of initial N-N collisions increase, particle production per par-
ticipant increases. This non-linearity was not seen in the Si data, but the entire range
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Figure 7-1: The total integrated yield for x+, K + , and K- plotted as a function of FE,.
the fraction of the beam energy not detected by the ZCAL. The lines on the plots are
extrapolations from p-p data, correcting for the isospin of a Au nucleus, and assuming
that FE = 1 corresponds to 197 N-N collision.
of centrality for that data approximately corresponds to 0-.25 in FE. The lines on
the plots are the expected yield if particle production per participant in Au-Au is the
same as in N-N collisions, i.e. no secondary collisions. The slope is determined by
taking p-p data for pions[B+74] and kaons[F+79] at 12.0 GeV/c projectile momentum,
correcting for the isospin of a gold nucleus, and assuming that FE = 1 corresponds to
197 N-N collisions. It is important to correct for the isospin of a gold nucleus, Z = 79
and A = 197, because the cross section for 7r+ production in p-p is larger than in p-n
and n-n collisions but is the same as 7r- production in n-n collisions. From a simple
probabilistic argument, only 16% of the N-N collisions are p-p, 36% are n-n, and the
rest are p-n, so one will expect more ir- than 7r+. The same is true for kaons, K+ and
KO and antikaons, KO and K-. Details of this correction are discussed in Appendix
A. Referring back to figure 7-1, pion production is below the N-N extrapolation for
all values of FE, though the difference is less at large values. Kaon production, on
the other hand, is enhanced with respect to N-N interactions, with the enhancement
growing with centrality.
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Plotting the particle ratios, one finds the K+/wr+ ratio, figure 7-2, is well above
the N-N value, even for very peripheral data. In the FE plot, it is not clear whether
the rate of increase of the ratio is changing. But in the NMA multiplicity plot, which
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Figure 7-2: The ratio of total integrated yield for K+ to r+ plotted versus FE and NMA
multiplicity. The band is the extrapolation, plus and minus one sigma, from p-p data
correcting for the isospin of a gold nucleus.
has more bins in the peripheral region, the ratio quickly rises and then starts to
plateau. However, the K-/K + ratio, figure 7-3, has no centrality dependence and is
well below the N-N extrapolation. This indicates K + is more enhanced than K- for
all centralities.
Are the data consistent with a transition to a QGP? The kaon enhancement is
consistent, but the pion suppression is not. If the transition occurs, the degrees
of freedom available to the system will increase, hence so does the entropy. Since
entropy can never decrease, it will still exist in the final state and manifest itself as
large multiplicities, especially for pions.
Additionally, one would expect the K-/K + ratio to change if the QGP is formed
in these collisions, because strangeness is produced by a different mechanism. The
ratio would then depend on how often a s quark hadronizes by combining with two
u and d quarks to form a A, or one ~ quark to form a K-. The u and d quarks have
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Figure 7-3: The ratio of total integrated yield for K- to K+ plotted versus FE and
NMA multiplicity. The band is the extrapolation, plus and minus one sigma, from p-p
data correcting for the isospin of a gold nucleus.
a much larger abundance than the antiquarks so exactly how it would change is not
obvious and there are no quantitative predictions.
If it is not the transition to the QGP, how could hadronic interactions cause the
observed effects? We have seen in section 2.4 that nucleons have more than one
collision in these interactions. These second N-N collisions offer another chance for
particle production and enhance both pion and kaon production. Recall from section
2.3 pion production proceeds through resonances such as the A. We would also
then expect collisions between A's and other nucleons should occur. When they do,
reactions such as
N + A -+ N + N (7.1)
N + A -- X (7.2)
where X is any channel that does not include a pion or resonance that would decay
into a pion. Both of these processes effectively absorb the pion. There are also
reactions like
N + A --+ A + A (7.3)
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which produce an extra pion. Thus, there are secondary processes that enhance and
suppress pion production and it will be the interplay between all of them that will
determine the final pion production in nucleus-nucleus collisions.
That final pion production should depend on the Fs of these secondary collision.
At large V, there are many channels available in reaction 7.2 and pions absorption
would be high. But lowering the center of mass energy reduces the number of channels
and processes like 7.3 happen fractionally more often. Lowering the Fs even further
would inhibit even pion production and reactions like 7.1 have a large fraction of the
total cross section. There would also be a centrality dependence if the number of
secondary collision per nucleon increased with centrality. Thus, it is reasonable to
expect pion production to be lower than N-N and with the amount of suppression
changing with centrality.
The reaction 7.2 includes strangeness production'and thus kaon production would
also be enhanced by these collisions. These N-A collisions have a larger cross section
for kaon production than the secondary N-N, because the larger mass of the A raises
the Fs. Unlike pion production, kaon absorption would not play a significant role.
For strangeness to be absorbed, a particle with a strange quark must collide with a
particle with an anti-strange quark. The number of strange particles is much lower
than the number of nucleons and pions, so these collisions happen very rarely. So
one would expect both the K+ and the K- to be enhanced and the enhancement
growing with centrality if the number of secondary collisions per nucleons grew with
centrality.
Given these processes which do not occur in p-p data, then the observed behavior
of the K+/r+ would follow. Without interactions absorbing pions, one would expect
pions to be more enhanced than kaons, because of the lower energy requirement. The
K+/lr+ would then be lower than the N-N value, instead of larger.
Since secondary collisions have a lower V/F than the initial N-N collisions and
pair production has a higher threshold than associated production, the K-IK + ratio
should be lower for these secondary collisions and drive the total ratio down. The
centrality dependence, or lack thereof, for this ratio, is a little surprising. One would
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expect that for peripheral collisions the ratio should be rising up toward the p-p
predicted value. However, one should note that even the most peripheral NMA cut
is not that peripheral. The Bullseye loses the 25% most peripheral events, and the
NMA cut includes event to 50% centrality level. So that rise could be outside the
sensitivity of the experiment.
So hadronic reactions can provide a qualitative explanation of the data, but for a
quantitative assessment, the data are compared to RQMD, a hadronic cascade code
which models the processes described above. In figure 7-4 one compares the RQMD
result of the yield versus FE for r+ and kaons while in figure 7-5 one compares
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Figure 7-4: The total integrated yield for r + , K + and K- compared to RQMD. The
band represent plus or minus one sigma of the statistical error on the RQMD prediction.
the K+/r+ and K-/K + ratio. In all cases the shape agrees quite well, though the
normalizations are slightly off. Note that RQMD predicts pion suppression and kaon
enhancement as compared to N-N as well as a K-IK+ ratio that is below the N-N
extrapolation.
These two figures are not the best way to compare the model, since these are
comparisons to the total integrated yields. Thus, the data points include an extrapo-
lation into regions of phase space not measured by the experiment. A more accurate
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Figure 7-5: The ratio of total integrated yield for K+ to 7+ and K- to K- compared to
RQMD. The band represent plus or minus one sigma of the statistical error on the RQMD
prediction.
comparison is to use the yield only in the region of rapidity in which there is accep-
tance, a fiducial yield. For pions and kaons, the overlap in rapidity extends from 0.6
to 1.4, so this is the rapidity cut that will be used. This still means that regions of
in mt not measured by this experiment are extrapolated over to get dN/dY's.
Figure 7-6 compares the fiducial yield versus FE. The same conclusion about the
shapes as in the total yield comparison is still true. Also, one still concludes that
7+ production is slightly under predicted and K- production slightly over predicted.
However, the K+ prediction agrees quite well with the data, in shape and normal-
ization. When comparing the ratio of these yields, figure 7-7, one sees exactly as one
expects, both ratios are higher than the data, but the shapes agree well with the
data. For the K +/ 'r+, the RQMD result is fit quite well by,
K+/r + = A(tanh(B(X - C)) + 1) (7.4)
where A, B, and C are fit parameters and X is the multiplicity. This functional
form also fits the data quite well with a X2 per degree of freedom of 1.115. The only
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Figure 7-6: The fiducial yield, 0.6 < Y < 1.4, for r+ , K + and K- compared to RQMD.
The band represent plus or minus one sigma of the statistical error on the RQMD predic-
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parameter that is significantly different between the two fits is A, the normalization.
The results of the two fits are tabulated in table 7.1.
RQMD Data
A 0.0904 ± 0.0009 0.0803 ± 0.0016
B 0.0060 ± 0.0005 0.0067 ± 0.0011
C -14.5 ± 6.3 5.2 ± 8.7
X2  1.651 1.116
Table 7.1: Table of results of fitting equation 7.4 to the K+/ir+ ratio versus multiplicity
for RQMD and Data.
When looking at the K-/K+ ratio, one first notices it no longer appears com-
pletely independent of multiplicity. This points up the weakness of fiducial yields. If
there is a change in the fiducial yield, it could be due to a real change in the overall
yield, or because of change in the distribution causing a larger or smaller fraction of
the particles to be within the fiducial cut. It is this second effect that is the cause
of the dependence in the fiducial K-/K + ratio. To verify this, figure 7-8 shows the
width of the Gaussian fit to the dN/dY for kaons as a function of multiplicity. The
widths are constant with centrality except for the most peripheral K- and the most
central K + data points. The K- width is slightly smaller for the peripheral data
point, thus fractionally more K-'s are in the fiducial cut and the ratio should go up.
Likewise, the most central K + width is slightly narrow and again more K + will be
in the fiducial region, but this will cause the ratio to go down. The agrees with what
is seen in the fiducial ratio. More about kaon widths will be discussed in section 7.3.
Given that RQMD has to parameterize many unknown cross sections as well as pa-
rameterize cross sections into unmeasured energy regions, the disagreement in normal-
ization is probably more indicative of these parameterizations being slightly wrong,
than something fundamentally inconsistent with the modeling process. The agree-
ment in shape is quite impressive and leads one to the conclusion that the observed
enhancement of strangeness above N-N is consistent with a hadronic interpretation
for these collisions.
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7.2 Phase Space Dependence of K-/K +
One consequence of the simple thermal model, which assumes the system is at equilib-
rium, is particle ratios will depend just on the temperature and chemical potentials.
Since the temperature and the chemical potentials are constant throughout phase
space, the ratios should be, too. In general this is complicated by transverse and
longitudinal flow, but in the case of K-/K +, the rest mass of both particles are the
same, so each should be affected equally by flow and not alter the ratio. Particles
which decay after freeze out is another process that may alter the measured ratio
from the thermal value. But at AGS energies, there are very few particles that decay
into kaons. The largest contribution comes from the 0 meson, whose production is
down by over a factor of 10 from K- production. In addition the branching ratio
for the K+K- decay channel is 50%, so it should effect the ratio by less than 5%.
So even, in an expanding thermal model, the experimentally measured K-/K+ ratio
should be phase space independent to the 5% level. So is it in the data?
Figure 7-9 shows the K-/K+ ratio versus mt-mo for four different rapidity regions
and five different centralities. The rapidity increases from target toward midrapidity
from left to right and the centrality increase from bottom to top. From this plot it
is clear that at target rapidities there is a definite mt dependence in the ratio with
changes as much as a factor of two, and is much larger than any change expected
from decays. As one moves toward midrapidity the dependence becomes less, though
with the limited mt range for the most central rapidity slice it is difficult to say
anything about the mt dependence. Also there is no change in the dependence with
centrality. Whatever is causing the observed mt dependence is present in peripheral
and central collisions. This cause could be the limitation of phase space available to
the K- because of the higher energy threshold. Thus, K- can not be produced at
high values of mt away from midrapidity.
If in-medium effects were playing a important role in the kaon spectra, the K-
would feel an attractive force from the collision zone and the mt distribution would
be shifted toward low values. Conversely, the K+ would feel a repulsive force and
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the mt distribution would shift toward high values of mt. So the K-/K + ratio would
decrease as mt increases, as the data do at backward rapidities. But the effect should
be strongest at midrapidities and should be centrality dependent because the force
is density dependent. Thus, in-medium mass shift effects are not supported by the
data. This lack of centrality dependence also implies no evidence of K- converting
to A or vice versa playing a significant role in these collisions.
There is also a dependence in the overall level of the ratio with rapidity. This
can be seen more clearly in figure 7-10, where the ratio of the dN/dY's are plotted
for the same five centralities. One sees 30-40% changes in this ratio with the ratio
largest at midrapidity, indicating the width of K- dN/dY is smaller than the K+.
Again the changes are much larger than any change expected from decay and there is
no clear evidence of any centrality dependence. In the bottom right panel is rapidity
dependence for p-p data, adapted from the plot in figure 2-4. This plot has not been
corrected for isospin, so the overall normalization is not correct for direct comparison,
but the shape of this curve is valid to compare, and the similarity to the Au-Au data is
quite apparent. This implies that whatever physics is causing this rapidity dependence
in p-p, is still present in Au-Au. Also, the secondary collisions that produced kaons
must have a similar rapidity dependence as the initial N-N.
These plots offer a strong contradiction to one of the basic assumptions of the
thermal models. Since the ratio has a strong dependence with phase space, then either
the temperature, or chemical potential, or both are not independent of phase space.
In short, the system is not at equilibrium. The similarity of the rapidity dependence
with p-p data, which has few produced particles, suggest thermodynamics is not what
is driving kaon production in Au-Au collisions.
Figure 7-11 compares the rapidity dependence of the K-/K+ ratio to RQMD.
RQMD predicts a definite centrality dependence, with the dN/dY for K + and K-
having a similar shape for central data. This is not consistent with the data. Thus,
the hadronic model, in the form of RQMD, has problems predicting the rapidity
dependence for central Au-Au events.
One explanation that is the consistent with the data is that the K + in associated
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production is more closely tied to the nucleons, since the up quark of the K+ comes
from one of the nucleons. This widens the K + rapidity distribution and produces the
observed dependence.
7.3 Double Cuts
If the QGP is formed only rarely in central Au-Au events, then it could be obscured
by the more common hadronic events. If the QGP is formed, then the multiplicity
for those events should be higher because of increased entropy. Thus, making cuts on
multiplicity for a given ZCAL Energy cut may reveal events with extra strangeness
indicative of the QGP. This is the basic philosophy behind making cuts on two event
characteristics, one that is sensitive to the total number of participants and the other
sensitive to the total number of produced particles.
The first difference seen in the particle spectra, are changes in the widths of the
dN/dY's for all particles except the K-. This is most is clearly seen in the protons,
and the data are shown in figure 7-12. In the figure, the proton dN/dY is shown
for each of three central ZCAL cuts with each sliced into three NMA regions. For
a given ZCAL value, and therefore a given number of participants, as one increases
the multiplicity, the width narrows, or at least the distribution is more peaked at
midrapidity. The change in shape implies the larger the average rapidity loss per
nucleon, the larger the particle production.
Also notice when proceeding diagonally down from left to right in the figure, the
rapidity distributions look very similar, i.e. the lowest NMA cut for the most central
ZCAL is similar to the middle NMA cut for the next most central ZCAL. Notice
further that when the rapidity distribution are similar, the average NMA multiplicity
for INT events in that cuts is similar. So if there are fewer participants, but the
participants on average have a higher rapidity loss so that the total rapidity loss
for all nucleons is the same, then particle production remains unchanged. In short,
particle production depend on the total rapidity loss of all nucleons in the collision.
But when looking at the inverse slope parameters of the protons, figure 7-13, there
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Proton dN/dY for Double Cuts
Rapidity
Figure 7-12: The proton dN/dY are shown for each of three different ZCAL cuts each
divided into three NMA regions. The open points are the data reflected about midrapidity.
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is little or no change. This implies that the transverse energy per particle remains
the same even though the average rapidity loss of the nucleons increases. Yet, one
does see an increase in the slope parameters when comparing the peripheral events to
central events, figure 7-14. So, the transverse energy distribution is sensitive to the
total number of nucleons involved in the collisions, but not the average rapidity loss
of the nucleons.
As for strangeness and double cuts, figure 7-15 shows the fiducial yield ratio of
K+l/r+ versus multiplicity for the three most central ZCAL cuts. A fiducial ratio is
taken because of the changes in dN/dY shape causing the distributions to become
significantly non-Gaussian and create systematic problems with fittir the distribu-
tion to get a total yield. Clearly the ratio does not depend on multipii .;y for a given
ZCAL cut. But given this is a fiducial yield, the shape and total production could be
changing in such a manner as to result in no change. However, from the fitted dN/dY
widths in Appendix B and D, the widths of the r + and K+ behave similarly. Thus
total production must also be similar. So even though the total number of particles
is increasing, there is no increase in the fraction of strange particles.
Figure 7-16 is the same type of plot only for the K-/K + ratio. The lines on the
plot are the average of the ratio for the two lower multiplicity bins for each ZCAL cut.
Notice the highest multiplicity point is consistently lower than the average. If one
properly takes into account the error on the average, then the chance of for all three
high multiplicity points statistically fluctuating to the observed behavior is 0.02%.
So the effect is significant, and the cause is related to changing widths.
Figure 7-17 shows the sigma of a Gaussian fit to the dN/dY's for K+'s and K-'.
The K- widths are independent of multiplicity for a given ZCAL bin, while the K +
widths show the same behavior as the fiducial ratio, narrower width causing more
particles in the fiducial region, resulting in a lower ratio. The fact the K + widths
change but the K- do not is inconsistent with the idea of longitudinal flow, since it
should effect both equally since they have the same rest mass. But it is consistent
with the idea K+ being more closely related to the protons, since as the protons
narrow, the K+'s narrow.
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Figure 7-13: The proton inverse slope parameters versus rapidity are plotted for each of
three different central ZCAL cuts each divided into three NMA regions. The open points
are the data reflected about midrapidity.
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Chapter 8
What Have We Learned
So after analyzing the data, there are some definitive conclusions to be drawn.
Strangeness production is enhanced in Au-Au collisions as 11.6 A GeV/c with re-
spect to N-N collisions and the enhancement is largest for the central region. Pion
production is suppressed and that suppression is greatest for peripheral collisions.
Both of these facts are well described by the hadronic cascade model, RQMD, though
the magnitude is slightly incorrect for 7r+ and K-. The idea that hadronic interac-
tions can cause such an effect is consistent with the idea of secondary collisions and
particle production proceeding through resonances.
The K+/7r+ quickly rises from its N-N value as one increases the centrality of
the collision, but starts to plateau for the 30% most central collisions and remains
fairly constant for more central collisions. The K-/K+ has no centrality dependence
and its value is considerably lower than the N-N value, indicating that K+ are more
enhanced than K-. This is expected in the hadronic picture since the secondary
collisions, which enhance strangeness, will have a lower vs than the initial N-N
collisions. Since the K- has a higher energy threshold, the K-/K + ratio for these
collisions should be lower. The shape of the centrality dependence for both ratios are
well described by RQMD, though the magnitude is a little too large. RQMD also
predicts a lower K-/K+ ratio than for N-N collisions. In short, Au-Au collisions are
well described by a cascade of hadrons colliding with each other.
The K-/K + ratio is not phase space independent. Near target or beam rapidities,
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there is a definite mt dependence with the ratio largest at low values of mt. There
is also a rapidity dependence, with the value peaking at midrapidity, i.e. the K-
dN/dY is narrower than the K+ . Both the shape of mt and rapidity dependence
does not change with centrality and the shape of the rapidity dependence is very
similar to N-N data. RQMD predicts the shape of the K+ and K- dN/dY to be the
same for central events.
The phase space dependence contradicts some of the basic assumptions of the
thermal model. Specifically, the Au-Au system is not at equilibrium and cannot be
described by a temperature and/or chemical potentials that are independent of phase
space. Also, given the similarity to N-N data and the centrality independence, there
is no evidence of either medium effects or K- absorption playing a significant role
kaon production.
For a given ZCAL value, there is significant range of multiplicities. When making
simultaneous cuts on both, the width of the dN/dY for all particles except the K-
decrease as the multiplicity increases for a given ZCAL cut. This indicates that when
the average rapidity loss per nucleon increases, particle production increases. For any
two of these double cuts that have the same average multiplicity, the proton rapidity
distribution are similar. Thus, particle production is a function of the total rapidity
loss of all nucleons.
The inverse slopes do vary with ZCAL Energy, but not with NMA multiplicity
for a given ZCAL range. These two facts lead to the conclusion that the transverse
energy distribution depends on the number on initial particles in the collisions but not
on the average rapidity loss per nucleon. There is also no indication of any increase
in strangeness production with increased multiplicity for a given ZCAL region.
It is disappointing to find no indication of exotic processes occurring in Au-Au
collisions at these energies. Even some of the changing in medium properties of kaons
do not appear to be present. Given the baryon densities achieved in these collisions
the agreement to a completely hadronic scenario is a little surprising. One however
cannot rule out QGP formation in these events, because even if a QGP is formed, it
must rehadronize and may spend a significant amount time in the hadronic phase and
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lose any signature. This possibility could be explored by inserting a large increase of
strangeness at the beginning stages of a hadronic cascade code and seeing how that
changes the final output of the model.
With the AGS program winding down, it will be interesting to see what happens
when RHIC, a Au-Au collider with Vs = 200 GeV, comes on line and the phase
diagram is explored in the region of high energy density instead of high baryon density.
It is also very clear from the AGS results, that the hadronic aspect of the final stages of
collisions at RHIC energies must be understood in order to understand the signatures
of the Quark-Gluon Plasma.
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Appendix A
Isospin Correction
The extrapolation from p-p data to the average N-N collision in a Au-Au nucleus is
the weighted average of the cross section for all three type of N-N collisions, p-p, p-n,
and n-n, with the weight the probability of a single N-N collision being that specific
type. Given two nuclei with charge Z and A nucleons, then
aNN-x -- app-,X + A apn-x + A nn-x (A.1)
where appx is the cross section for the exit channel X for p-p collisions with similar
definitions for the other o's.
In the case of pions, there are three charge states, which gives a total nine cross
sections that need to be known. The three p-p cross sections, have been measured so
there are now 6 unknown cross sections. Symmetry in isospin implies that switching
all the u quarks and d quarks of a process, does not change the cross section. This
gives the following four relations
Opp-,l+x = ,nn-,,,-x (A.2)
app--r-x = ann--.r+x (A.3)
O7pp-~rox = an-+lox (A.4)
Opn-r+X = apn-r-x . (A.5)
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The p-n system couples half of the time to a T = 1 system and half of the time
a T = 0 system, while the p-p and n-n system must be in a T = 1 state. In general,
isospin symmetry cannot relate the T = 0 state to the T = 1 state. But imagine a
system in which the number of p-p collisions equals the number n-n collisions and the
p-n interactions are twice as abundant as both, then all four combinations of T and
T3 are equally populated. The system is said to be spherically symmetric in isospin
space and all components of a multiplet must be equally populated in the final state.
This implies the following relation
opp...+x + 2 apn--.r+X + ann--r.+x = pp-.iroX + 2 apn-...~ox + ann--+.,rOX (A.6)
which can be reduced to
app-•r+x + appjr-x - 2app.,ox = 2apnrrox - 2 apn-•r+x . (A.7)
From data at AGS energies, the left hand side of equation A.7 is equal to zero[F+79],
which leads to
Opn-.,rOX = Opn.-+x . (A.8)
One still needs one more relation to determine all the cross sections. Again from
experimental data at AGS energies the total inelastic cross section of p-p equals p-n.
Since most inelastic channels contain at least one pion, a reasonable assumption to
make is
app-..r+X + Opp.,rOX + app-.ir-x = pn,-r+x + Opn-_.,OX + apn-.-x . (A.9)
This relation is not justified by any symmetry principle, but seems to make sense
given the data. One should note that equation A.9 is the same constraint as
Opp-..r+X + nn--r...+X = 2Opn-•r+X (A.10)
or the p-n cross section is the average of the p-p and n-n. With this final assumption
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all the cross sections are known, and the isospin correction becomes,
Z A-Z
ONN--irX = - App--+rX +  A pp--X (A.11)
where 7r is the pion with isospin T3 and ir is the pion with isospin -T3.
In the case of the kaons, K+ and KO form an isospin doublet as do Ko and K-. In
each case, there are 6 total cross sections with the 2 p-p measured. Isospin symmetry
gives,
rpp-KX = ann-k x  (A.12)
opp-.kX - Onn-KX (A.13)
apn-.KX = apn-•k x  (A.14)
which leaves us one constraint short of knowing all the cross sections. The spherical
isospin symmetric system gives no further constraints. But if the similar assumptions
of equation A.9 or A.10 are made,
pp-KKX -+ pp.kX = Opn-KX + apnkx (A.15)
then all kaon cross sections can be determined. This same assumption for kaons is
made in [GH95] which does a similar analysis for beam momentum of 200 GeV/c.
With this assumption not only are all the kaon cross sections know, but equation
A.11 holds with kaons replacing the pions.
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Appendix B
7r+ Spectra
This appendix contains plots of r + mt spectra for each event characterization cut
used in this analysis. The double differential invariant yield is plotted versus mt - m0
for different rapidity slices and each is fit to
1 d2N dN/dY e ( mB.1)
27rmt dmtdY 2irT2-G (2 - A, ) t exp (TB.1)
where G(x, y) is the complementary incomplete gamma function,
G(x, y) = j ttx-'dt (B.2)
and dN/dY, T, and A are fit parameters. T is referred to as the inverse slope parame-
ter and A is called the scale factor. All three fit parameters are plotted versus rapidity
below the mt plot with the open symbols the data reflected about midrapidity of 1.60.
The dN/dY is fitted to,
dN A (-(Y - YNN) 2
dY - A/2exp 2 (B.3)
where A, the total yield, and a, the width are fit parameters and YNN = 1.60, the
center of mass rapidity.
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Appendix C
r- Spectra
This appendix contains plots of r- mt spectra for each event characterization cut
used in this analysis. The double differential invariant yield is plotted versus mt - mo
for different rapidity slices and each is fit to
1 d2N dN/dY exp m
= (C.1)
2rmt dmtdY 2rT2-AG (2 - A m) T
where G(x, y) is the complementary incomplete gamma function,
G(x, y) = e-ttx-ldt (C.2)
and dN/dY, T, and A are fit parameters. T is referred to as the inverse slope parame-
ter and A is called the scale factor. All three fit parameters are plotted versus rapidity
below the mt plot with the open symbols the data reflected about midrapidity of 1.60.
The dN/dY is fitted to,
dN A _ (-(Y - YNN) 2  (C.3)
dY or \/2 e xp 2a 2
where A, the total yield, and a, the width are fit parameters and YNN = 1.60, the
center of mass rapidity.
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Appendix D
K+ Spectra
This appendix contains plots of K+ mt spectra for each event characterization cut
used in this analysis. The double differential invariant yield is plotted versus mt - mo
for different rapidity slices and each is fit to
1 d2N dN/dY exp mt - mo(D.
2rmt dmtdY 21r(Tmo + T2 ) T (
where dN/dY and T are fit parameters. T is referred to as the inverse slope parameter.
Both fit parameters are plotted versus rapidity below the mt plot with the open
symbols the data reflected about midrapidity of 1.60. The dN/dY is fitted to
dN A (-(Y - YNN) 2  (D2)d-Y = exp 2 2 (D.2)dY a- 27 2a2
where A, the total yield, and o, the width are fit parameters and YNN = 1.60, the
center of mass rapidity.
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Appendix E
K- Spectra
This appendix contains plots of K- mt spectra for each event characterization cut
used in this analysis. The double differential invariant yield is plotted versus mt - mo
for different rapidity slices and each is fit to
1 d2N dN/dY (m - mo
2rmt dmtdY 2x(Tmo + T 2) T
where dN/dY and T are fit parameters. T is referred to as the inverse slope parameter.
Both fit parameters are plotted versus rapidity below the mt plot with the open
symbols the data reflected about midrapidity of 1.60. The dN/dY is fitted to
dN A [ -(Y - YNN) 2  (E.2)d-Y - exp (E.2)
where A, the total yield, and o, the width are fit parameters and YNN = 1.60, the
center of mass rapidity.
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Appendix F
Proton Spectra
This appendix contains plots of proton mt spectra for each event characterization cut
used in this analysis. The double differential invariant yield is plotted versus mt - mo
for different rapidity slices and each is fit to
1 d2N dN/dY mt - mo
2rmt dmtdY = 2(Tm2 + 2moT 2 + 2 T3 ) texp( T (F.
where dN/dY and T are fit parameters. T is referred to as the inverse slope parameter.
Both fit parameters are plotted versus rapidity below the mt plot with the open
symbols the data reflected about midrapidity of 1.60. The dN/dY is fitted to
dN A (- (Y - YNN) 2S= - exp 22 (F.2)d Y a V-7 2o2
where A, the total yield, and c,, the width are fit parameters and YNN = 1.60, the
center of mass rapidity.
335
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/C2)
:1~ ~ ' I IIII III
- * ~ 0
00
o o
o -
04
aI I I I I I I I I
- e
- *
3
Rapidity
+ 0- 2% NMA
I-
U
10
ic0c*Ic
"o
10
'Ci
1C0
1C
10"
10
10
in
0,,
* 0 000
0
* 0 -:
0
-. I I I-
0.28
0.26
o 0 .24
g 0.22
So0.2
0.18
0.16
0.14
0.12
0.1
3
Rapidity
336
I I I I l l L- - I I I I l I I I I . . . . . . .
S(n2 .I
-4 r-
p dL-5' NMJA
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeV/c 2)
* 0.3C,
0.275
r) 0.25
4 -0.225
> 0
- 0.2 0 o
* o
0 o
0.175 0
0.15 0 o
0.125
In I
0 1 2 3 0 1 2 3
Rapidity Rapidity
337
5
> 1(
0I
C4o
10
10
10
'C
16
10
1n
70
60
50
40
30
20
10
- I I I -
0 0
So0
I Io
IA. IIII
5-9% NMA
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
M.r-M (GeV/c 2)
2 3
Rapidity
0.26
0.24
. 0.22
c 0.18
0.16
0.14
0.12
0.1 o
- 1 1
- 0
- b
0 -
0
a I I I I i f i l I I I I L
2 3
Rapidity
338
101
1
10
10
1010
10
10
10
10
10
-110
-1
0
>.
.. " '.. .. .
* 0
.11 .1. I-
.. I I I I I I . I I . . I I
· · · · ·
I
L-
-
~' ' ' ' ' ' ' ' '
,,2
r-
AlPldeu
(ýIAOD) YU.'LW
,'e EE'E
zT'OPro
E-0091 08120 5~
PVOO
sro VS%0
AIPldell
I
E SL' ' T TT T' T SL *0 S* O E O 0
YNM 5T-6
- I,,, I I ~ II -
- 00-
- ~00
I I I i I I i
0000000 600s**
01
o T
or
or
05 CL
og a.
0rLTT-
OT
or-
0T6-
8-0
0T
L-
OT
9-
Or0T
0or
- L
aC
OTI
-=I
I
-1o
r L
(
-1
p + 13-179% lA
1,2
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeVIc2)
0.24
1 0.22
0.2( 0.2
0.18
0.16
0.14
0.12
n0
- I I I I I I I )0 I I 
-I I I I )I I I I I I I I-
0 1 2 3 0 1 2 3
Rapidity Rapidity
340
10
10
li
10
10
10
10
10
1010n
50
40
30
20
10
n1
5
I~~' I" I I II
0
0 0
0 0 -
* 0 -
I I I I I I I I I
17-23% NMA
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-M o (GeV/c 2)
2 3
Rapidity
S0.24 -
,0 0.22pO
S0.2-
* o
0.18 - e
- 0o
- 0
- 0
- S
- 0
0.16
0.14
0.12
0.1
{ 4
0o
o
o
0
I I I. . . .I I .
2 3
Rapidity
341
1Cd
e
C1 1
>1
S1
1
1
1
.1(
I-C%1
1
1
11
0
45
40
35
30
25
20
15
10
5
0
0
-3
* O ¢ -ooo
- I I I I iI i i
· · · · · 1____··_··
-2
l
Ae
--
-
0
p 23-29% NlA
1112
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeV/c 2)
0.24
0.22
S0.2
0.18
0.16
0.14
0.12
0 I
I ' ' ' ' I ' ' ' ' I ' ' ' ' I
. 0 .
- O***** €ooooo°
SI I
"O
I l i t I l l I l i l
0 1 2 3 0 1 2 3
Rapidity Rapidity
342
c.10
1
'-1
16•
S-2S10
1 -30 1
-4
10
-5
10
-6
10
-7
10
-8
10
-9
10
-10
10
-11
n10
40
35
30
25
20
15
10
5
0
5
- 0 0
- I I~ I
~~2· ~---
. ...
.
. . . . . ...
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GoeV/c)
5 0.22
S0.2
uS
0.18
0.14
0.12
017
.i; rr I I I I ( I I -
- ,*d
- 0
- 0~
S
- 0
0oo
0
3
Rapidity
p 29-37% NMA
102
'O4
10
1
-1
- -2
-3
10
-4
10
-5
10
-610
-7
10
-8
10
-910
-10
10
-11
1n
0
0* 0
o  o0* o
°°Oo • €0o
oo°°
I ll ll ll ll
Rapidity
343
.
-
" , , , I l , , , , l , ,
p 37-50%6 NA1 n2
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MYMo (GeVWc2 )
0. 22
0.2
0.18
0.16
0.14
0.12
n
0 1 2 3 0 1 2 3
Rapidity Rapidity
344
N
NCM
U
6
I-
U!
*0
N
I-
U
. 25
20
15
10
5
5
00 0
0 00
- S. 0000
I- I1 I~ 1 ) I I I I -
- ~ I I I -
0O
- 0 -
- +
I I -
I - -
A
Q
Z
).i
%
50-76% NMA
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c2)
0.2
0.18
0.16
0.14
.12
3
RapidityRapidity
345
1n2
lA
10
> 10
5- -1
10
--2
10
n -3
210
-410
-510
-610
-7
10
-810
-9
10
-10
10
-1110
0
VI I I ' I 1 -
4 o
0 o
0o
* o
0 0
* oooo _¢0o
, , , . . . . I . . . I
10
8
6
4
2
(7
-1 I 1 1 r I I I I Il I -
- ,~ ~
* -
- i Il I I I I I I II I -
0
""''""""'0
p' 0-33% ZCAL
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
Mr-Mo (GeCV/ 2)
0.26
& 0.24
0i 0.22
a 0.2
-0.18
0.16
0.14
0.12
0n1
0 1 2 3 0 1 2 3
Rapidity Rapidity
346
01"0uI-
U
*-
70
60
50
40
30
20
10
0
5
I I 7 7 I I -_
0
~Oooo
0 00
0
~ 0
I I I I
- 0
- 0 0 -
- o
- -o
* o
- * 0 -* o
- -c~
, I ,
... .. .. .. .. .. .. .. .
|
3-7% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
o* 00 000oo
0
--
I I-
3
Rapidity
0.28
(5 0.26
C0 0.24
0 .220
a.
* 0.2
i.
0.16
0.14
0.12
0 1
-
- -o
* 0
00
- * 0
0
0
0
S
0
c- ~ I
3
Rapidity
347
2^
10
I i
100
1
> -1
S10
-2
C -3
10
-4
10
-5
10
-6
10
-7
10
-8
10
-9
10
-10
10
-11
I10
0
- I
I I........... I
0.-. I . 1 1 I lI I I I
7-12% ZCAL
5
MT-Mo (GeVIcP)
2 3
Rapidity
0.26
0.24
0.22
0.2
* 0.18
0.16
0.14
0.12
n I
2 3
Rapidity
348
U
2
*0
I-2
(1
1A
0 -0
I I I I I
- 1111111 I-
o 0
o 0o
* 000
, 2
U.
I I I I I I I I I I I- I I
12-17% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
2 3
Rapidity
, 0.24
o 0.22
U)
0.2
0.18
0.16
0.14
0.12
n 1
2 3
Rapidity
349
(. 102
> 10*o
1
> -1
p 10
" -2
b 10
S -3
10
-5
10
-6
10
-7
10
-8
10
-9
10
-10
10
-11
10
S 45
40
35
30
25
20
15
10
5
0
0
4 I***.**4 ~,0000oQ00
I I
-- +
-0
*o
- 0 -
- 0
0o
0+.°
- 1 I 1 l • I 1 • I l 1
, , ,l l l
0
0.
p 17-24%6 ZCAL
in2
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-M (GeV/c 2)
0.24
0.22
0.2
1 0.18
0.16
0.14
0.12
01I
, , , , , , ,
SI I:
- .-
1 1 1  1 1 1 1 1 1 1 1 1 -
0 1 2 3 0 1 2 3
Rapidity Rapidity
350
10
10
10
-210 5
-2
10
-5S10-410
-5
10
-6
10
-7
10
-8
10
-910
-11
10D
>-
40
35
30
25
20
15
10
5
O
5
- I I I Il I I I I I I I1
II
.. .. . ... .. . .. ... .
A A-~~
p 4-3;~~ ~LAJL
S0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeV/lc 2)
0.24
o 0.22a.
0.2
* 0.18
C
0.16
0.14
0.12
0 1
- O 0
ee o
0
•o
- -I I I I I I I I
--
-00
l ~ ~ O g 00000l a l l s t l
01 2 3 0 1 2 3
Rapidity Rapidity
351
I-
0
I-
35
30
25
20
15
10
5
O
5
-
e-0
-
* o
- * 0
S 0
- * 0
- 0
.
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
I11 I I I I I11 I II I-
.di }~
e"
9
4O
0
S 00 o
0
+O
3
Rapidity
0
p+ 32-43% ZCAL
-^-
0
'p
(3
I.
N
- ' I I I ' I I I I I I I I -
00o o0
0 4 0oo°O°
E-
I I -1 I I I I
S0.22
0.2
a0
o.ia
0 6
0.14
0.12
n 1
3
Rapidity
352
I
'.lll ' ' l '
. . I I I I
-
-
0 I
II I I I i I
33-69% NMA of 0-3% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
-I lrl I I I 1 r
0 -
2 3
Rapidity
o 0.26
0.24 -
U) 0.22
2 0.18 -
0.16
0.14
0.12
0.1
0
T9 2
0} 0
2 3
Rapidity
355
-
0
C,
VI-Of
"N
1
0
>=
"0
80
70
60
50
40 -
30
20
10
0
a v·~t ov
O
~ ' ' ' IIi l l i iliiiili I,,,,I,,,II
69-100% NMA of 0-3% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-M o (GeV/c 2)
2 3
Rapidity
0.28
0.26
0 0.24
0 0.22
0.2
0.18
0.16
0.14
0.12
0 1
2 3
Rapidity
356
1" 0Cd
> 10
I.-210 4
- 5
10Cd -3
-4
10
-5
10
-610
-7
10
-8
10
-9
10
-10
10
10)
70
60
50
40
30
20
10
0
0I
.K&
-I I I I I I I~ -- 1-
I~ ~ ~ I
- I I r I I I I I I I I 7
.
_ n2
V
p 43-7b 6 ZCAL
,2
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeV/C2)
14
12 *
10 00
* o
8 * o
6 ee0** 00o
4
2 -
o I , I I , I , I , , I 
>0
S 0.2
a
of 0.18
e 0.16c
0.14
0.12
A 1
0 1 2 3 0 1 2 3
Rapidity Rapidity
353
- 10-
10
-29 10
@, -2
: 10
V -3
-4
10
-5
10
-610
-710
-810
-910
-1010
-11
10-
5
I I I I I I I I I I I I
€ 00
• o
I 1+ I I I I
1~ -
0-33% NMA of 0-3% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
2 3
Rapidity
% 0.28
0.26
,o 0.24
o0.22
3 0.2
=_
0.18
0.16
0.14
0.12
0
U .
2 3
Rapidity
354
+
c 10
B -2
- 10
S10
-4
10
-510
-6
10
-7
10
-8
10
-9
10
-1010
-11
0
,- Oc
80
V 70
60
50
40
30
20
0
0
-
0
O
O
O
O
O
I I I I I I I I I
o -
* ' I I i i
-· -· ·-i i i i i 1 | 1- · -
I
0-31% NMA of 3-7% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
2 3
Rapidity
* 0.325
0.3
o 0.275
S0.25
S0.225
0.2
0.175
0.15
0.125
n 1
2 3
Rapidity
357
Su-
10
10
lO-2
10CM -1
-2
: 10
-4
10
-5
10
-6
10
-7
10
-8
10
-9
10
-10
10
-11
in
0
'I.V
V
- i I' I ' i ' 1  I l r r I -
,- 4 4 g•°o
- *
E
-I
- 1:1 .
0
Soo
- 0 0 0 o
- 0 o -
T T -
^2
0
p+ 31-689 NMA of 3-7%5 ZCAL
n2
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeV/c 2)
I" -' ' ' I l i ' l ' I :
* 0.26
* 0.24
S0.22
0.2
- 0.18 - -* o
0.16 - o
0.14 2
0.12
0I I 1 L I I I I I -
5
S1 2 3 0 2 3
Rapidity Rapidity
358
10
I'
-1
10
-2
1-310
-4
10
-5
10
-6
10
-7
10
-8
10
-9
10
-10
-11
10n
_ I I I iI I I I I I ' 'I I 2
*****+d~ 900O%
*0
70
60
50
40
30
20
10
0 1 0
p 6-1IUUV6 NMA OX --7t6 ZCAL
,,2
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeV/c 2)
0.26
S0.24
0.22
L 0.2
&0.18
0.16
0.14
0.12
A 1
- I ' I I I ' I I I I I I -
*·*,***~+ e
4 -
_ .- 0
-
,I I I I I , I , , , I
0 1 2 3 0 1 2 3
Rapidity Rapidity
359
A
rY
AIY
I
a,
oVY
c
r
n
A
B
cu
r
60
50
40
30
20
10
n
5
SI I I I I I I I-
1I I IA
e
e
p+ 0-33% NMA of 7-12% ZCAL
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.
MT-Mo (GeVIc2)
0.275
0.25
1 0.225 -
0.2
0.175 O
0.15 '
0.125 -
,0 , , I , I , , , ,
01 2 3 0 1 2 3
Rapidity Rapidity
360
S10
>M -1
$ 10
a -2
.10
-4
-510
-610
-7
10
-810
-9
10
-10
10
-11
10'
>.
.60
50
40
30
20
10
5
- 1 ' ' I I ' I . . . I
,**,*' + 0 00,o
** €¢
, , , I I , , , I I , , , I
I I . . . .
33-65% NMA of 7-12% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT-Mo (GeV/c 2)
3
Rapidity
0.26
0.24
0
o 0.22
0.2
c 0.18
0.16
0.14
0.12
1 1
0. 3
Rapidity
361
Al(Y
h(Y
O
(3
I-
C"c
1
1
1
1
1
1
*1/
0
I , I ~I I I I
r~ -'
I I I I I I I I I , ,
- T 1 Tv I I
_
- 4
- 9 Q
-1 * 4'oI -
I -
.I t .. .
I-
l l l l( I 1 1 · 1 · I i i l i i ·
-^2
5
I
65-100% NMA of 7-12% ZCAL
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5
MT.-M (GeV/c 2)
2 3
Rapidity
0.26
0.24
0.22
e 0.2
c 0.18
0.16
0.14
0.12
0.1
C 2 3
Rapidity
362
Cd
44
U
SY
I-2
I-2
(11
0
.Jl O
*.
4O -
I I I I I -111
I I I I I I I I I I I I I
-~ i .44 o
*o
*o
- ., (,
If*t
. . , - _
.,2
Bibliography
[A+90] T. Abbot et al. A single arm spectrometer detector system for high energy
heavy ion experiments. Nuclear Instruments and Methods, A290:41-60,
1990.
[A+94] T. Abbott et al. Charged hadron distributions in central and peripheral
Si+A collisions at 14.6 A-GeV/c. Physical Review, C50:1024-1047, 1994.
[Aki96] Y. Akiba. Paticle production in Au + Au collisions from BNL E866.
Nuclear Physics, A610:139c-152c, 1996.
[B+74] V. Blobel et al. Multiplicities, topological cross sections, and single particle
inclusive distributions from pp interactions at 12 and 24 GeV/c. Nuclear
Physics, B69:454-492, 1974.
[BL88] Wit Buzsa and Robert Ledoux. Energy deposition in high energy proton-
nucleus collisions. Annual Review of Nuclear and Particle Science, 38:119-
159, 1988.
[C+95] B. Cole et al. Recent results from Experiment 859 at the BNL AGS.
Nuclear Physics, A590:179c-196c, 1995.
[Cia94] T. V. Cianciolo. Bose-Einstein Correlations in 14.6 A.Ge V/c Si + Au -
2K++ X Central Collisions. PhD thesis, Massachusetts Institute of Tech-
nology, 1994.
363
[Col92] B. A. Cole. Particle Production at High Transverse Momentum in Nucleus-
Nucleus Collisions at the A GS. PhD thesis, Massachusetts Institute of
Technology, 1992.
[DB95] J. C. Dunlop and M. D. Baker. ZCAL performance for run 1993 from
PASS12. E866 Internal Memo 19, Brookhaven National Laboratory, 1995.
[EK80] A. Etkin and M. A. Kramer. The Brookhaven National Laboratory's
multiparticle spectrometer drift chamber system. IEEE Transactions on
Nuclear Science, NS-27:139-144, 1980.
[Etk79] A. Etkin. A drift chamber system for use in high rate environment. IEEE
Tansactions on Nuclear Science, NS-26:54-58, 1979.
[F+79] H. Fesefeldt et al. Strangeness-transfer distributions in proton-proton col-
lisions at 12 and 24 GeV/c. Nuclear Physics, B147:317-335, 1979.
[G+95a] L. Geer et al. Charge-changing fragmentation of 10.6 gev/nucleon 197au
nuclei. Physical Review, C52:334-345, 1995.
[G+95b] M. Gonin et al. Comparison of experimental data to the Relativistic
Quantum Molecular Dynamics model for Si+Al collisons at 14.6 GeV/c.
Physical Review, C51:310-317, 1995.
[GH95] M. Gazdzicki and 0. Hansen. Hadron production in nucleon-nucleon colli-
sions at 200 GeV/c - a compilation. Physical Review, C51:310-317, 1995.
[Gri87] D. Griffiths. Introduction to Elementary Paritcles. John Wiley & Sons,
1987.
[Jac75] J. D. Jackson. Classical Electrodynamics. John Wiley & Sons, second
edition, 1975.
[Kar95] F. Karsch. The phase transition to the quark gluon plasma: Recent results
from lattice calculations. Nuclear Physics, A590:367c-382c, 1995.
364
[LM73] J. Litt and R. Meunier. Cerenkov counter technique in high-energy physics,
1973.
[LRBH88] K. Lee, M. Rhoades-Brown, and Ulrich Heinz. Quark-gluon plasma versus
hadron gas. what one can learn from hadron abundances. Physical Review,
C37:1452-1462, 1988.
[Mor94] D. P. Morrison. Rapitidy Dependence of Kaon Production in Si+Au and
Si+Al at 14.6 A Ge V/c. PhD thesis, Massachusetts Institute of Technol-
ogy, 1994.
[PSK92] Y. Pang, T. Schlagel, and S. Kahana. Cascade for relativistic nucleus
collisions. Physical Review Letters, 68:2743-2746, 1992.
[RM82] J. Rafelski and Berndt Miiller. Strangeness production in the quark-gluon
plasma. Physical Review Letters, 48:1066-1069, 1982.
[Rot94] P. J. Rothschild. Rapitidy Dependence of Antiproton Production in Rel-
ativisitic Heavy Ion Collisions at 14.6 GeV/c per Nucleon. PhD thesis,
Massachusetts Institute of Technology, 1994.
[Sar89] M. C. Sarabura. Cluster Production in Relativistic Heavy Ion Collisions.
PhD thesis, Massachusetts Institute of Technology, 1989.
[SH96] J. Sollfrank and U. Heinz. The role of strangeness in ultrarelativistic
nuclear collisions. In Quark-Gluon Plasma 2. World Scientific, 1996.
[SSG89] H. Sorge, H. Stacker, and W. Griener. Poincare invariant hamiltonian dy-
namics: Modelling multi-hadronic interactions in a phase space approach.
Annals of Physics, 102:266-306, 1989.
[Sta96] J. Stachel. Test of thermalization in relativistic nucleus-nucleus collisions.
Nuclear Physics, A610:509c-522c, 1996.
[Ste90] G. S. F. Stephans. Tracking chamber geometry arrays and data. E802
Internal Memo 54, Brookhaven National Laboratory, 1990.
365
[Wan96] F. Q. Wang. Kaon Production and K/r Ratios in Au+Au Collisions at
11.09 A GeV/c at the A GS. PhD thesis, Columbia University, 1996.
[Wei96] W. Weise. Hadrons in dense baryonic matter. Nuclear Physics, A610:35c-
48c, 1996.
366
Acknowledgments
There are many people I owe a great deal to for helping to make this thesis possible.
First and foremost is my advisor, Craig Ogilvie. The advisor-student relationship can
make all the difference in a graduate school experience and I feel I have been very
fortunate in this area. Our relationship is better described as friends than as teacher-
pupil.
I also feel very lucky to have been part of the Heavy Ion Group at MIT. Both
George Stephans and Steve Steadman have shown me great support over the past five
plus years and have always been readily available to answer questions or just bounce
ideas off of. And a big thanks goes to the group's technician, Marjory Neal. She
really has been like having a second mother, the way she watched out for and worried
over me through the years. Have a Happy Retirement, Margie, Margie, Margie!
Of course I owe a lot to all the graduate students that have come and gone since I
have been here. A big set of thanks go to the E859 students, especially Dave Morrison,
Vince Cianciolo, and Ron Soltz, who allowed me to watched over their shoulders and
pick up so much from them. It certainly made a huge difference when it came my turn
to take and analyze data. I also appreciate the efforts of the current E866 students,
George Heintzelman and Jamie Dunlop, who have worked hard in the analysis and
taking of data, even though it really wasn't their thesis data.
As the experiment is definitely not a one man show, I would like to thank all
the past and present members of E866, especially the graduate students, Warren
Eldredge, Matt Moulson ', and Hong Xiang, who hard work helped insure the quality
'It's a ball!
367
of the data in this thesis. It is definitely true in this case that the graduate students
are the back bone of this collaboration.
And lastly, I would like to thank my parents for all the support they have shown
me throughout the years. Many times all they could really do was cheer from the
side lines, but even that meant a lot to me. I will be eternally grateful.
I know I have probably missed somebody I should have thanked, so to all those
people, thank you.
368
Biographical Sketch
The author was born on December 17, 1968 in Merriam, KS, a suburb of Kansas
City, to James and Patrica Ahle. He lived in Shawnee, Kansas until the summer
of 1980, when the family moved to San Jose, CA. He went to junior high and high
school in the area before attending the California Institute of Technology in Pasadena
starting in September of 1987. During his busy undergraduate years, he played three
years for the varsity basketball team, and was captain his senior year. He obtained
his Bachelor of Science in June of 1991. He then started graduate school at MIT that
fall, when he also joined the Heavy Ion Group. The author is please to report that
after earning his PhD, he is heading back to California, starting a job at Lawrence
Livermore National Laboratory in September of 1997.
369
\\\
A,
370
