Finding where people live and the vulnerabilities of manmade facilities during natural disasters is not only critical for rescue efforts but also essential for damage assessment in the aftermath. New advances from machine learning and high performance computing are leveraging on the availability of high resolution satellite imagery to generate geographical maps for man-made facilities at scale. Mapping from satellite imagery can be a daunting task due to the enormous amount of data to be processed over large areas. In this short paper we take advantage of annotated satellite imagery and automate the semantic labeling of mobile home parks using an efficient framework rooted in patch-based and pixel-level classification. This multilevel labeling effort is a precursor for deploying very large scale deep convolutional neural networks toward broad and finer characterization of man-made structures from one-meter resolution NAIP images.
INTRODUCTION
Big data in remote sensing combined with the recent advances in computer vision, machine learning and high performance computing has paved the way to a number of successes in geographic information systems applications. Not only has the exponential availability of high resolution image data introduced new research areas in data management but subsequently there has been a shift from general computing tasks such as land cover classification to more detailed tasks including the semantic categorization of man-made facilities such as buildings, mobile home parks, school campuses, shopping malls, airports, hospitals, etc. The semantic categorization of aerial imagery is a task that often involves the extraction of low-level to higher level object features to quantify patterns that encode man-made facilities via topological contexts, spatial, and as well as geometrical contextual attributes.
However, transforming image data for representational learning can be computationally expensive, but often necessary for large scale categorization of facilities toward accurate mapping. Previous efforts addressed this task by employing a tiered analysis scheme [1] . The scheme was derived from hand-engineered features that included the local pixel-level attributes such as intensity and edge orientation statistics for identifying image patches with built-up area presence. The image patches that have built-up area presence were further processed to extract line representation at the second level for the bounding box detection of the mobile homes [1] . Although, shown at the time to achieve reasonable performance, this approach has limitations on the generalization capabilities of the estimated models when deployed over very large geographic areas.
Deep convolutional neural networks (CNN) are on the rise in their use to address semantic labeling generalization shortcomings and scalability challenges in remote sensing applications [2, 3, 4, 5] . Our problem description fits well to adapt a deep convolutional network framework, although, split into two sub-problems that are often rarely addressed together. We conduct the mapping of mobile home parks under both the patch-level classification and the pixel-level semantic segmentation framework formulations. We train from scratch a patch-level CNN to yield the bounding-box detection output. The semantic pixel-wise labeling is performed via the Fully Convolutional Network (FCN) [6] which has been shown to work well with remote sensing imagery [2, 3, 4, 5] . Our contributions are threefold: (1) we demonstrate a fully automated approach to mobile home park mapping via a patch-based convolutional neural network, (2), we demonstrate the utility of a VGG16 [7] tuned FCN for pixel-wise labeling of mobile homes, (3) we highlight on the potential to combine both the patch-based CNN and the pixel-level FCN in a multilevel semantic labeling of mobile home structures. We report on preliminary experiments on the capability to employ a multilevel semantic labeling scheme and also point out limitations of using the decoupled components of the framework for this task i.e. semantic labeling performed in the absence of the bounding box detection stage yields over-commissioning and detects buildings outside mobile home parks. On the other hand, the bounding box detection path alone is limited to course level mapping often not suitable for individual level mobile unit extraction as needed for damage assessment applications. In this two stage scheme, semantic labeling is guided by the bounding box convolutional classifier to enable increased accuracy and efficiency. Two VGG16 network are trained: one for patch-level detection and the other for pixel-level detection.
MULTILEVEL SEMANTIC EXTRACTION
An overview for the two-level semantic labeling framework is presented in Figure 1 . First, a data augmentation step is performed to increase example mobile home data's pattern variation and the number of training image samples. A traditional pre-processing step is applied to normalize all images by subtracting the mean and dividing by the standard deviation. Figure 1 shows a dual (VGG16 CNN) framework that is supervised with both patch-level and pixel-level ground truth to gradually feed-forward extracted features. Errors are back propagated to minimize two different userdefined loss functions -one for patch-level and another for pixel-level labels. Training is performed separately for the two networks via the back-propagation algorithm which provides the calculus to learn model parameters for each VGG16 network.
Semantic Labeling with CNN
The convolutional layers (conv) forms the core component of a CNN architecture followed by the pooling layers (pool) to enable the spatial-pooling that triggers the dimension reduction of the feature maps. Non-linearity is introduced through a ramp function called a rectified linear unit (relu) which acts as an activation mechanism to propagate relevant information of the features. The patch-level output is extracted through fully connected layers (fc) and a softmax layer (softmax classifier) . The feature maps that are transformed for patch-level classification are severely down-sampled and do not retain the spatial information that is crucial for pixel-level classification. To address the short coming, the framework employs an FCN that is based off the transposed convolution toward upsampling the output feature maps to match the size of the input image. An output signal from the patch-level classifier is routed to guide inference that yields the pixel-level labeled mobile home units.
EXPERIMENTS
Experimental results are reported on preliminary findings in both extracting mobile home parks and the labeling of individual home units within each extracted bounding box.
Dataset
To assess the multilevel mobile home park labeling framework, the USDA's National Agriculture Imagery Program (NAIP) 1-meter imagery database is used. A selection of few States is made across the continental US and RGB imagery scenes that contain different structural depiction for mobile home parks are located. On each scene a sliding window/bounding-box approach is performed for clipping the image chips/patches of size 300 × 300-pixels to compile the initial data that contain mobile homes and other nearby contextual detail. Following [1] , the bounding-box size is carefully set to be 300 × 300-pixels in order capture enough spatial and semantic context for characterizing mobile home parks. A total of 2, 000-patches is gathered consisting of 1, 200-mobile home parks and 800-non-mobile home park categories.
The detection framework yields both a patch-level output characterized by a bounding-box of size 300×300-pixels and pixel-level semantic categorization of each mobile home. At the patch-level classification, additional image patches are generated via data augmentation by implementing four transformations i.e. contrast stretching, adaptive histogram equalization, rotation 30 , rotation 45 , rotation 60 , and rotation 90 . For each image-patch these six transformations are performed to yield total training samples of 12, 000-patches with 7, 200-mobile home parks and 4800-non-mobile home parks. A sample of the data augmentation results is shown in Figure 2 and Figure 3 . The pixel-level CNN is trained with the original 2, 000-patches which excludes the data augmentation stage. The performance evaluation is executed following a geographically stratified cross validation scheme. Under the approach, training is performed with image scenes from one geographic area and testing is done using the samples from different geographic areas. To evaluate the performance of the entire framework, a large-scale aerial images ( 25km 2 ) from Clear-Water, FL was chosen. The large-scale testing is performed while moving the bounding-box of 300 × 300-pixel and a step size of 250-pixels in both spatial directions. The bounding-box is classified using a VGG16-patch based trained model and the mobile unit extraction branch is performed using a fully convolutional VGG16 network trained for pixellevel semantic labeling . 
Results
In this two stage semantic labeling process, the overall performance of the patch-level classification CNN is evaluated to be close to 91% on a validation data set. Figure 4 shows a large scale bounding box result for a test image from Clear Water, Florida. The classifier demonstrates a strong capability to detect known areas with mobile homes as well as areas that did not have ground truth but where physically confirmed to have mobile homes during the post classification process. On the other hand, when evaluated as a standalone module, the pixel-level FCN is observed to detect all buildings in each NAIP image scene i.e. this includes buildings that are non-mobile homes as shown in Figure 2e -hence highlighting the need for a dual inference as depicted by the framework in Figure 1 . Given these preliminary outcomes an extensive evaluation of the multi-level framework is underway toward a country scale semantic labeling of mobile homes on thousands of GPU computing nodes. 
DISCUSSION
In this short paper, we have presented a multi-level framework for a dual task of mapping mobile home parks and the potential extraction of mobile home units from high-resolution imagery. The paper demonstrated preliminary and yet promising findings of a two stage scheme to address the computational challenges in generating different levels of semantic representations that encode man-made structures. As an ongoing effort we are conducting experiments to streamline the pipeline so as to yield an automated processing framework where mobile homes will only be extracted as guided by the bounding-box detection framework. Already with the capability to execute in a parallel fashion, using high performance computing infrastructure, this work demon- ) is not a desirable outcome -this is an artifact of using a pixel-level CNN without the guide from a patch-level classifier. In 5b and 5c shows the results for a different pattern and size of mobile homes.
strates the potential to implement a multilevel dual-CNN framework for establishing country-level mapping and establishment of different resolutions of mobile home park maps.
