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Abstract 
 
Damage evolution within polymer matrix composites (PMCs) is difficult to characterize, 
as variability arises in the material microstructure from manufacturing and in the local strength of 
the constituents, which is inherently statistical.  Transverse failure of unidirectional plies is 
particularly critical in composite laminates, as it is often a precursor for other, more catastrophic 
failure modes such as delamination and fiber breakage.  Although it is possible to attempt to orient 
fibers primarily in the directional of external loads, avoiding transverse stress concentrations is 
unattainable, and this will often lead to failure within the ply. The possible interaction of failure 
mechanisms makes obtaining reliable strength predictions under general loading difficult [1].  This 
project is dedicated to understanding how the underlying statistics affect the failure of 
unidirectional composites, and to develop tools to analyze real unidirectional composite 
microstructures. 
The first part of this study is focused on reconstructing micrographs of experimental 
composites and looking at various statistical metrics.  We create a computational tool for predicting 
initial debonding sites based on geometry alone.  From there, we create “virtual” microstructures 
that mimic some of the statistics that describe the real microstructure.  We then perform some 
mesoscale simulations that focus on the cohesive failure of the interfaces between the fibers and 
the surrounding matrix material.  Finally, an analytical material sensitivity formulation is derived 
and implemented using the direct differentiation method implemented in a C++ Interface-enriched 
Generalized Finite Element Method (IGFEM) framework. Emphasis is placed on extracting the 
sensitivity of the transverse failure response with respect to the two material parameters that 
characterize the interfacial cohesive failure:  a critical stress (𝜎𝑐) and a critical opening 
displacement (𝛿𝑐). 
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Chapter 1: Introduction  
1.1 Experimental Observations 
 
A major cornerstone of current aerospace research involves reducing the weight and 
thereby improving the performance and reducing the emissions of aircraft through the use of 
advanced composite materials with high specific stiffness, strength, and toughness.  However, 
mesoscale modeling of damage evolution in polymer matrix composites is quite complex, as 
variability arises in the material microstructure as well as in the local constitutive and failure 
properties of the constituents.  The interaction between failure mechanisms such as fiber/matrix 
interface debonding and matrix cracking further complicate the predictions of the composite 
strength [1]. 
In fiber-reinforced polymeric-matrix composite laminates, transverse plies are necessary 
to provide stiffness when the component undergoes multi-axial loading. However, these 
unidirectional plies typically have a relatively low transverse strength [1].  Transverse cracking in 
these plies results in degraded material properties and often leads to further degradation of the 
laminate, such as induced delamination between plies and fiber breakage [2].  In the composite 
design realm, one would ideally be able to analyze composite micrographs to reliably identify 
failure initiation locations, transverse crack paths, and failure loads. However, characterizing and 
modeling the transverse failure of composites is complicated by the variability present not only in 
the material microstructure (i.e., the fiber size distribution and placement), but also in the local 
constitutive and failure properties of the constituents.  And the interaction between failure 
mechanisms such as fiber/matrix interface debonding and matrix cracking further complicates the 
prediction of the transverse composite strength [1]. 
Multiple analytical and numerical models have been developed over the past decades to 
predict transverse cracking in composite laminates.  In analytical models, it is often assumed that 
sequential cracks occur midway between existing cracks [3, 4], while numerical models tend to 
rely on periodic boundary conditions, simulate only a small portion of the experimental 
microstructure [5, 6, 7] and/or assume a uniform, structured packing [8, 9].  However, there is an 
increasing need to model larger, more realistic composite microstructures, as complex interactions 
 2 
 
between phases result in effective properties that are highly dependent on nontrivial 
microstructural details [10]. 
In the transverse tensile loading of a unidirectional composite, critical stresses typically 
occur at the interfaces between the fibers and the matrix.  Experimental results indicate that 
transverse failure of single ply, unidirectionally-loaded composites primarily involves fiber/matrix 
debonding, with the crack jumping through a small portion of the matrix from interface to 
interface.  This eventually results in failure across the ply.  Similarly, the literature suggests that 
in “longitudinal tensile loading, failure takes the form of isolated interfacial microcracks increasing 
in number with loading and finally coalescing into a catastrophic macrocrack” ( [1] pp. 112), as 
illustrated in Figure 1. 
 
Figure 1:  Progressive micro-cracking of a unidirectional composite under transverse tensile 
loading (taken from [1] pp. 112). 
 
In the composite design realm, one would ideally be able to analyze composite micrographs 
to reliably identify crack initiation locations, fracture path locations, and the loading to produce 
this fracture before using these plies/laminates in composite components.  Damage prediction in 
unidirectional composites is difficult, but would make for better designing of composite 
components.  A key objective of this collaborative experimental/computational project is to 
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advance the state of the art in the understanding of the link between composite microstructure and 
transverse failure.  In this collaboration, the experiments were completed by Chris Montgomery 
and Michael Rossol of Prof. Nancy Sottos’ research group in the MatSE Department at Illinois, 
while the computational work was performed in Prof. Philippe Geubelle’s research group in the 
Aerospace Department at Illinois. 
 The material system of interest is a unidirectional carbon-fiber/epoxy-matrix composite.  
To be able to analyze a sample with a saturation of transverse cracks, two 0° plies were added to 
arrest the transverse cracks as they appear (shown in Figure 2).  The model therefore consists of a 
[0/90/0] laminate, with computational effort to be focused on the 90° ply.  The 90° ply is AS4 
carbon fibers embedded in an Araldite/Aradur 8605 epoxy system, and the 0° plies are made of 
glass fibers in the same epoxy matrix.  This system's manufacturing process involves using an in-
house pre-impregnator to create pre-preg plies from a carbon fiber or glass fiber spool, which are 
consolidated under vacuum bag pressure and heated according to manufacturer recommended 
cure.   
 
 
 
Figure 2: Optical image of the [0/90/0] composite laminate used in the transverse failure 
experiments. The 0◦ plies are glass/epoxy while the 90◦ ply consists of carbon fibers embedded in 
the epoxy matrix. (Courtesy of C. Montgomery) 
 
Initially, the 0° plies were reinforced with the same carbon fibers as in the 90° ply.  This 
initial system was not very compliant, as shown in Figure 3.  To increase the compliance of the 
whole system, the reinforcement in the 0° plies was changed to glass fibers.  As shown in Figure 
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3, this reduced the initial composite stiffness from 56 GPa to 27 GPa, or a decrease of roughly 
52%.  This reduction in stiffness allowed for the saturation of transverse cracks in the 90° ply at 
lower loads.   
 
Figure 3:  Stress-strain curves for 0° plies as carbon fiber (blue) and glass fiber (green). 
(Courtesy of M. Rossol) 
The samples were subjected to quasi-static transverse tension at a loading rate of 5 
μm/second.  These samples had cross-sections of approximately 0.7 mm thickness by 2 mm 
width, with gauge lengths of approximately 25 mm.  Macroscopic stress vs. strain curves for 
several samples are shown in Figure 4, together with the number of acoustic emission events 
recorded during the tests.  An acoustic event calibrated to a specific decibel range is associated 
with a transverse crack in the sample, which allows for more accurate determination of onset of 
transverse cracking. More details about the experimental procedure can be found in Montgomery 
et al. [11].  
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Figure 4:  Macroscopic stress-strain curves and associated acoustic emission events during the 
transverse failure processes. (Courtesy of C. Montgomery) 
 
After replacing the 0° plies with glass, the experimentalists were able to load the specimen 
and create multiple transverse cracks that spanned the entire 90° ply, as shown in Figure 5.  The 
micrographs were captured while the specimen was still under loading.  After unloading, the 
transverse cracks in the system begin to close up.  Immediately after unloading, it was difficult to 
locate these cracks, and after ~24 hours, it became nearly impossible to discern where the cracks 
were previously located.  Debonding between the fibers and the surrounding matrix is a very 
localized failure mode that is difficult to detect [12], so a fluorescent penetrant (Zyglo ZL-37) was 
added while the specimen was under load to fill the cracks.  Upon unloading, it was more 
straightforward to identify the crack path, as shown in Figure 6. 
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Figure 5:  Two transverse cracks that span the entire 90° ply, imaged while still under load. 
(Courtesy of M. Rossol) 
 
 
 
Figure 6:  (a) Crack after unloading, (b) Fluorescent penetrant added, (c) Overlaid image. 
(Courtesy of C. Montgomery) 
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For the material system in question, transverse cracking occurs predominantly along the 
interfaces between fibers and the surrounding matrix.  Matrix micro-cracking is less common, and 
fiber fracture is an uncommon fracture path.  A rough quantification of this observation is shown 
in Figure 7, which was completed by taking the post-mortem images into the image processing 
program ImageJ [13] and measuring the crack length within the matrix and along the fiber/matrix 
interface.  Although some error is introduced here in having a human decide what portion of the 
crack is along fiber/matrix interfaces, these quantification results do suggest that focus should be 
placed on capturing the cohesive interfacial failure well.  From these experiments, it has been 
observed that transverse cracks have predominantly (in excess of 95% of the crack path) extended 
along the fiber/matrix interfaces, which is in good agreement with other studies [14, 15]. 
 
 
Figure 7:  Quantification of the dominance of fiber/matrix interfacial failure. 
 
In Figure 8, a post-mortem picture of the fiber surface under high resolution is shown.  This 
image points to a relatively “clean” break, with virtually no matrix material appearing on the 
surface of the fiber.  This observance again suggests that the failure modeling effort should indeed 
focus on the fiber/matrix interfaces. 
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Figure 8:  SEM of fiber after transverse failure. (Courtesy of C. Montgomery) 
 
1.2 Organization of the Thesis 
 
To establish a relationship between the fiber distribution and failure response, we need to 
develop five key computational tools: 
 Microstructure reconstruction and statistics extraction 
 Virtual microstructure building 
 Stress-based initiation prediction 
 Interface-enriched Generalized Finite Element Method (IGFEM) for mesoscale modeling  
 Cohesive sensitivity extraction 
It is desired to statistically characterize the microstructure, and to do this, we first need to 
describe the microstructure by a set of parameters.  The process to go from a micrograph (or a set 
of micrographs) in pixel space to a parametric description of the microstructure (in this case, the 
center locations and radii of the fibers) is described in detail in Chapter 2.  Also included in this 
section is a description of the tools developed to characterize various statistics at the microstructure 
level. 
 In an effort to examine the effect of a particular microstructural statistical metric on the 
structural response of the system, we present in Chapter 3 a way to create “virtual” microstructures.  
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These virtual samples mimic some desired statistical measures that describe an experimental 
microstructure, which is accomplished through the use of a simulated annealing algorithm.  
 To predict the initial debonding site within a large microstructure, a geometry-based 
computational model is created.  This tool assumes that the initial debonding associated with two 
very close fibers that are well aligned with the loading direction, due to the very large stress 
concentration between the two fibers.  Although the model does not consider multi-body effects, 
a series of linear elastic finite element simulations are used to build stress concentration response 
function to estimate the very large local stress concentration between each fiber pair.  This model 
is described in Chapter 4. 
 A nonlinear structural finite element model is created from large sections of the 
microstructure.  We assume the fibers are perfectly aligned in direction perpendicular to the fiber 
faces in the 90° ply and adopt a plane strain model of the composite.  The only form of damage 
adopted in this study is the fiber/matrix debonding captured with an exponential cohesive failure 
law.  The use of cohesive zone laws at the fiber/matrix interface has been utilized in the past [16, 
17, 18] to model the debonding between the two material phases.  As stated above, more than 95% 
of the transverse crack occurs at the material interface, so cohesive modeling is an appropriate first 
approximation of the damage.  These “mesoscale” simulations are run in a parallel C++ Interface-
enriched Generalized Finite Element Method (IGFEM) described in Chapter 5. 
The final objective of this work is to obtain a quantification on how interfacial cohesive 
properties affect the macroscopic transverse failure response of a 90° ply in a fiber-reinforced 
composite material, and to this end, an analytic material sensitivity analysis is presented.  More 
specifically, the effect of the interfacial cohesive zone properties of the fiber/matrix interfaces on 
the macroscopic transverse stress are computed using the direct differentiation method in the 
nonlinear IGFEM framework.  The details of the sensitivity analysis are presented in Chapter 6. 
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Chapter 2: Image Reconstruction and Microstructure Statistics 
 
The objective of this project is to model unidirectional carbon fibers in an epoxy matrix 
under transverse, tensile loading.  There is a great importance in modeling a close approximation 
of the microstructure of a composite, as there are complex interactions between phases that result 
in effective properties being highly dependent on non-trivial microstructure details [10].  To 
capture the details about an experimental composite, we need to represent the inclusions as shapes 
that we can describe parametrically through image reconstruction.  More precisely, the overall goal 
of the reconstruction process is to go from a micrograph in pixel space to a list of center locations 
and radii of the fibers, as shown in Figure 9.   
 
Figure 9:  Reconstruction goal of fiber placement in the 90° ply. 
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Figure 10:  Micrographs of fiber-reinforced, unidirectional composites taken using various 
techniques:  (a) Optical Microscopy, (b) Confocal Laser Microscopy, (c) Scanning Electron 
Microscopy (SEM), (d) Tri-Beam System Microscopy. 
 
As shown in Figure 10, various techniques are available to obtain the micrographs needed 
for the image reconstruction process.  There are some key differences between the image types in 
Figure 10 that make reconstruction more difficult.  For example, the images taken with the optical 
microscope (Figure 10a) have relatively less contrast, but are much easier for the experimentalists 
to take, as the load cell was designed to fit under the optical microscope in order to take a lower 
resolution video of transverse cracks appearing.  The images taken with the confocal laser 
microscope (Figure 10b) contain several shallow cross-sections, which allows us the use of 
different image processing filters to clean up the image before thresholding. However, this type of 
contrast is not available for carbon fibers in a carbon-based epoxy matrix.  The fibers in Figure 
10b are made of E-glass.  The images taken with a scanning electron microscope (Figure 10c) are 
more time-consuming to take and have relatively low contrast, but they allow for the greatest 
resolution of the image types presented.  The images taken with a Tri-Beam system (Figure 10d) 
take the longest time, but these provide better contrast between the fibers and surround matrix.  
 
The following method was implemented as a combination of the MATLAB Image 
Processing Toolbox [19] as well as ImageJ [13].  A MATLAB code was developed that can read 
any of the image types shown in Figure 10 and perform morphological reconstruction to extract 
desired information.  More in-depth image processing, thresholding, and reconstruction is 
presented next. 
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2.1 Image Processing 
 
 There are some important differences between an ideal microstructure for reconstruction 
and the microstructural morphology that typically comes in from a micrograph [20].  In particular, 
some level of noise is always present in imaging (Figure 11), and the less noise, the better the 
quality of the overall image reconstruction will be.  Obviously, manipulating the image introduces 
some level of error as well.  However, to be able to use a circular Hough transform (introduced in 
the upcoming section) to reconstruct the fibers as circles, some image processing needs to occur 
for good results.  
 
Figure 11:  (a) Confocal image microscopy cross-sections; (b) Fiber clustering. 
 
For this particular type of image data, cross-sections are first “stacked” virtually. Next, a 
Z-Projection filter is used, and several are readily available in ImageJ [13].  Often there is little 
information in these types of images about the matrix between closely packed fibers.  In the 
example from Figure 11b, the darker pixels represent an intensity close to 0, and the green pixels 
represent an intensity closer to 255.  If we were to run an averaging intensity Z-Projection filter 
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through the cross-sections, the few green pixels separating the fiber clustering would be blurred 
out, and the fibers would no longer appear as four discrete objects. With the maximum intensity 
Z-Projection filter, we preserve the small amount of information about the matrix from Figure 11b.  
A non-local means filter is run next, which is a powerful image processing algorithm used 
for de-noising [21].  As opposed to a local means filter, which take the mean value of a group of 
pixels surrounding a target pixel to smooth the image, a non-local means filter takes a mean of all 
pixels in the image, which are weighted by how similar these pixels are to the target pixel.  This 
allows for greater post-filtering clarity and less loss of detail. The results of a non-local means 
filter is shown in Figure 12. 
 
Figure 12:  Confocal laser micrograph (a) before and (b) after image processing filters. 
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2.2 Thresholding 
 
Thresholding an image takes an image to a binary representation from its current 
representation (RGB, grey-level, etc.).  In other words, each pixel has one of two values: either 1 
or 0.  Otsu’s method is a histogram-based thresholding method for reducing gray-level image to a 
binary image [22].  Otsu’s method assumes the image has two pixel classes following a bi-modal 
histogram (foreground pixels and background pixels).  Optimum threshold intensity level 
calculated to separate these classes so their intra-class variance (combined spread) is minimized.  
Any pixel with intensity value less than chosen intensity value is assigned an intensity of 0 and 
any pixel with intensity value above is assigned an intensity of 1.   
Of course, computing a single global threshold value may not be good in some local 
neighborhood areas of an image.  This is especially true in large images due to the non-uniform 
contrast across the image, where it becomes difficult to classify pixels as foreground or background 
based on pixel intensity [23].  In the case of these micrographs specifically, a global threshold may 
threshold low-intensity fibers as matrix material or high-intensity matrix as fibers.  For this reason, 
Otsu’s thresholding was supplemented with block processing.  In other words, the large image is 
sectioned into smaller blocks, which are then thresheld individually, and are subsequently stitched 
back together.  
 
Figure 13:  (a) MATLAB example grey-level image [19], (b) Otsu’s thresholding without block 
processing, (c) Otsu’s thresholding with block processing. 
An example of the difference in adding block processing is shown in Figure 13.  The 
original image to be thresheld is shown in Figure 13a.  If a single threshold value is computed, the 
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resulting binarized image is shown in Figure 13b.  If the image is broken into 25 smaller blocks, 
where a local threshold value is computed, the resulting binarized image is shown in Figure 13c.  
Examining the lower portions of the thresheld images and comparing with the original image, it is 
obvious that some of the “grains” from the image are mis-represented in Figure 13b.  This example 
shows the importance of block processing. 
 
  In Figure 14, an SEM micrograph of the composite ply is first partitioned into 32 smaller 
blocks.  32 different threshold values are then computed for this set. These thresheld images are 
stitched back together to be reconstructed.  
 
 
Figure 14:  Partitioned sections of SEM micrograph of microstructure. 
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2.3 Circular Hough Transformation 
 
 Generalized Hough transforms [24] have been adopted by multiple previous studies to 
describe instances of geometric shapes [25, 26].  In particular, we adopt the circular Hough 
transform to identify individual fibers in the experimental micrographs [27].  Circular Hough 
transformation (CHT) is a common circle detection algorithm, and an implementation is available 
in the MATLAB Image Processing Toolbox [19], which is used to find the geometric parameters 
describing our circular fibers (center location and radii). 
 
 There are a few input parameters needed: radii range, sensitivity factor, and edge gradient 
threshold factor.  The radii range obviously sets the range of circle radii to search for.  In the case 
of AS4 carbon fibers, for example, we know that the radii are on the range of 3 to 4 𝜇𝑚.  The 
sensitivity factor is the scalar sensitivity for the CHT accumulator array in the range of 0 to 1.  As 
this parameter is increased, more circular objects are found, which include partially obscured 
circles.  This increases the risk of false positive detection.  The scalar edge gradient sets the 
threshold for determining edge pixels in the range of 0 to 1.  A higher value for this parameter 
detects fewer circles that have weaker edges.  So a lower value increases the risk of false positive 
circle detection. 
 
 It is through trial and error that a good set of values are obtained, which detect almost all 
fibers and give the lowest number of false positives.  After this circle data is obtained, it is plotted 
on top of the original image, and a bit of manual processing is done to remove false positives.  To 
avoid the stress singularity associated with the direct contact between adjacent fibers, a one pixel 
minimum spacing between fibers is enforced, which is of the order of 100 nm (or about 1/70 of a 
typical fiber diameter) for the optical images presented. 
 
With this circular Hough transformation and processing, the process of morphological 
reconstruction of the microstructure is complete.  The results of two such reconstructions are 
shown in Figure 15 and Figure 16. 
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Figure 15:  Reconstruction of confocal image of fiber-reinforced composite. 
 
 
        
Figure 16:  Reconstruction of optical image, plotted on top of un-manipulated micrograph. 
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2.4 Microstructure Statistics 
 
It is necessary to identify descriptors to characterize fiber dispersion in the 90° ply.  Much 
of the final microstructure is only controlled to a limited extent, as it is the result of complex, 
interacting, processing-related micro-mechanisms [28].  We know that the level of heterogeneity 
in the microstructure affects the failure response.  To describe the microstructure quantitatively, a 
MATLAB code was developed that uses the reconstruction data to extract various microstructural 
statistics, including: 
 
 Radii Distribution 
 Global Volume Fraction 
 Local Volume Fraction 
 Voronoi Tesselation Volume Fraction 
 Line Volume Fraction 
 Nearest Neighbor Distance (NND) 
 Projected NND 
 Local Coefficient of Variation of Projected NND 
 Second-Order Intensity Function 
 
An obvious metric to examine is the distribution of the fiber radii.  The size of the 
individual fibers can be somewhat controlled by the manufacturer, although there will obviously 
be some variance in this parameter.  Shown in Figure 17, the fibers for the carbon-fiber composite 
from Figure 16 were in the range of 3 to 4 μm. 
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Figure 17:  Fiber radii distribution. 
 
Assuming that the microstructure does not change in the out-of-plane direction, the global 
volume fraction is defined as the area contained by all of the fibers divided by the area of the 
domain.  Global volume fraction for the carbon-fiber composites of interest, such as the one shown 
in Figure 9, is on the order of 60%.  A tool was developed to also capture the local volume fraction, 
which was the volume fraction computed within user-specified local domains that divided the total 
domain (shown in Figure 18).  In this way, it becomes more obvious visually where the fiber-dense 
and matrix-rich regions are within the microstructure. 
 
           
Figure 18:  Local volume fraction to visualize fiber-dense and matrix-dense regions. 
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A Voronoi diagram/tessellation involves the partitioning of regions based on distance to 
seed points in a specific subset of the domain [29].  In the case of circular fibers, each fiber center 
is a seed point, and convex polygons are generated such that each of these polygons or “cells” 
contains only one seed point.  A Voronoi tessellation volume fraction is computed based on the 
area of the fiber divided by the area of the containing cell, which is shown in Figure 19.  This type 
of plot is another way to visualize local variations in volume fraction. 
 
 
Figure 19:  Voronoi tessellation volume fraction. 
 
One final visualization of local volume fraction is presented, and it is based on a vertical 
line through the entire ply.  This “line volume fraction” tool for computing what percentage of a 
vertical line is contained within a fiber.  Shown in Figure 20a, a vertical line is defined across the 
ply.  The line is discretized into many points, and whether each point is contained by a fiber is 
computed.  In Figure 20b, this line volume fraction is plotted against x-location across a composite 
ply containing five transverse cracks.  As shown, there is not an obvious variation in this line 
volume fraction near the crack locations. 
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Figure 20:  (a) Line volume fraction schematic, (b) Comparing crack locations to local line 
volume fraction. 
 
Of the various volume fractions described above, global volume fraction can be more-or-
less controlled by the experimentalists.  It is a function of many processing parameters, such as 
total quantities of each constituent, as well as temperature and pressure during the ply 
consolidation process.  However, at this point, it is very difficult to control local distributions of 
the inclusions, such as the more “local” volume fraction measures described above.  Again, the 
more local distributions are the result of complex and interacting processing micro-mechanics [28], 
so it is important to quantify these local quantities, as it may give insight to the failure mechanics 
associated with a particular microstructure. 
 
 Another measure of local “fiber concentration”, the Nearest Neighbor Distance (NND) can 
be defined as the distance through the matrix between two given fibers, as illustrated in Figure 21.  
It can also be defined as the total distance between fiber centers.  Both of these definitions can be 
visualized in the scatter plot in Figure 22 for a given microstructure.  The Projected NND is the 
NND projected onto the loading direction, illustrated in Figure 21, and this distribution for the 
microstructure from Figure 16 can be seen in Figure 24. 
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Figure 21:  Schematic of Nearest Neighbor Distance (NND) and Projected NND. 
 
 
Figure 22:  Nearest Neighbor Distance (NND) as total distance between fiber centers and 
distance through the matrix. 
 
 
Figure 23:  Nearest neighbor distance histogram, with 50% of fibers having a nearest neighbor 
closer than 135 nm. 
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Figure 24:  Distribution of NND projected along the loading direction. 
 
As far as other statistical measures utilized in the past, the Coefficient of Variation (COV) 
of Nearest Neighbor Distance (NND) is the ratio of the standard deviation to the mean of the 
nearest neighbor distance.  This parameter has been previously used to quantify homogeneity in 
particulate metal-matrix composites [30].  We extend this to a Local Coefficient of Variation of 
Projected NND, where this COV of Projected NND is computed within a local area.  This Local 
COV of Projected NND will measure local dispersion of the Projected NND.  As shown in Figure 
25, a larger COV corresponds to a greater scattering of fibers in the loading direction, and a smaller 
COV corresponds to a more uniform arrangement of the fibers in the loading direction. 
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Figure 25:  Local coefficient of variation of projected nearest neighbor distance. 
 
The Second-Order Intensity Function, sometimes called Ripley’s 𝐾 function, is described 
in [31] and is shown schematically in Figure 26.  Physically, 𝐾(𝑟) is defined as the number of 
further points expected to lie within a radial distance r of an arbitrary point divided by the number 
of points per unit area.  Mathematically, 𝐾(𝑟) is computed as: 
 
 
𝐾(𝑟) =
𝐴
𝑁2
∑𝑤𝑘
−1𝐼𝑘(𝑟)
𝑘
 ,  (1) 
where 𝐴 is the area of the region of interest, 𝑁 is the total number of fibers, 𝐼(𝑟) indicates the 
number of fibers within distance r from fiber k, and 𝑤 is the edge correction term. 
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Figure 26:  Schematic for computing the red fiber’s contribution to the Second-Order Intensity 
Function. 
 
In Figure 27a, a “regular” distribution is shown, which can be thought of as a square-
packing of fiber centers.  In Figure 27b, a “hard-core” distribution is shown, which can be thought 
of as a more representative of a real composite, as there is no obvious structuring of fiber center 
locations.  In Figure 27c, 𝐾(𝑟) is plotted for these two distributions.  As can be seen, 𝐾(𝑟) is 
sensitive to local disturbances in the point pattern.  The sharp jumps in 𝐾(𝑟) for the regular 
distribution are associated with reaching a radius value that is equal to the closest distance between 
the centers.  This measure is later used in Chapter 3 as an objective measure for virtual building. 
 
          
Figure 27:  (a) “Regular” fiber center distribution, (b) “Hard-core” fiber center distribution, 
(c) Second-Order Intensity Function, all taken from [31].  
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Chapter 3: Virtual Microstructure Creation 
 
To study how a particular statistical metric describing a microstructure affects the failure 
response of the microstructure, a method for creating multiple instantiations of an experimental 
microstructure virtually was desired. These ‘virtual’ or ‘synthetic’ microstructures must match a 
given set of spatial metrics to the experimental microstructure.  This tool described hereafter was 
created using an optimization algorithm from the family of stochastic optimization called a 
“simulated annealing” algorithm [32], which was used to decide whether to accept small, random 
perturbations to fiber center locations. Because the goal of this problem is to find a sufficiently 
good solution in a fixed time, rather than the absolute best solution, simulated annealing is a better 
choice than other, more “exhaustive” searches.  The notion of slow cooling is implemented as a 
slow decrease in the probability of accepting “worse” solutions (further from the objective 
function) as the solution space is explored.  In other words, accepting “worse” solutions in the 
beginning allows for a more extensive search, and as time progresses, it becomes very unlikely to 
accept a “worse” solution. 
 In our case, the inputs required are domain size, target volume fraction, mean and standard 
deviation of fiber radii, minimum spacing between fibers, maximum perturbation movement, and 
the parameters that describe the desired objective function/s (such as Weibull shape and size 
parameters that fit the nearest neighbor distance distribution). 
 Next, the radii distribution is sampled. Enough fibers to meet the target volume fraction 
are generated, and those fibers are packed hexagonally into the domain set by the user. The 
perturbation algorithm begins.  A random fiber is selected, and it is randomly perturbed within the 
specified tolerance. It is checked to ensure it is still within the domain, not intersecting other fibers, 
and not violating the minimum spacing requirement. It is then checked if the current distribution 
is closer to the objective function (some error is computed).  Finally, the perturbation is accepted 
or rejected based on the following criteria: 
 if rand[0,1] ≤  𝑒(−Δ𝜖 𝑡⁄ ),        𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 
 otherwise,                                 𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛 𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑 
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where rand[0,1] is a MATLAB generated random number between 0 and 1 (inclusive), Δ𝜖 is the 
change in error: (𝜖𝑛𝑒𝑤 − 𝜖𝑜𝑙𝑑), and t denotes time, which starts at 1 and marches to 0. 
 
After a perturbation is accepted, the time 𝑡 is incremented down by Δ𝑡, which is controlled 
by a user input of number of perturbations required.  Then, another random fiber is selected.  This 
process in summarized in Figure 28. 
 
 
Figure 28:  Flowchart for simulated annealing simulations. 
 
To examine the selected criteria for perturbation acceptance, refer to the plot of 𝑦 = 𝑒𝑥 
(Figure 29).  If the argument 𝑥 is positive, the value of 𝑦 will always be greater than 1.  In our 
case, this means that if 𝜖𝑛𝑒𝑤 < 𝜖𝑜𝑙𝑑, the perturbation is always accepted.  In other words, if the 
perturbation improves the solution, it is never rejected. 
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Figure 29:  𝑦 = 𝑒𝑥. 
 
 We also know that when the simulation begins, 𝑡 is close to a value of 1.  This means that 
in the beginning of the simulation, even if 𝜖𝑛𝑒𝑤 > 𝜖𝑜𝑙𝑑, the perturbation can be accepted.  
However, as the simulation progresses and 𝑡 approaches 0, the argument of the exponential will 
approach a larger negative number (if 𝜖𝑛𝑒𝑤 > 𝜖𝑜𝑙𝑑).  Shown in Figure 29, as the argument 
approaches a large negative number, 𝑦 approaches 0, which means that it becomes very unlikely 
that a “bad” perturbation will be accepted.  So in summary, as 𝑡 approaches 0, a negative Δ𝜖 
becomes much less likely to be accepted. However, at the beginning of the simulation, it is more 
likely that a negative Δ𝜖 can be accepted, which allows a better exploration of the search space 
and makes it less likely to get stuck at a local minimum. 
 
Example #1 
The first example presented is to match 3 spatial metrics:   
a) global volume fraction 
b) log-normal fit of fiber radii distribution (Figure 30a) 
c) Weibull fit of Nearest Neighbor Distance distribution (Figure 30b)  
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Figure 30:  Example #1 objectives (a) Log-normal fit of fiber radii distribution, (b) Weibull fit of 
NND. 
 
     
Figure 31:  Example #1 (a) Fiber radii distribution, (b) Hexagonal packing of virtually 
generated fibers. 
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Figure 32:  Example #1 (a) Experimental microstructure (43.60% volume fraction); (b) Weibull 
fits of NND before simulation began; (c) Weibull fits of NND after simulation completed; (d) 
Final virtual microstructure (43.66% volume fraction). 
 
 As shown in Figure 31a, the fiber radii distributions were very similar.  As shown in Figure 
32c, the Weibull fits of the Nearest Neighbor Distance distribution were virtually identical.  The 
volume fraction of the virtual microstructure was within ~0.1% of the objective experimental 
microstructure volume fraction.  This virtual microstructure (Figure 32d) is statistically similar to 
the experimental microstructure (Figure 32a) based on the previously mentioned three metrics. 
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Example #2 
 
For global volume fractions lower than ~45%, the method described above worked well.  
A small modification was added to the procedure above due to issues with packing different sized 
fibers hexagonally into a domain if the volume fraction was high.  The method was slightly 
augmented to include the packing algorithm in Figure 33 developed by Angel Agrawal. 
 
 
Figure 33:  Flowchart for random packing when volume fractions exceed 45%. 
 
The second example presented is a higher volume fraction microstructure (𝑉𝑓 = 55%) to match 3 
spatial metrics:   
a) global volume fraction 
b) normal fit of fiber radii distribution 
c) Second-Order Intensity Function 𝐾(𝑟), with results shown in Figure 34 
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Figure 34:  Example #2 (a) 𝐾(𝑟) before simulation began; (b) 𝐾(𝑟) after simulation completed. 
 
As shown in Figure 34, the second-order intensity function 𝐾(𝑟) of the virtual 
microstructure converged exactly onto the experimental 𝐾(𝑟).  As demonstrated, this method for 
virtual microstructure generation can build statistically similar microstructures using stochastic 
optimization. 
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Chapter 4: Geometry-Based Failure Initiation Model 
  
In an effort to predict initiation sites for failure, a simple model has been developed based 
on the assumption that the stress concentration between two fibers very close to each other and 
aligned with the loading direction plays the largest role in initial failure.  A simple model was thus 
created to predict the initiation of failure based on the geometry of a fiber pair relative to each 
other, and relative to the loading direction. 
To approximate a stress response due to a pair of fibers, multiple linear elastic simulations 
were conducted.  Because the fiber radii were roughly the same, this simple model was created 
assuming the fiber radii were identical.  The schematic of the problem is shown in Figure 35.  A 
finite element mesh was created in Abaqus CAE [33] as shown in Figure 36.  The mesh was coarse 
near the boundaries, with a mesh size of 5𝑅 and was more refined near the center where the two 
fibers are located.  In the vicinity of the fibers, the mesh was refined to a size of 0.0125𝑅 to ensure 
4 elements between the adjacent fibers of the closest simulation.  The mesh information was 
written to an input file, which was then read into MATLAB [19].  The elastic properties for the 
carbon fibers and epoxy matrix were: 𝐸𝑓 = 19.5 𝐺𝑃𝑎, 𝜈𝑓 = 0.45, 𝐸𝑚 = 2.5 𝐺𝑃𝑎, 𝜈𝑚 = 0.3.   
 
Figure 35:  Schematic of simulation used to extract the stress concentration in the vicinity of two 
adjacent fibers. 
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Figure 36:  Mesh used for all simulations, generated with Abaqus CAE [33]. Mesh size ranges 
from 0.0125R in the center to 5R at the edges, where less computational effort is needed. 
 
 To determine the size of the domain necessary (𝐿 from Figure 35), several plane strain, 
linearly elastic simulations were conducted first in Abaqus CAE [33].  To exclude boundary 
effects, it is desired that the domain be large enough to approximate an “infinite” matrix.  First, a 
very large domain was considered (𝐿 = 1000𝑅), which is then considered the baseline.  The 
maximum radial stress is computed for four more simulations and compared against the solution 
to the very large domain, and these results are summarized in Table 1. 
𝑳
𝑹
 
𝝈𝟏𝟏
𝝈∞
 𝑬𝒓𝒓𝒐𝒓 (%) 
1000 1.682 - 
200 1.682 0 
100 1.681 0.06 
50 1.679 0.18 
25 1.670 0.71 
Table 1:  Domain sizing study. 
 From Table 1, we observe that, even at 𝐿 = 25𝑅, the error is less than 1%.  However, when 
examining the stress contours (Figure 37), it appeared that there was a small gradient of the stress 
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solution that reached the edges of the domain.  For this reason, 𝐿 = 50𝑅 was chosen as the domain 
size. 
  
Figure 37:  Stress contours for (a) 𝐿 = 25𝑅 and (b) 𝐿 = 50𝑅. 
 
For the rest of the study, non-conformal meshes were used in the simulations.  In fact, for 
a given value of 
𝑑
𝑅
, the simulations for every value of 𝛽 used the same mesh, an example of which 
is shown in Figure 38.  The numerical method used for these simulations with a non-conforming 
mesh is the NURBS-based Interface-enriched Generalized Finite Element Method (NIGFEM), the 
details of which are discussed in [34].  This method uses a mesh that does not conform to the 
material interfaces, but rather introduces some extra enriched degrees of freedom that have 
associated “enrichment” shape functions.  The enrichment functions and the geometry are both 
described by Non-Uniform Rational B-Splines (NURBS).  If the enrichment functions are not 
described by NURBS but by polynomials, the numerical method is referred to as IGFEM, which 
is described in more detail in Chapter 5. 
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Figure 38:  Identical non-conforming meshes used for different angle (𝛽) configurations. 
 Next, a series of linear elastic simulations are conducted for various combinations of (
𝑑
𝑅
, 𝛽).  
𝑑
𝑅
 takes the values 0.05, 0.10, 0.15, 0.20, 0.25, 0.5, 1.0, 2.0, and 3.0.  𝛽 takes the values 0°, 15°, 
30°, 45°, 60°, 75°, and 90°.  This range of values was used to capture a good response curve to 
interpolate stress fairly accurately between adjacent fibers.  Shown in Figure 39, for all simulations 
where the fibers were aligned with the loading direction (𝛽 = 0°), the maximum stress normalized 
by the input loading is plotted against the distance between the fibers, 𝑑, normalized by the radii, 
𝑅.  Also shown is the analytical Goodier solution [35] for a single cylindrical inclusion in an 
infinite matrix in plane strain.  As 
𝑑
𝑅
 increases, i.e. the fibers are spread further apart, the maximum 
stress approaches the analytical solution for a single inclusion.  As 
𝑑
𝑅
 decreases, the stress 
concentration increases, turning to a stress singularity as 𝑑 𝑅 → 0⁄ . 
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Figure 39:  Maximum radial stress vs. interface distance for 𝛽 = 0° models. 
 
 In Figure 40, the maximum radial stress normalized by the input loading is plotted against 
the fiber pair orientation (𝛽).  As apparent in that figure, not much of a stress concentration exists 
when the angle with the loading direction is larger in magnitude than ~45° for any value of 
𝑑
𝑅
.  As 
𝑑
𝑅
 is increased, the curve collapses onto the analytical solution for a single inclusion. 
 
Figure 40:  Maximum radial stress vs. fiber pair orientation, 𝛽, for various fiber-to-fiber 
separation, 𝑑. 
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 Figure 41 presents these results as a surface plot.  This response curve is then used to predict 
stress concentrations for each fiber pair in an experimental microstructure.  For each reconstructed 
microstructure, the Delaunay triangulation method [36] is used to create a triangulation using the 
fiber centers.  Stress concentrations for each pair within each triangulation are then predicted by 
interpolating values using the response curve in Figure 41. 
 
Figure 41:  Surface representation of the dependence of the maximum radial stress, 𝜎𝑅𝑅, on the 
fiber-to-fiber distance, 𝑑, and orientation, 𝛽. 
  
The results of this computational tool are shown in Figure 42 , where the highest five stress 
concentrations predicted are plotted on top of the experimental microstructure. 
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Figure 42:  Highest stress concentrations predicted. 
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Chapter 5: Mesoscale Simulations 
 
To simulate the initiation and propagation of transverse cracks in the 90° ply, a plane strain 
finite element model is constructed directly from the reconstructed microstructure.  As indicated 
earlier, the transverse cracks predominantly extend along the fiber/matrix interfaces, thereby 
motivating the use of a cohesive failure law to describe the progressive failure of the fiber/matrix 
interfaces.  As also previously stated, in unidirectional composites with a high volume fraction 
under transverse tensile loading, failure typically occurs at the interfaces between the fibers and 
the matrix.  One of the most successful numerical methods used to capture this type of failure relies 
on a cohesive failure law relating the cohesive strength to the displacement jump distribution along 
the fiber/matrix interfaces [16, 17, 18].  This approach is also the basis of the present study, which 
relies on a nonlinear, discontinuous extension of a recently introduced Interface-enriched 
Generalized Finite Element Scheme (IGFEM) [37, 38] that allows for the modeling of transverse 
failure in realistic virtual composite microstructures with hundreds of fibers discretized with non-
conforming finite element meshes.   
One of the key challenges in modeling transverse failure in composite plies with high fiber 
volume fractions such as the carbon/epoxy 90° ply of interest is associated with the very small 
distance between adjacent fibers. Using a conventional finite element method that relies on 
elements that conform to the fiber/matrix interfaces leads to extremely fine meshes, and therefore 
prohibitively expensive models. To address this challenge, which has limited most existing 
numerical analyses to very small computational domains and/or unrealistic fiber volume fractions, 
we have adopted a special form of a recently introduced Interface-enriched Generalized Finite 
Element Method (IGFEM) that allows for the modeling of non-conforming elements containing 
multiple cohesive interfaces. 
Details on the numerical method adopted in this study are provided hereafter, together with 
the results of a typical mesoscale analysis of transverse failure in the [0/90/0] laminate shown in 
Figure 9. 
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5.1 Elastic Material Properties 
 
In the [0/90/0] composite laminate of interest, the various constituents are the carbon fibers, 
the epoxy matrix, and the top and bottom 0° plies, which contain glass fibers embedded in the 
same epoxy matrix.  The Hexcel AS4 carbon fibers are anisotropic.  Their material properties, 
Young’s modulus and Poisson’s ratio, were provided by the manufacturer and are given in Table 
2.  The “1” direction corresponds to the direction along the length of the carbon fiber, and the “2” 
and “3” directions are the transverse directions, as illustrated in Figure 43. 
 
 𝐸1 𝐸2 𝜈12 𝜈23 𝐺12 
AS4 Carbon Fiber 220 GPa 19.5 GPa 0.28 0.45 55 GPa 
Table 2:  Carbon fiber material properties. 
 
 
Figure 43:  Direction numbering for fiber-composite. 
 The matrix material is an Araldite/Aradur 8605 epoxy system from Huntsman.  Its isotropic 
material properties are given in Table 3, which were obtained from an in-house experiment in 
which neat epoxy dog-bone samples were loaded under tension.  The force reading from the load 
cell was used to compute Young’s modulus.  Digital image correlation was used to measure the 
axial and transverse strains, which were used to compute the Poisson’s ratio. 
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 𝐸 𝜈 
8605 Epoxy 2.38 GPa 0.43 
Table 3:  Epoxy matrix material properties. 
 
 The isotropic properties of the glass fibers were provided by the manufacturer and are listed 
in Table 4.   
 
 𝐸 𝜈 
Glass fibers 70 GPa 0.24 
Table 4:  Glass fiber material properties. 
 
 This computational study is focused on the 90° plies, where we model individual (carbon) 
fibers.  The 0° plies are homogenized using the Halpin-Tsai relations [1, 39] as 
 𝑃𝑐
𝑃𝑚
=
1 + 𝜉𝜂𝑉𝑓
1 − 𝜂𝑉𝑓
  (2) 
 
 
𝜂 =
𝑃𝑓/𝑃𝑚 − 1
𝑃𝑓/𝑃𝑚 + 𝜉
 (3) 
where 𝑃𝑐 is the property of the composite, 𝑃𝑚 is the property of the matrix, 𝑃𝑓 is the property of 
the fiber, 𝑉𝑓 is the fiber volume fraction, and 𝜉 is the curve-fitting parameter.  The 𝜉 values, taken 
from [40], are given in Table 5. 
 
 
Property 𝐸1 𝜈12 𝐺12 𝐺23 𝑘𝑇 
𝝃 ∞ ∞ 1 
1
3 − 4𝜈𝑚
 1 − 2𝜈𝑚 
Table 5:  Halpin-Tsai curve-fitting parameter (𝜉) values for various composite-level properties. 
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Substituting the glass fiber properties from Table 4 and the epoxy properties listed in Table 
3, together with a fiber volume fraction 𝑉𝑓 = 50%, we obtain the homogenized elastic properties 
of the 0° plies given in Table 6. 
 
 𝐸1 𝐸2 𝜈12 𝐺12 𝐺23 
0° Plies 36.2 GPa 7.11 GPa 0.335 2.32 GPa 2.17 GPa 
Table 6:  Ply-level properties for the glass fiber/epoxy matrix 0° bounding plies, computed using 
Halpin-Tsai relations. 
 
Note that the Young’s modulus in the transverse direction (𝐸2) is not computed using the Halpin-
Tsai relations  (2) and (3), but rather from the other homogenized properties using (4): 
 
𝐸2 = (
1
4𝑘𝑇
+
1
4𝐺23
+
𝜈12
2
𝐸1
)
−1
. 
(4) 
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5.2 Exponential Cohesive Zone Model 
 
For the cohesive failure of the fiber/matrix interfaces, we adopt the exponential law of Ortiz 
and Pandolfi [41], illustrated in Figure 44.  Three material properties characterize the cohesive 
response: the critical stress (𝜎𝑐), the critical opening displacement (𝛿𝑐), and the ratio between the 
shear and normal critical tractions (𝛽).   
 
Figure 44:  Exponential cohesive traction-separation law, including linear unloading and 
reloading. The model parameters include the cohesive strength (𝜎𝑐) and the critical opening 
displacement (𝛿𝑐), with an internal state variable (𝛿𝑚𝑎𝑥) keeping track of the maximum 
separation to prevent unrealistic healing of the interface. 
 
Defining the scalar effective displacement, 𝛿, by 
 𝛿 = √𝛽 𝛿𝑠2 + 𝛿𝑛2 , (5) 
where 𝛿𝑠 and 𝛿𝑛 are the shear and normal components of the displacement jump vector (𝜹), the 
cohesive law takes the form 
 
𝒕 =
𝑡
𝛿
[𝛽2𝜹 + (1 − 𝛽2)(𝜹 ∙ 𝒏)𝒏], (6) 
where the scalar effective traction is given by 
 
𝑡 =
{
 
 
𝜎𝑐𝛿
𝛿𝑐
𝑒(1−𝛿/𝛿𝑐)                           𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
𝜎𝑐𝛿
𝛿𝑐
𝑒(1−𝛿𝑚𝑎𝑥/𝛿𝑐)            𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔.
 (7) 
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The parameter 𝛿𝑚𝑎𝑥 is an internal state variable for each cohesive integration point, stored at the 
end of every converged load step n, and is given by: 
 
 𝑛𝛿𝑚𝑎𝑥 = {
√𝛽  𝑛𝛿𝑠2 +  𝑛𝛿𝑛2            𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
 𝑛−1𝛿𝑚𝑎𝑥                   𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔.
 (8) 
 
Motivated by the results of microbond test simulations [42], the critical stress (𝜎𝑐) and 
critical opening displacement (𝛿𝑐) were chosen to be on the order of 10 MPa and 100 nm, 
respectively. The ratio between the shear and the normal critical tractions (𝛽) was chosen as 1.  
There is obviously some uncertainty in these values, but these were just approximations to the 
magnitudes based on the microbond calibration, keeping in mind that this tensile Mode I failure is 
not identical to that of the shear Mode II.  The effect of the first two cohesive parameters, 𝜎𝑐 and 
𝛿𝑐, are further explored in an analytic sensitivity study in Chapter 6. 
 
 
5.3 Modeling Method: Interface-enriched Generalized Finite Element Method (IGFEM) 
 
As illustrated in Figure 9 and Figure 23, one of the key challenges in the modeling of 
transverse failure in composite layers with high fiber volume fraction is associated with the very 
small distance separating adjacent fibers. Using conventional finite element meshes that conform 
to the fiber/matrix interfaces leads to a very high number of elements, making the computational 
model exceedingly expensive or limited to an unrealistically small number of fibers. To address 
this challenge and allow for the simulation of transverse failure in realistic virtual models of a 
composite layer consisting of hundreds of closely packed fibers, we have adopted in this work a 
special form of the Interface-Enriched Generalized Finite Element Method (IGFEM). The method 
was originally introduced in [37, 38] to simulate the thermal and structural response of 
heterogeneous materials with meshes that do not conform with the material interfaces by using 
enrichment functions and generalized degrees of freedom that allow to capture the gradient 
discontinuity present across these material interfaces. 
 
 46 
 
For the present application, the IGFEM is modified in two ways. Firstly, while the 
traditional IGFEM utilizes 𝐶0 enrichment functions (Figure 45a and Figure 45b) to capture the 
gradient discontinuity of the solution across “intact”' material interfaces, the method is extended 
hereafter to the use of 𝐶−1 enrichment functions (Figure 45c and Figure 45d) to capture the 
discontinuity in the displacement solution field associated with the cohesive failure of the 
fiber/matrix interfaces. In this discontinuous extension of the IGFEM, two enrichment nodes are 
placed at every intersection of the material interface with an element edge. Generalized degrees-
of-freedom are then associated with both the original enrichment node as well as its “mirror” node, 
allowing for the introduction of a cohesive failure model used to described their progressive 
normal and tangential separations.   
 
 
Figure 45:  𝐶0 and 𝐶−1 IGFEM enrichments for an intersected triangular element:  (a) and (b) 
Continuous interface enrichment for first and second enrichment nodes, respectively; (c) and (d) 
Discontinuous (cohesive) enrichment for the two interface nodes. 
 
Beyond the ability to model cohesive failure with non-conforming discontinuous elements, 
the second modification to the conventional IGFEM used in this study consists in the introduction 
of enriched elements with two cohesive interfaces, allowing for the modeling of the potential 
failure of two adjacent fiber/matrix interfaces with elements that span the very small distance 
between the two interfaces. To verify the formulation and implementation of these new 𝐶−1 
IGFEM element with two cohesive material interfaces, the simple problem with two material 
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interfaces depicted in Figure 46a is solved. As illustrated there, the verification problem consists 
of a linearly elastic, rectangular domain (of length 𝐿 and width 𝐻) with two vertical cohesive 
interfaces with strength 𝜎𝑐
(1)
 and 𝜎𝑐
(2)
 and critical displacement jump 𝛿𝑐. The domain, which is 
discretized with two IGFEM triangular elements as shown in Figure 46a, is subjected to a tensile 
displacement 𝑈∗. Because 𝜎𝑐
(1)
 is chosen to be smaller than 𝜎𝑐
(2)
 (𝜎𝑐
(2)
𝜎𝑐
(1)
⁄ = 1.2), interface #1 
fails as the tensile force 𝐹 reaches a maximum value of 𝐻𝜎𝑐
(1)
 before progressively decreasing to 
zero, as illustrated in Figure 46b. As the first interface fails, the second interface progressively 
closes, as shown in Figure 46c, which presents the evolution of the displacement jumps across the 
two interfaces. As apparent from the numerical results presented in Figure 46b and Figure 46c, the 
multiply-intersected discontinuous triangular IGFEM elements capture this behavior very well and 
the numerical solution perfectly matches the analytical one. 
 
 
Figure 46:  Verification problem for multiply intersected cohesive IGFEM elements. (a) Problem 
description. (b) Tensile force vs. strain: numerical and analytical solutions. (c) Evolution of the 
cohesive opening of the two interfaces showing the progressive opening of the weaker interface 
#1 while the stronger interface #2 eventually closes. 
 
The remainder of the implementation of the nonlinear IGFEM solver developed by David 
Brandyberry is relatively conventional, and consists in a Newton-Raphson scheme with adaptive 
 48 
 
load stepping, and a parallel C++ framework using the Message Passing Interface (MPI).  PETSc 
[43] was used to efficiently solve the linearized system of equations using Krylov subspace 
methods.   
 
 
 
5.4 Mesoscale Simulations 
 
 The mesoscale computational model, created from the reconstructed microstructure shown 
previously in Figure 9b, is presented schematically in Figure 47, together with details on the non-
conforming IGFEM mesh. The model, which spans the entire 90° ply, contains 494 fibers.  The 
width (𝐿1) is approximately 228 𝜇𝑚, the height of the 90° ply (𝐻2) is 135 𝜇𝑚 and the heights of 
each of the 0° plies (𝐻1) is set at 28 𝜇𝑚.  The non-conforming triangular elements intersected by 
the fiber/matrix interfaces contain one or two cohesive interfaces. The other elements are 
conventional 3-node elements.  The IGFEM computational model is made of 257,400 elements, 
209,425 nodes, and 418,850 degrees of freedom. 
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Figure 47:  Schematic of mesoscale computational model used to simulate the transverse failure 
of the reconstructed microstructure shown in Figure 9b, with details of the IGFEM mesh 
consisting of non-conforming triangular elements. Cohesive interfaces are placed along all 
fiber/matrix interfaces. 
 
Under the effect of a 2.5% transverse strain, a complex heterogeneous stress state and 
transverse cracking pattern develop in the composite laminate, as illustrated in Figure 48a, in 
which the deformations have been scaled by a factor of three.  The figure clearly shows distinct 
transverse cracks consisting of failed cohesive interfaces that span most of the 90° ply.  Due to 
stiffness of the 0° plies, the corresponding evolution of the transverse stress (Figure 48b) computed 
from the reaction forces along the right edge of the computational domain remains almost linear.  
However, to give a better indication of the evolution of the cohesive failure, the same figure 
illustrates the growth of the cracks composed of “failing” or “failed”' cohesive elements, defined 
as those for which the average effective displacement jump, 𝛿𝑎𝑣𝑔, computed at the two integration 
points exceeds 𝛿𝑐 or 4𝛿𝑐, respectively. 
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Figure 48:  (a) Von Mises stress distribution plotted on the final deformed microstructure with 
the deformations scaled by factor of three, showing the appearance of transverse cracks 
spanning the width of the 90° ply. (b) Evolution as a function of the applied transverse strain of 
the macroscopic transverse stress (left axis) and the relative extent of the failing and failed 
cohesive surfaces (right axis), with the “failing” or “failed” cohesive elements defined as those 
for which the effective scalar displacement jump 𝛿𝑎𝑣𝑔 𝛿𝑐⁄ ≥ 1 or 𝛿𝑎𝑣𝑔 𝛿𝑐⁄ ≥ 4, respectively. 
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Chapter 6: Interfacial Property Sensitivity Analysis 
 
Beyond the development of this special form of the IGFEM, a key goal of this work is to 
compute the sensitivity of the transverse failure response of a 90° ply on the cohesive properties 
of the fiber/matrix interfaces. To that effect, we present an analytic material sensitivity formulation 
based on the direct differentiation method and implemented in the nonlinear, cohesive IFGEM 
solver.  
Structural sensitivity analysis has been used for several decades to analyze many material 
systems [44, 45, 46, 47, 48]. One common goal is to optimize design parameters to create 
components that minimize weight and maximize structural properties, and this sensitivity analysis 
provides the derivatives necessary when using gradient-based optimization methods [49].  Related 
work on IGFEM-based sensitivity analysis in the context of multi scale material design can be 
found in [50]. As will be shown, the benefit of this method is the re-use of the stiffness matrix that 
was already formed at each Newton-Raphson step in the primal problem. From this sensitivity 
analysis, we can begin to get a quantification on how interfacial cohesive properties affect the 
macroscopic response of a fiber reinforced composite material. 
The schematic of the model in shown in Figure 47.  The problem is under displacement 
control, and there is a particular interest in this study in extracting the sensitivity of the 
macroscopic transverse stress to the cohesive zone parameters that characterize the failure of the 
fiber/matrix interfacial failure.  To derive the sensitivity of the global macroscopic transverse stress 
(denoted hereafter simply as “𝜎”) at every load step n with respect to the design variables 𝑑𝑖, which 
for this problem are critical stress (𝜎𝑐) and critical opening displacement (𝛿𝑐) of the cohesive 
model. 
For this problem, the response functional at every load step n can be written as 
 
 
 𝑛σ = 𝑳𝑇  𝑛𝑭𝑝
𝑖𝑛𝑡
1
2𝐻1 + 𝐻2
 , (9) 
where 𝑳𝑇 is a constant vector of 0's and 1's to select the correct degrees of freedom from the force 
vector 𝑭𝑖𝑛𝑡, the subscript p denotes the prescribed degrees of freedom, the left superscript n 
 52 
 
denotes the loading step, and 𝐻1 and 𝐻2 are the ply thicknesses introduced in Figure 47. The 
sensitivity of the macroscopic transverse stress at load step 𝑛 can then be expressed as 
 
 d 𝑛σ
d𝑑i
= 𝑳𝑇
d 𝑛𝑭𝑝
𝑖𝑛𝑡
d𝑑𝑖
1
2𝐻1 + 𝐻2
 . 
(10) 
Knowing that 
 
  𝑛𝑭𝑖𝑛𝑡 =  𝑛𝑭𝑖𝑛𝑡(𝑑𝑖,   
𝑛−1𝛿𝑚𝑎𝑥(𝑑𝑖),   
𝑛𝑼(𝑑𝑖,   
𝑛−1𝛿𝑚𝑎𝑥(𝑑𝑖))) , (11) 
where 𝛿𝑚𝑎𝑥 denotes the internal state variables of each cohesive integration point defined as 
 
 
 𝑛𝛿𝑚𝑎𝑥 = {
√𝛽2 𝑛𝛿𝑠2 +  𝑛𝛿𝑛2              𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
 𝑛𝛿𝑚𝑎𝑥                          𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
 (12) 
we write the total derivative of the force vector with respect to the design variable 𝑑𝑖 as 
 
 d 𝑛𝑭𝑖𝑛𝑡
d𝑑i
=
∂ 𝑛𝑭𝑖𝑛𝑡
∂𝑑i
+
∂ 𝑛𝑭𝑖𝑛𝑡
∂ 𝑛−1𝛿𝑚𝑎𝑥
d 𝑛−1𝛿𝑚𝑎𝑥
d𝑑i
+
∂ 𝑛𝑭𝑖𝑛𝑡
∂ 𝑛𝑼
d 𝑛𝑼
d𝑑i
. (13) 
 
In (13), 
∂ 𝑛𝑭𝑖𝑛𝑡
∂ 𝑛𝑼
 is the tangent stiffness operator  𝑛𝑲, and the equation can be re-written in the form 
of a “pseudo problem”,   
 
 𝑛𝑲
d 𝑛𝑼
ddi
=  𝑛𝑷𝑝𝑠 , 
(14) 
 
where  𝑛𝑷𝑝𝑠 is the pseudo-load vector defined as 
 
 𝑛𝑷𝑝𝑠 =
d 𝑛𝑭𝑖𝑛𝑡
ddi
−
∂ 𝑛𝑭𝑖𝑛𝑡
∂di
−
∂ 𝑛𝑭𝑖𝑛𝑡
∂ 𝑛−1𝛿𝑚𝑎𝑥
d 𝑛−1𝛿𝑚𝑎𝑥
ddi
 . (15) 
 
At the end of every converged load step n, the residual for the free degrees of freedom vanishes, 
i.e.,  
 𝑹𝑓 = 𝑭𝑓
𝑒𝑥𝑡 − 𝑭𝑓
𝑖𝑛𝑡 = 𝟎 , (16) 
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where the subscript f denotes the free degrees of freedom. Taking the total derivative of (16) and 
noting that this material sensitivity is solved for under assumption of displacement control (i.e., 
𝑭𝑓
𝑒𝑥𝑡 = 𝟎), we get 
 d𝑭𝑓
𝑖𝑛𝑡
d𝑑i
= 𝟎 . 
(17) 
 
Since the prescribed degrees of freedom are not a function of the cohesive parameter (i.e. 
d 𝑛𝑼𝑝
d𝑑i
=
𝟎), we re-write ((14) in partitioned form as 
 
[
 𝑛𝑲𝑓𝑓  
𝑛𝑲𝑓𝑝
 𝑛𝑲𝑝𝑓  
𝑛𝑲𝑝𝑝
]
[
 
 
 
d 𝑛𝑼𝑓
ddi
𝟎 ]
 
 
 
=
[
 
 
 
 𝟎
d 𝑛𝑭𝑝
𝑖𝑛𝑡
ddi ]
 
 
 
 
−
[
 
 
 
 
∂ 𝑛𝑭𝑓
𝑖𝑛𝑡
∂di
∂ 𝑛𝑭𝑝
𝑖𝑛𝑡
∂di ]
 
 
 
 
−
[
 
 
 
 
∂ 𝑛𝑭𝑓
𝑖𝑛𝑡
∂ 𝑛−1𝛿𝑚𝑎𝑥
d 𝑛−1𝛿𝑚𝑎𝑥
ddi
∂ 𝑛𝑭𝑝
𝑖𝑛𝑡
∂ 𝑛−1𝛿𝑚𝑎𝑥
d 𝑛−1𝛿𝑚𝑎𝑥
ddi ]
 
 
 
 
 . (18) 
 
To complete the sensitivity formulation, we still need 
∂ 𝑛𝑭𝑖𝑛𝑡
∂𝑑i
,  
∂ 𝑛𝑭𝑖𝑛𝑡
∂ 𝑛−1𝛿𝑚𝑎𝑥
,  and 
d 𝑛−1𝛿𝑚𝑎𝑥
d𝑑i
 .  
The latter derivative is defined as a new internal state variable, 
d𝛿𝑚𝑎𝑥
ddi
, computed at the end of every 
load step, and updated at the same time as the other internal state variable (𝛿𝑚𝑎𝑥). 
 
 
Moving forward in the derivation, our first design parameter 𝑑𝑖 is taken to be 𝜎𝑐.   
 
 
6.1 𝜎𝑐 Sensitivity 
 
In this problem, there are two major contributions to the internal force vector: from the 
“volumetric'” elements and from the cohesive interface elements. For the linearly elastic 
volumetric elements, there is no explicit dependence of the internal force contribution on 𝜎𝑐 and 
no displacement discontinuity. Therefore, 
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 ∂ 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑒𝑙𝑎𝑠𝑡𝑖𝑐}
𝜕𝜎𝑐
=
∂ 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑒𝑙𝑎𝑠𝑡𝑖𝑐}
∂ 𝑛−1𝛿𝑚𝑎𝑥
d 𝑛−1𝛿𝑚𝑎𝑥
dσc
= 𝟎 . 
(19) 
 
The elemental internal force vector contribution from a cohesive element has the form 
 
 
 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒}
= ∑ 𝑤𝑔𝑝𝑵𝑔𝑝
𝑇  𝑛𝒕𝑔𝑝𝑑𝐴
𝑛𝑔𝑝
𝑔𝑝=1
 , (20) 
 
where 𝑤𝑔𝑝 is the gauss integration weight, 𝑵𝑔𝑝 is a matrix arrangement of the discontinuous 
enrichment functions used to compute the displacement jump vector, and  𝑛𝒕𝑔𝑝 is the traction 
vector defined in (6).  Of these terms, only the traction at each gauss point has a dependence on 
𝜎𝑐.  Therefore, 
 
 
𝜕 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒}
∂σc
= ∑ 𝑤𝑔𝑝𝑵𝑔𝑝
𝑇
𝜕 𝑛𝒕𝑔𝑝
𝜕𝜎𝑐
𝑑𝐴
𝑛𝑔𝑝
𝑔𝑝=1
 . (21) 
 
The explicit partial derivative of (6) with respect to 𝜎𝑐 yields 
 
 𝜕 𝑛𝒕𝑔𝑝
𝜕𝜎𝑐
=
𝜕 𝑛𝑡
𝜕𝜎𝑐
1
 𝑛𝛿
[𝛽2 𝑛𝜹 + (1 − 𝛽2)( 𝑛𝜹 ∙ 𝒏)𝒏], (22) 
where 
 
𝜕 𝑛𝑡
𝜕𝜎𝑐
=
{
 
 
 
  
𝑛𝛿
𝛿𝑐
𝑒(1− 
𝑛𝛿/𝛿𝑐)                           𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
 𝑛𝛿
𝛿𝑐
𝑒(1− 
𝑛−1𝛿𝑚𝑎𝑥/𝛿𝑐)            𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔.
 (23) 
 
Similarly, the explicit partial derivative with respect to  𝑛−1𝛿𝑚𝑎𝑥 can be written as 
 
 
𝜕 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒}
∂ 𝑛−1𝛿𝑚𝑎𝑥
= ∑ 𝑤𝑔𝑝𝑵𝑔𝑝
𝑇
𝜕 𝑛𝒕𝑔𝑝
𝜕 𝑛−1𝛿𝑚𝑎𝑥
𝑑𝐴
𝑛𝑔𝑝
𝑔𝑝=1
 , (24) 
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 𝜕 𝑛𝒕𝑔𝑝
𝜕 𝑛−1𝛿𝑚𝑎𝑥
=
𝜕 𝑛𝑡
𝜕 𝑛−1𝛿𝑚𝑎𝑥
1
 𝑛𝛿
[𝛽2 𝑛𝜹 + (1 − 𝛽2)( 𝑛𝜹 ∙ 𝒏)𝒏] , (25) 
where 
 
𝜕 𝑛𝑡
𝜕 𝑛−1𝛿𝑚𝑎𝑥
=
{
 
     0                                             𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
−𝜎𝑐 
𝑛𝛿
𝛿𝑐2
𝑒(1− 
𝑛−1𝛿𝑚𝑎𝑥/𝛿𝑐)            𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔.
 (26) 
 
Finally, the new internal state variable needs to be updated as the derivative of (8).  
Defining the displacement jump vector at a gauss point as 
 
  𝑛𝜹𝑔𝑝 = 𝑵𝑔𝑝 
𝑛𝑼𝑒𝑙𝑒𝑚 , (27) 
where 𝑵𝑔𝑝 is a matrix arrangement of the cohesive elemental shape functions, we obtain, by 
differentiating (27): 
 𝑑 𝑛𝜹𝑔𝑝
𝑑𝜎𝑐
= 𝑵𝑔𝑝
𝑑 𝑛𝑼𝑒𝑙𝑒𝑚
𝑑𝜎𝑐
 , (28) 
 
where 
𝑑 𝑛𝑼𝑒𝑙𝑒𝑚
𝑑𝜎𝑐
 was solved for in (18).  The new internal state variable is then given by 
 
𝑑 𝑛𝛿𝑚𝑎𝑥
𝑑𝜎𝑐
=
{
 
 
 
 1
2 𝑛𝛿
[2𝛽2 𝑛𝛿𝑠
𝑑 𝑛𝛿𝑠
𝑑𝜎𝑐
+ 2 𝑛𝛿𝑛
𝑑 𝑛𝛿𝑛
𝑑𝜎𝑐
]          𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
𝑑 𝑛−1𝛿𝑚𝑎𝑥
𝑑𝜎𝑐
                                                  𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
 (29) 
 
where 
𝑑 𝑛𝛿𝑠
𝑑𝜎𝑐
 and 
𝑑 𝑛𝛿𝑛
𝑑𝜎𝑐
 are the shear and normal components of the derivative displacement jump 
vector from (28). 
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Every term from (18) can be computed, which means that 
d 𝑛σ
dσc
 from (10) can be found.  
Now, at every load step, we can compute the sensitivity of the global reaction force with respect 
to the material parameter 𝜎𝑐.   
 
 
6.2 𝛿𝑐 Sensitivity 
 
Using a similar approach as above, the sensitivity of the global reaction force with respect 
to the material parameter 𝛿𝑐 can be derived.  For volumetric linear elastic elements, we know there 
is no explicit dependence of the internal force contribution on 𝛿𝑐.  Again, no opening is allowed 
in linear elastic elements, so therefore 
 ∂ 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑒𝑙𝑎𝑠𝑡𝑖𝑐}
𝜕𝛿𝑐
=
∂ 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑒𝑙𝑎𝑠𝑡𝑖𝑐}
∂ 𝑛−1𝛿𝑚𝑎𝑥
d 𝑛−1𝛿𝑚𝑎𝑥
dδc
= 𝟎 . 
(30) 
 
The elemental internal force vector contribution from a cohesive element has the form 
given in (20).  Of the terms from (20), we know that only the traction at each gauss point has a 
dependence on 𝛿𝑐, so we know 
 
𝜕 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒}
∂𝛿c
= ∑ 𝑤𝑔𝑝𝑵𝑔𝑝
𝑇
𝜕 𝑛𝒕𝑔𝑝
𝜕𝛿𝑐
𝑑𝐴 .
𝑛𝑔𝑝
𝑔𝑝=1
 
(31) 
 
We need the explicit partial derivative of (6) with respect to 𝛿𝑐, which is simply given as 
 𝜕 𝑛𝒕𝑔𝑝
𝜕𝛿𝑐
=
𝜕 𝑛𝑡
𝜕𝛿𝑐
1
 𝑛𝛿
[𝛽2 𝑛𝜹 + (1 − 𝛽2)( 𝑛𝜹 ∙ 𝒏)𝒏] , (32) 
where 
 
𝜕 𝑛𝑡
𝜕𝛿𝑐
=
{
 
 
 
 𝜎𝑐 
𝑛𝛿
𝛿𝑐2
𝑒(1− 
𝑛𝛿/𝛿𝑐) [
 𝑛𝛿
𝛿𝑐
− 1]                                   𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
𝜎𝑐 
𝑛𝛿
𝛿𝑐2
𝑒(1− 
𝑛−1𝛿𝑚𝑎𝑥/𝛿𝑐) [
 𝑛−1𝛿𝑚𝑎𝑥
𝛿𝑐
− 1]         𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔.
 (33) 
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And finally, the new internal state variable needs to be updated as the derivative of (8).  
The derivative of (27) is given as: 
 
 𝑑 𝑛𝜹𝑔𝑝
𝑑𝛿𝑐
= 𝑵𝑔𝑝
𝑑 𝑛𝑼𝑒𝑙𝑒𝑚
𝑑𝛿𝑐
 , (34) 
where 
𝑑 𝑛𝑼𝑒𝑙𝑒𝑚
𝑑𝛿𝑐
 was solved for in (18).  And the new internal state variable is given as: 
 
𝑑 𝑛𝛿𝑚𝑎𝑥
𝑑𝛿𝑐
=
{
 
 
 
 1
2 𝑛𝛿
[2𝛽2 𝑛𝛿𝑠
𝑑 𝑛𝛿𝑠
𝑑𝛿𝑐
+ 2 𝑛𝛿𝑛
𝑑 𝑛𝛿𝑛
𝑑𝛿𝑐
]          𝑖𝑓 𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
𝑑 𝑛−1𝛿𝑚𝑎𝑥
𝑑𝛿𝑐
                                                  𝑖𝑓 𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔,
 (35) 
 
where 
𝑑 𝑛𝛿𝑠
𝑑𝛿𝑐
 and 
𝑑 𝑛𝛿𝑛
𝑑𝛿𝑐
 are the shear and normal components of the derivative displacement jump 
vector from (34). 
 
Every term from (18) can be computed, which means that 
d 𝑛σ
d𝛿c
 from (10) can be found.  
Now, at every load step, we can compute the sensitivity of the global reaction force with respect 
to the material parameter 𝛿𝑐. 
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6.3 Verification Example 
 
 
Figure 49:  Schematic of two-fiber problem used to verify the analytic sensitivity formulation. 
 
To verify the material sensitivity analysis described in the previous section, the simple 
problem shown in Figure 49 is solved. The verification problem consists of a small square domain 
containing two fibers of different sizes.  The larger fiber has a diameter of 8 𝜇𝑚 and the smaller 
fiber has a diameter of 6 𝜇𝑚 which are the upper and lower ranges on the carbon fibers used in the 
experiments.  The cohesive properties for this simulation are chosen as 𝜎𝑐 = 60 𝑀𝑃𝑎, 𝛿𝑐 =
50 𝑛𝑚, and 𝛽 = 1.  This problem is run to 3% strain, and the results of the direct analytical 
sensitivity computed by the method derived above are compared to those obtained with a central 
finite difference scheme. 
 
    
Figure 50:  (a) displacement plot after cohesive failure (deformations scaled by 10x), (b) 
Nonlinear force vs applied displacement. 
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In Figure 50a, the deformed configuration is shown, and both of the “left” interfaces had 
failed, with the interface of the larger fiber failing first.  The reaction force vs. the applied 
displacement is shown in Figure 50b, and it is obvious that this example problem is very nonlinear. 
 
 
Figure 51:  Finite difference verification of analytic 𝜎𝑐 and 𝛿𝑐 sensitivity calculations: Evolution 
with respect to the applied tensile strain of the tensile stress (left axis) and sensitivities (right 
axis).  Excellent agreement is observed between analytic and finite difference sensitivity results. 
 
As shown in Figure 51, a perfect match exists between analytic sensitivity results and those 
obtained with a central difference scheme. The two successive peaks observed in the sensitivity 
curves are associated with the debonding failure of the larger and smaller fibers, respectively. As 
expected, the sensitivity of the transverse stress with respect to 𝛿𝑐 is first negative, as a higher 
value of the critical displacement jump for a fixed cohesive strength leads to a more compliant 
cohesive model, and therefore a decrease in 𝜎.  Once interfaces start to fail, the 𝛿𝑐 sensitivity of 𝜎 
switches sign, as a larger value of 𝛿𝑐 leads to a delayed failure, and therefore a higher value of 𝜎 
for a given applied strain. These observations extracted from the simple verification problem will 
be also valid for the much more complex example described later. 
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6.4 Insensitivity to Solver Tolerance 
 
 To ensure that the solver tolerance has no effect on the sensitivity computations, a 
parametric study was conducted varying the solver tolerance for the same 39 fiber simulation, 
shown in Figure 52a.  The force computed at every load step (plotted in Figure 52b) is shown to 
be very insensitive to the range of solver tolerances plotted. 
 
Figure 52:  (a) 39 fiber cohesive simulation, deformations scaled by 3x, (b) Force vs Pseudo-
Time, for solver tolerances of 10−4, 10−6, 10−8, 𝑎𝑛𝑑 10−10 
  
The 𝜎𝑐 and 𝛿𝑐 sensitivities are computed, which are plotted in Figure 53.  No visual 
difference exists, with the largest difference between the “tightest” tolerance (10−10) and the 
“loosest” tolerance (10−4) being less than 0.2% difference. 
     
Figure 53:  (a) 𝜎𝑐 sensitivity plotted for various solver tolerances, (b) 𝛿𝑐 sensitivity plotted for 
the same solver tolerances 
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6.5 Larger Example 
 
 Both 𝜎𝑐 and 𝛿𝑐 sensitivity curves are extracted from the large mesoscale model presented 
in Figure 48, and they are plotted against the applied strain in Figure 54. 
 
Figure 54:  Evolution of the 𝜎𝑐 and 𝛿𝑐 sensitivities of the transverse stress 𝜎 versus the applied 
strain, showing a reversal of the 𝛿𝑐 sensitivity at the critical loading at which transverse cracks 
appear. Snapshots of the failure process corresponding to the load levels labeled A and B are 
shown in Figure 55, with the deformations scaled by a factor of three. 
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Figure 55:  Cohesive failure plotted on the deformed microstructure (deformations scaled by a 
factor of three) for the two load levels labeled A and B in Figure 54.  A yellow interface 
represents a “failing” cohesive element where 1 ≤ 𝛿𝑎𝑣𝑔 𝛿𝑐 < 4⁄ , and a red interface represents 
a “failed” cohesive element for which 𝛿𝑎𝑣𝑔 𝛿𝑐 ≥ 4⁄ . 
 
As was the case in the verification problem, the 𝛿𝑐 sensitivity switches sign at the point 
where the 𝜎𝑐 sensitivity approximately reaches its maximum value, which also corresponds to the 
appearance of the transverse cracks, at which point the 𝜎𝑐 sensitivity starts to decrease. The sign 
reversal in the 𝛿𝑐 sensitivity curve can be understood schematically by examining the effect to the 
cohesive law of differential changes in the cohesive parameters 𝜎𝑐 and 𝛿𝑐, as illustrated in Figure 
56.  
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Figure 56:  (a) If the cohesive law is modified by a differential 𝛥𝜎𝑐 for a fixed 𝛿𝑐, the differential 
cohesive traction is always positive, but increases before the critical opening and decreases 
afterward. (b) If the cohesive law is varied by a differential 𝛥𝛿𝑐 for a fixed 𝜎𝑐, the differential 
cohesive traction is negative before the critical opening and positive afterward. 
 
In other words, 𝑑𝜎 𝑑𝛿𝑐⁄  will be negative before the displacement jump across multiple 
interfaces reaches the critical opening (𝛿𝑐) and positive after many cohesive interfaces have 
reached the “failing” (downward) portion of the traction-separation law. 
Due to the complexity of the microstructure and of the stress field in the 90° ply, the failure 
of the fiber/matrix interfaces will be a very complex function of the applied strain, rendering a 
precise determination of the onset of transverse cracking difficult. However, the evolution of the 
sensitivities of the transverse stress on the cohesive parameters provides a valuable insight on the 
correlation between applied strain and the onset of transverse cracking, which can be associated 
with the sign reversal of  𝑑𝜎 𝑑𝛿𝑐⁄  or the first drop in 𝑑𝜎 𝑑𝜎𝑐⁄ .  
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6.6 Individual Sensitivities 
 
In the previous derivation, we assumed that every fiber/matrix interface had the same 
cohesive properties (𝜎𝑐, 𝛿𝑐).  In a real composite, there will be variation in the strengths of the 
bonding between the matrix and fibers.  It is likely that these parameters would actually come from 
some distribution (e.g., normal or Weibull distribution).  If, in this section, we relax the assumption 
of a single 𝜎𝑐 and a single 𝛿𝑐 and instead have a list of individual 𝜎𝑐
(𝑖)
 and 𝛿𝑐
(𝑖)
, where i indicates 
the index of the fiber/matrix interface, the derivation for sensitivity changes a bit.  But the goal 
now is to extract the sensitivity of the global reaction force to an individual fiber’s cohesive 
parameters (
𝑑𝐹
𝑑𝜎𝑐
(𝑖) and 
𝑑𝐹
𝑑𝛿𝑐
(𝑖)). 
 Equations (9) through (18) remain the same.  However, new internal state variables have 
to be introduced as before.  In the case of the single-valued 𝜎𝑐 and single-valued 𝛿𝑐 sensitivity 
computations, two internal state variables were introduced (
d𝛿𝑚𝑎𝑥
dσc
 and 
d𝛿𝑚𝑎𝑥
dδc
) at every cohesive 
integration point.  Now, for the case of individual sensitivities, 2𝑁 new internal state variables 
have to be introduced at every cohesive integration point, where 𝑁 is the number of fiber/matrix 
interfaces.  These are 
d𝛿𝑚𝑎𝑥
dσc
(𝑖)  and 
d𝛿𝑚𝑎𝑥
dδc
(𝑖) , where i ranges from 1 to 𝑁.  Again, these new internal state 
variables are computed at the end of every load step, and they are updated at the same time as the 
original internal state variable, 𝛿𝑚𝑎𝑥. 
 The other difference comes in when computing 
𝜕 𝑛𝑭𝑒𝑙𝑒𝑚
𝑖𝑛𝑡,{𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒}
∂𝑑𝑖
.  For example, if we are 
inside cohesive element j and looking at the sensitivity to the parameter 𝜎𝑐
(𝑖)
, then this term is 0 if 
𝑖 ≠ 𝑗, as it is an explicit partial derivative.  If 𝑖 = 𝑗, then it is computed as it was in (21) through 
(23). 
 These individual sensitivity computations were implemented and then verified using 
central finite difference results for the same smaller example problem from Figure 49, as observed 
in Figure 57. 
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Figure 57:  Verification of individual 𝜎𝑐
(𝑖)
 and 𝛿𝑐
(𝑖)
 sensitivities using finite difference, shown in 
(a) and (b), respectively. 
 
 These individual sensitivities become both powerful and useful when trying to quantify the 
sensitivity of the global reaction force the parameters that describe the distribution that your design 
parameter comes from.  For example, if a distribution of 𝜎𝑐
(𝑖)
 is well described by a normal 
distribution (as shown in Figure 58), one would be interested in computing the sensitivity of the 
global reaction force to the mean (𝜎?̅?), and standard deviation (𝑆𝐷[𝜎𝑐]), i.e., 
𝑑𝐹
𝑑𝜎𝑐̅̅ ̅
 and
𝑑𝐹
𝑑𝑆𝐷[𝜎𝑐]
.  To 
that effect, the individual sensitivities (
𝑑𝐹
𝑑𝜎𝑐
(𝑖)  and
𝑑𝐹
𝑑𝛿𝑐
(𝑖)) are necessary components. 
 
Figure 58:  Schematic of normal distribution of interfacial critical stresses. 
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Chapter 7: Conclusions and Future Work 
 
7.1 Summary 
 
 In this thesis, the focus was on the transverse cracking of unidirectional composites.  The 
material system of interest was of carbon fibers embedded in an epoxy matrix.  As shown by the 
experiments, this particular material system’s primary mode of failure is through interfacial failure.   
Various tools to perform morphological reconstruction for micrographs of experimental 
composites were described. These were developed for micrographs taken using several different 
microscopy techniques.  This allowed for the mesoscale modeling of a close approximation of the 
actual geometry at this length scale.  Also, computational tools were developed to extract 
numerous statistical metrics from these reconstructions.  This included a study into several 
different volume fractions and higher order statistics.  It is still very much a question as to the 
effect of different statistical measures on the transverse failure. 
In addition, tools were developed both for the prediction of initial fiber/matrix debonding 
and for creating “virtual” microstructures that mimic desired statistics from the experimental 
microstructures.  As shown, many different statistical metrics are able to be objectives using this 
method that relied on a simulated annealing algorithm. 
A computational framework was presented for the modeling of transverse cracking in 
realistic virtual models of 90° composite plies reconstructed directly from optical images.  The 
underlying numerical method relies on a discontinuous, multi-interface extension of an Interface-
enriched Generalized Finite Element Method, which allows for the simulation of fiber/matrix 
debonding in composite layers with high fiber volume fractions.  Also included in the 
computational framework is the analytic extraction of the sensitivity of the macroscopic transverse 
stress with respect to the two key parameters that define the cohesive failure law, i.e., the cohesive 
strength 𝜎𝑐 and the critical opening displacement 𝛿𝑐.  By monitoring the evolution of these 
sensitivities, the onset and propagation of transverse cracks can be assessed.  
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7.2 Future Work 
 
 Future work can include exploring other statistical measures than those presented.  It is 
clear that failure of a particular microstructure is inherently statistical, and a certain measure 
describing that experimental microstructure may be the key to linking microstructure to transverse 
crack paths.  It could also include the use of the initiation prediction tool (from Chapter 4) in further 
studies to augment current methods involving the use of graph theory to predict crack paths, which 
is detailed in [51].  In this method, the matrix and interfaces are seeded with many points, as shown 
in Figure 59a and Figure 59b.  These seed points are connected to the surrounding seeds, and graph 
theory is utilized to find the shortest path along the seeds to the top and bottom of the domain from 
a specified initiation point.  If the initiation points from Figure 59c were chosen based on the 
initiation prediction tool from Chapter 4, this could be a powerful combination for transverse crack 
prediction. 
     
 
Figure 59:  (a) Seeding of matrix and fiber/matrix interface, (b) Close-up of the seeding, (c) 10 
crack paths that were determined by first selecting an initiation point (red dots); credit to Dr. 
George Jefferson, who developed this work based on the model from [51]. 
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 In addition, using the output of the virtual microstructure building tool as input for the 
mesoscale simulations could be an interesting next step.  If a particular statistical metric is of 
interest, that metric can be used to generate many instantiations of virtual microstructures, and 
these virtual models can be simulated under tensile loading to explore the effect of that particular 
statistical metric on overall failure response.   
Finally, the sensitivity analysis could be derived and implemented for other measures.  A 
particular sensitivity of interest for this problem would be the extension to shape sensitivity.  For 
example, the sensitivity of the global reaction force to the radius of fiber i (
𝑑𝐹
𝑑𝑟𝑖
).  If the sensitivity 
to the parameters that describe the geometry could be derived, it could be a powerful next step at 
quantifying how variation of the microstructure affects the transverse failure response of 
unidirectional composites.   
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