Abstract: As power systems become more heavily loaded, there willbe an increase in the number of situations where the power flow equations have no real solution, particularly in contingency analysis and planning applications. Since these cases can represent the most severe threats to viable system operation, it is important that a computationally efficient technique be developed to both quantify the degree of unsolvability, and to provide optimal recommendations of the parameters to change to return to a viable solution. Such an algorithm is developed in the paper. The distance in parameter space between the desired operating point and the closest solvable operating point provides a measure of the degree of unsolvability, with the difference between these two points providing the optimal system parameter changes. The algorithm is based upon a Newton-Raphson power flow algorithm, which provides both computational efficiency and compatibility with existing security analysis techniques. The method is demonstrated on systems of up to 118 buses.
Introduction
The solution of the power flow problem has received much attention over the last several decades. This is due to its fundamental importance to power system analysis. However little attention has been focused on how to handle situations where the power flow equations have no real solution. Intuitively the problem can be illustrated using the well established concept of security regions [1 ] , [2] , [3] , [4] , [5] . Figure 1 defines three regions in a multi-dimensional parameter space, where the parameters could be bus loads, generator MW injections and voltage setpoints, MW interchange levels, etc. Let the feasible region be the set of points where the power flow equations have a solution and all system values (e.g. line flows, bus voltages) are within their limits. Nonnally this is the desired operating region for the system. Let the infeasible region be the set of points where the power flow equations have a solution, but where one or more lim!t is violated. Usually it is possible to operate the system (at least for a while) in this region. Much progress has been made in the development of security enhancement tools to provide controller recommendations for moving from the infeasible region back into the feasible region. An example would be the linear programming based optimal power flow [6] , [7] . Denote the feasible and infeasible regions as the power flow viable region. Lastly, let the inviable region be the set of points where the power flow equations have no real solution, with the boundary between the inviable and viable regions denoted by :r (the tenn inviable is used since the system would be incapable of operating in this region).
Since the power flow has no solution in the inviable region, any attempt to operate there would probably result in system instability and voltage collapse. As power systems have become more heavily loaded due to increased loads and larger inter-utility power transfers, there has been increased concern about voltage collapse caused by an Submitted for consideration of presentation at the IEEE PES 1993 Winter Meeting.
attempt to operate outside of :r in the inviable region [8] .
Subsequently, much research has focused on the development of measures to quantify the distance of an operating point within the viable region from this boundary, with many of the current techniques contained in [9] , [10] However little attention has focused on providing a measure to quantify the insecurity of points within the inviable region. As is known to most planning and operations engineers, there are often contingent (or sometimes basecase) situations where the NewtonRaphson (N-R) power flow does not converge to a solution. Since convergence of the N-R power flow equations can not usually be guaranteed, this situation could be due to either a poor initial voltage guess or a case where the desired operating point is in the inviable region (and hence no real solution exists). Examples of the former can be reduced by the use of scaling factors such as the optimal multiplier [12] (to be discussed later), or heuristic techniques that prevent power flow divergence by guaranteeing that the sum of the squares of the power flow mismatches decrease with each iteration [11 ] . The focus will therefore be on the latter cases where the power flow equations do not have a real solution. These cases will be referred to as inviable, rather than nonconvergent, to emphasize that the problem is not just that a power flow did not converge (due to perhaps a poor initial guess), but rather that no solution exists.
Since such inviable cases often represent the most severe threats to secure system operation, it is important that the user be provided with both a measure for quantifying the severity of the case, and recommendations of controllers to change to best mitigate the problem. This is particularly likely to occur in the contingency analysis application, where an already stressed system is further degraded through the removal of additional equipment, or during the planning process. Unfortunately, most present day algorithms only notify the user that the power flow did not converge to a solution, providing little additional information. The user is forced to resort to either a trial and error process, or to use some sort of heuristic to determine which parameters to change to return the system to solvability.
The purpose of this paper is to provide such a measure of system inviability, and recommendations as to how to rectify the problem. A technique will be developed that is based upon the existing N-R power flow algorithm, and is computationally efficient to allow its use both in planning and on-line. The focus of this method is to return the system to viability; once viable, any limit violations could be removed with conventional security analysis methods. The paper is organized as follows. First, the power flow notation and solution method using the optimal multiplier are -i-ntroduced. Next, the situation where the power flow has no real solution is examined in detail. Then, an algorithm is presented to measure the inviability of the case and to provide the best means for returning to the viable region. Lastly, the algorithm is demonstrated on the IEEE 118 bus system.
II. Power Flow Solution Using Optimal Multiplier
Consider the power flow equations for an n bus system:
where S is a vector of the constant real and reactive power load minus generation at all buses except the slack (initially all buses are assumed to be PO, PV buses are introduced later), (2) xis the vector of bus voltages in rectangular coordinates, Vi = ei + j~. (3) and fis the function of the bus power balance constraints f= [fpl(x), fpix), ... ,fpn-l(x),fq 1 (x), fqix), ... ,fqn-l(x)]T (4)
and G + jB the network bus admittance matrix.
One could then attempt to solve (1) using the standard iterative Newton-Raphson algorithm with (6) (7) where J(xk) is the Jacobian matrix at the kth iteration. Typically, the iteration converges quite quickly to the solution x. However when the system is heavily loaded and/or ill-conditioned, (6) can diverge.
A solution to this divergence problem was proposed in [12] where a scalar "optimal multiplier" ll is derived with the property that once a direction axk is determined using (7), ll is chosen to minimize a cost function in the direction given by axk; the cost function is equal to one half the norm of the power flow mismatch equations:
A complete derivation of ll is contained in [12] . The key point, however, in the use of the optimal multiplier is that because of the special structure of (5), ll can be determined directly with virtually no additional computation. The Newton-Raphson algorithm need only be modified slightly, with (6) replaced by:
Divergence of the power flow is thus prevented, since the value of F(xk+l) can never be greater than the previous value. Numerical experience has shown that with the optimal multiplier convergence is quite good, even for very ill-conditioned systems. As the iteration approaches the solution x, ll tends toward one.
lll. Infeasible Power Flow Problem
While the solution of the power flow problem has received much attention over the years, little work has been directed toward the problem of the power flow equations (1) not having a ~~al solution. This problem will be introduced by a simple two bus example. Consider a system with a single transmission line connecting two buses. Bus 1 is treated as a slack bus with constant voltage of 1.0 + O.Oj . Bus 2 is a load bus with a constant P-Q demand. For simplicity assume that the transmission line is lossless with reactance of 0.1 per unit and no shunt charging (100 MVA base). The power flow equations for this system are then from (1) and (5):
with e + jf the phasor voltage at bus 2, P + jQ the demand at the load bus, and B 12 = 10 = -Bz 2 the elements of the network bus admittance matrix. The Jacobian of (10) is
Depending upon the values of P and Q, (10) can have either two, one or no real solutions [13] . Figure 2 shows these regions in load power parameter space, with the power flow viable region having two solutions and the inviable region having no solution. As was shown in Figure 1 , these two regions are separated by a hypersurface l: on which the equations have a single solution; for all points on l: the Jacobian of (10) is singular. Thus point a with a P/0 load of200 + jlOO MVA is well within the viable region, while b with a load of 300 + j150 MVA is close to the boundary but still viable, while c with a load of 400 + j200 MVA is inviable. For this simple example l: can be determined analytically be noting it is the set of all points where the Jacobian is singular, or equivalently where the determinant of J is zero:
Here, where B 12 = -Bzz, the solution of (12) As was mentioned earlier, a number of different measures have been proposed to quantify the distance of a power flow solution (i.e., a point in the viable region) from l:. One measure which will be particularly useful here for the development of similar measures for cases where the power flow equations have no solution (i.e., a point in the inviable region) is the distance (Euclidean norm) in load parameter space between any viable point and the closest point on l: [14] , [18] . The viable point can be calculated using a standard power flow algorithm. In [20] an iterative method is used to calculate the closest point on l:. Once this point has been determined, the distance between them can be calculated and used as a measure of system security.
The method proposed here for quantifying the insecurity of an inviable point in parameter space is to also use the distance between that point and the closest point on l:. However the problem is somewhat different from the one when a power flow solution exists. Insight into these differences can be gained by first defining a cost function as one half the square of the power flow mismatch equations:
Thus F(x) is greater than or equal to zero for all x, and is only equal to zero at the power flow solutions. For the two bus system (14) is: clearly be seen as distinct local minima (denoted by the 'x') where the cost function F(x) is equal to zero. As the load is increased to 300 MW and 150 Mvar, Figure 3b shows that the two solutions of V 2 = 0.600-j0.300 and V 2 = 0.400 -j0.300 have moved closer. For a slightly greater loading the two solutions will coalesce in a saddle node bifurcation [15] , [16] . Further increases in loading push the system into the inviable region where no power flow solution exists. This is shown in the Figure 3c case with a load of 400 MW and 200 Mvar. A standard N-R power flow would diverge in attempting to solve this problem. Note that now the cost function has a single minimum with a value greater than zero (0.881) at V 2 = 0.500-j0.349 (an algorithm for determining this point is introduced later in the paper).
For the cases where there is no solution, let xm be defined as the value of x corresponding to the minimum of the cost function F(x); thus xm can be thought of as the "best possible" solution to the power flow equations. The goal of the algorithm to be presented here will be to determine xm. Define Sm = f(xm) to be the point in parameter space corresponding to xm. Information about xm and sm can then be utilized to provide the user with a measure of inviability of the solution. This in tum can be used to provide guidance as to which parameters to vary to make the power flow viable. This measure can be developed from the following observations about xm:
1. The Jacobian of the power flow equation at xm, J(xm), is singular. This can be seen by recalling the Kuhn-Tucker necessary condition for xm to be a local minimum point of {15)
is that [17] :
Since [f(xm) -S] • 0, this implies that J(xm) is singular. 2. The closest point (using a Euclidean norm) on the boundary :I to sis sm = f(xm). That sm is an element of :I follows from the first observation. That sm is the closest point follows from the definition of xm as minimizing (14) , which is equivalent to minimizing the Euclidean norm. 3. The "optimal" direction to move in parameter space to return to viability is then given by (S -Sm]. Intuitively this can be seen by noting that at the point xm, [Sm -S] is just the real/reactive mismatches at each bus. Not surprisingly, the system can be moved back to the viable region boundary if the power injections are changed so all bus mismatches are set to zero. More formally, this can be seen by noting from {16) that [Sm-S] is the left eigenvector, wm, of the zero eigenvalue of J(xm).
In [18] , [19] it is shown that wm is parallel to the normal vector to :I at sm. Since S is an element of the normal ray emanating from sm, the "optimal" direction to move back to :I is in the opposite direction to the normal, that is [S-Sm]. The distance between the best possible solution to the power flow equations and S, given by:
can then be used at a measure of the inviability of a power flow solution, with the optimal direction to return to viability given by [SSm]. For example for the Figure 3c case, where the load is 400 MW and 200 Mvar, the best possible solution, and value of f(xm) are shown in Figure 4 ; at this solution the mismatches at the load bus are 50.5 MW and 72.2 Mvar. The value of the per unit (100 MVA base) distance from (17) is then 0.88. Thus the minimum load variation to just achieve viability would be to decrease the real load by 50.5 MW and the reactive load by 72.2 Mvar. To verify that this is indeed parallel to the left eigenvector, (11) is used to compute the Jacobian: In comparing the method proposed here for quantifying the inviability of a power flow case with the worst case load power margin from [20] for quantifying the security of a solvable case, a number of similarities and differences can be seen. Both methods use the Euclidean norm or distance in parameter space between the present loadingS and the closest point on the boundary :I as a system measure.
In [20] this measure can be used to indicate how far the system is from voltage collapse by means of a saddle node bifurcation, with a larger value typically indicating a more secure system operating point Conversely, the measure proposed here indicates how far the loading is outside of the viable region, with a larger value indicating a more inviable system. Thus the two methods can be seen as complementary. If the system loading is within the viable region, then [20] could be used; if a contingency or planning study has pushed the loading outside of the viable region, then the present measure could be used. The shortest distance in parameter space to move to just return to viability is d(S); one would usually want to move more than this amount to provide a margin of security.
A key difference between the two approaches is the determination of the power flow solution and the closest boundary point. In [20] the power flow solution can be determined by any of the standard methods. However the determination of the closest boundary point requires an iterative method., with each iteration provi~ing a better approximation to the closest boundary point If a direct method is used to compute the point, it requires the solution of a problem with approximately twice as many equations as the power flow problem. A continuation method could also be used [21], [22] . In contrast, for the inviable problem the determination of the best possible power flow solution xm is not trivial. However once xm has been determined, the closest boundary point is simply sm = f'(xm). An efficient algorithm for the determination of xm is presented in the next section.
IV. Best Solution Calculation for Inviable Power Flow
The problem of determining the best possible solution to an inviable power flow case is different from a standard power flow sol uti on. For the standard power flow the goal is to solve for the voltage vector x such that the power balance constraints at each bus are satisfied:
For this problem the Newton-Raphson (N-R) algorithm has usually worked quite well. However, recall that the inviable power flow problem has been defined as when (19) has no real solution. The problem therefore must be reformulated, with one possibility that of a standard unconstrained minimization of a cost function defined in (14) :
For this standard minimization problem numerous solution techniques exist, such as the method of steepest descent and conjugate direction methods [17] . However as is indicated theoretically and verified numerically, these methods converge quite slowly for the cost function of the power flow problem. While the structure of (20) is similar to the state estimation problem [23], since this power flow problem is completely determined (i.e. no redundant equations) an application of a state estimation algorithm is equivalent to the standard N-R power flow, with the same problem of a singular Jacobian.
As an alternative, an iterative method is presented here to solve (19) based upon the rectangular N-R power flow algorithm, but with the use of the optimal multiplier described earlier. The algorithm can be developed with the following observations concerning the convergence of the N-R algorithm when the optimal multiplier is used:
1. If (19) has no real solution, then the power flow converges towards a point x• where the Jacobian of l'(x*) is singular. This can be seen by first recalling that from (7) the direction ~xk at each iteration is (21) and that optimal multiplier is then chosen so that the cost function in the direction ~xk is minimized. The only way that the cost function could not be reduced at least by some amount would be if ~xk was pointing in the tangent plane of F(x) = constant, or equivalently if the gradient of F(xk)
was perpendicular to the normalized value of ~xk; this would be true only if their inner product was zero. However provided J(xk) is not singular [18] .
These o~ervations can be illustrated with reference to the earlier two bus system case for P = 400 MW and 0 = 200 Mvar. Starting from a flat start, Table 1 show the power flow convergence. Notice that the iteration converges to a point of Jacobian singularity on l:, as the optimal multiplier a.pproaches zero (verifiable with (13) 
For an actual system, where l: is not flat, (24) is then just an approximation; how well it approaches the true value of sm depends on the curvature of l:. The above o~ervations suggest the following iterative algorithm to solve for the values of xm and hence sm:
1. Set so = S and i = 0. 
Let Si+I = S +[(I'( xi•)-S) • wi•] wi•
5. Let i = i+1 and goto 2.
The motivation for this algorithm is derived from the method presented in [20] for determining a similar measure for the viable power flow problem. Note that the first two steps in the algorithm are just a standard power flow solution. If the system has a power flow solution then the power flow convergence tolerance would immediately be satisfied, and the algorithm would terminate with computation equal to a single power flow solution. For the inviable cases, the algorithm works by iteratively solving the power flow problem with sequentially better approximations to the closest point Sm on l:. Eventually a point Si is found that is close enough to l: that the power flow convergence tolerance is satisfied. The left eigenvector associated with the zero eigenvalue of J(xi•) can be calculated quite efficiently using an inverse power method. The difficulty of using the inverse power method with J(xi•) being singular can be overcome by adding a small constant times the identity matrix to J(xi*); this shifts the eigenvalue away from zero, but leaves the corresponding eigenvector unchanged [24] . The use of the algorithm to determine the best possible solution is illustrated in Table 2 How fast the algorithm converges is dependent upon how well I can be approximated as a hyperplane. This, in tum, is dependent both upon the distance of S from I, and upon the curvature of I in the vicinity of Sm. A discussion of the curvature of I is contained in (20] . For the above case with a load of 400/200 MW/Mvar the algorithm converged in three iterations to a distance of 0.881. If the load is increased to 6001300 convergence takes 4 iterations with a distance of 2.892, while for a load of 800/400 it takes 5 iterations with a distance of 4.963. If the load ratio is changed so that sm is on a portion of I with a higher curvature (see Figure 2) , then it can take longer to converge. For example for a load of 200/400 convergence takes 5 iterations with a distance of 1.796, while for a load of 300/600 it takes 11 iterations with a distance of 4.006. For most contingency analysis and planning studies it is assumed that S will be relatively close to I so that convergence will be rather rapid. This will be demonstrated with examples for larger systems. Computational requirements for each iteration are on the order of a power flow solution.
A simple application of the method to a contingency analysis situation is demonstrated using the Stagg and EI-Abiad five bus system (25] , with the generator at bus 2 treated as a PO bus. For the basecase load values the system is quite secure. However assume that all real Table 3 shows the inviability measures for each of the contingencies, along with the minimum amounts by which the loads should be changed (in MW/Mvar) to return to viability. To demonstrate the accuracy of the method, these values are compared to the minimum found using a steepest descent method. Notice that the measures are identical to four decimal places for all three contingencies, and .that the recommended changes in loads are different by at most 0.2 MVA. For the method to be used on larger systems, it must be able to correctly handle generator buses. Here it is assumed that the rea·ctive power output of a generator is allowed to vary to hold its bus voltage constant; i.e., generator buses are treated as PV. However, if a reactive power limit is reached, then the generator's reactive power output is held constant; the bus model changes to PQ. The inclusion of generator buses can be illustrated by again referring to the earlier two bus system. However now assume that bus 2 contains a generator regulating its voltage to some reference value V ref• Then (10) As before, parameter space can be divided into a viable region where (27) has two solutions and an inviable region where it has none; the regions are again separated by a one dimensional hypersurface l: where the equations have a single solution. The Jacobian is singular for all points on I; this corresponds to those solutions where e = 0.0. Figure   6 shows these regions in parameter space; note however that the parameters are now (P,(VreJ2 ), rather than (P,Q). The inviability of the system could still be measured by using the cost function from (14) Thus for the two bus system increasing w 2 results in a solution where the voltage reference constraint is more strictly enforced. Figure  7 shows the two bus cost function contours in the e-f plane for the viable case ofP = 900 MW, Vret= 1.0, and w 2 = 10.0, and the inviable case of P = 1100 MW, Vref = 1.0, and w 2 = 10.0. For the first case in Figure 7a the two power tlow solutions are shown as the minima where the cost function is zero. For the second case there is no longer a solution; the goal is to find the minimum of the cost function. Note that this minimum is quite close to V 2 = Vrer . The problem can be solved using the same algorithm presented in the last section. However the component of the left eigenvector associated with the voltage magnitude constraint would now correspond to a change in (Vred 2 scaled by the weight of the equation, rather than the reactive injection Q . Table 4 shows the application of the algorithm for the Figure 7b case of P = 1100 MW, Vref = 1.0. Convergence is quite rapid since l: (shown in Figure 6 ) closely approximates a hyperplane. For cases with generator reactive limits, it is quite important that these limits be considered when solving for the xm. Because the algorithm uses a standard power flow in step 2, these limits can be handled using the conventional power flow technique of checking to see if a generator has violated its reactive power limit If so, the generator is switched from being PV to PQ. Thus the limits can be enforced in the determination of xi•. The method is next demonstrated on the IEEE 118 bus system for all single line outage contingencies. For the basecase values the system has no inviable contingencies. As was done with the five bus system, let the loads be a linear function of a parameter k (k=1 for basecase) and assume reasonable generator participation in the load increase. As k is increased the number of inviable contingencies also increases. For k=2.0 there is a single inviable contingency (the removal of line from bus 5 to bus 8), for k=2.2 there are 2 inviable contingencies, fork= 2.4 there are 9, while for k = 2.6 there are 16. At k = 2.4 to determine the best possible solution for each required an average of 4.3 power flow iterations; the average computational time was 4.0 seconds. Generator reactive power limits were checked and enforced when required for all solutions. For reference, the time necessary to solve a single power flow solution on the 486 PC used was about 0.6 seconds.
To use the measures to provide a relative rank of the inviability of a contingency, it is important that the measure vary proportionally with respect to changes in the system operating point. This is demonstrated in Figure 8 , which plots the measures for some of the most severe contingencies as a function of k. For low levels of k, where the contingency is solvable, its measure is zero. Eventually a critical value of k is reached where the power flow solution for the contingency vanishes. As k is increased further, the inviability measure also increases. The smooth almost linear variation in the measure with respect to k shows that it is providing a reliable means for quantifying the degree of inviability of the contingency.
In a planning context just having a measure of the inviability of a case may be sufficient Since the inviability measure varies almost linearly, as the planner makes changes to the system model (e.g. varying load level, MW interchange or generation distribution, or adding new devices) the change in the measure provides feedback as to how the changes are affecting system security. For example if decreasing total system load by two percent results in a fifty percent decrease in the inviability measure, then (assuming linearity) a four percent load decrease would result in a case on the verge of viability. The measure could be useful for basecase and contingency studies.
In the on-line environment the basecase (i.e. the current system operating point) is assumed to be viable (if it were not the system would probably experience a rather rapid voltage collapse [26] ). The objective of contingency analysis is to determine the harmful contingencies. Usually most contingencies are not harmful and can be rapidly eliminated by local screening. Full power flow solutions would only be performed for the smaller number of harmful contingencies [7] . Of this group normally only a very few would not have a power flow solution and thus requiring the additional processing of the method presented here.
However since the consequences to system operation could be severe if the contingency were to occur, it is important to not only have a measure of the inviability of the contingency, but also to know what are the best controllers to change to remove the inviability before the contingency occurs. As was mentioned earlier, the left eigenvector provides the optimal way in which the power injections should be changed to return to viability. However this optimal direction is usually not practical since it commonly involves changing load at a number of system buses. Rather, a means is needed to restrict changes to J"'lovement of lower cost controls, such as generation, interchange level or capacitor switching.
While this is an area of current research, there are a number of different possible solutions. One approach would be to use the weighting matrix W in (28) to bias the solution so that load buses are weighed more heavily than generator buses. This would result in a solution where significant mismatches tended to occur only at the generators. Another approach would be to first determine the closest boundary point Sm using the algorithm presented in Section IV. The boundary l: could then be approximated as the tangent plane at of l: at sm. Then for any desired direction of parameter variation (such as changing specific generators, loads at a number of buses with specific power factors, or transactions), it would be straightforward to determine the intersection point from S in that direction with the tangent plane. Because of the curvature of l: an iterative approach would be necessary to determine the actual point of intersection of the vector with l:. A final approach would be to return to viability in the eigenvector direction, and then to use a conventional linear programming approach to backoff the changes in certain parameters [7J. As mentioned earlier, this is an area of current research.
VI. Conclusion
The algorithm presented in the paper addresses the very real problem of power flow cases which have no real solution. This problem, which is most apparent in contingency analysis and system planning, is expected to become worse as systems become more heavily loaded. Since these situations often represent the more severe threats to secure system operation, it is important that a means be provided to quantify the inviability of these cases. Such a measure has been introduced in this paper. The measure is the minimum Euclidean distance between the inviable point in parameter space, and the closest viable operating point on the boundary l:. The optimal direction to move in parameter space to return to power flow viability is given by the left eigenvector associated with the zero eigenvalue of the power flow Jacobian · associated with the closest boundary point. This boundary point is computed using an iterative algorithm involving the solution of a N-R power flow using the optimal multiplier and the computation of the left eigenvector. The rate of convergence of the algorithm depends upon the curvature of l: and the distance of the inviable point from l:. Computational requirements depend on the rate of convergence, but are usually a few power flow solutions Since the algorithm is based upon a power flow solution, it should be quite easy to integrate with existing security enhancement applications. More research is needed to determine the best way to return to viability, taking into account the cost differences of various controller actions.
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