Abstract-Over the past few years many research efforts have been devoted to the field of affect analysis. Various approaches have been proposed for: i) discrete emotion recognition in terms of the primary facial expressions; ii) emotion analysis in terms of facial Action Units (AUs), assuming a fixed expression intensity; iii) dimensional emotion analysis, in terms of valence and arousal (VA). These approaches can only be effective, if they are developed using large, appropriately annotated databases, showing behaviors of people in-the-wild, i.e., in uncontrolled environments. Aff-Wild has been the first, large-scale, in-the-wild database (including around 1,200,000 frames of 300 videos), annotated in terms of VA. In the vast majority of existing emotion databases, their annotation is limited to either primary expressions, or valence-arousal, or action units. In this paper, we first annotate a part (around 234, 000 frames) of the Aff-Wild database in terms of 8 AUs and another part (around 288, 000 frames) in terms of the 7 basic emotion categories, so that parts of this database are annotated in terms of VA, as well as AUs, or primary expressions. Then, we set up and tackle multi-task learning for emotion recognition, as well as for facial image generation. Multi-task learning is performed using: i) a deep neural network with shared hidden layers, which learns emotional attributes by exploiting their inter-dependencies; ii) a discriminator of a generative adversarial network (GAN). On the other hand, image generation is implemented through the generator of the GAN. For these two tasks, we carefully design loss functions that fit the examined set-up. Experiments are presented which illustrate the good performance of the proposed approach when applied to the new annotated parts of the Aff-Wild database.
I. INTRODUCTION
Representing human emotions has been a basic topic of research in psychology. The most frequently used emotion representation is the categorical one, including the seven basic categories, i.e., Anger, Disgust, Fear, Happiness, Sadness, Surprise and Neutral [6] [5] . Discrete emotion representation can also be described in terms of the Facial Action Coding System (FACS) model, in which all possible facial actions are described in terms of Action Units (AUs) [7] . Finally, the dimensional model of affect [25] [20] has been proposed as a means to distinguish between subtly different displays of affect and encode small changes in the intensity of each emotion on a continuous scale. The 2-D Valence and Arousal Space (VA-Space) is the most usual dimensional emotion representation. Figure 1 shows: i) on the left hand side, the 2-D Emotion Wheel [18] , with valence ranging from very positive to very negative and arousal from very active to very passive; ii) on the right hand side, some of the most common AUs along with definitions of the represented actions. Automatic understanding of human affect using visual signals is a problem that has attracted significant interest over the past 20 years. Current research in automatic analysis of facial affect aims at developing systems, such as robots and virtual humans, that will interact with humans in a naturalistic way under real-world settings. To this end, such systems should automatically sense and interpret facial signals relevant to emotions, appraisals and intentions.
Basic research in face perception and emotion theory cannot be completed without large annotated databases of images and video sequences of facial expressions and underlying emotions. Some datasets that have been developed in the labs and are still used in many recent works include the Cohn-Kanade database [22] [14] , MMI database [16] [24] , Multi-PIE database [10] and BU-3D/BU-4D ones [27] [26] .
Previous studies have reported good results in the automatic analysis of facial expressions and related emotions [4] . However, these results were obtained with analysis of images and videos captured in laboratory environments. That is, even when the expressions were spontaneous, the filming was done in controlled conditions, with full awareness of the participants.
Hence, efforts have been made in order to collect videos of subjects displaying behaviors in-the-wild. To this end, Aff-Wild was created [28] , constituting the first large-scale "in-the-wild" database, with over 60 hours of video data, annotated in terms of valence-arousal dimensions. However, even in this case, annotation is limited only to a single emotion representation, i.e., the VA one. Generating databases which are annotated in terms of more than a single emotion representation could assist in developing domain adaptation and image generation techniques, as well as multi-task learn-ing. Deep generative models have become widely popular for generative modeling of data. Generative adversarial networks (GANs) [9] , in particular, have shown remarkable success in generating very realistic images in several cases [19] [1] . A typical GAN consists of the discriminator -which tries to tell apart real from fake examples by minimizing an appropriate loss function -and the generator -which tries to generate samples that maximize that loss [23] .
One of the primary motivations for studying deep generative models has been semi-supervised learning. Indeed, several recent works have shown promising empirical results on semi-supervised learning with GANs. Most state-of-theart semi-supervised learning methods based on GANs [21] use the GAN discriminator as a classifier which outputs k +1 probabilities (k probabilities for the k real classes and one for the fake class). The generator is mainly used as a source of additional data (fake samples) which the discriminator tries to classify under the (k + 1)th label.
Multi-task learning (MTL) [2] is a machine learning paradigm for learning a number of supervised learning tasks simultaneously, exploiting commonalities between them. MTL proved to successfully boost the performance of an individual task with the inclusion of other correlated tasks in the training process [8] [11] . MTL was first studied in [2] , where the authors proposed to jointly learn parallel tasks sharing a common representation, and transferring part of the knowledge learned to solve one task to improve the learning of the other related tasks. One of the main difficulties with multitask approaches using different databases is the fact that not all the samples are labeled for all the tasks.
In this work we make the following contributions: 1) We annotate a part of the Aff-Wild database in terms of eight AUs and another part in terms of the seven basic expressions, exploiting its in-the-wild nature with: i) great variability of behaviors, ii) wide range of emotions, iii) rapid emotional changes and iv) different head poses, illumination conditions and occlusions. All videos and emotion labels will be made publicly available upon publication of the current paper.
2) By adapting current state-of-the-art GAN architectures to semi-supervised settings and by using the above annotations, we generate: i) realistic and vivid images of the persons appearing in the newly annotated parts of Aff-Wild and ii) new images of either unseen people, or new expressions and features of people already appearing in them.
3) By designing and testing new appropriate loss functions for our data, we perform MTL experiments: i) using CNN-RNN networks with shared hidden layers, that jointly learn emotional attributes by exploiting their inter-dependencies and ii) using the GAN described in (2) above, so that it can generate realistic images, whilst serving as a good classifier and regressor.
II. THE MULTI-LABELLED AFF-WILD PARTS
A. The existing Aff-Wild annotated for Valence & Arousal
The Aff-Wild was the first, large scale, in-the-wild, database, consisting of 298 videos and displaying reactions of 200 subjects, with a total video duration of more than 30 hours. The total number of frames of this database was 1,180,000. The total number of subjects was 200, with 130 of them being male and 70 of them female. This database has been annotated by 8 lay experts with regards to valence and arousal (VA). The Aff-Wild database served as benchmark for the Aff-Wild Challenge, organized in conjunction with CVPR 2017. The aim for this database was to collect spontaneous facial behaviors in arbitrary recording conditions. To this end, the videos were collected by searching the Youtube video sharing web-site, mainly with the "reaction" keyword.
B. The Aff-Wild part annotated for eight Action Units
We carefully selected 64 videos from the Aff-Wild database with a total length of 2 hours and 10 mins. All the videos were in MP4 format. The videos showed people being active and doing facial movements, thus leading to AU activation.
The selected 64 videos had 234, 000 number of frames. They contained 64 subjects, with 40 of them being male and 24 female. Table I shows the attributes of the annotated, in terms of AUs, part of Aff-Wild. The annotation was performed with respect to AU 1, 2, 4, 6, 12, 15, 20, 25, that are shown in Figure 1 . Three experts annotated those videos. Table II shows some images with their corresponding VA and AU annotations. From those 64 videos, the total number of frames that contained at least one of the above AUs was 139, 298. Table  III shows the AU distribution in the annotated Aff-Wild part. 
C. The part of Aff-Wild annotated for the basic expressions
We carefully selected 55 videos from the Aff-Wild database with a total length of 2 hours and 40 mins. All the videos were in MP4 format. Aff-Wild contains both subtle and extreme human behaviours in real-world settings. Due to the complexity of such behaviours, the seven basic expressions and underlying emotions are not so commonly displayed in them.
Nevertheless, 55 videos were found and selected, consisting of 288, 000 number of frames. They contained 56 subjects, with 25 of them being male and 31 female. Table  IV shows the attributes of the annotated part of Aff-Wild. The same three experts, who annotated a part of the AffWild in terms of AUs in Section II-B, annotated the above videos in terms of the seven basic expressions, as well. From those 55 videos, the total number of frames that contained at least one of the seven basic expressions was 115, 640. Figure  3 shows the histogram of the seven basic expressions in the annotated part. The total set that we kept was the 64 videos consisting of 139, 298 number of frames, that had at least one AU activated, plus other 40, 702 that did not have any AU activated. So our total set had 180, 000 frames. We partitioned this set into training, validation and test sets. The partitioning was done in a subject independent manner, meaning that if a video in one set contained one person that was also present in other videos, then all videos containing this person should be added to the same set. The resulting training set consisted of 38 videos and 107, 661 frames, the validation set consisted of 8 videos and 23, 134 frames and the test set consisted of 18 videos and 49, 205 frames.
2) Basic Expression Sets: Here, we kept 55 videos consisting of 115, 640 number of frames, that belonged to one of the basic expressions. We partitioned this set into training, validation and test sets. The partitioning was done again in a subject independent manner. The resulting training set consisted of 30 videos and 67, 525 frames, the validation set consisted of 10 videos and 20, 675 frames and the test set consisted of 15 videos and 27, 440 frames.
III. PRE-PROCESSING AND ANNOTATION

A. Database pre-processing
Each of those 64 and 55 videos had a different frames per second (fps) rate, close or equal to 30. We converted all the videos to be in MP4 format and have 30 fps.
B. Annotation tool
We developed our own annotation software that enabled us to annotate each AU independently and frame-by-frame for each video. For the annotation of the seven basic expressions, the same tool has been used; the only difference was the annotation tags, where the seven emotion categories were used instead of the eight AUs.
The expert-annotator could either select a time range, or some specific frames, then watch the corresponding time instances and select the AU(s)/basic expressions he/she wanted to annotate and finally perform the annotation. It should also be added that the annotation tool also provided the ability to show the inserted annotation, while displaying a respective video. This was used for annotation verification in a postprocessing step.
C. Annotation procedure
In total, three expert human coders performed the labelling, independently from each other. For annotating AUs, the whole video was watched first, so that the annotator could spot the most important parts, i.e. the parts in which the person reacted the most. Then, the annotation for each Action Unit was performed, by having the annotator watch the video again and select the frames where the AU was present. This process was repeated for each Action Unit.
For annotating the primary expressions, before starting the annotation of each video, the experts watched the whole video so as to know what to expect regarding the emotions being displayed in the video. Then the annotation was performed for each expression at a time. The experts took into account the fact that the seven emotion categories are not mutually exclusive (as in the case of AUs), meaning that once a frame was labelled as, e.g., happy, this frame could not be further annotated. Each frame belonged to only one specific emotion category.
D. Post-processing
Every expert-annotator watched all videos for a second time, in order to verify that the recorded annotations were in accordance with the shown emotions in the videos, or to change the annotations accordingly. In this way, a further validation of annotations was achieved.
After the annotations have been validated by the annotators, a final annotation selection step followed. The 64 videos contained in total 234, 000 number of frames. However, not all frames had at least one AU activated. For the AUs that were activated, the agreement between the coders was not always 100%. That is why we decided to keep only the AU annotations in frames where all three experts agreed on the activation of an AU. In the primary expression case, experts should have a 100% agreement in their annotations.
E. Face detection
For detecting the faces in all videos, the FFLD2 Face Detector [15] 
IV. THE DEEP NEURAL ARCHITECTURES
In this Section, at first we describe the GANs that we adapted and used, and then present the CNN-RNN architecture, followed by the adopted error minimization criteria.
A. GANs for image generation, but also joint classification and regression
Here we aim at using GANs for semi-supervised learning, where the discriminator also serves as a classifier (AU detection) and regressor (VA estimation). For a semi-supervised learning problem with k classes (in our case k = 2 + 8 = 10), the discriminator has k + 1 outputs; the last output corresponds to the fake examples, originating from the generator of the GAN (let us call it fake class). We tested two different configurations for the generator and the discriminator.
The first configuration was based on the SSGAN. The generator of this configuration is shown in Table V . A 100 dimensional-vector Z is sampled from a uniform distribution in the range [−1, 1] and is reshaped into a 4-dimensional tensor [1, 1, 1, 100], which is then passed through a series of four fractionally-strided convolutions (denoted as conv2d transpose);an image with resolution 32 × 32 × 3 is generated in the end. Table VI shows the architecture of the corresponding discriminator. The second configuration was a modification of the DC-GAN. The generator of this configuration is shown in Table [1, 6, 6 , 1024], which is then passed through a series of four fractionally-strided convolutions and at the end an image with resolution 96 × 96 × 3 is generated. Table VIII shows the architecture of the corresponding discriminator. We also tested the same configuration for the generator and the discriminator networks, but instead of using 5 × 5 filters, we used 7 × 7. Note that in both configurations there are 11 outputs in the discriminator, while the output activation function is linear for VA, sigmoid for the eight AUs and sigmoid for the fake class. For comparison purposes, we tested the above two configurations with the discriminator being only classifier (of AUs), or only regressor (VA estimation), apart from predicting the fake class.
B. CNN-RNN for multi-task learning: joint classification and regression
Here, we aim at multi-task learning of VA and seven basic expressions. The architecture that we used was based on the AffWildNet [13] , which is a VGGFACE-GRU [17] [3] network that provided the best results in the Aff-Wild database for VA estimation. We have modified the architecture so as to include an attention layer on top of the RNN layer and 9 outputs, with the output activation function being linear for VA and softmax for the 7 basic expressions. Figure 5 shows in more detail the architecture of the model being used. 
where L gen is the loss of the generator, R images and F images are the losses of the discriminator when presented at input with real and fake images, respectively.
For the generator loss, a reconstruction loss with an annealed weight is applied as an auxiliary loss to help the generator get rid of the initial local minimum:
where logx is the logarithm of the output, x, of the fake class of the discriminator when presented with a fake image, w r is the annealed weight with initial value 1 and L δ (real − f ake) is the huber loss [12] with δ = 1 between the real image and the generated fake image.
During training, for a real image the corresponding label for the fake class was 0. For a fake image, label smoothing is applied and the resulting label has a value of 0.01 for valence, arousal and the eight AUs and 0.9 for the fake class. The loss for real images was defined as:
where R i denotes the loss of class i ∈ {VA, AU, f ake}. Note that the loss for fake images was similar.
For L VA loss, two different losses were tested. The first loss function was based on the Concordance Correlation Coefficient (CCC) and was defined as:
where ρ a and ρ v is the CCC for arousal and valence, respectively and was defined as follows :
where s x and s y are the variances of the valence/arousal labels and predicted values respectively,x andȳ are the corresponding mean values, s xy is the respective covariance value and c can be either a (stands for arousal) or v (stands for valence). The second loss function was the usual Mean Squared Error (MSE). We calculated the MSE for valence and for arousal and L VA was their average.
For L AU loss, we used the cross entropy loss, averaged across all eight AUs. For the fake class, we used the cross entropy loss.
We used separate learning rates for the generator and the discriminator. The generator's learning rate was constantly set to 10 −4 and the discriminator's to 10 −5 . To avoid the fast convergence of the discriminator network, we updated the generator network more frequently. For configuration 1, the discriminator was updated five times before the generator, whereas for configuration 2 the discriminator was updated twice. We further applied gradient clipping with value 20, so as to stabilize training. All models were trained using the Adam optimizer with β 1 = 0.5 and β 2 = 0.999, with a minibatch size of 64. In the LeakyReLU, the slope of the leak was set to 0.2 in all models.
2) Case with Valence-Arousal & Basic Expressions: The loss function used for training the networks was:
where L VA is the loss function for valence and arousal, L basic expressions is the loss function for the seven basic expressions, α and β are constants with values in [0, 1]. Note that if α = 0 and β = 1, or α = 1 and β = 0, then the network acts as only a classifier or only a regressor, respectively. Different loss functions were used. L VA was either L VA of Eq. 4 or MSE. L basic expressions was either cross entropy or MSE. In the basic expressions case, when the loss function was the MSE, two approaches were tried: either passing the output of the softmax (i.e., the probabilities of the emotion categories), or the output of the fully connected layer before the softmax.
The network was trained either end-to-end, or we kept the CNN weights fixed and trained the RNN, attention and output layers. For network training, we utilized the Adam optimizer; the batch size was set to 800 (consisting of 10 different sequences, each having 80 consecutive frames), the attention length was chosen to be 32 and the learning rate was set to 0.001 or 0.0001. The platform used was Tensorflow.
D. The evaluation criteria
The criteria that were considered for evaluating the performance of the networks were: i) for AUs and basic expressions: total accuracy, weighted and macro f1 score ii) for VA: CCC Taking into account the imbalanced distribution of the AUs and basic expressions, we did not want to evaluate the models only on the accuracy metric, as it is sensitive to bias and not really effective for imbalanced data. Also the macro f1 score (unweighted average of f1 scores of all AUs) does not account for imbalanced classes. That is why we also considered the weighted f1 score (weighted average of f1 scores of all AU).
V. EXPERIMENTAL RESULTS
A. Case with Valence-Arousal & Action Units 1) Results on Performance of Classifier and/or Regressor: Here, we examine the performance of the GANs described in Section IV-A, using different loss functions for the discriminator network, when: predicting only the VA; classifying only into the basic expressions; serving as both regressor and classifier. Table IX shows that a better performance is obtained when the discriminator classifies only the AUs, or performs only VA estimation, than when it jointly predicts VA and AUs. The Table also shows that the discriminator has a better performance in predicting only the VA, when the MSE is used as loss function, than when the loss function is based on CCC. 2) Image Generation: Here we qualitatively evaluate the quality of image synthesis by the generator of the GANs. Figure 6 shows all subjects appearing in the training set of the Aff-Wild videos that have been annotated for AUs. FigureFig. 6 : Images with all subjects appearing in the training set of the part of Aff-Wild that was annotated for AUs Fig. 7 : Generated images from GAN It can be observed that the generator has: i) created new faces and ii) created new expressions or modified some attributes (i.e., gender, hair, skin or eye color) of a subject appearing in the training set. Such example cases are a girl having moustache or a guy having girl's hair, or a subject wearing glasses (but did not wear in the real images), or a guy having now beard, or a girl having different hair color. Although the training set did not contain a lot of different subjects, the generator was able to adequately learn the inthe-wild nature of Aff-Wild (with great variability in expressed emotions, with different head poses and illumination conditions and with occlusions), 'transferring' this to the generated images.
B. Case with Valence-Arousal & Basic Expressions
Here, we evaluate the performance, on the test set, of the deep neural architecture described in Section IV-B. At first, we compare the performance of this architecture when trained with different loss functions described in Section IV-C.2 and with different learning rates. We should mention that for these experiments, we kept the values of α and β fixed, at value 0.5. Table XI shows the obtained performance in VA and basic expression estimation, using different loss functions and learning rate values. It can be seen that the best performance, under all three evaluation criteria (CCC, Total Accuracy, F1 Score) was achieved when the valence arousal loss was CCC based, the basic expressions loss was cross entropy and the learning rate was 10 −3 .
Next, we used the above best performing network with different values for α and β in the loss function in Eq. 6. It can be seen, from Table X , that when α = β = 0.5 (as in the experiments of Table XI) the network had the best performance according to all three evaluation criteria. This performance was better than when training the network to only predict valence-arousal (which is the case when α = 1 and β = 0), or to only classify in the seven basic expressions (which is the case when α = 0 and β = 1). This shows that the multi-task learning provided an improved performance compared to both single learning cases, by taking advantage of the relations existing in the learned tasks. 
VI. CONCLUSIONS AND FUTURE WORK
A multi-task learning for emotion recognition and for facial image generation was presented in this paper. This was made possible by annotating large parts of the Aff-Wild database in terms of Facial Action Units and in terms of the seven Basic Expressions and underlying emotions. Deep neural architectures and GANs were appropriately designed and trained using these annotated datasets. High performances have been obtained in all multi-task experiments. Moreover, enrichment of the above datasets was achieved through the image generation approach implemented by GANs. Future work will include extension of the developed multi-tasking models and datasets, so as to further improve the capabilities of the proposed systems. 
