A centrally symmetric 2d-vertex combinatorial triangulation of the product of spheres S i × S d−2−i is constructed for all pairs of non-negative integers i and d with 0 ≤ i ≤ d − 2. For the case of i = d − 2 − i, the existence of such a triangulation was conjectured by Sparla. The constructed complex admits a vertex-transitive action by a group of order 4d. The crux of this construction is a definition of a certain full-dimensional subcomplex, B(i, d), of the boundary complex of the d-dimensional cross-polytope. This complex B(i, d) is a combinatorial manifold with boundary and its boundary provides a required triangulation of S i × S d−i−2 . Enumerative characteristics of B(i, d) and its boundary, and connections to another conjecture of Sparla are also discussed.
Introduction
What is the minimum number of vertices needed to triangulate a given (triangulable) manifold? How will the answer change if we require a triangulation to be centrally symmetric (i.e., possess a free involution)? Starting from the seminal work of Ringel and Youngs [14, 13] , and Walkup [19] , this question has motivated a tremendous amount of research in topological combinatorics and combinatorial topology, see for instance Kühnel's book [4] , a forthcoming book by Lutz [8] parts of which are available electronically at [9] , and many references mentioned there.
Of a particular interest are centrally symmetric (cs, for short) triangulations of products of spheres. It is well-known and easy to see that an arbitrary cs triangulation ∆ of S i ×S
has at least 2d vertices. (Indeed, such a triangulation necessarily contains two vertex-disjoint (d − 2)-simplices, and hence has at least 2(d − 1) vertices. Moreover, if ∆ had only 2(d − 1) vertices, it would be a full-dimensional subcomplex of the boundary complex of the (d − 1)-dimensional cross polytope, which is a combinatorial (d − 2)-dimensional sphere. This is however impossible as no closed manifold but a sphere is embeddable in a sphere of the same dimension.) The natural question is then whether there exist cs triangulations of S i × S
with exactly 2d vertices. Our main theorem is a positive answer to this question. The first result in this series is due to Kühnel and Lassmann [5] who constructed a cs 2d-vertex triangulation of S 1 × S d−2 for all d ≥ 2. This appears to be the only infinite family of cs triangulations of products of spheres (with 2d vertices) that was known until now.
In his Doctoral thesis [16] , Sparla constructed a cs 12-vertex triangulation of S 2 × S 2 , see also [7] , and conjectured that there exists a cs 4k-vertex triangulation of S k−1 × S k−1 for every k. Lutz [10] , with an aid of computer programs MANIFOLD VT and BISTELLAR, confirmed this conjecture for k = 4 and k = 5 as well as found many cs 2d-vertex triangulations of S i × S d−i−2 for d ≤ 10. Very recently, Effenberger [2] proposed a certain construction of cs simplicial complexes with 4k vertices that conjecturally triangulate S k−1 × S k−1 ; with the help of the software package simcomp he then verified that this indeed holds for all values of k ≤ 12, thus establishing Sparla's conjecture up to k = 12.
Our main result provides a cs 2d-vertex triangulation of S i × S d−i−2 for all nonnegative integers 0 ≤ i ≤ d − 2, and in particular settles Sparla's conjecture in full generality. In the following, we denote by D m the dihedral group of order 2m. The last part of Theorem 1.1 proves Conjecture 4.9 from [10] for all d ≡ 2 mod 4. This conjecture asserts existence of cs 2d-vertex triangulations of S
⌉−1 admitting a vertex-transitive dihedral group action. Further, Lutz [10] has shown that no cs triangulation of S 2 × S 4 on 16 vertices admits a vertex-transitive action by a cyclic group of order 16, and no cs triangulation of S 2 × S 6 on 20 vertices admits a vertex-transitive action by a dihedral group of order 40. As such, the parity distinction in Theorem 1.1 cannot be avoided.
The crux of the proof of Theorem 1.1 is a construction of a certain simplicial complex,
that is rather easy to analyze. This complex is constructed as a pure full-dimensional subcomplex of the boundary complex of the d-dimensional cross polytope. (In fact, for i = d−1, B(i, d) is the entire boundary complex of the cross polytope.) Theorem 1.1 follows once we establish the following properties of B(i, d). (e) The boundary of
The construction of B(i, d) is so simple to state that we cannot resist a temptation to sketch it right now. More details will be given in Section 3. Let C * d . The boundary of the complex B(1, 4) is pictured in Figure 1 ; note that B(1, 4) and its complement in C * 4 provide the classical decomposition of S 3 as the union of two solid tori S 1 × B 2 glued together along their common boundary. The rest of the paper is structured as follows. In Section 2 we review basic facts related to simplicial complexes and combinatorial manifolds. Section 3 is a purely combinatorial section devoted to the proof of parts (a)-(d) of Theorem 1.2. Section 4 is more topological and contains the proof of part (e) along with derivation of Theorem 1.1 from Theorem 1.2. We close in Section 5 with several results pertaining to face enumeration and connections to another conjecture by Sparla.
Preliminaries
Here we briefly review several notions and results related to simplicial complexes and combinatorial manifolds as well as set up some notation.
A simplicial complex ∆ on the vertex set V is a collection of subsets of V that is closed under inclusion and contains all singletons {v} for v ∈ V . The elements of ∆ are called its faces. For σ ∈ ∆, set dim σ := |σ| − 1 and define the dimension of ∆, dim ∆, as the maximal dimension of its faces. The i-skeleton of ∆ is the collection of all faces of ∆ of dimension at most i. The facets of ∆ are maximal (under inclusion) faces of ∆. We say that ∆ is pure if all of its facets have the same dimension.
Let ∆ be a pure (d − 1)-dimensional simplicial complex. For σ ∈ ∆, denote by 2 σ the simplex σ together with all of its faces. A shelling of ∆ is an ordering (τ 1 , τ 2 , . . . , τ s ) of its facets such that for all 1 < i ≤ s, the complex 2
. . , τ s ) is a shelling if for every 1 ≤ i ≤ s, the collection of faces 2 τ i − (∪ j<i 2 τ j ) has a unique minimal element (with respect to inclusion); this minimal face is called the restriction of τ i and is denoted R(τ i ).
If ∆ is a simplicial complex and σ is a face of ∆, then the link of σ in ∆, lk ∆ σ, and the star of σ in ∆, st ∆ σ, are defined by lk ∆ σ = lk σ := {τ − σ ∈ ∆ : σ ⊆ τ ∈ ∆} and st ∆ σ = st σ := {τ ∈ ∆ : σ ∪ τ ∈ ∆}.
A (d − 1)-dimensional simplicial complex ∆ is called a combinatorial manifold if the link of every non-empty face σ of ∆ is a triangulated (d − |σ| − 1)-dimensional ball or sphere. A combinatorial ball (sphere) is a combinatorial manifold that triangulates a ball (sphere).
A well-known result due to Danaraj and Klee [1] asserts that if a (d − 1)-dimensional simplicial complex ∆ is shellable and if, in addition, each (d − 2)-dimensional face of ∆ is contained in no more than two facets, then ∆ is a combinatorial ball or combinatorial sphere. Therefore, a proper, full-dimensional, shellable subcomplex of the boundary complex of a simplicial polytope is a combinatorial ball.
All simplicial complexes considered in this paper are subcomplexes of the boundary complex of a cross polytope. Consider d affinely independent points in R d − {0}, say, x 1 , . . . , x d , and let 
We will also need a few standard facts from homology theory, such as the MayerVietoris sequence (see Hatcher's book [3] for reference). Throughout the paper, we denote by H j (∆; Z) ( H j (∆; Z), resp.) the j-th simplicial homology (reduced simplicial homology, resp.) of ∆ computed with coefficients in Z.
The main construction
In this section we present our main construction -the family of complexes B(i, d), and study various combinatorial properties that these complexes possess.
Write
Using the above identification between the facets of C * d and xy-words of length d, define the switch set of a facet τ ∈ C * d
(When working with a fixed d, we will omit the subscripts.)
whose facets are the facets of C * d with switch set of size at most i.
is the empty complex and Figure 2 . What are the smaller-dimensional faces of
Also for all j s < j ≤ d, define z j := x j if z js = x js and define z j := y j otherwise. We call the facet τ :
, and write τ = fill d (σ). Observe that σ ⊆ fill d (σ) and that if τ ′ is any other facet of C * d containing σ, then the size of the switch set of τ ′ is at least as large as that of the switch set of fill d (σ). This establishes the following lemma.
We are now in a position to verify parts (a)-(c) of Theorem 1.2. All of them follow easily from our definition of B(i, d).
Proof of Theorem 1.2(a):
It follows from the definition of filling that S(fill d (σ)) ⊆ {j 1 , . . . , j i }, and hence has size at most i. Thus by Lemma 3.2, σ ∈ B(i, d), and the result follows.
Proof of Theorem 1.2(b):
We first treat the case that i is even. To show that B(i, d) is centrally symmetric and, in fact, admits a vertex-transitive action by Z 2 × D d , define three permutations, D, E, and R, on the vertex set V d of C * d as follows:
• D maps x j to y j , and y j to x j ; this permutation has order 2.
• E maps x j to x d−j+1 , and y j to y d−j+1 ; this permutation has order 2.
• R maps x j to x j+1 and y j to y j+1 , where the addition is modulo d (so R(
this permutation has order d.
All three of these maps induce a simplicial automorphism of C * d . In particular, each of these maps defines a permutation on the set of facets of C * d . By using our identification between the facets of C * d and xy-words of length d, each of these maps also acts as a permutation on the set of words: for an xy-word u = u 1 . . . u d , D replaces each letter in u by its opposite (i.e., x by y and y by x), E reverses the order of letters in u, and R takes the last letter of u and moves it to the front. Thus for any facet τ of C * d , S(D(τ )) = S(τ ) and |S(E(τ ))| = |S(τ )|, yielding that D and E are involutions on B(i, d). Also, the above description of R implies that |S(R(τ ))| ≤ |S(τ )| + 1, and so if |S(τ )| ≤ i − 1, then |S(R(τ ))| ≤ i. On the other hand, if |S(τ )| = i, then since i is even, the first and the last letters of w(τ ) -the xy-word corresponding to τ -are the same, and hence moving the last letter of w(τ ) to the front does not increase the size of the switch set. We infer that if |S(τ )| ≤ i, then |S(R(τ ))| ≤ i, and so R acts as a permutation on the facets of B(i, d). As ERE = R −1 and D commutes with both E and R, it follows that D, E, and R generate the group Z 2 × D d (in the group of all permutations of 2d vertices) that acts transitively on V , yielding the result.
The case of an odd i is almost identical, just replace R in the above proof with the map R ′ that sends x d to y 1 , y d to x 1 , and is defined by R ′ (x j ) = x j+1 and R ′ (y j ) = y j+1 for
this is because for i odd, any xy-word u 1 . . . u d with exactly i switches has opposite first and last letters: u 1 = u d . The result follows since E and R ′ generate the dihedral group of order 4d.
Proof of Theorem 1.2(c):
Let A : V → V be an involution on V defined by x j → x j and y j → y j for j odd, and by x j → y j and y j → x j for j even. Then for any facet 
where both stars are computed in B(i, d). Also, since no face of C * d contains both
Here the last step is by Lemma 3.3, and as before the stars and links are computed in B(i, d).
As stars are contractible and hence have vanishing reduced homology, an application of the Mayer-Vietoris sequence using Eqs. (3.1) and (3.2) implies that 
and since one of these two inclusions holds as equality. 
In addition to the switch set of a facet τ (that is merely a set of indices) it is sometimes convenient to consider the set of elements of τ that are in switch positions, that is, the set
With all these definitions at our disposal, we are ready to prove Lemma 3.4. In fact, we prove the following more precise result. 
Facet
Switch set Restriction
Proof of Lemma 3.5:
Consider a facet τ ∈ st B(i,d) (x d ) and a face F ⊆ τ . We need to show that either there is a facet σ ∈ st B(i,d) (x d ) such that σ ≺ τ and F ⊆ σ or that F ⊇ Sel(τ ).
Suppose F = {z j 1 , . . . , z jr } with j 1 < · · · < j r and z j k ∈ {x j k , y j k } for all k, and consider the facet σ := fill d (F ∪ x d ) . Observe that |S(σ)| ≤ |S(τ )|. If |S(σ)| < |S(τ )|, then σ ≺ τ , and we are done as F ⊆ σ. Hence we may further suppose that |S(σ)| = |S(τ )|.
Moreover, if j k ∈ S(σ), then the symbols occurring in w(σ) in positions j k and j k+1 are opposite to each other (one is x and the other is y); since F ⊆ τ , it then follows that there is some ℓ k ∈ S(τ ) such that j k ≤ ℓ k < j k+1 (with the convention that j r+1 = d). Thus the k-th smallest entry of S(σ) is no larger than the k-th smallest entry of S(τ ), and hence σ ≤ lex τ . Therefore, either σ ≺ τ or σ = τ , in which case F ⊇ Sel(τ ). 
The boundary of B(i, d)
The goal of this section is to prove that the boundary of
, and hence is a codimension-1 submanifold of a combinatorial sphere, the following result of Matthias Kreck [6] is handy. 
To be able to apply Theorem 4.1, we need a few lemmas. In the following, we denote by 
Proof: By Poincaré-Lefschetz duality [3, Theorem 3.43], H k (M; Z) ∼ = H n−k (M, ∂M; Z) for any compact, orientable n-manifold M. Henceforth, we will set M = B(i, d) and assume that homology and cohomology groups are computed with coefficients in Z. Moreover, since
Recall that by Theorem 1.
Also since by Lemma 4.2, ∂M contains the i-skeleton of C * d , it follows that H j (∂M) = 0 for all 0 < j < i and d − i − 2 < j < d − 2 (where the latter is by Poincaré duality). In order to study all other homology groups of ∂M, we must examine two cases.
By the Poincaré-Lefschetz duality,
The long exact homology sequence for the pair (M, ∂M) yields
, and an analysis of (an appropriate segment of) the same long exact homology sequence shows that
and, by the following exact sequence,
By Poincaré-Lefschetz duality, since
We examine the long exact homology sequence for the pair (M, ∂M)
Since H i (M) ∼ = Z is a free Z-module, this short exact sequence is split exact, and hence 3d vertices {x 1 , . . . , x d , y 1 , . . . , y d , t 1 
Remarks on face numbers and Euler characteristic
Our treatment of B(i, d) and ∂B(i, d) would be incomplete if we did not compute enumerative characteristics such as their h-numbers. This is done in this section. We also discuss connections to another conjecture of Sparla that concerns possible values of the Euler characteristic of cs triangulations.
One of the basic invariants of simplicial complexes are their face numbers: the f -vector
, where f j counts the number of j-dimensional faces of ∆. It is sometimes more convenient to work with the h-
). It carries the same information as the f -vector and is defined by the following relation:
In particular, h 0 = 1, , whose entries refine the usual f -and h-numbers, see [18] . The only properties of these numbers we will use here are that
as well as
As our first result we compute the h-vectors of complexes B(i, d).
Proof: It follows from our definition of Both assertions of this conjecture were proved in [11] under an additional restriction that M has at least 6r + 4 vertices. While the first part of the conjecture remains open for 2k < 6r + 4, our construction of B(i, d) shows that the second assertion of this conjecture fails if 2k = 4r + 4 vertices. Indeed, let M = ∂B(i, 2r + 2). Then M is a cs triangulation of S i × S 2r−i with 2(2r + 2) vertices, and χ(M) − 2 = 2 · (−1) i . When i < r and i has the
