Climate predictions are only meaningful if the associated uncertainty is reliably estimated 1-3 .
members 7, 8 and the relation between the ensemble spread and the uncertainties associated with their predictions 9 . Using an ensemble of CMIP5 long-term climate projections that was weighted according to a sequential learning algorithm and whose spread was linked to the range of past measurements, we found considerably reduced uncertainty ranges for the projected Global Mean Surface Temperature (GMST). The results suggest that by employing advanced ensemble methods and using past information, it is possible to provide more reliable and accurate climate projections.
Climate predictions (periods of years to decades) and projections (periods of decades to centuries) are usually based on global circulation models, which simulate the multi-scale processes that form the climate system 5 . The complexity of these models and the finite computer power available require parameterization of unresolved processes for any practical simulation 10 . In addition, the exact state of the system cannot be specified, and there is always some degree of uncertainty associated with the initial condition used in the simulations 11 . Therefore, the climate predictions/projections have to be accompanied by the associated uncertainty in order to use them both for scientific research and, obviously, for policy making or practical applications 5, 6 . One of the simplest methods, which is also commonly used in climate research, is to establish an ensemble of simulations by varying some of the uncertain factors and/or model characteristics (initial condition, parameterization, numerical schemes, grid resolution, model parameters, etc.) [12] [13] [14] [15] [16] . However, an ensemble of climate simulations is not necessarily representative of the real climate variability;
in particular, the ensemble spread cannot be interpreted 4, 6 as the uncertainty associated with its predictions/projections 12, 17 . Nevertheless, various methods relying on the ensemble spread were used to assess the uncertainty 4, 5, [18] [19] [20] . The quality of a forecast should be measured by two characteristics: the obvious one is its accuracy (often quantified by the magnitude of the errors), and the second one, which is often overlooked, is its reliability. We refer to the reliability as the correct quantification of the probability of the occurrence of different ranges of conditions [1] [2] [3] .
Recently, a new method for the quantification of the uncertainties associated with ensemble predictions was suggested 9 . The method is based on studying the relation between the spread of the ensemble member predictions (quantified by the ensemble standard deviation (STD)) and the ensemble root mean squared error (RMSE). Obviously, this approach requires simulations of past conditions, which allow the calculation of the RMSE. The most general method of those suggested 9 is the Asymmetric Range (AR) method, which relies only on the assumption that the relation between the ensemble spread and the error does not change significantly with time (i.e., the relation found during the learning period remains the same during the prediction/projection period). The prediction of an ensemble is its weighted average (or the simple mean of the ensemble if equally weighted). The AR method has the advantage of estimating independently the range of likely conditions above the mean and the range of conditions below the mean (in this sense, it is asymmetric). The AR method was shown to provide much more reliable predictions (relative to the standard method) for the ensemble of CMIP5 decadal predictions of surface temperature and surface zonal wind 9 . The improvement of the reliability demonstrated the validity of the assumption that the relation between the ensemble spread and its error does not vary considerably for decadal predictions.
Climate projections are not expected to be synchronized with the natural (or internal) variability of the climate system. However, they are expected to be synchronized with the climate systems responses to changes in its atmospheric composition. The reasons for the lack of synchronization include, among others, the turbulent nature of the atmosphere and the oceans (although it develops over different time scales in each of these components) and the initialization method of the projections, which is usually some pseudo-steady state at an arbitrary pre-industrial time 5, 21 .
Some synchronization between the simulations and observations can be found in the historical part of the CMIP5 projections (Extended Data Figure 1 ). This synchronization can be attributed to the forcing by the observed atmospheric composition (which mostly varies by the greenhouse gas emissions and large volcanic eruptions; e.g., 1992-1993 cooling related to the Mount Pinatubo eruption 22, 23 , the effects of the Agung eruption in 1963 and the El Chichon eruption in 1982). The climate system responded to the volcanic eruptions within several years. These relatively short response times suggest that comparing the model projections with observations may be used to assess the model performances in simulating the climate system responses to external forcing.
In this study, we used an ensemble of CMIP5 projections 21 . The simulated GMST 20-year running averages for the period of 1967-2100 were considered (for each year, the average GMST of the previous 20 years was considered; running averages could be used in this study because our methodology does not assume that sequential values of the variable are independent). The first stage in the analysis involved weighting the ensemble members according to their past performances (during the learning period of 1967-2017; total of 50 simulated and observed values of the GMST 20-year average) using the EGA sequential learning algorithm 7, 8 . The weighting method is expected to improve the weighted ensemble average forecast 7, 8 by finding the optimal combination of weights such that the weighted ensemble mean is as close as possible to the observed value during a learning period. The weighting affects not only the ensemble mean (the projection of the EGA forecaster) but also the ensemble's STD, which is often used to quantify its spread and the uncertainties associated with the projection. In the second stage of the analysis, the relation between the weighted STD and the projection errors was established using the AR method 9 in order to estimate the range of likely GMST values at different periods. The AR method calculates a pair of time-independent correction factors for each desired confidence level (confidence level c implies that the extreme higher and lower tails of the probability distribution, each with a probability (1 − c)/2, are excluded). The two correction factors (γ u (c) and
multiplied by the time-dependent ensemble STD (σ t ), are then used to determine the uncertainty range for each confidence level: one for the range above the ensemble mean and one for the range below the ensemble mean (see the Methods section). By doing this, the AR method can generate an asymmetric interval for selected confidence levels. The performance of our methodology was tested by splitting the learning period into learning and validation periods. A 35-year learning period (15-year validation period) was found to be long enough to reduce the projection error by 25%, to decrease the 0.9 confidence level uncertainty range by 25%, and to be more reliable (see also the Methods section and Extended Data Figure 1 ). Figure 1 shows the GMST uncertainties for the different RCP scenarios. Compared to the simple averages (Extended Data Figure 2 ), the uncertainty ranges in this figure are considerably reduced by using the learning process (learning the relation between the ensemble spread and its error). The uncertainty range of the 0.9 confidence level was found to be 68%-78% smaller than the range calculated using an equally weighted ensemble and assuming a Gaussian distribution of the ensemble projections. Similar ratios, between the uncertainty ranges estimated using the EGA and AR methods and those estimated using the equally weighted ensemble and the Gaussian assumption, were also found for other confidence levels (see Extended Data Table 1 ; numerical values of the ranges estimated using the two methods can be found in Extended Data Tables 2 and   3 ).
We also found that the distribution of the GMST 20-year average is highly asymmetric. For example, the higher significance levels are skewed toward higher than the mean values, and for the 0.9 confidence level, the γ u values are even more than twice as large as the γ d values (namely, the range above the ensemble mean including 45% of the probability is more than twice as large as the range below the mean, which includes the same probability). The values of γ u and γ d for different significance levels and RCPs are given in Extended Data Table 4 . In Extended Data Table 5 , we provide the skewness and the excess kurtosis of the distribution of the 20-year average GMST.
As can be seen, for all RCPs, the skewness does not vanish and is positive (implying that the distribution is right-tailed), and the excess kurtosis is positive, implying a distribution for which rare events are more likely than in a Gaussian distribution. These results demonstrate that the AR method is not only capable of reducing the uncertainty ranges but is also capable of extracting the deviations from a Gaussian distribution and, therefore, provides more accurate and reliable estimates of the GMST probability distribution. There are two elements that may influence the estimated uncertainty ranges using the EGA and AR methods: the EGA weights, which affect the ensemble STD (weighted STD vs. simple STD), and the AR method correction factors, which multiply the STD and provide the relation between the STD and the uncertainty range for different confidence levels. The first element is time-dependent, and the second is constant during the projection period (see the Methods section for a more detailed discussion). We found that the average (2020-2099) EGA weighted STD is similar to the average STD of the equally weighted ensemble (the orange lines in Figure 2 ).
This suggests that the EGA learning did not converge to one specific model but rather spread the weights among different models. Specifically, we found that only the MRI-CGCM3 has a considerably larger weight than the others, but most of the models were assigned a non-negligible weight (see Extended Data Tables 6 and 7 ). The main uncertainty reduction is due to the AR method (
is the correction factor corresponding to a Gaussian distribution). We also found that this reduction is true not only for the temporal average (2020-2099) but also for the entire time series of the projections (see Extended Data Figure 3 ).
The PDs (probability distributions) of the GMST in different years differ due to the temporally varying STD, σ t , and mean of the ensemble of GMST projections. In Figure 3 , we present the probability distribution of the change in the 20-year average GMST, relative to the NCEP reanalysis 1986-2005 average, for two different periods and for the four RCPs included in the CMIP5.
All RCPs predict significantly warmer GMST in the future, which is indicated by the separation of the 1986-2005 average GMST probability distribution from the probability distributions of the 2046-2065 and 2080-2099 average GMSTs. As expected, the uncertainties also increase with the given confidence level (2 · δ G (c)); and the blue curve represents the total uncertainty reduction, namely, the ratio between the uncertainty ranges estimated using the EGA and AR methods and those estimated using the equally weighted ensemble and the assumption of a Gaussian distribution of the ensemble projections, for different confidence levels. Tables 8 and 9 ). We also note that the larger the assigned change in the greenhouse gas concentration, the larger is the growth of the uncertainty. Relative to the ranges provided in the last IPCC report 5 , our estimates of the uncertainty ranges are considerably reduced for all the scenarios (Extended Data Tables 8 and 9 ).
Uncertainties in climate projections are of great importance for policy makers and practical applications including the development of adaptation and mitigation plans. The adequate quantification of the uncertainties and their reduction, where possible, are also at the core of climate dynamics research. The fundamental assumption underlying our methods is that it is legitimate to use our knowledge regarding past conditions and the simulations of these conditions in order to learn the relation between them. Dividing the historical period into learning validation periods revealed that for the conditions in the last century, the assumption is valid. The combination of the EGA learning algorithm (to weight the models) and the AR method (to extract the relation between the ensemble spread and the actual uncertainties associated with the weighted ensemble projection) resulted in a considerable reduction of the uncertainties for all the RCPs and for the entire period of the projection. The reduction for the 20-year averages reached over 80%. Moreover, the entire probability distribution was derived by considering different confidence levels. A comparison of the CMIP5 ensemble spread with past observations clearly reveals an underconfident ensemble projection, suggesting that the actual uncertainty associated with these projections may be even smaller than estimated here. We propose that the methods used here should find wider application in the analysis of ensembles of climate predictions. 
Methods

Models and data
We used all available surface temperature projections from the CMIP5 data portal. Projections of some of the models that were included in the last IPCC assessment report
were not available when this study was initiated. Several other models were excluded from this study either because of incomplete data for the simulated period spanned in this study or because the cell area information was missing (for the calculation of area-weighted global means). Extended Data Table 6 lists the models that were included in the ensembles considered in this study and their scenario availability (different ensembles were constructed for each RCP based on the data availability). The internal variability of climate projections was found to be small compared with the model variability 24 , and therefore, we decided to use one realization (initial condition) per model (the first listed in the CMIP5 data portal). The performance of each model was assessed by comparing the simulated GMST with the NCEP reanalysis data 25 , which was considered here as the true value. The NCEP reanalysis was chosen here to represent the true value because it is a widely accepted reanalysis product and because of its relatively long record starting from 1948; the JRA55 reanalysis 26 was also tested but the fact that this reanalysis is shorter, thereby only allowing a shorter learning period, resulted in considerably larger uncertainties. We also tested observationbased products such as the HadCRUT4 27 and GISTEMP v3 28 global temperature datasets. These products resulted in similar uncertainty ranges as the NCEP, and therefore, they are not shown here. The simulations used in this study spanned the period between 1948, the first year for which NCEP/NCAR reanalysis data are available, and 2100. Both simulated results and the NCEP/NCAR reanalysis were time averaged to 20-year running averages (the value for each year in the time se-ries corresponds to the average of the year and the 19 preceding years GMST, thereby providing a time series from 1967 to 2100).
The weighting of the ensemble models To weight the climate models, we used the Exponentiated Gradient Average (EGA) algorithm 7, 8, 29 . The inputs to the EGA algorithm are a time series of simulated GMST from an ensemble of "experts" (the climate models) and a time series of the "true value" (observations; in this study, we used the NCEP/NCAR reanalysis data as the observations).
The EGA algorithm compares the simulated results from each of the ensemble members with past observations (using a squared error metric in our study) and weights the models based on their past performances. As a preliminary step, we bias-corrected the CMIP5 model outputs by subtracting from each model its temporal average during the learning period (1967-2017) and adding to it the NCEP reanalysis temporal average for the same period. The input to the EGA algorithm is, therefore, bias-corrected CMIP5 projections and NCEP reanalysis "observations." The output of the EGA at the end of the learning period is a weight for each model in the ensemble (Extended Data Table 7 shows the resulting weights for each model and RCP scenario). The original method was modified to ensure that there are no large fluctuations in the weights during the learning period and that the learning rate is optimal 7, 8 . The weighting procedure allowed us to derive the weighted ensemble STD, which in turn was used to derive the relation between the ensemble spread and the actual uncertainty range based on the Asymmetric Range (AR) method 9 . The comparison of simulated results with an observation-based product in this study does not suggest that we are trying to predict the future natural variability of the climate system (such as El Niño events); rather, it suggests that we weight the models based on their ability to correctly simulate the response of the climate system to observed forcing fluctuations over longer time scales. It is worth noting that repeating the same analysis using the annual averages rather than the 20-year averages also resulted in reduced uncertainties. However, in order to avoid criticism of the use of annual averages that are not expected to be synchronized with the simulated dynamics, we focus here on the 20-year averages. 
Constructing the PD of the GMST
In the above equations, Θ(x) is the Heaviside step function (Θ(x) = 1 for x > 0, Θ(x) = 0 for x < 0, and Θ(0) = 1/2), p t is the weighted ensemble average (forecasts for time t), σ t is the weighted ensemble STD at time t, y t is the "observed" ("true") value at time t, and n is the number of time points (length of the time series used) in the learning period. For example, γ u,d (c) should both be equal to the probit function (δ G = √ 2erf −1 (1 − c) ), if the observed distribution of the error is unbiased, and Gaussian. We repeated this process for multiple significance levels between values. We verified that the probability distribution converges for this number of realizations (the differences were below any statistical significance).
Testing the EGA and AR performance We tested the performance of our methodology by dividing the 50 year period of 1967-2017 into two periods: a learning period and a validation (prediction) period. We tested different combinations of learning and validation periods, and we found that in order to improve the forecast (in terms of accuracy and reliability), we needed more than . We found that the RMSE of the equally weighted ensemble is larger than that of the EGA weighted ensemble (0.050
• C for the simple average compared to 0.038 • C for the EGA weighted average); in addition, using the AR method for estimating the uncertainty ranges resulted in smaller future uncertainty ranges for the EGA weighted ensemble and more reliable predictions (Extended Data Figure 1 ). For the equally weighted ensemble and the assumption of a Gaussian distribution of the ensemble projections, we found that the uncertainty range was much larger than the range expected from a reliable ensemble (the projections using these methods represented an underconfident forecast). A forecast based on the EGA weighted ensemble combined with the AR method was found to be close to reliable (see also Extended Data Fig. 1 ). Due to the better performance of the EGA weighted ensemble combined with the AR method, we focused on the results of this methodology. Competing Interests The authors declare that they have no competing financial interests.
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