We consider evaluating the UK Monetary Policy Committee's inflation density forecasts using probability integral transform goodness-of-fit tests and measures related to a decision/cost based approach. In implementing the decision-based approach a number of difficulties arise in the absence of full information on payoffs, and when the actual and forecast inflation probabilities may depend on the actions taken in setting interest rates.
Introduction
Every quarter since August 1997 the Bank of England Inflation Report has published density forecasts of the annual rate of RPIX made by the Monetary Policy Committee. This marks an important departure from the traditional concern with the central tendency or most likely outcome of the future value of the variable, and is in line with the increasing recognition that an assessment of the degree of uncertainty surrounding a point forecast is generally indispensable. The particular form of the forecast densities emphasizes possible asymmetries between upside and downside risks, presumably because these are foremost in the minds of the Monetary Policy Committee (MPC) during their deliberations over the base rate. The Bank of England's own assessment of these forecasts has tended to focus on the closeness of some measure of the central tendency and the outcomes, 1 although Wallis (2002) shows how the Christoffersen (1998) likelihood ratio goodness-of-fit statistics for evaluating interval forecasts can be interpreted as Pearson 'chi-squared goodness-of-fit' statistics, and evaluates the Bank density forecasts within this framework. This paper pursues two approaches to the evaluation of the MPC's forecasts. Firstly, they are evaluated as forecast densities using goodness-of-fit tests based on the probability integral transform. Tests based on the probability integral transform have recently been used to evaluate probability distributions of macroeconomic variables, such as the distributions of expected inflation from the Survey of Professional Forecasters: see Diebold, Tay and Wallis (1999b) . Because the MPC forecasts provide a complete description of the expected probabilities with which future inflation will fall in any given range, a comprehensive evaluation requires an assessment of all these probabilities, and not just the most likely outcome (the mode) or the mean. Secondly, we adopt a decision/cost based assessment to the evaluation of the forecasts. The MPC is especially concerned to maintain a rate of inflation in the range 1.5 to 3.5%, so that forecasting this event accurately is of primary importance, and it may matter far less whether the probabilities assigned to inflation being in, e.g., the ranges (3.5,4] and (4.5,5] are well calibrated (in the sense of being an accurate assessment of the likelihoods of these outcomes). One of the advantages of having the complete densities is that it is possible to read off the probabilities of particular events of interests, and to evaluate these, rather than evaluating the whole density. We pursue this avenue within a decision-based framework. Although there are a number of problems in implementing a decision-based approach in full, this viewpoint motivates and provides a rationale for other ways of assessing quality which can be shown to be equivalent in some circumstances. Of particular interest will be the degree of conformity between the results of the methods of evaluation we stress and those of the traditional point forecast evaluation approach.
The plan of the paper is as follows. Section 2 briefly discusses goodness-of-fit tests based on the probability integral transform, and related empirical literature. Section 3 discusses the decision-based approach, problems with its implementation in the present context, related measures of forecast quality, and possible solutions. Section 4 describes the nature of the MPC forecasts and an assessment of their quality based on the tests discussed in sections 2 and 3. Section 5 concludes.
Probability integral transform goodness-of-fit tests
The key idea of the probability integral transform (p.i.t.) can be traced back at least to Rosenblatt (1952) , and has recently been popularised in the econometrics literature by Diebold, Hahn and Tay (1999a Doornik and Hansen (1994) .
Decision-based approach
The importance of decision or cost based assessment of the quality of forecasts has been widely accepted for a long time. In principle, one would like to evaluate forecasts in terms of the 'economic value' that results from decisions made on the basis of those forecasts, where the value will typically depend on the action taken and the state of nature that eventuates. In general, decision-based forecast evaluation criteria will not coincide with traditional statistical measures of forecast accuracy, such as mean squared forecast error (MSFE) -see Pesaran and Skouras (2002, p. 245-7) . 2 The exchanges in Hendry (1993a, 1993b ) touch on the relevance of context-specific cost functions in macroeconomics, and are broadly in line with the view that "Unfortunately the complexity of situations prevents a single definitive cost measure being formulated. Thus a range of simple statistical measures have been developed to measure various aspects of forecast quality" (Encyclopaedia of Statistical Sciences, entry on Forecasting).
Whilst there is little decision-based forecast evaluation in macroeconomics, Pesaran (2000a, 2000b) note that it is common in meteorology (see, e.g., Katz and Murphy (1997) ), and occurs in empirical finance (see, e.g., Tanner (1991, 1995) ). Pesaran and Skouras (2002, p. 261) suggest that its takeup in macroeconomic forecasting will be slow because of the requirement of a full specification of the decision problem, including a mapping from forecasts to decisions, and quantification of the economic costs and benefits emanating from actions taken based on those decisions in different states of nature. Moreover, when we consider the behaviour of the government, as in the case of the MPC making decisions on interest rates, actions may affect the probabilities of outcomes. In meteorological applications, the likelihoods of different outcomes will usually be independent of agents'
actions. 3 Section 3.1 outlines the simple two-state, two-action decision problem. Section 3.2 then considers the issues that arise in attempting to evaluate the UK Monetary Policy Committee's (MPC) probability density forecasts of inflation in this framework. Section 3.3 considers related measures.
Two-state, two-action decision problems
As described by, e.g., Pesaran (2000a, 2000b) and Pesaran and Skouras (2002) , the two possible states are called "Bad" and "Good", where in the inflation-targetting example, the former corresponds to the outturn that inflation exceeds the target rate, and the latter to inflation (in period Ø · ½ ) not exceeding the target. There are two possible actions open to the decision-maker. To take action, "Yes", indicated by Ý Ø ½, or to decline to take action, "No", Ý Ø ¼. The former corresponds to raising interest rates, the latter to cutting rates or leaving them unchanged. 4 The states are denoted by × Ø·½ , where × Ø·½ ½ indicates the Bad state materializes, and × Ø·½ ¼ the good state. The payoff matrix associated with this decision problem is given in table 1. In the Payoff Matrix, Í Ø·½ Ý represents the decision maker's utility if the Bad state occurs after the Yes decision is taken, and so on. 
Given this Payoff Matrix, which maps combinations of outcomes (or realized states) and (prior) actions to economic values (Í ), what is the value at period Ø to the decision maker of a particular forecast probability of the Bad event occurring in period Ø · ½ ?
In the general case when the probability of the states may depend on the actions, Granger and Pesaran (2000b) define the following four conditional probabilities:
When it is reasonable to assume that the state outcome does not depend on the action,
This assumption is made in the examples considered by Pesaran (2000a, 2000b) and Pesaran and Skouras (2002), but is clearly unrealistic when interest rates are increased precisely in order to prevent the forecast (under unchanged policy) of high inflation materialising.
In general the complete forecast density of the variable × Ø·½ will be required to carry out decisionbased evaluation. Here the random variable is binary, so that Ø·½ and´½ Ø·½ µ constitute the complete forecast density (the probabilities that × Ø·½ ½ and ¼), but when × Ø can take on a range of values a full elucidation of the probabilities associated with each value is required. Here, Ø·½ is also the forecast of the conditional expectation of × Ø·½ , so that the point forecast and forecast density coincide for the event of interest.
In the general case, estimates of the four 'action-dependent' probabilities are required, and are denoted as ¥ Ø·½ Ý etc. Then, the expected utility of taking action (Ý Ø ½) given the set of forecast probabilities is:
and of not acting:
so action is taken if:
When (3) holds, this simplifies to the condition that action will be taken if where Á´¡µ takes the value unity when the argument is positive and zero otherwise.
The economic benefit that accrues at period Ø · ½ will depend on which state materialises and the 5 Notice that Í Ø Ý Í Ø Ò and ÍØ Ò Í Ø Ý action taken at period Ø:
Using the optimal decision rule:
where substituting Ý £ Ø Á´ Ø·½ Õ Ø·½ µ gives Ø·½ as a function of the forecast probability,
We can write this as:
where:
and:
where the term Ø·½ does not depend on the probability forecast estimate, Ø·½ .
The expected economic value of using the probability forecast Ø·½ is given by
In our setup, the optimal decision is that Ý Ø ½ whenever the true probability of the Bad state, Ø·½ the property of not depending on Õ Ø·½ , and will lead to the correct decisions being made by consumers who may differ with regard to Õ Ø·½ .
Probabilities depend on actions
In principle, the Repo rate is set by the MPC to bring about a satisfactory profile of inflation up to the medium term, two year ahead horizon, taking into account likely developments in the economic environment. 6 Given the delays in the effects of changes in monetary policy impacting on the economy, and especially the rate of inflation excluding mortgage interest payments, it seems reasonable to treat the short-horizon (say, current and next quarter) actual probabilities and forecast probabilities of the Bad state -inflation exceeding the target -as being independent of changes in the Repo rate. Then the standard two-state, two-action decision-based evaluation framework may be applicable. If we assume that from a tactical perspective, the MPC's credibility may be less harmed when inflation exceeds the target in Ø · ½ if interest rates had been raised in period Ø, i.e., it is better to 'be seen to be doing something', then the standard condition that:
holds (as discussed in the evaluation framework of section 3.1). In addition:
For longer horizons, such as one-year ahead, the assumption that actual and forecast probabilities are independent of the Repo rate is not tenable and the standard decision-based framework is not applicable.
The Repo rate (the decision variable) is set at the time the forecasts are made, and influences the actual We can write the optimal decision rule as:
Of course the payoffs are not known and may be contingent upon other political and economic factors. Note that the form they enter here makes greater information demands than when probabilities are independent of actions.
Substituting for Ý £ Ø in (4), it is apparent that the expression for economic value requires forecast probabilities of the Good (or Bad) state both when action is taken and when it is not. We observe whether rates are raised or not, that is, whether Ý Ø ½ or ¼, and if we assume that actions are optimal, we can infer whether the inequality in the indicator function above holds. Thus if Ý Ø ½ then the reported MPC forecast probability of inflation exceeding the target (Bad state) can be interpreted as being conditional on action being taken, i.e., the reported probability is ¥ Ø·½ Ý , and when Ý Ø ¼ , the reported 8 forecast probability is ¥ Ø·½ Ò . But this is not enough as we require both ¥ Ø·½ Ý and ¥ Ø·½ Ò at each Ø.
Statistical measures related to decision-based economic value
Ignoring the dependence of probabilities on actions, for a set of probability forecasts and states, Ø ½ Ì , the part of the average realized economic value that depends on the forecasts is given by:
Probability forecasts are often evaluated using the quadratic probability score (QPS) of Brier (1950) and the log probability score (LPS). These are defined as:
The QPS is bounded between ¼ and ¾, with lower numbers denoting more accurate. It is of course just twice the standard MSFE measure. The MSFE (or root MSFE) is a popular measure for comparing prediction errors from point-forecasting exercises that range over the real line. As a squared measure, large mistakes attract disproportionately greater penalties than small errors. The LPS is non-negative, and 8 More accurately, the reported 2PN from which the event probability can be calculated. penalizes large mistakes more heavily than QPS. The LPS is the negative of the average log likelihood for the logit binary choice model.
The Kuipers score (KS) is defined as:
where À is the 'hit rate', the proportion of the total number of Bad states that were correctly forecast, and is the 'false alarm' rate, defined as the proportion of the total number of Good states that were incorrectly forecast as being Bad states. The advantage of the Ks statistic over measures such as QPS and LPS is that always forecasting the Bad state to occur (or always forecasting the Good state) will score zero, whereas such strategies may fare well on QPS and LPS. Notice that the Ks evaluates forecasts of events (whether the Bad or Good state is forecast to occur) rather than forecasts of the probabilities of events. Given the latter, we can obtain the former using Á´ Ø·½ Õ Ø·½ µ in the spirit of decision-based evaluation, so that the Bad state is forecast to occur when Á´ Ø·½ Õ Ø·½ µ ½ . Then, À and can be expressed as: Granger and Pesaran (2000b) show that in special circumstances the economic value criterion is proportional to Ks:
×´½ ×µ Ã ×
where × Ì ½ È Ì Ø ½ × Ø , the estimate of the (unconditional) probability of the Bad state. To obtain this expression, the decision problem has to be simplified by assuming that Ø , all Ø, Õ Ø Õ ×, all Ø.
Finally a relationship can be established between the evaluation of market timing or directional forecast accuracy using Pesaran and Timmermann (1992, PT) statistic and the Ks. The PT statistic is based on whether the proportion of events correctly forecast differs significantly from the proportion that would have been predicted correctly under the null that predictions and realizations are independently distributed. Translating event probability forecasts into event forecasts using Á´ Ø·½ Õ Ø·½ µ, Granger and Pesaran (2000b) show that:
where È Ì ½ È Ì Ø ½ Á´ Ø Õ Ø µ, the estimated probability of a forecast of the Bad state. Tanner (1991, 1995) argue that 'economic forecasts', as opposed to relatively inexpensive ARIMA time-series model forecasts, are valuable when comparisons of the two are made on the basis of directional forecast accuracy. 9
The Bank of England Monetary Policy Committee Inflation Forecasts
Since August 1997, in the mid month of every quarter the Bank of England Inflation Report has contained density forecasts of RPIX inflation for the current quarter and for every quarter up to two years ahead. 10 The forecasts are given analytically by the two-piece normal (2PN) distribution, and graphically by the 'rivers of blood' fan chart. 11 This is a useful way of capturing perceived asymmetries between upside and downside risks, whilst allowing probability calculations to be undertaken using the standard normal distribution. For example, given the mode, mean and standard error of the distribution, we can derive the standard errors ½ and ¾ of the two normal distributions on which the 2PN is based -see, e.g., Wallis (1999, p.109 , eqns. A4 and A5) -from which the probability that Ü is given by:
They argue that there is a positive correlation between forecasts of interest rates that fare well in terms of directional accuracy and forecasts which generate trading profits when used in simple trading strategies to choose whether to buy or sell futures contracts. They find that economic forecasts of real & nominal GNP and the GNP delator fare better on directional accuracy comparisons.
for Ü , where is the mode of the 2PN, and by:
, where¨is the standard normal cdf.
The projections in each report are based on the assumption that interest rates remain constant throughout the forecast period. The RPIX inflation rate is the annual percentage growth in quarterly RPIX (RPI excluding mortgage interest payments, ONS code CHMK). The current quarter forecasts can be viewed as 1-step ahead forecasts, and the year-ahead forecasts correspond to a five-step ahead horizon. Table 2 Table 3 contains the mode, means and standard deviations of the current forecasts and the event probabilities, and the event probabilities of 1-quarter ahead (i.e., 2-step ahead) forecasts. Table 4 shows the point forecast performance of the mean of the MPC ¾PN forecast densities. The bias of the year ahead forecast mean is significant at the 5% level using a one-sided Ø-test, matching the finding of Wallis (2002) on a shorter data set. On average the mean forecasts are around ¼ ½ ± too high one-year ahead. Current and next quarter forecast biases are small and insignificant. The third row gives the mean squared forecast error (MSFE) associated with the point forecasts. These are hard to interpret example, relates to the third quarter of 1998. The Mode, Mean and Std. Dev are of the 2PN, and Þ is the probability integral transform. ½ is the forecast probability that the annual rate of inflation one-year hence will be less than ¾ ½ ¾ ±.
Results
except relative to a rival set of forecasts or a benchmark. Any one of a number of time-series models, or more structural models, could be used to generate forecasts for this purpose, but would be unlikely to pose a particularly stern test unless they adequately captured the dramatic slowdown in inflation rates to the historically low rates observed over the last ten years: see figure 1. According to the arguments in Clements and Hendry (1999) it might be thought hard to beat a 'no change' forecast. 12 In fact we record the MSFE which uses the unconditional mean of inflation over the forecast period as a benchmark. This is a cheat in that it uses information that would not have been available at the time the forecast was made, but is handicapped by not being able to exploit any temporal dependence in the inflation series.
Whilst the current quarter performance is good judged against this benchmark, the next quarter MSFE is not much smaller than the unconditional forecast's MSFE, and at a year ahead the MPC's MSFE is around three times that of the benchmark. (The decline in the benchmark MSFE as the horizon increases From previous Report records forecast event probabilities of the annual rate of inflation in the current quarter made one quarter ago in the previous Inflation Report, and can be interpreted as two-quarter ahead forecasts given information delays. The variance of inflation is equivalent to the MSFE of using the unconditional mean of inflation over the forecast period as the predictor of inflation for each period.
is due to relatively high inflation observations at the beginning of the period being dropped.) 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 unreliable) and therefore indicates that the year ahead forecast densities are deficient. This is consistent with Wallis (2002) who finds that the year-ahead density forecasts place too much probability in the upper ranges: from figure 2 it is apparent that there are no Þ-values in excess of around ¼ , so that too much probability mass is attributed to relatively high inflation rates. Table 5 also records the results of the tests applied to p.i.t.'s calculated for a benchmark set of forecast densities. The benchmark assumes an unconditional Gaussian forecast density fitted to the forecast period inflation data characterises the variable at each point in time, and so the same issues are pertinent as in the point forecast evaluation exercise. One notable finding is that the benchmark densities are rejected for the current quarter on the basis of correlation in the Þ £ Ø series (first Berkowitz test), indicating that the test does have power to reject a poor sequence of forecasts, while the MPC forecasts are not rejected. Table 6 records the LPS and QPS scores for the MPC inflation forecasts of the Bad event, along with unconditional probability forecasts, for the current, next quarter, and one-year ahead horizons. At the short-horizons the MPC forecasts are clearly preferred, though × has a smaller LPS and QPS scores than at the one-year ahead horizon. is zero because Á´ Ø Õ Ø µ ¼ for all Ø.
Conclusion
The MPC density forecasts of inflation provide a complete description of the expected probabilities with which future inflation will fall in any given range. A statistically-based evaluation of those forecasts should therefore assess the validity of the probabilities assigned to the whole range of future values.
A decision-based approach evaluates forecasts in terms of their economic value, and to the extent that this is feasible, is clearly desirable. We find the two approaches in agreement when applied to the MPC density forecasts.
This paper has addressed a number of the problems that arise in attempting to evaluate the MPC forecasts. To obtain a set of comparisons based on economic value, a number of simplifying assumptions have to be made in the absence of full information on the payoffs (e.g., Ø
and Õ Ø Õ for all Ø). We review existing literature which shows that when these (and additional assumptions, such as Õ ×) are made, the comparisons based on decision-based measures will give the same results as those based on commonly-used measures such as Ks and the market timing statistics. Nevertheless, the findings in this paper indicate that the MPC short-horizon event forecasts have higher economic value than unconditional forecasts for values of Õ ¼ (and are otherwise equivalent). The point forecast evaluation exercise, and results based on the probability integral transform, also favour the MPC current and next quarter forecasts over suitably chosen benchmarks. Specifically, the MPC mean forecasts are preferred on MSFE, while the benchmark density forecasts p.i.t.'s are not independent, whilst those of the MPC are.
The year ahead forecasts fare poorly however evaluated. The MSFE of the mean is around three times larger than that of the benchmark. The p.i.t. approach and the QPS, LPS and economic values similarly contribute to a negative assessment. The p.i.t. indicates that the density forecasts attribute too much probability mass to relatively high rates of inflation, and relatedly, the expected probabilities that inflation exceeds ¾ ½ ¾ ± exceed the ex post relative frequency of this event. There is no logical necessity that the different approaches should come to the same conclusions in general as to the quality of the different horizon MPC forecasts, but in this instance there is a clear consensus.
Finally, the MPC forecast probabilities that inflation will be outside the range 1.5 to 3.5% never exceed 2 ½ ¾ % or 30% for the current and year ahead forecasts, respectively, for any observation. That the range is never exceeded in the period under study makes it difficult to construct good benchmark event probability forecasts against which to compare the MPC forecasts, because the unconditional probability is exactly zero.
