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THE SECOND JOHNSON HOMOMORPHISM AND THE SECOND RATIONAL
COHOMOLOGY OF THE JOHNSON KERNEL
TAKUYA SAKASAI
ABSTRACT. The Johnson kernel is the subgroup of the mapping class group of a surface gener-
ated by Dehn twists along bounding simple closed curves, and has the second Johnson homomor-
phism as a free abelian quotient. In terms of the representation theory of the symplectic group,
we give a complete description of cup products of two classes in the first rational cohomology
of the Johnson kernel obtained by the rational dual of the second Johnson homomorphism.
1. INTRODUCTION
Let Σg be a closed oriented surface of genus g ≥ 2 and let Mg be the mapping class group
of Σg, which is the group of isotopy classes of orientation preserving diffeomorphisms of Σg.
The Torelli group Ig is the subgroup ofMg consisting of all elements which act trivially on the
first homology group H := H1(Σg) of Σg, and the group Kg is the subgroup of Ig generated by
Dehn twists along bounding simple closed curves. Johnson [12] showed that Kg coincides with
the kernel of what is now called the first Johnson homomorphism τg(1) of Ig (see [10]), namely
we have an exact sequence
1 −−−→ Kg −−−→ Ig
τg(1)
−−−→ hg(1) = (∧
3H)/H −−−→ 1,
and by this, Kg is called the Johnson kernel or the Johnson subgroup.
The group Kg plays an important role in topology. For example, it has some relationships
to the Casson invariant of homology 3-spheres and secondary characteristic classes of surface
bundles as we see in Morita’s papers [18, 21]. However, we still do not have enough information
on Kg. McCullough-Miller [16] showed that K2 = I2 is not finitely generated, and Mess [17]
showed that it is a free group of infinite rank. Recently, Biss-Farb [5] showed that Kg is not
finitely generated for all g ≥ 2. Note that the determination of the abelianization of Kg is still
open.
Both of the roles ofKg mentioned above can be interpreted as properties of some elements in
the rational cohomology H∗(Kg;Q) of Kg, to which we now pay our attention. By the fact that
Kg is torsion-free and acts on the Teichmu¨ller space properly discontinuously, we can see that
Kg has finite cohomological dimension. On the other hand, Akita [1] showed that H∗(Kg;Q) is
an infinite-dimensional vector space.
Our strategy to study H∗(Kg;Q) is to use the second Johnson homomorphism
τg(2) : Kg −→ hg(2),
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where hg(2) is a certain free abelian group which can be described by using H (see Section 2
for the notation used here). An important fact of τg(2) is that it is Mg-equivariant, where Mg
acts on Kg by conjugation and acts on hg(2) through its action on H known as the classical
representation Mg → Sp(2g,Z). Moreover, if we consider the induced map
τg(2)∗ : H1(Kg;Q) −→ H1(hg(2);Q) = hg(2)⊗Q,
we can check that its image is preserved by the action of Sp(2g,Q) extending that of Sp(2g,Z)
(see Asada-Nakamura cite[Lemma 2.2.8]an). In terms of the symplectic representation theory,
hg(2) ⊗ Q is the irreducible representation denoted by [22] (see [9], [18]). By passing to the
dual, we obtain an injection
τg(2)
∗ : [22] −→ H1(Kg;Q),
and more generally, we have the cup product map
∪n : ∧n[22] −→ Hn(Kg;Q).
Note that ∧n[22] and Ker∪n are also Sp(2g,Q)-vector spaces for each n ≥ 2. In this paper, we
study the case of n = 2. We put ∪ := ∪2, for simplicity. We will show the following.
Lemma 4.1. For g ≥ 4, the irreducible decomposition of ∧2[22] is given by
∧2[22] = [431] + [42] + [3221] + [321] + [313] + [31] + [23] + [212] + [2].
Theorem 5.1. For g ≥ 4, the kernel of the cup product map ∪ : ∧2[22]→ H2(Kg;Q) is
[42] + [313] + [31] + [23] + [2],
which is, as an Sp(2g,Q)-vector space, isomorphic to the rational image of the fourth Johnson
homomorphism τg(4).
Here we write + for the direct sum. Note that our theorem can be stated that we determine the
kernel of the map induced on the second rational cohomology by τg(2). We will also treat the
cases of g = 2, 3 in Section 6.
Before proving Theorem 5.1, which corresponds to the case of a closed surface, we show a
similar result for the case of a surface with a boundary in Section 4, since it is easier to handle
by a technical reason. In each case, our task is divided into the following two parts. First, we
will find some summands in Lemma 4.1 (or that corresponding to each case) which belong to
the kernel by using Stallings’ exact sequence in [25] together with Morita’s description [19, 20]
of Johnson’s homomorphisms as a Lie algebra homomorphism. Then we show that the other
summands actually survive in the second cohomology by constructing explicit cycles which
come from abelian subgroups of the Johnson kernel and give non-trivial values by the Kronecker
product.
Note that the method we have explained now originated with Hain [9], where he determined
the kernel of the map induced on the second rational cohomology by the first Johnson homo-
morphism for the Torelli group. Our previous paper [24] treated the third cohomology of the
Torelli group. Brendle-Farb [6] studied the second cohomology of the Torelli group and the
Johnson kernel by using the Birman-Craggs-Johnson homomorphism, and Pettet [23] studied
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the second cohomology of the (outer-)automorphism group of a free group by using its first
Johnson homomorphism.
2. PRELIMINARIES
2.1. Surfaces and their mapping class groups. Let H1(Σg) be the first integral homology
group of a closed oriented surface Σg of genus g ≥ 2. H1(Σg) has a natural intersection form
µ : H1(Σg)⊗H1(Σg)→ Z which is non-degenerate and skew symmetric. We fix a symplectic
basis 〈a1, . . . , ag, b1, . . . , bg〉 of H1(Σg) with respect to µ, namely
µ(ai, aj) = 0, µ(bi, bj) = 0, µ(ai, bj) = δij.
The Poincare´ duality gives a canonical isomorphism ofH1(Σg)with its dualH1(Σg)∗ = H1(Σg),
the first integral cohomology group of Σg. In this isomorphism, ai (resp. bi) ∈ H1(Σg) corre-
sponds to −b∗i (resp. a∗i ) ∈ H1(Σg) where 〈a∗1, . . . , a∗g, b∗1, . . . , b∗g〉 is the dual basis of H1(Σg).
We use the same symbol H for these canonically isomorphic abelian groups.
We also use a compact oriented surface Σg,1 of genus g with a connected boundary. H1(Σg,1)
can be naturally identified with H . The fundamental group π1Σg,1 of Σg,1, where we take a base
point of Σg,1 on ∂Σg,1, is known to be a free group of rank 2g. We write ζ ∈ π1Σg,1 for the
boundary loop of Σg,1. Then the fundamental group π1Σg of Σg is given by π1Σg,1/〈ζ〉 where
〈ζ〉 is the normal closure of the subgroup generated by ζ .
Let Mg,Mg,∗,Mg,1 be the mapping class group of Σg, of Σg relative to the base point, of
Σg,1, respectively. They are related by the following exact sequences
0 −−−→ Z −−−→ Mg,1 −−−→ Mg,∗ −−−→ 1,
1 −−−→ π1Σg −−−→ Mg,∗ −−−→ Mg −−−→ 1,
where Z corresponds to the Dehn twist along a loop which is parallel to ∂Σg,1, and π1Σg is
embedded in Mg,∗ as spin-maps (see [4, Theorem 4.3]). The former sequence is a central
extension.
The natural action of Mg on H gives the classical representation
Mg −→ Sp(2g,Z),
and we also have similar ones for Mg,∗ and Mg,1. The kernels of these representations are
denoted by Ig, Ig,∗ and Ig,1, respectively and called the Torelli group for each case. Note that
among Ig, Ig,∗ and Ig,1, we also have exact sequences similar to the above. Indeed the Dehn
twist along ∂Σg,1 and spin-maps act on H trivially.
Let Kg (resp. Kg,1) be the subgroup of Mg (resp. Mg,1) generated by Dehn twists along
bounding simple closed curves on Σg (resp. Σg,1). We define Kg,∗ ⊂ Mg,∗ to be the image of
Kg,1 by the map Mg,1 →Mg,∗. Then we have
0 −−−→ Z −−−→ Kg,1 −−−→ Kg,∗ −−−→ 1,
1 −−−→ [π1Σg, π1Σg] −−−→ Kg,∗ −−−→ Kg −−−→ 1,
where the former sequence is the pull-back of the central extension of Mg,∗, and the latter one
follows from a result of Asada-Kaneko [2].
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2.2. Johnson’s homomorphisms. In this subsection, we recall what we call Johnson’s homo-
morphisms defined by Johnson [10, 11] and Morita [18, 19, 20, 21].
By results of Dehn, Nielsen and many people, we have natural isomorphisms
Mg ∼= Out+ π1Σg, Mg,∗ ∼= Aut+ π1Σg, Mg,1 ∼= {ϕ ∈ Aut π1Σg,1 | ϕ(ζ) = ζ},
where Out+ π1Σg := Ker(Outπ1Σg → AutH2(π1Σg)), and Aut+ π1Σg is similar.
For a group G, let {ΓkG}k≥1 be the lower central series of G inductively defined by Γ1G =
G and ΓiG = [Γi−1G,G] for i ≥ 2. By a general theory, {(ΓkG)/(Γk+1G)}k≥1 forms
a graded Lie algebra whose bracket map is induced from taking commutators. It is well
known that the Lie algebra {(Γkπ1Σg,1)/(Γk+1π1Σg,1)}k≥1 is isomorphic to the free Lie algebra
Lg,1 = {Lg,1(k)}k≥1 generated by H . Furthermore, by a result of Labute [13], the Lie algebra
{(Γkπ1Σg)/(Γ
k+1π1Σg)}k≥1 is given by Lg := Lg,1/I where I is the ideal of Lg,1 generated by
ω0 :=
∑g
i=1[ai, bi].
The isomorphisms mentioned above induce the homomorphisms
σk : Mg −→ Out
(
π1Σg/(Γ
kπ1Σg)
)
,
σk,∗ :Mg,∗ −→ Aut
(
π1Σg/(Γ
kπ1Σg)
)
,
σk,1 :Mg,1 −→ Aut
(
π1Σg,1/(Γ
kπ1Σg,1)
)
,
for each k ≥ 2, and we define filtrations of Mg,Mg,∗,Mg,1 by
Mg[1] :=Mg, Mg[k] := Ker σk (k ≥ 2),
Mg,∗[1] :=Mg,∗, Mg,∗[k] := Ker σk,∗ (k ≥ 2),
Mg,1[1] :=Mg,1, Mg,1[k] := Ker σk,1 (k ≥ 2).
For each ϕ ∈ Mg,1[k + 1] and γ ∈ π1Σg,1, we have ϕ(γ)γ−1 ∈ Γk+1π1Σg,1. This induces a
map τg,1(k) : Mg,1[k + 1] → Hom(π1Σg,1, (Γk+1π1Σg,1)/(Γk+2π1Σg,1)) = Hom(H,Lg,1(k +
1)), and it is in fact a homomorphism.
In [19, 20], Morita showed the following. By taking commutators, we can endow {Mg,1[k+
1]/Mg,1[k + 2]}k≥1 = {Im τg,1(k)}k≥1 =: Im τg,1 with a Lie algebra structure. We can also
endow Hom(H,Lg,1) := {Hom(H,Lg,1(k+1))}k≥1 with a Lie algebra structure, so that τg,1 :=
{τg,1(k)}k≥1 becomes a Lie algebra inclusion of Im τg,1 into Hom(H,Lg,1). Moreover, Im τg,1
is contained in the Lie subalgebra hg,1 = {hg,1(k)}k≥1 defined by
hg,1(k) := Ker
(
Hom(H,Lg,1(k + 1))
∼=
−→ H ⊗ Lg,1(k + 1)
[·,·]
−→ Lg,1(k + 2)
)
,
where the maps in the right hand side are given by the Poincare´ duality and the bracket op-
eration. A similar argument gives a homomorphism τg,∗(k) : Mg,∗[k + 1] → hg,∗(k) ⊂
Hom(H,Lg(k + 1)), where
hg,∗(k) := Ker
(
Hom(H,Lg(k + 1))
∼=
−→ H ⊗ Lg(k + 1)
[·,·]
−→ Lg(k + 2)
)
,
and the corresponding Lie algebra inclusion. Furthermore, Asada-Kaneko [2] showed that
π1Σg ∩Mg,∗[k + 1] = Γ
kπ1Σg. Hence we have an inclusion
Ψk : (Γ
kπ1Σg)/(Γ
k+1π1Σg) ∼= Lg(k) →֒ hg,∗(k).
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If we set hg(k) := hg,∗(k)/Lg(k), we obtain a homomorphism τg(k) :Mg[k+1]→ hg(k) (and
the corresponding Lie algebra inclusion). We call the homomorphisms τg(k), τg,∗(k), τg,1(k)
the k-th Johnson homomorphism for each case. Note that τg(k) is Mg-equivariant, where Mg
acts on Mg[k + 1] by conjugation and acts on the target through the classical representation
Mg → Sp(2g,Z). Similar results hold for τg,∗(k) and τg,1(k).
We have Mg,1[2] = Ig,1, Mg,∗[2] = Ig,∗ and Mg[2] = Ig by definition. Johnson [12]
showed that Mg,1[3] = Kg,1 and Mg[3] = Kg. Combining the fact that the first Johnson
homomorphisms for Ig,1 and Ig,∗ have the same target ∧3H , we can see that Mg,∗[3] = Kg,∗.
2.3. The representation theory of Sp(2g,Q). Here we summarize the notation and general
facts concerning the representation theory of Sp(2g,Q) from [7], [9] and [21]. First we consider
the Lie group Sp(2g,C) and its Lie algebra sp(2g,C). By a general theory of the representation,
finite dimensional representations of Sp(2g,C) coincide with those of sp(2g,C), and their com-
mon irreducible representations (up to isomorphisms) are parameterized by Young diagrams
whose numbers of rows are less than or equal to g. These representations are all defined over Q
so that we can consider them as irreducible representations of Sp(2g,Q) and sp(2g,Q). We fol-
low the notation in [21] to describe Young diagrams. For example, the trivial representation Q is
denoted by [0] and the fundamental representationHQ := H⊗Q is denoted by [1]. We fix a sym-
plectic basis 〈a1, . . . , ag, b1, . . . , bg〉 of HQ with respect to the non-degenerate skew symmetric
bilinear form, denoted by µ again, on HQ induced from the intersection form µ on H . In gen-
eral, the Young diagram [n1n2 · · ·nl], where ni are integers satisfying n1 ≥ n2 ≥ · · · ≥ nl ≥ 1
and l ≤ g, corresponds to the Sp(2g,Q)-vector space V given as follows. Let [m1m2 · · ·mk]
be the Young diagram obtained by transposing [n1n2 · · ·nl]. Then V is explicitly defined to be
the irreducible Sp(2g,Q)-subspace of
(∧m1HQ)⊗ (∧
m2HQ)⊗ · · · ⊗ (∧
mkHQ)
containing the vector
(a1 ∧ a2 ∧ · · · ∧ am1)⊗ (a1 ∧ a2 ∧ · · · ∧ am2)⊗ · · · ⊗ (a1 ∧ a2 ∧ · · · ∧ amk),
which is called the highest weight vector of [n1n2 · · ·nl].
We define the following elements Xi,j, Yi,j (i 6= j) and Ui, Vi of sp(2g,Q) characterized by
their actions on HQ as follows:
Xi,j(ak) = δjkai, Xi,j(bk) = −δikbj ,
Yi,j(ak) = 0, Yi,j(bk) = δikaj + δjkai,
Ui(ak) = 0, Ui(bk) = δikai,
Vi(ak) = δikbi, Vi(bk) = 0.
We will frequently make use of the following Sp(2g,Q)-(and sp(2g,Q)-) equivariant homo-
morphisms.
1) The contraction C(i,j)k : ⊗kHQ → ⊗k−2HQ (1 ≤ i < j ≤ k) is given by
C
(i,j)
k (x1 ⊗ · · · ⊗ xk) = µ(xi, xj)x1 ⊗ · · · ⊗ x̂i ⊗ · · · ⊗ x̂j ⊗ · · · ⊗ xk,
where x̂i means excluding xi, and ⊗0HQ = Q is the trivial representation.
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2) For each symbol
σ = (i(1, 1), . . . , i(1, k1))(i(2, 1), . . . , i(2, k2)) · · · (i(l, 1), . . . , i(l, kl)),
where k =
∑l
j=1 kj and {i(1, 1), . . . , i(1, k1), i(2, 1), . . . , i(l, kl)} = {1, 2, . . . , k}, the
projection pσk : ⊗kHQ → (∧k1HQ)⊗ (∧k2HQ)⊗ · · · ⊗ (∧klHQ) is given by
pσk(x1 ⊗ · · · ⊗ xk) = (xi(1,1) ∧ · · · ∧ xi(1,k1))⊗ · · · ⊗ (xi(l,1) ∧ · · · ∧ xi(l,kl)).
For example, p(1,3)(2)3 (x1 ⊗ x2 ⊗ x3) = (x1 ∧ x3)⊗ x2.
3) The canonical inclusion ιk : LQg,1(k) := Lg,1(k) ⊗ Q →֒ H⊗kQ , where Lg,1(k) is the
degree k part of the free Lie algebra Lg,1 generated by H , is inductively defined by
replacing the bracket [X, Y ] by X ⊗ Y − Y ⊗X .
2.4. Johnson’s homomorphisms via the representation theory of Sp(2g,Q). Let τQg (k) de-
note the Johnson homomorphism τg(k) tensored by Q, namely
τQg (k) : (Mg[k + 1]/(Γ
2Mg[k + 1]))⊗Q −→ h
Q
g (k) := hg(k)⊗Q.
As mentioned in Section 2.2, τQg (k) is Mg-equivariant, and in particular, Im τQg (k) is an Sp(2g,
Z)-vector space. Moreover, it turns out that Im τQg (k) is in fact an Sp(2g,Q)-vector space
by Asada-Nakamura [3, Lemma 2.2.8]. Similar results hold for τQg,∗(k) := τg,∗(k) ⊗ Q and
τQg,1(k) := τg,1(k) ⊗ Q. By results of Johnson [10] for k = 1, Hain [9] and Morita [18] for
k = 2, Hain [9] and Asada-Nakamura [3] for k = 3, we have the following.
Im τQg,1(1) = Im τ
Q
g,∗(1) = h
Q
g,1(1) = h
Q
g,∗(1) = [1
3] + [1] = ∧3HQ,
Im τQg (1) = h
Q
g (1) = [1
3] = (∧3HQ)/HQ,
Im τQg,1(2) = h
Q
g,1(2) = [2
2] + [12] + [0],
Im τQg,∗(2) = h
Q
g,∗(2) = [2
2] + [12],
Im τQg (2) = h
Q
g (2) = [2
2]
Im τQg,1(3) = Im τ
Q
g,∗(3) = [31
2] + [21] ⊂ hQg,1(3) = h
Q
g,∗(3) = [31
2] + [21] + [3],
Im τQg (3) = [31
2] ⊂ hQg (3) = [31
2] + [3]
for g ≥ 3. Moreover, in [21], Morita announced that
Im τQg,1(4) = Im τ
Q
g,∗(4) = [42] + [31
3] + 2[31] + [23] + [212] + 2[2],
Im τQg (4) = [42] + [31
3] + [31] + [23] + [2]
in
h
Q
g,1(4) = [42] + [31
3] + 2[31] + [23] + 2[212] + 3[2],
hQg,∗(4) = [42] + [31
3] + 2[31] + [23] + 2[212] + 2[2],
hQg (4) = [42] + [31
3] + [31] + [23] + [212] + [2]
for g ≥ 4.
Remark 2.1. Hain showed in [9] that as Lie algebras, Im τQg,1, Im τQg,∗, Im τQg are generated by
their degree 1 parts, and that Im τQg,1(k) ∼= Im τQg,∗(k) for k ≥ 3.
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Remark 2.2. A part of our proof of Theorems 4.2, 5.1 in later sections has overlaps with
Morita’s proof [22] of the determinations of Im τQg,1(4) ∼= Im τQg,∗(4) and Im τQg (4). More pre-
cisely, we will prove that the summands displayed above are contained in Im τQg,1(4), Im τQg,∗(4)
and Im τQg (4) by using brackets of two elements in Im τ
Q
g,1(2), Im τ
Q
g,∗(2) and Im τQg (2). As a
result, we can see that the degree 4 parts of the rational images of Johnson’s homomorphisms
are generated by their degree 2 parts.
The bracket operation of hg,1 is explicitly given in [19, 20]. In this paper, however, we use an
alternative description given by Garoufalidis-Levine [8], Levine [14, 15], which will be easier
to handle. We recall the following Lie algebra of labeled unitrivalent trees. Let Atk(H) be the
abelian group generated by unitrivalent trees with k + 2 univalent vertices labeled by elements
of H and a cyclic order of each trivalent vertex modulo relations of AS and IHX together with
linearity of labels. We can endow At(H) := {Atk(H)}k≥1 with a bracket operation
[ · , · ] : Atk(H)⊗A
t
l(H) −→ A
t
k+l(H)
given below, and At(H) becomes a quasi Lie algebra. For labeled trees T1, T2 ∈ At(H), we
define
[T1, T2] :=
∑
i,j
µ(ai, bj)T1 ∗i,j T2
where the sum is taken over all pairs of a univalent vertex of T1, labeled by ai, and one of T2,
labeled by bj , and T1 ∗i,j T2 is the tree given by welding T1 and T2 at the pair. We define a map
ηk : A
t
k(H)→ H ⊗ Lg,1(k + 1) by
ηk(T ) :=
∑
v
av ⊗ Tv,
where the sum is over all univalent vertices of T , and for each univalent vertex v, av denotes
the label of v and Tv denotes the rooted labeled planar binary tree obtained by removing the
label av and considering v to be an unlabeled root, which can be regarded as an element of
Lg,1(k+1) by a standard method. It is shown that η := {ηk}k≥1 : At(H)→ H⊗Lg,1 is a quasi
Lie algebra homomorphism and Im η ⊂ hg,1. Moreover η⊗Q : At(H)⊗Q→ hQg,1 becomes an
isomorphism of Lie algebras. For more details, see [8], [14, 15] and their references. In what
follows, we identify At(H)⊗Q with hQg,1 by η ⊗Q.
Using At(H)⊗Q, we now give a graphical description of the map
Ψk : L
Q
g (k) := Lg(k)⊗Q →֒ Im τ
Q
g,∗(k) ⊂ h
Q
g,∗(k),
which was mentioned in Section 2.2 and is explicitly given by
LQg (k) ∋ X 7→
g∑
i=1
(
ai ⊗ [bi, X ]− bi ⊗ [ai, X ]
)
∈ H ⊗LQg (k + 1),
as follows. For each rooted labeled planar binary tree T as an element of LQg,1(k), we can
construct an element of Atk(H)⊗Q ∼= h
Q
g,1(k) by gluing T to the rooted labeled planar binary
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tree Tω0 ∈ L
Q
g,1(2)
∼= ∧2HQ corresponding to ω0 =
∑g
i=1 ai ∧ bi at their roots as depicted in
Figure 1.
XT = Tω0 =
g∑
i=1
bi
ai
Φk(T ) =
g∑
i=1
bi
ai
X=⇒
Figure 1. The map Φk : LQg,1(k)→ h
Q
g,1(k)
root root
It can be easily checked that this construction gives an Sp(2g,Q)-equivariant homomorphism
Φk : L
Q
g,1(k)→ h
Q
g,1(k), and it induces the desired mapΨk : LQg (k) →֒ hQg,∗(k) by using Labute’s
result [13].
3. DESCRIPTION OF THE SECOND JOHNSON HOMOMORPHISM
In this paper, we mainly concern the second Johnson homomorphism and the map induced
on the rational cohomology. Now we see the second Johnson homomorphism more closely.
Recall that
Kg,1
τ
Q
g,1(2)
−−−−→ hQg,1(2) [2
2] + [12] + [0]y y yproj
Kg,∗
τ
Q
g,∗(2)
−−−−→ hQg,∗(2) [2
2] + [12]y y yproj
Kg
τ
Q
g (2)
−−−→ hQg (2) [2
2]
for g ≥ 2. Note that by passing to the duals, we have Sp(2g,Q)-equivariant inclusions
[22] →֒ [22] + [12] →֒ [22] + [12] + [0]
which are unique up to scalars.
The summands [0] and [12] in hQg,1(2) can be detected by the composite of maps
q[12] : h
Q
g,1(2) →֒ H ⊗ L
Q
g,1(3)
1⊗ι3
→֒ H⊗4Q
C
(1,2)
4−−−→ H⊗2Q
p
(1,2)
2−−−→ ∧2HQ,
q[0] : h
Q
g,1(2) →֒ H ⊗ L
Q
g,1(3)
1⊗ι3
→֒ H⊗4Q
C
(1,2)
2 ◦C
(1,2)
4−−−−−−−→ Q = [0],
respectively. On the other hand, by using the map Φ2 : LQg,1(2) = ∧2HQ = [12] + [0]→ hQg,1(2)
mentioned in Section 2.4, we can obtain the highest weight vectors v[22], v[12] and v[0] of [22],
[12] and [0] defined by
v[22] = T
H(a1, a2, a1, a2), v[12] =
g∑
i=1
TH(a1, a2, ai, bi), v[0] =
g∑
i,j=1
TH(ai, bi, aj , bj),
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where we put
a
b c
d
TH(a, b, c, d) := ∈ hQg,1(2).
In [18], Morita computed the value of the Dehn twist ψh ∈ Kg,1 along the simple closed
curve γh bounding the surface Σh,1 of the standard position by τQg,1(2), and he obtained that
τQg,1(2)(ψh) =
h∑
i,j=1
{
ai ⊗ [[aj , bj], bi]− bi ⊗ [[aj , bj ], ai]
}
= −
1
2
h∑
i,j=1
TH(ai, bi, aj, bj).
In particular, we have τQg,1(2)(ψ−21 ) = TH(a1, b1, a1, b1).
Let ψ−21 ∈ Kg be the image of ψ−21 ∈ Kg,1 under the projection Kg,1 → Kg. To compute
τQg (2)
(
ψ−21
)
, we need to project the vector τQg,1(2)(ψ−21 ) = TH(a1, b1, a1, b1) onto [22] ⊂ [22] +
[12] + [0]. By direct computations, we can see that
q[12](T
H(a1, b1, a1, b1)) = 12a1 ∧ b1, q[0](T
H(a1, b1, a1, b1)) = 12,
q[12](Φ2(a1 ∧ b1)) = (4g + 4)a1 ∧ b1 + 4ω0, q[0](Φ2(a1 ∧ b1)) = 8g + 4,
q[12](Φ2(ω0)) = q[12](v[0]) = (8g + 4)ω0, q[0](Φ2(ω0)) = q[0](v[0]) = 8g
2 + 4g,
and therefore we have
τQg (2)
(
ψ−21
)
= TH(a1, b1, a1, b1)−
3
g + 1
Φ2(a1 ∧ b1) +
3
(2g + 1)(g + 1)
Φ2(ω0)
∈ [22] = hg(2).
Consequently, we have the following.
Proposition 3.1. (1) (Morita [18]) Im τQg,1(2) contains the vector TH(a1, b1, a1, b1).
(2) Im τQg (2) contains the vector
TH(a1, b1, a1, b1)−
3
g + 1
g∑
i=1
TH(a1, b1, ai, bi) +
3
(2g + 1)(g + 1)
g∑
i,j=1
TH(ai, bi, aj, bj).
4. COMPUTATION FOR THE CASE OF A SURFACE WITH A BOUNDARY
4.1. Statement for Kg,1. We begin our proof of the main theorem. First, we treat the case of
Kg,1, whose computational results will be used again for proofs of the cases of Kg,∗ and Kg.
As seen in Section 2.4, we have Im τQg,1(2) = h
Q
g,1(2)
∼= [22] + [12] + [0], so that an injection
[22] + [12] + [0] →֒ H1(Kg,1;Q) is obtained. We now consider the cup product map
∪ : ∧2([22] + [12] + [0]) −→ H2(Kg,1;Q).
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Note that
∧2([22] + [12] + [0]) ∼= ∧2[22] + [22]⊗ [12] + ∧2[12] + [22]⊗ [0] + [12]⊗ [0].
Lemma 4.1. For g ≥ 4, the irreducible decompositions of ∧2[22], [22]⊗ [12], ∧2[12], [22]⊗ [0]
and [12]⊗ [0] are given by the following table.
∧2[22] [22]⊗ [12] ∧2[12] [22]⊗ [0] [12]⊗ [0]
[431] 1
[42] 1
[3221] 1
[321] 1 1
[313] 1
[31] 1 1
[23] 1
[212] 1 1 1
[2] 1 1
[32] 1
[2212] 1
[22] 1 1
[12] 1 1
Table 1. Irreducible decompositions of Sp(2g,Q)-modules for g ≥ 4
In particular, we have
∧2([22] + [12] + [0]) ∼= ([431] + [42] + [3221] + [321] + [313] + [31] + [23] + [212] + [2])
+ ([321] + [31] + [212] + [32] + [2212] + [22] + [12])
+ ([212] + [2]) + [22] + [12].
Proof. By a general theory of the representation (see [9, Remark 6.2]), it is observed that the
irreducible decompositions we now consider become stable for g ≥ 4. The computations in
the next subsections show that the summands in the table are actually contained. To show that
they are all, it suffices to check that the total dimension of the summands coincides with the
dimension of ∧2hQg,1(2) in the case g = 4 by using Weyl’s character formula (see [7, Section
24.2]). We now omit the details. 
The first main theorem of this section is the following.
Theorem 4.2. For g ≥ 4, the kernel of the cup product map ∪ : ∧2([22] + [12] + [0]) →
H2(Kg,1;Q) is
[42] + [313] + 2[31] + [23] + [212] + 2[2],
which is, as an Sp(2g,Q)-vector space, isomorphic to Im τQg,1(4).
This theorem follows from Lemmas 4.4, 4.6 in the next two subsections .
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4.2. A lower bound of the kernel. Here we show that the summands in Theorem 4.2 are
contained in the kernel of the cup product map. Note that the map ∪ : ∧2([22] + [12] + [0]) →
H2(Kg,1;Q) is nothing other than the homomorphism
τg,1(2)
∗ : H2(Im τg,1(2);Q) −→ H
2(Kg,1;Q).
Hence, by passing to the dual, our task is equivalent to observing the cokernel of the map
τg,1(2)∗ : H2(Kg,1;Q) −→ H2(Im τg,1(2);Q).
By applying Stallings’ exact sequence [25] to the group extension
1 −→ Γ2(Kg,1) −→ Kg,1 −→ H1(Kg,1) −→ 1
and observing the homomorphisms, we obtain the exact sequence
H2(Kg,1;Q) −→ ∧
2H1(Kg,1;Q)
[·,·]
−→ ((Γ2Kg,1)/(Γ
3Kg,1))⊗Q −→ 0
where the first map is the coproduct on the rational homology and the second one is the Lie
bracket
[ · , · ] : ∧2H1(Kg,1) = ∧
2((Γ1Kg,1)/(Γ
2Kg,1)) −→ (Γ
2Kg,1)/(Γ
3Kg,1).
Since Γ2Kg,1 ⊂Mg,1[5] and Γ3Kg,1 ⊂Mg,1[7], we have a natural map
i : (Γ2Kg,1)/(Γ
3Kg,1) −→Mg,1[5]/Mg,1[6].
By considering the fact that τg,1 : {Mg,1[k + 1]/Mg,1[k + 2]}k≥1 → Im τg,1 ⊂ hg,1 is a Lie
algebra homomorphism as mentioned in Section 2.2, we have the commutative diagram
∧2H1(Kg,1)
[·,·]
−−−→ (Γ2Kg,1)/(Γ
3Kg,1)
i
−−−→ Mg,1[5]/Mg,1[6]
∧2τg,1(2)
y ∼=yτg,1(4)
∧2 Im τg,1(2)
[·,·]
−−−→ Im τg,1(4) Im τg,1(4).
Consequently, we obtain the commutative diagram
H2(Kg,1;Q) −−−→ ∧
2H1(Kg,1;Q)
[·,·]
−−−→ ((Γ2Kg,1)/(Γ
3Kg,1))⊗Q
τg,1(2)∗
y ∧2τQg,1(2)y yτQg,1(4)◦i
H2(Im τg,1(2);Q)
∼=
−−−→ ∧2 Im τQg,1(2)
[·,·]
−−−→ Im τQg,1(4)
whose upper row is exact. Hence we can find some summands in the cokernel of τg,1(2)∗ :
H2(Kg,1;Q)→ H2(Im τg,1(2);Q) by observing the image of
[ · , · ] : ∧2 Im τQg,1(2) −→ Im τ
Q
g,1(4).
Remark 4.3. It is not known whether H1(Kg,1;Q) is finite dimensional or not. If it is finite
dimensional, we could use Sullivan’s exact sequence [26] in the above argument as in Pettet’s
one [23, Section 3.2].
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Lemma 4.4. For g ≥ 4, the image of the Lie bracket [·, ·] : ∧2 Im τQg,1(2)→ Im τQg,1(4) contains
[42] + [313] + 2[31] + [23] + [212] + 2[2].
Hence, these summands are contained in the kernel of the cup product map.
Proof. We prove this by direct computations.
[42] : Consider v[22] = TH(a1, a2, a1, a2) ∈ [22] and 12V2(v[22]) = T
H(a1, b2, a1, a2) ∈ [2
2].
Then
[TH(a1, a2, a1, a2), T
H(a1, b2, a1, a2)] = 2T (a1, a2, a1, a1, a2, a1),
where we put
a
b c d
T (a, b, c, d, e, f) := ∈ hQg,1(4).
e
f
Then we have
p
(1,2)(3,4)(5)(6)
6 ◦ ι6(2T (a1, a2, a1, a1, a2, a1)) = −60(a1 ∧ a2)⊗ (a1 ∧ a2)⊗ a1 ⊗ a1.
This is the highest weight vector of [42], so that [42] is contained in Im[·, ·] for g ≥ 2.
[313] : Consider TH(a1, b2, a1, a2), TH(a1, a2, a3, a4) ∈ [22]. Then
[TH(a1, b2, a1, a2), T
H(a1, a2, a3, a4)] = T (a1, a2, a1, a1, a4, a3)
Applying p(1,2,3,4)(5)(6)6 ◦ ι6, we have
−12(a1 ∧ a2 ∧ a3 ∧ a4)⊗ a1 ⊗ a1.
This is the highest weight vector of [313], so that [313] is contained in Im[·, ·] for g ≥ 4.
[23] : Consider TH(a3, a2, a3, a2) ∈ [22]. Then
[TH(a3, a2, a3, a2), T
H(a1, b2, a1, a2)] = 2T (a3, a2, a3, a1, a2, a1)
Applying p(1,2,3)(4,5,6)6 ◦ ι6, we have
−72(a1 ∧ a2 ∧ a3)⊗ (a1 ∧ a2 ∧ a3).
This is the highest weight vector of [23], so that [23] is contained in Im[·, ·] for g ≥ 3.
[31] : Consider the vectors TH(a1, a2, b3, a2), TH(a1, b2, a1, a3), TH(a3, a2, a3, a2) ∈ [22] and
TH(a1, b1, a1, b2) ∈ [2
2] + [12]. Then we have
ξ1 : = [T
H(a1, a2, b3, a2), T
H(a1, b2, a1, a3)]
= T (a1, a2, b3, a1, a3, a1) + T (b3, a2, a1, a1, a3, a1) + T (a1, a2, a2, a1, b2, a1),
ξ2 : =
1
2
[TH(a1, a2, a1, a2), T
H(a1, b1, a1, b2)]
= T (a2, a1, a2, a1, b2, a1) + T (a1, b1, a1, a1, a2, a1)
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and
ξ1 ξ2
p
(1,2)(3)(4)
4 ◦ C
(1,2)
6 ◦ ι6 0 −12(a1 ∧ a2)⊗ a1 ⊗ a1
p
(1,2)(3)(4)
4 ◦ C
(1,3)
6 ◦ ι6 4(a1 ∧ a2)⊗ a1 ⊗ a1 −4(a1 ∧ a2)⊗ a1 ⊗ a1
Note that ξ1 are defined for g ≥ 3 and ξ2 are for g ≥ 2. From the table, we see that Im[·, ·]
contains [31] for g = 2, and 2[31] for g ≥ 3.
[2] : Consider the vectors 1
4
V1V
2
2 (v[22]) = T
H(a1, b2, b1, b2) ∈ [2
2] and TH(a1, b1, a1, b2),
TH(a1, a2, a1, b1) ∈ [2
2] + [12]. Then we have
ξ1 : =
1
2
[TH(a1, a2, a1, a2), T
H(a1, b2, b1, b2)]
= T (a1, b2, b2, a2, a2, a1) + T (a1, a2, a1, a1, b2, b1) + T (a1, b2, b1, a1, a2, a1),
ξ2 : = [T
H(a1, b1, a1, b2), T
H(a1, a2, a1, b1)]
= T (b2, a1, b1, a1, a2, a1) + T (b1, a1, b2, a1, a2, a1) + T (a1, a2, b1, a1, b2, a1)
+ T (a1, b1, a2, a1, b2, a1) + T (b1, a1, a1, a1, b1, a1)
and
ξ1 ξ2
C
(1,2)
4 ◦ C
(1,2)
6 ◦ ι6 0 18a1 ⊗ a1
C
(1,3)
4 ◦ C
(1,2)
6 ◦ ι6 6a1 ⊗ a1 −6a1 ⊗ a1
C
(1,2)
4 ◦ C
(1,3)
6 ◦ ι6 −6a1 ⊗ a1 6a1 ⊗ a1
Note that ξ1, ξ2 are defined for g ≥ 2. From the table, we see that Im[·, ·] contains 2[2] for g ≥ 2.
[212] : Consider Φ2(a3 ∧ b2) =
∑g
i=1 T
H(a3, b2, ai, bi) ∈ [1
2]. Then we have
1
2
[
TH(a1, a2, a1, a2),
g∑
i=1
TH(a3, b2, ai, bi)
]
=
g∑
i=1
T (a1, a2, a1, a3, bi, ai) + T (a3, b2, a2, a1, a2, a1) + T (a2, a1, a2, a1, b2, a3).
Applying p(1,2,3)(4)4 ◦ C
(1,2)
6 ◦ ι6, we have
6g(a1 ∧ a2 ∧ a3)⊗ a1.
This is the highest weight vector of [212], so that [212] is contained in Im[·, ·] for g ≥ 3. 
4.3. An upper bound of the kernel. We can detect summands in Im(∪ : ∧2([22]+[12]+[0])→
H2(Kg,1;Q)) by observing the dual
τg,1(2)∗ : H2(Kg,1;Q) −→ ∧
2([22] + [12] + [0]) = H2(hg,1(2);Q).
For each pair (ϕ, ψ) of elements of Kg,1 which are commutative, we have a homomorphism
f : Z2 → Kg,1 sending the standard generators of Z2 to ϕ and ψ. Then we can construct an
element of H2(Kg,1;Q) by considering the image of the generator of 1 ∈ Q ∼= H2(Z2;Q) by
f∗. Such a class is called an abelian cycle. The following is easily proved (see [24, Section 2]).
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Lemma 4.5. Let A be a finitely generated free abelian group and f : Z2 → A be a group
homomorphism. Then the image of the generator 1 ∈ Q ∼= H2(Z2;Q) by f∗ is
f(e1) ∧ f(e2) ∈ ∧
2(A⊗Q) ∼= H2(A;Q),
where e1, e2 are the standard generators of Z2
In our computation, we use this lemma for the image of each abelian cycle ofKg,1 by τg,1(2)∗.
Lemma 4.6. For g ≥ 4, Im(τg,1(2)∗ : H2(Kg,1;Q)→ H2(hg,1(2);Q)) contains
[431] + [3221] + 2[321] + 2[212] + [32] + [2212] + 2[22] + 2[12].
Hence, these summands are not contained in the kernel of the cup product map.
Proof. We first show that the following elements
w1 := T
H(a1, b1, a1, b1) ∧ T
H(a2, b2, a2, b2)
w2 := T
H(a1, b1, a1, b1) ∧ T
H(a3, b3, a3, b3)
w3 := T
H(a1, b1, a1, b1) ∧ T
H(a1, b1, a2, b2)
are contained in Im(τg,1(2)∗ : H2(Kg,1;Q) → H2(hg,1(2);Q)). Indeed, the first two are easily
obtained from Proposition 3.1. As for the last one, consider the abelian cycle corresponding to
the pair of the elements ψ1, ψ2 ∈ Kg,1 in Section 2.2. It is mapped by τg,1(2)∗ to
1
4
TH(a1, b1, a1, b1) ∧
2∑
i,j=1
TH(ai, bi, aj, bj)
=
1
2
TH(a1, b1, a1, b1) ∧ T
H(a1, b1, a2, b2) +
1
4
TH(a1, b1, a1, b1) ∧ T
H(a2, b2, a2, b2),
and our claim follows from this.
We decompose w1, w2, w3 to each summands. We define a map
ι : ∧2hQg,1(2)
∧2ι4
→֒ ∧2(H⊗4Q ) →֒ H
⊗8
Q
where the second inclusion sends X ∧ Y to X ⊗ Y − Y ⊗X for X, Y ∈ H⊗4Q .
[431] : Consider w1 = TH(a1, b1, a1, b1) ∧ TH(a2, b2, a2, b2). Then we have
w1
X2,3
7−→ −2TH(a1, b1, a1, b1) ∧ T
H(a2, b2, a2, b2)
X41,2
7−→ −48TH(a1, b2, a1, b2) ∧ T
H(a1, b3, a1, b2)
U327−→ −288TH(a1, a2, a1, a2) ∧ T
H(a1, b3, a1, a2)
U37−→ −288TH(a1, a2, a1, a2) ∧ T
H(a1, a3, a1, a2).
By p(1,2,5)(4,3)(6,7)(8)8 ◦ ι, the last term is mapped to
20736(a1 ∧ a2 ∧ a3)⊗ (a1 ∧ a2)⊗ (a1 ∧ a2)⊗ a1,
which is the highest weight vector of [431], so that [431] is contained in Im τg,1(2)∗ for g ≥ 3.
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[3221] : We have
p
(1,2,5,6)(3,4,7)(8)
8 ◦ ι(U4X2,4U2U
2
3X1,2X
2
1,3w1)
= p
(1,2,5,6)(3,4,7)(8)
8 ◦ ι(−8T
H(a1, a3, a1, a3) ∧ T
H(a1, a2, a2, a4))
= 576(a1 ∧ a2 ∧ a3 ∧ a4)⊗ (a1 ∧ a2 ∧ a3)⊗ a1,
which is the highest weight vector of [3221], so that [3221] is contained in Im τg,1(2)∗ for g ≥ 4.
[321] : Consider w1 = TH(a1, b1, a1, b1) ∧ TH(a2, b2, a2, b2) and w3 = TH(a1, b1, a1, b1) ∧
TH(a1, b1, a2, b2). Then we have
w1
U2U
2
3X1,2X
2
1,3
7−→ 8TH(a1, a3, a1, a3) ∧ T
H(a1, a2, a2, b2)
7−→ 8TH(a1, a2, a1, a2) ∧ T
H(a1, a3, a3, b3) =: ξ1,
where the second map is applying the element of Sp(2g,Q) which acts on HQ by
ai 7→

a3 (i = 2)
a2 (i = 3)
ai (i 6= 2, 3)
, bi 7→

b3 (i = 2)
b2 (i = 3)
bi (i 6= 2, 3)
,
and we denote it by (a2 ↔ a3, b2 ↔ b3) ∈ Sp(2g,Q), for short. We also have
w3
U2U
2
3X1,2X
2
1,3
7−→ −4TH(a1, a3, a1, a3) ∧ T
H(a1, a2, a2, b2) + 4T
H(a1, a3, a1, a3) ∧ T
H(a1, b1, a1, a2)
− 8TH(a1, a3, a1, a2) ∧ T
H(a1, a3, a2, b2) + 8T
H(a1, a3, a1, b1) ∧ T
H(a1, a3, a1, a2)
(a2↔a3,b2↔b3)
7−→ −4TH(a1, a2, a1, a2) ∧ T
H(a1, a3, a3, b3) + 4T
H(a1, a2, a1, a2) ∧ T
H(a1, b1, a1, a3)
− 8TH(a1, a2, a1, a3) ∧ T
H(a1, a2, a3, b3) + 8T
H(a1, a2, a1, b1) ∧ T
H(a1, a2, a1, a3)
=: ξ2,
and
ξ1 ξ2
p
(1,2,3)(4,5)(6)
6 ◦ C
(1,2)
8 ◦ ι 288(a1 ∧ a2 ∧ a3)⊗ (a1 ∧ a2)⊗ a1 240(a1 ∧ a2 ∧ a3)⊗ (a1 ∧ a2)⊗ a1
p
(1,2,4)(3,5)(6)
6 ◦ C
(1,7)
8 ◦ ι 0 120(a1 ∧ a2 ∧ a3)⊗ (a1 ∧ a2)⊗ a1
Note that ξ1, ξ2 are defined for g ≥ 3. From the table, we see that Im τg,1(2)∗ contains 2[321]
for g ≥ 3.
[212] : Consider w1 and w3. Then we have
w1
U2U3X1,2X1,3
7−→ 2TH(a1, a2, a1, a3) ∧ T
H(a2, b2, a2, b2)− 4T
H(a1, b1, a1, a3) ∧ T
H(a1, a2, a2, b2)
=: ξ1,
w3
U2U3X1,2X1,3
7−→ 2TH(a1, a2, a1, a3) ∧ T
H(a1, b1, a2, b2) + 2T
H(a1, b1, a1, a3) ∧ T
H(a1, a2, a2, b2)
− 2TH(a1, b1, a1, a3) ∧ T
H(a1, b1, a1, a2) + 2T
H(a1, b1, a1, a2) ∧ T
H(a1, a3, a2, b2)
− TH(a1, b1, a1, b1) ∧ T
H(a1, a3, a1, a2)
=: ξ2,
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and
ξ1 ξ2
p
(1,2,3)(4)
4 ◦ C
(5,6)
6 ◦ C
(1,2)
8 ◦ ι −144(a1 ∧ a2 ∧ a3)⊗ a1 −48(a1 ∧ a2 ∧ a3)⊗ a1
p
(1,2,3)(4)
4 ◦ C
(3,5)
6 ◦ C
(1,7)
8 ◦ ι 0 24(a1 ∧ a2 ∧ a3)⊗ a1
Note that ξ1, ξ2 are defined for g ≥ 3. From the table, we see that Im τg,1(2)∗ contains 2[212]
for g ≥ 3.
[32] : We have
w1
U32X
3
1,2
7−→ −72TH(a1, a2, a1, b1) ∧ T
H(a1, a2, a1, a2) + 72T
H(a1, a2, a1, a2) ∧ T
H(a1, a2, a2, b2)
Applying p(1,2)(3,4)(5,6)6 ◦ C
(1,2)
8 ◦ ι, we obtain
−10368(a1 ∧ a2)⊗ (a1 ∧ a2)⊗ (a1 ∧ a2).
Hence Im τg,1(2)∗ contains [32] for g ≥ 2.
[2212] : We have
w1
U3X1,3U4X2,4U3X1,3
7−→ −4TH(a1, a3, a1, a3) ∧ T
H(a2, b2, a2, a4)
(a2↔a3,b2↔b3)
7−→ −4TH(a1, a2, a1, a2) ∧ T
H(a3, b3, a3, a4)
p
(1,2,3,4)(5,6)
6 ◦C
(1,2)
8 ◦ι7−→ 288(a1 ∧ a2 ∧ a3 ∧ a4)⊗ (a1 ∧ a2).
Hence Im τg,1(2)∗ contains [2212] for g ≥ 4.
[22] : We have
w2
U22X
2
1,2
7−→ 4TH(a1, a2, a1, a2) ∧ T
H(a3, b3, a3, b3) =: ξ1,
w3
U22X
2
1,2
7−→ 4TH(a1, a2, a1, a2) ∧ T
H(a1, b1, a2, b2) + 8T
H(a1, b1, a1, a2) ∧ T
H(a1, a2, a2, b2)
− 4TH(a1, b1, a1, b1) ∧ T
H(a1, a2, a1, a2)
=: ξ2,
and
ξ1 ξ2
p
(1,2)(3,4)
4 ◦ C
(1,2)
6 ◦ C
(1,2)
8 ◦ ι −576(a1 ∧ a2)⊗ (a1 ∧ a2) −960(a1 ∧ a2)⊗ (a1 ∧ a2)
p
(1,2)(3,4)
4 ◦ C
(1,2)
6 ◦ C
(1,6)
8 ◦ ι 0 −240(a1 ∧ a2)⊗ (a1 ∧ a2)
Note that ξ1 are defined for g ≥ 3, and ξ2 for g ≥ 2. From the table, we see that Im τg,1(2)∗
contains [22] for g = 2, and 2[22] for g ≥ 3.
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[12] : We have
w1
U2X1,2
7−→ −2TH(a1, b1, a1, a2) ∧ T
H(a2, b2, a2, b2) + 2T
H(a1, b1, a1, b1) ∧ T
H(a1, a2, a2, b2)
=: ξ1,
w3
U2X1,2
7−→ −2TH(a1, b1, a1, a2) ∧ T
H(a1, b1, a2, b2)− T
H(a1, b1, a1, b1) ∧ T
H(a1, a2, a2, b2)
+ TH(a1, b1, a1, b1) ∧ T
H(a1, b1, a1, a2)
=: ξ2,
and
ξ1 ξ2
p
(1,2)
2 ◦ C
(1,2)
4 ◦ C
(1,2)
6 ◦ C
(1,2)
8 ◦ ι 288a1 ∧ a2 96a1 ∧ a2
p
(1,2)
2 ◦ C
(1,2)
4 ◦ C
(1,2)
6 ◦ C
(1,5)
8 ◦ ι 0 −48a1 ∧ a2
Note that ξ1, ξ2 are defined for g ≥ 3. From the table, we see that Im τg,1(2)∗ contains 2[12] for
g ≥ 2. 
From the above arguments, Theorem 4.2 follows.
4.4. Statement forKg,∗. As seen in Section 2.4, we have Im τQg,∗(2) = hQg,∗(2) ∼= [22]+ [12], so
that an injection [22] + [12] →֒ H1(Kg,∗;Q) is obtained. We now consider the cup product map
∪ : ∧2([22] + [12]) −→ H2(Kg,∗;Q).
Note that
∧2([22] + [12]) ∼= ∧2 [22] + [22]⊗ [12] + ∧2[12]
∼= ([431] + [42] + [3221] + [321] + [313] + [31] + [23] + [212] + [2])
+ ([321] + [31] + [212] + [32] + [2212] + [22] + [12]) + ([212] + [2]).
Theorem 4.7. For g ≥ 4, the kernel of the cup product map ∪ : ∧2([22] + [12])→ H2(Kg,∗;Q)
is
[42] + [313] + 2[31] + [23] + [212] + 2[2],
which is, as an Sp(2g,Q)-vector space, isomorphic to Im τQg,1(4) ∼= Im τQg,∗(4).
Proof. Since Ker(∧2hQg,1(2) → ∧2hQg,∗(2)) = 1[22] + 1[12], only we have to do is to observe
the summands [22] and [12]. In the last subsection, we have proved that Im τg,1(2)∗ contains
2[22] + 2[12]. Therefore Im τg,∗(2)∗ certainly contains 1[22] + 1[12], and this completes the
proof. 
5. COMPUTATION FOR THE CASE OF A CLOSED SURFACE
5.1. Statement for Kg. As seen in Section 2.4, we have Im τQg (2) = hQg (2) ∼= [22], so that an
injection [22] →֒ H1(Kg;Q) is obtained. We now consider the cup product map
∪ : ∧2[22] −→ H2(Kg;Q).
Note that ∧2[22] ∼= [431] + [42] + [3221] + [321] + [313] + [31] + [23] + [212] + [2].
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Theorem 5.1. For g ≥ 4, the kernel of the cup product map ∪ : ∧2[22]→ H2(Kg;Q) is
[42] + [313] + [31] + [23] + [2],
which is, as an Sp(2g,Q)-vector space, isomorphic to Im τQg (4).
This theorem follows from the arguments in the next two subsections.
5.2. A lower bound of the kernel. By an argument similar to that in Section 4.2, we can find
some summands in ∧2[22] which vanish in H2(Kg;Q) by showing the following.
Lemma 5.2. For g ≥ 4, the image of the Lie bracket [·, ·] : ∧2 Im τQg (2)→ Im τQg (4) contains
[42] + [313] + [31] + [23] + [2].
Proof. In the previous section, we have proved that
Im([·, ·] : ∧2 Im τQg,1(2)→ Im τ
Q
g,1(4)) = [42] + [31
3] + 2[31] + [23] + [212] + 2[2] ⊂ hQg,1(4).
On the other hand, Ker(hQg,1(4) → hQg (4)) = [31] + [212] + 2[2]. Hence at least [42] + [313] +
[31]+[23] is contained in Im[·, ·] ⊂ Im τQg (4). We now show that [2] is also contained in Im[·, ·].
The multiplicity of [2] in hQg,1(4) is 3. We now prepare the following three vectors in h
Q
g,1(4):
χ1 :=
1
2
[TH(a1, a2, a1, a2), T
H(a1, b2, b1, b2)],
χ2 :=
1
g − 1
Φ4
(
g∑
i=1
[[ai, a1], [bi, a1]]
)
,
χ3 :=
1
g − 1
[θ1, θ2]
where
θ1 :=
g∑
i=1
a1
ai a1 bi a1
∈ hQg,1(1).θ2 :=
g∑
j=1
bjaj
b1
∈ hQg,1(3),
Note that χ2, χ3 ∈ Ker(hQg,1(4)→ hQg (4)). Indeed the commutative diagram
LQg,1(4)
Φ4−−−→ hQg,1(4)y y
0 −−−→ LQg (4)
Ψ4−−−→ hQg,∗(4) −−−→ h
Q
g (4) −−−→ 0,
whose bottom row is exact, showsχ2 ∈ Ker(hQg,1(4)→ hQg (4)). Also, θ2 ∈ [1] = Ker(h
Q
g,1(1)→
hQg (1)) ⊂ h
Q
g,1(1) and the fact that the map h
Q
g,1 → h
Q
g preserves brackets show χ3 ∈ Ker(h
Q
g,1(4)
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→ hQg (4)). By direct calculations, we have
χ1 χ2 χ3
C
(1,2)
4 ◦ C
(1,2)
6 ◦ ι6 0 2a1 ⊗ a1 (−8g − 2)a1 ⊗ a1
C
(1,3)
4 ◦ C
(1,2)
6 ◦ ι6 6a1 ⊗ a1 (4g − 2)a1 ⊗ a1 (12g − 2)a1 ⊗ a1
C
(1,2)
4 ◦ C
(1,3)
6 ◦ ι6 −6a1 ⊗ a1 −2a1 ⊗ a1 −10a1 ⊗ a1
and from this we observe that χ1, χ2, χ3 generate 3[2] in hQg,1(4).
Combining the above, we see that χ1 survives in Im τQg (4) ⊂ hQg (4). 
5.3. An upper bound of the kernel. As in Section 4.3, we can find summands in ∧2[22] which
survive in H2(Kg;Q) by showing the following.
Lemma 5.3. For g ≥ 4, Im(τg(2)∗ : H2(Kg;Q)→ H2(hg(2);Q)) contains
[431] + [3221] + [321] + [212].
Proof. In the previous section, we have proved that
Im(τg,1(2)∗ : H2(Kg,1;Q)→ H2(hg,1(2);Q)) ⊃ [431] + [32
21] + 2[321] + 2[212].
On the other hand, we have
Ker(H2(hg,1(2);Q)→ H2(hg(2);Q))
= Ker(∧2hQg,1(2)→ ∧
2hQg (2))
= [22]⊗ [12] + ∧2[12] + [22]⊗ [0] + [12]⊗ [0]
= ([321] + [31] + [212] + [32] + [2212] + [22] + [12]) + ([212] + [2]) + [22] + [12].
Hence at least [431]+[3221] is contained in Im τg(2)∗. [321] is also contained in Im τg(2)∗, since
the multiplicity of [321] in ∧2hQg,1(2) is 2 in which that in Ker(H2(hg,1(2);Q)→ H2(hg(2);Q))
is 1. We now show that [212] is certainly contained in Im τg(2)∗.
By Proposition 3.1, the projection ∧2hQg,1(2)→ ∧2hQg (2) maps TH(a1, b1, a1, b1)∧TH(a2, b2,
a2, b2) ∈ Im τg,1(2)∗ to{
TH(a1, b1, a1, b1)−
3
g + 1
Φ2(a1 ∧ b1) +
3
(2g + 1)(g + 1)
Φ2(ω0)
}
∧
{
TH(a2, b2, a2, b2)−
3
g + 1
Φ2(a2 ∧ b2) +
3
(2g + 1)(g + 1)
Φ2(ω0)
}
= TH(a1, b1, a1, b1) ∧ T
H(a2, b2, a2, b2)
−
3
g + 1
{
(TH(a1, b1, a1, b1) ∧ Φ2(a2 ∧ b2) + Φ2(a1 ∧ b1) ∧ T
H(a2, b2, a2, b2)
}
+
9
(g + 1)2
Φ2(a1 ∧ b1) ∧ Φ2(a2 ∧ b2)
+ (the other summands),
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where the terms after the third are contained in [22] ⊗ [0] + [12] ⊗ [0], and do not contribute to
[212]. Then we have
TH(a1, b1,a1, b1) ∧ T
H(a2, b2, a2, b2)
U2U3X1,2X1,3
7−→ 2TH(a1, a2, a1, a3) ∧ T
H(a2, b2, a2, b2)
− 4TH(a1, b1, a1, a3) ∧ T
H(a1, a2, a2, b2)
p
(1,2,3)(4)
4 ◦C
(3,5)
6 ◦C
(1,7)
8 ◦ι7−→ 0,
−
3
g + 1
{TH(a1, b1, a1, b1) ∧ Φ2(a2 ∧ b2) + Φ2(a1 ∧ b1) ∧ T
H(a2, b2, a2, b2)}
= −
3
g + 1
g∑
i=1
{
TH(a1, b1, a1, b1) ∧ T
H(a2, b2, ai, bi)
+TH(a1, b1, ai, bi) ∧ T
H(a2, b2, a2, b2)
}
U2U3X1,2X1,3
7−→ −
6
g + 1
g∑
i=1

TH(a1, a2, a1, a3) ∧ T
H(a2, b2, ai, bi)
−TH(a1, b1, a1, a3) ∧ T
H(a1, a2, ai, bi)
−TH(a1, a3, ai, bi) ∧ T
H(a1, a2, a2, b2)

p
(1,2,3)(4)
4 ◦C
(3,5)
6 ◦C
(1,7)
8 ◦ι7−→ −
144
g + 1
(a1 ∧ a2 ∧ a3)⊗ a1
and
9
(g + 1)2
Φ2(a1 ∧ b1) ∧ Φ2(a2 ∧ b2)
X1,2X1,3
7−→ 0.
Therefore [212] is contained in Im τg(2)∗ for g ≥ 3. 
From the above arguments, Theorem 5.1 follows.
Remark 5.4. Brendle-Farb [6] studied H2(Kg,1;Z) by using the Birman-Craggs-Johnson ho-
momorphism and its integral lift by Morita [18], and showed that the rank of H2(Kg,1;Z) is at
least 16g4+O(g3). From our computation, we can give a sharper estimate. Indeed the summand
[3221] ⊂ ∧2[22] survives in H2(Kg,1;Q), H2(Kg,∗;Q) and H2(Kg;Q). The dimension of this
summand is
1
36
(g − 3)(g − 2)(g − 1)(g + 2)(2g − 1)(2g + 1)2(2g + 3).
However it seems that we should not compare these results by simply seeing their orders with
respect to g, since the classes detected in [6] come from a different context from ours.
6. THE CASES OF g = 2, 3
We state the corresponding theorems for the cases of g = 2, 3. Note that we have already
proved them in the argument of the previous sections.
THE SECOND RATIONAL COHOMOLOGY OF THE JOHNSON KERNEL 21
6.1. The case of g = 2.
Lemma 6.1. For g = 2, the irreducible decompositions of ∧2[22], [22]⊗ [12], ∧2[12], [22]⊗ [0]
and [12]⊗ [0] are given by the following table.
∧2[22] [22]⊗ [12] ∧2[12] [22]⊗ [0] [12]⊗ [0]
[42] 1
[31] 1
[2] 1 1
[32] 1
[22] 1
[12] 1 1
Table 2. Irreducible decompositions of Sp(4,Q)-modules
Theorem 6.2. For g = 2, we have
Ker(∪ : ∧2([22] + [12] + [0])→ H2(K2,1;Q)) = [42] + [31] + 2[2],
Ker(∪ : ∧2([22] + [12])→ H2(K2,∗;Q)) = [42] + [31] + 2[2],
Ker(∪ : ∧2[22]→ H2(K2;Q)) = [42] + [2].
Since K2 is a free group [17], the third equality is trivial.
6.2. The case of g = 3.
Lemma 6.3. For g = 3, the irreducible decompositions of ∧2[22], [22]⊗ [12], ∧2[12], [22]⊗ [0]
and [12]⊗ [0] are given by the following table.
∧2[22] [22]⊗ [12] ∧2[12] [22]⊗ [0] [12]⊗ [0]
[431] 1
[42] 1
[321] 1 1
[31] 1 1
[23] 1
[212] 1 1 1
[2] 1 1
[32] 1
[22] 1 1
[12] 1 1
Table 3. Irreducible decompositions of Sp(6,Q)-modules
Theorem 6.4. For g = 3, we have
Ker(∪ : ∧2([22] + [12] + [0])→ H2(K3,1;Q)) = [42] + 2[31] + [2
3] + [212] + 2[2],
Ker(∪ : ∧2([22] + [12])→ H2(K3,∗;Q)) = [42] + 2[31] + [2
3] + [212] + 2[2],
Ker(∪ : ∧2[22]→ H2(K3;Q)) = [42] + [31] + [2
3] + [2].
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7. APPENDIX
The following is a simple MATHEMATICA program which helps us to calculate the inclu-
sion ιk : LQg,1(k) →֒ H⊗kQ , the projections pσk and the contractions C(i,j)k .
tens[]:=1
tens[x___,c_ y_,z___]:=
c*tens[x, y,z]/;NumberQ[c]
tens[x___,c_,z___]:=
c*tens[x,z]/;NumberQ[c]
tens[x___,c_ +y_,z___]:=
tens[x, c,z]+tens[x,y,z]
SetAttributes[tens,Flat]
brac[x_,y_]:=tens[x,y]-tens[y,x]
tree[a_,b_,c_,d_,e_,f_]:=
Expand[tens[a,brac[brac[brac[brac[f,e],d],c],b]]-
tens[b,brac[brac[brac[brac[f,e],d],c],a]]-
tens[c,brac[brac[brac[f,e],d],brac[b,a]]]-
tens[d,brac[brac[brac[b,a],c],brac[f,e]]]+
tens[e,brac[brac[brac[brac[b,a],c],d],f]]-
tens[f,brac[brac[brac[brac[b,a],c],d],e]]]
Ht[a_,b_,c_,d_]:=
Expand[tens[a,brac[b,brac[c,d]]]+tens[b,brac[brac[c,d],a]]+
tens[c,brac[d,brac[a,b]]]+tens[d,brac[brac[a,b],c]]]
genusNo[x_]:=
If[StringTake[ToString[x],{1}]=="a",
ToExpression[
StringDrop[ToString[x],1]],-ToExpression[StringDrop[ToString[x],1]]]
contract[a_,b_]:=
If[genusNo[a]+genusNo[b]\[Equal]0,
If[genusNo[a]>0,1,-1],0]
basisRecover[x_]:=
If[x>0,ToExpression[ToString[SequenceForm["a",x]]],
ToExpression[ToString[SequenceForm["b",-x]]]]
Wedge[]:=1
Wedge[x___,c_ y_,z___]:=
c*Wedge[x, y,z]/;NumberQ[c]
Wedge[x___,c_,z___]:=
c*Wedge[x,z]/;NumberQ[c]
Wedge[x___,c_ +y_,z___]:=
Wedge[x, c,z]+Wedge[x,y,z]
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Wedge[x___,c_,y___,c_,z___]:=0
Wedge[x___,c_,y___,d_,z___]:=
-Wedge[x,d,y,c,z]/;compare[genusNo[c],genusNo[d]]\[Equal]1
SetAttributes[Wedge,Flat]
SetAttributes[genusNo,Listable]
compare[x_,y_]:=
Which[x\[Equal]1/3,0,
y\[Equal]1/3,0,
Abs[x]>Abs[y],1,
Abs[x]<Abs[y],0,
x<y,1]
In this program, tens means ⊗, Wedge means ∧, the function tree[a_,b_,c_,d_,
e_,f_] makes T (a, b, c, d, e, f) in H⊗6Q , Ht[a_,b_,c_,d_] makes TH(a, b, c, d) in H⊗4Q .
The function brac[x_,y_] is the bracket operation. We now give a sample computation
using this program below. We calculate
p
(1,2)(3,4)
4 ◦ C
(1,2)
6 ◦ C
(1,2)
8 ◦ ι(4T
H(a1, a2, a1, a2) ∧ T
H(a3, b3, a3, b3))
of [22] in Section 4.3. We first input the above program.
In[21]:=
xsi1=4brac[Ht[a1,a2,a1,a2],Ht[a3,b3,a3,b3]];
In[22]:=
ClearAttributes[tens,Flat];
xsi1/.tens[a_,b_,c_,d_,e_,f_,g_,h_]:>
tens[contract[a,b],contract[c,d],Wedge[e,f],Wedge[g,h]]
SetAttributes[tens,Flat]
Out[23]=
-576 tens[a1\[Wedge]a2,a1\[Wedge]a2]
The output is −576(a1 ∧ a2)⊗ (a1 ∧ a2).
8. ACKNOWLEDGEMENT
The author would like to express his gratitude to Professor Shigeyuki Morita for his encour-
agement and helpful suggestions as well as allowing the author to access his result of computa-
tions [22]. The author also would like to thank the referee for useful comments and suggestions.
In particular, one of them corrects an insufficient point in the original argument given in Section
4.2. (See Remark 4.3.)
This research was supported by JSPS Research Fellowships for Young Scientists.
24 TAKUYA SAKASAI
REFERENCES
[1] T. Akita, Homological infiniteness of Torelli groups, Topology 40 (2001), 213–221
[2] M. Asada, M. Kaneko, On the automorphism group of some pro-l fundamental groups, Adv. Stud. Pure Math.
12 (1987), 137–159
[3] M. Asada, H. Nakamura, On graded quotient modules of mapping class groups of surfaces, Israel J. Math.
90 (1995), 93–113
[4] J. Birman, Braids, Links and Mapping Class Groups, Ann. of Math. Stud. 82, Princeton Univ. Press (1974)
[5] D. Biss, B. Farb, Kg is not finitely generated, Invent. Math. 163 (2006), 213–226
[6] T. Brendle, B. Farb, The Birman-Craggs-Johnson homomorphism and abelian cycles in the Torelli group, to
appear in Math. Ann.
[7] W. Fulton, J. Harris, Representation Theory, Graduate Texts in Mathematics 129, Springer-Verlag, 1991.
[8] S. Garoufalidis, J. Levine, Tree-level invariants of three-manifolds, Massey products and the Johnson homo-
morphism, Graphs and patterns in mathematics and theoretical physics, Proc. Sympos. Pure Math. 73 (2005),
173–205
[9] R. Hain, Infinitesimal presentations of the Torelli groups, J. Amer. Math. Soc. 10 (1997), 597–651
[10] D. Johnson, An abelian quotient of the mapping class group Ig , Math. Ann. 249 (1980), 225–242
[11] D. Johnson, A survey of the Torelli group, Contemp. Math. 20 (1983), 165–179
[12] D. Johnson, The structure of the Torelli group II: A characterization of the group generated by twists on
bounding curves, Topology 24 (1985), 113–126
[13] J. Labute, On the descending central series of groups with a single defining relation, J. Algebra 14 (1970),
16–23
[14] J. Levine, Homology cylinders: an enlargement of the mapping class group, Algebr. Geom. Topol. 1 (2001),
243–270
[15] J. Levine, Addendum and correction to: Homology cylinders: an enlargement of the mapping class group,
Algebr. Geom. Topol. 2 (2002), 1197–1204
[16] D. McCullough, A. Miller, The genus 2 Torelli group is not finitely generated, Topology Appl. 22 (1986),
43–49
[17] G. Mess, The Torelli groups for genus 2 and 3 surfaces, Topology 31 (1992), 775–790
[18] S. Morita, Casson’s invariant for homology 3-spheres and characteristic classes of surface bundles I, Topol-
ogy, 28 (1989), 305–323
[19] S. Morita, On the structure of the Torelli group and the Casson invariant, Topology, 30 (1991), 603–621
[20] S. Morita, Abelian quotients of subgroups of the mapping class group of surfaces, Duke Math. J. 70 (1993),
699–726
[21] S. Morita, Structure of the mapping class groups of surfaces: a survey and a prospect, Geometry and Topol-
ogy monographs 2, Proceedings of the Kirbyfest (1999), 349–406
[22] S. Morita, private communication
[23] A. Pettet, The Johnson homomorphism and the second cohomology of IAn, Algebr. Geom. Topol. 5 (2005),
725–740
[24] T. Sakasai, The Johnson homomorphism and the third rational cohomology group of the Torelli group, Topol-
ogy Appl. 148 (2005), 83–111
[25] J. Stallings, Homology and central series of groups, J. Algebra 2 (1965), 170–181
[26] D. Sullivan, On the intersection ring of compact three manifolds, Topology 14 (1975), 275–277
GRADUATE SCHOOL OF MATHEMATICAL SCIENCES, THE UNIVERSITY OF TOKYO, 3-8-1 KOMABA, MEGURO-
KU, TOKYO 153-8914, JAPAN
E-mail address: sakasai@ms.u-tokyo.ac.jp
