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Abstract We show that for every subset X of a closed surface M2 and
every x0 ∈ X , the natural homomorphism ϕ : π1(X, x0) → πˇ1(X, x0),
from the fundamental group to the first shape homotopy group, is injective.
In particular, if X ( M2 is a proper compact subset, then π1(X, x0) is
isomorphic to a subgroup of the limit of an inverse sequence of finitely
generated free groups; it is therefore locally free, fully residually free and
residually finite.
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1 Introduction
Understanding the fundamental group of a locally complicated space can be
a difficult endeavor. Indeed, it was shown only recently that the fundamental
group of the Sierpin´ski carpet is not isomorphic to a subgroup of the fun-
damental group of the Hawaiian Earrings [7]. Therefore, properties of such
groups are often deduced indirectly. For example, the natural homomorphism
ϕ : π1(X,x0) → πˇ1(X,x0), from the fundamental group of any 1-dimensional
(Hausdorff) compactum (X,x0) to its first shape homotopy group, has been
shown to be injective [8]. Consequently, the fundamental group of any
1-dimensional (metric) continuum is isomorphic to a subgroup of the limit of
an inverse sequence of finitely generated free groups; a fact already proved in
[6] and also in [1, Theorem 5.11]. Injectivity of the above homomorphism has
also been established for certain fractal-like trees of manifolds, which need not
be semilocally simply connected at any point [10].
In this article, we make this same approach available for all subsets of closed
surfaces. Our main result, Theorem 5, states that, for every subset X of a
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closed surface M2 and every x0 ∈ X , the naturally induced homomorphism
ϕ : π1(X,x0) → πˇ1(X,x0) is injective. In particular, if X ( M
2 is a proper
compact subset, then π1(X,x0) is isomorphic to a subgroup of the limit of an
inverse sequence of finitely generated free groups. Consequently, π1(X,x0) is
locally free, fully residually free and residually finite (Corollary 7).
Another helpful notion in studying fundamental groups of complicated spaces
is that of being homotopically Hausdorff, which was introduced in [1]. Proposi-
tion 8 below shows that if X is any space such that ϕ : π1(X,x0)→ πˇ1(X,x0)
is injective, then X is homotopically Hausdorff at x0 ; but the converse does not
hold, in general. Therefore, our main theorem improves upon [5, Theorem 3.4],
which states that every subset of the plane is homotopically Hausdorff at every
one of its points.
The structure of this article is as follows: Section 2 provides a brief review of the
definition of the first shape homotopy group. In Section 3, we then proceed to
prove the main theorem. Our proofs will use some special properties of subsets
of the plane, which are exported into Section 4. Among them are two crucial
tools from the thesis [19]: Theorem 15 and Theorem 17. Since these results are
central to our main theorem, we include a complete proof of Theorem 15 and
sketch a proof of Theorem 17 in the appendix.
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2 The first shape homotopy group
We recall the definition of the first shape homotopy group of a pointed separable
metric space (X,x0). For more details, see [15, Chapter II, §3.3, Chapter I,
§5.4, and Appendix 1, §3].
Consider the collection C of all pairs (U , ∗), where U is a locally finite open
cover of X , and ∗ ∈ U is a designated member with x0 ∈ ∗. Then C is nat-
urally directed by refinement. Denote by (N(U), ∗) a geometric realization of
the pointed nerve of U , that is, a geometric realization of the abstract sim-
plicial complex {∆ | ∅ 6= ∆ ⊆ U ,
⋂
U∈∆ U 6= ∅} with distinguished vertex ∗.
For every (U , ∗), (V, ∗) ∈ C such that (V, ∗) refines (U , ∗), choose a pointed
simplicial map pUV : (N(V), ∗) → (N(U), ∗) with the property that the vertex
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corresponding to an element V ∈ V gets mapped to a vertex corresponding
to an element U ∈ U with V ⊆ U . (Any assignment on the vertices which is
induced by the refinement property will extend linearly.) Then pUV is unique
up to pointed homotopy and we denote its pointed homotopy class by [pUV ].
For each (U , ∗) ∈ C choose a pointed map pU : (X,x0) → (N(U), ∗) such that
p−1U (St(U,N(U))) ⊆ U for all U ∈ U , where St(U,N(U)) denotes the open star
of the vertex of N(U) which corresponds to U . (For example, define pU based
on a partition of unity subordinated to U .) Again, such a map pU is unique up
to pointed homotopy and we denote its pointed homotopy class by [pU ]. Then
[pUV ◦ pV ] = [pU ]. The so-called (pointed) Cˇech expansion
(X,x0)
([pU ])
−→ ((N(U), ∗), [pUV ], C)
is an HPol∗ -expansion, so that we can define the first shape homotopy group
of X , based at x0 , by
πˇ1(X,x0) = lim
←−
(π1(N(U), ∗), pUV#, C).
Remark 1 In the event that X is compact, other HPol∗ -expansions are pos-
sible. For any inverse sequence
(X1, x1)
f1,2
←− (X2, x2)
f2,3
←− (X3, x3)
f3,4
←− · · ·
of pointed compact polyhedra such that
(X,x0) = lim
←−
((Xi, xi), fi,i+1),
the inverse limit projection
(X,x0)
(pi)
−→ ((Xi, xi), fi,i+1)
with pi = fi,i+1 ◦ pi+1 for all i, is also an HPol∗ -expansion. Therefore,
πˇ1(X,x0) = lim
←−
(
π1(X1, x1)
f1,2#
←− π1(X2, x2)
f2,3#
←− π1(X3, x3)
f3,4#
←− · · ·
)
.
For example, an admissible choice is any nested sequence X1 ⊇ X2 ⊇ · · ·
of compact polyhedra, whose intersection is X , where fi,i+1 is inclusion and
xi = x0 for all i. If, on the other hand, X is an arbitrary topological space, a
definition of πˇ1(X,x0) is based on normal coverings (U , ∗) of X , rather than
locally finite ones [15].
Since the maps pU induce homomorphisms pU# : π1(X,x0)→ π1(N(U), ∗) such
that pU# = pUV# ◦ pV# , whenever (V, ∗) refines (U , ∗), we obtain an induced
homomorphism
ϕ : π1(X,x0)→ πˇ1(X,x0)
given by ϕ([α]) = ([αU ]) where αU = pU ◦ α; or, in the compact case of
Remark 1, by ϕ([α]) = ([α1], [α2], [α3], . . .) where αi = pi ◦ α.
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3 The main theorem
We first establish our result for subsets of the plane:
Theorem 2 Let X ⊆ R2 be any subset and x0 ∈ X . Then the natural
homomorphism ϕ : π1(X,x0)→ πˇ1(X,x0) is injective.
Before we present the proof of Theorem 2, we would like to point out that it
fails for subsets of R3 ; even for Peano continua in R3 . This is illustrated in the
following example, which is taken from [20, Example 0.12] and based on [11,
pp. 185–186].
Example 3 Let H be the Hawaiian Earrings. That is, let H =
⋃∞
k=1Hk
where Hk = {(x, y) ∈ R
2 | x2+(y−1/k)2 = (1/k)2}. Denote by C the cone on
H , with distinguished point x0 = (0, 0) in its base H . Identify two identical
copies of C along their distinguished points within R3 , and call the resulting
space X . Then ϕ : π1(X,x0) → πˇ1(X,x0) is not injective. Indeed, a loop
α : (S1, ∗) → (X,x0) which runs through every circle of the two bases exactly
once, always alternating between the two copies of C , is not null-homotopic in
X , but null-homotopic in every compact polyhedral approximation of X in R3 .
Remark 4 It is well known that the natural homomorphism of Theorem 2
is typically not surjective, even for planar Peano continua. Indeed, such is
the case for the Hawaiian Earrings (H,x0) of Example 3. To see why, put
Xi = H1 ∪ H2 ∪ · · · ∪ Hi , let x0 = xi = (0, 0), and define fi,i+1 : Xi+1 → Xi
by fi,i+1(z) = x0 for z ∈ Hi+1 and fi,i+1(z) = z for z ∈ Xi+1 \ Hi+1 . Then
(H,x0) is the limit of the inverse sequence ((Xi, xi), fi,i+1). While this time
ϕ : π1(H,x0) → πˇ1(H,x0) is injective [8, Corollary 1.2], it is not surjective:
let li : (S
1, ∗) → (Hi, x0) be a fixed homeomorphism and, following an idea of
Griffiths [12, p. 185], consider for each i the element
gi = [l1][l1][l1]
−1[l1]
−1[l1][l2][l1]
−1[l2]
−1[l1][l3][l1]
−1[l3]
−1 · · · [l1][li][l1]
−1[li]
−1
of π1(Xi, xi). Then the sequence (gi) is an element of the group πˇ1(H,x0)
which is clearly not in the image of ϕ : π1(H,x0)→ πˇ1(H,x0).
Proof of Theorem 2 Let α : (S1, ∗) → (X,x0) be a map with the property
that [α] 6= 1 ∈ π1(X,x0). We wish to show that ϕ([α]) 6= 1 ∈ πˇ1(X,x0). To
this end, define
Y = α(S1) ∪
⋃
{U | U is a (path) component of R2 \ α(S1) with U ⊆ X}.
Algebraic & Geometric Topology, Volume 5 (2005)
Fundamental groups of subsets of surfaces inject into their shape groups 1659
We now apply the results of Section 4. By Lemma 12, Y is a Peano continuum.
Since x0 ∈ Y ⊆ X , we have [α] 6= 1 ∈ π1(Y, x0). Let L and (Li)i be as in Theo-
rem 15, applied to the planar Peano continuum Y with designated point x0 , and
arrange for zi 6∈ X for all i. Since the inclusion (Y, x0) →֒ (L, x0) is a pointed
homotopy equivalence, we have [α] 6= 1 ∈ π1(L, x0). By Theorem 17, there is
an n such that [α] 6= 1 ∈ π1(Ln, x0). Let {D1,D2, . . . ,Dn−1} be the closures of
the bounded components of R2\Ln . Then zi ∈ (int Di)\X for all 1 6 i 6 n−1.
Since [α] 6= 1 ∈ π1(Ln, x0), Lemma 13 implies that α is not null-homotopic in
R2 \ {z1, z2, . . . , zn−1}. Choose a finite open cover V of R
2 \ {z1, z2, . . . , zn−1},
such that pV# : π1(R
2\{z1, z2, . . . , zn−1}, x0)→ π1(N(V), ∗) is an isomorphism.
Define U = {V ∩ X | V ∈ V}. Then U is a finite open cover of X . Notice,
that N(U) is a subcomplex of N(V), and that the two maps pV |X : X → N(V)
and pU : X → N(U) ⊆ N(V) are homotopic as maps into N(V), because they
are contiguous. (That is, for every x ∈ X , pV(x) and pU (x) lie in a common
simplex of N(V).) If ϕ([α]) = 1 ∈ πˇ1(X,x0), then pU#([α]) = 1 ∈ π1(N(U), ∗).
This would imply that pV#([α]) = 1 ∈ π1(N(V), ∗), which is not the case.
Theorem 5 Let M2 be a closed surface and X ⊆ M2 any subset. Then
for every x0 ∈ X , the natural homomorphism ϕ : π1(X,x0) → πˇ1(X,x0) is
injective.
Proof We will argue by way of contradiction and assume, contrary to the
assertion, that there is a continuous function α : (S1, ∗) → (X,x0) with the
property that [α] 6= 1 ∈ π1(X,x0) and ϕ([α]) = 1 ∈ πˇ1(X,x0). Consider the
following commutative diagram of naturally induced homomorphisms:
π1(X,x0)
incl#
−→ π1(M
2, x0)
↓ 	 ↓
πˇ1(X,x0)
incl#
−→ πˇ1(M
2, x0)
Since the righthand vertical homomorphism is an isomorphism, we conclude
that [α] = 1 ∈ π1(M
2, x0) and X 6= M
2 . Replacing M2 , if necessary, we may
therefore assume that M2 has universal covering q : (R2, x˜0) → (M
2, x0) so
that α lifts to a map α˜ : (S1, ∗) → (R2, x˜0) with q ◦ α˜ = α. Let us define
X¯ = q−1(X). Then x˜0 ∈ X¯ ⊆ R
2 . Consider the natural homomorphism
ψ : π1(X¯, x˜0)→ πˇ1(X¯, x˜0).
We claim that ψ([α˜]) = 1 ∈ πˇ1(X¯, x˜0). To verify this, let U be any cover of X¯
by open sets of X¯ . Choose a sufficiently fine cover V of X¯ by open sets of X¯
such that (i) V refines U ; (ii) C = {q(V ) | V ∈ V} is a cover of X by open sets
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of X ; and (iii) there is a covering map q′ (when restricted to path components
of N(V)) in a commutative diagram:
X¯
pV−→ N(V)
α˜ր ↓q 	 ↓q
′
S1
α
−→ X
pC−→ N(C)
Since ϕ([α]) = 1 ∈ πˇ1(X,x0), we have pC#([α]) = 1 ∈ π1(N(C), ∗). Since pV ◦ α˜
is a lift of pC ◦α, we have pV#[α˜] = 1 ∈ π1(N(V), ∗). Hence, every open cover U
of X¯ is refined by an open cover V of X¯ such that pV#[α˜] = 1 ∈ π1(N(V), ∗).
Consequently, ψ([α˜]) = 1 ∈ πˇ1(X¯, x˜0), as claimed.
However, [α˜] 6= 1 ∈ π1(X¯, x˜0), because [α] 6= 1 ∈ π1(X,x0). This contradicts
Theorem 2.
Recall that a compact metric space of trivial shape is called cell-like. Recall
also that a compact metric space is cell-like if and only if it contracts within
every ANR that it is embedded in. Every cell-like subset X of a 2-dimensional
manifold M2 is cellular in M2 , that is, X has arbitrarily small neighborhoods
in M2 , which are homeomorphic to open disks. While the path components
of a cell-like planar continuum need not be contractible (e.g. for the Knaster
continuum), we record as a corollary to Theorem 5 the following “folklore” fact:
Corollary 6 If X is a cell-like subset of a 2-dimensional manifold M2 and
x0 ∈ X , then π1(X,x0) = 1.
Proof Since the first shape homotopy group of a cell-like space is trivial, this
follows directly from Theorem 5.
Recall that a group G is said to be locally free if each of its finitely generated
subgroups is free. A group G is called fully residually free if for every finite
subset {g1, g2, . . . , gn} ⊆ G \ {1} there is a homomorphism φ : G→ F to a free
group F such that φ(gi) 6= 1 for all i ∈ {1, 2, . . . , n}. Finally, G is said to be
residually finite if for every g ∈ G \ {1} there is a homomorphism φ : G → H
to a finite group H such that φ(g) 6= 1.
Some of the algebraic implications of Theorem 5 are collected in the following:
Corollary 7 Let X be a proper compact subset of a 2-dimensional manifold
M2 and x0 ∈ X . Then π1(X,x0) is isomorphic to a subgroup of the limit of
an inverse sequence of finitely generated free groups. In particular, π1(X,x0)
is locally free, fully residually free and residually finite.
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Proof Notice that we can express (X,x0) as the intersection of a nested se-
quence (Xi, x0) of compact 2-dimensional PL manifold neighborhoods of X in
M2 , with ∂Xi 6= ∅ for all i. Since each of the groups π1(Xi, x0) is finitely
generated and free, it follows from Theorem 5 and Remark 1 that π1(X,x0) is
isomorphic to a subgroup of the limit of an inverse sequence of finitely generated
free groups.
A proof of the fact that every finitely generated subgroup of the limit of an
inverse sequence of finitely generated free groups is free can be found in [6,
Theorem 1]. Using the projection maps of this inverse limit to its free terms,
we see that π1(X,x0) is fully residually free. The first proof of the fact that
free groups are residually finite was given by Schreier [3, p. 97]. (This proof can
also be found in [4, p. 11].) It follows that π1(X,x0) is residually finite, since
it is fully residually free.
Following [1, Definition 5.2], we call a space X homotopically Hausdorff at the
point x0 ∈ X , if for every g ∈ π1(X,x0) \ {1} there is an open set U ⊆ X
with x0 ∈ U such that there is no loop α : (S
1, ∗) → (U, x0) with [α] = g .
If X is homotopically Hausdorff at every one of its points, then X is said to
be homotopically Hausdorff. In [5, Theorem 3.4] it is shown that all planar
sets are homotopically Hausdorff. Theorem 5 above is a strengthening of this
statement, because we have the following:
Proposition 8 Let X be a topological space and x0 ∈ X . If the natural
homomorphism ϕ : π1(X,x0)→ πˇ1(X,x0) is injective, then X is homotopically
Hausdorff at x0 . However, the converse need not hold.
Proof An element g ∈ π1(X,x0), witnessing a violation of the definition of
homotopically Hausdorff at x0 , will be mapped to the trivial element of the
fundamental group of the pointed nerve of every open cover of X , contradicting
the injectivity of ϕ : π1(X,x0)→ πˇ1(X,x0). Example 9 below exhibits a space
which is homotopically Hausdorff and for which ϕ is not injective.
Example 9 This space was previously studied in [9]. Let
Y = {(x, y, z) ∈ R3 | z = 0, 0 < x 6 1, y = sin(1/x)} ∪ ({0} × [−1, 1] × {0})
be the “topologist’s sine curve”. Define Yi = Y ∪ ([0, 1/i] × [−1, 1] × {0}).
Let X and Xi be the subsets of R
3 obtained by revolving Y and Yi about
the y -axis, respectively, and let fi,i+1 : Xi+1 →֒ Xi be inclusion. Then X
is the limit of the inverse sequence (Xi, fi,i+1). If we take x0 = (1, sin 1, 0),
then π1(X,x0) is infinite cyclic, while πˇ1(X,x0) is trivial. We observe that
ϕ : π1(X,x0)→ πˇ1(X,x0) is not injective, while X is homotopically Hausdorff.
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Combining Theorem 5 with Proposition 8 also yields a proof of the following:
Corollary 10 Every subset X of a closed surface is homotopically Hausdorff.
4 Some special properties of subsets of the plane
Definition 11 Consider a map α : S1 → R2 and let O be the unbounded
(path) component of R2 \α(S1). We will call R2 \O the inner region of α and
denote it by I(α).
The inner region I(α) of any map α : S1 → R2 is a Peano continuum. This
follows from the following lemma.
Lemma 12 Let X ⊆ Y be two Peano continua, i.e., two compact, connected
and locally (path) connected metric spaces. Let C be the collection of (path)
components of Y \X and C′ ⊆ C . Then Z = X∪
⋃
C′ is also a Peano continuum.
Proof By assumption, (Y, d) is a metric space. We will verify that Z is
(i) compact, (ii) connected, and (iii) locally path connected.
(i) Since each element of C is open in Y , then Z = Y \
⋃
[C \ C′] is a closed
subset of the compact space Y . Hence Z is compact.
(ii) Since X is path connected, it will suffice to show that for every z ∈ U ∈ C′
there is an x ∈ X and a path p : [0, t] → Z from p(0) = z to p(t) = x.
To this end, pick any y ∈ X and choose a path q : [0, 1]→ Y from q(0) = z to
q(1) = y . Let t = min[q−1(Y \ U)]. Then p = q|[0,t] and x = p(t) will work.
(iii) Let x ∈ Z . Note that every element of C′ is an open subset of the
locally path connected space Y . Hence, in order to show that Z is locally path
connected at x, we may assume that x ∈ X . Let ǫ > 0 be given. We will find a
δ > 0 such that every point of Z∩N(x, δ) can be joined to x by a path that lies
in Z ∩N(x, ǫ). Here, we adopt the usual notation N(y, η) = {z ∈ Y | d(z, y) <
η}. Since X is locally path connected, we can choose an η ∈ (0, ǫ) such that
every point of X∩N(x, η) can be joined to x by a path that lies in X∩N(x, ǫ).
Since Y is also locally path connected, we can choose a δ ∈ (0, η) such that
every point of N(x, δ) can be joined to x by a path that lies in N(x, η).
Now, let y ∈ Z ∩ N(x, δ). We may assume that y 6∈ X . Choose U ∈ C′ with
y ∈ U . Choose a path p : [0, 1] → N(x, η) from p(0) = y to p(1) = x. Let
t = min[p−1(Y \ U)]. Then p|[0,t] is a path from y to p(t) ∈ X ∩N(x, η) that
lies in U ∩ N(x, η), and therefore lies in Z ∩ N(x, ǫ). Since there is another
path in X ∩N(x, ǫ) from p(t) to x, we are done.
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Lemma 13 Let any set X ⊆ R2 and any map α : S1 → X be given. Let
I(α) be as in Definition 11. If α : S1 → X is null-homotopic, then so is
α : S1 → X ∩ I(α).
Proof Let us identify R2 with S2 \ {∞} by means of stereographic projection
and write I(α) = S2 \U , where U is the (path) component of ∞ in S2 \α(S1).
Observe that U is a simply connected open subset of S2 . (For if there were
a homotopically non-trivial loop in U , which we might as well assume to be
piecewise linear, it would have to contain a simple closed curve which is non-
trivial in U . However, such a non-trivial simple closed curve of U would have
to separate points of I(α). This would contradict the path connectedness of
I(α).) Moreover, we may assume that the complement of U in S2 , namely I(α),
contains more than one point. Hence, by the Riemann Mapping Theorem, there
is a biholomorphic map g : D→ U whose domain is the open unit disk D ⊆ C.
Since I(α) is locally path connected, there is a map g¯ : D¯→ S2 , whose domain is
the closed unit disk D¯, such that g¯|D = g and g¯(∂D¯) = bdy U [17, Theorem 2.1].
Put d = g−1(∞) ∈ D and choose a continuous retraction r : D¯ \ {d} → ∂D¯
with r|∂D¯ = id. Since g¯|D¯\{d} : D¯ \ {d} → [cl U ] \ {∞} is a quotient map, r
induces a continuous retraction R : [cl U ] \ {∞} → bdy U ⊆ I(α) such that
R|bdy U = id, which we can extend to a continuous retraction R : R
2 → I(α)
by defining R(x) = x for all x ∈ I(α).
Now, if H : S1 × [0, 1] → X is a homotopy contracting α to a point within
X , that is, H(s, 0) = α(s) for all s ∈ S1 and H(S1, 1) is a singleton, then the
homotopy R ◦H : S1 × [0, 1] → I(α) contracts α to a point within X ∩ I(α).
Indeed, if H(s, t) ∈ I(α), then R(H(s, t)) = H(s, t) ∈ X , and if H(s, t) ∈ U ,
then we have R(H(s, t)) ∈ bdy U ⊆ α(S1) ⊆ X , also.
Definition 14 A sequence (Ci) of subsets of a metric space is called a null-
sequence if for every ǫ > 0, diam(Ci) 6 ǫ for all but finitely many i.
The following theorem is based on [19].
Theorem 15 Let Y ⊆ R2 be a Peano continuum. Fix any x0 ∈ Y . List the
bounded (path) components of R2 \ Y in a (possibly finite) pairwise disjoint
sequence C1, C2, C3, . . . . From each Ci let one point zi be given. Then there
is a sequence L1, L2, L3, . . . of subsets of R
2 such that L1 is a closed disk
and each Li+1 is obtained from Li by removing the interior of a closed disk
Di in the interior of Li with the following properties: zi ∈ int Di for all i;
(Di) forms a null-sequence; Y ⊆ Li for all i and, setting L =
⋂
i Li , the
inclusion (Y, x0) →֒ (L, x0) is a pointed homotopy equivalence.
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The proof of Theorem 15 begins with the following lemma.
Lemma 16 Let Y ⊆ R2 be a Peano continuum. Then any pairwise distinct
sequence of bounded (path) components of R2 \ Y is a null-sequence.
Proof Suppose, to the contrary, that there is an ǫ > 0 and infinitely many dis-
tinct bounded components C1, C2, C3, . . . of R
2 \Y with diam(Ci) > ǫ for all i.
For each i ∈ N choose points xi = (ai, bi) ∈ Ci and yi = (ci, di) ∈ Ci with
d(xi, yi) > ǫ. Since
⋃
iCi is bounded, so are the sequences (xi) and (yi). Pass-
ing to subsequences, we may therefore assume that there are x, y ∈ R2 such that
(xi) converges to x and (yi) converges to y . Then d(x, y) > ǫ. Changing our
coordinate system, if necessary, we may assume that x = (−2, 0) and y = (2, 0).
For j ∈ {−1, 0, 1}, consider the three vertical lines Lj = {(j, r) | r ∈ R}. Dis-
carding finitely many indices, we may assume that ai < −1 and ci > 1 for all
i ∈ N. Since every Ci is a path connected open subset of the plane containing
points to the left of L−1 as well as points to the right of L1 , we may choose for
each i ∈ N a polygonal arc αi in Ci such that αi ∩L−1 = {si}, αi ∩L1 = {ti},
∂αi = {si, ti}, and αi is in general position with respect to L0 . Passing to
another subsequence, we may assume that the sequence (si) is monotone, say
(strictly) increasing. Then the sequence (ti) also increases (strictly), because
the arcs α1, α2, α3, . . . are pairwise disjoint. For each fixed i ∈ N, consider
the closed disk Di , bounded by the simple closed curve consisting of αi , αi+1 ,
and the two vertical closed intervals [si, si+1] and [ti, ti+1]. Since L0 separates
[si, si+1] from [ti, ti+1], there is a vertical interval [ui, vi] ⊆ L0∩Di such that ui
lies in one of the two arcs αi or αi+1 and vi lies in the other arc. Now, [ui, vi]
is an arc connecting the two distinct complementary components Ci and Ci+1
of Y in R2 . Hence, we can choose a point wi ∈ (ui, vi) ∩ Y . Since (wi) is a
bounded sequence in L0 , we may pass to a subsequence and assume that (wi)
converges to some w ∈ L0 . In fact, since Y is closed and each wi ∈ Y , we
must have w ∈ Y . By construction, Di ∩ Di+1 = αi+1 and Di ∩ Dj = ∅ for
all j > i + 1. Also, the points wi lie in the pairwise disjoint interiors of the
disks Di . Consequently, w 6∈ Di for all i ∈ N. We conclude that every path
in Y connecting w to wi must meet either [si, si+1] ⊆ L−1 or [ti, ti+1] ⊆ L1 ,
because αi∩Y = ∅ for all i ∈ N. Consequently, Y is not locally path connected
at w , which is a contradiction.
Proof of Theorem 15 As in the proof of Lemma 13, we identify R2 with
S2 \ {∞}. We put z0 = ∞ and let C0 denote the (path) component of
z0 in S
2 \ Y . Note that S2 \ C0 = Y ∪
⋃
i>1Ci is a Peano continuum, by
Lemma 12. Therefore, as in the proof of Lemma 13, we obtain a biholomorphic
Algebraic & Geometric Topology, Volume 5 (2005)
Fundamental groups of subsets of surfaces inject into their shape groups 1665
map g : (D, ∗) → (C0, z0) with continuous extension g¯ : D¯ → S
2 such that
g¯(∂D) = bdy C0 . Choose a closed disk D with ∗ ∈ int D ⊆ D ⊆ D and put
D0 = g(D). Then z0 ∈ int D0 ⊆ D0 ⊆ C0 . Choose a deformation retraction H
of D¯\ int D onto ∂D, that is, choose a map H :
(
D¯ \ int D
)
× [0, 1]→ D¯\ int D
with H(x, 0) = x for all x ∈ D¯ \ int D , H(x, 1) ∈ ∂D for all x ∈ D¯ \ int D , and
H(x, t) = x for all x ∈ ∂D and all t ∈ [0, 1]. Since
g¯|
D¯\intD × id :
(
D¯ \ int D
)
× [0, 1]→ (cl C0 \ int D0)× [0, 1]
is a quotient map, the deformation retraction H induces a deformation retrac-
tion F0 of cl C0 \ int D0 onto bdy C0 .
If we choose closed disks Di with zi ∈ int Di ⊆ Di ⊆ Ci for i > 1 in the same
way, we obtain deformation retractions Fi of cl Ci \ int Di onto bdy Ci for all
i > 0.
Define L1 = S
2 \ int D0 , Li+1 = Li \ int Di and L =
⋂
i Li . Since Fi(x, t) = x
whenever x ∈ bdy Ci and since C0, C1, C2, . . . are pairwise disjoint, we may
combine these deformation retractions into one function F : L × [0, 1] → L
by defining F (x, t) = Fi(x, t) if x ∈ cl Ci for some i > 0, and F (x, t) = x
otherwise. Then F (x, 0) = x for all x ∈ L, F (x, 1) ∈ Y for all x ∈ L, and
F (x, t) = x for all x ∈ Y and all t ∈ [0, 1]. In order to complete the proof of
the theorem, we only need to establish continuity of F .
Let (x, t) ∈ L × [0, 1] be given. Since each Fi is continuous, we may assume
that x is not contained in any of the open sets Ci . Then F (x, t) = x. Let
ǫ > 0 be given. By Lemma 16, we may choose N ∈ N such that diam(cl Ci) =
diam(Ci) 6 ǫ/2 for all i > N . Define I = {i ∈ {0, 1, 2, . . . , N} | x ∈ cl Ci}.
Choose δ > 0 such that (i) d(F (x, t), F (y, s)) = d(Fi(x, t), Fi(y, s)) < ǫ when-
ever (y, s) ∈ L× [0, 1] with y ∈ cl Ci for some i ∈ I , d(x, y) < δ and |s−t| < δ ;
(ii) y 6∈ cl Ci whenever i ∈ {0, 1, 2, . . . , N}\I and d(x, y) < δ ; and (iii) δ < ǫ/2.
Let (y, s) ∈ L× [0, 1] with d(x, y) < δ and |s− t| < δ be given. If y 6∈ cl Ci for
any i > 0, then F (y, s) = y so that d(F (x, t), F (y, s)) = d(x, y) < δ < ǫ/2 < ǫ,
by (iii). We may therefore assume that y ∈ cl Ci for some i > 0. If i > N , then
d(F (x, t), F (y, s)) = d(x, F (y, s)) 6 d(x, y)+d(y, F (y, s)) < δ+ǫ/2 < ǫ/2+ǫ/2,
because both y and F (y, s) are contained in cl Ci and diam(cl Ci) 6 ǫ/2.
Hence, we may assume that 0 6 i 6 N . Since d(x, y) < δ and y ∈ cl Ci , then
i ∈ I by (ii). Consequently, d(F (x, t), F (y, s)) < ǫ by (i).
The following theorem can be extracted from [19], where its development is a
sideline of a comprehensive study of higher dimensional homotopy groups of
planar sets. However, it is not explicitly stated in [19] and its proof is scattered
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throughout the lengthy document. We will therefore sketch a proof in the
appendix.
Theorem 17 Let L1, L2, L3, . . . be a sequence of subsets of R
2 such that L1
is a closed disk and each Li+1 is obtained from Li by removing the interior of
a closed disk Di in the interior of Li such that (Di) forms a null-sequence. If
x0 ∈ L =
⋂
i Li , then the natural homomorphism ϕ : π1(L, x0) → πˇ1(L, x0) is
injective.
Remark 18 While it is known [8, Corollary 1.2] that ϕ : π1(X,x0)→ πˇ(X,x0)
is injective for 1-dimensional continua X , a space L as described in Theorem 17
need not be homotopy equivalent to a 1-dimensional metric space (see [2, §5]
and [13]).
Appendix
The purpose of this appendix is to sketch a proof of Theorem 17.
Step 0 Reduction of Theorem 17 to a theorem about Sierpin´ski-like spaces.
For i ∈ N, consider the collection Q∗∗i of all subsquares of [0, 1] × [0, 1] of
the form [2k−1
3i
, 2k
3i
] × [2m−1
3i
, 2m
3i
] with k,m ∈ N. Let Q∗i be the collection
of all elements of Q∗∗i which are not contained in any element of Q
∗∗
s with
s < i. Figure 1 (left) depicts the union of the collections Q∗1,Q
∗
2 and Q
∗
3 in
[0, 1] × [0, 1]. Let S be any space obtained from [0, 1] × [0, 1] by removing all,
some, or none of the interiors of the squares in
⋃
iQ
∗
i . Specifically, for each
i ∈ N, choose any subset Qi ⊆ Q
∗
i . Inductively, define S0 = [0, 1] × [0, 1] and
let Si+1 be obtained from Si by removing the interiors of the elements of Qi ,
which we shall informally refer to as holes. Then S =
⋂
i Si will be called a
Sierpin´ski-like space with defining sequence (Si).
Note that if Qi = Q
∗
i for all i, the resulting space S , which we will denote
by S∗ , is homeomorphic to the Sierpin´ski carpet. This follows from the topo-
logical characterization of the Sierpin´ski carpet given in [18, Theorems 3 and
4]: it is the unique planar 1-dimensional Peano continuum without local cut
points. It also follows that if L, (Li) and (Di) are as in Theorem 17, then
L is homeomorphic to some Sierpin´ski-like space S . Indeed, we may extend
the sequence (Di) to a dense null-sequence of pairwise disjoint disks (D
∗
i ) in
the interior of L1 . It follows from elementary considerations that removing the
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Figure 1: A Sierpin´ski-like pattern; complete or incomplete
interiors of all D∗i from L1 leaves us with a planar 1-dimensional Peano contin-
uum L∗ without local cutpoints, which consequently is homeomorphic to S∗ .
Observe that the boundary curves of the disks whose interiors are removed
in either version of the Sierpin´ski carpet, L∗ or S∗ , are characterized as the
unique non-separating simple closed curves. Therefore, since L is obtained by
removing the interiors of only some of the disks D∗i from L1 , namely those of
the disks Di , the homeomorphism between L
∗ and S∗ can be extended to a
homeomorphism of L onto S .
It therefore suffices to prove the following result.
Theorem Let S be a Sierpin´ski-like space with defining sequence (Si) and
α : S1 → S a loop which is null-homotopic in Si for every i ∈ N. Then α is
null-homotopic in S .
We will call the closure of a component of Si∩
(
[0, 1] × (2m−1
3i
, 2m
3i
)
)
a horizontal
corridor of Si (on the m-th stratum) and denote the collection of all horizontal
corridors of Si by N
h
i . Analogously, we will call the closure of a component
of Si ∩
(
(2k−1
3i
, 2k
3i
)× [0, 1]
)
a vertical corridor of Si (on the k -th stratum) and
denote the collection of all vertical corridors of Si by N
v
i . If [a, b]× [c, d] ∈ N
h
i
is a horizontal corridor, we will refer to [a, b] × (c, d) as its inner region, to
[a, b] × {c} and [a, b] × {d} as its boundary lines, and to [a, b] × { c+d2 } as its
center line. Similar terminology will be applied to vertical corridors, but in the
other direction.
Step 1 The idea is to encode how α traverses the network of corridors Ni =
N hi ∪ N
v
i of every approximation level Si , by associating to α a sequence of
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(cyclic) words ω = (ω1, ω2, ω3, . . .), each of which is composed of letters that
record which corridor was traversed in what direction, unless α does not cross
any corridor of Ni , in which case we record the empty word for ωi on that level.
A
B D
C
Figure 2: ω2 = A
−1A A−1B−1 · · ·
Figures 2 and 3 show a [19 ,
4
9 ]× [
1
9 ,
4
9 ]-detail of how such a word sequence might
be formed through two levels of approximation: ω2 = A
−1A A−1B−1 · · · and
ω3 = a
−1
1 a
−1
3 j
−1h d3 l d
−1
1 a4 a2 e
−1a−11 a
−1
3 b
−1
3 j
−1b−12 · · · .
Before we discuss this coding procedure in more detail in Step 2, we would
like to point to the heart of the problem at hand: consider the loop shown in
Figure 4, which runs through a detail of Figure 3. This loop is null-homotopic
in S3 and Figure 4 depicts a possible cancellation diagram. Now, the hole on
the left hand side of Figure 4 is an element of Q3 . Therefore, if we consider
the same loop in S2 instead of S3 , drastically different cancellations appear
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plausible, including those that might not be feasible in S3 . However, at level
i = 2, we do not know whether or not such a hole might appear in S3 , or if
instead a smaller version of it might appear in some Si with i > 3, or even on
which side of the figure it might appear. Therefore, a specific null-homotopy
of α in Si , which might have seemed like a natural choice at the time, will in
general be useless for finding a null-homotopy of α in S , as it might not even
yield a null-homotopy of α in Sj if j > i. The word-calculus of [19] offers a
solution to this complication.
a
1
a
2
a
3
a
4
b
1
b
2
b
3
b
3
c
1
c
2
c
2
d
1
d
2
d
2
d
3
e
f
g
h
i
j
j k
l
Figure 3: ω3 = a
−1
1
a−1
3
j−1h d3 l d
−1
1
a4 a2 e
−1a−1
1
a−1
3
b−1
3
j−1b−1
2
· · ·
Step 2 We now describe a procedure for obtaining a suitable word sequence.
For each i ∈ N, consider the collection Ihi of all closed subintervals [a, b] of S
1
for which α([a, b]) ⊆ C for some C ∈ N hi , with α(a) on one boundary line of
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C , α(b) on the other boundary line of C , and such that α((a, b)) lies in the
interior region of C .
Then Ihi consists of finitely many intervals with pairwise disjoint interiors.
Moreover, we observe the following relationships between Ihi and the corre-
sponding collections Ihi−1 and I
h
i+1 on its neighboring levels:
(R1) Consider any fixed horizontal stratum E of level (i − 1) and its two
substrata E1 and E2 of level i. If [a, b] and [c, d] are any intervals of
Ihi with α([a, b]) ⊆ E1 and α([c, d]) ⊆ E2 , such that [a, b] and [c, d] are
adjacent in Ihi with this property, then [a, d] ∈ I
h
i−1 ;
(R2) Conversely, for every [a, d] ∈ Ihi , there are b, c ∈ [a, d] such that both
[a, b], [c, d] ∈ Ihi+1 .
Considering the vertical corridors instead, we arrive at a similar collection Ivi .
Form a (cyclic) ordered tuple ([a1, b1], [a2, b2], [a3, b3], . . .) by merging the ele-
ments of Ihi and I
v
i , while maintaining the relative natural order on S
1 within
each collection; though allowing any relative order between two intersecting in-
tervals [a, b] ∈ Ihi and [a
′, b′] ∈ Ivi which are associated to crossing corridors.
The word ωi is then formed by replacing each interval [a, b] of this sequence by
the label of the corridor into which it maps under α, along with an exponent
indicating positive or negative direction.
Note that the word sequence (ωi) contains all relevant information about the
loop α. Indeed, if we were to recreate α from the combinatorial data contained
in the word sequence (ωi) by forming polygonal loops αi in Si , which are
in general position with respect to the boundary lines of Ni and which spell
out the word ωi by canonically traversing the prescribed corridors, then the
sequence (αi) would converge uniformly to a reparametrization of α.
Step 3 Since α : S1 → Si is null-homotopic for every i ∈ N, we can transform
each word ωi to the empty word by symbolic cancellations and transpositions,
if we allow letters to commute whenever they correspond to crossing corridors.
Indeed, we can homotope α : S1 → Si to a polygonal loop α
′
i : S
1 → Si which
is in general position with respect to the center lines of all corridors of Ni ,
while maintaining the sequence ([a1, b1], [a2, b2], [a3, b3], . . .) for the word ωi ,
and crossing the center lines only as often as needed to spell the word ωi . We
then may contract α′i : S
1 → Si with a homotopy H
′
i : D
2 → Si (also in general
position) such that H ′i|S1 = α
′
i . Consider the preimage of the center lines of all
corridors of Ni in D
2 , under the homotopy H ′i . It is the union of finitely many
arcs, whose endpoints lie in S1 , and finitely many circles. Intersections among
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these arcs and circles can occur only if one of them maps into a horizontal center
line and the other one into a vertical center line. We can eliminate the circles,
one innermost circle at a time, by moving the homotopy across the appropriate
center line. (Note that this can be done without disturbing the pairwise disjoint
arc components of the preimage of the center lines of the other direction, which
might span across these circles.) The endpoints of the remaining arcs lie in
distinct elements of ([a1, b1], [a2, b2], [a3, b3], . . .), which correspond to letters of
the same corridor but have opposite exponents. (To see why the exponents
cannot agree, lift the entire null-homotopy to the universal cover of the at
most twice punctured unit square; punctured by the hole(s) at the end of that
corridor. An innermost mismatching arc would, when following the lift of α′i
between its endpoints, contradict the fact that each component of the preimage
of the center line separates this cover.) We therefore arrive at a pattern of
arcs in D2 , which pairs up cancelling letters of ωi across commuting letters as
claimed.
In fact, we can shorten the word in every step of this transformation, so long
as we allow for cancellations to take place across commuting variables, without
formally performing any transpositions.
Step 4 If we repeat the above argument with the combined center lines of two
adjacent levels Ni and Ni−1 , we see that every cancellation facility of ωi thus
obtained induces at least one cancellation facility of ωi−1 , via the relationships
(R1) and (R2) above. Moreover, we can select a reduction scheme for the entire
word sequence (ωi), which is coherent between levels.
To illustrate the idea, consider the cancellation diagram depicted in Figure 4 for
the word ω3 = d3 d2 l d
−1
2 l
−1d−13 k d1 l
−1d2 l d
−1
2 d
−1
1 k
−1 . It induces cancellations
for the corresponding word ω2 = DD
−1DD−1 of the form (DD−1)(DD−1),
rather than the competing cancellations D(D−1D)D−1 . In order to obtain a
coherent reduction scheme for the entire word sequence (ωi), we need to find
cancellation diagrams for the individual words ωi , which induce each other,
from one level to the previous one, in the above sense.
Having reduced this problem to a purely combinatorial issue, we can find a
coherent scheme without much difficulty by considering the following underly-
ing graph structure. We regard each specific cancellation of each word ωi as
one vertex of a graph whose (directed) edges indicate that a certain cancel-
lation of ωi induces a certain cancellation of ωi−1 . One can now proceed as
in Ko¨nig’s classical method [14, VI.§2 Satz 6] for finding an infinite ray in a
finitely branching infinite rooted tree: beginning at the root-vertex, select one
of the finitely many adjacent vertices behind which there are infinitely many
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k
d1
d3 d2
l
d3 d2 l d2
-1
l
-1
d3
-1
k d1 l
-1
d2 l d2
-1
d1
-1
k
-1
Figure 4: A transformation of the word ω3 to the empty word
vertices and construct the infinite ray iteratively by repeating this step. Put
differently, the collection of cancellation patterns for the word sequence (ωi)
can be organized into an inverse system of nonempty finite sets. The inverse
limit of this system is nonempty and any element of this limit provides a co-
herent set of cancellation patterns. (See [16, Prop. 2.9 – Cor. 2.11], where the
latter argument is used in a similar situation.)
Step 5 The remainder of the proof consists of recording the resulting cancella-
tion diagram for each level i ∈ N and turning it into a homotopy Hi : D
2 → Si ,
such that the sequence (Hi) converges uniformly to a homotopy H : D
2 → S
with H|S1 = α.
The transformation information of Figure 4, for example, can be transcribed
into the disk D2 , whose boundary S1 is the domain of α, featuring the intervals
Ihi and I
v
i . The result is shown in Figure 5, where for each line of the cancel-
lation diagram of Figure 4 we placed a band between the corresponding inter-
vals of S1 . (Recall that an interval of Ihi may overlap with an interval of I
v
i .)
We thus obtain a sufficiently coherent sequence of cellulations of D2 by bands.
Algebraic & Geometric Topology, Volume 5 (2005)
Fundamental groups of subsets of surfaces inject into their shape groups 1673
Because our transformations consist of cancellations, each such cellulation can
be represented by (hyperbolic) straight line segments whose boundaries lie
in S1 .
d3d2
l
d2
-1
l
-1
d3
-1
k d1
l
-1
d2
l
d2
-1
d1
-1
k
-1
Figure 5: A cellulation of the disk induced by Figure 4
For a fixed i ∈ N, we define Hi : D
2 → Si as follows. Begin by declaring
that Hi|S1 = α. On the two boundary lines of a band which is associated
to a horizontal letter, we define the y -coordinates to be constant. Similarly,
on the two boundary lines of a band which is associated to a vertical letter,
we define the x-coordinates to be constant. Consequently, Hi is defined on
the zero-skeleton of our cellulation. The missing coordinate for a point on
the one-skeleton is now obtained by a linear interpolation of the corresponding
coordinates of the endpoints of this one-cell. By construction, when Hi is
restricted to the boundary of a two-cell, we obtain a null-homotopic path in
Si , yielding the missing values for Hi in a canonical way. In order to describe
how, we will refer to a square [ t
3i
, t+1
3i
] × [ s
3i
, s+1
3i
] of Si as being of type 0, 1,
or 2, according to how many corridors of Ni contain its interior. Since Hi
maps the boundary lines of each band into the corresponding corridor of Ni ,
the crossing region of two bands, for example, can be mapped into one type-2
square of Si , which is the intersection of the corresponding corridors of Ni .
Similar arguments apply to the remaining types of two-cells: they can either be
mapped into (i) regions formed by one square of type 1 along with at most two
adjacent squares of type 2; or (ii) regions formed by one center square of type 0
along with at most eight adjacent squares of type 1 or 2. (Observe that the
extended regions described in (i) and (ii) might be needed to accommodate the
images of those two-cells, which intersect ∂D2 . Indeed, as shown in Figures 2
and 3, our loop might enter adjacent corridors without crossing them, thus
not recording the corresponding letters in the word of this level and hence not
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contributing corresponding bands to the cellulation.)
Step 6 We claim that ||Hi(z) − Hi+1(z)|| 6 (6/3
i) for every i ∈ N and for
every z ∈ D2 . This will imply that the sequence (Hi : D
2 → Si) converges
uniformly, and since S =
⋂
i Si , its limit will be a homotopy H : D
2 → S with
H|S1 = α, thus completing the proof.
Let any i ∈ N and any z ∈ D2 be given. Denoting Hi(z) = (xi, yi) and
Hi+1(z) = (xi+1, yi+1), it suffices to argue that |xi − xi+1| < (3/3
i) and
|yi − yi+1| < (3/3
i). We will only focus on the y -coordinates, since the ar-
gument for the x-coordinates is entirely analogous.
For the moment, consider only cellulation bands of level i, and only those which
correspond to horizontal letters. Such bands do not intersect. Moreover, the
(constant) y -values of Hi on the boundary lines of these bands provide an
estimate for the y -values of Hi on the regions in between: by construction, Hi
never maps such regions across more than three adjacent horizontal sectors of
the form [0, 1]× [ s
3i
, s+1
3i
] (see (i) and (ii) of Step 5), so that the y -values of Hi
on one such region never differ by more than 3/3i .
The same (even stronger) estimates hold for the y -values of Hi+1 in regions
between boundary lines of cellulation bands of level (i + 1), which correspond
to horizontal letters.
We claim that such estimates also hold across the two levels i and (i + 1).
For this to work, it is essential to have selected coherent cellulations between
levels, because two bands from adjacent levels, both corresponding to horizontal
letters, do not randomly cross. In fact, only one single, very benign, intersection
phenomenon between their boundary lines is possible:
Consider a loop running through Figure 3, whose word ω3 = a3a1a
−1
1 a1a
−1
1 a
−1
3
cancels as a3(a1a
−1
1 )(a1a
−1
1 )a
−1
3 and whose word ω2 = AA
−1 cancels as (AA−1).
Let R be the band representing the cancellation of A with A−1 and let r1 , r
′
1
and r3 be the bands representing the cancellations of a1 with a
−1
1 , a1 with
a−11 , and a3 with a
−1
3 , respectively. (See Figure 6.) As described in (R1) and
(R2) of Step 2, the bands r1 and r3 originate on either side of one end of the
band R. While r3 , as one would expect, lies completely inside of R, sharing
one boundary line with R, r1 (as well as r
′
1 ) turns and leaves R by crossing
that boundary line of R at which it originated.
This is indeed the only type of intersection of such bands, because their corre-
sponding arcs in the preimage of the homotopy of Step 4, which correlates the
cancellation diagrams of level i and (i+ 1), do not intersect at all.
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R
r
3
r
1
r
1
'
Figure 6: Cellulation bands of two adjacent levels — a worst case scenario
Since there are no further intersection phenomena, a straightforward region by
region analysis of the common refinement of the two cellulations on level i and
level (i+1), by bands corresponding to horizontal letters only, therefore yields
|yi − yi+1| < 3/3
i .
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