We show that under certain assumptions, solutions of generalized ordinary differential equations are differentiable with respect to initial conditions and parameters. This result unifies and extends several existing theorems for other types of equations, such as impulsive differential equations or dynamic equations on time scales.
Introduction
In the classical theory of ordinary differential equations, it is well known that under certain assumptions, solutions of the problem x (t) = f (x(t), t), t ∈ [a, b], x(t 0 ) = x 0 , are differentiable with respect to the initial condition; that is, if x(t, x 0 ) denotes the value of the solution at t ∈ [a, b], then the function x 0 → x(t, x 0 ) is differentiable. The key requirement is that the righthand side f should be differentiable with respect to x. Moreover, the derivative as a function of t is known to satisfy the so-called variational equation, which might be helpful in determining the value of the derivative.
Similarly, under suitable assumptions, solutions of a differential equation whose right-hand side depends on a parameter are differentiable with respect to that parameter.
These two types of theorems concerning differentiability of solutions with respect to initial conditions and parameters can be found in many differential equations textbooks, see e.g. [3] . Theorems of a similar type are also available for other types of equations, such as differential equations with impulses (see [6] ) or dynamic equations on time scales (see [2] ).
In 1957, Jaroslav Kurzweil introduced a class of integral equations called generalized ordinary differential equations (see [4] ). His original motivation was to use them in the study of continuous dependence of solutions with respect to parameters. However, it became clear that generalized equations encompass various other types of equations, including equations with impulses (see [8] ), dynamic equations on time scales (see [11] ), or measure differential equations (see [8] ).
The aim of this paper is to obtain differentiability theorems for generalized ordinary differential equations. Despite the fact that solutions of generalized equations need not be differentiable or even continuous with respect to t, we show that differentiability of the right-hand side with respect to x (and possibly with respect to parameters) still guarantees that the solutions are differentiable with respect to initial conditions (and parameters, respectively). Consequently, our result unifies and extends existing theorems for other types of equations.
The Kurzweil integral and generalized differential equations
We start this section by presenting a short overview of the Kurzweil integral, which is fundamental for the study of generalized ordinary differential equations. For more information on Kurzweil integration, see [5, 8] .
A (U (τ i , t i ) − U (τ i , t i−1 )) − K < ε for every δ-fine tagged partition of [a, b] . In this case, we define b a D t U (τ, t) = K. Obviously, a matrix-valued function U is integrable if and only if all its components are integrable. Note also that we restrict ourselves to functions with values in finite-dimensional spaces; in this case, the Kurzweil integral coincides with the strong Kurzweil integral (see Chapter 19 in [5] ).
An important special case is the Kurzweil-Stieltjes integral (also known as the Perron-Stieltjes, Henstock-Stieltjes or Henstock-Kurzweil-Stieltjes integral) of a function f : [a, b] → R n with respect to a function g : [a, b] → R, which corresponds to the choice U (τ, t) = f (τ )g(t) and will be denoted by b a f (t) dg(t). We are now ready to introduce generalized ordinary differential equations. Consider a set
A generalized ordinary differential equation with the right-hand side F has the form
which is a shorthand notation for the integral equation
In other words, a function x : [a, b] → B is a solution of (1) if and only if (2) is satisfied. We emphasize that (1) is a symbolic notation only and does not mean that x has to be differentiable. Equations of the form (1) have been introduced by J. Kurzweil in [5] . In many situations, it is sufficient to consider the less general type of equation
where the right-hand side does not depend on τ (in fact, most existing sources devoted to generalized equations focus on this less general type; see e.g. the pioneering paper [4] by J. Kurzweil, or the monograph [8] byŠ. Schwabik). The corresponding integral equation has the form
Under certain conditions, an equation of the form (1) can be transformed to an equation of the form (3) (see Chapter 27 in [5] ). However, as will be clear in Section 4, the more general type (1) is quite useful for our purposes. The rest of this section summarizes some basic facts concerning the Kurzweil integral that will be needed later.
The following existence theorem can be found in [8 
For the first part of the following statement, see [5, Corollary 14.18] 
If U is regulated in the second variable, then u is regulated and satisfies
Moreover, if there exists a nondecreasing function
The following theorem represents an analogue of Gronwall's inequality for the Kurzweil-Stieltjes integral; the proof can be found in [8, Corollary 1.43].
Linear equations
In this section, we consider the homogeneous linear generalized ordinary differential equation
where A : [a, b] 2 → R n×n is a given matrix-valued function and the solution z takes values in R n . The integral form of this equation is
The case when A does not depend on τ has been studied in numerous works (see e.g. [8, 9] ). However, to prove the main result of this paper, we need some basic facts concerning the more general type (4) .
For convenience, let us introduce the following condition:
Note that if (A) is satisfied, then for every fixed τ ∈ [a, b], the function t → A(τ, t) is regulated (this follows from the Cauchy condition for the existence of one-sided limits). Also, if h is left-continuous, then t → A(τ, t) is left-continuous as well.
By condition (A), U is regulated in the second variable. By Theorem 2.3, z is regulated.
A simple consequence of the previous lemma is that every solution of the linear generalized differential equation (4) is regulated. 2 → R n×n satisfies (A) with a left-continuous function h. Then for every z 0 ∈ R n , the initial value problem
has at most one solution.
Proof. Consider a pair of functions
(the last inequality follows from Lemma 2.2). By Gronwall's inequality from Theorem 2.4, we obtain
The proof of the following lemma is almost identical to the proof of Theorem 3.14 in [8] ; however, since our assumptions are different, we repeat the proof here for reader's convenience. 
exists as well and equals
Proof. Let A i denote the i-th row of A. Clearly, it is enough to prove that for every i ∈ {1, . . . , n}, the
for every k ∈ N (note that U and U k are scalar functions). Consider an arbitrary fixed ε > 0. For every τ ∈ [a, b], there is a number p(τ ) ∈ N such that
is nondecreasing and
and
The conclusion now follows from the dominated convergence theorem for the Kurzweil integral ([8, Corollary 1.31]).
is Kurzweil integrable and satisfies (A).
Then for every
Proof. Every regulated function is a uniform limit of step functions. Thus, in view of Lemma 3.3, it is sufficient to prove that the statement is true for every step function y : According to Hake's theorems for the Kurzweil integral (see Theorems 14.20 and 14.22 in [5] , or Theorem 1.14 and Remark 1.15 in [8] ), the integrals
exists for every i ∈ {1, . . . , k}, which proves the statement.
Up to a small detail, the proof of the following theorem is the same as the proof of Theorem 23.4 in [5] . Therefore, we provide only a sketch of the proof and leave the details to the reader. 2 → R n×n is Kurzweil integrable and satisfies (A) with a leftcontinuous function h. Then for every z 0 ∈ R n , the initial value problem
Proof. Uniqueness of solutions follows immediately from Lemma 3.2. To prove the existence of a solution of (5) 
for every i ∈ {1, . . . , k}. Now, it is sufficient to prove that for every w 0 ∈ R n and i ∈ {1, . . . , k}, the initial value problem
This solution can be obtained by the method of successive approximations: Let
The existence of the integral on the right-hand side is guaranteed by Lemma 3.4 (this is the only difference against the proof of Theorem 23.4 in [5] ). By Theorem 2.3, we have
where
, it is not difficult to see that
, it follows by induction that
This implies that {v j } ∞ j=1 is uniformly convergent to a function v :
for every s ∈ [s i−1 , s i ] (we have used Lemma 3.3).
Throughout this section, we focused our attention on equations of the form
where z takes values in R n . More generally, it is possible to consider equations where the unknown function has values in R n×n . For example, if Z 0 ∈ R n×n is an arbitrary matrix, then
is a shorthand notation for the integral equation
For an arbitrary matrix X ∈ R n×n , let X i be the i-th column of X. Then it is obvious that (6) holds if and only if
We will encounter equations with matrix-valued solutions in the following section.
The main results
Consider a generalized ordinary differential equation of the form
where the solution x takes values in R n , and x 0 : R l → R n is a function which describes the dependence of the initial condition on a parameter λ ∈ R l . Let x(s, λ) be the value of the solution at s ∈ [a, b]. Our goal is to show that under certain conditions, x(s, λ) is differentiable with respect to λ. Using the definition of the Kurzweil integral, we see that the value of x(s, λ) can be approximated by
Assuming that all expressions are differentiable with respect to λ at λ 0 ∈ R l , we see that the derivative x λ (s, λ 0 ), i.e., the matrix { ∂xi ∂λj (s, λ 0 )} i,j ∈ R n×l , should be approximately equal to
Now, the right-hand side is an approximation to
Thus, it seems reasonable to expect that the derivative
where G(z, τ, t) = F x (x(τ, λ 0 ), τ, t)z. This provides a motivation for the following theorem. Note that even in the case when the right-hand side of Eq. (7) does not depend on τ and has the form F (x, t), the right-hand side of Eq. (8) has the form G(z, τ, t) = F x (x(τ, λ 0 ), t)z, i.e., still depends on τ . That is why we had to study the more general type of equations in the previous section.
The following proof is based on elementary estimates and Gronwall's inequality; it is inspired by a proof of Theorem 3.1 in the paper [2] , which is concerned with dynamic equations on time scales.
Assume that F is regulated and left-continuous in the third variable, and that for every λ ∈ Λ, the initial value problem
has a solution defined on [a, b]; let x(t, λ) be the value of that solution at t ∈ [a, b]. Moreover, let the following conditions be satisfied:
2. The function x 0 is differentiable at λ 0 .
There exists a left-continuous nondecreasing function
4. There exists a continuous increasing function ω : [0, ∞) → [0, ∞) such that ω(0) = 0 and
5. There exists a left-continuous nondecreasing function k : [a, b] → R such that
6. There exists a number η > 0 such that if x ∈ R n satisfies x − x(t, λ 0 ) < η for some t ∈ [a, b], then x ∈ B (i.e., the η-neighborhood of the solution t → x(t, λ 0 ) is contained in B).
Then the function
Proof. According to the assumptions, we have
By Theorem 2.3, every solution x is a regulated and left-continuous function on [a, b] . If ∆λ ∈ R l is such that ∆λ < ρ, then
,
. By assumption 5, we obtain
and consequently (using Lemma 2.2)
for every s ∈ [a, b]. Gronwall's inequality from Theorem 2.4 implies
Thus we see that for ∆λ → 0, x(s, λ 0 + ∆λ) approaches x(s, λ 0 ) uniformly for all s ∈ [a, b]. By assumption 3, the function A(τ, t) = F x (x(τ, λ 0 ), τ, t) satisfies condition (A). By Theorem 3.5, Eq. (10) For every ∆λ ∈ R l such that ∆λ < ρ, let
Our goal is to prove that if ∆λ → 0, then ξ(r, ∆λ) → 0 uniformly for r ∈ [a, b]. Let ε > 0 be given. There exists a δ > 0 such that if ∆λ ∈ R l and ∆λ < δ, then
Observe that
For every τ ∈ [a, b] and u ∈ [0, 1], we have
By assumption 6, the point ux(τ, λ 0 + ∆λ) + (1 − u)x(τ, λ 0 ) is an element of B. In other words, the segment connecting x(τ, λ 0 +∆λ) and x(τ, λ 0 ) is contained in B. Thus we can use the mean-value theorem for vector-valued functions (see e.g. [3, Lemma 8.11] ) to examine the following difference:
(In the second integral above, we are simply integrating a constant function.) If ∆λ < δ, then (by assumption 4)
and thus (using assumption 3)
Consequently, by Lemma 2.2,
It follows that ξ(r, ∆λ) ≤ ξ(r, ∆λ) − ξ(a, ∆λ) + ξ(a, ∆λ)
Finally, Gronwall's inequality leads to the estimate
Since lim ε→0+ ω(ε) = 0, we see that if ∆λ → 0, then ξ(r, ∆λ) → 0 uniformly for r ∈ [a, b].
In the simplest case when l = n, Λ ⊂ B and x 0 (λ) = λ for every λ ∈ Λ, the previous theorem says that solutions of
are differentiable with respect to λ, and the derivative
, is the unique solution of the generalized differential equation
Remark 4.2. In Theorem 4.1, we are assuming the existence of a ρ > 0 such that for every λ ∈ R l satisfying λ − λ 0 < ρ, the initial value problem (9) has a solution t → x(t, λ) defined on [a, b] and taking values in B. For equations whose right-hand side F does not depend on τ , this assumption can be replaced by the following simple condition:
Let us explain why this condition is sufficient. (We are still assuming that conditions 1-6 from Theorem 4.1 are satisfied. In particular, we are assuming that the initial value problem (9) has a solution corresponding to λ = λ 0 .) Observe that if c ∈ [a, b) and y − x(c+, λ 0 ) < η/2, then y ∈ B. (Choose δ > 0 such that x(c+, λ 0 ) − x(c + δ, λ 0 ) < η/2; then y − x(c + δ, λ 0 ) ≤ y − x(c+, λ 0 ) + x(c+, λ 0 ) − x(c + δ, λ 0 ) < η, and thus y ∈ B by assumption 6.)
Following the first part of proof of Theorem 4.1, we observe that there is a δ > 0 such that if λ − λ 0 < δ and if the solution t → x(t, λ) exists on [ 
(we have used assumption 5). By Theorem 2.3,
Thus the previous inequality and assumption 6 imply x(c, λ) + F (x(c, λ), c+) − F (x(c, λ), c) ∈ B.
All assumptions of the local existence theorem for generalized differential equations (see [8, Assume that the set B from Theorem 4.1 is convex. Then it is easy to see that assumption 5 in this theorem is redundant. Indeed, the mean-value theorem for vector-valued functions and assumption 3 lead to the estimate
for all s, t, τ ∈ [a, b], x, y ∈ B, i.e., assumption 5 is satisfied with k = h.
With the help of Theorem 4.1, it is easy to obtain an even more general theorem for equations where not only the initial condition, but also the right-hand side of the equation depends on the parameter λ. The proof is inspired by a similar proof of Theorem 8.49 in [3] .
has a solution in B; let x(t, λ) be the value of that solution at t ∈ [a, b]. Moreover, let the following conditions be satisfied:
The function x
0 is differentiable at λ 0 .
There exists a left-continuous nondecreasing function
Then the function λ → x(t, λ) is differentiable at λ 0 , uniformly for all t ∈ [a, b]. Moreover, its derivative Z(t) = x λ (t, λ 0 ), t ∈ [a, b], is the unique solution of the generalized differential equation
Proof. LetB = B × Λ. Without loss of generality, assume that all finite-dimensional spaces we are working with are equipped with the L 1 norm. In particular, when (x, λ) ∈B, then
From these definitions, it is clear that for every λ ∈ Λ, the function
is a solution of the initial value problem
(note that by the definition ofF , the last l components of every solution are constant on [a, b]). Without loss of generality, assume that η < ρ.
, then x − x(t, λ 0 ) < η and λ − λ 0 < η, i.e., x ∈ B and λ ∈ Λ. In other words, the η-neighborhood of the solution t → y(t, λ 0 ) is contained in B.
The derivative ofF with respect to y is the (n + l) × (n + l) matrix
Similarly, the derivative of y 0 with respect to λ at λ 0 is the (n + l) × l matrix
Using assumptions 3, 4 and 5, it is not difficult to see thatF andF y satisfy assumptions 3, 4 and 5 of Theorem 4.1. For example, let s, t, τ ∈ [a, b], y 1 , y 2 ∈B, where y 1 = (x 1 , λ 1 ) and y 2 = (x 2 , λ 2 ). Then
which verifies assumption 4 of Theorem 4.1. Now, according to Theorem 4.1, the function λ → y(t, λ) is differentiable at λ 0 , uniformly for all t ∈ [a, b], and its derivativeZ(t) = y λ (t, λ 0 ), t ∈ [a, b], is the unique solution of the generalized differential equationZ
; observe that Z is the submatrix ofZ corresponding to the first n rows. Also, note that the last l rows ofZ form the identity matrix. Thus it follows that
Relation to other types of equations
In this section, we show that for impulsive differential equations and for dynamic equations on time scales, differentiability of solutions with respect to initial conditions follows from our Theorem 4.1. (Similarly, it can be shown that differentiability with respect to parameters follows from Theorem 4.4). The reason is that both types of equations can be rewritten as generalized equations, whose right-hand sides do not depend on τ .
Assume that r > 0 is a fixed number. We restrict ourselves to the case B = {x ∈ R n ; x < r}; we use B to denote the closure of B.
Lemma 5.1. Let µ be the Lebesgue-Stieltjes measure generated by a left-continuous nondecreasing func-
m×n satisfies the following conditions:
• For every x ∈ B, the function s → f (x, s) is measurable on [a, b] with respect to the measure µ.
• There exists a µ-measurable function M :
Consider the function F given by
Then the following statements are true: 
Proof. For the first statement, see Proposition 5.9 in [8] and the references given there. Let us prove the second statement. According to Proposition 5.12 in [8] , we have (α, β) . Then, by (13) and Theorem 2.3,
This shows that (12) is satisfied for all step functions Z :
be a sequence of step functions that is uniformly convergent to Z. Then
where the first equality follows from Lemma 3. 
. , I
k : C → R n are continuously differentiable functions. Then it is known (see [8, Chapter 5] ) that the impulsive differential equation
whose solutions are assumed to be left-continuous, is equivalent to the generalized differential equation
where F (x, t) = F 1 (x, t) + F 2 (x, t) and
(the symbol χ A denotes the characteristic function of a set A ⊂ R). 
By the first part of Lemma 5.1 (where we take g(s) = s and µ is the Lebesgue measure), we obtain the existence of functions
, and let ω 2 be the common modulus of continuity of the mappings I 1 , . . . , I k on B. Then a simple calculation reveals that To obtain an equation for the derivative Z(s) = x λ (s, λ 0 ), we make use of the fact that
and 
This integral equation can be rewritten back (see again [1, Remark 3 .12]) as the impulsive equation
which agrees with the result from [6] .
Next, let us turn our attention to dynamic equations on time scales. Let T be a time scale, a, b ∈ T, a < b. We use the notation [ 
Given an arbitrary function f :
Similarly, for every function f :
Assume that C is an open neighborhood of B and f : C × [a, b] T → R n satisfies the following conditions:
• For every t ∈ [a, b] T , the function x → f (x, t) is continuously differentiable on C.
• For every continuous function x : [a, b] T → B, the functions t → f (x(t), t) and t → f x (x(t), t) are rd-continuous.
• f x is bounded in B × [a, b] T .
A consequence of these conditions is that f is bounded in B × [a, b] T (use the estimate f (x, t) ≤ f (x, t) − f (0, t) + f (0, t) and apply the mean-value theorem in the first norm). Under these assumptions, it is known (see [11, Theorem 12] ) that the dynamic equation
is equivalent to the generalized ordinary differential equation
where F (x, t) = We have 
Conclusion
Besides impulsive differential equations and dynamic equations on time scales, our differentiability results are also applicable to the so-called measure differential equations of the form x(t) = x(a) + As in the previous section, a simple application of Lemma 5.1 shows that under suitable assumptions on f and g, the hypotheses of Theorem 4.1 are satisfied, i.e., solutions of measure differential equations are differentiable with respect to initial conditions. An interesting open question is whether the results in this paper can be extended to generalized equations whose solutions take values in infinite-dimensional Banach spaces. Numerous authors have already investigated equations of this type (see e.g. [5, 7] ). For example, it is known that under certain assumptions, measure functional differential equations are equivalent to generalized ordinary differential equations with vector-valued solutions (see e.g. [1, 10] and the references there). Therefore, differentiability results for the latter type of equations would be directly applicable in the study of functional differential equations.
