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ON C1,α-REGULARITY FOR CRITICAL POINTS OF A GEOMETRIC
OBSTACLE-TYPE PROBLEM
SUJIN KHOMRUTAI AND ARMIN SCHIKORRA
Abstract. We consider critical points of the geometric obstacle problem on vectorial
maps u : B2 ⊂ R2 → RN ∫
B2
|∇u|2 subject to u ∈ RN\BN (0).
Our main result is C1,α-regularity for any α < 1.
Technically, we split the map u = λv, where v : B2 → SN−1 is the vectorial component
and λ = |u| the scalar component measuring the distance to the origin. While v satisfies
a weighted harmonic map equation with weight λ2, λ solves the obstacle problem for∫
B2
|∇λ|2 + λ2|∇v|2, subject to λ ≥ 1.
where |∇v|2 ∈ L1(B2). We then play ping-pong between the increases in the regularity of
λ and v to obtain finally the C1,α-result.
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1. Introduction
Denote by
D(u) :=
∫
B2
|∇u|2.
the Dirichlet energy for maps defined on the two-dimensional disk B2 ⊂ R2.
The classical obstacle problem for a given obstacle function ω : B2 → R analyzes the
minimizer
inf
f≥ω
∫
B2
|∇f |2
One can reformulate the obstacle problems for graphs u = (x, f(x)) as analyzing the
minimizer of the problem
inf
XΩ
∫
B2
|∇u|2,
where
Ω =
{
(x, t) ∈ B2 × R : t < ϕ(x)
}
and the infimum is taken over the set of maps not touching Ω.
(1.1) XΩ :=
{
u ∈ H1(B2,R3) : u 6∈ Ω
}
It is a natural to consider this situation for sets Ω whose boundary is smooth and compact,
but which may not be a graph. In this case, u can be thought of as a soap film in three-
dimensional space which lives outside of a solid ball. Where the soap film intersects with
the solid ball, a free boundary appears.
Geometric obstacle problems have been considered, e.g. [11] but this is quite different
from our case. Much closer to our situation, considering minimizers, is the setup as in
[10, 5]. Since the obstacle problem is not convex anymore, it is natural to consider not
only minimizers but also critical points, which we shall do in this work.
A first observation is that the geometric setting immediately leads to regularity issues:
while in the classical obstacle theory, basic C1,α-regularity is quite easy to obtain, already
for the simplest case of round obstacles Ω = BN−1, any harmonic function into ∂BN−1 =
SN−1 is necessarily a critical point of the obstacle problem. Indeed we have,
Proposition 1.1. Let v¯ be a minimizing harmonic map from Bn → SN−1 with respect to
its own boundary values, then u := v¯ minimizes the Dirichlet energy in the class XBN−1
with respect to its own boundary values.
If v¯ is a critical (possibly non-minimizing) harmonic map from B2 → SN−1, then v¯ is a
critical map for the Dirichlet energy with respect tot he class XBN−1 .
Proof. We split u = λv, where λ = |u| ≥ 1 and v = u
|u|
∈ H1(B2, S2). Since v · ∇v ≡ 0, we
have
|∇u|2 = |∇λ v + λ∇v|2 = |∇λ|2 + |λ|2|∇v|2
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In particular, ∫
Bn
|∇u|2 ≥
∫
|∇v|2
with equality if and only if λ ≡ 1. The conclusion now follows. 
In particular, for n ≥ 3 there is no hope of obtaining even mere continuity at the free
boundary for the solutions of the obstacle problem: harmonic maps may only be smooth
for n ≥ 3 on a large set (not everywhere), see [20, 5], and if we consider critical harmonic
maps may be everywhere discontinuous, see [15].
This is why, for now, we shall restrict our attention to n = 2. The main result of this work
is the basic regularity theory for spherical obstacles.
Theorem 1.2. Let Ω = BN−1 ⊂ RN be the solid unit ball. Denote the obstacle class XΩ
as in (1.1). Then any map of which is critical in XΩ with respect to D(·) is C
1,α-smooth,
for any α < 1.
In future works we plan to analyze the free boundary, where u intersects with ∂Ω, as well
as more general obstacles.
Let us also state that as a by-product of our arguments we obtain the following regularity
result for harmonic maps into the (non-compact) manifold of conformal transformations.
Theorem 1.3. Denote the group of conformal transformations with conformal factor
bounded from below by λ0 as
COλ0(N) =
{
λQ ∈ RN×N : Q ∈ SO(N), λ > λ0
}
Then for λ0 > 0, any map P ∈ H
1(B2, COλ0(N)) which is a critical point of the Dirichlet
energy D(·) in the class of maps into COλ0(N) belongs to C
1,α for any α < 1.
The proof is almost verbatim to the one of Theorem 1.2, we point out the differences in
Section 8.
1.1. A reformulation of Theorem 1.2. In order to prove Theorem 1.2 we represent any
point u in RN\BN uniquely as
u = λv,
where v = u
|u|
∈ SN−1 and λ = |u| > 0.
If u ∈ H1(B2,Rn\BN1 ) then λ ∈ H
1(B2) is a scalar function and v ∈ H1(B2, SN−1). In
particular we have 〈v,∇v〉 = 0, which leads to
|∇u|2 = |∇λ v + λ∇v|2 = |∇λ|2 + λ2|∇v|2.
Consequently, Theorem 1.2 can be reformulated as
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Theorem 1.4. Let (λ, v) ∈ H1(B2) × H1(B2, SN−1) be a critical map with respect to the
energy
E(λ, v) :=
∫
|∇λ|2 +
∫
λ2|∇v|2
and subject to λ ≥ λ0. That is,
• assume that
d
dε
∣∣∣
ε=0
E(λ+ εϕ, v) ≥ 0
holds whenever ϕ ∈ H10 (B
2), and λ + εϕ ≥ λ almost everywhere in B2 and (λ +
εϕ)v ∈ H1(B2) for small ε.
• and
d
dε
∣∣∣
ε=0
E
(
λ,
v + εψ
|v + εψ|
)
= 0
holds for any ψ ∈ C∞c (B
2,RN)
Then u = λv ∈ C1,α for some α > 0.
Remark 1.5. • By an easy adaptation of the proof one can show that λ ≥ 1 can be
replaced by λ ≥ λ0 where λ0 ∈ C
∞(B2, (0,∞)) with infB2 λ0 > 0. Observe that e.g.
for starshaped obstacles the approach is much more complicated: Then one would
need to assume λ ≥ λ0(v), i.e. have to consider an obstacle depending on v, which
heavily complicates the variation in v.
• Moreover, observe that E as above is convex in λ, but not in v. That is, the only
critical points in terms of λ are minimizers, but again not necessarily so v.
1.2. Outline of the proof. The proof of Theorem 1.4 is split into several parts, since we
have to jump between improvements in regularity of λ and v. First we prove in Section 2 lo-
cal boundedness of λ, see Proposition 2.1. Then we compute the Euler-Lagrange equations
for v, in Section 3. Since by now we have shown that λ is locally bounded from above and
below the Euler-Lagrange equations are uniformly elliptic equations with W 1,2-coefficients.
We prove a priori Lp-estimates for such equations in Section 4, which might be interesting
in their own right – see Proposition 4.1. In Section 5 we then obtain successively for v
Ho¨lder regularity, Proposition 5.1, W 1,p-regularity for any p < ∞, in Proposition 5.3 and
finally W 2,2−ε-regularity in Corollary 5.5. This is the optimal regularity one can hope for
without having better estimates on λ, see [22]. So in Section 6 we turn to improving the
regularity λ, and the already obtained regularity for v allows us to obtain W 2,2-estimates
for λ which in turn lead to W 2,p-estimate for v for any p < ∞, see Corollary 6.5. Lastly,
with the regularity already obtained for λ and v we show in Section 7 that λ solves an
elliptic inequality in viscosity sense, and we obtain C1,α-regularity of λ. With this we
conclude the promised regularity of u = λv.
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2. Boundedness of λ
The scalar function λ is a solution to a classical (graph-)obstacle problem, however for the
energy
λ 7→
∫
|∇λ|2 +
∫
λ2|∇v|2
But observe that |∇v|2 ∈ L1(Rn), only. In particular, a priori for general |∇v|2 ∈ L1(Rn),
we cannot hope that λ is very smooth. For now we have to content ourselves with the
(local) boundedness of λ.
Proposition 2.1 (Boundedness of λ). Let λ, v be as in Theorem 1.4. Then λ ∈ L∞loc(B
2),
that is for any compact set K ⊂ B2 we have that λ ∈ L∞(K).
Proof. We will show that λ ∈ L∞(B(0, r)) for any r ∈ (0, 1). Fix such an r. By Fubini’s
theorem, there must be R ∈ (r, 1) such that
‖λ‖H1(∂B(0,R)) -
1
1− r
‖λ‖H1(B(0,1)).
Since ∂B(0, r) is one-dimensional we have that H1(∂B(0, R)) embeds in particular into
C0(∂B(0, R)). For simplicity of notation we shall pretend that R = 1 and thus assume
w.l.o.g.
K1 := ‖λ‖L∞(∂B(0,1)) <∞.
Let η ∈ C∞c (B
2,R+) and let K > K1. Then for small ε > 0 the following variation of λ is
admissible
λε := λ− εη(λ−K)
Indeed, by convexity, whenever ε‖η‖∞ < 1,
λε = (1− εη)λ+ εη K ≥ 1 a.e. in B
2.
In particular, the Euler-Lagrange inequality for λ implies
d
dε
∣∣∣
ε=0+
E (λε, v) ≥ 0,
that is
(2.1)
∫
B2
|∇λ|2η +
∫
B2
(λ−K)∇λ · ∇η +
∫
B2
λ η (λ−K) |∇v|2 ≤ 0.
We would like to test this inequality with η := (λ − K)+ Then η ∈ H
1
0 (B
2) – the zero
boundary data stems from the choice of K ≥ K1. Moreover,
∇η = χ{λ≥K}∇λ.
Cf. [6, Chapter 5, Problem 18, p.308]. However η may not be bounded, ant the resulting
integrals may not converge. So instead for arbitrary k > K we test with
ηk := −(η − k)− + k = min{η − k, 0}+ k ∈ [0, k]
6 SUJIN KHOMRUTAI AND ARMIN SCHIKORRA
In other words,
ηk =


k in {λ > K + k}
λ−K in {λ < K + k} ∩ {λ > K}
0 in {λ < K}
Now we have ηk ∈ H
1
0 ∩ L
∞(B2,R+), and consequently, ηk is admissible as testfunction in
(2.1). Moreover,
(2.2) ∇ηk = χ{λ∈(K,K+k)}∇λ.
We observe that (K − λ)ηk ≥ 0 and thus∫
B2
λ η (K − λ) |∇v|2 ≥ 0.
Moreover, in view of (2.2),∫
B2
(λ−K)∇λ · ∇η =
∫
B2
(λ−K)χλ∈(K,k)|∇λ|
2 ≥ 0.
Consequently, (2.1) implies ∫
B2
|∇λ|2ηk ≤ 0,
that is, since ηk ≥ 0,
|∇λ|2ηk ≡ 0.∫
B2
|∇λ|2(λ−K)+ ≤ 0
This implies
|∇λ|2(λ−K)+ ≡ 0,
that is
|∇ ((λ−K)+)
2 | ≡ 0,
But in view of (2.2) this implies
|∇(ηk)
2| ≡ 0,
which in turn gives ηk ≡ 0 (since ηk ∈ H
1
0 (B
2). In particular λ ≤ K almost everywhere,
i.e. λ is bounded (recall that λ ≥ λ0 ∈ L
∞(B) was assumed). 
3. The Euler-Lagrange equations for v
Now that λ is bounded, we start with computing the Euler-Lagrange equations for v, which
are a weighted version of the spherical harmonic map equation. In particular we obtain
a weighted version of Shatah’s conservation law [23], that He´lein used in [9] to obtain
regularity for harmonic maps into spheres.
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Lemma 3.1 (Euler-Lagrange equations). Let λ and v be as in Theorem 1.4. Then,
(3.1) div(λ2∇vi) = Ωij · λ
2∇vj
with
Ωij = v
j∇vi − vi∇vj.
Equivalently we also have a weighted version of Shatah’s conservation law [23]
(3.2) div(λ2Ωij) = 0.
Proof. Since |v| ≡ 1 we have
d
dε
∣∣∣
ε=0
v + εψ
|v + εψ|
= ψ − 〈ψ, v〉v,
and consequently, the Euler-Lagrange equations with respect to v, can be written as∫
B2
λ2∇v · ∇ψ =
∫
B2
λ2∇v · ∇(〈ψ, v〉v)
Now, v · ∇v ≡ 0 since |v| ≡ 1, so
∇v · ∇(〈ψ, v〉v) = |∇v|2〈ψ, v〉.
We thus obtain the Euler-Lagrange equation
div(λ2∇vi) = λ2vi|∇v|2.
Now we rewrite this equation (using again vi∇vi = 1
2
∇|v|2 ≡ 0), with he following trick
vi|∇v|2 = vi∇vj · ∇vj =
(
vi∇vj · ∇vj − vj∇vi
)
· ∇vj
This establishes (3.1). The conservation law (3.2) follows now from a direct computation.

4. Uniform a priori estimates for critical equations with elliptic
W 1,2-coefficients
Proposition 4.1. Let 2 < p0 < p∞ < ∞ and Λ > 1. Then there exists a constant
C = C(Λ, p0, p∞), a small ε = ε(Λ, p0, p∞) > 0 and a small α = α(Λ, p0, p∞) > 0 so that
the following holds.
Let either p = 2 or p ∈ (p0, p∞) and R > 0. Let v ∈ W
1,2(B2,RN) be a solution to
(4.1) div(λ2∇vi) = Ωij · λ
2∇vj in B2
where λ ∈ L∞ ∩W 1,2(B2) satisfies
(4.2) Λ−1 ≤ λ ≤ Λ almost everywhere in B2
and Ωij ∈ L
2
loc(B
2,R2) satisfies
(4.3) |Ω| ≤ Λ|∇v| almost everywhere in B2.
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If p = 2 we assume moreover
(4.4) div(λ2Ωij) = 0 in B
2.
Then, if ∇v ∈ Lploc(B
2) then for any r < R the estimate
‖∇v‖Lp(B(r)) ≤ C
( r
R
)α
p
‖∇v‖Lp(B(R))
holds for all balls B(R) ⊂ B2 on which v and λ satisfy
‖∇λ‖L2(B(R)) + ‖∇v‖L2(B(R)) ≤ ε.
An important ingredient for the p = 2 case is Wente’s Lemma see [14, 26, 2, 24, 13, 4, 25].
Lemma 4.2 (Wente Lemma). Let B ⊂ R2 be a ball, and a, b ∈ W 1,2(B). If w ∈
W 1,2(B(R)) is a solution to {
∆w = ∇a · ∇⊥b in B
w = 0 on ∂B,
where ∇⊥ = (−∂2, ∂1)
T , then
‖w‖L∞(B) + ‖∇w‖L2(B) ≤ ‖∇a‖L2(B) ‖∇b‖L2(B).
The proof of Proposition 4.1 is based on the following estimate.
Lemma 4.3. Let 2 < p0 < p∞ < ∞ and Λ > 1. Then there exists a constant C =
C(Λ, p0, p∞) so that the following holds.
Let either p = 2 or p ∈ (p0, p∞) and R > 0. Let v ∈ W
1,2(B(R),RN) be a solution to (4.1)
in B(R), where λ ∈ L∞ ∩W 1,2(B(R)) satisfies (4.2) in B(R) and Ωij ∈ L
2
loc(B(R),R
2)
satisfies (4.3). If p = 2 we assume moreover (4.4) to hold in B(R).
Then, if ∇v ∈ Lp(B(R)) we have the following a priori estimate for any r ∈ (0, R]
‖∇v‖Lp(B(r)) ≤ C
(( r
R
) 2
p
+ ‖∇λ‖L2(B(R)) + ‖∇v‖L2(B(R))
)
‖∇v‖Lp(B(R)).
Proof. We use Hodge decomposition to obtain
(4.5) λ2∇v = ∇a +∇⊥b+H in B(R)
Here ∇⊥ = (−∂y, ∂x). Namely, we choose a, b ∈ W
1,2
0 (B(R),R
N), and H harmonic in B(R)
so that {
∆a = div(λ2∇v) in B(R)
a = 0 on ∂B(R)
,
{
∆b = curl (λ2∇v) in B(R)
b = 0 on ∂B(R)
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From (4.1) we find that {
∆a = Ωij · λ
2∇vj in B(R)
a = 0 on ∂B(R)
From standard elliptic estimates we then obtain for any p > 2
(4.6) ‖∇a‖Lp(B(R)) - ‖λ‖
2
∞‖Ω‖L2(B(R))‖∇v‖Lp(B(R)).
Of course the constant may depend on p as it blows up for p → ∞ or as p → 2. But it
is uniform for p ∈ (p0, p∞). For p = 2, we use that by (4.4) we have a div-curl structure.
Then, Wente’s Lemma, Lemma 4.2, implies the same estimate (4.6) for p = 2.
For b we use compute the curl and find{
∆b = ∇⊥(λ2)∇v in B(R)
b = 0 on ∂B(R)
Again from standard elliptic estimates for p > 2 and from Wente’s Lemma and the div-curl
structure for p = 2 we obtain the estimate
‖∇b‖Lp(B(R)) - ‖λ‖L∞(B(R)) ‖∇λ‖L2(B(R)) ‖∇v‖Lp(B(R))
By the assumptions on λ and Ω we thus get
‖∇a‖Lp(B(R)) + ‖∇b‖Lp(B(R)) ≤ C(Λ, p0, p∞)
(
‖∇v‖L2(B(R)) + ‖∇λ‖L2(B(R))
)
‖∇v‖Lp(B(R)).
In particular we get from (4.5),
‖∇v‖Lp(B(r)) ≤ C(Λ) ‖H‖Lp(B(r))+C(Λ, p0, p∞)
(
‖∇v‖L2(B(R)) + ‖∇λ‖L2(B(R))
)
‖∇v‖Lp(B(R)),
and
‖H‖Lp(B(R)) ≤ C(Λ)‖∇v‖Lp(B(R))+C(Λ, p0, p∞)
(
‖∇v‖L2(B(R)) + ‖∇λ‖L2(B(R))
)
‖∇v‖Lp(B(R)),
The last ingredient is the harmonicity of H , which implies for any r < R, see, e.g. [8,
Theorem 2.1, p.78],
‖H‖Lp(B(r)) -
( r
R
) 2
p
‖H‖Lp(B(R)).
Together, the last three estimates imply the claimed result. 
By choosing r < θ
p
nR for θ small enough we obtain as a corollary
Corollary 4.4. Let 2 < p0 < p∞ < ∞ and Λ > 1. Then there exists a constant C =
C(Λ, p0, p∞), a small ε = ε(Λ, p0, p∞) > 0 and a small θ = θ(Λ, p0, p∞) so that the following
holds.
Let either p = 2 or p ∈ (p0, p∞) and R > 0. Let v ∈ W
1,2(B(R),RN) be a solution to (4.1)
in B(R), where λ ∈ L∞ ∩W 1,2(B(R)) satisfies (4.2) in B(R) and Ωij ∈ L
2
loc(B(R),R
2)
satisfies (4.3) in B(R). If p = 2 we assume moreover (4.4) to hold in B(R).
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Then, if ∇v ∈ Lp(B(R)) and if
‖∇λ‖L2(B(R)) + ‖∇v‖L2(B(R)) < ε
then for σ := θ
p
2 we have
‖∇v‖Lp(B(σR)) ≤
1
2
‖∇v‖Lp(B(R))
Proof of Proposition 4.1. The proof now follows from Corollary 4.4 by iteration. Pick
r ∈ (σk−1R, σkR] for some k ∈ N.
For now let us assume that k ≥ 2. Repeated application of Corollary 4.4 implies
‖∇v‖Lp(B(r)) ≤ 2
1−k‖∇v‖Lp(B(R))
Since for our choice of r,
21−k = σ(k−1)
log 2
− log σ ≤
( r
R
) log 2
− log σ
we have found that
‖∇v‖Lp(B(r)) ≤
( r
R
) log 2
− log σ
‖∇v‖Lp(B(R)).
Since σ = θ
p
2 we choose (independently of p)
α := 2
log 2
− log θ
.
That is, we have shown
‖∇v‖Lp(B(r)) ≤
( r
R
)α
p
‖∇v‖Lp(B(R))
holds for any r ≤ σ2R. For r ∈ (σ2R,R) we use the trivial estimate
‖∇v‖Lp(B(r)) ≤ ‖∇v‖Lp(B(R)) ≤ σ
−2α
p
( r
R
)α
p
‖∇v‖Lp(B(R)).
Using again that σ = θ
p
2 we find for any r ∈ (σ2R,R)
‖∇v‖Lp(B(r)) ≤ ‖∇v‖Lp(B(R)) ≤ θ
−2α
( r
R
)α
p
‖∇v‖Lp(B(R))

5. W 2,2−ε-regularity of v
As a consequence of our analysis in the previous section we obtain Ho¨lder continuity of v.
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Proposition 5.1 (Initial regularity for v). Let v and λ be as in Theorem 1.4. Then there
exists α > 0 such that for every compact K ⊂ B2 we have
(5.1) sup
B(y0,r)⊂K
r−
α
2 ‖∇v‖L2(B(y0,r)) <∞.
In particular, by Sobolev embedding in R2, v ∈ C0,αloc .
Remark 5.2. The proof of Ho¨lder continuity can be found in the literature: from
Lemma 3.1, more precisely (3.1) we obtain that for ξi := λ2∇ui we have
div(ξi) = Ωikξ
k
Ho¨lder regularity now follows from a distorted version of Rivie`re’s celebrated regularity
theorem for systems with antisymmetric potential [16]. More precisely, [17, Remark 3.4.] is
applicable – since λ ∈ L∞loc by Proposition 2.1 and using also that by assumption infB2 λ > 0.
In order to obtain later higher regularity, however, we need the estimate (5.1).
Proof of Proposition 5.1. For 0 < r < R let B(y0, r) ⊂ B(y0, R) ⊂ B
2. Since our result is
away from the boundary, by Proposition 2.1 we may assume w.l.o.g. that λ is bounded in
all of B2.
Observe that since λ, v ∈ W 1,2(B2), by absolute continuity of the integral, for any ε > 0
there exists a radius R0 > 0 such that
sup
B(y0,ρ)⊂B2,ρ<R0
‖∇v‖L2(B(y0,ρ)) + ‖∇λ‖L2(B(y0,ρ)) < ε.
The claim then follows from the a priori estimates of Proposition 4.1 (for p = 2) and a
covering argument. 
5.1. Slightly higher integrability of the gradient of v. The next step is higher inte-
grability of the derivative ∇v,
Proposition 5.3 (W 1,2+ε-regularity for v). Let v and λ be as in Theorem 1.4. Then, there
exists p > 2 such that v ∈ W 1,ploc (B
2).
Proof. We apply Hodge decomposition on a ball B(R). Namely we split
(5.2) λ2∇v = ∇a +∇⊥b+H in B(R)
where H is harmonic in B(R) and a and b are chosen as follows (in view of Lemma 3.1):{
∆a = div(λ2∇v) = Ωλ2∇v in B(R)
a = 0 on ∂B(R)
,
{
∆b = curl (λ2∇v) = ∇⊥λ2∇v in B(R)
b = 0 on ∂B(R)
With the α from Proposition 5.1, the structure of Ω, and boundedness of λ we obtain
sup
B(r)⊂B(R)
r−α‖∆a‖L1(B(r)) <∞.
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but for b, since ∇λ ∈ L2 only, we find
sup
B(r)⊂B(R)
r−
α
2 ‖∆b‖L1(B(r)) <∞.
By (a localized version of) the Sobolev embedding for Morrey spaces, see [1], we obtain
that for any p ∈ [1, 2−α
1−α
), ∇a and ∇b belong to Lploc(B(R)). Since α > 0 we can choose
p > 2, and since H is harmonic on B(R) and λ is bounded away from zero, from (5.2) we
get ∇v ∈ Lploc(B(R)). 
5.2. On integrability of the gradient of v and W 2,2−ε-regularity. Now we can (still
only assuming that λ ∈ W 1,2) bootstrap the regularity for v all the way toW 1,ploc , p ∈ (1,∞).
For this we adapt an iteration strategy by Sharp and Topping [22], see also generalizations
in [21, 18]. The main technical ingredient are the uniform a priori estimates in Proposi-
tion 4.1.
Proposition 5.4 (W 1,p-regularity for v for large p). Let v and λ be as in Theorem 1.4.
Then, for any p ∈ (1,∞) we have v ∈ W 1,ploc (B
2,RN).
Proof of Proposition 5.4. Fix p∞ ∈ (2,∞). We are going to show that v ∈ W
1,p∞
loc (B
2).
By Proposition 5.3 we have v ∈ W 1,p1loc (B
2). Set p0 :=
2+p1
2
, and apply Proposition 4.1, then
for some (uniform) α,
(5.3) sup
B(r)⊂K
r
− α
p1 ‖∇v‖Lp1(B(r)) <∞.
As in (5.2) we apply Hodge decomposition on some ball B(R) ⊂ B2.
(5.4) λ2∇v = ∇a +∇⊥b+H in B(R)
where H is harmonic in B(R) and in view of Lemma 3.1 we have{
∆a = Ωλ2∇v in B(R)
a = 0 on ∂B(R)
,
{
∆b = ∇⊥λ2∇v in B(R)
b = 0 on ∂B(R)
From (5.3) we obtain
sup
B(r)⊂B(R)
r
−2 α
p1 ‖∆a‖
L
p1
2 (B(r))
<∞
and (recall that we only have ∇λ ∈ L2),
sup
B(r)⊂B(R)
r
− α
p1 ‖∆b‖
L
2p1
p1+2 (B(r))
<∞
Observe that since p1 > 2 we have
p1
2
> q1 :=
2p1
2p1+2
> 1. That is we have,
sup
B(r)⊂B(R)
r
− α
p1
(
‖∆a‖Lq1 (B(r)) + ‖∆b‖Lq1 (B(r))
)
<∞
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Again we use the Sobolev embedding on Morrey spaces, see [1]. For
1
p2
:=
1
q1
−
1
2− α
p1
q1
=
1
p1
−
α
4p1 + 4− 2α
we get
sup
B(r)⊂B(R/2)
r
−
α
p1+1
p2
(
‖∇a‖Lp2 (B(r)) + ‖∇b‖Lp2 (B(r))
)
<∞.
In particular, from (5.4) and harmonicity of H we get v ∈ Lp2(B(R/2)). By a covering
argument we conclude that v ∈ W 1,p2loc (B
2).
So we define a sequence (pi)i by
1
pi+1
:=
1
pi
−
α
4pi + 4− 2α
.
By induction we obtain from Proposition 4.1 v ∈ W
1,pi+1,R
N
loc (B
2) for every i ∈ N such that
pi < p∞. The important point is that α is uniform and does not depend on each i.
Clearly pi+1 ≥ pi and limi→∞ pi = ∞. That is there exists i0 ∈ N such that pi < p∞ and
pi+1 > p∞. That means that v ∈ W
1,p∞
loc (B
2). 
As a direct corollary from Proposition 5.4 and the Euler-Lagrange equations in Lemma 3.1
we obtain W 2,2−εloc -regularity for v. Observe that in view of the counterexamples in [22] this
is the best regularity for v one can hope for without having further improvements on the
regularity of λ.
Corollary 5.5. Let v and λ be as in Theorem 1.4. Then, for any q ∈ (1, 2) we have
v ∈ W 2,qloc .
Proof. From Proposition 5.4 we have that v ∈ W 1,ploc (B
2) for any p ∈ (1,∞). From
Lemma 3.1 we thus get that for any q ∈ (1, 2) – recall that ∇λ ∈ L2(B2) –
div(λ2∇v) ∈ Lqloc(B
2)
Now
∆v = div(λ−2λ2∇v) = ∇λ−2 λ2∇v + Lqloc(B
2).
Since infB2 λ > 0 we have that λ
−2 ∈ H1(B2) and thus
∆v ∈ Lqloc(B
2).
Standard elliptic estimates imply now v ∈ W 2,qloc (B
2,RN). 
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6. W 2,2-regularity for λ
By now, for λ and v as in Theorem 1.4 we have shown in Lemma 2.1 that λ ∈ L∞loc(B
2)
and in Corollary 5.5 that v ∈ W 2,qloc (B
2) for any q ∈ (1, 2).
Recall that we assume that λ ≥ 1. It will be notationally convenient to work with µ := λ−1,
which is a critical point of the energy∫
|∇µ|2 +
∫
(µ2 − 2µ)|∇v|2
So in the following we are going to consider the regularity of critical points µ ∈
L∞(B2, [0,∞))
F (µ) :=
∫
|∇µ|2 +
∫
(µ2 − 2µ) g subject to µ ≥ 0
where g ∈ W 1,qloc (B
2) for any q < 2, in particular g ∈ L2loc(B
2).
First we observe the variational inequality.
Lemma 6.1. Let µ as above, i.e. a critical point of F . Then, for any ϕ ∈ C∞c (B
2) such
that ϕ ≥ 0 we have
(6.1)
∫
B2
∇µ · ∇(ϕ− µ) +
∫
B2
µ(ϕ− µ)g −
∫
B2
(ϕ− µ)g ≥ 0.
Proof. This follows using the variation
µε := µ+ ε(ϕ− µ).

The variational inequality (6.1) for µ is almost of the form of variational inequalities con-
sidered e.g. in [7, (2.6)], where Frehse showed how Nirenberg’s method of discretely differ-
entiating partial differential equations can be adapted to variational inequalities. Indeed,
the only additional term that does not appear in [7, (2.6)] is
∫
B2
µ(ϕ−µ)g. So we (slightly)
adapt Frehse’s argument to obtain
Proposition 6.2. Let µ ∈ W 1,2(B2) ∩ L∞loc(B
2) as above, i.e. a critical point of F . If
g ∈ W 1,qloc (B
2) for any q < 2, then µ ∈ W 2,2loc (B
2).
We now follow closely Frehse’s argument in [7], and only prove the differences.
Firstly, we introduce first and second order differential quotients,
δi;hµ(x) :=
µ(x+ hei)− µ(x)
h
,
δi,j;hµ(x) :=
µ(x+ hei) + µ(x− hej)− 2µ(x)
h2
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The main first observation in [7, Hilfssatz 1]
Lemma 6.3. Let η ∈ C∞c (B
2), η ≥ 0. Then for any h < dist (supp η, ∂B2) we have for
i = 1, 2, ∫
B2
∇µ · ∇(η2δi,i;hµ) +
∫
B2
µ(η2δi,i;hµ)g −
∫
B2
(η2δi,i;hµ)g ≥ 0.
Proof. Observe that for ε≪ h we have that
µε := µ+ εη
2δi,j;hµ ≥ 0.
In particular, µε is a permissible variation of µ, and the claim follows. 
The only term that we have to estimate additionally to Frehse’s [7] is the following:
Lemma 6.4. ∫
B2
µη2 δi,i;hµ g - C
(
1 + ‖∇δi,h(ηµ)‖L2(B2)
)
where C depends on supp η, ‖µ‖L∞, ‖∇µ‖L2, ‖∇η‖L∞, ‖g‖Lp, for p sufficiently close to ∞
and ‖∇g‖W 1,q for a q < 2 sufficiently close to 2.
Proof. First, a standard application of the discrete Leibniz rule,∫
B2
µη2 δi,i;hµ g = −
∫
B2
µ δi,−hδi,h(η µ) g + C.
Thus, with the discrete integration by parts rule we obtain for any q ∈ (1,∞),
‖∇(ηµg)‖Lq ‖δi,h(ηµ)‖
L
q
q−1
For q < 2 we have
‖∇(ηµg)‖Lq - C.
On the other hand, since δi,h(ηµ) has compact support, by Sobolev-Poincare`-embedding
(since we are in two dimensions) for any q ∈ (1, 2),
‖δi,h(ηµ)‖
L
q
q−1
- ‖∇δi,h(ηµ)‖L2.

Proof of Proposition 6. Following word-by-word the Frehse’s argument in [7], using addi-
tionally the estimate Lemma 6.4 we obtain, cf. [7, p. 149],
‖∇(δi,h(µη))‖
2
L2 ≤ C (1 + ‖∇(δi,h(µη))‖L2) .
From Young’s inequality we obtain
‖∇(δi,h(µη))‖
2
L2 ≤ C + 4C
2 +
1
2
‖∇(δi,h(µη))‖
2
L2
and thus we obtain a bound on ‖∇(δi,h(µη))‖
2
L2 independent of h. Letting h → 0 we get
that
∇∂i(µη) ∈ L
2,
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which readily leads to u ∈ W 2,2 in the set where η ≡ 1. Taking η ∈ C∞c (B
2) and η ≡ 1 on
K ⊂ B2, K compact, we get that µ ∈ W 2,2loc (K). This holds for any compact set K ⊂ B
2,
so the claim is proven. 
Corollary 6.5. Let v and λ be as in Theorem 1.4. Then λ ∈ W 2,2loc (B
2), v ∈ W 2,ploc (B
2,RN)
for any p <∞. In particular λ ∈ C0,α and v ∈ C1,α for any α < 1.
Proof. By Corollary 5.5 we have that |∇v|2 ∈ W 1,qloc for any q < 2. Thus Proposition 6 is
applicable to µ = λ− 1, and we get that λ = µ+ 1 ∈ W 2,2loc (B
2).
To obtain W 2,ploc -regularity for v, we consider again the equations for v, (3.1), and note that
div(λ2∇v) ∈ Lploc(B
2)
Moreover, since λ ≥ 1, we compute
∆v = div(λ−2λ2∇v) = λ−∇λ∇v + λ−2 div(λ2∇v).
Since ∇λ ∈ W 1,2loc and ∇v ∈ W
1,q
loc for any q < 2, we obtain that ∆v ∈ L
p
loc and consequently
standard Calderon-Zygmund theory implies that ∇2v ∈ Lploc. 
7. On C1,α-regularity for λ
At this stage we have that v ∈ W 2,ploc (B
2,RN) for all p ∈ (1,∞) and λ ∈ W 2,2loc (B
2). Observe
that this implies in particular that λ is continuous. Since the obstacle condition λ ≥ 1 is
pointwise, the theory of viscosity solutions (see e.g. [3, 12]) is more suitable now.
Proposition 7.1. There exists a constant Λ > 0 such that λ solve in viscosity sense the
inequalities
0 ≤ ∆λ ≤ Λ in B2.
This Proposition is a consequence of Lemma 7.3 and Lemma 7.4 below. The first observa-
tion is that λ is smooth in the open set {λ > 1}.
Lemma 7.2. We have λ, v ∈ C∞({λ > 1}) and we have
(7.1) ∆λ = λ|∇v|2 pointwise in {λ > 1}
In view of Corollary 6.5 there exists in particular Λ > 0 such that
∆λ ≤ Λ in {λ > 1}.
Proof. We revert our attention to u := λv and show that u ∈ C∞({λ > 1}). Let x0 ∈ {λ >
1}. Then, since λ is continuous, there exists a ball B := B(x0) such that B ⊂ {λ > 1}.
But this implies that for any ϕ ∈ C∞c (B) for all suitably small
uε := u+ εϕ
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is a permissible variation of the Dirichlet energy, setting λε := |uε| > 0 and vε :=
uε
|uε|2
.
That is,
d
dε
∣∣∣
ε=0
∫
|∇uε|
2 = 0.
But this implies
∆u = 0 in {λ > 1},
so in particular λ = |u| ∈ C∞ ({λ > 1}) and v = u
|u|
∈ C∞ ({λ > 1}).
The equation (7.1) follows now from the variation λε := λ+εψ for arbitrary ψ ∈ C
∞
c ({λ >
1}). 
Lemma 7.3. We have in viscosity sense
∆λ ≥ 0 in B2.
Proof. Let x0 ∈ B
2. If λ(x0) > 1, then the claim follows immediately from Lemma 7.2,
since smooth solutions are viscosity solutions.
So assume that λ(x0) = 1. For any test-function ϕ ≥ λ such that ϕ(x0) = 1 we have in
particular
ϕ ≥ 1, and ϕ(x0) = 1.
That is, ϕ attains its minimum at x0 and thus ∆ϕ ≥ 0. 
Lemma 7.4. For λ as above we have in viscosity sense.
∆λ ≤ Λ in B2.
Proof. By the variation λε := λ + εϕ for ϕ ∈ C
∞
c (B
2) and ϕ ≥ 0 we get the variational
inequality ∫
∇λ · ∇ϕ+ λϕ|∇v|2 ≥ 0.
Let η ∈ C∞c (B(0, 1)) be the usual bump function, η ≡ 1 in B(0,
1
2
), η(−x) = η(x), η ≥ 0
and
∫
η = 1. We set ηε := ε
−2η(·/ε). We denote λε := ηε ∗ λ and have for any fixed
testfunction ϕ ≥ 0 (if ε is small enough then ϕ ∗ ηε ≥ 0 is permissible as a test function)∫
∇λε · ∇ϕ =
∫
∇λ · ∇(ϕ ∗ ηε)
≥−
∫
λ(ϕ ∗ ηε)|∇v|
2
=−
∫
ϕ
(
λ|∇v|2
)
∗ ηε
Since, in view of Corollary 6.5 we have
‖
(
λ|∇v|2
)
∗ ηε‖L∞ ≤ ‖λ|∇v|
2‖L∞ =: Λ <∞
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we find that
(7.2) ∆λε ≤ Λ in B1−2ε
This inequality holds in pointwise and viscosity sense, since λε is smooth.
On the other hand, since λ is Ho¨lder continuous, we have that λε converges locally uniformly
to λ as ε→ 0. This implies, e.g. as in [19, Lemma 2.4], that also λ satisfies (7.2) in viscosity
sense.

As a consequence of the regularity theory of viscosity solutions to elliptic partial differential
inequalities, see e.g. [19], we obtain
Corollary 7.5. Let be λ as above, then λ ∈ C1,α for any α < 1.
8. Adaptations for the proof of Theorem 1.3
For matrices A,B ∈ RN×N we denote the Hilbert-Schmidt scalar product by
A : B :=
∞∑
i,j=1
AijBij .
Now as in the sphere case, where we have u · ∇u = 0 if |u| = 1 almost everywhere, if
P ∈ SO(N) almost everywhere then
∇P : P = P T∇P : IN×N = 0,
since P T∇P is antisymmetric and the identity matrix IN×N is symmetric.
In particular we have for λ ∈ H1(B2) and P ∈ H1(B2, SO(N)),
|∇(λP )|2 = |∇λ|2 + λ2|∇P |2.
We conclude that we have to consider critical points of the energy
E(λ, P ) = |∇λ|2 + λ2|∇P |2.
So we see that we get the analogue of Lemma 3.1. Now regularity estimates are almost
verbatim of what we have here.
Lemma 8.1 (Euler-Lagrange equations). Let λ and P be as in Theorem 1.3. Then,
div(λ2∇P ) = λ2Ω∇P.
with
Ω = −P T∇P.
Equivalently we also have the conservation law
div(λ2P T∇P ) = 0.
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Proof. A permissible variation for P is Pε := Pe
εαϕ where α ∈ so(N) is antisymmetric and
ϕ ∈ C∞c (B
2). This leads to ∫
λ2∇P : ∇(Pαϕ) = 0.
Observe that for antisymmetric α we readily have
∇P : ∇Pα = 0
Thus, the Euler-Lagrange equations for variations in P are
div(λ2P T∇P ) : α = 0.
This holds for any antisymmetric matrix α ∈ so(N). Using that P T∇P is also antisym-
metric, we thus get
div(λ2P T∇P ) = 0.
We can equivalently rewrite this as
div(λ2∇P ) = div(λ2PP T∇P ) = λ2∇PP T∇P.
Using that ∇PP T = ∇(PP T )− P T∇P = −P T∇P we get the claim. 
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