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Abstract
In this paper, we introduce and investigate multichannel wavelets, which are wavelets
for vector fields, based on the concept of full rank subdivision operators. We prove that,
like in the scalar and multiwavelet case, the existence of a scaling function with orthogonal
integer translates guarantees the existence of a wavelet function, also with orthonormal
integer translates. In this context, however, scaling functions as well as wavelets turn out
to be matrix-valued functions.
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1. Introduction
In recent years, multiwavelets have become a popular tool in signal processing,
mainly because of their ability to offer properties like orthonormality and
symmetry at the same time. In most such applications a scalar signal was
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transferred into a vector-valued signal by combining successive data elements
into blocks and then processing these blocks by so-called multifilters which are
based on convolutions with matrix-valued sequences.
In this paper, we introduce and pursue a different approach which is motivated
by an application from feature recognition in EEG (electroencephalography) data,
where a generically vector-valued signal has to be processed as a multichannel
signal with possibly intricate correlations between some of these channels.
Concretely, we mention an example from the detection of stimuli in EEG data
given in [4]: a (visual) stimulus is presented to a test person and the activity of the
brain is measured at about 30 electrodes which are attached to different positions
of the human head. Due to the propagation of the stimulus within the brain, these
activities may be measured at different times and in even different form at these
electrodes so that the there exists an intricate form of correlation between some
channels of the multichannel input, while others may be completely unrelated.
In order to model and analyze this form of data, we will introduce a multi-
channel multiresolution analysis in this paper which is based on the concept of
matrix refinable functions known from the study of full rank stationary vector
subdivision schemes, cf. [1–3].
We will use the following notation. By Zr = {0, . . . , r − 1} we denote the set
of all integers modulo r ∈N. By
(Z)Zr = {c :Z→RZr}
we will denote the vector space of all r-vector-valued sequences and by 2(Z)Zr
the subspace of all sequences whose 2-norm
‖c‖2 :=
(∑
j∈Z
∑
k∈Zr
∣∣c(j)k∣∣2)1/2
is finite. In the same way, we also define for r, s ∈ N the r × s matrix-valued
sequences (Z)Zr×Zs and their subspace 2(Z)Zr×Zs . Moreover, we denote by
00(Z) the vector space of all finitely supported sequences, a notion which can be
trivially extended to vector and matrix-valued sequences.
The convolution of a matrix-valued sequence A ∈ (Z)Zs×Zr with either
a matrix-valued sequence B ∈ (Z)Zr×Zt or a vector-valued sequence c ∈ (Z)Zr
is, as usual, defined by
A ∗B =
∑
j∈Z
A(· − j)B(j), A ∗ c=
∑
j∈Z
A(· − j)c(j),
respectively, whenever either of the above sums converges. Obviously, this
definition can be extended to convolutions between matrix-valued functions F
and matrix or vector sequences by setting
F ∗B =
∑
j∈Z
F (· − j)B(j) and F ∗ c=
∑
j∈Z
F (· − j)c(j),
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respectively. If, what is usually the case, F has finite support, then the
pointwise convergence of the above series is immediate because the sums only
consider finitely many nonzero elements. Note, however, that none of the above
convolutions is commutative any more, not even when A and B consist of square
matrices of the same size.
2. Multichannel multiresolution analysis
In this section we introduce a natural extension of the well-known multiresolu-
tion analysis, or MRA for short, to vector-valued functions. Note that here we are
not considering an MRA with multiplicities, that is, a scalar MRA generated by a
finite number of functions instead of a single one, but are interested in an MRA
for the space
L2(R)
Zr =
{
f :R→Rr : ‖f ‖2 =
(∑
j∈Zr
∫
R
∣∣fj (x)∣∣2 dx)1/2 <∞},
of square integrable vector fields. A useful tool will be the skew symmetric
bilinear form
〈·, ·〉 :L2(R)Zm×Zk ×L2(R)Zm×Z →RZk×Z
defined as
〈F ,G〉 :=
∫
R
FT(x)G(x)dx. (1)
Here, skew symmetry means that 〈F ,G〉 = 〈G,F 〉T. Moreover, we have for any
F ∈L2(R)Zr×Zr that 〈F ,F 〉 is a symmetric, positive definite matrix, that is
yT〈F ,F 〉y  0, y ∈RZr .
We will say that two matrix-valued functions F ,G ∈ L2(R)Zr×Zr are
orthogonal to each other if 〈F ,G〉 = 0, where 0 denotes the matrix in RZr×Zr
all of whose entries are zero. Also note that the L2-norm of any matrix-valued
function F ∈ L2(R)Zr×Zr can be read from this “inner product” by means of the
formula
‖F‖2 :=
( ∑
j,k∈Zr
∫
R
∣∣Fjk(x)∣∣2 dx)1/2 = (trace〈F ,F 〉)1/2. (2)
In particular, we have that 〈F ,F 〉 = 0 if and only if F = 0. This fact follows
immediately from (2) by recalling that
trace〈F ,F 〉 =
∑
j∈Zr
λj ,
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where λj , j ∈ Zr , are the (nonnegative) eigenvalues of the positive definite matrix
〈F ,F 〉.
Definition 2.1. A multichannel MRA is defined by a nested sequence of closed
subspaces V0 ⊂ V1 ⊂ · · · ⊂ L2(R)Zr , with the properties that
(1) they are shift invariant
f ∈ Vk ⇐⇒ f (· + j) ∈ Vk, j ∈ Z;
(2) they are scaled versions of each other
f ∈ V0 ⇐⇒ f
(
2k · ) ∈ Vk;
(3) they are generated by stable integer translates of certain vector fields:
V0 = span{fj : j ∈ Zr },
where the translates of the vector fields fj , j ∈ Zr , form a Riesz basis in
L2(R)
Zr
, that is,∥∥∥∥∑
j∈Zr
∑
k∈Z
cjkfj (· − k)
∥∥∥∥
2

(∑
j∈Zr
∑
k∈Z
|cjk|2
)1/2
. (3)
Arranging the coefficients cjk , j ∈ Zr into a vector c(k) ∈ RZr , we can write
condition (3) more concisely as ‖F ∗ c‖2  ‖c‖2 where F is the matrix-valued
function with rows f Tj , j ∈ Zr .
Since we will exclusively consider multichannel MRAs in this paper, we will
simply use the abbreviation “MRA” for those from now on. The first observation
we are going to make is the fact that any MRA is generated by a matrix refinable
function F ∈ L2(R)Zr×Zr , that is, a function for which there exists a finitely
supported mask
A= (A(k) ∈RZr×Zr : k ∈ Z) ∈ Zr×Zr00
such that
F = (F ∗A)(2 ·) :=
∑
k∈Z
F (2 · −k)A(k). (4)
Equation (4) is usually called a matrix refinement equation. Like in the
classical scalar MRAs, refinable functions also form the building blocks for the
multichannel MRAs.
Proposition 2.2. The subspaces Vj ⊂ L2(R)Zr , j ∈N0, form an MRA if and only
if there exists a matrix refinable function F ∈ L2(R)Zr×Zr such that
Vk =
{
F ∗ c: c ∈ 2(Z)Zr
}
, k ∈N0, (5)
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where
F = (F ∗A)(2 ·) (6)
for some mask A and that F is stable, that is,
‖F ∗ c‖2  ‖c‖2, c ∈ 2(Z)Zr . (7)
Proof. Suppose first that the Vj , j ∈ Z, generate a MRA and let fj , j ∈ Zr , be
the generating functions for V0. Setting
F =
∑
j∈Zr
fje
T
j ,
(5) is immediate. Then it follows from V0 ⊂ V1 and from the fact that the integer
translates of the functions fj (2 ·), j ∈ Zr , generate V1 that there exist coefficients
ajk, j, k ∈ Zr ,  ∈ Z, such that for any j ∈ Zr
fj =
∑
k∈Zr
∑
∈Z
ajkfk(2 · −)=
∑
k∈Zr
∑
∈Z
fk(2 · −)eTk
(
ekajke
T
j
)
ej
=
∑
∈Z
F (2 · −)A()ej = F ∗A(2 ·)ej ,
where A() := [ajk: j, k ∈ Zr ], which yields (6). Finally, (7) follows immedi-
ately from writing the coefficients in the definition of the joint stability of fj ,
j ∈ Zr , in vector sequence form.
Conversely, it is easy to see that a matrix refinable function with the above
properties defines an MRA. ✷
Definition 2.3. The matrix-valued function F ∈L2(R)Zr×Zr which generates the
MRA is called the scaling function of the MRA.
Remark 2.4. In a multichannel MRA the rows and the columns of the scaling
take different roles. Let
F =
∑
j∈Zr
f˜je
T
j =
∑
j∈Zr
ejf
T
j ,
then the rows fj , j ∈ Zr , of F are refinable vector fields with respect to AT,
that is,
fj =AT ∗ fj (2 ·) :=
∑
k∈Z
AT(k)fj (2 · −k),
while the columns f˜j , j ∈ Zr , of F are the functions whose integer translates
span the space V0.
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We now request an additional property of the scaling function F of our MRA,
namely, that it has orthonormal integer translates, which means that〈
F ,F (· − )〉= δ0I ,  ∈ Z, (8)
where I stands for the r × r identity matrix. Whenever a scaling function F
satisfies (8), we will simply call it an orthonormal scaling function.
Writing an orthonormal scaling function F in terms of its column vectors as
F =
∑
j∈Zr
f˜je
T
j ,
we thus get for j, k ∈ Zr and  ∈ Z that
δ0I =
〈
F ,F (· − )〉= ∫
R
(∑
j∈Zr
f˜j (x)e
T
j
)T(∑
j∈Zr
f˜j (x − )eTj
)
dx
=
∑
j,k∈Zr
ej
(∫
R
f˜
T
j (x)f˜k(x − )dx
)
eTk
= [〈f˜j , f˜k(· − )〉: j, k ∈ Zr ],
hence〈
f˜ j , f˜k(· − )
〉= δjkδ0, j, k ∈ Zr ,  ∈ Z,
which leads us to the following observation.
Proposition 2.5. The integer translates of the matrix function F ∈ L2(R)Zr×Zr
are orthonormal if and only if the integer translates of the column vectors f˜j ,
j ∈ Zr , are mutually orthonormal.
Having an orthonormal scaling function available, it is easy to compute the
projection PVjg of any vector field g to Vj .
Lemma 2.6. For g ∈ L2(R)Zr and any orthonormal scaling function F ∈
L2(R)Zr×Zr we have that
g = 2−j/2
∑
k∈Z
F
(
2j · −k)〈F (2j · −k),g〉+ g⊥, (9)
where 〈g⊥,Vj 〉 = 0.
Proof. Obviously the functions 2−j/2F (2r ·) are orthonormal scaling functions
for Vj , j ∈N0. Since for any j ∈N0 the space Vj is spanned by the vector fields
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2−j/2f˜ (2r · −k), k ∈ Z, the orthogonal projection PVjg takes the form
PVjg := 2−j/2
∑
k∈Zr
∑
∈Z
f˜k
(
2r · −)〈f˜k(2j · −),g〉
= 2−j/2
∑
k,k′∈Zr
∑
∈Z
f˜k
(
2j · −)eTk ek′ 〈f˜k′(2j · −),g〉
= 2−j/2
∑
∈Z
(∑
k∈Zr
f˜
T
k
(
2j · −))∑
k∈Zr
∫
R
eTk f˜
T
k
(
2j x − )g(x)dx
= 2−j/2
∑
∈Z
F
(
2j · −)∫
R
FT
(
2j x − )g(x)dx
= 2−j/2
∑
∈Z
F
(
2j · −)〈F (2j · −),g〉.
From this it is easily verified that〈
F
(
2j · −k),PVjg〉= 〈F (2j · −k),g〉,
hence
〈Vj ,g− PVjg〉 = 0.
Finally, for any g ∈ L2(R)Zr and for any j ∈N0 the sequence with the coefficients
〈F (2j · −k),g〉, k ∈ Z, belongs to 2(Z)Zr , which is obtained by considering
2−j
∑
k∈Z
〈
F
(
2j · −k),g〉T〈F (2j · −k),g〉
= 2−j
∑
k∈Z
∫
R
∫
R
gT(x)F
(
2j x − k)FT(2j y − k)g(y)dx dy
= 2−j
∑
k∈Z
∫
R
∫
R
gT(x)
∑
,′∈Zr
f˜
(
2jx − k)eT e′ f˜ T′ (2jy − k)g dx dy
= 2−j
∑
k∈Z
∑
∈Zr
〈
f˜
(
2j · −k),g〉2 = ∑
∈Zr
∑
k∈Z
〈
f˜(· − k),g
〉2

∑
∈Zr
∥∥f˜∥∥22‖g‖22,
since the integer translates of f,  ∈ Zr , form an orthonormal basis of V0. ✷
The next remark is the simple observation that functions with orthogonal
integer translates are always stable.
Lemma 2.7. Suppose that F ∈ L2(R)Zr×Zr has orthonormal integer translates.
Then F has stable integer translates.
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Proof. For any c ∈ 2(Z)Zr we obtain that
‖F ∗ c‖22 = 〈F ∗ c,F ∗ c〉 =
∑
j,k∈Z
∫
R
cT(j)FT(x − j)F (x − k)c(k)dx
=
∑
j,k∈Z
cT(j)
〈
F (· − j),F (· − k)〉c(k)=∑
j∈Z
cT(j)c(j)
= ‖c‖22,
which verifies the claim. ✷
Orthogonality of a refinable matrix function can also be expressed in terms of
the mask coefficients.
Proposition 2.8. Suppose that F is an A-refinable matrix function, i.e., F =
F ∗A(2 ·), with orthogonal integer translates. Then, for any  ∈ Z,∑
k∈Z
AT(2+ k)A(k)= 2δ0I . (10)
Proof. Substituting the refinement equation into the orthogonality relation we get
that for  ∈ Z
δ0I =
〈
F ,F (· − t)〉
=
∑
j,k∈Z
∫
R
AT(j)FT(2x − j)F (2x − 2− k)A(k)dx
= 1
2
∑
j,k∈Z
AT(j)
∫
R
FT(x − j)F (x − 2− k)dxA(k)
= 1
2
∑
k∈Z
AT(2+ k)A(k). ✷
In the usual fashion we can also associate to the finitely supported mask A
the so-called symbol A˜ which is an r × r matrix-valued Laurent polynomial or,
equivalently, an r × r matrix of Laurent polynomials defined as
A˜(z)=
∑
j∈Z
A(j)zj , z ∈C \ {0}. (11)
Taking the Fourier transform
F̂ (ξ) :=
∫
R
F (t) e−iξ t dt, ξ ∈R,
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of the refinement equation (4) yields the equivalent formula
F̂ (ξ)= 1
2
F̂
(
ξ
2
)
A˜
(
e−iξ/2
)
, ξ ∈R, (12)
and the orthogonality relation can be also be expressed in terms of the quadrature
mirror filter equation
A˜(z)A˜(z)+ A˜(−z)A˜(−z)= I , z ∈C \ {0}, (13)
where A˜(z) := A˜T(z−1), which yields in particular that A˜(z) = A˜H (z)
whenever |z| = 1. For details, cf. [2,3].
3. Wavelets
In this section we will consider the existence of a wavelet function for any
MRA generated by an orthogonal matrix function, that is, by a matrix function
F ∈L2(R)Zr×Zr such that〈
F ,F (· − j)〉= δ0j , j ∈ Z.
Since an MRA consists of a nested sequence of spaces, that is, Vj ⊂ Vj+1, j ∈N0,
we can define the relative orthogonal complements
Wj := Vj+1  Vj , i.e., Vj+1 = Vj ⊕Wj , j ∈N0,
where orthogonality has to be understood in the sense that
〈F ,G〉 = 0, F ∈ Vj, G ∈Wj .
Definition 3.1. A function G ∈ V1 is called a wavelet for the MRA if
Wj =
{
G ∗ c(2j ·): c ∈ 2(Z)Zr }, j ∈N0, (14)
and it is called an orthonormal wavelet if G is moreover orthonormal, i.e., if
〈G,G(· − j)〉 = δ0jI , j ∈ Z.
We begin by remarking that a wavelet is in no way unique for r > 1: if G is
any wavelet for an MRA, then SGT also is a wavelet for any regular matrices
S,T ∈RZr×Zr . In fact, if g ∈Wj can be written as g =G ∗ c(2j ·), then also
g = (SGT ) ∗ c˜(2j ·),
where c˜ is chosen such that
c˜= T −1c′, where S−1g =G ∗ c′(2j ·).
In the same fashion, an orthonormal wavelet G can be transformed into another
orthonormal wavelet G′ := PGQ by choosing P ,Q ∈ RZr×Zr as orthogonal
matrices.
590 S. Bacchelli et al. / Advances in Applied Mathematics 29 (2002) 581–598
3.1. Existence
We now show that any orthonormal scaling function gives rise to an
orthonormal wavelet.
Theorem 3.2. Suppose that the scaling function F ∈ L2(R)Zr×Zr for an MRA
has orthonormal integer translates. Then there exists an orthonormal wavelet
G ∈ L2(R)Zr×Zr .
By the scaling properties of an MRA requested in Definition 2.1, the above
Theorem 3.2 follows immediately from the following result.
Theorem 3.3. Suppose that F ∈ L2(R)Zr×Zr in an orthonormal scaling function
and set
Vj =
{
F ∗ c(2j ·): c ∈ 2(Z)Zr }, j ∈N0.
Then there exists an orthonormal wavelet G ∈ V1 such that
W0 = V1  V0 =
{
G ∗ c: c ∈ 2(Z)Zr
}
.
Since it is known that in many respects the “full rank” matrix refinable
functions behave very similar to the scalar case, cf. [2, Section 5] and [3], it would
be tempting to try obtaining the wavelet by the naive approach
B(j)= (−1)jA(1− j), j ∈ Z, and G= F ∗B(2 ·). (15)
However, an application of the refinement equation together with some straight-
forward computations then yields that〈
F (· − k),G〉
= 2
(∑
j∈Z
AT(2j − 2k)A(1− 2j)−
∑
j∈Z
AT(1− 2j)A(2j − 2k)
)
,
which is zero if and only if the matrix
∑
j A
T(2j − 2k)A(1− 2j) is symmetric.
This, on the other hand, is trivial for r = 1 but extremely and unnecessarily
restrictive as soon as r > 1.
The proof of Theorem 3.3, which is the content of the rest of this section, will
rely on some notations and techniques from [3] which we recall and apply to the
given situation in this section. We first recall that, using the natural embedding of
(Z)Zr into (Z) mapping a vector-valued sequence c ∈ (Z)Zr to c= [c] ∈ (Z)
via
c(rj + k)= c(j)k, j ∈ Z, k ∈ Zr ,
S. Bacchelli et al. / Advances in Applied Mathematics 29 (2002) 581–598 591
we can write the subdivision operator SA, defined as
SAc=
∑
k∈Z
A(· − 2k)c(k),
as a bi-infinite matrix A ∈RZ×Z with the block representation
A= [A(j − 2k): j, k ∈ Z]
such that
[SAc] =A[c], c ∈ (Z)Zr . (16)
Moreover, we define the periodization matrix of F as the bi-infinite block column
vector
Φ = [FT(· − ):  ∈ Z]=


...
FT(· + 1)
FT(·)
FT(· − 1)
...


∈L2(R)Z×Zr . (17)
In terms of A and Φ , the refinement equation F = F ∗A(2 ·) then takes the form
Φ =ATΦ(2 ·). (18)
Note that any column φj =Φ ej ∈L2(R)Z of Φ , j ∈ Zr , which is a periodization
of the j th row vector fj of F , defined via F =
∑
j∈Zr ejf
T
j , is a refinable bi-
infinite vector field with respect to A. More precisely,
φj =Φej =ATΦ(2 ·)ej =ATφj (2 ·), j ∈ Zr .
In addition, the orthogonality of F turns into the bi-infinite matrix identity∫
R
Φ(x)ΦT(x)dx = [〈F (· − j),F (· − k)〉: j, k ∈ Z]= I, (19)
where I is the bi-infinite identity matrix in RZ×Z. Together with the refinement
equation (18) the identity (19) then yields that
I =
∫
R
Φ(x)ΦT(x)dx =AT
∫
R
Φ(2x)ΦT(2x)dxA= 1
2
ATA,
which gives the bi-infinite analog of Proposition 2.8,
ATA= 2I, (20)
also known as quadrature mirror filter equation. Next we recall two results
from [2].
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Proposition 3.4. Suppose that ATA= 2I .
(1) There exists a bi-infinite matrix B = [B(j − 2k): j, k ∈ Z] such that
BTA= 0 and BTB = 2I.
(2) This matrix B satisfies
AAT +BBT = 2I.
Recall that the matrix B from Proposition 3.4 can be constructed explicitly by
a matrix completion procedure described in [2, Section 6]. And in fact this matrix
B is the key to the wavelet construction: we set Ψ = BTΦ(2 ·) and observe that∫
R
Ψ (x)Φ(x)T dx = BT
∫
R
Φ(2x)ΦT(2x)dxA= 1
2
BTA= 0, (21)
that is, Φ and Ψ are mutually orthogonal, as well as∫
R
Ψ (x)Ψ (x)T dx = BT
∫
R
Φ(2x)ΦT(2x)dxB = 1
2
BTB = I, (22)
that is, Ψ is orthonormal, and
2Φ(2 ·)= (AAT +BBT)Φ(2 ·)=AΦ +BΨ, (23)
which is a decomposition formula. These are already all the tools necessary to
prove Theorem 3.3.
Proof of Theorem 3.3. Using the block representations of B and Φ we get that
Ψ = BTΦ = [B(j − 2k): j, k ∈ Z]T[FT(2 · −k): k ∈ Z]
= [BT(k − 2j): j, k ∈ Z][F T(2 · −k): k ∈ Z]
=
[∑
k∈Z
BT(k − 2j)FT(2 · −k): j ∈ Z
]
=
[∑
k∈Z
BT(k)FT
(
(2 · −j)− k): j ∈ Z]
= [(F ∗B)T(2 · −2j): j ∈ Z]= [GT(· − j): j ∈ Z],
where
G := F ∗B(2 ·) ∈ V1 (24)
will be our desired wavelet. Indeed, it follows from (21) that
0=
∫
R
ΨΦT = [〈F (· − j),G(· − k)〉: j, k ∈ Z]
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and from (22) that
1=
∫
R
ΨΨ = [〈G(· − j),G(· − k)〉: j, k ∈ Z]
that is, the integer translates of G form an orthonormal family in W0. Moreover,
using & for the bi-infinite block matrix unit vector defined by &(k)= δkI , k ∈ Z,
Eq. (23) yields that for  ∈ Z
F (2 · −)
=ΦT(2 ·)& =
(
1
2
ΦTAT + 1
2
Ψ TBT
)
&
= 1
2
([∑
k∈Z
F (· − k)AT(k − 2j)
]
j
+
[∑
k∈Z
G(· − k)BT(k − 2j)
]
j
)
&
= 1
2
(∑
k∈Z
F (· − k)AT(k − 2)+
∑
k∈Z
G(· − k)BT(k − 2)
)
= 1
2
(
F ∗AT(· − 2)+G ∗BT(· − 2)).
Therefore, the column vectors f˜j , j ∈ Zr , of F satisfy
f˜j (2 · −) = F (2 · −)ej
= 1
2
(
F ∗ (ATej )(· − 2)+G ∗ (BTej )(· − 2))
which finally proves that
V1 =
{
F ∗ c: c ∈ 2(Z)Zr
}⊕ {G ∗ c: c ∈ 2(Z)Zr }. ✷
3.2. The fast wavelet transform
The fast wavelet transform or pyramid scheme is the main tool for a computa-
tional conversion between the two representations
h= F ∗ cn
(
2n ·), h= F ∗ c0 + n−1∑
k=0
G ∗ dj
(
2k ·)
of a function h ∈ Vn, n ∈ N0. For that end, we use, for any finitely supported
matrix-valued sequence A ∈ 00(Z)Zr×Zr , the decimation operator S∗A, defined
as
S∗Ac=
∑
j∈Z
AT(j − 2 ·)c(j), c ∈ 2(Z)Zr ,
which has the property that[
S∗Ac
]=AT[c], c ∈ 2(Z)Zr , (25)
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where A is again the bi-infinite matrix representation of the subdivision opera-
tor SA. Keep in mind that, as long as A ∈ 00(Z)Zr×Zr is a finitely supported
sequence, both operators, SA and S∗A, are bounded operators on 2(Z)Zr .
Theorem 3.5. Let F be an orthonormal scaling function and let G be an
associated orthonormal wavelet. Then we have for any c ∈ 2(Z)Zr that
F (2 ·) ∗ c= 1
2
F ∗ (S∗Ac)+ 12G ∗ (S∗Bc) (26)
and, for any additional c′ ∈ 2(Z)Zr , that
F ∗ (SAc+ SBc′)(2 ·)= F ∗ c+G ∗ c′. (27)
Usually, Eq. (26) is called the decomposition formula, while Eq. (27) is termed
the reconstruction formula.
Proof. Writing the decomposition formula (23) in terms of the matrix and vector
blocks we obtain for any j ∈ Z that
FT(2 · −j)= 1
2
∑
k∈Z
A(j − 2k)FT(· − k)+ 1
2
∑
k∈Z
B(j − 2k)GT(· − k),
from which (26) follows immediately by transposition and convolution with c.
For the reconstruction identity, we remark that the refinement equation yields that
F ∗ c= F ∗ (SAc)(2 ·) while the definition G= F ∗B(2 ·) implies that G ∗ c′ =
F ∗ (SBc′)(2 ·). Now, (27) is a direct consequence of these two identities. ✷
With this theorem at hand, we can, as usually define the decomposition part of
the pyramid scheme by setting
cj−1 = 12S
∗
Acj and dj−1 =
1
2
S∗Bcj , j = n,n− 1, . . . ,1, (28)
and the reconstruction part as
cj = SAcj−1 + SBdj−1, j = 1, . . . , n− 1. (29)
4. Approximation order
In a multichannel MRA, the question of approximation order can and has
to be considered separately for any channel, that is, for every component of
the vector data. Since approximation order is well-known to be essentially
connected to polynomial reproduction capabilities of the integer translates of the
scaling function, we will focus here on the question under which conditions the
algebraic span of all integer translates of the matrix scaling function contains
S. Bacchelli et al. / Advances in Applied Mathematics 29 (2002) 581–598 595
all vector-valued polynomials. For that end, we begin with some notation. For
F ∈L2(R)Zr×Zr we denote by
S(F )= {F ∗ c: c ∈ (Z)Zr}
the algebraic span of the integer translates of F . Moreover, we write Πn(R)
for the vector space of all polynomials of degree  n with real coefficients and
Πn(R)
Zr for all vector-valued polynomials. Finally, we use Πn(Z)Zr for all vector
polynomial sequences, that is all sequences c in (Z)Zr of the form
c(j)=
n∑
k=0
ykj
k, j ∈ Z, yk ∈RZr , k ∈ Zn+1.
In this section we investigate the question when
Πn(Z)
Zr ⊆ S(F ) (30)
for some n ∈ N0. We will restrict our considerations to the case that F is
compactly supported and has stable integer translates, which particularly applies
to the case that F is an orthonormal scaling function considered above.
Let us begin with the case n = 0 and suppose that, given any y ∈ RZr , there
exists a sequence cy ∈ (Z)Zr such that y = F ∗cy . Using the refinement equation
we then get that
y = F ∗ SAcy(2x), x ∈R,
from which, after replacing x by x/2, the stability of F yields that SAcy = cy ,
that is, cy is an eigenvector of SA with respect to the eigenvalue 1. Moreover,
since for any k ∈ Z
F ∗ cy = y = F ∗ cy(· − k)=
∑
j∈Z
F (· − k − j)cy(j)
=
∑
j∈Z
F (· − j)cy(j − k)= F ∗
(
cy(· − k)
)
,
stability of F also implies that cy = y′ for some y ′ ∈RZr , that is,
cy(j)= y ′, j ∈ Z,
and y = F ∗ y ′. Let the vectors yj , j ∈ Zr , form a basis of RZr , then also the
associated vectors y′j form a basis of RZr and so the eigenvalue condition yields
for any k ∈ Z that
y′j = y ′j (k)=
(
SAy
′
j
)
(k)=
∑
∈Z
A(k − 2)y′j ()=
(∑
∈Z
A(k − 2)
)
y ′j .
Defining the subsymbols A˜& , & ∈ {0,1}, as
A˜&(z)=
∑
k∈Z
A(& + 2k)zk, z ∈C \ {0},
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this is equivalent to
A˜&(1)=
∑
j∈Z
A(& − 2j)= I , & ∈ {0,1}, (31)
and implies in terms of the symbol that A˜(1)= 2I . This motivates the following
definition.
Definition 4.1. The matrix sequence A ∈ 00(Z)Zr×Zr is said to be of full rank if
A˜(1)=
∑
k∈Z
A(k)= 2I . (32)
We remark that the eigenvectors of A˜(1) with respect to the eigenvalue 2
and, respectively, the joint eigenspaces of A˜0(1) and A˜1(1) with respect to the
eigenvalue 1 generally play a crucial role for the structural properties of the
associated refinable function and the subdivision operator SA, cf. [3]. However,
full rank is exactly the property we are looking for here.
Proposition 4.2. Let A ∈ 00(Z)Zr×Zr and F ∈ L2(R)Zr×Zr be refinable with
respect to A, that is, F = F ∗ A(2 ·), and suppose that F has stable integer
translates. Then the following statements are equivalent:
(1) RZr ⊆ S(F ),
(2) A˜0(1)= A˜1(1)= I ,
(3) A is of full rank,
(4) There exist a nonsingular matrix F0 ∈RZr×Zr such that
F0 ≡
∑
k∈Z
F (· − k).
Proof. The first conclusion, namely (1)⇒ (2) was exactly what we proved in
the motivation for Definition 4.1 and (2)⇒ (3) follows trivially from the fact that
A˜(1)= A˜0(1)+ A˜1(1).
For the remaining (3)⇒ (4), we use an idea from [3, Proposition 2.11] and
recall that for any stable and refinable F it follows from stability, the refinement
equation (12) and by an application of the Riemann–Lebesgue lemma that for any
y ∈RZr such that A˜(1)y = 2y we have
F̂ (2kπ)y = δ0kF̂ (0)y, k ∈ Z. (33)
Since A is also assumed to be of full rank, we observe that (33) holds for any
y ∈RZr and the Poisson summation formula yields that
F ∗ y =
∑
k∈Z
F (· − k)y = F̂ (0)y =: y ′
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is a nonzero constant function since F has stable integer translates. Now suppose
that yj , j ∈ Zr , form a basis of RZr . Then the associated vectors y ′j are also
linearly independent since any combination
0=
∑
j∈Zr
λjy
′
j =
∑
j∈Zr
λjF ∗ yj = F ∗
(∑
j∈Zr
λjyj
)
yields λj = 0, j ∈ Zr , by stability of F . Thus, F0 = F̂ (0) is nonsingular
yielding (4). The final conclusion (4)⇒ (1) follows from the fact any y ∈ RZr
can be represented as
y = F ∗ ( F̂−10 y),
which completes the proof. ✷
In other words, Proposition 4.2 says that any stable refinable matrix function
whose integer translates can represent any constant vector field, must already
be of full rank. Since one may consider this a minimal requirement for such a
function, we may as well assume that the mask A is of full rank. For those stable
matrix refinable functions, however, smoothness as well as approximation order
have been characterized completely in [2] and in [1]. While we will not focus on
smoothness and Hölder regularity here, we want to briefly recall the latter result
and draw one further conclusion.
Theorem 4.3 [1, Theorem 3.1]. Suppose that A ∈ 00(Z)Zr×Zr and let n ∈ N0.
Then (
SA − 2−kI
)
Πk(Z)
Zr ∈Πk−1(Z)Zr , k = 0, . . . , n, (34)
if and only if A is of full rank and there exists B ∈ 00(Z)Zr×Zr such that
A(z)= (z+ 1)
n+1
2n+1
B(z), z ∈C \ {0}. (35)
Moreover, B defined by (35) is of full rank if and only if A is of full rank.
This result can be used for a convenient characterization of when a stable
refinable function possesses polynomial accuracy.
Corollary 4.4. Suppose that the matrix function F ∈ L2(R)Zr×Zr has stable
integer translates, is refinable with respect to A ∈ 00(Z)Zr×Zr and that A is of
full rank. Then Πn(Z)Zr ⊆ S(F ) if and only if there exists B ∈ 00(Z)Zr×Zr such
that (35) holds true.
Proof. Suppose that A has the factorization property. Since the stability of F
implies the convergence of the subdivision scheme, cf. [2, Proposition 5.5] and
[3, Proposition 2.11] for the general case, (34) yields that S(F )⊂Πn(Z)Zr .
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For the converse, suppose that, for some y ∈ RZr and k ∈ N0, c ∈ (Z)Zr is
such that yxk = F ∗ c(x), a.e. x ∈R. Then it follows by the refinement equation
that
F ∗ (2−kc)= 2−kF ∗ c= 2−ky(·)k = F ∗ c(·/2)= F ∗ SAc
and the stability of F yields that 2−kc = c. That c ∈ Πk(Z)Zr follows from
applying powers of the difference operator D, defined for any a ∈ (Z)Zr by
Da = a(· + 1)− a, to F ∗ c, yielding that
0=Dk+1F ∗ c= F ∗ (Dk+1c) ⇒ Dk+1c= 0,
hence c ∈ Πk(Z)Zr . Consequently, (34) follows by a straightforward dimension
argument. ✷
5. Conclusion
We have presented a matrix wavelet approach which has the potential to form
a convenient method for the analysis of vector-valued signals and allows for
flexibility to correlate as well as separate some or all of the components of the
signal. Despite the fact that the general noncommutativity of matrices prohibits a
naive approach, the tools from the study of full rank vector subdivision schemes
introduced in [2,3] nevertheless allow for results which come as close to the scalar
case as possible—in contrast to the “classical” multiwavelet approach which
could be considered a “rank 1” case, cf. [1].
The performance of this approach in practice and the concrete development
of multichannel wavelets, in particular in connection with the analysis of
multichannel EEG data, are currently under investigation in a joint project of the
departments of Mathematics and Physiology at the University of Gießen.
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