We consider a nite capacity queueing system in which each arriving customer o ers a reward. A gatekeeper decides based on the reward o ered and the space remaining whether each arriving customer should be accepted or rejected. The gatekeeper only receives the o ered reward if the customer is accepted. A traditional objective function is to maximize the gain; that is, the long-run average reward. However, it is quite possible to have several di erent gain optimal policies that behave quite di erently. Bias and Blackwell optimality are more re ned objective functions that can distinguish among multiple stationary, deterministic gain optimal policies. This paper focuses on describing the structure of stationary, deterministic, optimal policies and extending this optimality to distinguish between multiple gain optimal policies. We show that these policies are of trunk reservation form and must occur consecutively. We then prove that we can distinguish among these gain optimal policies using the bias or transient reward and extend to Blackwell optimality.
Introduction
We consider a slight generalization of the following. Suppose we add a gatekeeper to an M=M=n=m queueing system, and the gatekeeper decides whether each arriving customer is admitted or rejected. Di erent customers bring di erent rewards, and the gatekeeper receives the reward only if the customer is accepted. The gatekeeper knows the reward o ered by the customer and the number of customers currently in the system. The gatekeeper's objective is either to maximize the long-run average reward received or to achieve a more stringent form of optimality such as bias or Blackwell optimality. Clearly, as the number of customers in the system nears the system capacity m 1, the gatekeeper would be inclined to reject customers o ering smaller rewards since accepting these customers might prevent the admission of a customer o ering a larger reward.
More precisely, w e assume that the arriving customers form a Poisson process with arrival rate 0. The amount o f w ork required by each customer is exponentially distributed with mean one. Each arriving customer independently o ers a reward r k with probability p k 0 for k = 1 ; 2; : : : ; :Thus, the arrival process can be decomposed into`independent Poisson processes with rates k p k for k = 1 ; : : : ;corresponding to the`di erent rewards o ered. In our generalization, we can equivalently consider a single server which works at rate i when the number of customers in the system is i, and we assume that 0 = 0 1 : : : m 1. Thus, to model a system with n identical servers in which the customer's service times are exponentially distributed with mean 1=, w e simply set i = minfn; ig. Our system has a maximum capacity o f m 1. Hence, customers arriving to a full system are rejected. Customers o ering a reward r k will be called class k customers for k = 1 ; : : : ; , and we assume that r 1 r 2 : : : r 0. The gatekeeper, fully cognizant of the system parameters m;`, r 1 ; : : : ; r, 1 ; : : : ; , and 0 ; : : : ; m , but without any additional knowledge concerning actual service times or on the future of the arrival process, decides for each arriving customer based on the class of the arriving customer and the current n umber of customers in the system whether to accept or reject the customer.
All rejected customers are lost.
In many previous models, the objective w as to maximize the long-run average reward.
As is standard in the literature, we call a policy that maximizes the long-run average reward gain optimal. However, there is the possibility o f m ultiple gain optimal solutions. In order to decide which policy of the group of gain optimal solutions should be chosen, we turn to a more sensitive optimality criterion in the form of bias optimality that in turn leads us to the even more sensitive criterion of Blackwell optimality. Suppose there are two gain optimal policies that receive exactly the same sequence of rewards except that one policy receives an extra reward at time zero. With respect to gain optimality, the one time reward would be ignored, but with respect to bias optimality, the policy yielding the extra reward would be preferred. We illustrate this with an example.
Example 1
Suppose m = 4 , n = 4 and l = 2, so that there is no bu er and there are two customer classes. Let the arrival rate be = :75. The probability of arrivals being of class 1 is p 1 = 2 =3 while the probability of class 2 is p 2 = 1 =3. Let the reward of class 1 and class 2 be r 1 = 1 and r 2 = :8, respectively. Finally, let the service rate of each server be :0625, so that i = :0625 i. Suppose we are only concerned with policies that accept both customer classes until the state reaches a level k and then only accepts class one since it has the higher reward. Such a policy is called a trunk reservation policy with control level k and will be de ned precisely later. For this model the gain optimal control level is k = 3. That is, we accept both classes as long as the number of customers in the system is two o r f e w er, and accept only class one if there are three or more busy servers. It is also the case that three is both bias and Blackwell optimal. Now suppose we k eep the same model except let r 2 = 0 :74439. In this case, we h a ve two gain optimal trunk reservation policies, with control levels two and three. However, it remains that the control level three is both bias and Blackwell optimal, but level two i s neither.
One should notice that there were either one or two gain optimal policies and if there were two, the larger was bias and Blackwell optimal. It is no coincidence that the number of gain optimal policies is less than or equal to minf2 l,1 ; 2 m,1 g while the number of bias optimal policies is one. In fact, this turns out to be true in general for our problem. Hence, this paper is devoted to the proof of the following theorem:
Theorem 1 There exists a trunk reservation policy that is gain, bias, and Blackwell optimal. Remark 1 In proving Theorem 1 we arrive at some secondary results which are signi cant as well. Lemma 1 shows that under the assumption of irreducibility, the set of policies which satisfy a set of equations we call the gain optimality equations is independent of the vectors which satisfy the equations. Hence, any policy which satis es these equations with one set of parameters will satisfy the equations when the parameters of another solution are substituted. Proposition 3 asserts that there a r e not any gain optimal Markovian, stationary, deterministic policies outside the set of policies which satis es the gain optimality equations.
Hence, we are assured that nding the structure o f p olicies which satisfy these equations characterizes optimal policies. Also, notice that Theorem 1 implies that while there a r e at most minf2 l,1 ; 2 m,1 g Markovian, stationary, deterministic gain optimal policies, only one of these is bias optimal.
The remainder of the paper is organized as follows: Section 2 is a review of related research. In Section 3 we de ne the action space, and the related transition matrix and reward vector. Section 4 is devoted to reviewing Markov Decision Process theory that will be used throughout the paper. We formulate the problem in terms of a Markov Decision Process in Section 5. Results pertaining to the gain optimality criterion can be found in Section 6. We conclude in Section 7 with the bias optimality results, which are immediately extended to Blackwell optimality.
Literature Survey
We rely heavily on the paper of Haviv and Puterman 3 . In addition, we will follow closely the notation used in Puterman 7 . Previously, Blackwell 1 has shown that for the discounted case with a nite state and action space, there exists an optimal stationary policy. U p o n applying the standard result from Markov decision processes see Puterman 7 In a classic paper, Miller 6 showed the existence of an optimal trunk reservation policy for a nite customer class system with multiple servers and no bu er. This was extended to an uncountable number of customer classes but with one server by Lippman and Ross 5 .
Although, the model that we propose does not have an uncountable number of customer classes, we add the generality of a nite bu er and variable, state-dependent service rates.
Recently, F einberg and Reiman 2 added the generality of a constraint on the blocking probability of the highest-paying customers. We also nd useful the method of uniformization discussed in Lippman 4 . These problems and others like them were solved using many o f the methods of Semi-Markov decision processes. A good source for a discussion of problems similar to these is Stidham 9 .
Setup
In order to clarify the model, we make the following assumptions. There are no holding costs associated with customers. Since, both interarrival times and service times are exponential and, thus, memoryless, the state of the system can be described by the number of customers in the system and the class of the arriving customer. Since m is the system capacity, the state space S = f0; If the Markov Chain generated by d 1 is aperiodic true for our model this limit exists. Since any gain optimal policy has the same average reward, we see that the bias may distinguish the best policy by examining the transient reward. Hence, it is often referred to as the transient reward.
Markov Decision Process Theory
We n o w state a few facts from Markov decision process theory for the average reward objective function. For each of the following results, we assume that both the state and action space are nite and that the rewards are bounded. Both assumptions hold for our model.
Recall that the gain of a policy is de ned to be the long-run average reward of that policy.
It is well-known that an optimal gain vector can be determined by solving the following set of equations:
for g and h where Gg D is the set of decision rules that attain the maximum in 1.
We will refer to the system of equations 1 and 2 as the gain optimality equations. Let
Hg;h Gg be the set of decision rules that attain the maximum in 2. The next result from Puterman 7 Proposition 8.6.1 b will be useful later. Proposition 2 1. There exists a stationary, deterministic n-discount optimal policy for n = ,1; 0; 1; : : : .
2. Suppose d 1 is a Blackwell optimal policy. It is n-discount optimal for n = ,1; 0; 1; : : : .
Note that ,1-optimality is equivalent to gain optimality and 0-optimality is equivalent t o bias-optimality. Hence, to get the rst assertion in Theorem 1 we need only show that these policies can be of trunk reservation form.
The nal result from Markov decision process theory that we will discuss is the de nition of trunk reservation and how it pertains to our problem. We borrow from many sources the following de nition of trunk reservation policies in particular, see 8 . a constraint on the blocking probability of class one. In their analysis, they reformulate the problem of maximizing the gain as a nonlinear programming problem. By neglecting the constraint, they are able to arrive at the fact that among stationary, deterministic policies, only policies of trunk reservation form can be optimal. We will prove this result for our model using Markov Decision Processes methods and extend them to bias and Blackwell optimality. Hence, we will be able to restrict our attention to policies in D T .
Problem Formulation
In order to apply the above theory, w e note that since we h a ve a nite state space and all states in S communicate for each stationary, deterministic policy, the gain vector of any policy in D 1 is constant. Hence, 1 is satis ed by all Markovian deterministic decision rules. That is, Gg = D. W e will sometimes employ the standard convention of using g as both the constant element of the gain vector as well as the gain vector itself. Moreover, since 
Gain Optimality Results
We begin this section by showing that in the class of stationary, deterministic policies only trunk reservation policies can be gain optimal. We will need the following lemmas. The second term is nonpositive since it is optimal to reject these classes when there is 1 customer in the system. Similarly for the last term since it is optimal to accept these classes We assert that under the assumption of irreducibility there are not any stationary, deterministic gain optimal policies that do not satisfy the gain optimality equations.
Proposition 3 Suppose all states in S communicate for each stationary, deterministic policy. Every stationary, deterministic gain optimal policy satis es the gain optimality equations.
Proof: We will prove the proposition by contradiction. Suppose there exists a stationary, deterministic gain optimal policy d 0 1 that does not satisfy the gain optimality equations.
Notice that Proposition 1 guarantees that if a policy satis es the gain optimality equations with vectors say g and h, then the same policy also satis es the gain optimality equations It is not hard to see that, given the concavity o f U in i implied by Lemma 4, we h a ve the existence of optimal trunk reservation policies for each control level. Moreover, using Proposition 3, we are able to state a stronger result.
Proposition 4 In the class of stationary, deterministic policies, only trunk reservation policies are gain optimal.
Proof: Suppose d is an optimal decision rule and consider an arbitrary customer class j 6 = 1 . Let i = i be the smallest such i such that di; j = frejectg. The gain optimality equations yield r j + U d i 0. By the concavity o f U d implied in Lemma 4 we also have that r j + U d i 0 0 for all i 0 i . Hence, di 0 ; j = frejectg as well. Since j was arbitrary this is true for each class. Thus, d is of trunk reservation form. 2
We are now able to rewrite the optimality criterion.
Proposition 5 Suppose that L 1 is gain optimal, then for each c
Proof: Since L is gain optimal we know that it must satisfy the gain optimality equations.
The result follows. 2
Remark 3 Intuitively, we can think of Ui as the amount it costs" to add another customer to the system. Thus, if the o ered r eward, r c say, is greater than this we should accept the customer. Otherwise we would reject the customer. Hence, we have that the criterion for acceptance i s r c + Ui 0.
Returning to Example 1 recall that when r 2 = 0 :74439 we had two gain optimal policies, two and three. In fact, the gain for both policies is 0:213191. However, notice that since 7 Bias Optimality Results
The previous results have reduced our search for stationary, deterministic bias optimal policies to a much smaller set. Since it is well-known that such policies exist see Proposition 2
we n o w concern ourselves with which policy, i f t wo gain optimal policies exist, is bias optimal.
Here again, we restate a useful result slightly modi ed from Haviv and Puterman 3 . Corollary 1 There c an only be one stationary, deterministic bias optimal policy and that policy uses the highest gain optimal control limit for each customer class.
Of course there are other more sensitive optimality criterion including 1 , optimality is the total discounted r eward of the Markov decision process when using policy with discount rate .
Proof: Of Theorem 1 The existence of gain, bias, and Blackwell optimal policies is a direct consequence of Proposition 2 and the fact that Blackwell 1 showed the existence of a stationary policy in the nite state case. Applying Proposition 6, yields that there can be at most two gain optimal control levels for each customer class, and that they must occur consecutively. F urther, Proposition 9 distinguishes between two gain optimal control levels using bias optimality. Finally, i t i s w ell-known that Blackwell optimality implies bias optimality. Hence, we h a ve shown that if there is only one gain optimal control level for each class, that policy is also Blackwell optimal, and if there are classes in which there are two gain optimal control levels, the higher is Blackwell optimal. 2
