The reflection of a three-dimensional vectorial Maxwell-Gaussian beam by a planar surface is studied. The surface is characterized by its complex reflection coefficients r s (k) and r p (k) for TE and TM electromagnetic plane waves of wavevector k, respectively. The field impinging upon the reflecting surface is modeled as a quasi-monochromatic fundamental Gaussian beam suitably modified in order to satisfy Maxwell equations (Maxwell-Gaussian beam). Analytical expressions, correct up to the second order in a perturbation expansion, are given for the reflected electric and magnetic field, respectively. We found that first order terms in the perturbation expansion account for a longitudinal shift (Goos-Hänchen effect) of the whole reflected beam, while second order terms modifies the transverse shape of the beam which is, at this order, no longer cylindrically symmetric.
I. INTRODUCTION
Plane waves of the form u exp(ik · r − iωt), (with u · k = 0 and ω = c|k|), are solutions of the Maxwell equations that show a serious problem: They are physically impossible since posses an infinite amount of energy. However, they are very easy to handle and, thus, widely used in the physics community. Moreover, an electromagnetic field of a given arbitrary shape, can always be written as a linear superposition of plane waves, hence, for example, it is enough to know how a plane wave propagate across some medium, to know how the whole field does. For this reasons, even in advanced textbooks 1 , the reflection coefficients associated to the interface between two media, are calculated in terms of the amplitudes of incident and reflected plane waves. However, since in our real world plane waves of infinite transverse extension do not exist, but only finite-transverse-size light beams, non-specular reflection effects are expected 2, 3, 4, 5, 6, 7 and, actually, occur. The most known effects are the Goos-Hänchen 8,9,10,11 and the Imbert-Fedorov 12,13 longitudinal and transverse shifts 14 , respectively.
In these Notes we study in a detailed and didactic manner the non-specular effects occurring when a Maxwell-Gaussian beam 15 impinges upon an arbitrary planar surface characterized by its complex reflection coefficients 16 .
II. GEOMETRIC REFLECTION
Before discussing the physical process of reflection of light by a planar surface, let us consider some general characteristic of geometric reflection by an ideal planar mirror (for a short and simple introduction to mirror symmetry applied to electromagnetism see, e.g., ref. 17 ). Let K = (Oxyz) be a Cartesian reference frame whose axes x, y, z are specified by the three unit basis vectors {e x , e y , e z }, respectively, and let z = 0 be the equation of the reflecting planar surface. The geometry of the problem at hand is illustrated in fig. 1 .
We define geometric reflection (or mirror symmetry with respect to the plane z = 0) in an operative fashion, as follows. If a point P has coordinates r = e x x + e y y + e z z in K, then the mirror image point P has coordinates r = e x x + e y y − e z z. Thus, the mirror image of a scalar field φ(x, y, z), is simply a new field φ(x, y, z) defined as φ(x, y, z) → φ(x, y, z) = φ(x, y, −z). Next, we must consider geometric reflection of vector fields. To this end we study, without loss of generality, the reflection of a circularly polarized plane wave with wave vector k, impinging upon the xy-plane from z < 0, as shown in Fig. 1 . Geometric reflection changes k in k and transforms the image of a right hand in the image of a left hand. Thus, the mirror image of a right-hand circularly polarized plane wave, must be a left-hand circularly polarized plane wave, and vice versa. These statements can be straightforwardly transformed in formulas as follows: Let us write the incident plane wave of unit amplitude as A inc (r, t) = e 1 (k) + ie 2 (k) 2 1/2 exp ik · r − iω(k)t ,
where ω(k) = c|k| and the orthogonal basis vectors {e i (k)} 3 i=1 are defined as in Fig. 1 and Appendix A. According to the definition of geometric reflection given above, the reflected field A ref (r, t) is still a plane wave of unit amplitude with equation
where k = e x k x + e y k y − e z k z lies on the plane of incidence defined as the common plane of k = e x k x + e y k y + e z k z and e z . Note that k · k = k · k, therefore | k| = |k| ⇒ ω( k) = ω(k).
It is easy to generalize the results above to the case of an arbitrary incident field. By definition, such a field can always be written as a plane waves expansion of the form:
Since from Eqs. (2)- (3) we know how each plane wave making A inc (r, t) transforms under geometric reflection, we can write at once
where we have defined the reflection coefficients
and we have used the property k · r = k · r. Note that according to Eqs. (2)-(3), the amplitudes a λ (k) do not change by geometric reflection, that is a λ (k) \ → a λ ( k).
III. PHYSICAL REFLECTION
Now, let us consider the case of reflection by an actual physical planar surface characterized by the reflection amplitude coefficients (with respect to the vacuum) r s (k), r p (k) for s-polarized waves (or TE, that is plane waves with the electric field orthogonal to the plane of incidence), and p-polarized waves (or TM, that is plane waves with the electric field parallel to the plane of incidence), respectively. From our choice (see appendix A) for the basis
, with e 1 (k) and e 2 (k) parallel and orthogonal with respect to the plane of incidence, respectively, it follows that r p (k) ≡ r 1 (k), r s (k) ≡ r 2 (k). For an homogeneous medium with complex-valued dielectric constantε and refractive index 1n = √ε ≡ n + iκ, (n, κ ∈ R) , we have
where k = e x k x + e y k y + e z k z , and k m = e x k x + e y k y + e z k mz is the wave vector of the plane wave transmitted into the medium, as given by the Snell law, and
is the (generally complex-valued) z-component of k m .
Once we know the reflection coefficients {r λ (k)} 2 λ=1 associated to a single plane wave with wave vector k, we can easily determine the behavior under reflection of an arbitrary field just by letting r λ → r λ (k) in Eq. (5):
Equation (10) is perfectly general and, therefore, of limited usefulness. However, much additional work can be done if we consider the actual experimental situation where the incident field is a quasi-monochromatic narrow beam directed along k 0 with central frequency ω 0 = c|k 0 |. Such a beam can be represented by an envelope vector field Ψ inc (r, t) modulating a carrier plane wave with wave vector k 0 and frequency ω 0 :
The envelope Ψ inc (r, t) is easily determined by rewriting Eq. (11) as
1 Warning: Note that the present definition ofn is different from the one given in Chap. XIII of the book by Born and Wolf, where the authors writen = n(1 + iκ)
The very same procedure can be executed for the reflected beam obtaining an envelope vector field Ψ ref (r, t) modulating a carrier plane wave with wave vector k 0 and frequency
where
Since k − k 0 ·r = k − k 0 · r we can write
were in the second line we have changed the variables of integration according to:
and we have defined
By hypothesis, we are considering a narrow beam, therefore we expect that the difference vector q = k − k 0 would be small as compared to k 0 : |q|/k 0 ≪ 1 18 . Then, we can Taylor expand the reflection coefficients r λ (k 0 + q) around q = 0. To this end, first we rewrite and then we make a Taylor expansion for both the amplitudes R λ (k 0 + q) and the phases φ λ (k 0 + q), separately. For the latter we have, up to second order terms 19 :
where summation over repeated indices is understood. The "displacement" vectors ϕ λ = ϕ λ (k 0 ) and the symmetric 3 × 3 tensors
(i, j ∈ {1, 2, 3}), respectively. A similar Taylor expansion can be also performed for the amplitudes R λ (k 0 + q) after their exponentiation:
The "amplitude modulation" vectors ρ λ = ρ λ (k 0 ) and the symmetric 3 × 3 tensors
respectively. It is important to stress that all partial derivatives in Eqs. (19)-(25) are understood to be whole-partial derivatives 20 , that is, if f = f (k, ω(k)) is a smooth function that depends both explicitly upon k via f (k, ω(k)), and implicitly upon k via ω(k), then with ∂/∂k i we mean 
where 
This is our final expression. One can see that the whole beam undergoes both a linear ϕ λ − iρ λ and non-linear (F λ − iR λ )q complex displacement.
A. Reflection of vector Gaussian beams
In this subsection, we consider an incident vector field tailored as a Gaussian beam. From
Appendix D, we know that such a field can be described as
The complex-valued unit vector f specifies the orientation of the polarizer that selects the polarization of the incident beam. Equation (30) furnishes an expression valid for the electric field only. However, it is not difficult to see that we can also write the magnetic field as
Explicitly, we have
were c is the speed of light in vacuum. Thus, if with A inc (r, t) we denotes either the electric or the magnetic field, we can write it as
with
where we have defined the 2 × 2 matrix ℓ = [ℓ µν ] as
for the magnetic field.
Since we want to express A inc (r, t) in terms of the Fourier transform F (p) of the Gaussian beam f (r), we follows the procedure explained in Appendix C and make the change of variables k → q, where k = k 0 + q, thus obtaining:
where δω(k 0 , q) is defined by Eq. (17) . Under reflection this equation changes according the following rules: r → r, for the scalar part of the field, and 
for the vector part of the field. Thus, from Eq. (39) it readily follows
where M ref (r, t) is a 3 × 3 space-time dependent matrix. From Eq. (C27) it follows that
which can be used in Eq. (41) to obtain
where we have used Eqs. (C49-C50,C53) to rewrite k 0 · ( r − r 0 ) = k 0 · (r − r 0 ) = k 0 z ′′ , and 
where we have chosen to truncate the Taylor series of the amplitudes R ν (k 0 + q) at the second order terms, and we have defined υ ν ≡ k 0 (ρ ν + iϕ ν ), and
. In practice, we have kept all the second order terms with the aim to deal with Gaussian integrals which are analytically integrable. Moreover, we use the results of Appendix F to write the second-order Taylor expansions of the diadic forms e µ ( k 0 + q)e ν (k 0 + q) as
By substituting Eqs. (44-45) into Eq. (42), we obtain
Since, from Eq. (C11) we know that
it is convenient to perform a change of integration variables into Eq. (46) by putting q →
where we have displayed the variable p 3 in order to integrate with respect to it by exploiting the Dirac delta present in the expression of F (p). Such integration yields the substitution
everywhere in Eq. (48). In addition, from Eq. (49) and Eq. (C33), it immediately follows:
where the last approximate equality follows from our choice to keep expansion terms up to the second order in the phase terms. This result is important because it tells us that up to the second order terms, the beam is monochromatic. Therefore, we are enabled to use, for the calculation of the Poynting vector S(r), of the cycle-average theorem to
we shall use soon this result. Within the same level of approximation, we can thus rewrite Eq. (48) after integration with respect to p 3 , as:
where we have used Eq. (C45) to write X 3i
, then we can rewrite Eq. (51) as
where we have defined the two two-dimensional vectors b ν (ν = 1, 2), and the two symmetric 2 × 2 matrices B ν , whose elements are
and α, β ∈ {1, 2}. Note that in the case of geometric reflection, the expressions above reduces
, respectively. Moreover, it is important to note that the off-diagonal terms of the matrix B, which change the profile of the beam, arise because of the second order terms ∼ F ν − iR ν ; while fist order terms ∼ ϕ ν − iρ ν simply produce a shift. Equation (52) can be analytically integrated by using the following three basic formulas for Gaussian integrals 21 :
By using the equations above into Eq. (52), we easily obtain our final result:
with i, j ∈ {1, 2, 3}. From this equation we can calculate analytically both the electric and magnetic fields and, consequently, the Poynting vector. From the latter we have automatically the energy flux which is the quantity experimentally accessible.
B. First order Taylor expansion
Let K ≡ (Oxyz) be a Cartesian reference frame, and let k denotes a vector pointing along the direction k : k = kk, where k ≡ |k| and |k| = 1. Moreover, let {e x , e y , e z } be three mutually orthogonal unit vectors pointing along the axes x, y and z, respectively. Given k and e z , we can built a complete basis {e 1 (k), e 2 (k), e 3 (k)} in R 3 by using the following recipe:
where " × " denotes the ordinary vector product in R 3 :
and ǫ ijk is the completely antisymmetric Levi-Civita tensor, such that ǫ ijk = +1 or −1 according to whether the indices i, j, k are an even or odd permutation of the ordered set {1, 2, 3}, and ǫ ijk = 0 when at least two indices are equal. By definition, the three real-valued
form an orthogonal
(i, j ∈ {1, 2, 3}) and complete basis in R 3 :
where I denotes the 3 × 3 identity matrix, and we have used the symbol ab to denote the diadic product of the two vectors a and b, respectively, that generates a matrix whose
where with L(k) and T (k) we denoted the longitudinal and the transverse projectors, respectively. The main advantage of using the definitions (A1)-(A3) is that if we write k in spherical polar coordinates (k, θ, φ) as
then it is easy to see that e 1 (k) = e 1 cos θ cos φ + e 2 cos θ sin φ − e 3 sin θ,
e 3 (k) = e 1 sin θ cos φ + e 2 sin θ sin φ + e 3 cos θ.
Now, from Eqs. (A12)-(G13) it immediately follows that the basis {e 1 (k), e 2 (k), e 3 (k)} coincides with the spherical basis {e θ , e φ , e k }, namely
Finally, we stress that the choice of the recipe (A1-A3) is determined by the necessity of having two unit vectors parallel and orthogonal to the plane of incidence common to k and e z . 
i(x 1 p 1 +x 2 p 2 +x 3 p 3 ) dp 1 dp 2 dp 3 ,
, and we use the convention that all integrals are calculated in the interval (−∞, ∞), unless otherwise stated. The validity of the equations above can be easily checked by substituting Eq. (B2) into Eq. (B1), interchanging the order of integration, and then using the following integral representation for the Dirac delta function:
, and the dot " · " denotes the ordinary scalar product in R 3 , e.g., x · p = x i p i and, from now on, we sum over repeated indices unless otherwise stated. Now, let {u 1 , u 2 , u 3 } be a new set of coordinates related to the old ones {x 1 , x 2 , x 3 } via a non-homogeneous orthogonal transformation:
where, by hypothesis, DD T = I. Under this transformation, the infinitesimal volume
where J :
, denotes the Jacobian of the transformation.
If we use Eq. (B4) in both sides of Eq. (B1), we easily obtain
where | det J| = | det D| = 1, and
Moreover, in the third line of Eq. (B6) we have changed integration variables passing from
On the other hand, if we define
then, by definition of Fourier transform as given in Eq. (B1), we can write
At this point, it is enough to equate the right sides of Eqs. (B6-B8) to find the sought relation:
APPENDIX C: GAUSSIAN BEAMS AND BASES CHANGE Let K ≡ (Oxyz) be a given Cartesian reference frame, and let r 0 denotes a given vector pointing along the direction r 0 : r 0 = r 0 r 0 , where r 0 ≡ |r 0 | and |r 0 | = 1. Moreover, let {e 1 , e 2 , e 3 } = {e x , e y , e z } be three mutually orthogonal unit vectors pointing along the axes x, y and z, respectively. The two vectors r 0 and e 3 determines a plane, say, the plane of incidence. If we think of κ 0 ≡ −r 0 as a unit vector pointing along the axis z ′ of a new frame Since, trivially,
then, we can write
where in the last line we have defined D ij ≡ e ′ i · e j . If we define
then we can rewrite in compact form
or, equivalently,
where, in analogy with Eq. (B4), we have defined a ≡ −Dr 0 . It is easy to prove that D is orthogonal, that is DD T = I:
where in the second line we have used the definition of coordinates of the vectors e 
where k 0 ≡ 2π/λ 0 and
is a solution of the paraxial wave equation
with L = k 0 w 
where we have used the elementary Gaussian formula
Next, what we want to do is to express
and that
where, by definition, k 0 = k 0 e ′ 3 , and ω 0 ≡ k 0 c. Thus, we can rewrite our initial Gaussian beam ψ(x ′ , t) in the frame K as ψ(x ′ , t) ≡ Ψ(r, t), where
It is well know that this field is not a solution of the Maxwell wave equation, that is
However, we can seek a field Ψ 0 (r, t) such that Ψ 0 (r, t) = 0, ∀t > 0, and
In order to determine Ψ 0 (r, t), we begin by writing it as a plane wave expansion of the form
where ω ≡ |k|c, and the amplitudes a(k) have to be found. Then, we perform the following change of variables: k → q, where
Thus, Eq. (C19) becomes
where we have defined
, and q ≡ |q|. The approximate equality in the last line of Eq. (C22) holds in the limit |q|/k 0 ≪ 1. At t = 0 Eq. (C21) can be written as
By remembering Eqs. (C18) and (C16), and simplifying the common term exp(ik 0 · r) on both sides, we can rewrite Eq. (C23) as
which, according to Eqs. (B1-B2), implies
were G(q) denotes the Fourier transform of g(r). Now, to complete the calculation we have to remember that we have defined g(r) = f (Dr − Dr 0 ) and that, according to Eq. (A8) we can write
where Eqs. (B4,C4) have been used. By substituting Eq. (C26) into Eq. (C25) we obtain
This equation can be now used in Eq. (C21) to obtain our final result
where in the last line we made the change of variables
From Eqs. (C1), (C2), and (C22), it readily follows that
and
where (
Since the Dirac delta function in Eq. (C11) implies that 2p
, it follows that we can rewrite δω(D T p) as
where the last approximate equality holds in the paraxial limit |p|/k 0 ≪ 1. Thus, we see that for an input Gaussian beam, the non-paraxial corrections to the carrying frequency ω 0 , begin at fourth order. Finally, by using Eq. (C30), we can rewrite Eq. (C28) as
where we have defined τ (q) ≡ δω(k 0 , D T q). It is gratifying to see that after this tour de force we re-obtained our starting result (C18):
= Ψ(r, t = 0).
Geometric reflected scalar beams
Now that we learned how to represent a scalar Gaussian beam in an arbitrary Cartesian frame, we can study how such representation changes under reflection. In Sec. I, we showed that a generic scalar field φ(r) transforms to φ(r) = φ( r) under geometric reflection with respect to the plane of equation z = 0. Therefore, by using Eq. (C34) we can write at once Ψ 0 (r, t) → Ψ 0 (r, t), where
However, in this form, this equation is of little usefulness. In order to gain insights, first we a) define a "mirror image" local frame K ′′ specular to K ′ (as shown in Fig. 3) , and then b) we see how a scalar field represented by φ(x, y, z) in K, and by φ with the substitution k → κ 0 . As before, let P denotes an arbitrary point of coordinates −→ OP ≡ r . = (x 1 , x 2 , x 3 ) ≡ r in K, and coordinates
The coordinates of the origin O ′′ of K ′′ , with respect to K, are equal to −−→ OO ′′ ≡ r 0 . = ( x 01 , x 02 , x 03 ) = (x 01 , x 02 , −x 03 ) ≡ r 0 where, by definition, r 0 = (x 01 , x 02 , x 03 ).
Then, the following equality it is trivially true
Therefore, we can always write or, in vector notation
where we have defined D ij ≡ e ′′ i · e j . It is easy to prove that D is orthogonal, that is D D T = I. Now, without loss of generality we choose the Cartesian frame (Oxyz) in such a way that both κ 0 and κ 0 lie in the xz plane (the plane of incidence), that is we write
κ 0 = e 1 sin θ 0 − e 3 cos θ 0 .
In such a frame it is straightforward to calculate:
where we have defined the three "reflection" matrices X, Y, Z as
Since X 2 = Y 2 = Z 2 = I, from Eq. (C44) it readily follows that D = X DZ. Then, given any vector u . = (u 1 , u 2 , u 3 ) in K, one can use Z to write
from which it trivially follows that
Note that although we have derived the relations (C44,C47,C48) starting from the definitions (C41-C42), they are independent from the latter. At this point we can go back to Eq. (C36) and notice that we can rewrite
where Eq. (C40) has been used. If we substitute Eq. (C49)-(C50) into Eq. (C36), we finally obtain
It should be noticed that at t = 0 such expression reduces to
where we used Eq. (C38) to write
Equation (C52) is exactly what we expect for a Gaussian beam centered at r 0 and directed along k 0 . It is also important to notice the argument Xx ′′ of the function f that correctly account for the parity inversion between local frames in reflection. In other words, if:
φ(x, y, z) and φ(x, y, z) = φ(x, y, −z) are a field and its mirror image as seen from the frame
is the field φ(x, y, z) as seen from the local frame K ′ , and, finally, φ
is the field φ(x, y, z) as seen from the local frame K ′′ ; then φ ′′ (ξ, η, ζ) = φ ′ (−ξ, η, ζ), where (ξ, η, ζ) is a set of three given real numbers:
where x ′ = D(r − r 0 ) and x ′′ = D(r − r 0 ).
APPENDIX D: VECTOR BEAMS
Up to now, we considered only scalar beams of the form
which could be a faithful representation of an unpolarized beam. However, if one is interested to polarization properties of the field, such representation does not work and one has to pass to a vector description. Since a polarized beam can be physically obtained on a laboratory bench by sending an unpolarized beam across a polarizer oriented, for example, at f , one could naively think that it would be possible to promote the scalar field Ψ(r, t) to the rank of a vector field Ψ(r, t), just by multiplying Ψ(r, t) by f :
where f is a real-or complex-valued unit vector. This equation is obviously wrong since the so-obtained field Ψ(r, t) is not transverse:
div Ψ(r, t) = ∇ · Ψ(r, t)
However, for any wave vector k we can always write f as
where f ⊥ (k) is genuinely transverse, namely k · f ⊥ (k) = 0, and Eq. (A8) has been used. This fact suggests us the possibility to substitute each scalar amplitude a(k) in the plane-wave expansion (D1), with the vector amplitude a(k)f ⊥ (k):
thus obtaining a bona fide transverse field
Let {e 1 (k), e 2 (k), e 3 (k)} be an orthogonal and complete basis built following the recipe given in Appendix A. By using such a vector basis, it is easy to see that we can rewrite Eq.
(D6) as
In conclusion, if we have a beam passing through a polarizer oriented at f , it can be described by a vector field Ψ(r, t) such that
where M(r, t) is a 3 × 3 matrix defined as
Now, we apply the previous formulas to the actual case of a quasi-monochromatic Gaussian beam propagating along the positive direction of the z-axis, whose equation is
Here, λ 0 = 2π/k 0 is the carrying wavelength of the beam, c is the speed of light in vacuum, and L = k 0 w 2 0 /2 is the Raleigh range of the beam whose waist at z = 0 is equal to: w(z = 0) = w 0 . In this Appendix we are not interested to the temporal evolution of the beam, so we assume t = 0 in all subsequent formulas. Then, we rewrite Eq. (D1) as
where in the second line we have changed the variables of integration from k to q = k−k 0 e z .
If we impose the condition Ψ(r, 0) = ψ(r, 0), then from Eq. (D11) and Eq. (D13), it readily follows that
which implies that a(q + k 0 e z ) coincides with the Fourier transform F (q) of f (r): a(q + k 0 e z ) = F (q), namely
where Eq. (C11) has been used. Note that the presence of the Dirac delta in the Fourier transform F (q) of f (r) is not accidental. In fact, given a function f (r) solution of the paraxial wave equation:
it is always possible to write
This equation implies that
namely F (q) must be zero outside the 2D surface of equation
order to have f (r) = 0, it is clear that F (q) must be infinite upon such surface. Thus, it must be always possible to write
where F (q) is finite everywhere in R 3 . At this point it is a trivial task to rewrite Eq. (D10) as
where the symmetric transverse tensor T (q + k 0 e z ), after integration with respect to the variable q 3 , takes the value
In the first line of the equation above, we have defined the dimensionless variables
, and
; while in the second line we have made a Taylor expansion about Q 1 = 0 = Q 2 up to the second order, which is justified for paraxial beams.
To illustrate in detail the formalism just developed, let us apply it to calculate the vector structure of a Gaussian beam passing trough a polarizer oriented along the x-axis: f = e x .
From Eq. (D9) it follows that
The matrix elements M ij can be easily calculated in the second order approximation by using Eqs. (D20-D21) as follows:
where we have defined the dimensionless variables
and the covariance matrix A of elements
Gaussian integrals are easy to calculate and the following result can be found in any graduate textbook:
In our case, with A given by Eq. (D25) , we obtain
By using this result we can easily calculate the following two quantities that we need:
where Eq. (D11-D12) have been used. Then we calculate M 21 (r, 0):
and, finally, we calculate M 31 (r, 0):
By collecting all the results above we can obtain the final expression for a unpolarized Gaussian beam crossing a polarizer oriented at f = e x , exact up to the second order terms:
As expected, the dominant zero-order term is the "naive-guess" vector field ψ(r, 0)e x . The first order correction gives a longitudinal contribution ∝ e z to the field. Finally, the socalled "crossed-polarization" term ∝ e y amounts to a second order correction. A plot of the intensities of the three terms is reported in Figs. 5-7 . These results should be compared with the similar ones presented in ref.
15 . (D33).
Int. 
APPENDIX E: EXPANSION OF THE POLARIZATION VECTORS
Let {e 1 (k), e 2 (k), e 3 (k)} be an orthogonal and complete basis for R 3 defined as in Appendix A, where k ∈ R 3 is a given vector. Each basis element e i (k) can be expanded in a
Taylor series around an arbitrary vector k = k 0 . If k 0 denotes the "carrying" wave vector of a well collimated light beam, then it is reasonable to keep only the first and second order terms in the Taylor expansion, and write
Since we have always the freedom to choose the right-handed basis {e x , e y , e z } ≡ {e 1 , e 2 , e 3 } that defines orientation of the Cartesian frame (Oxyz), we can take k 0 laying on the xzplane:
where k 0 ≡ |k 0 |. In this basis is a straightforward task to calculate, by using the definitions given in Eqs. (E2-E4), the three zero-order vectors {e
, the nine first order vectors {e 
The first-order vectors are
Since e (cos θ 0 + 3 cos 3θ 0 ) 0 3 cos (cos θ 0 + 3 cos 3θ 0 ) (sin θ 0 − 3 sin 3θ 0 ) (sin θ 0 − 3 sin 3θ 0 ) 0
From the equations above it is very simple to obtain the corresponding formulas for the expansions of the polarization vectors defined around the "reflected" vector k 0 , by noting that e ( e 0)
1 ≡ e (0)
e ( e 0)
3 ≡ e (0)
e ( e l)
A quantity that often appears during calculations, is the diadic product
which can be expressed in terms of the expansions (E1), up to second order terms, as
were we have introduced the dimensionless variables
. The 4 + 12 + 36 matrices (each 3 × 3) E µν , E (i)
µν and E (ij) µν , can be calculated straightforwardly from the following definitions:
Note that the presence of terms like cot θ 0 and csc θ 0 make the expansion above not utilizable for "small" values of θ 0 . More precisely, it is possible to show that the expansion (E1) breaks down when
where Eq. (2.9) of ref.
18 has been used. 
where, from Eq. (C6), x ′ = D(r − r 0 ), and
where f (x ′ , y ′ , z ′ ) is defined by Eq. (C9), and u α ∈ C : |u 1 | 2 + |u 2 | 2 = 1. Following appendix C, we define g(r) = f (x ′ = Dr − Dr 0 ), and use Eqs. (C15,C16,C18) to rewrite
where Eq. (C28) has been used.
Let A out (x ′′ , y ′′ , z ′′ , t) the vector potential of the reflected electromagnetic field, as seen from the local frame K ′′ :
Since reflection causes r → r and a(k 0 + q) → r α (k 0 + q)a(k 0 + q), we can write at once
where there is no summation over repeated Greek indices. At this point, it is easy to follow the procedure outlined in Sec. III in order to obtain
where is easy to calculate the time-independent parts of the reflected electric and magnetic fields:
These expressions are both analytical and easy to handle. They can be used for the final step, namely the computation of the time average Poynting vector S(x ′′ ):
The flux of the Poynting vector through the detector's surface gives the measured intensity.
Assuming that the normal to the detector's surface is directed parallel to e 
Thus, the GH and the IF shifts, as measured in K ′′ , are simply:
respectively. Note that these integrals are all Gaussian, so that they can be calculated analytically.
It is quite clear that this approximate formulation can give a correct expression for the GH shift, but not for the IF shift.
APPENDIX G: POLARIZATION OF LIGHT BEAMS Notation
The scalar product between two complex-valued three-dimensional vectors u and v is defined as
where summation over repeated indices is understood, and u i , v i are the Cartesian component of u and v, respectively, with respect to an arbitrary orthogonal reference frame. Unit vectors are denoted by the " hat " symbol:
where u ≡ ( u, u). The diadic product u v † represents a 3 × 3 matrix whose elements are defined as
Operators are denoted by capital letters either as P or P; their matrix representations in a given basis are always written in "bold" characters as P.
Arbitrary elliptical polarizers
Let us consider the action of a polarizer upon a quasi-monochromatic well collimated beam of light that crosses it non-orthogonally. Let (Oxyz) be the laboratory frame specified by the real-valued basis
An elliptical polarizer on the laboratory bench is characterized by its axisẑ and its orien-
where p x , p y are complex-valued numbers such that |p x | 2 + |p y | 2 = 1. This vector represents an optical device made by three optical elements: a quarter wave plate, a linear polarizer, and another quarter wave plate (see Ref. 23 ). This is easily seen by writing explicitly the Jones matrices C(α) and P(β) of a compensator and a linear polarizer, respectively, in the two-dimensional laboratory basis {x,ŷ}: 
These well known matrix representations hold when the impinging light beam propagates along the z-axis. If, without loss of generality, we rewrite p x and p y as p x = e −iα cos β, p y = e iα sin β,
then it is easy to check, via a straightforward calculation, the validity of the following 
Now, let's turn back to the three-dimensional problem, and letk be a real-valued unit vector denoting the main direction of propagation of a quasi-monochromatic well collimated beam of light whose electric field vector can be written as E 0 ( r, t) = (E x ′x ′ + E y ′ŷ ′ ) e where, explicitly, for the input beam
Now, following the same line of reasoning, we write the projection operator T in both the laboratory and in the beam frames, as
respectively, where we have defined the representation vectors t, t ′ as
It is easy to see that we can pass from the beam to the laboratory representation of the polarizer via the following relation:
Now we have all the ingredients to write the relation between input and output beams in the frame we want. In particular, from a straightforward calculation it follows that if we write such relation as
then, in the laboratory and in the beam frames we have
respectively.
Example
As an application of the formalism developed above, let us consider the case of an un- 
Now, from Eqs. (G16,G24,G31) it is easy to calculate both t and t ′ , obtaining 
Finally, by using Eqs. (G29-G30,G34-G35,G39-G40) we can write, after a straightforward calculation, the polarization state of the beam seen from both the laboratory and the beam frames, as 
As expected, both representations give a pure circularly polarized beam at zero order (remember that the input beam was unpolarized, so that the relative π/2 phase between field components was acquired by passing through the circular polarizer). Once again, the corrections are of the first order in the laboratory frame and second order in the beam frame.
To conclude, note that about half of the intensity of the input beam was lost by passing across the polarizer:
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