Abstract. We derive explicit expressions of the homogeneous solutions in two dimensional cones for Pucci's extremal equations. As examples of possible applications, we obtain monotonicity formulas for all nonnegative supersolutions and necessary and sufficient explicit conditions for non-existence results of Liouville type.
Introduction
The goal of the present paper is to determine explicit solutions in two dimensional cones of homogeneous Dirichlet boundary value problems associated with the extremal elliptic equations [12] . We recall that, given two ellipticity constants Λ ≥ λ > 0, the operator M + λ,Λ , as a function of M ∈ S n where S n is the set of n × n symmetric matrices, can be equivalently defined either as with A λ,Λ = {A ∈ S n : λ I n ≤ A ≤ Λ I n }, where I n is the identity matrix in S n and ≤ is the usual partial ordering in S n , meaning that A ≤ B if and only if A − B has nonpositive eigenvalues.
The operator M [6] , and the importance of finding explicit solutions of (1.1) which act as barrier functions in comparison theorems for solutions of more general fully nonlinear equations.
In particular, solutions of (1.1) in cone-like domains may be used in the asymptotic analysis near corners of solutions in Lipschitz domains of general elliptic equations with asymptotically negligible lower order terms, as performed for divergence form operators, see e.g. [7] .
Equations (1.1) are known to have homogeneous solutions in cone-like domains of R n for any dimension n ≥ 2, see [2, 9, 11] . In particular, the more recent results of [2] establish that, for any positively homogeneous and uniformly elliptic operator F and any cone C ⊂ R n , the homogeneous Dirichlet problem
has exactly four (up to normalization) constant sign homogeneous solutions, that are of the form
and u α ± , v β ± are the only constant sign solutions of (1.3) which are bounded either for |x| → 0 or as |x| → +∞. The homogeneity exponents α ± and β ± are defined in [2] by means of inf or sup formulas which resemble the maximum principle based approach to the theory of the principal eigenvalues, and their evaluation requires the determination of explicit sub or supersolutions of problem (1.3). When the operator F is one of the Pucci extremal operators and the cone C is axially symmetric, a direct approach for finding the homogeneous solutions of (1.3) has been proposed in [9] , where the one variable functions φ α ± and ψ β ± are proved to solve fully nonlinear eigenvalue problems for ODE. The existence of the pairs (α ± , φ α ± ) and (β ± , ψ β ± ) is obtained by means of well-posedness results for ODEs, and also in this case no explicit evaluation is provided. In the two dimensional case n = 2, the autonomous second order ODE problems for (α ± , φ α ± ) and (β ± , ψ β ± ) have been reduced in [11] to first order systems, which have been integrated by introducing polar coohrdinates in the phase plane. This method leads to implicit expressions both for the homogeneity exponents and for the angular functions.
In this paper we consider as in [11] the two dimensional problem for the Pucci operators, and we integrate directly the fully nonlinear ODE obtained for the angular functions φ ± α and ψ ± β . This leads to an explicit formula relating the homogeneity exponents α ± and β ± with the angle measuring the amplitude of the cone and the ellipticity constants of the operators, see Theorem 2.4.
Several consequences may be deduced from the explicit expression of the homogeneity exponents. As an example, it turns out that for the operator M . This explicit construction has been performed in [4] . Similarly, if a "second" eigenfunction for the operator M + λ,Λ in the unit disk does exist, as discussed in [5] , it must have a nodal line intersecting the boundary of the unit disk with a corner of amplitude 2 arctan λ Λ . The homogeneous solutions of equations (1.1) in cone-like domains allow to prove extended comparison theorems of Phragmen-Lindelöf type, Hölder regularity results and removable boundary singularity results for fully nonlinear elliptic equations, as proved in [2, 9] . Moreover, the homogeneity exponents α ± and β ± are intimately related to the critical exponents which separate the zones of existence from those of non existence for the exponent p ∈ R of the problems
As discussed in [1, 8] , if we consider for instance the operator M − λ,Λ in the above differential inequality, then no positive solution u exists provided that
By using the explicit expressions of the functions φ α ± , we can actually prove, at least in the case of two dimensional cones, that the above restrictions on p are sharp, by exhibiting explicit solutions in the cases p < 1 −
As further possible applications of homogeneous solutions, let us finally mention that they have been used for fully nonlinear equations also as counterexamples in regularity theory [10] , or as barriers for studying overdetermined problems [3] .
The paper is organized as follows: in Section 2 we construct the homogeneous solutions and derive several relationships between the homogeneity exponents; in Section 3, after showing some simple monotonicity formulas for all positive supersolutions of uniformly elliptic equations, we prove the optimality of conditions (1.4)
Homogeneous solutions
This section is devoted to determine explicitly the homogeneous solutions of equations (1.1) in planar cones. Because of identity (1.2), it is enough to consider the operator M − λ,Λ and to construct its positive and negative homogeneous solutions. Thus, we consider the homogeneous problem
where C 0 is the planar cone
and θ 0 ∈ (0, π) is the half-opening of C 0 .
We will make use of the explicit computation of the eigenvalues of the hessian matrix for symmetric homogeneous functions which hold true in any dimension n ≥ 2. Let us start with the following algebraic result, whose proof is easily verified by straightforward computation.
Lemma 2.1. Let v, w ∈ R n be unitary vectors and, given a, b, c, d ∈ R, let us consider the symmetric matrix
where v ⊗ w denotes the n × n matrix whose i, j-entry is v i w j . Then, the eigenvalues of A are:
• d, with multiplicity (at least) n − 2 and eigenspace given by < v, w > ⊥ ;
In particular, if either c 2 = ab or (v · w) 2 = 1, then the eigenvalues are d, which has multiplicity n − 1, and d + a + b + 2cv · w, which is simple.
In the sequel we will use the notation, for x ∈ R n , x = (x , x n ) with x ∈ R n−1 and x n ∈ R.
with = |x| , θ = arccos xn |x| , α ∈ R, for φ : [0, π) → R of class C 2 and satisfying φ (0) = 0. Then, the eigenvalues of the hessian matrix D 2 Φ(x) are
, with multiplicity n − 2 ;
Proof. Let ϕ : (−1, 1] → R be a function of class C 2 and let us consider functions Φ :
Then, a direct computation shows that
where t = xn , and e n = (0, . . . , 0, 1).
According to Lemma 2.1, the eigenvalues of D 2 Φ(x) are
Now, if we choose ϕ of the form ϕ(t) = φ(arccos t) , then we obtain
hence the conclusion.
Remark 2.
3. An analogous computation shows that for smooth symmetric functions of separable variables of the form
if ψ : (0, +∞) → R is of class C 2 then the eigenvalues of the hessian matrix D 2 Φ(x) are
, with multiplicity n − 2;
For what follows, it is convenient to introduce the following functions. Let ω ≥ 1 be a parameter and let g ω : (−∞, 1 − ω) ∪ (1 − 1/ω, +∞) → (0, +∞) be the positive function defined as
and, in general,
The function g ω is strictly increasing on (−∞, 1 − ω) and strictly decreasing on (1 − 1/ω, +∞), as well as G ω,α is strictly increasing on [0, 1]. Moreover, g ω strictly increases with respect to ω, except for α = 1 where g ω (1) = π 2 for all ω ≥ 1; G ω,α increases with respect to α ∈ (−∞, 1 − ω) and decreases with respect to α ∈ (1 − 1/ω, +∞), and it always increases with respect to ω ≥ 1. The graphs of g ω and G ω,α are represented in Fig. 1 and 2 respectively.
The functions g ω and G ω,α will be used to determine respectively the homogeneity exponents and the angular part of the positive homogeneous solutions of problem (2.1). In order to obtain 
h ω and H ω,α satisfy analogous properties as g ω and G ω,α and also their graphs are pictured in Fig.1 and Fig. 2 respectively. Note that, for α ∈ (−∞, 1 − ω) ∪ (1 − 1/ω, +∞), we formally have h ω (α) = g 1/ω (α) and H ω,α (x) = G 1/ω,α (x) as well, but h ω (α) is defined also for 1 − ω ≤ α < 0 and 0 < α ≤ 1 − 1/ω. Note also that, owing to the monotonicity with respect to ω, one has and, moreover, 
where the exponents α − < 0 < α + satisfy
and the angular parts are given by
Analogously, the negative homogeneous solutions of problem (2.1) are
where the exponents β − < 0 < β + satisfy (2.10) h ω (β ± ) = θ 0 and the angular parts are given by
Proof. By the definitions (2.7) and (2.10) of the homogeneity exponents it follows that
Therefore, if φ α ± are defined as in (2.8), (2.9), and ψ β ± are as in (2.11), (2.12) , the boundary condition in problem (2.1) is satisfied both by u α ± and v β ± .
Let us now assume θ 0 ≤ π/2. By (2.6) and the monotonicity of g ω , we then have α + ≥ 1. In order to check that u α + = ρ α + φ α + (θ) is a solution of (2.1), we make use of Lemma 2.2. By straightforward computation, we obtain
According to Lemma 2.2, after some calculations, we find out that the eigenvalues of the hessian matrix D 2 u α + are
and
Therefore, we obtain
The other cases can be carried out analogously, and the proof is completed.
Remark 2.5. The ODE problem solved by the pairs (α ± , φ α ± ) is the nonlinear eigenvalue problem
, which is the nonlinear extension, when ω > 1, of the linear case
obtained for ω = 1, i.e. γ = 0. The explicit expressions (2.7), (2.8) and (2.9) have been obtained by looking for solutions φ α such that φ α = ζ(φ α ) for some smooth function ζ. This ansatz leads to an easily integrable first order ODE for the unknown function ζ.
An analogous problem can be obtained when looking for homogeneous solutions in a symmetric cone of the n-dimensional euclidean space, with n ≥ 3. But, in this case, Lemma 2.2 implies that one obtains a difficult to integrate non autonomous fully nonlinear ODE.
Remark 2.6. Let us remark that, for θ 0 = π/2, i.e. if C 0 is the upper halfplane, then ±y are clearly the positive and negative homogeneous solutions with positive homogeneity exponent. Consistently, from the above theorem and (2.6), we recover in this case α + = β + = 1, by (2.3) and (2.5) we get G ω,1 (x) = H ω,1 (x) = arctan
and (2.8) and (2.11) yield φ 1 (θ) = ψ 1 (θ) = cos θ. , one has β + = 2 and v 2 (x, y) = ωx 2 − y 2 . This observation inspired the explicit construction in [4] of the positive principal eigenfunction for the operator M + λ,Λ in special planar domains with corners of amplitude 2 arctan
As a first consequence of Theorem 2.4 we can deduce some relationships between the homogeneity exponents α ± and β ± .
be the homogeneity exponents of the respectively positive and negative homogeneous solutions of problem (2.1). Then, for any θ 0 ∈ 0, π 2 one has
Proof. Let ω = Λ λ and g ω , h ω be as in (2.2) and (2.4). Then, by the right definition, we obtain the following identities:
for all α ≥ 1 .
The conclusion then follows from the characterizations (2.7) and (2.10) of α ± and β ± given in Theorem 2.4.
Remark 2.8. In the paper [8] an estimate for any dimension n ≥ 2 of α − π 2 was given, namely
We observe that, by Theorem 2.4, for n = 2 inequalities (2.13) amount to
One can check that they indeed hold true and equalities occur only for ω = 1. However, the bounds (2.13) for n = 2 and Corollary 2.7 yield the global lower bound
for all θ ∈ (0, π) .
Some applications
3.1. Monotonicity formulas for supersolutions. As an immediate consequence of the comparison principle and the explicit knowledge of the homogeneous solutions u α ± , one can obtain bounds on nonnegative supersolutions of the extremal equations. In particular, we have the following monotonicity statements. 
Proof. Let r > 0. The comparison principle in the domain C 0 ∩ B r yields u ≥ inf
In order to prove (3.2), let > 0 be fixed. Then, there exists R > 0 such that
For 0 < r < R < R, the comparison principle applied in the domain C 0 ∩ (B R \ B r ) yields
By letting first R → +∞ and then → 0, we obtain
r) for all ρ ≥ r .
3.2.
Optimal non-existence Liouville type theorems. As it is well known for semilinear elliptic equations, it has been recently proved also for fully nonlinear elliptic equations that the orders of homogeneity of the positive homogeneous solutions in cones determine the critical exponents in non existence Liouville type theorems for positive solutions of differential inequalities having power like zero order terms, see [1] and [8] for the case of halfspaces. In particular, it has been proved in [1] that the inequality We remark that the statement given in [1] actually is for Laplace operator, but the proof presented there, relying only on the maximum principle and on the existence of homogeneous solutions for the homogeneous equation, can be transposed word by word to viscosity solutions of (3.3).
We further observe that, if n = 2, by Theorem 2.4 condition (3.4) may be written as g ω 2 1−p ≤ θ 0 . Moreover, thanks to the explicit expressions (2.8) and (2.9) of the functions φ α ± , we can check that the above condition is optimal for the non existence of positive solutions of (3.3), thus obtaining the following statement. Proof. By the discussion above, we need only to check the existence of supersolutions of (3.3) both for p > 1 − 
