In 1979, an H1N1 avian influenza virus crossed the species barrier, establishing a new lineage in European swine. Because there is no direct or serologic evidence of previous H1N1 strains in these pigs, these isolates provide a model for studying early evolution of influenza viruses. The evolutionary rates of both the coding and noncoding changes of the H1N1 swine strains are higher than those of human and classic swine influenza A viruses. In addition, early H1N1 swine isolates show a marked plaque heterogeneity that consistently appears after a few passages. The presence of a mutator mutation was postulated (C. Scholtissek, S. Ludwig, and W. M. Fitch, Arch. Virol. 131:237-250, 1993) to account for these observations and the successful establishment of an avian H1N1 strain in swine. To address this question, we calculated the mutation rates of A/Mallard/New York/ 6750/78 (H2N2) and A/Swine/Germany/2/81 (H1N1) by using the frequency of amantadine-resistant mutants. To account for the inherent variability of estimated mutation rates, we used a probabilistic model for the statistical analysis. The resulting estimated mutation rates of the two strains were not significantly different.
Influenza viruses undergo rapid variation in nature, thereby limiting prevention of epidemics and pandemics (20) . Therefore, questions regarding their evolution remain important, and the answers may yield information useful for predicting further antigenic changes and for explaining the occurrence of new pandemic strains. In 1979, an H1N1 influenza virus of avian origin was transmitted to pigs in northern Europe, thereby introducing a new stable lineage (22, 26) . Because there is no direct or serologic evidence of previous H1N1 strains in these pigs (35), we do not need to extrapolate the point of introduction from evolutionary changes over time. Therefore, the European swine influenza H1N1 viruses are a model for studying the early evolution of influenza virus strains in a new host after their introduction in the absence of reassortment.
Several characteristics of these H1N1 swine viruses make them particularly interesting for studying the evolution of influenza viruses. Analysis of phylogenic data on their HA, NP, M, and NS genes revealed that the evolutionary rates of both the coding and noncoding changes of these strains are up to 54% higher than those of human and classic swine viruses (18, 33) . Such higher evolutionary rates might be due to positive Darwinian selection in avian-like swine influenza viruses, reflecting adaptation to a new host; to differences in sampling frequencies (10) of the viral lineages compared; or to a higher mutation rate. The elevated rate of noncoding changes might be due to fixation of linked coding changes. In addition, early H1N1 swine viruses show a marked plaque heterogeneity and an unusually high escape rate in the presence of various monoclonal antibodies (18) . These observations suggest that at least one other factor, independent from positive selection of advantageous variants, must have influenced the evolution of the swine H1N1 isolates since 1979. One candidate is the presence of a mutator mutation (24) . An initial variant could have a mutation in its polymerase complex that caused it to be more error prone and to generate a broader spectrum of variants. Such a polymerase might be detrimental for an established strain but advantageous under stress conditions such as adaptation to a new environment. After that, variants with a less error-prone polymerase might again become predominant in the population (18) .
We wanted to determine whether increased mutation rates due to the presence of a mutator mutation might have contributed to the establishment of the European swine H1N1 viruses. To this end, we calculated the mutation rates of A/Swine/Germany/2/81, a well-characterized early H1N1 swine isolate, and A/Mallard/New York/6750/78 (H2N2), a well-established avian isolate; the evolution of avian influenza viruses is considerably slower than that of classic swine and human isolates (16) . An avian H1N1 precursor virus was not available for study. To accommodate the inherent high variability of estimated mutation rates, we developed a new probabilistic model (see Appendix) to calculate the mutation rate and its standard deviation (SD) and screened several parallel clones. To facilitate rapid screening of parallel cultures, we evaluated the frequency with which amantadine-resistant mutants developed. Our results suggest that the mutation rates of A/Swine/ Germany/2/81 and A/Mallard/New York/6750/78 are not significantly different and fail to reflect their very different evolutionary backgrounds.
MATERIALS AND METHODS

Viruses.
The influenza viruses A/Mallard/New York/6750/78 (H2N2) and A/Swine/Germany/2/81 (H1N1) were plaque purified twice by using monolayers of Madin-Darby canine kidney (MDCK) cells. Culture was with minimal essential medium (MEM) (Sigma, St. Louis, Mo.), 0.9% agar (Difco Laboratories, Detroit, Mich.) overlays containing 0.5 g of TPCK (tolylsulfonyl phenylalanyl chloromethyl ketone)-trypsin (Worthington Biochemical Corporation, Freehold, N.J.) per ml, and a 3-day incubation at 37°C. Virus populations were then propagated individually from single well-isolated plaques in the allantoic cavities of 11-day embryonated chicken eggs by incubating for 2 days at 37°C; the eggs were stored overnight at 4°C before the allantoic fluid of each egg was harvested individually and used in the plaque inhibition assay.
Plaque inhibition assay with amantadine. The plaque assay was performed on MDCK cell monolayers, which were grown in MEM and stained with crystal violet after 3 days as described by Ho et al. (14) . Briefly, cells were inoculated with phosphate-buffered saline-diluted virus, left for 30 min at 37°C to allow adsorption, and then washed twice with phosphate-buffered saline, overlaid with MEM (Sigma) containing 0.9% agar (Difco Laboratories), and incubated at 37°C. After 3 days, the plaques were visualized by crystal violet (0.1% in 10% formaldehyde) staining.
For calculation of the frequency of amantadine-resistant mutants, the numbers of PFU per milliliter were determined for each clone in the absence and presence of 1 g of amantadine hydrochloride (DuPont, Wilmington, Del.) per ml in the agar overlay.
Calculation of mutation rate and SD and statistical analysis. For calculating the estimated rate of mutation, we have developed a probabilistic model (see Appendix). The estimate of the mutation rate m is m ϭ 2M/(Nlog 2 N), where M is the number of mutants in the population (i.e., the number of PFU of amantadine-resistant mutants) and N is the population size from one egg-grown clone. Both numbers are the products of the respective PFU per milliliter from the plaque inhibition assay and the total amount of allantoic fluid (milliliters). The SD of that estimate is 2m/log 2 N).
For amantadine at a concentration of 1 g/ml, substitution at one of four amino acids (positions 27, 30, 31, and 34 in the M2 ion channel) leads to resistance (13) ; the sequences of A/Mallard/New York/6750/78 and A/Swine/Germany/2/81 are identical at these positions. From the comparison with the codons of the amino acid substitutions that lead to resistance (13) , it can be concluded that one nucleotide substitution in each triplet, i.e., one of four possible nucleotides, causes the resistant phenotype in both strains. Therefore, m has to be divided by 4, and the formula for the estimated mutation rate (the number of nucleotide substitutions per site per replication) for the experimental approach described here is m ϭ 0.5 M/(Nlog 2 N). We made no attempt to calculate a maximum mutation rate by considering more than one nucleotide substitution at each site, because transitions are more frequent than transversions (32) . Therefore, the assumption of an equal probability of all changes is unlikely.
Because the generation at which a mutation occurs markedly influences the frequency of mutants (6), we grew multiple parallel cultures (C). Therefore, the estimated mutation rate for each viral strain is the arithmetic mean of the mutation rate from every clone, m ϭ 0.5
and the SD is
For comparison, the ad hoc SD was calculated as
where m i is the determined mutation rate of the ith clone and C is the whole number of observed clones from one isolate.
For The basic assumptions of our mathematical model are as follows.
(i) The mutation rate is the same for all observed sites and at all replications. For the present study, this means that loci related to amantadine resistance mutate at a rate which is representative of those for all other genome loci, including those involved in species transmission. Positions other than 27, 30, 31, and 34 in M2 (e.g., flanking sequences) could affect the generation of amantadine resistance, thus obscuring intrinsic differences in mutation rate. That is assumed to be negligible, because no such data supporting this view are available for influenza virus.
(ii) The mutation rate m is very small compared to 1 (10 Ϫ4 to 10 Ϫ6 ); therefore, higher orders of m such as m 2 , m
3
, and m 4 (as would apply to two-, three-, or fourfold substitutions) can be ignored.
(iii) From the second assumption, it follows that reverse mutations are also negligible.
(iv) The model applies only to neutral mutants in an ideal way. Bean et al. showed that amantadine-resistant influenza virus in chickens is capable of competing with wild-type virus and does not revert back in the absence of amantadine over a period of Ͼ20 days, thus having no detectable biologic impairment compared to wild-type virus (1). Moreover, negative selection (elimination of deleterious mutation as soon as they occur) is assumed to be identical for the strains compared.
(v) Possible variations in polymerase (or other fidelity-determining proteins) upon virus growth in cell culture need not be considered, because the estimated mutation rate m is defined as base substitutions per site per replication.
RESULTS
Evaluation of several independent clones. We measured the frequencies of amantadine-resistant mutants of A/Mallard/ New York/6750/78 (H2N2) ( Table 1 ) and A/Swine/Germany/ 2/81 (H1N1) ( Table 2 ) to indirectly assess the mutation rates of the two parent strains. Because the variability of mutant frequency is inherently high, we evaluated multiple parallel, independently grown viral stocks. Extensive plaque purification ensured that all amantadine-resistant variants occurred during growth in the plaque or allantoic fluid and did not exist prior to culture. A primary resistant plaque would grow to become a VOL. 73, 1999 SWINE INFLUENZA VIRUS EVOLUTIONARY AND MUTATIONAL RATESviral stock that was comprised almost entirely of resistant viruses and therefore would be recognized immediately. Mutant frequencies and mutation rates. As described in Materials and Methods, we performed plaque inhibition assays to determine the population size and the frequency of amantadine-resistant mutants, and then we calculated the average mutation rate for each strain and its SD (Tables 1 and 2 ). For A/Mallard/New York/6750/78, the mutation rate (m mall ) is 3.2 ϫ 10 Ϫ5 base substitutions per site per replication and its SD (SD mall ) is 4.5 ϫ 10 Ϫ5 ; for A/Swine/Germany/2/81, m sw ϭ 6.8 ϫ 10
Ϫ6 base substitutions per site per replication and SD sw ϭ 1.5 ϫ 10 Ϫ5 . Table 3 shows that our data correspond well with two values previously published for the mutation rate of influenza virus.
Dispersion of data. The mutation rates of clones 9 and 10 of A/Mallard/New York/6750/78 (Table 1) demonstrate the problem of variability in estimates of mutation rate. The estimate for clone 9 was almost 6 times higher than the average mutation rate, whereas that for clone 10 was 50 times lower. Both values were included in our calculations, although one may consider them outliers. Interestingly, the calculation of the ad hoc SD showed a result for A/Mallard/New York/6750/78 similar to that obtained with our formula for SD when the mutation rates from clones 9 and 10 were included (SD ad hoc ϭ 5.3 ϫ 10 Ϫ5 and SD ϭ 4.5 ϫ 10 Ϫ5 ), whereas for A/Swine/ Germany/2/81, the values are SD ad hoc ϭ 5.2 ϫ 10 Ϫ6 and SD ϭ 1.5 ϫ 10
Ϫ5
. This finding indicates that our theoretical formula for SD is applicable to our data and describes the dispersion well. The mutation rates from clones 9 and 10 are very divergent from the mean, indicating the influence of the time point during growth of the viral stock at which mutational events leading to amantadine resistance occurred on the estimated mutation rate. These observations emphasize the randomness of mutational events in nature and demonstrate that measuring the mutation rate of a single clone can be misleading.
Minimum number of replication cycles. In light of the small ratio of the number of sites at which changes lead to amantadine resistance (4 positions) to the genome length (almost 14,000 positions), mutation to resistance is highly improbable compared with a mutation at any other site in the entire viral genome. Therefore, such a mutational event within the viral population is improbable when the population size is considerably smaller than one-fourth of the genome length (for only one position, it would be improbable when the population size is considerably smaller than the entire genome). If all mutants are assumed to have developed from a single mutational event, then the ratio of the PFU per milliliter from plaque inhibition assays without amantadine (control) to that from assays with amantadine in the plaque overlay reveals a theoretical minimum population size in which the first mutant would have arisen. Multiplying the calculated minimum population size of A/Mallard/New York/6750/78 or A/Swine/Germany/2/81 by 4 reveals a value close to the genome length (Tables 1 and 2 ). The resulting value can be considered to be the minimum number of replication cycles necessary for each additional mutational step (requiring only a single-base substitution) during further growth. Therefore, in light of our results regarding amantadine, a population of approximately 5.0 ϫ 10 3 PFU .5%quan-tile of the normal distribution), the null hypothesis (m mall ϭ m sw ) cannot be rejected. Therefore, we conclude that the mutation rates of A/Mallard/New York/6750/78 and A/Swine/Germany/2/81 do not differ significantly.
DISCUSSION
The influenza pandemic of 1918 was caused by an H1N1 influenza virus (31) . This isolate was probably closely related to later classic swine viruses and is thought to have been transmitted previously from birds into pigs without reassortment (24, 33) . In 1979, an influenza virus of avian origin was introduced as a whole into swine of northern Europe (26), leading to the development of a new virus lineage. Before that time, H1N1 influenza viruses did not exist in pigs in northern Europe (22, 35) . Therefore, we can hypothesize that the 1979 event is analogous to that with the 1918 isolate. Use of the northern European isolates as a model for studying the early evolution of influenza viruses is likely to improve our understanding of the conditions and circumstances that surround the emergence of an entirely new pandemic strain.
Evolution of influenza viruses occurs, in various degrees, by Darwinian selection and random drift, including mutation. Elevated rates of mutation, caused by a mutator mutation, may have accelerated adaptation of the H1N1 swine isolates (24) . To test this theory, we determined the mutation rates of A/Swine/Germany/2/81 (H1N1), an early representative of the northern European swine influenza lineage, and A/Mallard/ New York/6750/78 (H2N2). The latter strain, a well-established avian isolate, likely does not have an elevated mutation rate, because the evolution rates of other avian isolates were very slow (16) or even static (11, 12) , and no available information suggests that A/Mallard/New York/6750/78 underwent several host changes in multiple avian species. Our results show that the mutation rates of A/Swine/Germany/2/81 and A/Mallard/New York/6750/78 do not differ significantly. This finding indicates that Darwinian selection rather than an increased mutation rate contributed to the early adaptation and high evolutionary rates of European swine influenza H1N1 viruses.
Our results further demonstrate that directly inferring the rates of mutation of avian-like swine influenza viruses from phylogenic data is difficult. This is because the evolutionary rate (i.e., number of base substitutions per year per site) is also influenced by fluctuations of the number of replication cycles (i.e., the actual population size over time) and random sampling effects (5) in the field during the observed time span, in contrast to the mutation rate (i.e., number of base substitutions per site per replication), which is determined under clear lab conditions. Therefore, the evolution rate reflects only cumulated changes of viral sequences year by year in the field. Even if noncoding changes were counted as silent mutations and not approximately as changes of the third position of each codon independent of whether an amino acid replacement occurred there (as most software does), so that fixation of noncoding changes by linked coding changes and selection would be excluded, such a resulting rate would not be a clear correlate to the mutation rate. In light of our results and these considerations, we suggest that, in addition to Darwinian selection, random sampling effects (5) and an increased number of replication cycles (reflecting the effects of factors such as the number of infected animals, the yields of various strains in swine, a greater number of infected target cells in swine than in birds, and the burst size per infected cell) contributed to the high evolutionary rates of European swine influenza H1N1 viruses. Witte et al. discussed that the rapid exhaustive expansion of the avian-like swine influenza viruses from 1979 to 1981 in northern Europe is possibly due to large-scale animal husbandry, in contrast to the few infections observed in Germany in 1957 (35) .
The estimated mutation rate has considerable inherent variability because the measured frequency of mutants reflects progeny from one or more mutation events. Further, the specific time point at which a specific mutational event occurs is due to change, and because of the exponential characteristics of virus growth, this contributes greatly to the observed variability among estimated mutation rates (6, 19) . To accommodate these factors, we applied a probabilistic model (see Appendix) that enabled us to determine the mutation rate at a given accuracy and to perform a statistical analysis. Our formula for the SD supports the predicted high variability, which was confirmed by the comparison with the ad hoc SD for A/Mallard/New York/6750/78. In addition, we needed to screen several parallel cultures, and we chose amantadine for the indirect determination of the mutation rate because the sites for resistance-inducing mutations are known, the inhibitory effect is complete for both isolates in plaque inhibition assay, and this compound facilitates rapid screening.
In contrast the techniques that we used, Suarez et al. (27) determined mutational rates by using the fluctuation test (19) in the presence of a monoclonal antibody against the HA1 portion of the hemagglutinin. The fluctuation test requires many parallel cultures and therefore is very labor-intensive. Parvin et al. (21) sequenced the NS genes of 108 clones that were derived from a single well-isolated plaque of A/WSN/33. This labor-intensive approach led to the most exact determination of the mutant spectrum, but, as those authors stated, because the mutation rate was evaluated from only one plaque, no discussion of the variability of the estimate of the mutation rate was possible. Table 3 shows that our data are in good accordance with the values for the mutation rate of influenza virus from both groups despite the use of three different virus genes from four different isolates and three different methods. This comparison indicates that differences in mutation rate cannot account for the evolutionary rates of various virus genes. The similarity of the mutation rates for the highly variable HA1 region and the highly conserved ion channel of the M2 gene again emphasizes that a high mutation rate cannot directly account for a high rate of evolution. Therefore, another explanation remains possible, regarding the potential role of a mutator mutation in the early evolution of the northern European swine influenza virus. For a mutator mutation to have contributed to this process, it must have emerged prior to 1981, possibly in 1979 immediately after transmission of the virus to the new host or even in the avian host before transmission to swine. Simulation studies for finite clonal asexual populations under directional selection (30) have suggested that mutator mutants increase in frequency if they are abundant in the population and associated with a favorable mutation which prevents their extinction (hitchhiking effect) but that they are kept at low frequency when their primary number is low. A mutator mutant could become dominant during a bottleneck event that dramatically reduces the population size; such bottlenecks are probably frequent in the life cycles of RNA viruses because of their airborne or droplet transmission (5). In such situations, an otherwise rare mutator mutant might accelerate adaptation for a brief transitional period until reverting back. To revert easily, the mutator mutation should comprise only a few (at most) point mutations if located in only one segment or should be disrupted by reassortment. For established strains at an equilibrium of mutation and selection, the mutation rate is close to Eigens error threshold (7) ( Table  3 ).
An alternative mechanism for crossing the species barrier may exist in the absence of a mutator mutation. Perhaps the avian virus undergoes several mutations (at the normal mutation rate) in the primary host that are necessary for successful establishment in the new host. The product of the theoretical minimal number of replication cycles (see e.g., Tables 2 and 3) of all necessary mutations would have to be less than the possible finite population size in the avian host. This scenario is likely to apply to mutations that are detrimental or even deadly in avian hosts, whereas changes that also accommodate functional constraints of the new host often occur in multiple avian hosts before the transmission of the virus. From the purpose of quasispecies, to suppress a newly arisen, even superior mutant progeny (4), the new host should be free of another already well-established strain.
An example of the alternate mechanism might be the recent emergence of an H5N1 influenza virus in humans (3). The antecedent strain is a highly pathogenic H5N1 chicken isolate (29) . Virulent avian H5 isolates (15) and the new human H5N1 isolate (29) are pantropic in chickens. Such viruses have greater finite population sizes in each chicken than do apathogenic isolates. Therefore, the mutations required for establishment in humans might occur in chickens without the need for an intermediate host (e.g., swine). Both mechanisms (mutator mutation and the alternate mechanism) could coexist in nature, and the one that is used would depend on the number of required adaptive mutations, i.e., on the ratio of the frequency of a mutator mutant to that of an already adapted mutant within the viral population in the avian host. If only a few adaptive mutations were necessary, then a large population size would be sufficient; if multiple changes were required, then a mutator phenotype might be necessary.
Suarez et al. (27) isolated variants of A/Victoria/3/75 whose mutation rates were increased three-to fourfold and estimated that 13% of the viral population had similarly elevated mutation rates. Notwithstanding the ever-present problem of obtaining cultures that have very high mutant frequencies because the mutational events occurred early during the growth of population (thereby mimicking mutator mutants), even those reported values seem to indicate minimal acceleration on adaptation according to simulation studies. According to both Coffin (2) and Taddei et al. (30) , the mutation rate should have been at least 10-fold higher. However, Suarez et al. (27) elegantly showed that the mutation rate is a weighted average over the population, and their finding does not exclude the possibility that mutator mutants (with their associated high mutation rates) might have occurred at very low frequencies.
Whether such variants actually contributed to the stable host change seen in 1979 is unknown; however, in light of the data that are available (from 1979 to 1985) , changes in mutation rate cannot account for the early evolution of northern European swine influenza viruses. Whether the mutation rates fluctuated during growth of the initial avian influenza H1N1 virus in the earliest-infected pigs or in the avian host and whether those fluctuations in mutation rates were a prerequisite for successful establishment remain to be investigated further. Ludwig et al. (18) demonstrated that all northern European swine isolates prior to 1985 had a highly heterogeneous plaque morphology, which persisted even after several plaque passages and which was taken as evidence of relatively high genetic instability. Because an increased mutational rate can now be excluded as the basis of this observation, we have to find another explanation, and the one we propose may also be a possible mechanism by which an avian influenza virus can pass the species barrier into swine. Relatively stable partial heterozygotes can be formed after double infection with two different influenza A viruses (25) or by introduction of an additional segment by reverse genetics (8) if bidirectional selection maintains both allelic segments so that they can complement each other's weaknesses. Suppose an influenza virus gains a mutation that enables it to multiply better in swine but that is detrimental for replication to high titers. Such a virus might be able to cross the species barrier if it is partially heterozygous with respect to this gene (RNA segment). Once in the new species, selection pressure for this partial heterozygote persists until suppressor mutations overcome the otherwise detrimental mutation, and one segment gets lost; this process might take several years. Such partial heterozygotes might also be responsible for the observed plaque heterogeneity and for higher frequencies of monoclonal antibody escape mutants, too, if the required mutations are located in the same segment, e.g., the hemagglutinin gene. This alternate mechanism would allow an influenza virus to cross the species barrier to form a stable lineage and would accounts for the observation described by Ludwig et al. (18) .
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APPENDIX
The number of virions in culture during maturation is known to grow exponentially (9, 34) and can be described as N ϭ e ct . From that exponential function, one can derive an equation, N ϭ e ct ϭ 2 g , reflecting an ideal population grown as a binary tree, where each virion gives rise to exactly two progenies of the next generation and all viruses at a given time point t belong to the same generation g. Such a binary tree allows us to consider the number of unmutated viruses in the virus multiplication as a branching process. Using the branching process (17), we have derived estimates of the mutation rate and its variance by counts of mutated and unmutated viruses at a given generation which is log 2 of the size of such an ideal population. The resulting formula for the mutation rate is similar to the formula described by Drake (6) , but the possibility of calculating a variance allows statistical testing. The model agrees with our understanding that during the first generations, mutation to amantadine resistance is very improbable because the number of loci involved (4 loci) is very small in relation to the genome length (ϳ14,000 bases), so that in our approach the mutation frequency is determined many generations after clonal infection during the maturation phase, e.g., the above-mentioned exponential growth, and not during the eclipse phase. Therefore, the contribution of mutants arising during the eclipse phase to the mutant frequency is negligible.
Notation m ϭ mutation rate (probability of mutation per nucleotide per copy).
m vir ϭ mutation rate of virus, where the mutants can be defined according to a given criterion. For example, a mutant is defined as a virus that has at least one mutated nucleotide in given sites of the nucleotide sequence.
M ϭ number of mutants in the culture. N ϭ population size of the culture. f ϭ frequency of mutants in the population, defined as M/N. k ϭ number of sites in the sequence of nucleotides where mutation to amantadine resistance is possible.
Estimation of mutation rate. We are interested in m, the mutation rate (probability of mutation per nucleotide per replication), but it cannot be directly estimated. Therefore, we first estimate m vir from M and N and then derive the estimate of m from that of m vir by using the relationship between m and m vir .
(i) One culture. Let N be the number of viruses in a culture of virus, and let M be the number of mutants. Then the estimate of m vir is
which was derived by using the theory of branching processes (17) . The variance of the estimate is
In the experiment using amantadine, N is the number of viruses in the culture in the absence of amantadine and M is the number of survivors in the presence of amantadine in the culture. In the presence of amantadine, the viruses survive or die according to whether there is any mutation at the k specific sites in the nucleotide sequence of the virus.
When m vir and m are close to 0 and k is not large (e.g., when m ϭ Ϫ5 , which implies that the SD of the estimate is 8.4-fold the rate m. An estimate with such a large variability cannot be used for hypothesis testing.
(ii) Multiple cultures. To compare the mutation rates of two types of viruses, we must use multiple cultures of viruses to reduce the errors of estimates. Denote C ϭ total number of parallel cultures, M i ϭ number of mutants in the ith culture, and N i ϭ population size in the ith culture, where i ϭ 1,...,C. We have two types of estimates; one is a simple average of estimates from each culture, and the other is a weighted average of those estimates. 
