We consider a single machine on-line scheduling problem with delivery times. All jobs arrive over time. Each job's characteristics, such as processing time and delivery time, become known at its arrival time. Once the processing of a job is completed we deliver it to the destination by a vehicle. The objective is to minimize the time by which all jobs have been delivered. In this paper, we assume that all jobs have small delivery times, i.e., for each job J j , q j ≤ p j , where p j and q j denote the processing time and the delivery time of J j , respectively. We provide an on-line algorithm with a competitive ratio of √ 2, and the result is the best possible.
Introduction
In the last decade, the on-line scheduling problem has been extensively studied. There are different meanings of on-line scheduling. In this paper, on-line means that all jobs arrive over time. Each job is completely unknown until its arrival time. In contrast, in off-line scheduling, all jobs are known in advance. Since it is often impossible to give an optimal solution for an on-line problem, we consider algorithms which approximate the optimal solution. Such algorithms often are called on-line algorithms.
The quality of an on-line algorithm is measured by the competitive ratio. Let H be an on-line algorithm. For any given job sequence L, let C on (L) and C opt (L) denote, respectively, the objective value of algorithm H and of an optimal off-line algorithm. The competitive ratio of algorithm H is defined by The problem considered in this paper can be described as follows. There are n jobs, a single machine and sufficiently many vehicles. Each job has an arrival time, a processing time, and a delivery time. These characteristics of a job are unknown until it arrives. Once the processing of a job is completed on a machine, we deliver it to the destination by a vehicle. The objective is to minimize the time by which all jobs have been delivered. We use r j , p j and q j , respectively, to denote the arrival time, the processing time, and the delivery time of J j . Suppose that σ is a schedule of the jobs. We denote by S j (σ ), C j (σ ) and L j (σ ), respectively, the starting time of J j , the completion time of J j and the time by which J j is delivered in schedule σ . The objective function of the considered problem is
Under off-line setting, there have been many results about the scheduling problem in which the objective is to minimize the time by which all jobs have been delivered. For problem 1||L max , a well known algorithm called the LDT rule (every time choose from among available jobs the one with the largest delivery time) is optimal for it. For problem 1|r j |L max , Kise et al. [4] proved that the LDT rule is 2-competitive; and Lawer et al. [5] proved that it is strongly NPhard. Hall and Shmoys [1, 2] proposed two PTASs (PTAS, abbreviation for polynomial time approximation scheme, is an approximation scheme whose time complexity is polynomial in the input size.) for problem 1|r j |L max , the running times of which are O((n/ ) O(1/ ) ) and O(n log n + n(1/ ) O(1/ 2 ) ), respectively. Later, Mastrolilli [6] gave an improved approximation scheme with running time
Under on-line setting, Hoogeveen et al. [3] provided an on-line algorithm with a competitive ratio of ( √ 5 + 1)/2 for problem 1|on-line, r j |L max , and showed that it is the best possible.
In practice, the processing time of a job is usually longer than its delivery time. For example, a furniture company and some of its retailers are in the same city. The processing time of the furniture in the factory is more than that of delivering it to the respective retailers.
In this paper, we assume that all jobs have small delivery times, i.e., for each job J j , q j ≤ p j . We provide an on-line algorithm with a competitive ratio of √ 2 for the restricted model, and it is the best possible.
A lower bound
In this section, we present a lower bound of √ 2 for the restricted model. Theorem 2.1. For the problem 1|on-line, r j , p j ≥ q j |L max , any on-line algorithm has a competitive ratio of at least √ 2.
Proof. Let be an arbitrary small positive number. For any on-line algorithm H , we consider the following instance. Let π be an optimal schedule for the instance. The first job arrives at time 0 and has processing time p 1 = 1 and delivery time q 1 = 0. We assume that H decides to schedule the job at time S. Depending on S, we consider two cases as follows.
One job with processing time p 2 = 1 and delivery time q 2 = 1 arrives at time
The result follows.
An on-line algorithm
The idea of the following discussion is originated from Hoogeveen et al. [3] . The algorithm H in the following has a few differences from that in [3] . Lemmas 3.1 and 3.3 are the same as in [3] . The proof of the main result (Theorem 3.4) cannot follow the proof technique in [3] . The reason for this is that, apart from Lemmas 3.1 and 3.3, no further structure properties can follow that in [3] .
First, as in [3] , we give some notations in this paper as follows: p(S) the total processing time of all jobs in S. A(t) the set containing all jobs that arrived at or before time t and that have not been processed by time t.
B(t) the set containing all jobs that arrived at or before time t and that were not completed before the last idle time period before time t; if there is no idle time before time t, then B(t) contains all jobs that arrived at or before time t. p(t) the index of the job with the largest processing time in A(t). q(t) the index of the job with the largest delivery time in A(t).
We call a job J j big at time
> 1/2, there is at most one big job at any time t. The on-line algorithm runs as follows.
Algorithm H
Step 0: If the machine is idle and A(t) = ∅, determine p(t) and q(t); otherwise, wait for such time occurring.
Step 1:
, then schedule the job with the second largest delivery time, if it exists.
Step 3:
Step 4: Go to Step 0.
In the following we will prove that algorithm H has a competitive ratio of
The proof is by contradiction. We assume that there exists a smallest counterexample, i.e., a counterexample consisting of a minimum number of jobs. Let I be such a smallest counterexample, and let σ be the schedule produced by H . Let J l denote the first job in σ that assumes the value L max (σ ). In Hoogeveen et al. [3] , due to the inverse of golden ratio (
, there are several nice structure properties that schedule σ for the smallest counterexample can satisfy. However, some of them are not suitable for the discussion in this paper. Here, we only present two structure properties that schedule σ satisfies.
Lemma 3.1. The schedule σ consists of a single block: it starts at a nonnegative time and after that all jobs are processed contiguously.
Proof. Suppose that σ consists of more than one block. Let B be the block in which J l is scheduled in σ . Let S B and C B denote the starting time of the first job and the processing completion time of the last job in B, respectively. By algorithm H , the jobs that are completed before S B do not influence the value of S B and the order of jobs scheduled in B. So, if we remove all jobs before block B from I, the value L max (σ ) does not change and the corresponding optimal value L max (π ) does not increase. Similarly, we can remove all jobs from I arriving after S l (σ ). Therefore, we assume that the job instance I consists of the jobs processed in block B and the jobs that are available at S l (σ ) but scheduled in another block. By algorithm H , the idle time after C B in σ occurs only if there is just one job, say J i , available at time C B , and the right endpoint of the idle time interval is S i (σ ) = (
This contradicts that J l is the first job in σ assuming the value L max (σ ).
Let J 0 be the first job arriving in I. Without loss of generality we assume that r 0 = 0. In what follows, we always use π to denote an optimal schedule of the instance I. By Lemma 3.1, we have the following Corollary 3.2.
Corollary 3.2. In the optimal schedule π,
Proof. By Lemma 3.1, we know that σ consists of a single block B. Recall that J l is the first job in σ (also in B) that assumes the value L max (σ ). Then L max (σ ) = C l (σ ) + q l ≤ C B + q l = S B + p(B) + q l . By algorithm H , we have S B = min{( As in Hoogeveen et al. [3] , let J k be the last job scheduled in σ before J l with a delivery time smaller than q l , if it exists. If J k exists, let G(l) denote the set of all jobs between J k and J l in σ , including J l ; otherwise, G(l) denotes all jobs scheduled before and including J l in σ . Clearly, by the definition of J k , each job in G(l) has a delivery time not smaller than q l . As in Potts [7] , we name J k as the interference job for schedule σ . Proof. Assume that there does not exist an interference job J k in σ . Note that S B = min{(
On the other hand, we have
, which implies that the instance I is not a counterexample, a contradiction. Proof. By contradiction. We assume that there exists an instance I such that L max (σ ) > √ 2L max (π ), where σ is the schedule given by algorithm H for instance I. Without loss of generality we assume that I is a smallest counterexample. Due to Lemmas 3.1 and 3.3, we know that σ consists of a single block and contains an interference job J k .
Our main aim is to show that there does not exist such a counterexample, i.e., we need to prove that
There are three possible reasons why algorithm H selected J k but not one of the jobs from G(l) at time S k (σ ):
Each job in G(l) arrives after time S k (σ ).
2. There is a big J i ∈ G(l) available at S k (σ ), and algorithm H is not allowed to schedule it; this corresponds to step (2.2). 3. J k is a big job at time S k (σ ), and all of the jobs from G(l) that are available at time S k (σ ) have a delivery time of at most ( √ 2 − 1) p k ; this corresponds to step (3.2).
In the following we discuss these three cases, respectively. Case 1: Each job in G(l) arrives after time S k (σ ). Since all jobs in G(l) arrive after time S k (σ ), we have
In the following we consider two subcases.
Since p(B(S k (σ )) ≥ (2 √ 2 − 1) p k and inequality (2), we have q l ≤ p l ≤ p(G(l)) < (2 − √ 2) p k . We distinguish two possibilities according to where J 0 is scheduled in π. Subcase 1.1.1: J 0 is not the first scheduled job in π. By Corollary 3. 
We also consider two possibilities distinguished by the positions of J k in π. 
Since the assumption that J k is not scheduled after all jobs in G(l) in π in this subcase, by equality (1), we have
. This contradicts the assumption that I is a counterexample. If R = ∅, let J i be the job completed at time
Since J k is a big job at time
, and so
We consider two possibilities distinguished by the value of r k . Subcase 1.2.2.1: r k ≤ S i (σ ). Since J k is a big job at time S k (σ ), by algorithm H , step (3.1) must occur at time S i (σ ). This means that q i > (
Due to algorithm H , there exists at least one job except J i in R with delivery time more than (
This contradicts inequality (4). The claim follows. We consider two subcases as follows. Subcase a: J i is scheduled after all jobs in G(l) in π.
From the above discussion, we have
In this subcase, one can see that
By equality (3) and inequality (5), we have
2 p i . Since I is a counterexample, by inequality (5), we have p i > (
Recall that J k is a big job at time S k (σ ). Then we have p 0 < p k . By Corollary 3.2, we have
Case 2: There is a big job J i ∈ G(l) available at S k (σ ), and algorithm H is not allowed to schedule it at time S k (σ ). In this case, we claim that J i is the only job from G(l) available at time S k (σ ). Suppose, to the contrary, that there is a job J j except J i also available at time S k (σ ) from G(l). According to the definition of G(l), we have q j ≥ q l > q k . Since J i ∈ G(l) is a big job available at S k (σ ), if step 2 occurs, the algorithm would not chose J k . A contradiction.
By the above claim, we know that J i is also the job with the longest delivery time at time S k (σ ), i.e., p(S k (σ )) = q(S k (σ )). Hence, the algorithm run step (2.2) at time S k (σ ). This implies S k (σ ) + p k ≤ (
Case 3: J k is a big job at time S k (σ ), and all of the jobs from G(l) that are available at time S k (σ ) have a delivery time of at most ( √ 2 − 1) p k . Since J l is the job with minimum delivery time in G(l), we have q l ≤ ( √ 2 − 1) p k . We distinguish two subcases in the following. If
. If J 0 = J k , then J k is the first job in π . Thus we have L max (π ) ≥ p k + p(G(l)) + q l . By equality (1), we have L max (σ ) − L max (π ) ≤ S k (σ ). Since I is a counterexample, we must have S k (σ ) > ( √ 2 − 1) p k . This implies that algorithm H must run step (3.1) at least once. Let Q be the set of jobs processed from time T to time S k (σ ) in σ , where T is the starting time of the first job completed after time ( √ 2 − 1) p k in σ . Since J k is a big job and the jobs in Q are scheduled before J k in σ , we have that each job in Q has a delivery time more than ( √ 2 − 1) p k ≥ q l . This means that each job from Q ∪ G(l) has a delivery time at least q l . Recall that J k is the first job in π. Then we have L max (π ) ≥ p k + p(Q) + p(G(l)) + min J j ∈Q∪G(l) q j = p k + p(Q) + p(G(l)) + q l .
Note that L max (σ ) = T + p(Q) + p k + p(G(l)) + q l . Hence,
