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Poglavje 1
UVOD
Teorija programskih jezikov preucˇuje prostore, ki jih tvorijo stavki formalnih sistemov.
Opazujemo strukture, ki jih tvorijo stavki, definiramo lahko pomen stavkov in preucˇujemo
pretvorbe stavkov med evaluacijo glede na definiran pomen stavkov.
S formalnimi sistemi predstavimo in preucˇujemo razlicˇne izrazne nivoje modernih pro-
gramskih jezikov.
Na primer, kot osnovni nivo programskega jezika bi lahko definirali cela sˇtevila in
operacije za delo s celimi sˇtevili. S taksˇnim jezikom lahko racˇunamo s celimi sˇtevili.
Nivoji, ki jih obravnavamo so rekurzivni jeziki, Turingovi jeziki, jeziki s tipi, jeziki
z rekurzivnimi tipi, jeziki 2. reda, itd. Za vsak nivo podamo staticˇno in dinamicˇno
definicijo ter predstavimo lastnosti struktur, ki jih tvori dani nivo.
Iz drugega vidika, v teoriji programskih jezikov formalno definiramo koncepte pro-
gramskih jezikov kot so na primer funkcije, tipi, polimorfizem, hierarhija tipov, itd.
Pomen konceptov je v vecˇ primerih kompleksen in je prepusˇcˇen konkretnim imple-
mentacijam ter prevajalnikom programskih jezikov.
V taksˇnih primerih nudi teorija programskih jezikov formalna orodja s katerimi lahko
natancˇno preucˇimo pomen in implementacijo konceptov programskih jezikov.
1.1 Zgodovina
Teorija programskih jezikov temelji na logiki, ki jo velikokrat definirajo kot vedo s
katero preucˇujemo izjave ali sodbe. Logiko uporabljamo pri vecˇini intelektualnih ak-
tivnosti zato lahko tudi recˇemo, da je logika veda o sklepanju.
Logika je tako rezulat introspekcije: sprasˇujemo se kaj pocˇnemo pri razmisˇljanju, na
kaksˇen nacˇin dojemamo in obravnavamo koncepte, kako jih povezujemo in sklepamo
na posledice iz danih premis?
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Aristotelovo delo Prior Analytics se sˇteje kot prva znanstvena razsikava logike. Sicer
so logiko preucˇevali vsi starejsˇi narodi kot npr. Kitajska in Indija.
Izvore formalnih sistemov lahko vidimo v ideji Gottfried Wilhelm Leibniza o univer-
zalnem matematicˇnem jeziku–ki ga je imenoval calculus ratiocinator–s katerimi se bi
dalo opisati in resˇiti vse matematicˇne probleme. Calculus ratiocinator si lahko pred-
stavljamo kot formalen sistem ali logiko s katero lahko modeliramo (matematicˇno)
razmisˇljanje1.
Bertrand Russell je razvil prvo teorijo tipov kot odgovor na njegovo odkritje, da je
Gottlob Frege-jeva verzija naivne teorije mnozˇic vsebovala paradoks. Paradoksu se
izogne tako, da najprej definira hierarhijo tipov in priredi vsakemu izrazu tip. Objekti
danega tipa so zgrajeni iz objektov predhodnega tipa—tako se izognemo zankam.
Leta 1928 je matematik David Hilbert postavil problem z imenom Entscheidungspro-
blem. Problem se glasi: ali je mogocˇe iz opisa formalnega jezika in stavka v tem jeziku
napisati algoritem, ki bo odgovoril true v primeru, da je stavek pravilen in false sicer.
Idejo sta uresnicˇila (v istem cˇasu, 1932) Turing s strojem, ki zna racˇunati in izrazˇati
spekter zahtevnih problemov in Church, ki je definiral jezik, s katerim je mogocˇe zapi-
sati abstrakcijo matematicˇne funkcije, λ-racˇun.
Lambda racˇun je Alonzo Church definiral v okviru raziskave o osnovah matematike.
Pokazano je bilo, da orignalen lambda racˇun vsebuje Kleene-Rosser-jev paradoks.
Church je leta 1936 objavil lambda racˇun brez tipov (untyped lambda calculus) in leta
1940 lambda racˇun s tipi (typed lambda calculus), ki ne vsebuje vecˇ Kleene-Rosser-
jevega paradoksa.
Takoj v naslednjih letih po definiciji Turinovega stroja in λ-racˇuna je bilo pokazano,
da sta enakovredna po mocˇi in se programe zapisane v enem da prevesti v programe v
drugem jeziku.
1.2 Uporaba tipov
Uporaba tipov pripomore k pisanju pravilnih programov. Zaradi definicije tipa vsakega
izraza programa se lahko izogne enostavnim kot tudi bolj kompleksnim napakam.
Preverjanje tipov je proces, ki prireja tipe posameznim izrazom programa in primerja
izracˇunane tipe izrazov povsod kjer pravila programskega jezika zahtevajo, da se tipi
ujemajo ali so v neki drugi relaciji.
Na primer, tip izraza se mora ujemati s tipom spremenljivke, ki ji je izraz prirejen.
Podobno se mora izraz, ki nastopa kot parameter funkcije, ujemati z deklariranim tipo
parametra.
1Obstaja tudi sinteticˇni pogled, ki pravi, da je calculus ratiocinator fizicˇni “racˇunalnik”, ki omogocˇa
mehansko sklepanje–nekateri trdijo, da je moderen Von Neuman-ov racˇunalnik samo realizacija calculus
ratiocinator.
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Staticˇno preverjanje tipov preveri tipe izrazov v programu v cˇasu prevajanja, medtem
ko dinamicˇno preverjanje tipov preverja tipe vrednosti in objektov v cˇasu izvajanja
programa.
Novejsˇi programski jeziki uporabljajo oboje.
1.2.1 Odkrivanje napak
Preverjanje tipov omogocˇa odkrivanje nekaterih napak v cˇasu prevajanja oz. v cˇasu
izvajanja. V primeru, da se tipi izrazov v programu ne ujemajo nam sistem to sporocˇi.
Staticˇno preverjanje tipov lahko odkrije presenetljivo veliko napak. Pogosto se zgodi,
da programi preprosto “delajo” po tem, ko se odpravijo napake tipov.
Striktno preverjanje tipov torej pogosto uspe odkriti poleg trivialnih napak tudi marsi-
katero tezˇjo napako. Mocˇ tega ucˇinka je odvisna od izrazne mocˇi sistema za delo s tipi.
Cˇim bolj izrazen je sistem tem vecˇ napak uspemo uloviti.
Razlog za ta ucˇinek je predvsem v formi, ki jo daje struktura tipov programom. Pro-
gramska koda, ki je sˇe posebaj pri objektnih programskih jezikih vezana na tipe ozi-
romo strukture, ki jih tvorijo tipi, je bolj enostavno obvladljiva.
1.2.2 Abstrakcija
Tipi podpirajo proces programiranja tako, da zahtevajo disciplinirano programiranje.
Pri snovanju in implementaciji programskega sistema sluzˇijo tipi kot osnovno okostje
sistema okoli katerega je implementirana koda.
Sistem tipov tvori osnovo za module–tip modula dejansko ustreza vmesniku modula.
Strukturiranje vecˇjih sistemov v module omogocˇa bolj abstraktno zasnovo programskih
sistemov.
1.2.3 Dokumentacija
Strukture tipov, ki definirajo programski sistem sluzˇijo kot osnova za dokumentacijo
sistema.
Vecˇino objektnih programskih sistemov nudi orodje, ki omogocˇa enostano generiranje
dokumentacije iz parcialnih opisov, ki so vezani na tipe oz. hierarhijo tipov.
Dokumentacija je del samega sistema in jo je tako veliko lazˇje vzdrzˇevati.
Komentarje obicˇajno lahko enostavno dodajamo na same sintakticˇne konstrukte pro-
gramskega jezika kot so na primer razredi, komponente razredov, podatkovne strukture
in moduli.
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1.2.4 Varnost jezika
Pierce neformalno definira varen jezik kot jezik, ki ti onemgocˇi, da se ustrelisˇ v lastno
nogo medtem, ko programirasˇ.
Povedano na drug nacˇin: jezik je varen, cˇe varuje lastne abstrakcije. Poglejmo si nekaj
primerov.
Programski jezik, ki ima definirana polja mora zagotoviti, da programer ne more nare-
diti nicˇ zelo cˇudnega s polji kot na primer spreminjati vsebino polja tako, da pisˇe preko
meja neke druge podtkovne strukture.
Abstrakcija definirana v programskem jeziku kot na primer datoteka mora biti zasno-
vana in implementirana tako, da programer ne more narediti nicˇ takega, da bi se pro-
gram nedefinirano nehal izvajati.
Spremenljivke, ki so definirane znotraj nekega definicijskega prostora morajo biti do-
stopne samo znotraj definiranega prostora in ne izven definiranih oblik dostopa.
1.2.5 Ucˇinkovitost
Prvo preverjanje tipov se je zacˇelo pri Fortranu, ko so zˇeleli locˇiti med numericˇnim
racˇunanjem s celimi sˇtevili in racˇunanjem z realnimi sˇtevili.
Staticˇno preverjanje tipov omogocˇa bolj ucˇinkovito delo z vrednostmi. Odpade mari-
skatero preverjanje v cˇasu izvajanja.
Marsikatera odlocˇitev pri generiranju kode pride iz tipov izrazov.
Tip kazalcev vpliva na izbiro insˇtrukcij za delo s kazalci.
Tehnike za izboljsˇanje algoritmov za cˇisˇcˇenje pomnilnisˇkega prostora.
1.2.6 Nacˇrtovanje jezikov
Programski jeziki morajo biti nacˇrtovani skupaj s sistemom za preverjanje tipov.
Sicer je preverjanje tipov zelo tezˇko.
Dobro nacˇrtovan jezik redko potrebuje podatke tipih izrazov. Vecˇino lahko izpelje
sistem sam.
Meta-programski jeziki omogocˇajo enostavno nacˇrtovanje jezika kot tudi sˇtudij lastno-
sti nacˇrtovanega programskega jezika.
Poglavje 2
OSNOVE TEORIJE MNOZˇIC
2.1 Matematicˇni argument
2.1.1 Logicˇna notacija
Definicija 2.1.1 (Logicˇne operacije). Naj bosta A in B stavka. Poznamo naslednje
logicˇne operacije:
• A ∧B, konjunkcija A in B,
• A ∨B, disjunkcija A in B,
• ¬A, negacija A,
• A⇒ B, A implicira B, in
• A⇔ B, ekvivalenca med A in B.
Stavki lahko vsebujejo spremenljivke. Poglejmo si primer.
Primer 2.1.1. Naslednji izraz je resnicˇen, cˇe imata spremenljivki x in y, ki sta tipa
integer, vrednosti manjsˇe ali enake 3 oz. 7.
(x ≤ 3) ∧ (y ≤ 7)
2
Stavek oblike P (x, y) imenujemo predikat vendar tudi lastnost, relacija ali pogoj. Pre-
dikat P (x, y) je pravilen ali napacˇen pri dolocˇenih naborih x in y.
Za kvantificiranje logicˇnih spemenljivk lahko uporabljamo ∃, kar beremo “obstaja”, in
∀, kar preberemo “za vse”. Poglejmo si naslednji dve izjavi:
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∃x.P (x)
∀x.P (x)
Prvo beremo “obstaja x za katerega velja P (x)” in drugo “za vsak x velja P (x)”.
Opazka 2.1.1. Dogovorimo se za naslednjo okrajsˇavo. Izraz
∃x, y, . . . , z.P (x, y, . . . , z)
je okrajsˇava izraza
∃x∃y . . .∃z.P (x, y, . . . , z)
in izraz
∀x, y, . . . , z.P (x, y, . . . , z)
je okrajsˇava izraza
∀x∀y . . . ∀z.P (x, y, . . . , z).
2
Vecˇkrat bomo hoteli dolocˇiti mnozˇicoX , ki je domena spremenljivke x. Napisali bomo
∀x ∈ X.P (x) namesto ∀x ∈ X ⇒ P (x) in ∃x ∈ X.P (x) namesto ∃x ∈ X ∧ P (x).
Vcˇasih zˇelimo zapisati, da obstaja natancˇno en taksˇen x za katerega velja predikat
P (x).
Definicija 2.1.2 (Obstaja natancˇno eden element).
∃!x.P (x)⇔ ∃x.P (x) ∧ (∀y, z.P (y) ∧ P (z)⇒ y = z)
2.1.2 Dokazovanje trditev
Ne obstaja recept po katerem bi lahko resˇili poljuben problem.
Velikokrat zacˇetno razumevanje problema implicira splosˇno formo dokaza.
Forme dokazov, ki bodo predstavljene se pogosto uporabljajo in so praviloma prvi
nacˇini dokaza s katerimi poskusˇamo dokazati trditev.
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Veriga implikacij
Da bi dokazali A ⇒ B je zadosti, da pokazˇemo, da cˇe zacˇnemo z izjavo A lahko
dokazˇemo B.
Pogosto je dokaz sestavljen iz verige implikacij, kjer vsaka implikacija predstavlja
obvladljiv korak.
A ⇒ A1
⇒ A2
⇒ . . .
⇒ An
⇒ B
(2.1)
Zgornji izraz ustreza zapisu:
A⇒ A1, A1 ⇒ A2, . . . , An ⇒ B.
Logicˇna ekvivalenca A⇔ B pomeni A⇒ B in B ⇒ A.
Tudi dokaz logicˇne ekvivalence velikokrat razdelimo na verigo ekvivalenc.
A ⇔ A1
⇔ A2
⇔ . . .
⇔ An
⇔ B
(2.2)
Pogosta napaka je, da ne preverimo ekvivalence v obratno smer: medtem, ko je impli-
kacija Ai−1 ⇒ Ai jasna, je obratna implikacija Ai−1 ⇒ Ai nejasna.
Dokaz s kontradikcijo
Dokaz s kontradikcijo so poznali zˇe v antiki. Dokaz ima Latinsko ime reductio ad
absurdum.
Vcˇasih je edini znan dokaz trditve A z uporabo kontradikcije.
V dokazu s kontradikcijo predpostavimo, pri dokazovanju izjave A, da velja ¬A in
pokazˇemo, da predpostavka vodi do protislovja.
Pokazˇemo, da ne velja ¬A, torej velja A.
Primer 2.1.2. V Pitagorejski sˇoli so vedeli za “grozljivo” skrivnost, da
√
2 ni racio-
nalno sˇtevilo. To lahko dokazˇemo s kontradikciijo.
Predpostavimo, da je
√
2 racionalno sˇtevilo, oz., predpostavimo, da
√
2 = a/b, kjer
sta a in b tuji sˇtevili (nimata skupnega delitelja).
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Potem lahko sklepamo, da velja 2 ∗ b2 = a2, torej je a deljiv z 2.
Potem pa velja a = 2 ∗ a0 za nek a0 in tudi b2 = 2 ∗ a0, kar pomeni, da je b deljivo z
2—kontradikcija. 2
Dokaz z alternativami
Pravilnost (A1 ∨A2 ∨ . . . ∨Ak)⇒ B zahteva pravilnost A1 ⇒ C, . . . , Ak ⇒ C.
Pogosto lahko dokazˇemo (A1 ∨ A2 ∨ . . . ∨ Ak) ⇒ B tako, da razbijemo dokaz na k
primerov A1 ⇒ C, . . . , Ak ⇒ C.
Poglejmo si primer.
Primer 2.1.3. Za vsa pozitivna cela sˇtevila a > b velja, da ostanek pri deljenju a2−b2
s 4 ni nikoli 2.
a2 − b2 zapisˇemo na drug nacˇin.
a2 − b2 = (a+ b) ∗ (a− b)
Velja ena od naslednjih mozˇnosti: (i) a in b sta oba liha, (ii) a in b sta oba soda, in (iii)
eden je lih in eden sod.
Za vse tri mozˇnosti pokazˇemo, da a2 − b2 ne da ostanka 2 pri deljenju z 4,
(i) a in b sta soda. Potem je a2 − b2 produkt dveh sodih sˇtevil in je ostanek pri deljenju
s 4 enak 0.
(ii) a in b sta liha. a2 − b2 je spet deljivo s 4.
(iii) Eden izmed a in b je sod in drugi lih. V tem primeru sta (a + b) kot tudi (a − b)
liha.
a2−b2 je tudi liho sˇtevilo. Cˇe bi bil ostanek pri deljenju s 4 res 2, potem bi bilo a2−b2
sodo sˇtevilo—kontradikcija. 2
Eksistencˇne lastnosti
Univerzalne lastnosti
2.1.3 Matematicˇna indukcija
Primer 2.1.4. P (n) je lastnost naravnih sˇtevil n = 1, 2, 3, . . .
Zˇelimo pokazati, da P (n) velja za vsa naravna sˇtevila. 2
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Princip dokazovanja na osnovi matematicˇne indukcije.
1. Pokazˇi, da velja P (0).
2. Predpostavi, da velja P (m) in potem pokazˇi, da velja tudi P (m + 1) za vsa
naravna sˇtevila.
Princip dokazovanja lahko opisˇemo bolj formalno na naslednji nacˇin.
(P (0) ∧ (∀m ∈ ω.P (m)⇒ P (m+ 1))⇒ ∀n ∈ ω.P (n)
P (m) imenujemo indukcijska hipoteza.
(∀m ∈ ω.P (m)⇒ P (m+ 1)) imenujemo indukcijski korak.
Opazka 2.1.2. Vcˇasih se ne da dokazati induktivnega koraka iz P (m) na P (m + 1),
ker induktivna predpostavka ni zadosti mocˇna.
V taksˇnih primerih je koristno posplosˇiti induktivno predpostavko na nekP ′(m). Lahko
se zgodi, da je tezˇje dokazati prehod na P ′(m+ 1) zaradi mocˇnejsˇe predpostavke. 2
Opazka 2.1.3. Pri dokazovanju lastnostiQ(m) se lahko pri indukcijskem koraku zgodi,
da je pravilnost Q(m+1) odvisna ne samo od Q(m) ampak tudi od predhodnih kora-
kov.
V tem primeru lahko uporabimo bolj strogo indukcijsko hipotezo P (m) in zahtevamo
∀k < m.Q(k). Cˇe prevedemo zdaj osnovna dela dokaza z indukcijo na P (m) dobimo
osnovo
∀k < 0.Q(k)
in indukcijski korak
∀m ∈ ω.((∀k < m.Q(k))⇒ (∀k < m+ 1.Q(k))).
Osnova je vedno res, zato dobimo samo indukcijski korak
∀m ∈ ω.(∀k < m.Q(k))⇒ Q(m)).
2
Primer 2.1.5. Dokazˇi z indekcijo, da za naravna sˇtevila velja naslednja lastnost.
P (m)⇔
n∑
i=1
(2i− 1) = n2
Osnovna ideja dokaza indukcijskega koraka je izracˇun
n+1∑
i=1
(2i− 1) =
n∑
i=1
(2i− 1) + (2 ∗ (n+ 1)− 1) = n2 + 2n+ 1 = (n+ 1)2.
2
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2.2 Mnozˇice
Mnozˇica je kolekcija objektov, ki jih imenujemo cˇlani ali elementi. Napisˇemo a ∈ X ,
cˇe je a element mnozˇice X . Mnozˇico elementov a, b, c, d, . . . zapisˇemo {a, b, c, d, . . .}.
Mnozˇica X je podmnozˇica mnozˇice Y , kar zapisˇemo X ⊆ Y , cˇe so vsi elementi X
tudi elementi Y .
Definicija 2.2.1 (Podmnozˇica).
X ⊆ Y ⇔ ∀x ∈ X.x ∈ Y
Mnozˇica je natancˇno dolocˇena z njenimi elementi. Mnozˇica je enaka drugi mnozˇici, cˇe
ima iste elemente.
Definicija 2.2.2 (Enakost mnozˇic).
X = Y ⇔ ∀x ∈ X.x ∈ Y ∧ ∀x ∈ Y.x ∈ X
Zgornja definicija enakosti mnozˇic definira metodo za preverjanje enakosti: najprej
preverimo X ⊆ Y in nato sˇe Y ⊆ X .
2.2.1 Mnozˇice in lastnosti
Mnozˇico vcˇasih dolocˇimo z lastnostjo, ki jo predstavimo s predikatom P (x).
Definicija 2.2.3 (Mnozˇica dolocˇena z lastnostjo).
X = {x | P (x)}
Elementi mnozˇice X so vsi tisti elementi x za katere je predikat P (x) pravilen.
Ob odkritju teorije mnozˇic so najprej mislili, da vsaka lastnost P (x) dolocˇa mnozˇico.
Bertrand Russel je v letu 1901 odkril, da definicija nekaterih mnozˇic s predikatom vodi
do protislovja.
Primer 2.2.1. Izkazalo se je, da definicija paradoksa mozˇna zaradi prevelike svobode
pri definiciji predikata oz. ne zadosti striktno definiranega jezika. Poglejmo si kot
primer naslednjo lastnost.
x 6∈ x
Opisana lastnost dolocˇa “vse elemente x, ki niso elementi x”. Z predstavljeno lastno-
stjo lahko definiramo mnozˇico
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R = {x | x 6∈ x}
Za mnozˇico R velja ali R ∈ R ali R 6∈ R. Cˇe velja R ∈ R potem po definiciji
R 6∈ R. Cˇe pa velja R 6∈ R potem je spet po definiciji R ∈ R. V obeh primerih dobimo
protislovje. 2
Moramo torej na nek nacˇin onemogocˇiti obravnavo recˇi kot so R kot mnozˇice. Resˇitev
je v natancˇni dolocˇitvi objektov, ki sodelujejo pri definiciji mnozˇic. Mnozˇice v prejsˇnjem
primeru ne moremo obravnavati kot elemente, na primer.
Resˇitev, ki jo je predlagal Russel, je uporaba tipov. Za vsak matematicˇni objekt na-
tancˇno dolocˇimo tip objekta in tako preprecˇimo konstrukcijo protislovnih mnozˇic.
2.2.2 Konstrukcije na mnozˇicah
Nekatere mnozˇice so tako pomembne, da jih bomo imenovali posebaj. Prva je prazna
mnozˇica ∅, ki ne vsebuje nobenega elementa.
Druga mnozˇica, ki jo bomo pogosto uporabljali je mnozˇica naravnih sˇtevil ω, ki vsebuje
elemente 0, 1, 2, 3, . . ..
Poglejmo si nekatere poznane operacije s katerimi lahko konstruiramo mnozˇice iz da-
nih mnozˇic.
Definicija 2.2.4 (Izpeljava, angl. comprehension). Naj bo X mnozˇica in P (x) predi-
kat.
{x ∈ X | P (x)}
Definirana mnozˇica je podmnozˇica X tako, da za vse elemente x velja P (x).
S potencˇno mnozˇico lahko konstruiramo mnozˇico vseh podmnozˇic neke mnozˇice X .
Definicija 2.2.5 (Potencˇna mnozˇica). Naj bo X mnozˇica.
P(X) = {Y | Y ⊆ X}
Mnozˇica P(X) vsebuje vse podmnozˇice dane mnozˇice X .
Naslednja konstrukcija, ki si jo bomo ogledali je indeksirana mnozˇica.
Definicija 2.2.6 (Indeksirana mnozˇica). Naj bo I mnozˇica in naj za i ∈ I obstaja
unikaten objekt xi, ki je lahko tudi mnozˇica.
{xi | i ∈ I}
Pravimo, da so elementi xi indeksirani z elementi i ∈ I .
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Poglejmo si zdaj sˇe definicije treh standardnih operacij nad mnozˇicami: unija, presek
in razlika mnozˇic. Unija dveh mnozˇic vsebuje elemente obeh mnozˇic.
Definicija 2.2.7 (Unija). Naj bosta X in Y mnozˇici.
X ∪ Y = {x | x ∈ X ∨ x ∈ Y }
Unija vsebuje elemente x ∈ X ali x ∈ Y .
Presek dveh mnozˇic vsebuje elemente, ki so v obeh mnozˇicah.
Definicija 2.2.8 (Presek). Naj bosta X in Y mnozˇici.
X ∩ Y = {x | x ∈ X ∧ x ∈ Y }
Presek mnozˇic X in Y vsebuje taksˇne elemente x ∈ X , ki so tudi elementi x ∈ Y .
Razlika dveh mnozˇic X in Y vsebuje elemente, ki so v X in niso v Y .
Definicija 2.2.9 (Razlika). Naj bosta X in Y mnozˇici.
X/Y = {x | x ∈ X ∧ x 6∈ Y }
Presek mnozˇic X in Y vsebuje taksˇne elemente x ∈ X za katere velja tudi x 6∈ Y .
Poglejmo si zdaj sˇe produkte mnozˇic katerih rezultat je mnozˇica n-teric s komponentami
iz posameznih mnozˇic. Definirajmo najprej pare.
Definicija 2.2.10. Dani sta mnozˇici X in Y .
X × Y = {(x, y) | x ∈ X ∧ y ∈ Y }
Produkt X × Y je mnozˇica parov (x, y).
Produkt treh mnozˇic nam da mnozˇico trojic. X × Y × Z je mnozˇica trojic {(x, y, z) |
x ∈ X ∧ y ∈ Y ∧ z ∈ Z}.
V splosˇnem produkt X1 ×X2 × . . .×Xn vsebuje mnozˇico n-teric (x1, x2, . . . , xn).
2.2.3 Aksiom osnove
Mnozˇica je lahko izgrajena iz osnovnih mnozˇic s konstrukcijami, ki so bile podane v
prejsˇnji sekciji.
Nasˇe intuitivno razumevanje mnozˇice na osnovi konstrukcij lahko bolj natancˇno po-
damo z aksimom osnove.
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Naj bo b1 element mnozˇice b0. Element b1 je bodisi osnovni element, kot je na primer
celo sˇtevilo, ali je spet mnozˇica. Cˇe je b1 mnozˇica potem je konstruiran iz elementov,
ki so bili konstruirani prej.
. . . , bn ∈ . . . ∈ b1 ∈ b0
Dobimo verigo elementov, ki so elementi drug drugega. Intuitivno pricˇakujemo, da se
veriga koncˇa v nekem bn, ki je bodisi osnovni element ali prazna mnozˇica..
Izjava, ki pravi, da se vsaka taksˇna veriga koncˇa, se imenuje aksiom osnove. To je
predpostavka v splosˇnem sprejeta v teoriji mnozˇic.
2.3 Relacije in funkcije
Funkcije f : X → Y v teoriji mnozˇic predstavimo z mnozˇicami parov (x, y), ki
preslikajo vsak x ∈ X v y ∈ Y tako, da velja f(x) = y.
Funkcije so poseben primer relacij za katere velja, da je vrednost v katero preslika
relacija f dan x vedno ena sama.
Na modelu funkcij, ki jih predstavimo z mnozˇicami, bomo pokazali nekatere lastnosti
funckij.
2.3.1 Funkcije in mnozˇice
Binarna relacija med X in Y element mnozˇice P(X × Y ). Z drugimi besedami je
binarna relacija podmnozˇica kartezijskega produkta X × Y .
Naj bo dana relacija R ⊆ X × Y . Uporabljali bomo notacijo xRy, ko bomo mislili
(x, y) ∈ R.
Parcialna funkcija iz X v Y je relacija f ⊆ X × Y za katero velja
∀x, y, y′.(x, y) ∈ f ∧ (x, y′) ∈ f ⇒ y = y′.
Uporabljamo notacijo f(x) = y, ko obstaja taksˇen y, da velja (x, y) ∈ f . V tem
primeru je f(x) definirana, sicer je nedefinirana.
Totalna funkcija iz X v Y je parcialna funkcija, za katero velja da za vsak element
x ∈ X obstaja y ∈ Y tako da f(x) = y.
Cˇeprav je totalna funkcija poseben primer parcialne funkcije, obicˇajno pri definiciji
funkcije razmisˇljamo o totalni funkciji.
Vidimo, da so relacije in funkcije spet mnozˇice!
Cˇe hocˇemo poudariti, da mislimo na parcialno funkcijo f iz X v Y potem zapisˇemo
f : X ⇀ Y . Cˇe pa hocˇemo poudariti, da definiramo totalno funkcijo potem napisˇemo
f : X → Y .
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Lambda notacija
Vcˇasih je koristno uporabljati lambda notacijo (λ-notacijo) za predstavitev funkcij. No-
tacija omogocˇa, da se sklicujemo na funkcijo brez, da bi definirali ime.
Naj bo f : X → Y funkcija, ki za vsak element x ∈ X vrne f(x). Izracˇun funkcije
f(x) je dolocˇen z izrazom e, ki lahko vsebuje spremenljivko x.
λx ∈ X.e
Na malce daljsˇi nacˇin zapisˇemo funkcijo f z naslednjim izrazom.
λx ∈ X.e = {(x, e) | x ∈ X}
Kot primer lahko definiramo funkcijo naslednik za cela sˇtevila z izrazom λx ∈ ω.x+1.
Kompozicija relacij in funkcij
Relacije, totalne in parcialne funkcije lahko sestavljamo.
Pogejmo si kompozicijo relacije R med X in Y in relacije S med mnozˇicami Y in Z.
Dobimo relacijo med mnozˇicama X in Z.
S ◦R = {(x, z) ∈ X × Z | ∃y ∈ Y.(x, y) ∈ R ∧ (y, z) ∈ S}
Za funkciji f : X → Y in g : Y → Z s kompozicijo dobimo funkcijo g ◦ f : X → Z.
Vsaka mnozˇica X ima funkcijo identitete idX = {(x, x) | x ∈ X}.
Primer 2.3.1. Dane so relacije R ⊆ X × Y , S ⊆ Y × Z in T ⊆ Z ×W . Prepricˇaj
se, da je kompozicija asociativna R ◦ (S ◦ T ) = (R ◦ S) ◦ T . Prepricˇaj se, da velja
R ◦ idX = idY ◦R = R. 2
Funkcija f : X → Y ima inverzno funkcijo g : Y → X , cˇcˇe g(f(x)) = x za vse
x ∈ X in f(g(y)) = y za vse y ∈ Y .
Med mnozˇicama X in Y imamo torej bijektivno preslikavo. Pravimo, da obstaja 1-1
ujemanje med X in Y .
Vsako mnozˇica za katero obstaja 1-1 ujemanje z mnozˇico naravnih sˇtevil ω imenujemo
presˇtevna mnozˇica.
Primer 2.3.2. Dani sta mnozˇici X in Y . Pokazˇi, da obstaja 1-1 ujemanje med mnozˇico
funkcij X → P(Y ) in mnozˇico relacij P(X × Y ). 2
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Direktna in inverzna slika relacije
Relacije in s tem tudi parcialne in totalne funkcije R : X × Y razsˇirimo na funkcije
nad podmnozˇicami A ⊆ X .
RA = {y | ∃x ∈ A.(x, y) ∈ R}
Mnozˇico RA imenijemo direktna slika mnozˇice A pod relacijo R.
Podobno kot RA lahko razsˇirimo tudi inverzno relacijo R−1 na mnozˇici B ⊆ Y .
R−1B = {x | ∃y ∈ B.(x, y) ∈ R}
Mnozˇico R−1B imenijemo inverzna slika mnozˇice B pod relacijo R−1.
Ekvialencˇna relacija
Ekvivalencˇna relacija je relacija R ⊆ R×R na mnozˇici X za katero veljajo naslednje
lastnosti.
• refleksivnost: ∀x ∈ X.xRx
• simetricˇnost: ∀x, y ∈ X.xRy ⇒ yRx
• tranzitinost: ∀x, y, z ∈ X.xRy ∧ yRz ⇒ xRz
Cˇe je R ekivalencˇna relacija nad X , potem je ekvivalencˇni razred elementa x ∈ X
definiran
{x}R = {y ∈ X | yRx}.
Primer 2.3.3. Naj bo R ekvivalencˇna relacija na mnozˇici X . Pokazˇi, da cˇe velja
{x}R ∩ {y}R 6= ∅ potem velja {x}R = {y}R za vsak par x, y ∈ X . 2
Naj bo R relacija na mnozˇici X , R0 = idX in R1 = R. Cˇe predpostavimo, da je Rn
definirana potem
Rn+1 = R ◦Rn.
Naj bo torej Rn sekvenca R ◦ . . . ◦ R, kjer je kompozitum ◦ uporabljen n-krat. Tran-
zitivno zaprtje relacije R je definirano kot
R+ =
⋃
n∈ω
Rn+1.
Definirajmo sˇe tranzitivno in refleksivno zaprtje relacije R nad X .
R∗ =
⋃
n∈ω
Rn.
Drugacˇe zapisano je R∗ = idx ∪R+.
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2.4 Relacije kot strukture
2.4.1 Usmerjeni grafi
2.4.2 Delne urejenosti
2.5 Induktivne definicije
Teorija je definirana z mnozˇico pravil. Pravila lahko definirajo preverjanje tipov stavka
danega jezika, definirajo interpretacijo jezika, ...
Sklepanje predstavimo s sekvenco aplikacij pravil na stavku, ki je podan kot vhodni
parameter. Sklepanje je torej predstavljeno s sekvencami instanc pravil.
Vse instance pravil predstavljajo interpretacijo jezika, vsa mozˇna obnasˇanja progra-
mov.
Sklepanje je torej tudi interpretacija stavka predstavljena kot sekvenca instanc pravil.
Sekvenca instanc pravil lahko predstavlja: preverjanje strukture stavkov, preverjanje
tipov stavkov, interpretacija stavkov, itd.
2.5.1 Objekti in sodbe
Sodba je izjava o objektih, ki jih opazujemo. Izraz sodba velikokrat zamenjamo z
izrazom izjava.
Uporabljali bomo najrazlicˇnejsˇe oblike sodb:
n nat n je naravno sˇtevilo
n = n1 + n2 n je vsota n1 in n2
a ast a je abstraktno sintaksno drevo
T type T je tip
e : T izraz e je tipa T
e ⇓ v izraz e ima vrednost v
(2.3)
Sodba (izjava) pravi, da ima eden ali vecˇ objektov neko lastnost ali obstaja razmerje
med objekti
Lastnost sodbe ali samo relacijo definirano s sodbo imenujemo forma sodbe. Sodba o
konkretnem objektu je instanca forme sodbe. Formo sodbe imenujemo tudi predikat
in objekte, ki sodelujejo subjekti.
MetaspremenljivkoP bomo uporabili za nespecificirano obliko sodbe in meta-spremenljivke
a, b, c, . . . za nespecificirane objekte.
Zdaj lahko napisˇemo a P , kar pomeni da ima a lastnost P .
Ko ni pomembna vsebina sodbe uporabimo meta-spremenljivko J , ki dolocˇa nespeci-
ficirano sodbo.
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Namerno bomo predstavili univerzum objektov bolj splosˇno. Dovolimo katerikoli
objekt, ki ga definiramo s koncˇnim postopkom.
Predpostavimo, da unverzum vsebuje vse objekte, ki jih je mozˇno kreirati kot n-terico
(a1, a2, . . . , an) objektov ai.
Predpostavimo tudi, da univerzum vsebuje neskoncˇno simbolov, ki so zaprti za oznacˇevanje.
2.5.2 Pravila sklepanja
Pravila sluzˇijo kot osnoven nacˇin za opisovanje pomena programskih jezikov.
V zadnjih desetletjih so se “pravila” zelo razlicˇno obravnavala: od enostavnih prehodov
med stanji tranzicijskega sistema, pravil operacijske semantike, ki prav tako predsta-
vljajo prehode med razlicˇnimi stanji, do pravil LF, ki so zapisane v logiki visˇjega reda.
Pravila lahko obravnavamo kot logicˇno implikacijo. Osnova semantike programskih
jezikov je torej spet logika! Izrazna mocˇ pravil je kljucˇnega pomena pri opisovanju
semantike jezikov.
Tukaj si bomo ogledali pravila, ki imajo zelo splosˇno obliko. Pravila obravnavamo kot
induktivne definicije forme sodbe.
Definicija forme sodbe J je sestavljena iz mnozˇice pravil oblike:
a1 J a2 J . . . ak J
a J
(2.4)
Izjavo nad cˇrto imenujemo premisa. Izjavo pod cˇrto imenujemo posledica. Cˇe pravilo
nima premis ga imenujemo aksiom.
Pravilo beremo kot logicˇno implikacijo, kjer so premise zadosten pogoj za sklepanje
na posledico pravila. Da bi pokazali a J je zadosti pokazati a1 J , . . .
Lahko imamo vecˇ pravil z isto posledico vsako s svojimi premisami. V primeru, da
velja posledica ni nujno, da veljajo premise vseh pravil.
Pravimo, da je sodba J zaprta za dano pravilo, cˇe in samo cˇe izjave a1 J, . . . , ak J
implicira a J . Forma sodbe je definirana z indukcijo nad pravili.
Pravila so potreben kot tudi zadosten pogoj za sklepanje na posledico na osnovi premis.
Primer 2.5.1. Induktivna definicija sodbe a nat.
zero nat
a nat
succ(a) nat
(2.5)
2
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Primer 2.5.2. Iduktivna definicija forme sodbe za drevo.
empty tree
a tree b tree
node(a, b) tree
(2.6)
2
Primer 2.5.3. Induktivna definicija enakosti naravnih sˇtevil.
zero = zero nat
a = b nat
succ(a) = succ(b) nat
(2.7)
2
Primer 2.5.4. Podobno je definirana induktivno enakost nad drevesi.
empty = empty tree
a1 = b1 tree a2 = b2 tree
node(a1, a2) = node(b1, b2) tree
(2.8)
2
Spremenljivke a in b imenujemo metaspremeljivke. Domena metaspremenljivk so
objekti, ki so predmet definicije. Pravila so torej sheme, ki stojijo za neskoncˇno mnogo
konkretnih objektov.
2.5.3 Izpeljave
Pravilnost induktivne definicije sodbe lahko pokazˇemo tako, da konstruiramo drevo
izpeljave. Drevo izpeljave dobimo s kompozicijo pravil, ki se zacˇnejo z aksiomi in se
zakljucˇijo v sodbi.
Struktura izpeljave je drevo, ki je prikazano kot kopica s pravili nalozˇenimi eno na
drugo. Naj bo
a1 J . . . ak J
a J
(2.9)
pravilo izpelave in naj bodo ∇1 . . .∇k izpeljave premis, potem je
∇1 . . .∇k
a J
(2.10)
izpeljava posledice pravila aJ . Na primer, izpeljava succ(succ(succ(zero)))nat izgleda
takole:
zero nat
succ(zero) nat
succ(succ(zero)) nat
succ(succ(succ(zero))) nat
(2.11)
2.5. INDUKTIVNE DEFINICIJE 27
Podobno predstavlja naslednji izraz izpeljavo node(node(empty, empty), empty) tree:
empty tree empty tree
node(empty, empty) tree empty tree
node(node(empty, empty), empty) tree
(2.12)
Da bi pokazali, da je neka izjava pravilna moramo poiskati izpeljavo.
Obstajata dve glavni metodi za izpeljave izrazov: verizˇenje naprej ali konstrukcija od
spodaj navzgor in verizˇenje nazaj oz. konstrukcija od zgoraj navzdol.
Verizˇenje naprej zacˇne z aksiomi in napreduje proti ciljnemu izrazu, medtem ko verizˇenje
nazaj zacˇne z izrazom in napreduje proti aksiomom.
Pri sklepanju naprej zacˇnemo s prazno mnozˇico in iterativno sˇirimo mnozˇico z uporabo
pravil - posledico pravila dodamo mnozˇici v primeru, da se premise ujemajo. Proces
se koncˇa, ko je zˇeljena sodba v mnozˇici.
Cˇe uporabljamo vsa pravila pri enem koraku postopka potem pricˇakujemo, da bomo
nasˇli izpeljavo, ne moremo pa zagotovo trditi, da bomo izpeljavo nasˇli. Taksˇen posto-
pek iskanja ni odlocˇljiv (decidable).
Postopek izpeljave lahko dodaja posledice k mnozˇici, brez da bi prisˇel do izpeljave.
Odlocˇljivost posameznih izrazov lahko definiramo samo na osnovi poznavanja struk-
ture jezika in splosˇnih lastnosti jezika.
Verizˇenje naprej je neusmerjeno iskanje, ker pri izvajanju koraka postopka ne uposˇtevamo
cilj izpeljave.
Verizˇenje nazaj usmerjeno iskanje saj algoritem usmerjajo komponente ciljnega izraza.
Na vsaki fazi algoritma imamo seznam ciljev za katere isˇcˇemo izpeljave. Zacˇetno
vsebuje seznam samo ciljno izjavo. Vsaka faza odstani izjavo iz vrste in jo nadomesti
s premisami pravil katerih posledica je dan cilj. Proces se koncˇa, ko je vrsta prazna in
smo dosegli vse cilje.
Enako kot pri verizˇenju naprej se nam lahko zgodi tudi pri verizˇenju nazaj, da ne
uspemo najti izpeljave. V splosˇnem ne obstaja algoritmicˇna metoda, ki bi nam po-
vedala, da se neka izjava da izpeljati. Seznam ciljev se nam lahko sˇiri ne da bi prisˇli do
tocˇke, kjer lahko recˇemo, da je zacˇetni cilj dosezˇen.
2.5.4 Indukcija pravil
Induktivno definirana sodba drzˇi samo v primeru, da imamo kaksˇno izpeljavo s pravili.
Lastnosti sodb lahko dokazˇemo z uporabo indukacije pravil ali indukcije na izpeljavah.
Napisˇemo P (J), cˇe hocˇemo povedati, da lastnost P velja, cˇe je sodba J izpeljiva.
Cˇe hocˇemo pokazati, da P velja za vse izpeljive sodbe J je zadosti, da pokazˇemo, da
je P zaprta za pravila, ki definirajo J .
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Za vsako pravilo oblike
J1 . . . Jk
J
(2.13)
velja
if P (J1) . . . P (Jk), then P (J) (2.14)
Konjunkcije lastnosti P (J1), . . . , P (Jk) imenujemo induktivne hipoteze. Dokaz im-
plikacije same imenujemo induktivni korak.
Opazka 2.5.1. Princip indukacije pravil je izraz dejstva, da je sodba J induktivno
definirana z mnozˇico pravil in je najmocˇnejsˇa sodba zaprta z danimi pravili.
J je lahko izpeljiva samo zato, ker obstaja pravilo, kjer je J posledica in je vsaka
premisa v pravilu tudi izpeljiva.
Po principu indukcije lahko predpostavljamo, da P velja za vse premise in potem
pokazˇemo, da P velja tudi za J .
Cˇe to naredimo za vsako pravilo, potem P mora veljati za vse sodbe J , ki so izpeljive.
V primeru, da pravilo nima premis potem velja P brez pogojev. 2
Cˇe je P (J) zaprta za mnozˇico pravil, ki definirajo sodbo J , potem to velja tudi za
Q(J) = P (J) ∧ J . J je zaprta tudi za pravila, ki jo definirajo.
To pomeni, da lahko v vsakem indukcijskem koraku predpostavimo, da velja Ji in
P (Ji) za vsako od premis pravila za izpeljavo P (J) kot posledico.
Poglejmo si sˇe notacijo. Cˇe ima J obliko C za nek predikat C, vcˇasih napisˇemo
PC(a), ali samo P (a), namesto P (a C) pri uporabljanju indukcije v dokazu. Za
specificˇne lastnosti P pogosto uporabljamo ad-hoc notacijo katere pomen je razviden
iz konteksta.
Zdaj lahko zacˇnemo z uporabo indukije za dokazovanje lastnosti sodb. Poglejmo si
nekaj primerov.
Primer 2.5.5. Pri specializaciji na pravila 2.5 princip indukcije pravi, da je za veljav-
nost P (a nat) vedno ko a nat zadosti pokazati:
1. P (zero nat).
2. P (succ(a) nat), pri predpostavki P (a nat).
To je soroden princip matematicˇni indukciji in poseben primer indukcije pravil.
Primer 2.5.6. Podobno velja tudi pri indukciji po pravilih 2.6 velja, da cˇe zˇelimo
pokazati P (a tree) vedno ko a tree, je zadosti pokazati:
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1. P (empty tree).
2. P (node(a1; a2) tree), cˇe predpostavimo P (a1 tree) in P (a2 tree).
To imenujemo princip indukcije nad drevesi, ki je tudi primer indukcije pravil.
Poglejmo si primer dokaza refleksivnosti enakosti naravnih sˇtevil z indukcijo nad pra-
vili 2.5.
Lema 2.5.1. Cˇe a nat, potem a = a nat.
Dokaz. Uporabili bomo indukcijo na osnovi pravil 2.7.
Najprej vidimo na osnovi pravila 2.7a, da velja zero = zero nat.
Predpostavimo zdaj, da velja a = a nat. Pravilo 2.7b pravi, da potem velja tudi
succ(a) = succ(a) nat.
Poglejmo si sˇe en primer uporabe indukcije pravil. Pokazali bomo, da je predhodnik
naravnega sˇtevila tudi naravno sˇtevilo. Dokaz je enostaven, zˇelimo pa pokazati kako je
lastnost izpeljana iz zacˇetnih principov.
Lema 2.5.2. Cˇe succ(a) nat, potem a nat.
Dokaz. Poglejmo najprej osnovo. V primeru, da je succ(zero) naravno sˇtevilo, potem
je zero naravno sˇtevilo po aksiomu 2.5a.
Predpostavimo zdaj, da imamo neko poljubno naravno sˇtevilo succ(a). To naravno
sˇtevilo je lahko nastalo samo z uporabo pravila 2.5b, kar pomeni, da velja a nat.
Pokazˇimo zdaj, da je operacija naslednik injektivna.
Lema 2.5.3. Cˇe succ(a1) = succ(a2) nat, potem a1 = a2 nat.
Dokaz. Trditev je koristno prepisati tako, da bomo lazˇje uporabljali indukcijo pravil.
Pokazali bomo da cˇe velja b1 = b2 nat in cˇe velja da b1 je succ(a1) in b2 je succ(a2),
potem velja a1 = a2 nat. Uporabili bomo indukcijo po pravilih 2.7:
Poglejmo najprej primer, ko je b1 = succ(zero) in b2 = succ(zero). Pravilo 2.7a pravi,
da velja zero = zero nat.
Cˇe predpostavimo premiso b1 = b2 nat, potem pokazˇemo da: cˇe succ(b′1) je succ(a1)
in succ(b′2) je succ(a2), potem predpostavimo, da b
′
1 = b
′
2 nat in po drugem pravilu 2.7
velja tudi succ(b′1) = succ(b
′
2) nat. Torej velja b
′
1 = a1 in b
′
2 = a2 in tudi a1 = a2 nat,
ker b′1 = b
′
2.
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Iterativne in simultane indukcijske definicije
Induktivne definicije so pogosto podane iterativno: ena induktivna definicija je defini-
rana skupaj z drugo.
Primer 2.5.7. Naslednji definiciji opisˇeta sodbo alist, ki pravi da je a seznam naravnih
sˇtevil.
nil list
(2.15)
a nat b list
cons(a, b) list
(2.16)
Drugo pravilo vsebuje kot premiso sodbo a nat, ki je definirana hkrati. 2
Simultana indukcijska definicija mnozˇice sodb J1, J2, . . . , Jn je opisana z mnozˇico
med sabo povezanih pravil. Pravila definirajo vse sodbe hkrati. Vsako pravilo lahko
referencira katerokoli sodbo, ki se definira.
Primer 2.5.8. Poglejmo si naslednja pravila, ki hkrati (simultano) induktivno defini-
rajo sodbe a even, ki pravi, da je a sodo naravno sˇtevilo, in sodba a odd, ki pravi, da
je a liho naravno sˇtevilo:
zero even
(2.17)
a odd
succ(a) even
(2.18)
a even
succ(a) odd
(2.19)
Primer 2.5.9. Poglejmo si sˇe en primer. Princip indukcije za ta pravila pravi, da bi
pokazali P (a even) vedno ko velja a even in P (a odd) vedno ko velja a odd, je zadosti,
da bi pokazali naslednje:
1. P (zero even);
2. cˇe P (a odd), potem P (succ(a) even);
3. cˇe P (a even), potem P (succ(a) odd).
Ko prepisˇemo izraza z Peven(a) in Podd(a), so pogoji naslednji:
1. Peven(zero);
2. cˇe Podd(a), potem Peven(succ(a)).
3. cˇe Peven(a), potem Podd(succ(a));
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Definicija funkcij s pravili
Pogosto uporabimo induktivne definicije za opis grafa, ki predstavlja funkcijo. Graf
predstavlja razmerje med vhodi in izhodi s pomocˇjo premis in posledic pravil.
En nacˇin za definicijo sesˇtevanja naravnih sˇtevil je induktivna definicija sodbe sum(a, b, c),
katere pomen je c = a+ b.
b nat
sum(zero, b, b)
(2.20)
sum(a, b, c)
sum(succ(a), b, succ(c))
(2.21)
Pokazati zˇelimo, da je c enolicˇno dolocˇen z a in b.
Izrek 2.5.1. Za vsak a nat in b nat obstaja natancˇno en c nat, kjer velja c = a+ b.
Dokaz. Veljati mora, da za vsak a nat in b nat obstaja natancˇno ena vrednost c nat, tako
da sum(a, b, c). Dokaz se sestoji iz dveh delov:
1. (obstoj) Cˇe a nat in b nat potem obstaja c nat tako, da velja sum(a, b, c).
2. (enolicˇnost) Cˇe a nat in b nat potem obstaja natancˇno en c nat tako, da velja
sum(a, b, c).
Pokazˇimo najprej obstoj. Naj bo P (a nat) izjava: cˇe b nat potem obstaja c nat tako, da
sum(a, b, c). Dokazˇemo, da cˇe velja a nat potem velja P (a nat) z indukcijo po pravilih
2.20. Imamo dva primera.
Pokazˇimo najprej P (zero nat). Cˇe predpostavimo b nat in cˇe vzamemo da je c enak b
potem dobimo sum(zero, b, c) po pravilu 2.20a.
Predpostavimo zdaj, da P (a nat), in pokazˇimo, da velja P (succ(a) nat). Ker P (a nat)
velja in velja tudi b nat potem po predpostavki obstaja c tako da sum(a, b, c). Cˇe
zdaj apliciramo pravilo 2.20b potem velja sum(succ(a), b, succ(c)), torej velja tudi
P (succ(a) nat).
Pokazˇimo se unikatnost vrednosti c. Dokazˇemo, da cˇe velja sum(a, b, c1) in sum(a, b, c2),
potem velja c1 = c2 nat po indukciji na osnovi pravil 2.20.
Poglejmo najprej idukcijsko osnovo. Naj bo a = zero in c1 = b. Pravilo 2.20a pravi,
da potem velja sum(zero, b, b) torej c1 = c2 = b.
In sˇe indukcijski korak. Predpostavimo, da unikatnost vrednosti velja za vsoto a in b:
sum(a, b, c), kjer je c enolicˇen. Z uporabo pravila 2.20a velja isto tudi za naslednika a:
vsota succ(a) in b je succ(c) oz. sum(succ(a), b, succ(c)), kjer je succ(c) enolicˇen.
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2.6 Opombe
Predstavljen uvod v teorijo mnozˇic vsebuje prevode izbranih sekcij ucˇbenika G.Winskel
[23, 24].
Sekcija o induktivnih definicijah je nastala na osnovi ucˇbenika Practical Foundations
for Programming Languages [8] avtorja Roberta Harperja.
Poglavje 3
OPERACIJSKA SEMANTIKA
Operacijska semantika definira obnasˇanje programskega jezika z definicijo enostav-
nega abstraktnega stroja.
Stroj je abstrakten zato, ker uporabljamo izraze programskega jezika kot strojni jezik.
Jezik ne prevajamo v bolj konkreten jezik kot to delajo prevajalniki.
V primeru enostavnih jezikov pomeni stanje stroja preprosto stavek. Prehodi med stanji
stroja so prehodi iz enega izraza v poenostavitev izraza ali v primeru, da se evaluacija
zakljucˇi, prehod v normalni izraz kjer se abstraktni stroj ustavi.
Racˇunalnisˇke jezike bomo predstavljali iz vecˇih izbranih vidikov. Najpomembnejsˇa
aspekta jezikov sta staticˇna struktura in evaluacija, ki ju predstavimo s staticˇno in di-
namicˇno semantiko.
Katerikoli aspek programskega jezika bomo predstavili s pomocˇjo pravil, ki ustrezajo
logicˇnim sodbam ali izjavam. Mnozˇica pravil predstavlja teorijo s katero opisˇemo
zˇeljen aspekt jezika.
Lastnosti jezika lahko zdaj opazujemo preko lastnosti teorije. Pomen izrazov jezika
izrazimo s pomocˇjo izbrane teorije. Interpretacija izraza je sekvenca aplikacij pravil
teorije na danem izrazu.
Semantiko jezika torej opisˇemo z apliciranjem pravil teorije na izrazih jezika. Konkre-
ten pomen izraza je veriga aplikacij pravil s katero opisˇemo bodisi izpeljavo staticˇne
strukture, izpeljavo ovrednotenja izrazov, preverjanje tipov izrazov, itd.
Izpeljava je torej osnovni nacˇin za podrobnejsˇi opis pomena izraza–iz izpeljave lahko
vidimo podrobnosti pri strukturi, interpretaciji, evaluaciji, itd.
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3.1 Osnovne lastnosti programskega jezika
Najprej bomo predstavili analizo staticˇne strukture jezika z uporabo staticˇne semantike.
Sintakso jezika bomo predstavili s pravili, ki definirajo zgradbo jezika. Ogledali si
bomo tudi alternativne nacˇine opisov pravilnih stavkov danega jezika.
Nadaljevali bomo z dinamicˇno semantiko: opisom mehanizmov za predstavitev eva-
luacije izrazov danega jezika. Evaluacijo bomo predstavili z mnozˇico pravil, katerih
izvajanje opisuje ovrednotenje izrazov.
Po tem si bomo ogledali kako lahko predstavimo sklepanje z izpeljevanjem pravil.
Predstavili bomo osnovne mehanizme uporabljene pri izpeljevanju pravil.
Sledila bo predstavitev dveh osnovnih lastnosti jezikov ter dokazovanje le-teh z induk-
cijo. Predstavljene lastnosti jezikov bodo: deterministicˇnost, zakljucˇitev izvajanja, in
uvrstitev v hierarhijo teorije izracˇunljivosti. Nasˇtete lastnosti imajo zelo razlicˇna imena
v literaturi.
Predstavljene bomo tudi varne teorije. Pod tem izrazom razumemo teorije, katerih pra-
vila ne povzrocˇijo mrtvega stanja, kar imenujemo tudi napredek in ohranjajo lastnosti
jezika oz. tipe izrazov pri izpeljavi, kar imenujemo tudi ohranitev.
3.2 Staticˇna semantika IMP
S staticˇno semantiko lahko predstavimo strukturo jezika. Najprej definiramo domene
osnovnih objektov jezika. Osnovne objekte, kot so na primer spremenljivke, povezˇemo
v stavke jezika, katerih zgradbo predstavimo s pravili.
Pri predstavitvi staticˇne in dinamicˇne operacijske semantike bomo uporabljali primer
enostavnega imperativnega programskega jezika s celosˇtevilskimi in boolovimi spre-
menljivkami ter z while zanko. Za IMP bomo definirali operacijsko in v naslednjem
poglavju tudi denotacijsko semantiko.
Poglejmo si najprej domene, ki jih bomo uporabljali v IMP.
naravna sˇtevila N
boolove vrednosti t = {true, false}
lokacije Loc
aritmeticˇni izrazi AExp
boolovi izrazi BExp
ukazi Com
Jezik IMP vsebuje spremenljivke katerih domene so definirane implicitno z uporabo
vnaprej dogovorjenih simbolov. Pri definiciji pravil s katerimi predstavimo strukturo
stavkov bomo uporabljali naslednje meta-spremenljivke.
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n,m ∈ N
X,Y ∈ Loc
a ∈ AExp
b ∈ BExp
c ∈ Com
Imenu meta-spremenljivke je implicitno pripisan tip spremenljivke.
Jezik IMP je definiran z naslednjimi pravili zapisanimi z Backus-Naur notacijo (okr.
BNF). IMP vsebuje aritmeticˇne izraze AExp, boolove izraze BExp in stavke Com.
AExp a ::= n |X |
a0 + a1 | a0 − a1 | a0 × a1
BExp b ::= true | false |
a0 = a1 | a0 ≤ a1 |
¬b | b0 ∧ b1 | b0 ∨ b1
Com c ::= skip |X := a | c0; c1 |
if b then c0 else c1 |
while b do c
(3.1)
IMP je zelo enostaven jezik, ki vsebovan v vseh imperativnih programskih jezikih.
Primer 3.2.1. Poglejmo si primer algoritma izrazˇenega z jezikom IMP. Naslednji al-
goritem predstavja Euklidov algoritem za iskanje najvecˇjega skupnega delitelja.
Euklid ≡ while ¬(M = N) do
if M < N
then N = N −M
else M =M −N
2
Definirajmo zdaj staticˇno semantiko izrazov IMP s katero bomo opisali kako so stavki
jezika IMP zgrajeni.
Poglejmo najprej konstruiranje aritmeticˇnih izrazov. BNF oblika zapisa sintakse arit-
meticˇnih izrazov je naslednja.
a ::= n |X |a0 + a1 | a0 − a1 | a0 × a1
Staticˇna semantika aritmeticˇnih izrazov napisana z uporabo indukcijskih pravil je sledecˇa.
n nat
n aexp
X loc
X aexp
(3.2)
a0 aexp a1 aexp
a0 + a1 aexp
a0 aexp a1 aexp
a0 − a1 aexp
a0 aexp a1 aexp
a0 ∗ a1 aexp (3.3)
BNF oblika logicˇnih izrazov je definirana z naslednjim izrazom.
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b ::= true | false | a0 = a1 | a0 ≤ a1 | ¬b | b0 ∧ b1 | b0 ∨ b1
Staticˇna semantika logicˇnih izrazov je definirana z naslednjimi pravili.
true bool
true bexp
false bool
false bexp
(3.4)
a0 aexp a1 aexp
a0 = a1 bexp
a0 aexp a1 aexp
a0 ≤ a1 bexp (3.5)
b bexp
¬b bexp
b0 bexp b1 bexp
b0 ∧ b1 bexp
b0 bexp b1 bexp
b0 ∨ b1 bexp (3.6)
Iz stalisˇcˇa teorije mnozˇic predstavljajo zgornja pravila indukcijske definicije sintakticˇne
mnozˇice aexp.
Potrebujemo notacijo s katero izrazimo, da sta da objekta a0 in a1 iz iste sintakticˇne
mnozˇice oz. imata isto sintakticˇno strukturo v smislu drevesa izpeljave.
Uporabljamo notacijo a0 ≡ a1, ki pravi, da je a0 ekvivalenten a1.
Koncˇno, BNF sintaksa ukazov IMP je sledecˇa.
c ::= skip | X := a | c0; c1 | if b then c0 else c1 | while b do c
Staticˇna semantika ukazov je definirana z naslednjimi pravili.
skip com
(3.7)
X loc a aexp
X := a com
(3.8)
c0 com c1 com
c0; c1 com
(3.9)
b bexp c0 com c1 com
if b then c0 else c1 com
(3.10)
b bexp c com
while b do c com
(3.11)
Naslednji primer predstavi drevo izpeljave Euklidovega algoritma za izracˇun najvecˇjega
skupnega delitelja.
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Primer 3.2.2. Izpeljava predstavljena z drevesom se zacˇne z enostavnimi sodbami, kot
je npr. N loc, ki jih z uporabo pravil sestavljamo v bolj kompleksne sodbe.
M = N bexp
¬(M = N) bexp
M nat
M aexp
N nat
N aexp
M < N bexp
N loc
N loc
N aexp
M loc
M aexp
N −M aexp
N := N −M com
M loc
M loc
M aexp
N loc
N aexp
M −N aexp
M :=M −N com
if M < N then N := N −M else M :=M −N com
while ¬(M = N) do if M < N then N := N −M else M :=M −N com
(3.12)
2
3.3 Dinamicˇna semantika IMP
Dinamicˇna semantika jezika obicˇajno predstavlja evaluacijo jezika, ki je opisana s pra-
vili operacijske semantike.
Za predstavitev evaluacije imperativnega moramo uporabiti koncept stanja, ki predsta-
vlja vrednosti spremenljivk, ki sodelujejo v programu.
Da bi lahko predstavili evaluacijo IMP uporabimo pravila, ki so osnovana na konfigu-
racijah. Konfiguracija je par, ki vsebuje izraz jezika in stanje izvajanja programa.
Poglejmo si najprej pravila uporabljena za opis dinamicˇne semantike bolj podrobno.
3.3.1 Pravila za opis dinamicˇne semantike
Zacˇetno stanje ima lastnost ∀X ∈ Loc : σ0(X) = 0. Vrednost vseh spremenljiv je
inicializirana na 0.
Izvajanje se koncˇa v koncˇnem stanju ali divergira v neskoncˇno.
Par 〈c, σ〉 predstavlja konfigurcijo v kateri izvedemo ukaz c v stanju σ.
〈c, σ〉 → σ′
Primer 3.3.1.
〈X := 5, σ〉 → σ′
Spremenljivka X dobi vrednost 5. Spremeni se stanje iz σ v σ′. 2
Opazka 3.3.1. Naj bodo σ ∈ Σ,m ∈ N in X ∈ Loc. σ[m/X](Y ) je stanje, ki ga
dobimo iz σ, cˇe zamenjamo vse pojavitve Xz m:
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σ[m/X](Y ) =
{
m if Y = X
σ(Y ) if X 6= Y
3.3.2 Evaluacija aritmeticˇnih izrazov
Evaluacija izrazov sestavljenih iz sˇtevil, spremenljivk in aritmeticˇnih operacij je defi-
nirana z naslednjo mnozˇico pravil.
〈n, σ〉 → n (3.13)
〈X,σ〉 → σ(X) (3.14)
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n = n0 + n1
〈a0 + a1, σ〉 → n (3.15)
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n = n0 − n1
〈a0 − a1, σ〉 → n (3.16)
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n = n0 ∗ n1
〈a0 × a1, σ〉 → n (3.17)
Pravila beremo na naslednji nacˇin. Cˇe velja 〈a0, σ〉 → n0 in 〈a1, σ〉 → n1, potem
〈a0 + a1, σ〉 → n, kjer je n vsota n0 in n1.
Mehanizmi po katerih se vrednosti dejansko izracˇunajo (npr. n = n0+n1) niso opisani.
Iz stalisˇcˇa opisa jezika s pravili implementacja aritmeticˇnih operacij ni pomembna.
Meta-spremenljivke n,X, a0, a1, ... imajo zalogo vrednosti mnozˇice N, Loc,AExp, ...,
kar je razvidno iz imen meta-spremenljivk.
Instanco pravila dobimo z instanciranjem spremenljivk na konkretne vrednosti.
Primer 3.3.2. a ≡ 2 ∗ 3
〈2, σ0〉 → 2 〈3, σ〉 → 3
〈2× 3, σ〉 → 6 (3.18)
Primer 3.3.3. a ≡ (Init+ 5) + (5 + 9)
〈Init, σ〉 → 0 〈5, σ〉 → 5
〈Init+ 5, σ0〉 → 5
〈5, σ〉 → 5 〈9, σ〉 → 9
〈5 + 9, σ0〉 → 14
〈(Init+ 5) + (5 + 9), σ〉 → 19 (3.19)
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3.3.3 Evaluacija logicˇnih izrazov
Naslednja dva pravila opisˇeta aksioma s katerima se ovrednotijo boolove vrednosti
true in false.
〈true, σ〉 → true (3.20)
〈false, σ〉 → false (3.21)
Enakost aritmeticˇnih izrazov = preverimo tako, da najprej ovrednotimo oba izraza,
preverimo enakost oz. neenakost in vrnemo ustrezno boolovo vrednost.
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n0 = n1
〈a0 = a1, σ〉 → true (3.22)
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n0 6= n1
〈a0 = a1, σ〉 → false (3.23)
Relacijo manjsˇe ali enako ≤ nad aritmeticˇnimi izrazi izracˇunamo tako, da naprej ovre-
dnotimo oba izraza in potem preverimo relacijo nad rezultatom evaluacije izrazov.
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n0 ≤ n1
〈a0 ≤ a1, σ〉 → true (3.24)
〈a0, σ〉 → n0 〈a1, σ〉 → n1 n0 6≤ n1
〈a0 ≤ a1, σ〉 → false (3.25)
Negacijo boolovega izraza ovrednotimo tako, da najprej ovrednotimo izraz ter vrnemo
negacijo rezultata.
〈b, σ〉 → true
〈¬b, σ〉 → false (3.26)
〈b, σ〉 → false
〈¬b, σ〉 → true (3.27)
Konjunkcijo in disjunkcijo boolovih izrazov evaluiramo na naslednji nacˇin.
〈b0, σ〉 → t0 〈b1, σ〉 → t1 t = t0&t1
〈b0 ∧ b1, σ〉 → t (3.28)
〈b0, σ〉 → t0 〈b1, σ〉 → t1 t = t0‖t1
〈b0 ∨ b1, σ〉 → t (3.29)
Bolj ucˇinkovito evaluacijo konjunkcije b0 ∧ b1 dobimo, cˇe najprej preverimo prvi pa-
rameter b0 = false in sˇele potem ovrednotimo drugi parameter b1. V primeru, da je
b0 = false se tako izognemo evaluaciji b1.
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〈b0, σ〉 → false
〈b0 ∧ b1, σ〉 → false
〈b0, σ〉 → true 〈b1, σ〉 → false
〈b0 ∧ b1, σ〉 → false
〈b0, σ〉 → true 〈b1, σ〉 → true
〈b0 ∧ b1, σ〉 → true
Ekvivalenca logicˇnih izrazov lahko zdaj definiramo na naslednji nacˇin. Izraza sta ekvi-
valentna, cˇe se ovrednotita v enako vrednost pri poljubnem stanju.
b0 ≡ b1 iff ∀t ∈ {true, false},∀σ ∈ Σ.〈b0, σ〉 → t⇔ 〈b1, σ〉 → t (3.30)
3.3.4 Evaluacija ukazov
Atomicˇna ukaza IMP sta skip in prireditveni stavek X := a. Evaluacija ukaza skip
ne spremeni stanja sistema. Evaluacija prireditvenega stavka spremeni stanje spremen-
ljivke X , ki dobi vrednost aritmeticˇnega izraza a.
〈skip, σ〉 → σ (3.31)
〈a, σ〉 → m
〈X := a, σ〉 → σ[m/X] (3.32)
Z operacijo kompozicije je realizirana abstrakcija sekvence, ki je ena izmed osnovnih
abstrakcij programskih jezikov. Stavke programa lahko uredimo v zaporedje po kate-
rem jih izvajamo.
Operacija kompozicije najprej izvrsˇi prvi ukaz in potem sˇe drugega. Stanje, ki ga
dobimo pri izvrsˇitvi prvega ukaza je del konfiguracije pri ovrednotenju drugega ukaza.
Stanje po izvrsˇitvi obeh ukazov je stanje, ki ga dobimo po izvrsˇitvi drugega ukaza.
〈c0, σ〉 → σ′′ 〈c1, σ′′〉 → σ′
〈c0; c1, σ〉 → σ′ (3.33)
Vejitveni stavek je osnovni koncept programskih jezikov, ki omogocˇa izbiro izvajanja
enega izmed dveh stavkov jezika glede na vrednost boolovega izraza v pogoju vejitve-
nega stavka.
Stanje po izvrsˇitvi stavka if je bodisi stanje po izvrsˇitvi prvega ali stanje po izvrsˇitvi
drugega stavka.
〈b, σ〉 → true 〈c0, σ〉 → σ′
〈if b then c0 else c1, σ〉 → σ′ (3.34)
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〈b, σ〉 → false 〈c1, σ〉 → σ′
〈if b then c0 else c1, σ〉 → σ′ (3.35)
Iteracija je druga izmed osnovnih astrakcij programskih jezikov, ki omogocˇa vecˇktatno
ponavljanje istega bloka stavkov. Programski jezik IMP realizira iteracijo s stavkom
while, ki ponavlja evaluacijo bloka stavkov c tako dolgo dokler je izpolnjen pogoj
iteracije b.
Prvo pravilo za izpeljavo stavka while zakljucˇi izvajanje zanke v primeru, da se b ovre-
dnoti v logicˇno vrednost false. Drugo pravilo realizira ponovno izvrsˇitev stavka while
tako, da razvije novo izpeljavo while bloka v premisi pravila.
〈b, σ〉 → false
〈while b do c, σ〉 → σ (3.36)
〈b, σ〉 → true 〈c, σ〉 → σ′′ 〈while b do c, σ′′〉 → σ′
〈while b do c, σ〉 → σ′ (3.37)
Izvajanje stavka while ni nujno, da se zakljucˇi, oziroma, izvajanje lahko predstavlja
neskoncˇno verigo aplikacij drugega pravila za evaluacijo stavka while.
Jezik IMP je torej Turingov jezik, to je jezik, ki je enakovreden Turingovem stroju.
Kasneje bomo taksˇen jezik imenovali tudi jezik parcialno izracˇunljivih funkcij.
Evaluacijo programa si lahko zdaj ogledamo na primeru Euklidovega algoritma.
Primer 3.3.4. Poglejmo si zdaj primer evaluacije Euklidovega programa za iskanje
najmanjsˇega skupnega delitelja za primer 6 in 4.
Zacˇetno stanje programa ima vrednost N = 6 in M = 4, kar lahko predstavimo z
σ = {N = 6,M = 4}.
Zacˇetna konfiguracija programa je naslednja.
〈while ¬(M = N) do if M < N then N := N −M else M :=M −N, σ〉 (3.38)
Ker z uporabo pravil za evaluacijo logicˇnih izrazov dobimo iz izraza ¬(M = N) vre-
dnost true, oziroma, 〈¬(M = N), σ〉 → true, je ednino mozˇno pravilo za evaluacijo
while stavka uporaba drugega pravila za stavek while.
Naprej, ker ob danem σ velja 〈M < N,σ〉 → false〉 se izvrsˇi stavek M := M −N ,
ki spremeni stanje σ tako, da je M = 2.
Drugo pravilo stavka while zahteva ponovno evaluacijo while stavka z vrednostmi spre-
menljivk M = 2 in N = 4.
Ker M ni enako N se ponovno izvrsˇi telo while stavka. V tej iteraciji velja M < N ,
torej se izvrsˇi stavek N := N −M . Stanje po izvrsˇeni iteraciji je σ{M = 2, N = 2}.
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Naslednje preverjanje pogoja ¬(M = N) da vrednost false. Program se zakljucˇi z
koncˇno vrednostjo M = N = 2, ki predstavlja skupni delitelj M in N . 2
Vaja 3.3.1. Napisˇi drevo izpeljave za Euklidov algoritem pri vrednostih N = 6 in
M = 4.
3.3.5 Pomen stavka while
Intuitivna razlaga stavka w ≡ while b do c je sledecˇa.
• Cˇe je vrednost b = true potem se ovrednoti stavek c, cˇemur sledi spet stavek w.
• Cˇe je vrednost b = false potem se izvajanje w ustavi in ovrednoti se stavek skip.
• Intuitivno razlago zapisˇemo v sledecˇi trditvi.
Izrek 3.3.1. Naj bo w ≡ while b do c, kjer je b ∈ Bexp, c ∈ Comm, potem velja
naslednja enacˇba.
w ∼ if b then c;w else skip
Dokaz. Pokazali bi radi
〈w, σ〉 → σ′ ⇔ 〈if b then c;w else skip, σ〉 → σ′,
za vsa stanja σ, σ′.
”=⇒”:
Naj bo 〈w, σ〉 → σ′, za vsa stanja σ, σ′. Potem mora obstajati izpeljava 〈w, σ〉 → σ′.
Poglejmo si oblike izpeljave, ki lahko vodijo do w. Vidimo, da je koncˇno pravilo v
izpeljavi lahko le:
〈b, σ〉 → false
〈w, σ〉 → σ (1⇒)
ali
〈b, σ〉 → true 〈c, σ〉 → σ′′ 〈w, σ′′〉 → σ′
〈w, σ〉 → σ′ (2⇒)
V primeru (1⇒) mora izpeljava 〈w, σ〉 → σ′ imeti obliko:
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...
〈b, σ〉 → false
〈w, σ〉 → σ
Z uporabo izpeljave 〈b, σ〉 → false lahko konstruiramo naslednjo izpeljavo stavka
〈if b then c;w else skip, σ〉 → σ:
...
〈b, σ〉 → false 〈skip, σ〉 → σ
〈if b then c;w else skip, σ〉 → σ
V primeru (2⇒) mora izpeljava 〈w, σ〉 → σ imeti obliko:
...
〈b, σ〉 → true
...
〈c, σ〉 → σ′′
...
〈w, σ′′〉 → σ′
〈w, σ〉 → σ′ ,
ki vsebuje izraze 〈b, σ〉 → true, 〈c, σ〉 → σ′′ in 〈w, σ′′〉 → σ′. Iz teh izrazov lahko
dobimo 〈c;w, σ〉 → σ′:
...
〈c, σ〉 → σ′′
...
〈w, σ′′〉 → σ′
〈c;w, σ〉 → σ′
Damo sˇe izpeljave skupaj:
...
〈b, σ〉 → true
...
〈c, σ〉 → σ′′
...
〈w, σ′′〉 → σ′
〈c;w, σ′′〉 → σ′
〈if b then c;w else skip, σ〉 → σ′
V obeh primerih (1⇒) in (2⇒) dobimo:
〈w, σ〉 → σ′ =⇒ 〈if b then c;w else skip, σ〉 → σ′.
”⇐=”:
Cˇe velja 〈if b then c;w else skip, σ〉 → σ′, potem obstaja tudi izpeljava za izraz
〈w, σ〉 → σ′ za vsa stanja σ, σ′. Poglejmo si oblike izpeljave, ki lahko vodijo do
izraza 〈if b then c;w else skip, σ〉:
...
〈b, σ〉 → false 〈skip, σ〉 → σ
〈if b then c;w else skip, σ〉 → σ (1⇐)
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ali
...
〈b, σ〉 → true
...
〈c;w, σ〉 → σ′
〈if b then c;w else skip, σ〉 → σ′ (2⇐)
V prvem primeru (1⇐) je edina izpeljava, ki vodi do skip:
〈skip, σ〉 → σ
Zdaj lahko enostavno konstruiramo izpeljavo 〈w, σ〉 → σ′.
...
〈b, σ〉 → false
〈w, σ〉 → σ
Poglejmo sˇe izpeljavo iz primera (2⇐), ki je tezˇja. Izpeljava (2⇐) vsebuje izpeljavo
〈c;w, σ〉 → σ′, ki mora imeti obliko:
...
〈c, σ〉 → σ′′
...
〈w, σ′′〉 → σ′
〈c;w, σ〉 → σ′
za neko stanje σ′′. Z uporabo izpeljav 〈c, σ〉 → σ′′, 〈w, σ′′〉 → σ′ in 〈b, σ〉 → true
lahko konstruiramo izpeljavo 〈w, σ〉 → σ′ na sledecˇ nacˇin:
...
〈b, σ〉 → true
...
〈c, σ〉 → σ′′
...
〈w, σ′′〉 → σ′
〈w, σ〉 → σ′
Zakljucˇimo lahko, da v obeh primerih (1⇐) in (2⇐) dobimo:
〈if b then c;w else skip, σ〉 → σ′ =⇒ 〈w, σ〉 → σ′.
Velja torej:
w ∼ if b then c;w else skip.
3.4. INDUKCIJA 45
3.4 Indukcija
Indukcija predstavlja formalno ozadje evaluacije stavkov jezika.
Z uporabo indukcije nad izpeljavami stavkov lahko dokazˇemo marsikatero lastnost je-
zika.
Indukcija je forma sklepanja iz konkretnih primerov na bolj splosˇen koncept.
Za dokaz lastnosti P (x) stavkov x danega jezika je zadosti, da pokazˇemo da velja
lastnost za osnovo (n = 0) in pri prehodu iz n-tega na n+ 1 korak pri izeljavi pravil.
Locˇimo med matematicˇno, strukturno in dobro-definirano indukcijo, ter indukcijo nad
pravili.
3.4.1 Strukturna indukcija
Primer 3.4.1. Radi bi dokazali trditve, kot je na primer naslednja trditev
〈a, σ〉 → m ∧ 〈a, σ〉 → m′ ⇒ m = m′
za vse aritmeticˇne izraze a, vsa stanja σ in sˇtevila m,m′.
Povedano na drugacˇen nacˇin: evaluacija aritmeticˇnih izrazov je deterministicˇna. 2
Za dokazovanje podobnih trditev uporabljamo strukturno indukcijo.
Naj bo P (a) lastnost aritmeticˇnih izrazov. Da bi pokazali, da P (a) velja za vse arit-
meticˇne izraze je zadosti pokazati sledecˇe.
• ∀m ∈ N.P (m)
• ∀X ∈ Loc.P (X)
• ∀a0, a1 ∈ AExp.P (a0) ∧ P (a1)⇒ P (a0 + a1)
• ∀a0, a1 ∈ AExp.P (a0) ∧ P (a1)⇒ P (a0 − a1)
• ∀a0, a1 ∈ AExp.P (a0) ∧ P (a1)⇒ P (a0 × a1)
Strukturna indukcija je indukcija na osnovi strukture izrazov jezka.
Poglejmo zdaj zacˇetno trditev o evaluaciji izrazov.
Izrek 3.4.1. Za vse aritmeticˇne izraze A, stanja σ in sˇtevila m,m′ velja:
〈a, σ〉 → m ∧ 〈a, σ〉 → m′ ⇒ m = m′
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Dokaz. Z uporabo strukturne indukcije razdelimo dokaz na vecˇ mozˇnosti glede na
strukturo izraza a.
a ≡ n : Obstaja eno samo pravilo za ovrednotenje sˇtevil. V primeru 〈a, σ〉 → m,m′
je torej m = m′ = n.
a ≡ a0 + a1 : Spet imamo eno samo pravilo.
〈a0, σ〉 → m0 ∧ 〈a1, σ〉 → m1 kjer je m = m0 +m1
〈a0, σ〉 → m′0 ∧ 〈a1, σ〉 → m′1 kjer je m′ = m′0 +m′1
Z uporabo indukcijske hipoteze velja m0 = m′0 in m1 = m
′
1, torej m = m0 +m1 =
m′0 +m
′
1 = m
′.
Podobno pokazˇemo sˇe za preostale mozˇnosti, ki jih dolocˇajo preostala pravila za ovre-
dnotenje aritmeticˇnih izrazov.
Sklepamo torej, z uporabo strukturne indukcije, da lastnost P (a) velja za vse izraze
a ∈ AExp.
Primer 3.4.2. Pokazˇi z indukcijo, da se ovrednotenje aritmeticˇnih izrazov vedno za-
kljucˇi.
Strukturno okostje za indukcijo so izpeljave izrazov z uporabo pravil operacijske se-
mantike.
1. Osnova: evaluacija listov izpeljav - elementov domen N,T in Loc - se ocˇitno
zakljucˇi.
2. Indukcijski korak: cˇe se evaluacija poljubnega izraza x zakljucˇi potem se za-
kljucˇi tudi vsak izraz, ki ga dobimo z uporabo poljubnega pravila nad x.
Dokaz indukcijskega koraka je zadosti, da verjamemo v resnicˇnost hipoteze. 2
Primer 3.4.3. Pokazˇi z indukcijo, da je evaluacija logicˇnih izrazov deterministicˇna.
Namig: podobno kot v primeru artimeticˇnih izrazov. 2
3.4.2 Dobro definirana indukcija
Definicija 3.4.1. Dobro definirana relacija je binarna relacija ≺ nad mnozˇico A, ki
nima neskoncˇnih verig . . . ≺ ai ≺ . . . a1 ≺ a0. Ko velja a ≺ b pravimo, da je a
predhodnik b.
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Primer 3.4.4. Stavki v pravilu, ki predstavljajo pogoj, so predhodniki posledic. Naj bo
dano pravilo
a0, a1, . . . an
b
potem velja ∀i ∈ {1..n}.ai ≺ b.
Relacija ≺ je irefleksivna a 6≺ a za vse a sicer bi lahko imeli neskoncˇne verige.
Definiramo refleksivno zaprtje ≺:
a ¹ b ⇐⇒ a = b ∨ a ≺ b
Izrek 3.4.2. Naj bo ≺ binarna relacija nad mnozˇico A. Relacija je dobro definirana,
cˇe ima vsaka neprazna podmnozˇica Q ⊆ A minimalen element m:
m ∈ Q ∧ ∀b ≺ m.b 6∈ Q
Dokaz. ⇐: Recimo, da ima vsaka neprazna podmnozˇica minimalen element. Cˇe bi
veriga . . . ≺ ai ≺ . . . a1 ≺ a0 bila neskoncˇna potem mnozˇica Q nima minimalnega
elementa, kar je kontradikcija. Relacija ≺ je torej dobro definirana.
⇒: Recimo, da je relacija ≺ dobro definirana. Pokazati moramo, da v tem primeru
vsaka mnozˇica Q ⊆ A ima minimalen element. Konstruirajmo verigo, kjer je a0
poljuben element Q. Naj bo veriga an ≺ . . . a1 ≺ a0 iz elementov iz Q. Obstaja
bodisi b ∈ Q.b ≺ an ali ne. Cˇe ne obstaja je an minimalen element. Cˇe obstaja potem
vzamemo b = an+1. Ker mora veriga biti koncˇna, ima mnozˇica Q vedno minimalen
element.
Izrek 3.4.3 (Noetherjeva indukcija). Naj bo≺ dobro definirana relacija na mnozˇici A.
Naj bo P lastnost.
∀a ∈ A.P (a) ⇐⇒ ∀a ∈ A.([∀b ≺ a.P (b)]⇒ P (a)).
Dokaz. Dokaz temelji na dejstvu, da ima vsaka neprazna mnozˇica Q ⊆ A minimalni
element.
⇒: Cˇe velja P (a) za vse a ∈ A, potem velja tudi ∀a ∈ A.([∀b ≺ a.P (b)]⇒ P (a)).
⇐: Predpostavimo, da velja ∀a ∈ A.([∀b ≺ a.P (b)] ⇒ P (a)) in konstruiramo kon-
tradikcijo s predpostavko ¬P (a) za nek a. Ker je ≺ dobro definirana ima mnozˇica
{a ∈ A | ¬P (a)} minimalen element m. Potem pa velja ¬P (m) kot tudi ∀b ≺
m.P (b)⇒ P (m), kar je kontradikcija.
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Primer 3.4.5. Cˇe vzamemo za relacijo ≺ relacijo naslednika
n ≺ m ⇐⇒ m = n+ 1,
potem princip dobro definirane indukcije preide v matematicˇno indukcijo. 2
Primer 3.4.6. Cˇe vzamemo za relacijo ≺ zvezo med izrazi tako, da a ≺ b velja, cˇe je
a podizraz b potem dobro definirana indukcija preide v strukturno idukcijo. 2
V nadaljevanju si bomo pogledali sˇe Euklidov algoritem za iskanje najvecˇjega sku-
pnega delitelja.
Euklid ≡ while ¬(M = N) do
if M < N
then N = N −M
else M =M −N
Z definicijo dobro definirane relacije na lokacijah programa bomo dokazali, da se pro-
gram ob pozitivnih vhodnih parametrih vedno ustavi.
Izrek 3.4.4. Za vsa stanja σ velja
σ(M) ≥ 1 ∧ σ(N) ≥ 1⇒ ∃σ′.〈Evklid, σ〉 → σ′
Dokaz. Dokazati zˇelimo lastnost
P (σ) ⇐⇒ ∃σ′.〈Evklid, σ〉 → σ′.
za vse σ in S = {σ ∈ Σ | σ(M) ≥ 1 ∧ σ(N) ≥ 1}.
Dokaz bomo naredili z indukcijo na dobro definirani relaciji ≺ nad S.
σ′ ≺ σ ⇐⇒ (σ′(M) ≤ σ(M) ∧ σ′(N) ≤ σ(N))∧
(σ′(M) 6= σ(M) ∨ σ′(N) 6= σ(N))
za stanja σ′, σ ∈ S. Relacija ≺ je dobro definirana, ker M in N ne moremo manjsˇati v
neskoncˇnost tako, da ostaneta pozitivna.
Naj bo σ ∈ S. Predpostavimo, da ∀σ′ ≺ σ.P (σ′). Okrajsˇamo σ(M) = m in σ(N) =
n. Imamo dve mozˇnosti.
1. primer: Cˇe m = n potem 〈¬(M = N), σ〉 → false. S pravili za stavek while lahko
konstruiramo naslednjo izpeljavo.
...
〈¬(M = N), σ〉 → false
〈Euklid, σ〉 → σ
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2. primer: Sicer velja m 6= n. V tem primeru velja 〈¬(M = N), σ〉 → true. Z
uporabo pravil za ukaze lahko izpeljemo
〈if M < N then N = N −M else M =M −N, σ〉 → σ′′
kjer je
σ′′ =
{
σ[n−m/N ] cˇe m < n
σ[m− n/M ] cˇe n < m.
V vsakem primeru velja σ′′ ≺ σ. Ker velja P (σ′′) po indukcijski predpostavki, potem
velja 〈Euklid, σ′′〉 → σ′ za nek σ′.
Z uporabo pravil za izvajanje while stavka dobimo izpeljavo stavka 〈Euklid, σ〉 → σ′.
...
〈¬(M = N), σ〉 → true
...
〈if M < N then N = N −M else M =M −N, σ〉 → σ′′
...
〈Euklid, σ′′〉 → σ′
〈Euklid, σ〉 → σ′
Sestavili smo izpeljavo stanja σ′. Velja torej P (σ). Z uporabo dobro definirane induk-
cije lahko sklepamo da velja ∀σ ∈ S.P (σ).
3.4.3 Indukcija na izpeljavah
Sama strukturna indukcija je velikokrat neprimerna za dokazovanje lastnosti operacij-
ske semantike
Velikokrat je koristno uporabiti indukcijo na izpeljavah
Izpeljave so dolocˇene s pravili. Primerki (instance) pravil imajo naslednjo obliko:
x
ali
x1, . . . , xn
x
Prva instanca je aksom za x, medtem ko ima druga instanca pravila mnozˇico premis
{x0, . . . , xn} in x kot posledico.
Izpeljava elementa x ima obliko drevesa.
x
ali
...
x1
, . . . ,
...
xn
x
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Instance pravil dobimo z zamenjavo metaspemenljivk s konkretnimi vrednostmi. Pra-
vila in instance pravil imajo koncˇno sˇtevilo premis.
Mnozˇico instanc pravil R sestavljajo pari (X/y), kjer je X mnozˇica izrazov in y izraz.
Definicija 3.4.2 ( R-izpeljava ). Naj bo R mnozˇica pravil. R-izpeljava izraza y je bodi-
sti primerek pravila (∅/y) ali par ({d1, . . . , dn}/y), kjer je ({x1, . . . , xn}/y) instanca
pravila, d1 je R-izpeljava x1, . . . in dn izpeljava xn. 2
R-izpeljavo d izraza y zapisˇemo kot: d °R y.
Prejsˇnjo definicijo zdaj zapisˇemo na naslednji nacˇin.
Definicija 3.4.3 ( R-izpeljava ). Naj bo R mnozˇica pravil. R-izpeljava izraza y je
bodisti:
(∅/y) ∈ R⇒ (∅/y) °R y
({x1, . . . , xn}/y) ∈ R ∧ d1 °R x1 ∧ . . . ∧ dn °R xn ⇒ ({d1, . . . , dn}/y) °R y
2
Pravimo, da je y izpeljan iz R, cˇe obstaja R-izpeljava y ali d °R y za neko izpeljavo d.
Izraz °R y ali ° y, ko je R jasen iz konteksta, bo pomenil, da je y izpeljan iz R.
Cˇe je izpeljava 〈c, σ〉 → σ′ dolocˇena s pravili za operacijsko semantiko ukazov zapisˇemo:
° 〈c, σ〉 → σ′.
Namesto zgornjega zapisa obicˇajno zapisˇemo kar 〈c, σ〉 → σ′. Pri tem mislimo, da je
bila izpeljava narejena s pravili operacijske semantike za ukaze IMP.
Definicija 3.4.4 ( direktna pod-izpeljava ). Naj bosta d in d′ izpeljave. Izpeljavo d′
imenujemo direktna pod-izpeljava d, kar zapisˇemo d′ ≺1 d, cˇcˇe ima d obliko (D/y) in
d′ ∈ D. 2
Tranzitivna ovojnica relacije ≺1 je ≺=≺+1 .
Definicija 3.4.5 ( pod-izpeljava ). Izpeljava d′ je pod-izpeljava d, cˇe d′ ≺ d. 2
Ker so izpeljave izrazov koncˇne sta obe relaciji ≺ in ≺1 dobro definirani.
To dejstvo bo uporabljeno pri dokazu deteministicˇnosti izpeljave ukazov IMP.
Izrek 3.4.5. Naj bo c ukaz in σ0 stanje. Cˇe velja 〈c, σ0〉 → σ1 in 〈c, σ0〉 → σ potem
σ = σ1 za vsa stanje σ in σ1.
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Dokaz. Dokaz uporablja dobro-definirano indukcijo na relaciji izpeljave ≺. Lastnost,
ki naj velja za vse izpeljave d je sledecˇa.
P (d)⇔ ∀c ∈ Com, σ0, σ, σ1 ∈ Σ.d ° 〈c, σ0〉 → σ1 & 〈c, σ0〉 → σ ⇒ σ1 = σ
Z uporabo indukcije na izpeljavah je zadosti, da pokazˇemo ∀d′ ≺ d.P (d′)⇒ P (d).
Naj bo d izpeljava z uporabo operacijske semantike na ukazih. Po indukcijski predpo-
stavki velja ∀d′ ≺ d.P (d′).
Predpostavimo
d ° 〈c, σ0〉 → σ in ° 〈c, σ0〉 → σ1
.
Potem obstaja d1 tako da d1 ° 〈c, σ0〉 → σ1.
Pokazˇimo zdaj po primerih, ki temeljijo na pravilih izpeljave, da σ1 = σ.
c ≡ skip:
d = d1 = 〈skip, σ0〉 → σ0
c ≡ X := a:
d =
...
〈a, σ0〉 → m
〈X := a, σ0〉 → σ0[m/X] d1 =
...
〈a, σ0〉 → m1
〈X := a, σ0〉 → σ0[m1/X]
Velja σ = σ0[m/X] in σ1 = σ0[m1/X]. Ker je izracˇun aritmeticˇne operacije determi-
nisticˇen, lahko sklepamo, da m = m1 in σ = σ1
c ≡ c0; c1:
d =
...
〈c0, σ0〉 → σ′
...
〈c1, σ′〉 → σ
〈c0; c1, σ0〉 → σ d1 =
...
〈c0, σ0〉 → σ′1
...
〈c1, σ′1〉 → σ1
〈c0; c1, σ0〉 → σ1
Naj bodo d0 in d1 pod-izpeljave d.
d0 =
...
〈c0, σ0〉 → σ′ d
1 =
...
〈c0, σ′〉 → σ
Po predpostavki velja d0 ≺ d in d1 ≺ d, torej σ′ = σ′1 in σ = σ1.
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c ≡ if b then c0 else c1:
Izbira pravila v tem primeru je odvisna od vrednosti b. Dokazati bi bilo potrebno, da je
evaluacija logicˇnih vrednosti v IMP deterministicˇna, kar bomo prepustili za vajo. Ker
je evaluacija b deterministicˇa imamo lahko vrednost true ali false in ne oboje.
d =
...
〈b, σ0〉 → true
...
〈c0, σ0〉 → σ
〈if b then c0 else c1, σ0〉 → σ d1 =
...
〈b, σ0〉 → true
...
〈c0, σ0〉 → σ1
〈if b then c0 else c1, σ0〉 → σ1
Naj bo d′ pod-izpeljava d s katero izpeljemo 〈c0, σ0〉 → σ. Velja d′ ≺ d in torej po
predpostavki P (d′). Sklepamo lahko, da σ = σ1. Dokaz za primer 〈b, σ0〉 → false
dokazˇemo podobno.
c ≡ while b do c:
Spet imamo dve pravili v odvisnosti od vrednosti b. Poglejmo si prvo pravilo, kjer
sigurno velja, da σ = σ1 = σ0 v obeh izpeljavah.
d =
...
〈b, σ0〉 → false
〈while b do c, σ0〉 → σ0 d1 =
...
〈b, σ0〉 → false
〈while b do c, σ0〉 → σ0
Poglejmo si sˇe drugo pravilo za 〈b, σ0〉 → true.
d =
...
〈b, σ0〉 → true
...
〈c, σ0〉 → σ′
...
〈while b do c, σ′〉 → σ
〈while b do c, σ0〉 → σ
d1 =
...
〈b, σ0〉 → true
...
〈c, σ0〉 → σ′1
...
〈while b do c, σ′1〉 → σ1
〈while b do c, σ0〉 → σ1
Naj bodo d′ izpeljava stavka 〈c, σ0〉 → σ′ in d′′ izpeljava stavka 〈while b do c, σ′〉 → σ.
Velja d′ ≺ d in d′′ ≺ d, torej po induktivni hipotezi velja P (d′) in P (d′′). Sklepamo
lahko, da velja σ′ = σ′1 in posledicˇno tudi σ = σ1.
Pokazali smo, da v vseh primerih izracˇun 〈c, σ0〉 → σ in 〈c, σ0〉 → σ1 implicira
σ = σ1.
3.4.4 Indukcija po pravilih
Instance pravil imajo obliko (∅/x) ali ({x1, . . . , xn}/x)
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Definicija 3.4.6. Dana je mnozˇica pravil R. IR je mnozˇica izrazov za katere obstaja
izpeljava z uporabo pravil v R:
IR = {x | °R x}
2
Princip indukcije pravil uporabimo za dokazovanje resnicˇnosti lastnosti za mnozˇico
izrazov definiranih z dano mnozˇico pravil.
Princip je osnovan na ideji, da v primeru, cˇe se lastnost ohrani pri prehodu iz premis na
posledico vseh pravil, potem lastnost velja v splosˇnem.
Splosˇen princip indukcije pravil je podan z naslednjo definicijo.
Definicija 3.4.7 ( indukcija pravil ). Naj bo IR definirana s pravili R. Naj bo P
lastnost.
∀x ∈ IR.P (x) ⇐⇒ ∀(X/y) ∈ R ∧X ⊆ IR.(∀x ∈ X.P (x))⇒ P (y)
2
Princip indukcije pravil je povezan s konceptom zaprtja mnozˇice glede na dano relacijo
R.
Definicija 3.4.8 ( R-zaprtje ). Mnozˇica Q zaprta glede na mnozˇico pravil R ali pre-
prosto R-zaprta, cˇe in samo cˇe velja:
∀(X/y) ∈ R.X ⊆ Q⇒ y ∈ Q
2
Z drugimi besedami je mnozˇica zaprta glede na dana pravila, cˇe velja, da je vedno ko
so v mnozˇici premise pravila, tam tudi posledica.
Opazka 3.4.1. IR je najmanjsˇa R-zaprta mnozˇica, ker vsebuje samo stavke izpeljane
z R. 2
Za R-zaprte mnozˇice veljajo naslednje lastnosti.
Izrek 3.4.6. Naj bo dana mnozˇica pravil R.
1. IR je R-zaprta, in
2. cˇe je Q R-zaprta mnozˇica, potem IR ⊆ Q.
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Dokaz. (1) Enostavno je videti, da je mnozˇica IR zaprta glede na R. Po definiciji IR,
le-ta vsebuje vse izraze, ki se dajo izpeljati iz pravil R.
(2) Recimo, da je Q R zaprta. Pokazali bi radi IR ⊆ Q. Vsak element IR je posledica
neke izpeljave. Vsako izpeljavo sestavljajo pravila (X/y). Cˇe so premise X v Q je
tudi posledica y v Q. Torej, posledice vseh aksiomov R so tudi v Q.
Bolj formalno, lahko naredimo indukcijo na relaciji pod-izpeljave ≺, da bi pokazali
∀y ∈ IR.d °R y ⇒ y ∈ Q
za vse R-izpeljave d. Velja torej IR ⊆ Q.
Recimo, da bi zˇeleli dokazati, da je lastnost P resnicˇna za vse elemente v IR.
Pogoja (1) in (2) iz prejsˇnjega izreka dolocˇata metodo.
Definiramo najprej mnozˇico
Q = {x ∈ IR | P (x)}.
Lastnost P velja za vse x ∈ IR, cˇe IR ⊆ Q. Pogoj (2) pravi, da je za to, da pokazˇemo
IR ⊆ Q zadosti, da pokazˇemo, da je Q R-zaprta. To pa je res, cˇe velja za vsa pravila
(X/y)
(∀x ∈ X.x ∈ IR ∧ P (x))⇒ P (y)
kar je natancˇno pogoj zahtevan pri indukciji pravil za veljavnost lastnosti P na vseh
elementih IR.
3.4.5 Operatorji in najmanjsˇe fiksne tocˇke
Imamo sˇe en nacˇin za obravnavo mnozˇic definiranih s pravili.
Naj bo R mnozˇica primerkov pravil. Operator R̂ apliciramo na mnozˇici B in dobimo:
R̂(B) = {y | ∃X ⊆ B.(X/y) ∈ R}
Operator R̂ omogocˇa sˇe en nacˇin za opis R-zaprtih mnozˇic.
Lema 3.4.1. Mnozˇica B je zaprta za operator R̂ natako takrat, ko R̂(B) ⊆ B.
Dokaz. Po definiciji.
Operator B̂ definira nacˇin za iterativno konstrukcijo IR.
Operator R̂ je monoton v smislu
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A ⊆ B ⇒ R̂(A) ⊆ R̂(B).
Cˇe zaporedoma uporabimo operator R̂ na prazni mnozˇici ∅ dobimo sekvenco mnozˇic.
A0 = R̂0(∅) = ∅
A1 = R̂1(∅) = R̂(∅)
A2 = R̂2(∅) = R̂(R̂(∅))
...
An = R̂n(∅)
Mnozˇica A1 vsebuje samo posledice aksiomov R. Mnozˇica An+1 vsebuje razen An sˇe
vse posledice, y, ki imajo premiso X v mnozˇici An.
Ocˇitno velja ∅ ⊆ R̂(∅) oz. A0 ⊆ A1. Zaradi monotonosti R̂ velja tudi R̂(A0) ⊆
R̂(A1), torej A1 ⊆ A2. Na enak nacˇin dobimo tudi A2 ⊆ A3, itd.
Mnozˇice Ai so torej zaporedoma vsebovane druga v drugi.
A0 ⊆ A1 ⊆ A2 ⊆ . . . ⊆ An ⊆ . . .
Izrek 3.4.7. Naj bo A =
⋃
n∈w An.
1. A je R-zaprta.
2. R̂(A) = A.
3. A je najmanjsˇa R-zaprta mnozˇica.
Dokaz. (1) Naj (X/y) ∈ R, kjer je X ⊆ A in A = ⋃nAn. Ker je X koncˇna mnozˇica
mora obstajati n tako, da X ⊆ An. Ker X ⊆ A potem y ∈ R̂(An) = An+1. A je torej
zaprta za R.
(2) A je R-zaprta, torej R̂(A) ⊆ A. Pokazati je potrebno sˇe obratno. Naj bo y ∈ A,
potem y ∈ An za nek n in zaradi tega tudi y ∈ R̂(An−1). Obstaja torej pravilo
(X/y) ∈ R in X ⊆ An−1. Ker je An−1 ⊆ A in X ⊆ A, potem y ∈ R̂(A). Velja torej
R̂(A) = A.
(3) Pokazati moramo, da v primeru, da je B sˇe ena R-zaprta mnozˇica potem A ⊆ B.
Recimo, da je B R-zaprta mnozˇica. Potem velja R̂(B) ⊆ B. Z indukcijo bomo
pokazali, da za n ∈ ω velja
An ⊆ B.
Osnova indukcije ocˇitno velja, ker A0 = ∅ in zato A0 ⊆ B. Predpostavimo, da lastnost
velja za n: An ⊆ B. Pokazˇimo zdaj indukcijski korak.
An ⊆ B ⇒ R̂(An) = An+1 ⊆ R̂(B) ⊆ B
Zgornje velja zaradi monotonosti R̂ in zato ker je B R-zaprta.
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Glavno vlogo pri dokazu (1) je igralo dejstvo, da imamo koncˇno sˇtevilo instanc pravil.
V primeru pravila (X/y) imamo koncˇno sˇtevilo premis X .
Iz (1) in (3) sledi, da je A = IR, mnozˇica elementov za katere obstaja R-izpeljava.
Izjava (2) pravi, da je IR fiksna tocˇka R̂. Sˇe vecˇ, izjava (3) pravi, da je IR najmanjsˇa
fiksna tocˇka R
R̂(B) = B ⇒ IR ⊆ B,
V primeru, da je katerakoli druga mnozˇica B fiksna tocˇka: ker je B zaprta potem velja
IR ⊆ B zaradi Izreka 3.4.6.
Mnozˇica IR, definirana z instancami pravil R, je najmanjsˇa fiksna tocˇka fix(R̂), ki jo
dobimo s konstrukcijo
fix(R̂) =
⋃
n∈ω
R̂n(∅).
Najmanjsˇe fiksne tocˇke bomo uporabljali v naslednjem poglavju.
3.5 Opombe
Predstavljen material o operacijski semantiki podaja pregled rezultatov uporabe opera-
cijske semantike pri opisovanju formalnih sistemov. Poglavje vsebuje prevode izbranih
sekcij ucˇbenika G.Winskel [23, 24].
Poglavje 4
DENOTACIJSKA
SEMANTIKA
Denotacijska semantika uporablja bolj abstraktno definicijo pomena od operacijske se-
mantike: namesto sekvence stanj stroja je pomen izrazov definiran z matematicˇnimi
objekti kot so na primer sˇtevila, funkcije, itd.
Definicija denotacijske semantike za nek konkreten jezik zahteva najprej definicijo do-
men in nato definicijo interpretacijskih funkcij, ki preslikujejo izraze programskega
jezika v elemente domen.
Iskanje primernih domen, matematicˇnih struktur, ki se jih uporablja za definicijo deno-
tacijske semantike se je razvilo v podrocˇje, ki ga imenujemo teorija domen.
Kratek uvod v teorijo domen bo predstavljen v naslednji sekciji.
Teorija domen preucˇuje prostore, ki jih sestavljajo izrazi nekega jezika.
Evaluacijo programov vidimo kot sekvenco uporab pravil na stavku jezika. Sekvence
instanc pravil tvorijo verige, ki so koncˇne.
Zakljucˇitev programov obravnavamo z urejenostjo in najmanjsˇo zgornjo mejo.
Rekurzivne programe prevedemo v rekurzivne enacˇbe in fiksne tocˇke.
Prostori vrednosti so predstavljeni s specificˇno domeno.
Domena je kompletna delna urejenost (cpo, angl. complete partial order).
Gledano iz stalisˇcˇa cˇiste abstraktne predstavitve izvajanja programov je teorija domen
in denotacijska semantika, ki sloni na njej, bolj direkten nacˇin za opis semantike.
Stavki nas zanimajo samo v oviru ekvivalence ∼.
c0 ∼ c1 ⇐⇒ {(σ, σ′) | 〈c0, σ〉 → σ′} =
{(σ, σ′) | 〈c1, σ〉 → σ′}
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Z drugimi besedami c0 ∼ c1, cˇe stavka dolocˇata isto parcialno funkcijo na stanjih.
V primerjavi z operacijsko semantiko denotacijska semantika nudi bolj abstrakten opis
jezika in semantike.
Stavek programskega jezika je predstavljen z interpretacijo stavka, z vsemi vrednostmi,
ki jih lahko stavek zavzame.
Interpretacijo stavka imenujemo denotacija, ki je predstavljena s parcialno funkcijo na
stanjih.
4.1 Domene
V tej sekciji bo predstavljen uvod v matematicˇno teorijo, teorijo domen, ki med drugim
nudi formalno ogrodje za konstrukcijo najmanjsˇih fiksnih tocˇk.
Konstrukcije bomo potrebovali pri definiciji denotacijske semantike in pri sˇtudiju razlicˇnih
gradnikov (konceptov) programskih jezikov.
Teorija domen opisuje stavke jezika bolj iz matematicˇnega vidika: preucˇuje urejenost
izrazov z uporabo klasicˇnih matematicˇnih orodij kot so npr. relacije, mnozˇice in funk-
cije.
Objekti, ki jih preucˇuje predstavljajo abstrakcije stavkov programskega jezika–objekti
teorije domen so bolj splosˇni izrazi, ki jih lahko apliciramo na matematicˇnih objektih
kot tudi na sorodnih jezikih.
4.1.1 Delne urejenosti
Teorija domen uporablja delno urejene mnozˇice, ki zadosˇcˇajo izbranim lastnostim.
Delno urejeno mnozˇico D imenujemo osnovno mnozˇico delne urejenosti (D,v).
Vecˇinoma bomo imenovali osnovno mnozˇico D kar delna urejenost; relacijo v bomo
uporabljali za razlicˇne delno urejene mnozˇice.
Delno urejene mnozˇice so podane z naslednjo definicijo.
Definicija 4.1.1. Binarna relacija v nad mnozˇico D je delna urejenost, cˇcˇe je:
1. refleksivna: ∀d ∈ D.d v d
2. tranzitivna: ∀d, d′, d′′ ∈ D.d v d′ ∧ d′ v d′′ ⇒ d v d′′
3. antisimetricˇna: ∀d, d′ ∈ D.d v d′ ∧ d′ v d⇒ d = d′ 2
Par (D,v) imenujemo delno urejena mnozˇica.
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Definicija 4.1.2 ( Najmanjsˇi element ). Naj bo D delno urejena mnozˇica in S ⊆ D.
Element d ∈ S je najmanjsˇi element, cˇe zadosˇcˇa naslednjem pogoju.
∀x ∈ S.d v x.
Minimalen element bomo imenovali dno in oznacˇili z ⊥D ali samo ⊥, cˇe je D jasna iz
konteksta. 2
Ker jev anti-simetricˇna, ima S najvecˇ en najmanjsˇi element. Seveda najmansˇi element
mnozˇice ni potrebno, da obstaja. Na primer, Z nima najmanjsˇega elementa.
Definicija 4.1.3 ( Veriga ). Koncˇna narasˇcˇajocˇa veriga D je sekvenvca elementov D,
ki zadosˇcˇajo naslednjem pogoju.
d0 v d1 v d2 v . . .
Definicija 4.1.4 ( Najmanjsˇa zgornja meja ). Zgornja meja verige d0 v d1 v . . . je
d ∈ D za katerega velja ∀n ∈ N.dn v d. Cˇe obstaja najmanjsˇa zgornja meja (okr.
lub), potem jo zapisˇemo ⊔
n≥0
dn.
2
Poglejmo zakaj je najmanjsˇa zgornja meja dobro definirana. Po definiciji velja ∀m ∈
N.dm v
⊔
n≥0 dn. Prav tako velja, da vse druge zgornje meje nad najmanjsˇo zgornjo
mejo: ∀d ∈ D, cˇe ∀m ∈ N.dm v d, potem
⊔
n≥0 dn v d.
Opazka 4.1.1. Sledi predstavitev nekaterih lastnosti prej definiranih verig in najmansˇe
zgornje meje.
(i) Ne bomo se ukvarjali z neskoncˇnimi in padajocˇimi verigami: “veriga” bo vedno
pomenila narasˇcˇajocˇo in koncˇno verigo.
(ii) Elementi verige ni nujno, da so razlicˇni. Pravimo, da je veriga d0 v d1 v d2 v . . .
preide v konstanto, cˇe za nek N ∈ N velja ∀n ≥ N.dn = dN . V tem primeru velja⊔
n≥0 dn = dN .
(iii) Kot v primeru najmanjsˇega elementa poljubne podmnozˇice delno urejene mnozˇice,
je najmanjsˇa zgornja meja verige unikatna, cˇe obstaja. Ni pa nujno, da obstaja, npr.
veriga 0 ≤ 1 ≤ 2 ≤ 3 ≤ . . . nima zgornje meje.
(iv) Cˇe izpustimo koncˇno mnogo elementov iz zacˇetka verige se zgornje meja ohranjajo
in s tem tudi lub. ⊔
n≥0
dn =
⊔
n≥0
dN+n, za vse N ∈ N
2
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Ukvarjali se bomo z delno urejenimi mnozˇicami, ki zadosˇcˇajo nekarim lastnostim pol-
nosti: vsaka veriga bo imela najmanjsˇo zgornjo mejo (lub1+lub2).
Definicija 4.1.5 ( ω-polna delno urejena mnozˇica; angl. “cpo” t.j. “chain complete
poset” ). ω-polna delno urejena mnozˇica (D,v) vsebuje samo narasˇcˇajocˇe verige
d0 v d1 v d2, ..., ki imajo najmanjsˇo zgornjo mejo
⊔
n≥0 dn :
(lub1) ∀m ∈ N.dm v
⊔
n≥0 dn
(lub2) ∀d ∈ D.(∀m ≥ 0.dm v d)⇒
⊔
n≥0 dn v d
Pogoj (lub1) zagotavlja, da je najmanjsˇa zgornja meja vecˇja od vseh ostalih elementov
(verig).
Pogoj (lub2) zagotavlja, da je najmanjsˇa zgornja meja manjsˇa od vseh drugih naj-
manjsˇih zgornjih mej.
V literaturi je vecˇ razlicˇnih definicij domen, ki zadosˇcˇajo razlicˇnim lastnostim. Tu
bomo uporabili “minimalno” definicijo: zahtevali bomo, da cpo vsebuje dno.
Definicija 4.1.6 ( Domena ). Domena je cpo, ki vsebuje dno ⊥.
∀d ∈ D.⊥ v d
Primer 4.1.1. Vsaka delna urejenost (D,v) katere mnozˇica D je koncˇna je ω-polna
delna urejenost. V taki mnozˇici je vsaka veriga koncˇna. Ni pa potrebno, da ima taksˇna
mnozˇica najmanjsˇi element. 2
Primer 4.1.2. V tem primeru bomo definirali dve domeni naravnih sˇtevil N. Prvo
imenujemo ravninska naravna sˇtevila, N⊥:
1 2 3 . . . n n+ 1 . . .
⊥
Druga domena predstavlja navpicˇna naravna sˇtevila, Ω:
ω
n+ 1
n
...
2
1
0
2
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Primer 4.1.3. V tem primeru si bomo ogledali parcialne funkcije X ⇀ Y . Domena
funkcije f je dom(f) ⊆ X in zaloga vrednosti je Y .
Delno urejenost definiramo na osnovi domene in zaloge vrednosti f : f v g, cˇcˇe
dom(f) ⊆ dom(g) in ∀x ∈ dom(f).f(x) = g(x).
Najmanjsˇa zgornja meja verige fo v f1 v f2 v ... je parcialna funkcija f z domeno
dom(f) =
⋃
n≥0 dom(fn) in zalogo vrednosti:
f(x) =
{
fn(x) x ∈ dom(fn) za nek n
⊥Y sicer
Definicija funkcije f se ujema z izracˇunom lub verige f0 v f1 v f2 v . . . : flub =⊔
n≥0 fn. Domena funkcije flub je
⋃
n≥0 dom(fn) in zaloga vrednosti je definirana
∀x ∈ dom(fi).fi(x) = fj(x) za vse i ≤ j ∈ N. Velja torej flub = f .
Na koncu definiramo sˇe ⊥f , ki predstavlja nedefinirano parcialno funkcijo. 2
Poglejmo si zdaj nekaj primerov delno urejenih mnozˇic, ki so oz. niso cpo.
Primer 4.1.4. Mnozˇica naravnih sˇtevil N = {0, 1, 2, 3, . . .} opremljena z relacijo ≤
ni ω-polna delna urejenost. Narasˇcˇajocˇa veriga 1 ≤ 2 ≤ 3 ≤ 4 ≤ . . . nima zgornje
meje. 2
Primer 4.1.5. Poglejmo si zdaj primer delne urejenosti konstruirane iz N ∪ {⊥}. Za
vsako naravno sˇtevilo velja ∀n ∈ N.⊥ v n. Naravna sˇtevila med sabo niso v relaciji
v. Tako domeno imenujemo ravninska naravna sˇtevila. 2
Primer 4.1.6. Mnozˇico naravnih sˇtevil N lahko uredimo tudi drugacˇe.
Mnozˇico N razsˇirimo z elementom ω, ki predstavlja zgornjo mejo N.
Relacijo v lahko zdaj definiramo na sledecˇ nacˇin:
d v d′ ⇐⇒
 d, d
′ ∈ N ∧ d ≤ d′
ali d ∈ N ∧ d′ = ω
ali d = d′ = ω
Narasˇcˇajocˇa veriga 1 ≤ 2 ≤ 3 ≤ ... iz D ima tako vedno zgornjo mejo ω in D je
ω-polna delna urejenost. 2
Primer 4.1.7. Poglejmo si sˇe eno mozˇno definicijo delne urejenosti na osnovi naravnih
sˇtevil.
Tokrat razsˇirimo N z dvema zgornjima mejama {ω1, ω2}. Relacijo v lahko zdaj defi-
niramo na sledecˇ nacˇin:
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d v d′ ⇐⇒

d, d′ ∈ N ∧ d ≤ d′
ali d ∈ N ∧ d′ ∈ {ω1, ω2}
ali d = d′ = ω1
ali d = d′ = ω2
Narasˇcˇajocˇa veriga 1 ≤ 2 ≤ 3 ≤ ... iz D ima tako dve zgornji meji ω1 in ω2.
Nima pa najmanjsˇe zgornje meje, ker ω1 6v ω2 in ω2 6v ω1.
D torej ni ω-polna delna urejenost. 2
Definicija 4.1.7 ( Monotona funkcija ). Funkcija f : D → E med ω-polnimi delnimi
urejenostmi je monotona, cˇcˇe
∀d, d′ ∈ D.d v d′ ⇒ f(d) v f(d′)
.
Definicija 4.1.8 ( Zvezna funkcija ). Funkcija f : D → E med ω-polnimi delnimi
urejenostmi je zvezna, cˇcˇe je monotona in ohranja najmanjsˇe zgornje meje verig: za
vse verige d0 v d1 v d2 v . . . iz D velja
f(
⊔
n≥0
dn) =
⊔
n≥0
f(dn) v E.
Definicija 4.1.9 ( Striktna funkcija ). Funkcija f : D → E med ω-polnimi delnimi
urejenostmi je striktna, cˇcˇe f(⊥) = ⊥.
Opazka 4.1.2. V primeru, da je f : D → E monotona in imamo verigo d0 v d1 v
d2 v . . . v D, potem z aplikacijo f dobimo verigo f(d0) v f(d1) v f(d2) v . . . v E.
Sˇe vecˇ, v primeru, da je d zgornja meja prve verige, je f(d) zgornja meja druge verige
in hkrati tudi vecˇja od najmanjsˇe zgornje meje te verige. Cˇe zapisˇemo to v matematicˇni
notaciji dobimo: ⊔
n≥0
f(dn) v f(
⊔
n≥0
dn)
Cˇe zdaj uporabimo antisimetricˇnostv lahko pokazˇemo, da je funkcija f med ω-polnimi
delnimi urejenostmi zvezna, tako da za vsako verigo d0 v d1 v d2 v . . . iz D preve-
rimo ali velja:
f(
⊔
n≥0
dn) v
⊔
n≥0
f(dn).
2
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Primer 4.1.8. Dana sta cpo D in E, za vsak e ∈ E je enostavno pokazati, da je
funkcija D → E, ki ima konstantno vrednost λd ∈ D. e, je zvezna.
Primer 4.1.9. Naj bo Ω domena vertikalnih naravnih sˇtevil, kot je prikazano na Sliki
7.1.1. Funkcija f : Ω→ Ω je definirana takole:
f(n) =
{
n ∈ N f(n) = 0
n = ω f(n) = ω
Funkcija je monotona in striktna, ni pa zvezna ker velja:
f(
⊔
n≥0
dn) = f(ω) = ω 6= 0 =
⊔
n≥0
0 =
⊔
n≥0
f(n)
2
4.1.2 Tarskijev izrek o fiksni tocˇki
Fiksna tocˇka funkcije f : D → D je po definiciji d ∈ D, ki zadosˇcˇa f(d) = d.
Poglejmo si najprej sˇibkejsˇi primer pre-fiksne tocˇke.
Definicija 4.1.10 ( Pre-fiksna tocˇka ). Naj bo D delno urejena mnozˇica in naj bo
f : D → D funkcija. Element d ∈ D je pre-fiksna tocˇka f , cˇe zadosˇcˇa f(d) v d. 2
Najmanjsˇo pre-fiksno tocˇko funkcije f bomo oznacˇili fix(f).
Definicija 4.1.11 ( Najmanjsˇa fiksna tocˇka ). Naj bo D delno urejena mnozˇica in naj
bo f : D → D funkcija. Najmanjsˇa fiksna tocˇka funkcije f , fix(f), mora zadosˇcˇati
naslednjim pogojem:
lfp1 f(fix(f)) v fix(f)
lfp2 ∀d ∈ D.f(d) v d⇒ fix(f) v d. 2
Opazka 4.1.3. (lfp1) fix(f) je tudi pre-fiksna tocˇka, kar pomeni, da se evaluacija f
ustavi: f(fix(f)) v fix(f).
(lfp2) Vsaka pre-fiksna tocˇka je vecˇja od fiksne tocˇke fix(f): fiksna tocˇka fix(f) je
najmanjsˇa pre-fiksna tocˇka. 2
Tarskijev izrek o fiksni tocˇki je kljucˇni rezultat, ki omogocˇa uporabo denotacijske se-
mantike za opis pomena rekurzivnih struktur.
Izrek 4.1.1 ( Fiksna tocˇka, Tarski ). Naj bo f : D → D zvezna funkcija nad domenoD.
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• f ima najmanjsˇo pre-fiksno tocˇko:
fix(f) =
⊔
n≥0
fn(⊥)
• fix(f) je fiksna tocˇka f ker zadosˇcˇa f(fix(f)) = fix(f) in je zato tudi najmanjsˇa
fiksna tocˇka funkcije f . 2
Opazka 4.1.4. Notacija fn(⊥) uporabljena v definiciji:{
f0(⊥) = ⊥
fn+1(⊥) = f(fn(⊥)) (4.1)
Ker velja ∀d ∈ D.⊥ v d, potem velja tudi f0(⊥) = ⊥ v f1(⊥). Zaradi monotonosti
fn(⊥) v fn+1(⊥)⇒ fn+1(⊥) = f(fn(⊥)) v f(fn+1(⊥)) = fn+2(⊥).
Z uporabo indukcije po n ∈ N potem velja ∀n ∈ N.fn(⊥) v fn+1(⊥). Z drugimi
besedami elementi fn(⊥) tvorijo verigo vD. Ker jeD cpo je smiselno definirati fix(f).
2
Dokaz. Sledi dokaz izreka o fiksni tocˇki.
f(fix(f)) = f(
⊔
n≥0
fn(⊥))
=
⊔
n≥0
f(fn(⊥)) (zaradi zveznosti)
=
⊔
n≥0
fn+1(⊥) ()
=
⊔
n≥0
fn(⊥)) (zaradi Opazke 4.1.1)
= fix(f)
fix(f) je torej fiksna tocˇka za f in zadovolji prvi pogoj (lfp1) v Definiciji 4.1.11. Da
bi preverili drugi pogoj (lfp2) definicije najmanjsˇe pre-fiksne tocˇke, predpostavimo da
za d ∈ D velja f(d) v d. Z indukcijo pokazˇemo, da fn(⊥) v d velja za vse n ∈ N.
Ker je ⊥ najmanjsˇa vrednost v D velja:
f0(⊥) = ⊥ v d
in
fn(⊥) v d⇒ fn+1(⊥) = f(fn(⊥)) v f(d) zaradi monotonosti f
v d zaradi predpostavke o d
Po indukciji na n ∈ N dobimo ∀n ∈ N.fn(⊥) v d. Element d je torej zgornja meja
verige in lezˇi nad najmansˇo zgornjo mejo:
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fix(f) =
⊔
n≥0
fn(⊥) v d
kot je zahtevano z (lfp2).
4.1.3 Konstrukcije na domenah
V tej sekciji bodo predstavljeni razni nacˇini za izgradnjo domen in zveznih funkcij.
Za konstrukcijo cpo potrebujemo mnozˇico, ki je opremljena z binarno relacijo. Potem
moramo dokazati, da veljajo naslednji pogoji.
1. Binarna relacija definira delno urejenost.
2. Za vse verige v delni urejenosti obstaja lub.
3. Za domeno je potrebno preveriti sˇe ali ima dno.
V nadaljevanju bodo predstavljene razlicˇne metode za konstrukcijo cpo in domen.
Produkti domen
Primer 4.1.10 ( Produkt dveh cpo ). Produkt dveh cpo (D1,v1) in (D2,v) ima
osnovno mnozˇico:
D1 ×D2 = {(d1, d2)|d1 ∈ D1 ∧ d2 ∈ D2}.
Delna urejenost v je definirana na sledecˇ nacˇin:
(d1, d2) v (d′1, d′2)⇐⇒ d1 v d′1 ∧ d2 v d′2.
Najmanjsˇe zgornje meje se izracˇunajo po komponentah.⊔
n≥0
(d1,n, d2,n) = (
⊔
n≥0
d1,n,
⊔
n≥0
d2,n) (4.2)
Cˇe sta (D1,v1) in (D2,v2) domeni potem je domena tudi (D1 × D2,v) in dno
⊥D1×D2 = (⊥D1 ,⊥D2). 2
Opazka 4.1.5. Domena (D1 × D2,v) zahteva uporabo funkcij s katerimi izlusˇcˇimo
eno izmed komponent objekta (d1, d2).
pi1 : D1 ×D2 → D1 pi1(d1, d2) =def d1
pi2 : D1 ×D2 → D2 pi2(d1, d2) =def d2
Funkciji pi1 in pi2 sta zvezni, ker sta D1 in D2 domeni. 2
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Opazka 4.1.6. Naj bosta f1 : D → D1 in f2 : D → D2 zvezni funkciji. Potem je
zvezna funkcija tudi:
〈f1, f2〉 : D → D1 ×D2
〈f1, f2〉(d) =def (f1(d), f2(d))
Dokaz. Zveznost 〈f1, f2〉 sledi direktno iz definicije najmanjsˇe zgornje meje (lub) ve-
rig parov z enacˇbo 4.2.
〈f1, f2〉(
⊔
n≥0
dn) = (f1(
⊔
n≥0
dn), f2(
⊔
n≥0
dn))
= (
⊔
n≥0
f1(dn),
⊔
n≥0
f2(dn))
=
⊔
n≥0
〈f1, f2〉(dn)
Primer 4.1.11 ( Odvisni produkti ). Naj bo I mnozˇica in ∀i ∈ I imamo cpo (Di,v).
Produkt cele druzˇine cpo-jev je definiran na sledecˇ nacˇin.
Osnovna mnozˇica I-kratnega kartezijskega produkta je Πi∈IDi: sestavljena je iz funk-
cij p definiranih nad I tako, da je vrednost za vsak i ∈ I element p(i) ∈ Di.
Relacija delne urejenosti v je definirana takole:
p v p′ ⇐⇒ ∀i ∈ I.p(i) vi p′(i)
Najmanjsˇe zgornje meje (Πi∈IDi,v) izracˇunamo po komponentah. Lub verige p0 v
p1 v p2 v . . . iz produkta cpo-jev je funkcija, ki preslika vsak i ∈ I v lub verige
p0(i) v p1(i) v p2(i) v . . . iz Di. Za verige v Di pa velja:
(
⊔
n≥0
pn)(i) =
⊔
n≥0
pn(i) (i ∈ I)
Zdaj lahko definiramo za vsak i ∈ I i-to projekcijsko funkcijo pii.
pii : Πi′∈IDi′ → Di
pii(p) =def p(i)
Funkcije pii so zvezne. V primeru, da so vsi Di domene, potem je tudi Πi∈IDi domena.
Lub je funkcija, ki preslika i ∈ I v najmanjsˇo zgornjo mejo Di. 2
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Funkcijske domene
Iz mnozˇice zveznih funkcij med dvema cpo ali domenami lahko naredimo cpo oz.
domeno.
Primer 4.1.12. Naj bosta (D,vD) in (E,vE) cpo-ja. Funkcijski cpo (D → E,v)
ima osnovno mnozˇico:
D → E =def {f |f : D → E je zvezna}.
Delna urejenost je definirana:
f v f ′ ⇔def ∀d ∈ D.f(d) v f ′(d)
Najmanjsˇe zgornje meje se izracˇunajo z uporabo najmanjsˇih zgornjih mej iz E.
(
⊔
n≥0
fn)(d) =
⊔
n≥0
fn(d)
Cˇe jeE domena potem je domena tudiD → E. Dno domeneD → E je⊥D→E = ⊥E .
2
Dokaz. Pokazali bi radi, da je lub verige funkcij
⊔
n≥0
fn zvezna funkcija. Uporabimo
zakon zamenjave zveznih funkcij.
(
⊔
n≥0
fn)(
⊔
m≥0
dm) =
⊔
n≥0
(fn(
⊔
m≥0
dm)) definicija (
⊔
n≥0
fn)
=
⊔
n≥0
(
⊔
m≥0
fn(dm)) zveznost fn
=
⊔
m≥0
(
⊔
n≥0
fn(dm)) zakon zamenjave
=
⊔
m≥0
((
⊔
n≥0
fn)(dm)) definicija (
⊔
n≥0
fn)
Opazka 4.1.7 ( Evaluacija in Curry operacija ). Dana sta cpo-ja D in E in zvezna
funkcija ev:
ev : (D → E)×D → E
ev(f, d) =def f(d)
Naj bo f : D′ × D → E zvezna funkcija, kjer je D′ cpo. Za vsak d′ ∈ D′ zvezna
funkcija d ∈ D → f(d′, d) dolocˇa element funkcijskega cpo D → E, ki ga bomo
zapisali cur(f)(d). Funkcija cur(f) je zvezna.
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cur : D′ → (D → E)
cur(f)(d′) =def λd ∈ D.f(d′, d)
2
Dokaz. Da bi pokazali zveznost ev spet uporabimo zakon zamenjave zveznih funkcij.
ev(
⊔
n≥0
(f,dn)) = ev(
⊔
i≥0
fi,
⊔
j≥0
dj) lub para po komponentah
= (
⊔
i≥0
fi)(
⊔
j≥0
dj) po definiciji ev
=
⊔
i≥0
fi(
⊔
j≥0
dj) lub-i v fun. cpo-jih po argumentih
=
⊔
i≥0
⊔
j≥0
fi(di) zaradi zveznosti fi
=
⊔
n≥0
fn(dn) zaradi Opazke 7.1.1
=
⊔
n≥0
ev(fn, dn) po definiciji ev
Zveznost vsake funkcije cur(f)(d′) in cur(f) sledi iz dejstva, da se lub-i verig iz
D1 ×D2 racˇunajo po komponentah.
4.2 Denotacijska semantika IMP
Matematicˇne osnove denotacijske semantike sta definirala Christopher Strachey in Dana
Scott v letih okoli 1970.
Vsakemu izrazu t jezika priredimo denotacijo JtK, matematicˇni objekt, ki predstavlja
pomen izraza t.
Denotacija stavka je dolocˇena z denotacijami izrazov, ki sestavljajo stavek.
Semanticˇne funkcije A, B in C so definirane na osnovi strukturne indukcije.
A : AExp→ (Σ→ N)
B : BExp→ (Σ→ T)
C : Com→ (Σ→ Σ)
Za vsak tip stavka definiramo parcialno funkcijo A,B, . . .
Predpostavljamo, da je denotacija komponent izrazov zˇe definirana.
Pomen stavka s predstavlja SJsK, kjer je S denotacijska funkcija stavkov tipa s.
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4.2.1 Aritmeticˇni izrazi
Denotacijo aritmeticˇnih izrazov definiramo na osnovi strukturne indukcije kot razmerje
med stanji in sˇtevili.
Aritmeticˇni izrazi AExp.
AJnK = {(σ, n) | σ ∈ Σ}
AJXK = {(σ, σ(X)) | σ ∈ Σ}
AJa0 + a1K = {(σ, n0 + n1) | (σ, n0) ∈ AJa0K ∧ (σ, n1) ∈ AJa1K}
AJa0 − a1K = {(σ, n0 − n1) | (σ, n0) ∈ AJa0K ∧ (σ, n1) ∈ AJa1K}
AJa0 ∗ a1K = {(σ, n0 ∗ n1) | (σ, n0) ∈ AJa0K ∧ (σ, n1) ∈ AJa1K}
Simboli operacij na levi stani definicije npr. “+”, “-” ali “*” predstavljajo sintakticˇne
elemente, medtem ko simboli operacij na desni strani enakosti predstavljajo operacije,
+, − in ∗.
Primer 4.2.1. AJ3 + 5Kσ = AJ3Kσ +AJ5Kσ = 3 + 5 = 8 2
Denotacija AJnK je funkcija.
Definicija denotacijskih pravil aritmeticˇnih izrazov v λ-notaciji.
AJnK = λσ ∈ Σ.n
AJXK = λσ ∈ Σ.σ(X)
AJa0 + a1K = λσ ∈ Σ.(AJa0Kσ +AJa1Kσ)
AJa0 − a1K = λσ ∈ Σ.(AJa0Kσ −AJa1Kσ)
AJa0 ∗ a1K = λσ ∈ Σ.(AJa0Kσ ∗ AJa1Kσ)
4.2.2 Logicˇni izrazi
Uporabimo logicˇne operacije ∧T , ∨T in ¬T nad vrednostmi iz domene T.
BJtrueK = {(σ, true) | σ ∈ Σ}
BJfalseK = {(σ, false) | σ ∈ Σ}
BJa0 = a1K = {(σ, true) | σ ∈ Σ ∧ AJa0Kσ = AJa1Kσ}∪
{(σ, false) | σ ∈ Σ ∧ AJa0Kσ 6= AJa1Kσ}
BJa0 ≤ a1K = {(σ, true) | σ ∈ Σ ∧ AJa0Kσ ≤ AJa1Kσ}∪
{(σ, false) | σ ∈ Σ ∧ AJa0Kσ 6≤ AJa1Kσ}
BJ¬bK = {(σ,¬T t) | σ ∈ Σ ∧ (σ, t) ∈ BJbK}
BJb0 ∧ b1K = {(σ, t0 ∧T t1) | σ ∈ Σ ∧ (σ, t0) ∈ BJb0K ∧ (σ, t1) ∈ BJb1K}
BJb0 ∨ b1K = {(σ, t0 ∨T t1) | σ ∈ Σ ∧ (σ, t0) ∈ BJb0K ∧ (σ, t1) ∈ BJb1K}
Lahko pokazˇemo z uporabo strukturne indukcije, da je denotacija BJbK funkcija. Na
primer:
BJa0 ≤ a1K = { true AJa0Kσ ≤ AJa1Kσfalse AJa0Kσ 6≤ AJa1Kσ
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za vsako stanje σ ∈ Σ.
4.2.3 Stavki IMP
Definicija denotacije stavkov CJcK je bolj kompleksna od prejsˇnjih primerov definicij
denotacije aritmeticˇnih in boolovih izrazov.
Poglejmo najprej definicijo denotacije kot relacijo med stanji. Kasneje bomo videli, da
gre pravzaprav za parcialno funkcijo.
CJskipK = {(σ, σ) | σ ∈ Σ}
CJX := aK = {(σ, σ[n/X]) | σ ∈ Σ ∧ n = AJaKσ}
CJc0; c1K = CJc1K ◦ CJc0K
CJif b then c0 else c1K = {(σ, σ′) | BJbKσ = true ∧ (σ, σ′) ∈ CJc0K}∪
{(σ, σ′) | BJbKσ = false ∧ (σ, σ′) ∈ CJc1K}
Denotacija stavka while je bolj kompleksna; predstavili jo bomo kot fiksno tocˇko izva-
janja while stavka.
w ≡ while b do c
Uporabimo ekvivalenco while stavka, ki smo si jo ogledali zˇe pri predstavitvi operacij-
ske semantike.
w ∼ if b then c;w else skip
Parcialna funkcija CJwK bi morala biti enaka parcialni funkciji CJif b then c;w else skipK.
Denotacija stavka while je z uporabo denotacije if stavka definirana na sledecˇ nacˇin.
CJwK = {(σ, σ′) | BJbKσ = true ∧ (σ, σ′) ∈ CJc;wK}∪
{(σ, σ) | BJbKσ = false}
= {(σ, σ′) | BJbKσ = true ∧ (σ, σ′) ∈ CJwK ◦ CJcK}∪
{(σ, σ) | BJbKσ = false}
Zapisˇimo zdaj ϕ namesto CJwK, β namesto BJbK in γ namesto CJcK.
ϕ = {(σ, σ′) | β(σ) = true ∧ (σ, σ′) ∈ ϕ ◦ γ}∪
{(σ, σ) | β(σ) = false}
Dobimo rekurzivno enacˇbo, ki vsebuje ϕ na obeh straneh enakosti. Kako resˇiti rekur-
zivno enacˇbo, da bi poiskali ϕ?
Potrebujemo tehniko za resˇevanje rekurzivnih enacˇb. Definiramo funkcijo Γ na nasle-
dnji nacˇin.
Γ(ϕ) = {(σ, σ′) | ∃σ′′.β(σ) = true ∧ (σ, σ′′) ∈ γ ∧ (σ′′, σ′) ∈ ϕ}∪
{(σ, σ) | β(σ) = false}
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Prehod med stanji (σ, σ′′) predstavlja evaluacijo stavka c, prehod (σ′′, σ′) pa evaluacijo
stavka w.
Funkcija Γ vrne za podan ϕ rezultat Γ(ϕ). Izracˇunati hocˇemo fiksno tocˇko ϕ v izrazu
Γ tako, da bo veljalo
ϕ = Γ(ϕ).
V Sekciji 3.4.5 smo opisali resˇitev za podoben problem. Ni tezˇko videti, da je funkcija
Γ enaka funkciji R̂, kjer je R̂ operator nad mnozˇicami dolocˇenimi na osnovi naslednje
mnozˇice instanc pravil.
R = {({(σ′′, σ′)}/(σ, σ′) | β(σ) = true ∧ (σ, σ′′) ∈ γ}∪
{(∅/(σ, σ)) | β(σ) = false}
V Sekciji 3.4.5 smo pokazali, da ima R̂ fiksno tocˇko
ϕ = fix(R̂),
kjer je ϕ mnozˇica, v tem primeru mnozˇica parov, za katero velja
R̂(θ) = θ ⇒ ϕ ⊆ θ.
To fiksno tocˇko bomo uporabili kot denotacijo stavka while w.
Denotacija while stavka w je torej dolocˇena s fiksno tocˇko ϕ.
CJ while b do c K = fix(Γ)
Γ(ϕ) = {(σ, σ′) | β(σ) = true ∧ (σ, σ′) ∈ ϕ ◦ CJcK} ∪ {(σ, σ) | β(σ) = false}
Opazka 4.2.1. Definirali smo denotacijsko semantiko vseh ukazov jezika IMP kot re-
lacijo med stanji.
Semanticˇna definicija je kompozicijska v smislu, da je denotacija stavka zgrajena iz
denotacij komponent stavka. Definicija pomena torej sledi strukturni indukciji. Ta
lastnost je ena izmed odlik denotacijske semantike.
Zgornje ni res za operacijsko semantiko, ker je pomen staka while definiran tako, da
premise pravila za stavek while vsebuje spet stavek while.
Definicija semanticˇne funkcije za stavek while sloni na razvitju stavka while na osnovi
stavka if. Ni presenetljivo, da se da ekivalenco zelo enostavno dokazati. 2
Izrek 4.2.1. Na bo w ≡ while b do c, potem velja:
CJwK = CJ if b then c;w else skip K
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Dokaz. Denotacija w je fiksna tocˇka funkcije Γ.
CJwK = Γ(CJwK)
= {(σ, σ′) | BJbKσ = true ∧ (σ, σ′) ∈ CJwK ◦ CJcK}∪
{(σ, σ) | BJbKσ = false}
= {(σ, σ′) | BJbKσ = true ∧ (σ, σ′) ∈ CJc;wK}∪
{(σ, σ) | BJbKσ = false}
= CJif b then c;w else skipK 2
4.2.4 Zanka while kot fiksna tocˇka
Poglejmo si pomen v konkretnem primeru while stavka:
while X > 0 do (Y := Y ∗X; X := X − 1)
Spremenljivki X in Y predstavljata lokaciji v spominu.
Stanje abstraktne predstavitve stavka while predstavimo s parom celih sˇtevil (x, y), ki
predstavljata vrednost spremenljivk X in Y .
State =def Z× Z
D =def State ⇀ State
Denotacijo stavka whileX > 0 do (Y := Y ∗X; X := X−1) definiramo kot funkcijo
w : (Z× Z)→ (Z× Z).
Denotacija stavka Jwhile X > 0 do (Y := Y ∗ X; X := X − 1)K ∈ D je resˇitev
enacˇbe fiksne tocˇke w = f(w), kjer f : D → D oznacˇuje eno iteracijo stavka while.
f(w)(x, y) =
{
(x, y) cˇe x ≤ 0
w(x− 1, x ∗ y) cˇe x > 0
Poglejmo si zdaj delno urejenost v nad D:
w v w′ cˇcˇe velja ∀(x, y) ∈ State : cˇe je w definiran za (x, y),
potem je definiran tudi w′ in velja tudi w(x, y) = w′(x, y)
Imamo tudi najmanjsˇi element ⊥ ∈ D:
⊥ =def totalno nedefinirana parcialna funkcija
∀w ∈ D : ⊥ v w
Delna urejenost v definira neke vrste ’informacijsko urejenost’: w v w′ cˇe se w′
ujema z w vedno, ko je w definirana, vendar je w′ lahko definirana sˇirsˇe.
Sekvenco w0, w1, w2, . . . dobimo tako, da zacˇnemo z ⊥ in apliciramo znova in znova
funkcijo f nad prejsˇnjo vrednostjo:
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{
w0 =def ⊥
wn+1 =def f(wn)
Cˇe zdaj uporabimo definicijo f dobimo sledecˇo sekvenco funkcij:
w1(x, y) = f(⊥)(x, y) =
{
(x, y) cˇe x ≤ 0
nedefinirano cˇe x ≥ 1
w2(x, y) = f(w1)(x, y) =
 (x, y) cˇe x ≤ 0(0, y) cˇe x = 1nedefinirano cˇe x ≥ 2
w3(x, y) = f(w2)(x, y) =

(x, y) cˇe x ≤ 0
(0, y) cˇe x = 1
(0, 2 ∗ y) cˇe x = 2
nedefinirano cˇe x ≥ 3
w4(x, y) = f(w3)(x, y) =

(x, y) cˇe x ≤ 0
(0, y) cˇe x = 1
(0, 2 ∗ y) cˇe x = 2
(0, 6 ∗ y) cˇe x = 3
nedefinirano cˇe x ≥ 4
V splosˇnem dobimo sledecˇo funkcijo:
wn(x, y) = f(wn−1)(x, y) =
 (x, y) cˇe x ≤ 0(0, (!x) ∗ y) cˇe 0 < x < nnedefinirano cˇe x ≥ n
Tako smo dobili narasˇcˇajocˇo sekvenco parcialnih funkcij:
w0 v w1 v w2 v . . . v wn v . . .
Unija parcialnih funkcij v sekvenci je element w∞
w∞(x, y) =
{
(x, y) cˇe x ≤ 0
(0, (!x) ∗ y) cˇe x > 0
Funkcija w∞ je fiksna tocˇka funkcije f zato ker velja:
f(w∞)(x, y) =
{
(x, y) cˇe x ≤ 0
w∞(x− 1, x ∗ y) cˇe x > 0 (po definiciji f )
=
 (x, y) cˇe x ≤ 0(0, 1 ∗ y) cˇe x = 1(0, !(x− 1) ∗ x ∗ y) cˇe x > 1 (po definiciji w∞)
= w∞(x, y).
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Velja tudi, da je w∞ najmanjsˇa fiksna tocˇka f :
∀w ∈ D : w = f(w)⇒ w∞ v w.
Konstrukcija denotacije stavka while X > 0 do (Y := Y ∗X; X := X − 1) je primer
uporabe Tarskijevega izreka.
4.3 Opombe
Poglavje temelji na prosojnicah Glyn Winskel z naslovom Denotational semantics [25]
ter na knjigi Glyn Winskel za naslovom The Formal Semantics of Programming Lan-
guages [23].
Poglavje 5
Λ-RACˇUN
5.1 Uvod
Lambda racˇun (λ-racˇun) je leta 1930 razvil Alonzo Church.
Lambda racˇun je kolekcija formalnih sistemov osnovanih na notaciji, ki jo je definiral
Church.
Iz strani matematike predstavlja λ-racˇun formalno osnovo s pomocˇjo katere je mogocˇe
izrazˇati ter kombinirati funkcije za definicijo drugih funkcij.
Iz strani racˇunalnisˇtva predstavlja λ-racˇun formalen jezik, ki je osnova funkcijskih kot
tudi drugih programskih jezikov.
V zadnjih destletjih je λ-racˇun uporabljen kot osnovni jezik za sˇtudij teoreticˇnih lastno-
sti programskih jezikov.
Zacˇetna verzija programskega jezika Lisp, na primer, je genialno enostavna implemen-
tacija λ-racˇuna.
Lambda racˇun je bil uporabljen leta 1936 kot osnovni jezik v Churchevem cˇlanku o
obstoju neodlocˇljivega problema (Entscheidungsproblem).
Λ-racˇun je izrazno enako mocˇen kot Turingov stroj.
Alan Turing je v istem cˇasu (okoli leta 1936) podobno kot Church pokazal, da ni
mogocˇe resˇiti vse probleme izrazˇene v univerzalnem jeziku in zato obstajajo neodlocˇljivi
problemi.
Turing je dokazal tudi ekvivalentnost med svojim strojem in λ-racˇunom.
Λ-racˇun je v zadnji polovici stoletja uporabljen tudi kot formalna paradigma program-
skih jezikov.
V zadnjih desetletjih, ko se je razsˇirilo raziskovalno delo na teoriji programskih jezikov
je λ-racˇun uporabljen kot osnovno formalno orodje za definicijo semantike program-
skih jezikov.
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λ-racˇun sluzˇi kot osnova za opis pomena tudi bolj kompleksnih gradnikov programskih
jezikov kot je npr. polimorfizem.
V nadaljevanju bo najprej predstavljena sintaksa in evaluacija λ-racˇuna. Sledila bo
predstavitev postopkov redukcije λ-izrazov v vrednosti. Prikazana bo deterministicˇnost
jezika in izrazna mocˇ λ-racˇuna.
5.2 λ-izrazi in substitucija
Poglejmo si najprej notacijo λ-racˇuna s katero lahko izrazˇamo funkcije.
Naslednji dve funkciji sta definirani z obicˇajno matematicˇno notacijo.
f(x) = x− y g(y) = x− y
Lambda notacija vsebuje dodaten simbol λ s katerim definiramo parameter funkcije.
Funkciji f in g zapisˇemo v lambda notaciji na naslednji nacˇin.
f = λx.x− y g = λy.x− y
Lambda notacija opisˇe funkcije na nacˇin, ki je blizˇje racˇunalnisˇkim jezikom.
Funkcijska vrednost f pri dolocˇeni vrednosti x je spet funkcija y.
f(0) = 0− y f(1) = 1− y
V lambda notaciji aplikacijo funkcije zapisˇemo na sledecˇ nacˇin.
(λx.x− y)(0) = 0− y (λx.x− y)(1) = 1− y
Funkciji f in g lahko zdruzˇimo v eno funkcijo h.
h(x, y) = x− y
V lambda notaciji funkcijo h izrazimo kot funkcijo spremenljivke x katere vrednost je
funkcija spremenljivke y. Imenujmo to funkcijo h∗.
h∗ = λx.(λy.x− y)
Zdaj lahko uporabimo konstanto a namesto x in dobimo funkcijo odvisno od y.
h∗(a) = λy.a− y
V nadaljevanju bomo funkcije obravnavali kot funkcije ene same spremenljike.
Poglejmo si zdaj formalno definicijo sintakse izrazov λ-racˇuna.
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Definicija 5.2.1. Mnozˇica λ-izrazov Λ je zgrajena iz neskoncˇne mnozˇice spremenljivk
V = {v, v′, v′′, . . .} z aplikacijo in funkcijsko abstrakcijo.
x ∈ V ⇒ x ∈ Λ
M,N ∈ Λ ⇒ (M N) ∈ Λ
M ∈ Λ, x ∈ V ⇒ (λx.M) ∈ Λ
Izraz λx.M predstavlja λ-abstrakcijo s katero opisˇemo funkcije z enim argumentom in
telesom M .
Izraz (M N) predstavlja aplikacijo funkcijskega izraza M na parametru N .
Opazka 5.2.1. Sistem, ki ga dobimo z zgornjo definicijo imenujemo cˇisti λ-racˇun.
Λ-racˇun, ki zraven spremenljivk uporablja tudi mnozˇico poljubnih konstant imenujemo
uporaben λ-racˇun. Med konstante lahko, na primer, dodamo naravna sˇtevila.
V nadaljevanju bomo uporabljali obe vrsti λ-racˇuna.
Opazka 5.2.2. Enako kot prej naj simboli M,N,N1, N2 . . . predstavljajo λ-izraze.
Simboli v, v1, v2, . . . naj bodo spremenljivke in simboli c, c1, c2, . . . naj predstavljajo
konstante.
Backus-Naurjeva oblika zapisa sintakse λ-racˇuna je sledecˇa.
M ::= v | c | (λv.M) | (M N)
v ::= v1, v2, . . .
c ::= c1, c2, . . .
Opazka 5.2.3. Poglejmo si kako se povezujejo izrazi zgrajeni z aplikacijo funkcije in
lambda abstrakcijo. Aplikacija funkcije je levo asociativna.
x y z ≡ ((x y)z)
Lambda abstrakcija se povezuje na desno.
λx.x λy.x y z ≡ λx.(x λy.((x y) z))
Primer 5.2.1. Naj bodo x, y, z spremenljike. Poglejmo si nekaj primerov λ-izrazov.
y
(y x)
(λx.(y x))
((λy.y)(λx.(x y)))
(x (λx.(λx.x)))
(λx.(y z))
2
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Opazka 5.2.4. Naredimo nekaj dogovorov glede notacije.
Velike cˇrke bomo v tem in naslednjih poglavjih uporabljali za oznacˇevanje λ-izrazov.
Cˇrke x, y, z, v, u bomo uporabljali za oznacˇevanje spremenljivk.
Praviloma bomo uporabjali zapis
λx1x2 . . . xn.M namesto (λx1.(λx2. . . . (λxn.M)))
.
Za izrazˇanje sintakticˇne enakosti med λ-izrazi bomo uporabljali ≡. Izraz
M ≡ N
bo pomenil, da je λ-izraz M enak izrazu N .
Vaja 5.2.1. Dodaj naslednjim λ-izrazom oklepaje ter jih zapisˇi z vsemi simboli λ.
xyz(yx) (λu.vuu)zy
λx.uxy ux(yz)(λv.vy)
λu.u(λx.y) (λxyz.xz(yz))uvw
Opazka 5.2.5. Poglejmo si sˇe neformalno interpretacijo λ-izrazov.
Vecˇinoma obranavamo izraz M v vlogi (M N) kot funkcijo ter N kot parameter,ki je
lahko spet kompleksen λ-izraz. Sam izraz M N predstalja aplikacijo funkcije M nad
N .
Izraz (λx.M) predstalja funkcijo, kjer je x parameter in M telo funkcije. Pri aplikaciji
M nad danim parametrom se zamenjajo vse pojavitve x v M z parametrom.
Kot primer si poglejmo izraz M = λxyz.x(yz). Funkcija M definira kompozitum
funkcij x in y uporabljenih nad danim parametrom z. 2
V vseh jezikih je pomembno definicijsko obmocˇje spremenljivk t.j. del programa kjer
je definirana neka spremenljivka.
Definicija 5.2.2. Abstrakcija λx.E povezuje spremenljivko x v E. Spremenljivka x je
definirana znotraj izraza E zato je E podrocˇje definicije spremenljivke x.
Pravimo, da je x vezana vE podobno kot so argumenti funkcije vezani na telo funkcije.
Primer 5.2.2. Naj bo
P ≡ (λy.yx(λx.y(λy.z)x))vw.
Definicijsko obmocˇje y je yx(λx.y(λy.z)x), Definicijsko obmocˇje x je y(λy.z)x in
definicijsko obmocˇje desne definicije y je z.
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Spremenljivka x je prosta v izrazu E, cˇe ima pojavitve, ki niso vezane z λ-abstrakcijo.
Definicija 5.2.3. Mnozˇica prostih spremenljivk izraza M je definirana rekurzivno z
naslednjimi pravili glede na strukturo izraza.
FV (x) = {x}
FV (E1 E2) = FV (E1) ∪ FV (E2)
FV (λx.E) = FV (E)− {x}
Primer 5.2.3. FV (λx.x (λy.x y z)) = {z}
Primer 5.2.4. Poglejmo si izraz xv(λyz.yv)w. Cˇe dodamo oklepaje in prikazˇemo vse
λ, potem dobimo
(((xv)(λy.(λz(yv))))w).
Spremenljivka x na levi strani je prosta, prav tako tudi v.
Spremenljivka y je vezana v svojem definicijskem obmocˇju. Definicijsko obmocˇje z je
yv, vendar se tu ne pojavlja z.
Tudi v na desni strani je prosta in prav tako tudi w.
Definicija 5.2.4. Izraz M je zaprt λ-izraz, cˇe velja FV (M) = ∅.
Naslednji primeri prikazˇejo povezovanje λ-izrazov in proste spremenljivke.
Primer 5.2.5. Naslednji λ-izraz vsebuje dve λ-abstrakciji in eno prosto spremenljivko.
λx.λy.x z y
= λx.(λy.((x z) y))
Naslednji λ-izraz porazedeli parameter z po dveh funkcijah x in y. Ni prostih spre-
menljivk oz. izraz je zaprt.
λx.λy.λz.(x z) (y z)
= λx.(λy.(λz.((x z) (y z))))
Kot bomo videli kasneje predstavlja naslednji λ-izraz sesˇtevanje naravnih sˇtevil. Tudi
v tem primeru je λ izraz zaprt.
λm.λn.λz.λs.m (n z s) s
= λm.(λn.(λz.(λs.((m ((n z) s)) s))))
2
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5.3 Evaluacija
Lambda racˇun je zelo izrazen jezik, ki je enakovreden Turingovem stroju. V tej sekciji
si bomo ogledali evaluacijo λ-racˇuna.
Osnovna metoda uporabljena pri evaluacji λ-racˇuna je substitucija: v sekvenci simbo-
lov zamenjamo izbran simbol s sekvenco simbolov.
Presentljivo je, da je mogocˇe na osnovi substitucije zelo enostavno realizirati jezik, ki
sluzˇi kot formalna osnova marsikaterega programskega jezika.
Osnovni dve “operaciji” λ-racˇuna sta definicija funkcije z λ-abstrakcijo in aplikacija
funkcije na parametru.
Evaluacijo λ-izrazov bomo definirali na osnovi nekaj enostavnih pravil operacijske
semantike.
Evaluacijo λ-izraza velikokrat imenujemo redukcija. λ-izraze reduciramo z uporabo
dveh osnovnih pravil: alfa konverzijo in beta redukcijo.
Poglejmo si najprej formalno definicijo substitucije, ki jo bomo uporabljali kasneje pri
definiciji pravil za evaluacijo λ-izrazov.
5.3.1 Substitucija
Operacija substitucija zamenja vse pojavite spremenljivke z danim izrazom.
Definicija 5.3.1. Naj bo M,N ∈ Λ ter x ∈ V . Operacijo substitucije M za x v N
zapisˇemo kot [N/x]M . Substitucija je definirana s sledecˇimi pravili:
[N/x]x = N
[N/x]z = z ⇐ z 6= x
[N/x](LM) = ([N/x]L)([N/x]M)
[N/x](λz.M) = λz.([N/x]M)⇐ z 6= x ∧ z /∈ FV (N)
Substitucijo uporabljamo za preimenovanje vezanih spremenljivk v pod-izrazu zato, da
so unikatne znotraj celotnega izraza. To operacijo imenujemo tudi α-konverzija in je
predstavljena v naslednji sekciji.
Druga uporaba substitucije je aplikacija λ-abstrakcije na parametru, ki jo izvedemo z
tekstovno zamenjavo spremenljivke v λ-abstrakciji s parametrom. To operacijo ime-
nujemo β-redukcija.
Primer 5.3.1. Dan je izraz λy.(λx.x)y x kjer zˇelimo zamenjati spremenljivko x z iz-
razom y (λx.x).
[y (λx.x)/x]λy.(λx.x) y x
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Najprej ugotovimo, da ima izraz λy.(λx.x)y x dve razlicˇni spremenljivki x: prva je
vezana v izrazu (λx.x), druga spremenljivka x pa je prosta. Zamenjati je potrebno
imena spremenljivk. Obicˇajno jih zamenjamo v zaprtih izrazih.
[y (λx.x)/x]λy.(λu.u) y x
Koristno je enolicˇno imenovati tudi spremenljivke v izrazih s katerimi je definirana
substitucija. Spremenljivki x in y zamenjamo s spremenljivkama v in z.
[z (λv.v)/x]λy.(λu.u) y x
Zdaj lahko nedvoumno izvedemo substitucijo x z z (λv.v).
[z (λv.v)/x]λy.(λu.u) y x ≡
λy.(λu.u) y z (λv.v)
2
5.3.2 Alfa konverzija
λ-izrazi, ki jih lahko pretvorimo med sabo s primenovanjem vezanih spremenljivk so
identicˇni.
Primer 5.3.2. λx.x je identicˇen λy.y.
Definicija 5.3.2. Naj izraz P vsebuje λx.M tako, da velja y 6∈ FV (M). Zamenjavo
λx.M v P z
λy.([y/x]M)
imenujemo alfa konverzija.
V primeru, da je izraz P nastal z alfa konverzijo iz izraza Q potem sta izraza P in Q
identicˇna
P ≡α Q.
Primer 5.3.3. Poglejmo si spet primer funkcije, ki dvakrat aplicira funkcijo, ki je prvi
parameter, na drugem parametru.
(λf.λx.f(fx))(λy.y + x)
Prvi argument funkcije je funkcija, ki x prisˇteje argument y.
Cˇe bi uporabili pri evaluaciji funkcije slepo substitucijo bi prisˇlo do problema.
λx.((λy.y + x)((λy.y + x)x)) = λx.x+ x+ x
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Cˇe ustrezno primenujemo vezane spremenljivke potem dobimo naslednjo evaluacijo.
(λf.λz.f(fz))(λy.y + x)
= λz.((λy.y + x)((λy.y + x)z))) = λz.z + x+ x (5.1)
Naslednji dve Lemi predstavita nekatere lastnosti α-konverzije v relaciji s substitucijo.
Lema 5.3.1. 1. P ≡α Q⇒ FV (P ) = FV (Q);
2. Relacija≡α je refleksivna, tranzitivna in simetricˇna, torej ekvivalencˇna relacija.
Naj bodo P,Q in R λ-izrazi.
(refleksivnost) P ≡α P
(tranzitivnost) P ≡α Q,Q ≡α R⇒ P ≡α R
(simetricˇnost) P ≡α Q⇒ Q ≡α P
(5.2)
Dokaz. Podan je povzetek dokaza, ki se nahaja v [10], Lema 1.19.
(1) α-konerzija preimenuje spremenljike tako, da so unikatne. Proste spremenljike so
lahko tako kvecˇjemu preimenovane; pomensko ostanejo enake.
(2) Preverimo lastnosti glede na njihovo definicijo. Na primer, substitucije, ki definirajo
P ≡α Q in Q ≡α R zdruzˇimo in dobimo P ≡α R.
Lema 5.3.2. M ≡α M ′, N ≡α N ′ ⇒ [N/x]M ≡α [N ′/x]M ′
Dokaz. Dokaz se nahaja v [10], Lema 1.21.
Lema 5.3.2 trdi, da se substitucija korektno obnasˇa v odnosu z α-konverzijo. Cˇe pre-
tvorimo vhodne izraze substitucije potem so rezultati substitucije α-konvertibilni.
V nadaljevanju bomo vecˇinoma zanemarili α-konverzijo. Izraza, ki sta α-enaka imata
isto interpretacijo in jih bomo obranavali kot enaka.
5.3.3 β-redukcija
V osnovnem lambda racˇunu je edini nacˇin za ovrednotenje izrazov aplikacija funkcij
na argumentih.
Izraz oblike (λx.M) N predstavlja operator (λx.M), ki je apliciran na argumentu N .
Neformalna interpretacija izraza (λx.M) apliciranega na argumentu N je zamenjava
spremenljike x v izrazu M z N .
Izraz (λx.M) je poenostavljen ali reduciran v [N/x]M .
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Definicija 5.3.3. Dan je λ-izraz λx.M . Aplikacijo funkcije (λx.M) na argumentu N
implementiramo z β-redukcijo:
(λx.M) N → [N/x]M (5.3)
Izraz (λx.M) N imenujemo redeks (iz angl. reducable expression). Izraz [N/x]M
imenjemo kontraktum.
Cˇe izraz P vsebuje pojavitev izraza (λx.M) N , ki ga zamenjamo z [N/x]M , dobimo
P ′.
Pravimo, da smo reducirali pojavitev redeksa v P oz. P β-reducira v P ′, kar zapisˇemo
P →β P ′.
Definicija 5.3.4. β-izpeljava λ-izraza je sestavljena iz vecˇih zaporednih β-redukcij.
β-izpeljavo M v N zapisˇemo:
M ³β N.
Primer 5.3.4.
(λx.x y)(u v)→β u v y
(λx.λy.x)z w →β (λy.z)w → z
(λx.λy.x)z w ³β z
β-redukcijo →β bomo v znanem kontekstu oznacˇili kar z →. β-izpeljavo ³β bomo
obicˇajno okrajsˇali z³.
Poglejmo si nekaj zanimivih primerov β-redukcije λ-izrazov.
Primer 5.3.5. 1. Prvi primer predstavlja funkcijo identitete.
(λx.x)E → [E/x]x = E
2. Naslednji primer tudi uporablja funkcijo identitete.
(λf.f(λx.x))(λy.y) → [(λx.x)/f ]f(λy.y) = (λx.x)(λy.y)
→ [(λy.y)/x]x = λy.y
3. Primer z dvema redeksema.
(λx.(λy.yx)z)v → [v/x](λy.yx)z = (λy.yv)z
→ [z/y]yv = zv
4. Naslednji λ izraz se nikoli ne zakljucˇi. Kot bo predstavljeno kasneje je mozˇno na
osnovi naslednjega izraza realizirati rekurzijo.
(λx.xx)(λy.yy) → [(λy.yy)/x]xx = (λx.xx)(λy.yy)
→ [(λy.yy)/x]xx = (λx.xx)(λy.yy)
→ . . .
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5. Sˇe en λ-izraz, ki se nikoli ne zakljucˇi. Ta se ne spremeni v isti izraz ampak dodaja
na desni strani spremenljike y.
(λx.xxy)(λx.xxy) → [(λx.xxy)/x]xxy = (λx.xxy)(λx.xxy)y
→ ([(λx.xxy)/x]xxy)y = (λx.xxy)(λx.xxy)yy
→ . . .
2
Prejsˇnji primeri pokazˇejo, da redukcija ni nujno, da poenostavi λ-izraz. Iz primera (5)
vidimo, da je rezultat lahko celo bolj kompleksen kot zacˇetni izraz.
Iz primerov lahko tudi vidimo, da se redukcija nekaterih izrazov nikoli ne zakljucˇi,
medtem ko se redukcija nekaterih izrazov lepo zakljucˇi.
Redukcija λ-izraza se zakljucˇi, cˇe ne obstaja vecˇ redeks, ki bi ga lahko skrcˇili.
Definicija 5.3.5. 1. Za λ-izraz Q, ki ne vsebuje β-redeksov, pravimo, da je v β-
normalni obliki (okr. β-nf).
2. Razred vseh β-normalnih oblik imenujemo β-nf ali λβ-nf.
3. Cˇe P β-reduciramo v izraz Q, ki je v β-nf, potem imenujemo Q β-normalna
oblika P .
Primer 5.3.6. 1. V primeru 5.3.5 (3) je zv β-normalna oblika (λx.(λy.yx)z)v.
2. Naj bo dan L ≡ (λx.xxy)(λx.xxy). V primeru 5.3.5 (5) imamo sekvenco
L→ Ly → Lyy → . . .
Sekvenca je neskoncˇna in ne obstaja drug nacˇin redukcije L, torej nima β-
normalne oblike.
3. Naj bo P ≡ (λu.v)L za zgornji L. P lahko reduciramo na dva razlicˇna nacˇina.
(a)
P ≡ (λu.v)L → ([L/u]v)L
≡ v
(b)
P → (λu.v)Ly
→ (λu.v)Lyy
→ . . .
P torej ima β-normalno obliko vendar ima tudi neskoncˇno izpeljavo.
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4. λ-izraz (λx.xx)(λx.xx) iz primera 5.3.5 (4) obicˇajno imenujemo Ω.
Ω ni normalna oblika in se ne da reducirati v normalno obliko, ker se reducira v
samega sebe.
Ω je “minimalen” izraz v smislu, da se ne da naprej reducirati. 2
Opazka 5.3.1. Nekatere izraze lahko reduciramo na vecˇ kot en nacˇin. Poglejmo si
primer 5.3.5 (3) z izrazom (λx.(λy.yx)z)v, ki ima dve redukciji:
(1) (λx.(λy.yx)z)v → (λy.yv)z
→ zv
(2) (λx.(λy.yx)z)v → (λx.zx)v
→ zv
V tem primeru obe redukciji vodita do iste normalne oblike. Se to zgodi vedno?
Sistem s katerim naj bi racˇunali bi vsekakor moral imeti evaluacijo, ki je neodvisna od
poti po kateri pridemo do normalne oblike oz. koncˇnega rezultata.
Cˇe β-redukcija nebi bila enolicˇna potem nebi mogli primerjati λ-racˇuna s program-
skimi jeziki. 2
V nadaljevanju si bomo pogledali tudi dokaz enolicˇnosti evaluacije izrazov λ-racˇuna.
Poglejmo si prej sˇe dve lemi. Prva pravi, da redukcija ne generira novih spremenljivk
in druga pravi, da se redukcija “ohranja” s substitucijo.
Lema 5.3.3. Naj bosta P in Q λ-izraza.
P ³β Q⇒ FV (Q) ⊆ FV (P )
Dokaz. Uporabimo definicijo prostih spremenljivk. VeljaFV ((λx.M)N) ⊇ FV ([N/x]M) =
FV (N) ∪ (F (M) − {x}). α-konverzija tudi ne spremeni prostih spremenljik, po de-
finiciji.
Lema 5.3.4 (Substitucija in³β). Cˇe velja P ³β P ′ in Q³β Q′ potem
[P/x]Q³β [P ′/x]Q′
Dokaz. Kompleten dokaz se nahaja v [10] (Lema 1.31).
Poglejmo si samo povzetek. Razdelimo dokaz na dva dela.
(1) Pokazˇimo najprej P ³β P ′ potem [P/x]Q³β [P ′/x]Q.
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Recimo, da je R redeks v P , ki ga reduciramo in dobimo P ′. Potem lahko isto redukijo
naredimo tudi nad vsemi P v Q, ki smo jih dobili pri substituciji [P/x]Q.
(2) Recimo, da velja Q →β Q′, kjer imamo en sam korak redukcije. Naj bo R redeks
v Q, ki je reduciran v Q′.
Naj bo R = (λv.U)V . Velja
[P/x]R ≡ (λv.[P/x]U)[P/x]V ≡ [([P/x]V )/v][P/x]U ≡ [P/x][V/v]U.
Sklepamo, da v splosˇnem velja [P/x]Q³β [P/x]Q′.
V zacˇetnem obdobju sˇtudija formalizmov za opis funkcij se je izblikovala mnozˇica
λ-izrazov s katerimi je mogocˇe definirati Turingov jezik.
Kasneje v tem poglavju bodo kombinatorji predstavljeni kot svoj jezik, ki se imenuje
kombinatorska logika. Tukaj bomo podali samo seznam definicij osnovnih kombina-
torjev. Vecˇino kombinatorjev smo srecˇali zˇe prej.
Primer 5.3.7. Kombinatorji so znane funkcije, ki se pogosto uporabljajo.
Funkcijo identitete realizira kombinator I .
I = λx.x
Kompozicijo dveh funkcij lahko naredimo s kombinatorjem B.
B = λf.λg.λx.f (g x)
Kombinator K vrne prvi argument in zavrzˇe drugi argument.
K = λx.λy.x
Kombinator K∗ zavrzˇe prvi argument in vrne drugi argument.
K∗ = λx.λy.y
Kombinator S poda zadnji argument kot funkcijski parameter prvima dvema argumen-
toma.
S = λx.λy.λz.(x z)(yqz)
Kombinator Ω realizira funkcijo, katere izvajanje se nikoli ne zaklucˇi.
Ω = (λx.x x)(λx.x x)
Rekurzivne funkcije lahko definiramo s kombinatorjem Y .
Y = λf.(λx.f(x x))(λx.f(x x))
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Pomembna lastnost Y je Y F =β F (Y F ).
Y F = λf.(λx.f(x x))(λx.f(x x)) F
→ (λx.F (x x))(λx.F (x x))
→ F ((λx.F (x x))(λx.F (x x)))
← F ((λf.(λx.f(x x))(λx.f(x x))) F )
= F (Y F )
(5.4)
2
Vecˇino kombinatorjev bomo kasneje uporabljali pri predstavitvi izraznih zmozˇnosti λ-
racˇuna. Vecˇkrat ne bomo podajali polne definicije ampak samo ime kombinatorja.
Naslednja lastnost λ-racˇuna, ki si jo bom podrobno ogledali, se imenuje Church-Roserjev
izrek po avtorjih Alonzo Church in Barkley Rosser, ki sta pra dokazala izrek.
Church-Rosserjev izrek pravi, da je evaluacija lambda izrazov enolicˇna. Poglejmo si
na tem mestu samo izrek, dokaz pa si bomo ogledali malce kasneje.
Izrek 5.3.1 (Church-Rosserjev izrek). Naj P ³β M in P ³β N , potem obstaja izraz
T za katerega velja
M ³β T in N ³β T.
Slika 5.1: Church-Rosserjev izrek
.
CR izrek za λ-racˇun ima veliko posledic, ki jih bomo kasneje bolj podrobno predstavili
in dokazali. Poglejmo si nekatere.
Ena izmed temeljnih posledic CR izrek je unikatnost β-nf. Za dan λ izraz imamo eno
samo β-nf.
Poglejmo si sˇe eno alternativno definicijo β-nf s pomocˇjo katere lahko nasˇtejemo vse
λ-izraze, ki torijo razred β-nf.
Lema 5.3.5. Razred β-nf je najmanjsˇi razred za katerega velja
1. vsi atomi so v β-nf;
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2. M1, . . . ,Mn ∈ β-nf ⇒ aM1 . . .Mn ∈ β-bf za vse atome a;
3. M ∈ β-nf⇒ λx.M ∈ β-nf.
Dokaz. Z indukcijo na dolzˇino izraza M lahko pokazˇemo, da je razred definiran z
(1)-(3), cˇe in samo cˇe M ne vsebuje redeksov.
Opazka 5.3.2. Cˇe M ≡ aM1 . . .Mn, kjer je a atom, in M ³β N , potem mora biti
N oblike
N ≡ aN1 . . . Nn,
kjer velja Mi ³β Ni za i = 1, . . . , n.
Dolga oblika M z vsemi oklepaji je
((. . . ((aM1)M2) . . .)Mn).
Vsak redeks, ki je v M mora biti tudi v nekem Mi.
Enako velja tudi za vsak pod-izraz λx.P , kjer se vezana spremenljivka x lahko spre-
meni pri redukciji M . 2
5.3.4 β-enakost
β-enakost med dvema λ-izrazoma velja, cˇe obstaja povezava med izrazoma preko β-
redukcij, ki ni nujno, da so usmerjene v isto smer.
Definicija 5.3.6. Izraz P je β-enak izrazu Q ali P =β Q, cˇcˇe lahko izpeljemo Q iz
P s koncˇno sekvenco β-kontrakcij in sprememb vezanih spremenljivk. P =β Q, cˇcˇe
obstaja P0 . . . Pn (n ≥ 0) tako da velja
(∀i ≤ n− 1) (Pi →β Pi+1 ali Pi+1 →β Pi ali Pi ≡α Pi+1
Primer 5.3.8.
(λx.λy.x)z w ³ z ∧
(λx.x)z ³ z =⇒
(λx.x)z =β (λx.λy.x)z z
Zveze med β-enakostjo in redukcijo lahko opisˇemo z naslednjimi lastnostmi, ki so
analogne tistim, ki smo jih prej dokazali za β-redukcijo.
Lema 5.3.6. Cˇe P =β Q in P ≡α P ′ in Q ≡α Q′ potem velja P ′ =β Q′.
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Lema 5.3.7 (Subtitucija in β-enakost).
M =β M ′, N =β N ′ ⇒ [N/x]M =β [N ′/x]M ′.
CR izrek velja tudi za zvezo med β-enakimi izrazi. β-enaki izrazi imajo eno samo
normalno obliko.
Izrek 5.3.2 (Church-Rosserjev izrek za β-enakost). Cˇe velja P =β Q potem obstaja
izraz T tako, da velja
M ³β T in N ³β T.
Dokaz zgornjega izreka bo predstavljen po dokazu CR izreka kasneje.
Poglejmo si sˇe nekaj posledic. Vse se dajo enostavno dokazati z uporabo CR izreka.
Posledica 5.3.1. Cˇe P =β Q in je Q β-nf potem velja P ³β Q.
Posledica 5.3.2. Cˇe P =β Q potem imata bodisi oba izraza P in Q isto normalno
obliko ali je oba nimata.
Posledica 5.3.3. Cˇe P,Q ∈ β-nf in P =β Q, potem P ≡α Q.
Naslednja posledica govori o β-enakosti izrazov, ki so bili uporabljeni za nasˇtevanje
elementov razreda β-nf. Posledica bo uporabljena kasneje.
Posledica 5.3.4. Cˇe sta a in b atoma in aM1 . . .Mm =β bN1 . . . Nn potem a ≡ b,
m = n in Mi =β Ni za i ≤ m.
Dokaz. Zaradi CR izreka za β-enakost 5.3.2 oba izraza reducirate v nek T .
Podobno kot v 5.3.2 sklepamo, da T ≡ aT1 . . . Tm kjer Mi ³β Ti za i = 1, . . . ,m.
Naprej, T ≡ bT ′1 . . . T ′n kjer Nj ³β T ′j za j = 1, . . . , n.
Velja torej aT1 . . . Tm ≡ T ≡ bT ′1 . . . T ′n, zato a ≡ b, m = n in Ti ≡ T ′i za i =
1, . . . ,m.
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5.3.5 Operacijska semantika
V cˇisti obliki je λ-racˇun ne vsebuje drugega kot spremenljivke, λ abstrakcijo in aplika-
cijo.
Edini nacˇin za evaluacijo λ-izrazov je redukcija redeksa, ki predstavlja aplikacijo funk-
cije na argumentu.
(λx.M)N → [N/x]M
Redukcijo λ-izraza realiziramo torej s prepisovanjem telesa λ-abstrakcije M z uporabo
substitucije [N/x]M .
V λ-izrazu imamo lahko vecˇ redeksov. Redeks λ-izraza se lahko nahaja zunaj ali pa je
vgnezden kot pod-izraz.
Poglejmo si zdaj pravila za redukcijo λ-izrazov s katerimi dolocˇimo vrstni red evalua-
cije redeksov λ-izraza.
Vrstni red dolocˇimo lahko z vrstnim redom uporabe pravil, kot tudi s pogoji, ki jih
lahko postavimo v premisi pravil.
Osnovno pravilo evaluacije je β-redukcija s katerim evaluiramo funkcijo predstavljeno
z λ-abstrakcijo na argumentu.
(λx.M)N → [N/x]M (5.5)
Zgornje pravilo nima nobenega pogoja v premisi. Uporabljamo ga lahko v primeru, da
izraza M ali N nista evaluirana.
Lahko zahtevamo, da sta izraza M ali N vrednosti tako, da dodamo v premiso pogoja
M val in N val.
M val N val
(λx.M)N → [N/x]M (5.6)
Z uporabo pogojev v premisi lahko izbiramo strategijo evaluacije λ izraza.
Strategijo evaluacije lahko definiramo tudi z naslednjima usmerjevalnima praviloma.
M →M ′
M N →M ′ N
N → N ′
M N →M N ′ (5.7)
Vrstni red evaluacije dolocˇimo z vrstnim redom uporabe zgornjih pravil.
Cˇe uporabljamo najprej prvo pravilo potem s tem zagotovimo, da se telo λ-izraz, ki
predstavlja funkcijo ovrednoti do vrednosti t.j. λ-abstrakcija, ki ne vsebuje redeksov.
Cˇe uporabljamo najprej drugo pravilo potem najprej ovrednotimo argumente funkcij-
skega klica. Na ta nacˇin se λ-abstrakcija aplicira nad argumentom, ki predstavlja vre-
dnost.
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Evaluacijske strategije
Recimo, da λ-izraz vsebuje vecˇ redeksov. Imamo vecˇ razlicˇnih strategij, ki dolocˇajo
vrstni red evaluacije redeksov v λ izrazu. Poglejmo si primer.
(λx.x) ((λx.x) (λz. (λx.x) z))
Izraz vsebuje tri redekse. Prepisˇimo izraz v bolj berljivo obliko in si oglejmo redekse.
id (id (λz. id z))
id (id (λz. id z))
id (id (λz. id z))
Strategija dolocˇa kateri redeks se bo reduciral naslednji.
Pogledali si bomo strategije: polna β-redukcija, normalna oblika, klic po imenu in klic
po vrednosti.
1) Polna β-redukcija je strategija, kjer lahko reduciramo poljuben redeks v vsaki tocˇki
izbire.
Cˇe izberemo najprej notranje redekse potem dobimo naslednjo evaluacijo.
id (id (λz. id z))
→ id (id (λz.z))
→ id (λz.z)
→ λz.z
2) Strategija normalne oblike izbere za redukcijo vedno skrajno levi, zunanji redeks.
Po tej strategiji bi izraz iz prejsˇnjega primera reducirali takole.
id (id (λz. id z))
→ id (λz. id z)
→ λz. id z
→ λz.z
Z uporabo te strategije je evaluacijska relacija (parcialna) funkcija. Vsak izraz M se
evaluira v natancˇno en izraz M ′.
To strategijo kot tudi naslednjo imenujemo tudi lena strategija, ker evaluira argumente
samo takrat, ko je to res potrebno.
3) Strategija klic po imenu ne dovoli redukcij znotraj abstrakcij. Sicer je enaka strategiji
normalne oblike. Po tej strategiji bi dobili naslednjo redukcijo.
id (id (λz. id z))
→ id (λz. id z)
→ λz. id z
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Evaluacija se je ustavila, ker je tretji redeks znotraj λ-abstrakcije.
Zadnji izraz je torej normalna oblika po tej strategiji.
Curry je uporabljal varianto te strategije, ki jo imenujejo klic po potrebi.
Namesto, da bi se argument funkcije vedno znova evaluiral se izracˇuna ob prvem klicu.
Vrednost rezultata evaluacije zamenja vse pojavitve izraza.
Ta strategija zahteva delo s sintaksnimi grafi—vecˇ izrazov ima lahko skupen podizraz.
4) Najbolj razsˇirjena strategija je klic po vrednosti.
Po tej strategiji se vedno reducira zunanji redeks, vendar po tem, ko so evaluirani vsi
redeksi na desni.
id (id (λz. id z))
→ id (λz. id z)
→ λz. id z
Opazimo, da v drugi vrstici argument (λz. id z) ni evaluiran pred celotnim izrazom,
ker ni redeks—argument je sama λ-abstrakcija, ki vsebuje redeks id z.
Strategijo klic-po-vrednosti imenujemo striktno, ker so argumenti funkcije vedno eva-
luirani do vrednosti pred evaluacijo klica funkcije.
Argumenti se torej ovrednotijo v primeru, da so potrebni pri izvajanju sicer se ne ovre-
dnotijo.
Ne-striktne strategije kot je npr. klic-po-imenu evaluirajo samo argumente, ki so dejan-
sko potrebni.
Klic po vrednosti
Strategija klic-po-vrednosti je najvecˇkrat privzeta metoda za evaluacijo λ-izazov. Stra-
tegija je definirana z naslednjimi pravili.
M →M ′
M N →M ′ N (5.8)
M val N → N ′
M N →M N ′ (5.9)
N val
(λx.M)N → [N/x]M (5.10)
Pravilo 5.8, ki je na prvem mestu, zahteva, da ovrednotimo najprej levo stran aplika-
cije. Pravilo 5.9 poskrbi, da se po ovrednotenju leve strani ovrednoti sˇe desna stran
aplikacije. Sˇele ko tudi desna stran postane vrednost lahko apliciramo pravilo 5.10.
Ker N v pravilu 5.10 mora biti vrednost se lahko pravilo ujame samo v primeru, da je
desna stran izraza vrednost.
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Vrstni red prozˇenja pravil popolnoma dolocˇa vrstni red ovrednotenja aplikacije M N :
1. M reduciramo v vrednost,
2. N reduciramo v vrednost in
3. izvedemo aplikacijo.
Klic po imenu
Strategija evaluacije klic-po-imenu je definirana s sledecˇimi pravili.
M →M ′
M N →M ′ N (5.11)
(λx.M)N → [N/x]M (5.12)
Aplikacija je zdaj predstavljena z enim samim pravilom 5.11. Pravilo ovrednoti levo
stran aplikacije in sˇele nato zacˇnemo z evaluacijo lambda abstrakcij. Za razliko od
pravila 5.10, pravilo 5.12 nima pogoj, da je N vrednost.
Vaja 5.3.1. Spreminjaj vrstni red pravil in opazuj kako se spreminja evaluacijska stra-
tegija pravil. 2
5.3.6 Church-Rosserjeva lastnost λ-racˇuna
Church-Rosserjeva lastnostΛ pravi, da cˇe sta dva λ-izraza β-konvertibilna potem imamo
λ-izraz v katerega se oba izraza reducirata.
Definicija 5.3.7. 1. Binarna relacija R na Λ je kompatibilna (z operacijami) cˇe
M R N ⇒ (ZM) R (ZN)
(MZ) R (NZ)
(λx.M) R (λx.N)
2. Relacija ≡α na Λ je kompatibilna ekvivalencˇna relacija.
3. Relacija redukcije na Λ je kompatibilna, refleksivna in tranzitivna.
Definicija 5.3.8. (i) En korak β-redukcije →β je definiran z naslednimi pravili.
1. (λx.M)N →β [N/x]M
2. M →β N ⇒ ZM →β ZN , MZ →β NZ in λx.M →β λx.N
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(ii) β-redukcija³β je definirana z naslednimi pravili.
1. M ³β M
2. M →β N ⇒M ³β N
3. M ³β N ∧N ³β L⇒M ³β L
(iii) Relacija β-enakost =β je definirana z naslednimi pravili.
1. M ³β N ⇒M =β N
2. M =β N ⇒ N =β M
3. M =β N ∧N =β L⇒M =β L
Primer 5.3.9.
ω ≡ λx.x x
Ω ≡ ω ω
Velja KIΩ³β I . 2
Slika 5.2: Pot med M in N
Intuitivno je M =β N , cˇe je M povezan z N preko povezav →β , kjer smer pusˇcˇic ni
pomemben. Povezava med M in N je prikazana na Sliki 5.2.
Primer 5.3.10. Pokazˇimo, da velja KIΩ =β II . Izpeljava je prikazana na Sliki 5.3.
2
Slika 5.3: Izpeljava KIΩ =β II
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Definicija 5.3.9. 1. β-redeks je izraz oblike (λx.M)N . Izraz [N/x]M je kontrak-
tum redeksa.
2. λ-izraz je v β-normalni obliki, cˇe nobeden pod-izraz ne vsebuje β-redeksa.
3. λ-izraz M ima β-normalno obliko, cˇe ∃N : M =β N in je N v β-normalni
obliki.
Primer 5.3.11. Izraz (λx.xx)y ni v β-no vendar ima izraz v β-no yy.
Lema 5.3.8. Naj bo M v β-normalni obliki. Potem velja
M ³β N ⇒ N ≡M
Dokaz. Ocˇitno.
Izrek 5.3.3 (Church-Rosserjev izrek). Cˇe velja M ³β N1 in M ³β N2 potem ∃N3 :
N1 ³β N3 in N2 ³β N3.
Slika 5.4 prikazuje izpeljavo M graficˇno.
Slika 5.4: Graficˇna predstavitev Church-Rosserjevega izreka
V nadaljevanju bomo postopno dokazali Church-Rosserjev izrek. Osnovna ideja je
naslednja.
Da bi dokazali izrek je zadosti, da pokazˇemo da velja t.i. Strip Lema, ki je graficˇno
prikazana na Sliki 5.5.
Naj bo M →β N1 en korak redukcije, ki spremeni redeks R iz M v njegov kontraktum
R′ v N1.
Cˇe sledimo spremembam redeksov R med redukcijo M →β N2, potem najdemo N3 z
reduciranjem vseh preostalih redeksov R v N2.
Da bi lahko sledili spremembam izrazov razsˇirimo Λ z oznacˇenimi izrazi Λ ⊇ Λ.
Zaradi razsˇirjene mnozˇice Λ je potrebno razsˇiriti tudi pravila za β-redukcijo.
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Slika 5.5: Strip Lema
Definicija 5.3.10 (Oznacˇevanje). 1. Λ je mnozˇica izrazov induktivno definirana na
sledecˇ nacˇin.
x ∈ V ⇒ x ∈ Λ
M,N ∈ Λ ⇒ (M N) ∈ Λ
M ∈ Λ, x ∈ V ⇒ (λx.M) ∈ Λ
M,N ∈ Λ, x ∈ V ⇒ ((λx.M)N) ∈ Λ
2. Oznacˇeni relaciji redukcije →β in³β sta razsˇirjeni za oznacˇene izraze.
(λx.M) N →β [N/x]M
(λx.M) N →β [N/x]M
Relacijo →β razsˇirimo do kompatibilne relacije. Relacija ³β je refleksivno in
tranzitivno zaprtje →β .
3. Cˇe M ∈ Λ potem |M | ∈ Λ dobimo tako, da odstranimo oznake. 2
Definicija 5.3.11. Preslikavaϕ : Λ→ Λ je induktivno definirana z naslednjimi pravili.
ϕ(x) ≡ x
ϕ(MN) ≡ ϕ(M)ϕ(N)
ϕ(λx.M) ≡ λx.ϕ(M)
ϕ((λx.M)N) ≡ ϕ(M)[ϕ(N)/x]
Funkcija ϕ skrcˇi vse redekse, ki so podcˇrtani odznotraj navzven.
Opazka 5.3.3. Zaradi strogega normalizacijskega izreka vrstni red krcˇenja redeksov
ne vpliva na rezultat oz. katerakoli strategija redukcije λ-izraza vodi do istega rezul-
tata. Normalizacijski izrek bo predstavljen kasneje.
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Notacija. Ekvivalenci |M | ≡ N ali ϕ(M) ≡ N bomo graficˇno predstavili kot je
prikazano na Sliki 5.6.
Slika 5.6: Notacija za || ali ϕ
Lema 5.3.9. Slika 5.7.
Slika 5.7: Lema || ◦ β ≡ β ◦ ||
Dokaz. Poglejmo primer, ko imamo samo en korak β-redukcije M →β N . N dobimo
s krcˇenjem redeksa v M . N ′ lahko dobimo s krcˇenjem istega redeksa v M ′. Splosˇen
primer sledi po tranzitivnosti.
Lema 5.3.10. (i) Naj bo M,N ∈ Λ.
ϕ(M [N/x]) ≡ [ϕ(N)/x]ϕ(M)
(ii) Slika 5.8.
Slika 5.8: Lema ϕ ◦ β ≡ β ◦ ϕ
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Dokaz. (i) Indukcija po strukturi M . V vsakem od naslednjih primerov ekvivalenca
velja, cˇe po induktivni hipotezi predpostavimo pravilnost lastnosti za pod-izraze
npr. M ′ in N ′.
Primer 1. M = y.
ϕ([N/x]y) ≡ [ϕ(N)/x]ϕ(y)
x = y ⇒ ϕ(N) ≡ ϕ(N)
x 6= y ⇒ y = y
Primer 2. M =M ′N ′.
ϕ([N/x](M ′N ′)) ≡ [ϕ(N)/x]ϕ(M ′N ′)
ϕ([N/x]M ′ [N/x]N ′) ≡ [ϕ(N)/x](ϕ(M ′) ϕ(N ′))
ϕ([N/x]M ′) ϕ([N/x]N ′) ≡ [ϕ(N)/x]ϕ(M ′) [ϕ(N)/x]ϕ(N ′)
Primer 3. M = λy.M ′
ϕ([N/x](λy.M ′)) ≡ [ϕ(N)/x]ϕ(λy.M ′)
ϕ(λy.[N/x]M ′) ≡ [ϕ(N)/x](λy.ϕ(M ′))
λy.ϕ([N/x]M ′) ≡ λy.[ϕ(N)/x]ϕ(M ′)
Primer 4. M = (λy.M ′)N ′
ϕ([N/x]((λy.M ′)N ′)) ≡ [ϕ(N)/x]ϕ(((λy.M ′)N ′)
ϕ([N/x](λy.M ′) [N/x]N ′) ≡ [ϕ(N)/x](ϕ(λy.M ′) ϕ(N ′))
(λy.ϕ([N/x]M ′)) ϕ([N/x]N ′) ≡ (λy.[ϕ(N)/x]ϕ(M ′)) [ϕ(N)/x]ϕ(N ′)
(ii) Ker M,N ∈ Λ potem predpostavljamo, da so nekateri redeksi v M in ustrezno v
N oznacˇeni.
Uporabimo indukcijo po konstrukciji³β in (i).
Primer 1. M ³β M
Velja N =M in tudi ϕ(N) = ϕ(M).
Primer 2. M →β N ⇒M ³β N
Imamo en sam korak redukcije M →β N .
Cˇe je uporabljeno pravilo redukcije (λx.M ′)N ′ →β [N ′/x]M ′ potem je
lastnost dokazana z uporabo (i):
ϕ((λx.M ′)N ′) ≡ ϕ([N ′/x]M ′)
(λx.ϕ(M ′))ϕ(N ′) ≡ [ϕ(N ′)/x]ϕ(M ′) zaradi (i)
[ϕ(N ′)/x]ϕ(M ′) ≡ [ϕ(N ′)/x]ϕ(M ′)
Za neoznacˇeno verzijo pravila velja isto.
Druga mozˇnost je, da je bilo uporabljeno eno izmed pravil M →β N ⇒
ZM →β ZN , MZ →β NZ in λx.M →β λx.N . Poglejmo ZM →β
ZN . Po induktivni predpostavki velja lastnost za M →β N : ϕ(β(M)) ≡
β(ϕ(M)). Potem velja tudi: ϕ(β(ZM)) ≡ β(ϕ(ZM).
5.3. EVALUACIJA 99
Primer 3. M ³β N ∧N ³β L⇒M ³β L
Predpostavimo, da za obe redukciji velja lastnost prikazana na Sliki 5.8 in
zdruzˇimo obe poti.
Lema 5.3.11. Slika 5.9.
Slika 5.9: Lema β(|M |) ≡ ϕ(M)
Dokaz. Vsak redeks iz |M |, ki je reduciran med izvajanjem β je oznacˇen v M .
V dokazu uporabimo indukcijo glede na strukturo M .
Slika 5.10: Strip Lema
Lema 5.3.12 (Strip Lema). Slika 5.10.
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Slika 5.11: Dokaz Strip Leme
Dokaz. Naj bo N1 rezultat redukcije primerka redeksa R ≡ (λx.P )Q v M . M ′ ∈ Λ
dobimo iz M z zamenjavo R z R′ ≡ (λx.P )Q. Potem velja |M ′| ≡ M in ϕ(M ′) ≡
N1. Na osnovi lem 5.3.9, 5.3.10 in 5.3.11 lahko konstruiramo diagram na Sliki 5.11,
ki dokazuje Strip Lemo.
Opazka 5.3.4. Osnovno idejo dokaza lahko opisˇemo na naslednji nacˇin.
Za dane M , β-redukcijo M →β N1 in sekvenco β-redukcij M ³β N2 pokazˇemo, da
lahko konstruiramo N2 ³β N3 in N1 ³β N3.
Te dve izpeljavi konstruiramo tako, da oznacˇimo v M ′ redeks, ki smo ga reducirali v
M , da bi dobili N1. Dano izpeljavo M ³β N2 izvedemo na M ′ in v primeru, da je v
M ′ ostal oznacˇen redeks reduciramo sˇe tega v izpeljavi N2 ³β N3.
Naredili smo torej eno mozˇno konstrukcijo izpeljaveM →β N1 ³β N3. Prej dokazani
izreki nam omogocˇajo, da taksˇno konstrukcijo lahko naredimo. 2
Poglejmo si zdaj sˇe dokaz Church-Rosserjevega izreka.
Dokaz. Cˇe M ³β N1 potem M ≡M1 →β M2 →β . . .→β Mn ≡ N1. Lastnost CR
velja na osnovi Strip Leme in diagrama na Sliki 5.12.
Posledice Church-Rosserjeve lastnosti
Church-Rosserjeva (okr. CR) lastnost jezika zagotavlja unikatnost normalne oblike ne-
glede na obstoj normalne oblike.
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Slika 5.12: Dokaz CR
Church-Rosserjeva lastnost ima pomen za λ-racˇun brez tipov, kjer normalizacijski izrek
ne velja.
Posledica 5.3.5. Cˇe velja M =β N potem obstaja L tako da M ³β L in N ³β L.
Intuitivno dokazˇemo posledico takole: cˇe imamo pot med M in N dano z M =β N ,
potem ponavljaj uporabo CR na parih stavkov dokler ne dobisˇ L. Graficˇno je dokaz
predstavljen na Sliki 5.13.
Slika 5.13: Dokaz posledice CR za M =β N
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Dokaz. Indukcija na osnovi konstrukcije =β .
Primer1. M =β N zaradi M ³β N . Vzamemo L ≡ N .
Primer 2 M =β N zaradi N =β M . Po indukcijski hipotezi obstaja skupen β-redukt
M,N ³β L1. Vzamemo L ≡ L1.
Primer 3. M =β N zaradi M =β N ′, N ′ =β N . Stanje je predstavljeno na
Sliki 5.14.
Slika 5.14: Dokaz posledice CR za M =β N
Posledica 5.3.6. Cˇe je N β-nf λ-izraza M potem velja M ³β N .
Dokaz. Naj bo M =β N , kjer je N v β-nf. Zaradi Posledice 5.3.5 velja M ³β L in
N ³β L, za nek L. Potem pa mora veljati N ≡ L, torej M ³β L.
Takojsˇnja posledica CR izreka je unikatnost normalne oblike za jezike, kjer velja CR.
Posledica 5.3.7. Vsak λ-izraz ima natancˇno eno β-nf.
Dokaz. Cˇe velja M ³β N1, N2, kjer sta N1 in N2 β-nf, potem zaradi Posledice 5.3.6
velja N1, N2 ³β L za nek L. Toda ker sta N1 in N2 v normalni obliki potem jih ni
mogocˇe vecˇ naprej reducirati, velja mora torej N1 = N2 = L.
Ena izmed posledic CR je konsistentnost λ-racˇuna: Λ 6` true =β false ali, v splosˇnem,
Λ 6`M =β N .
Konsistentnost jezika izhaja iz logike, kjer konsistentnost pomeni, da ni mogocˇe doka-
zati izjave in tudi negacije izjave.
Konsistentnost v λ-racˇunu lahko dokazˇemo tako, da vidimo, da sta true in false dve
razlicˇni β-nf. Prej smo dokazali, da ima vsak izraz eno samo β-nf.
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Posledica 5.3.8. λ-racˇun je konsistenten: ni res, da bi veljalo M =β N za poljubna
M in N .
5.4 Izrazna mocˇ λ-racˇuna
5.4.1 Osnovni pojmi teorije izracˇunljivosti
Izracˇunljive funkcije so osnovni objekt sˇtudija na podrocˇju teorije izracˇunljivosti, ki je
novejsˇe ime za Teorijo rekurzivnosti (angl. Recursion theory).
Izracˇunljive funkcije ustrezajo intuitivnem konceptu algoritma. Na osnovi izracˇunljivih
funkcij lahko govorimo o izracˇunljivosti brez referenciranja na konkretni model racˇunanja
kot je npr. Turingov stroj ali registerski stroj.
Za izracˇunljive funkcije velikokrat uporabljamo izraz efektivno izracˇunljive funkcije—
funkcije za katere obstaja konkretna metoda po kateri jih lahko izracˇunamo.
Church-Turingove teze pravijo, da so izracˇunljive funkcije natancˇno tiste funkcije, ki
jih lahko izracˇunamo na Turingovem stroju t.j. mehanskem stroju za racˇunanje, ki ima
na razpolago neskoncˇno prostora in cˇasa.
Locˇimo med totalnimi izracˇunljivimi funkcijami in parcialnimi izracˇunljivimi funkci-
jami. Totalne funkcije so tiste, ki so definirane za vse mozˇne vhode oz. nabore pa-
rametrov. Totalne izracˇunljive funkcije ustrezajo tistim funkcijam za katere obstaja
Turingov stroj, ki je definiran za vse vhode in se vedno ustavi z rezultatom.
Parcialne funkcije so tiste, ki niso definirane za vse vhode. Parcialne funkcije ustrezajo
natancˇno tistim funkcijam za katere obstaja Turingov stroj, ki jih zna izracˇunati vendar
ni nujno, da se stroj ustavi za vsak vhod. V nekaterih primerih se Turingov stroj bodisi
ustavi v nedefiniram polozˇaju ali se vrti v zanki.
Okoli terminologije
Pred odkritjem Turingovega stroja in preden je bil definiran λ-racˇun je prevladovalo
mnenje, da so vse funkcije izracˇunljive v smislu totalnih funkcij. Iz tega razloga je bila
izracˇunljivost najprej obravnavana kot odlocˇjiva lastnost.
Po odkritju prvih jezikov, ki niso odlocˇljivi (za katere se Turingov stroj ne ustavi) je
terminologija deloma ostala taksˇna kot je bila. Na primer, rekurziven jezik je sˇe zdaj
misˇljen totalno rekurziven jezik [18].
V letih okoli 1930 je pojem rekurzivna funkcija pomenil isto kot izracˇunljiva funkcija.
Pojem rekurzivnosti je bil marsikdaj uporabljen kot sinonim za izracˇunljivost.
Sˇplosˇne rekurzivne funkcije kot jih je definiral Go¨del so totalno izracˇunljive funkcije
oz. so ekvivalentne totalnemu Turingovem stroju [12].
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Parcialne rekurzivne funkcije ustrezajo parcialnim izracˇunljivim funkcijam oz. jeziku
Turingovega stroja, ki ni nujno da se ustavi za vsak vhod.
Moderne definicije
V nadaljevanju si bomo pogledali sˇe moderne definicije osnovnih dveh razredov funk-
cij. Totalno izracˇunljive funkcije gledano iz strani mnozˇic ustrezajo rekurzivnim jezi-
kom. Parcialno izracˇunljive funkcije pa ustrezajo rekurzivno presˇtevnim jezikom.
Rekurzivni jezik L je taksˇen jezik za katerega obstaja Turingov stroj M , ki sprejme
besede w ∈ L in zavrne besede w 6∈ L. Turingov stroj, ki implementira rekurziven
jezik, se torej ustavi za vsako vhodno besedo.
Rekurzivne jezike imenujemo tudi totalni Turingov jezik ali odlocˇljiv jezik.
Rekurzivno presˇtevni jezik L je taksˇen jezik za katerega obstaja Turingov stroj M , ki
nasˇteje vse besede w ∈ L.
Za rekurzivno presˇteven jezik L obstaja Turingov stroj M , ki sprejme vse besede w ∈
L vendar ni nujno, da se ustavi v primeru da w 6∈ L.
Rekurzivno presˇtevni jezik imenujemo tudi izracˇunljivo presˇteven jezik ali delno odlocˇljiv
jezik.
5.4.2 Izrek o fiksni tocˇki
Fiksna tocˇka operatorja ali funkcije je objekt, ki se ne spremeni, ko je operator apliciran
na objekt.
Operacija kvadriranja ima dve fiksni tocˇki: 0 in 1, ker elja 02 = 0 in 12 = 1.
Operator naslednik za naravna sˇtevila nima fiksne tocˇke, ker velja n+ 1 6= n za vse n.
Naslednji izrek pravi, da ima vsak operator v λ-racˇunu fiksno tocˇko. Za vsak izraz X
imamo izraz P , ki je odvisen od X , in za katerega velja
XP =β P.
Definicija 5.4.1 (Izrek o fiksni tocˇki). Imamo kombinator Y tako, da velja
Y x =β x(Y x)
Dokaz. Primeren Y je odkril Alan Turing v letu 1937.
Y = UU, kjer je U ≡ λux.x(uux)
Y x ≡ (λu.(λx.x(uux)))Ux→β (λx.x(UUx))x→β x(UUx) ≡ x(Y x)
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Turingov kombinator ni edini mozˇen. Kombinator Y sta predlagala tudi Haskell Curry
in Paul Rosenbloom.
Y ≡ λf.(λx.f(xx))(λx.f(xx))
Za Y velja
∀F Y F = F (Y F ),
kot je podano zˇe v prejsˇnji definiciji.
Poglejmo si sˇe enkrat dokaz za izrek o fiksni tocˇki z uporabo Churry-Rosenbloom
kombinatorja Y .
Dokaz. Naj bo W = λx.F (xx) in X =WW .
X ≡WW ≡ (λx.F (xx))W = FWW ≡ FX.
Naslednji primer prikazˇe uporabo kombinatorja Y za definicijo funkcije, ki izracˇuna
fakulteto.
Primer 5.4.1. Intuitivna definicija funkcije, ki izracˇuna fakulteto danega sˇtevila.
if n = 0 then 1
else n ∗ (if n− 1 = 0 then 1
else (n− 1) ∗ (if n− 2 = 0 then1
else (n− 2) ∗ . . .
Rekurzijo lahko izrazimo s funkcijo G = λf.〈telo f〉 in F = Y G.
F = Y G
=β G (Y G)
=β 〈telo (Y G)〉
=β 〈telo 〈telo (Y G)〉〉
...
Funkcijo Factorial lahko zdaj definiramo na sledecˇ nacˇin.
Fact = λfact.λn.if (IsZero n) C1 (Times n (fact(Pred n)))
Factorial = Y Fact
Poglejmo si izpeljavo fakultete za C2.
Factorial C2 = Y Fact C2
=β Fact (Y Fact) C2
=β (λfact.λn.if(IsZero n) C1 (Times n(fact(Pred n)))) (Y Fact) C2
=β (λn.if(IsZero n) C1 (Times n(Y Fact (Pred n)))) C2
=β if(IsZero C2) C1 (Times C2(Y Fact (Pred C2)))
=β if False C1 (Times C2(Y Fact C1)))
=β Times C2(Y Fact C1)
= Times C2(Factorial C1)
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2
5.4.3 Racˇunanje z naravnimi sˇtevili
Definicija 5.4.2. 1. Fn(M), kjer je F ∈ Λ in n ∈ N, je induktivno definirana kot
sledi.
F 0(M) ≡ M ;
Fn+1(M) ≡ F (Fn(M)).
2. Churcheva sˇtevila c0, c1, c2 . . . so definirana na sledecˇ nacˇin.
cn ≡ λfx.fn(x)
Lema 5.4.1 (J.Barkley Rosser).
A+ ≡ λxypq.xp(ypq)
A∗ ≡ λxyz.x(yz)
Aexp ≡ λxy.yx
2
Pravilnost operacij bomo dokazali malce kasneje.
Za vse n,m ∈ N velja:
A+cncm = cn+m
A∗cncm = cn∗m
Aexpcncm = c(nm)
Lema 5.4.2. 1. (cnx)m(y) = xn∗m(y)
2. (cn)m(x) = c(nm)(x), za m > 0
Dokaz. 1. Uporabimo indukcijo po m. Cˇe je m = 0, potem LHS = y = RHS.
Predpostavimo zdaj, da (1) velja za m.
(cnx)m+1(y) = (cnx)((cnx)m(y))
= (cnx)(xn∗m(y)) (zaradi IH)
= xn(xn∗m(y))
= xn+n∗m(y))
= xn∗(m+1)(y))
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2. Uporabimo indukcijo po m. Cˇe je m = 1, potem LHS = cnx = RHS. Cˇe (2)
velja za m potem
(cn)m+1(x) = (cn)((cn)m(x))
= (cn)(cnm(x)) (zaradi IH)
= λy.(cnm(x))n(y)
= λy.xn
m∗n(y) (zaradi (1))
= cnm+1x
Dokaz. (Lema A+,A∗,Aexp).
1.
A+cncm ≡ (λxypq.xp(ypq))cncm
= λpq.(cn)p((cm)pq)
= λpq.(cn)p(pmq)
= λpq.pnpmq
= λpq.pn+mq
≡ cn+m
2.
A∗cncm ≡ (λxyz.x(yz))cncm
= λz.(cn)((cm)z)
= λz.(λfx.fnx)((cm)z)
= λz.(λx.((cm)z)nx))
= λz.(λx.(zn∗mx)) (zaradi 5.4.2 (1))
≡ λfx.fn∗mx
= cn∗m
3.
Aexpcncm ≡ (λxy.yx)cncm
= cmcn
= (λfx.fmx)cn
= λx.(cn)mx
= λx.(cnm)x (zaradi 5.4.2 (2))
= cnm
λx.Mx =M , cˇe M ≡ λy.M ′[y] in x 6∈ F (M).
λx.Mx ≡ λx.(λy.M ′[y])x
= λx.(λy.M ′[y])x
= λx.M ′[x]
≡ λy.M ′[y]
≡ M
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Alternatina predstavitev N
Naravna sˇtevilaN lahko predstavimo s Churchovimi sˇtevili, ki smo jih opisali v prejsˇnji
sekciji.
Ogledali si bomo sˇe malce drugacˇen nacˇin predstavitve N in Boolovih vrednosti B.
Definicija 5.4.3. (i) true ≡ K, false ≡ K∗.
(ii) Naj bo B ∈ B. if stavek lahko potem predstavimo z
BPQ.
Definicija 5.4.4. Naj bo M,N ∈ Λ.
[MN ] ≡ λz.zMN
Potem velja
[M,N ]true =M,
[M,N ]false = N,
in lahko uporabimo [M,N ] kot urejen par.
Pare [M,N ] lahko uporabimo za alternativno predstavitev celih sˇtevil.
Definicija 5.4.5. Za vsak n ∈ N je sˇtevilo pnq definirano induktivno na sledecˇ nacˇin.
p0q ≡ I
pn+ 1q ≡ [false, pnq]
Lema 5.4.3. Obstajajo kombinatorji S+, P− in Zero tako, da velja:
S+pnq ≡ pn+ 1q
P−pn+ 1q ≡ pnq
Zerop0q ≡ true
Zeropn+ 1q ≡ false
Dokaz.
S+ ≡ λx.[false, x],
P− ≡ λx.x false,
Zero ≡ λx.x true
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Primer 5.4.2.
S+ pnq = (λx.[false, x]) pnq
= [false, pnq]
= pn+ 1q
P− pn+ 1q = (λx.x false) pn+ 1q
= pn+ 1q false
= [false, pnq] false
= K∗ false pnq
= pnq
Zero p0q ≡ Zero I
= (λx.x true) I
= I true
= true
Zero p1q ≡ Zero [false, I]
= (λx.x true) [false, I]
= [false, I] true
= K false I
= false
5.4.4 Izracˇunljive funkcije
Predstavili smo zˇe funkcije za racˇunanje z naravnimi sˇtevili N, ki so definirane v λ-
racˇunu z uporabo Churchovih sˇtevil.
V tej sekciji bodo predstavljene izracˇunljive funkcije in pogoji katerim morajo funkcije
zadosˇcˇati za pripadnost razredu totalnih in parcialnih izracˇunljivih funkcij.
Opazka 5.4.1. Z rekurzivnimi funkcijami se je ukvarjal Kurt Go¨del.
Vse probleme lahko prevedemo na procesiranje celih sˇtevil podobno kot lahko vse pro-
bleme prevedemo na Turingov stroj.
Vprasˇanje: kako definirati razred funkcij, ki so izracˇunljive?
Go¨del se je zacˇetno ukvarjal s primitivno rekurzivnimi funkcijami, ki predstavljajo zelo
obsezˇen razred funkcij.
Primitivna rekurzija predstavlja totalno funkcijo.
Omejeni operator minimalizacije je ekvivalenten primitivnim rekurzivnim funkcijam.
Neomejeni operator minimalizacije ali µ-operator omogocˇa izrazˇanje parcialnih funk-
cij. 2
Izracˇunljive funkcije lahko predstavimo s Turingovim strojem.
Church-Turingove teze pravijo, da lahko s Turingovim strojem realiziramo vse algo-
ritmicˇno izrazljive (izracˇunljive) funkcije.
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Katere funkcije bolj natacˇno predstavljajo Turingov jezik?
V tej sekcijo bomo predstavili osnovno karakterizacijo izracˇunljivih funkcij, iz stalisˇcˇa
matematicˇnega jezika.
Namesto Turingovega stroja so centralen objekt sˇtudija funkcije.
Predstavljena bosta dva razreda rekurzivnih funkcij1: primitivno rekurzivne funkcije in
µ-rekurzivne funkcije.
Primitivno rekurzivne funkcije so zgrajene iz intuitivno izracˇunljivih funkcij s pomocˇjo
funkcijske kompozicije in operatorja primitivne rekurzije.
Totalne µ-rekurzivne funkcije dobimo tako, da operaturju primitivne rekurzije dodamo
omejene µ-rekurzivne funkcije.
Parcialne µ-rekurzivne funkcije dobimo tako, da uporabimo µ-operator neomejene mi-
nimalizacije, ki predstavlja funkcijsko predstavitev sekvencˇnega iskanja.
Koncˇni rezultat podrocˇja je ekvivalentnost med Turingovimi jeziki in µ-rekurzivnimi
funkcijami 2.
Primitivno rekurzivne funkcije
Druzˇina intuitivno izracˇunljivih funkcij, ki jo imenujemo primitivno rekurzivne funk-
cije, dobimo iz osnovnih funkcij s pomocˇjo operatorjev, ki zgradijo nove funkcije iz
obstojecˇih.
Definicija 5.4.6. Osnovne funkcije so numericˇne funkcije Uni , S+, Z definirane kot
S+(n) = n+ 1,
Z(n) = 0
Uni (x1, . . . , xn) = xi, (1 ≤ i ≤ n)
Osnovne funkcije so ocˇitno izracˇunljive.
Namesto zaporedja vrednosti x1, . . . , xn bomo v nadaljevanju pisali ~x.
Primitivno izracˇunljive funkcije so sestavljene iz osnovnih funkcij z operatorjem kom-
pozicije funkcij in operatorjem primitivne rekurzije.
Operator kompozicije funkcij razsˇirja razred intuitivno izracˇunljivih funkcij tako, da
dovoljuje kompozicijo enostavnih funkcij v bolj kompleksne funkcije.
Definicija 5.4.7. Naj bo A razred primitivno rekurzivnih funkcij. A je zaprt za kom-
pozicijo, cˇe velja za vse ϕ definirane kot
ϕ(~n) = χ(ψ1(~n), . . . , ψm(~n)),
1Kot je bilo zˇe predstavljeno prej ustreza izraz rekurzivne funkcije izracˇunljivim funkcijam.
2Predstavljen material je povzet iz ucˇbenika Sudkamp, Languages and Machines : An Introduction to the
Theory of Computer Science [21].
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kjer so χ, ψ1, . . . , ψm ∈ A potem tudi ϕ ∈ A.
Izracˇunjivost ϕ sledi iz izracˇunljivosti funkcij, ki sestavljajo ϕ.
Drugi operator, ki ga uporabljamo za sestavljanje izracˇunljivih funkcij je operator pri-
mitivne rekurzije.
Definicija 5.4.8. Razred A je zaprt za primitivno rekurzijo, cˇe za vse ϕ definirane kot
ϕ(0, ~n) = χ(~n),
ϕ(k + 1, ~n) = ψ(ϕ(k, ~n), k, ~n),
kjer χ, ψ ∈ A velja ϕ ∈ A.
Vektor ~n predstavlja parametre in k predstavlja rekurzivno spremenljivko operatorja
primitivne rekurzije.
Operator primitivne rekurzije vsebuje algoritem za izracˇun funkcije ϕ(k, ~n) sestavljene
iz izracˇunljivih funkcij χ, ψ.
Za vrednost rekurzivne spremenljike k = 0 je vrednost ϕ(0, ~n) = χ(~n).
Pri vrednosti rekurzivne spremenljivke k + 1 je vrednost ϕ(k + 1, ~n) sestavljena z
uporabo funkcije ψ nad komponentami:
1. parametri ~n,
2. prejsˇnje vrednosti rekurzivne spremenljivke k in
3. prejsˇnje (rekurzivne) vrednosti funkcije ϕ(k, ~n).
Povzamimo zdaj karakterizacijo primitivno rekurzivnih funkcij z naslednjo definicijo.
Definicija 5.4.9. Razred primitivno rekurzivnih funkcij vsebuje vse funkcije, ki jih do-
bimo z uporabo osnovnih funkcij, ki so povezane s koncˇnim sˇtevilom aplikacij kompo-
zicije in primitivne rekurzije.
Poglejmo si zdaj nekaj primerov definicije primitino rekurzivnih funkcij.
Primer 5.4.3. Funkcija sesˇtevanja add je definirana s primitivno rekurzijo na osnovi
funkcij χ(x) in ψ(k, x).
add(0, x) = χ(x) = x;
add(k + 1, x) = ψ(add(k, x), k, x) = add(k, x) + 1.
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Poglejmo si primer izvajanja funkcije add(4, 2).
add(4, 2) = add(3, 2) + 1
= (add(2, 2) + 1) + 1
= ((add(1, 2) + 1) + 1) + 1
= (((add(0, 2) + 1) + 1) + 1) + 1
= (((2 + 1) + 1) + 1) + 1
= 6
Primer 5.4.4. Funkcija mnozˇenja mult(x, y) je definirana na osnovi funkcij χ(x) = 0
in ψ(mult(x, y), x, y) = add ◦ (U31 , U33 ).
mult(0, y) = χ(y) = 0;
mult(x+ 1, y) = ψ(mult(x, y), x, y) = add(mult(x, y), y).
Primitivno rekurzivne funkcije se lahko realizirajo s Turingov strojem. Kasneje bomo
pokazali, da jih je mogocˇe izraziti tudi z λ-racˇunom.
Minimalizacija
Omejeni operatorji predstavljajo funkcije, ki iterativno izracˇunajo funkcijo na osnovi
spodnje in zgornje meje rekurzivne spremenljike.
Primer omejenega operatorja je vsota sekvence naravnih sˇtevil.
f(k) =
k∑
i=0
g(i) = g(0) + g(1) + g(2) + . . .+ g(k)
Omejene operatorje lahko vidimo kot kompozicijo vrste funkcij. Na primer, prejsˇno
vsoto za k = 4 lahko vidimo kot funkcijo
add ◦ (U41 , add ◦ (U42 , add ◦ (U43 , U44 )))
Funkcijo f imenujemo omejena vsota g.
Omejeni operatorji, katerih parametri so primitivno rekurzivne funkcije, so tudi primi-
tivno rekurzivne funkcije.
Prejsˇnji primer je prikazal omejeno vsoto, ki se zacˇne s parametrom k = 0.
Omejeno vsoto lahko definiramo tako, da k omejimo s spodnjo in zgornjo mejo. Tudi
tem primeru je funkcija, ki jo dobimo primitivna rekurzija.
Kaj se zgodi, cˇe k ni omejen? V primeru vsote bi dobili neskoncˇno vsoto.
Cˇe zˇelimo konstruirati funkcijo s katero isˇcˇemo primeren k in torej k ni fiksen, moramo
uporabiti minimalizacijo.
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µ-operator µm[χ(~x,m)] realizira funkcijo, kjerm ni omejen z mejami ampak se povecˇuje
tako dolgo dokler ni zadosˇcˇeno pogoju opisanim s predikatom χ.
Definicija 5.4.10. Naj bo ~x = x1, x2, . . . , xn vektor vrednosti. Operator minimaliza-
cije (ali µ-operator) je funkcija
ϕ(~x) = µm[χ(~x,m)],
ki postavi vrednost m = 0 ter potem povecˇuje m za 1 ter izracˇuna najmanjsˇe sˇtevilo m
tako da velja χ(~x,m) = 1, cˇe obstaja taksˇno sˇtevilo; sicer je nedefiniran.
Intuitivna interpretacija µ-operatorja je iskanje nad naravnimi sˇtevili. Operator povecˇuje
m ter preverja, cˇe velja pogoj izrazˇen s funkcijo χ.
Funkcija ϕ, ki jo dobimo z uporabo minimalizacije na osnovi primitivno rekurzivnega
predikata, ni nujno, da je primitivno rekurzivna.
Funkcija ϕ tudi ni nujno, da je totalna! Poglejmo si primer.
ϕ(x) = µm[x = m ∗m]
Za x = m2 vrne funkcija m, medtem ko za vse vrednosti, ki niso kvardrat nekega
sˇtevila povecˇuje m v neskoncˇnost.
µ-operator lahko omejimo tako, da dolocˇimo do katere meje se m povecˇuje.
Definicija 5.4.11. Naj bo y vrednost in ~x = x1, x2, . . . , xn vektor vrednosti. Omejen
operator minimalizacije (ali omejen µ-operator) je funkcija
ϕ(~x, y) = µym[χ(~x,m)],
ki izracˇuna najmanjsˇi m za katerega velja χ(~x,m) = 1 in 0 ≤ m ≤ y, ali vrne y + 1,
ko velja m ≥ y.
Omejen µ-operator je primitivno rekurzivna funkcija.
Izrek 5.4.1. Naj bo χ(~x,m) primitivno rekurzivna funkcija. Funkcija
ϕ(~x, y) = µym[χ(~x,m)]
je primitivno rekurzivna funkcija.
Dokaz. Dokaz se nahaja v [21], Izrek 13.3.3.
Tudi v primeru, da je meja y omejenega µ-operatorja dolocˇena s primitivno rekurzivno
funkcijo odvisno od ~x), je funkcija ϕ primitivno rekurzivna.
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Izrek 5.4.2. Naj bosta χ in ψ primitivno rekurzivni funkciji. Omejen µ-operator
ϕ(~x, y) = µψ(~x)m[χ(~x,m)]
je primitivno rekurzivna funkcija.
Poglejmo si zdaj primer uporabe µ-operatorja.
Primer 5.4.5. Za dan n ∈ N lahko vedno izracˇunamo najmanjsˇe prasˇtevilo y ≥ n.
Dana imamo dva predikata.
• φ1(y) predstavlja predkat “y je prasˇtevilo”.
• φ2(n, y) definira predikat “n ≤ y”.
Najmanjsˇe prasˇtevilo y ≥ n lahko izracˇunamo z µ-operatorjem:
µy[φ1(y) ∧ φ2(n, y)]
Zgornja minimalizacija je totalna funkcija, ker vemo, da vedno obstaja prasˇtevilo, ki
je vecˇje od danega sˇtevila n.
Minimalizacijo bi lahko omejili tudi z oceno y ≤ (n! + 1). (manjka izpeljava ocene ...)
µyn!+1[φ1(y) ∧ φ2(n, y)]
2
Poglejmo si sˇe definicijo totalnega µ-operatorja, kjer zahtevamo, da se minimalizacija
vedno zakljucˇi.
Definicija 5.4.12. Naj bo χ(~x,m) numericˇna totalna funkcija. Totalen operator mini-
malizacije (ali totalen µ-operator) je funkcija
ϕ(~n) = µm[χ(~n,m)]
kjer velja
∀~n∃mχ(~n,m).
Totalni operator minimalizacije bomo potrebovali pri definiciji totalno izracˇunljivih
funkcij.
Neomejen µ-operator nima nobenih omejitev glede izvajanja. Operator se ustavi samo
v primeru, da velja χ(~x,m).
Kot smo videli zˇe na primeru µm[x = m ∗m] se lahko izvajanje µ-operatorja nikoli
ne koncˇa.
Poglejmo si zdaj razred numericˇnih funkcij A, ki ga dobimo z uporabo predstavljenih
operatorjev.
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Definicija 5.4.13. Razred numericˇnih funkcij A vsebuje naslednje funkcije.
1. Razred vsebuje osnovne funkcije S+(n), Z(n), Uni (x1, . . . , xn) ∈ A.
2. A je zaprt za kompozicijo, cˇe velja za vse ϕ definirane kot
ϕ(~n) = χ(ψ1(~n), . . . , ψm(~n)),
kjer so χ, ψ1, . . . , ψm ∈ A potem tudi ϕ ∈ A.
3. A je zaprt za primitivno rekurzijo, cˇe za vse ϕ definirane kot
ϕ(0, ~n) = χ(~n),
ϕ(k + 1, ~n) = ψ(ϕ(k, ~n), k, ~n),
kjer χ, ψ ∈ A, velja ϕ ∈ A.
4. A je zaprt za totalno minimalizacijo, cˇe za vse ϕ definirane kot
ϕ(~n) = µm[χ(~n,m)]
kjer χ ∈ A in
∀~n∃mχ(~n,m),
velja ϕ ∈ A.
5. A je zaprt za neomejeno minimalizacijo, cˇe za vse ϕ definirane kot
ϕ(~n) = µm[χ(~n,m)]
kjer χ ∈ A, velja ϕ ∈ A.
Predstavimo zdaj pogoje, ki jim mora jezik zadosˇcˇati, da lahko izrazˇa totalno ali parci-
alno izracˇunljive funkcije.
Definicija 5.4.14. Razred totalno izracˇunljivih funkcij je najmanjsˇi razred numericˇnih
funkcij, ki vsebuje vse osnovne funkcije in je zaprt s koncˇnim sˇtevilom aplikacij kompo-
zicije, primitivne rekurzije in totalnega operatorja minimalizacije.
Definicija 5.4.15. Razred µ-rekurzivnih funkcij je najmanjsˇi razred numericˇnih funk-
cij, ki vsebuje vse zacˇetne funkcije in je zaprt s koncˇnim sˇtevilom aplikacij kompozicije,
primitivne rekurzije in neomejene minimalizacije.
Poglejmo si zdaj sˇe relacijo med Turingovim strojem in µ-rekurzivnimi funkcijami.
Izrek 5.4.3. Vsako µ-rekurzivno funkcijo lahko realiziramo s Turingovim strojem.
Dokaz. Dokaz se nahaja v [21], Izrek 13.6.4.
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Izrek 5.4.4. Jezik vsakega Turingovega stroja je µ-rekurziven.
Dokaz. Dokaz se nahaja v [21], Izrek 13.7.1.
Posledica 5.4.1. Funkcijo je mozˇno realizirati z Turingovim strojem, cˇcˇe je µ-rekurzivna.
5.4.5 Izracˇunljivost λ-racˇuna
Tukaj bomo pokazali, da lahko v λ-racˇunu izrazimo vse izracˇunljive funkcije.
Dokaz, da so vse izracˇunljive (totalne in parcialne) funkcije λ-definibilne je podal
Kleene leta 1936.
V nadaljevanju bomo predstavili λ-definibilne funkcije—funkcije, ki jih lahko defini-
ramo z λ-racˇunom.
Sledil bo dokaz, da so totalno izracˇunljive funkcije λ-definibilne.
Dokaz bo pokazal, da je mogocˇe z λ-racˇunom predstaviti zacˇetne funkcije, kompozicijo
funkcij, primitino rekurzijo in operator minimalizacije.
Poglejmo si zdaj definicijo λ-definibilnosti, ki govori o tem kdaj je mogocˇe numericˇno
funkcijo predstaviti z λ-racˇunom.
Definicija 5.4.16. (Lambda definibilnost)
(i) Numericˇna funkcija je preslikava
ϕ : Np → N
za nek p. Sˇtevilo argumentov ϕ je p.
(ii) Numericˇna funkcija ϕ z p argumenti je λ-definibilna, cˇe za nek kombinator F velja
Fpn1q . . . pnpq = pϕ(n1, . . . , np)q
za vse n, . . . , np ∈ N. Cˇe zgornja enacˇba velja potem je ϕ λ-definirana z F .
Lema 5.4.4. Zacˇetne funkcije so λ-definibilne.
Dokaz. Zacˇetne funkcije definiramo takole:
Uni ≡ λx1 . . . xn.xi,
S+ ≡ λx.[false, x],
Z ≡ λx.p0q.
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Lema 5.4.5. Λ-definibilne funkcije so zaprte za kompozicijo.
Dokaz. Naj bodo χ, ψ1, . . . , ψm λ-definirane z G,H1, . . . , Hm. Potem
ϕ(~n) = χ(ψ1(~n), . . . , ψm(~n))
λ-definiramo z
F = λ~x.G (H1 ~n) . . . (Hm ~n).
Primer 5.4.6. Poglejmo si primer uporabe primitivne rekurzije. Funkcijo sesˇtevanja
definiramo takole.
Add(0, y) = y
Add(x+ 1, y) = 1 +Add(x, y) = S+(Add(x, y))
Intuitivna definicija algoritma Add(m,n) je sledecˇa. Cˇe je m = 0 potem je rezultat n,
sicer izracˇunaj Add(m− 1, n) in vrni naslednika od Add.
Potrebujemo torej izraz Add tako, da velja
Add x y = if Zero 0 then y else S+(Add(P−x)y)
To enacˇbo lahko resˇimo s kombinatorejem fiksna tocˇka Y .
Add = Y (λaxy.if Zero 0 then y else S+(a(P−x)y))
2
Lema 5.4.6. Λ-definibilne funkcije so zaprte za primitivno rekurzijo.
Dokaz. Na bo ϕ definirana na sledecˇ nacˇin.
ϕ(0, ~n) = χ(~n)
ϕ(k + 1, ~n) = ψ(ϕ(k, ~n), k, ~n)
Funkcije χ in ψ sta λ-definirani z G in H .
F x~y = if Zero x then G~y else H(F (P−x) ~y) (P−x) ~y
≡ D(F, x, ~y).
Zadosti je poiskati taksˇen F za katerega velja
F = λx~y.D(F, x, ~y)
= (λfx~y.D(f, x, ~y)) F
Taksˇen F lahko najdemo zaradi izreka o fiksni tocˇki.
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Lema 5.4.7. Λ-definibilne funkcije so zaprte za totalni µ-operator.
Dokaz. Na bo ϕ definirana na sledecˇ nacˇin.
ϕ(~n) = µm[χ(~n,m) = 0]
Funkcije χ je λ-definirana z G. Spet, zaradi izreka o fiksni tocˇki obstaja izraz
H ~xy = if Zero(G~xy) then y else H ~x (S+y)
≡ (λh~xy.E(h, ~x, y))H~xy.
Naj bo taksˇen F ≡ λ~x.H~xp0q. Potem F λ-definira ϕ:
Fp~nq = Hp~nqp0q
= p0q if Gp~nqp0q = p0q
= Hp~nqp1q else
= p1q if Gp~nqp1q = p1q
= Hp~nqp2q else
= p2q if . . .
= . . .
Izrek 5.4.5. Vse totalno izracˇunljive funkcije so λ-definibilne.
Dokaz. Zaradi Lem 5.4.4-5.4.7.
Lastnost velja tudi v obratno smer. Za numericˇne funkcije torej velja, da je ϕ totalno
izracˇunljiva funkcija cˇcˇe je ϕ λ-definibilna. Velja pa sˇe vecˇ:
ϕ je parcialno izracˇunljiva ⇔ ϕ je λ-definibilna.
Dokaz zadnjih dveh lastnosti si lahko ogledate v [2].
5.5 Kombinatorska logika
Sistem kombinatorjev definira podoben jezik kot λ-racˇun, vendar ne uporablja spre-
menljivk.
Ker sistem ne uporablja spremenljivk bomo imeli precej manj dela s substitucijo in
prakticˇno nicˇ z α-konverzijo.
Posledica definicije jezika brez spremenljik je, da izgubimo intuitivno jasnost λ-racˇuna.
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Poglejmo si primer uporabe kombinotorjev za definicijo komutativnsti sesˇtevanja v
aritmetiki.
(∀x, y) x+ y = y + x
Zgornji izraz vsebuje vezane spremenljike x in y, ki jih lahko odstranimo na sledecˇ
nacˇin. Definiramo najprej operator A.
A(x, y) = x+ y
Nato uvedemo operator C
(C(f))(x, y) = f(y, x).
Zakon komutativnosti lahko zdaj izrazimo zelo enostavno.
A = C(A).
Operator C imenujemo kombinator. Primeri znanih kombinatorjev, ki smo jih srecˇali
zˇe prej so naslednji.
B predstavlja kompozicijo dveh funkcij: (B(f, g))(x) = f(g(x))
B′ je obraten kompozicijski operator: (B′(f, g))(x) = g(f(x))
I je operator identitete: I(f) = f
K vrne en parameter od dveh: (K(y))(x) = y
S je mocˇnejsˇi kompozicijski operator: (S(f, g))(x) = f(x, g(x))
W podvoji ali ”diagonalizira”: (W(f))(x) = f(x, x)
Definirali bomo formalen sistem s katerim bodo predstavljeni kombinatorji.
Najprej bomo definirali najbolj enostaven sistem, ki ga imenujemo kombinatrska lo-
gika, okrajsˇano CL.
Definicija 5.5.1 (CL-izrazi). Dano imamo neskoncˇno mnozˇico spremenljik v0, v1, v2, . . .,
koncˇno in neskoncˇno mnozˇico konstant c, ki vsebuje kombinatorje I,K,S. CL-izrazi
so induktivno definirani nan naslednji nacˇin.
1. v, c, I,K,S ∈ CL
2. X,Y ∈ CL⇒ (XY ) ∈ CL
Poglejmo si terminologijo malce bolj natancˇno.
Opazka 5.5.1. Atomi bodo pomenili spremenljike ali atomicˇne konstante.
Zaprt CL-izraz je izraz, ki ne vsebuje spremenljivk.
Kombinator je izraz, ki vsebuje samo atomicˇne konstante I,K,S. V cˇistem CL sistemu
so kombinatorji tudi zaprti izrazi. 2
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Sˇe par opazk glede notacije.
Opazka 5.5.2. Podobno kot prej bodo simboli x, y, z, u, v spremenljike.
Izraz ≡ bo pomenil sintakticˇno ekvivaleco izrazov.
Simboli v izrazih so levo asociativni. Naprimer, izraz UVWX pomeni (((U)W )X).
Primer 5.5.1.
(S(KS))K)
((S(Kv0))((SK)K))
V nadaljevanju si bomo najprej ogledali nekaj tehnicˇnih definicij.
Definicija 5.5.2. Dolzˇina izraza X , kar zapisˇemo lgh(X), je sˇtevilo pojavitev atomov
v X:
1. lgh(a) = 1, za vse atome a.
2. lgh(U) = lgh(U) + lgh(V )
Primer 5.5.2.
X ≡ xK(SSxy) lgh(X) = 6
Definicija 5.5.3. Naj bosta X in Y CL-izraza. Izraz X je podizraz izraza Y , cˇe velja
sledecˇe.
1. X je podizraz X .
2. X je podizraz U ali V , potem je X podizraz (UV ).
Primer 5.5.3. Naj bo Y ≡ K(xS)((xSyz)(Ix)). Izraza xS in x sta podizraza Y . xS
se pojavi dvakrat, x pa trikrat. Velja tudi
F (Y ) = {x, y, z}.
Definicija 5.5.4. Substitucija [U/x]Y zamenja vse pojavitve x z U v V . Definirana je
na sledecˇ nacˇin:
1. [U/x]x = U
2. [U/x]a = a, za atome a 6≡ x.
3. [U/x](VW ) = [U/x](V )[U/x](W )
Primer 5.5.4. 1. [(SK)/x](yxx) ≡ y(SK)(SK)
2. [(SK)/x, (KI)/y](yxx) ≡ KI(SK)(SK)
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5.5.1 Sˇibka redukcija
Kombinatorska logika laho izrazˇa podoben jezik kot λ-racˇun. V tej sekciji si bomo
pogledali redukcijo CL-izrazov.
Definicija 5.5.5. Vsak izraz IX , KXY , SXY Z imenujemo sˇibek redeks. Krcˇenje
primerka redeksa v izrazu U se izvede z naslednjo zamenjavo.
IX →w X
KXY →w X
SXY Z →w XZ(Y Z)
Opazka 5.5.3. Cˇe velja U →w U ′ potem pravimo, da se U (sˇibko) skrcˇi v U ′.
Cˇe V dobimo z zaporedjem krcˇenj izraza U potem recˇemo, da U (sˇibko) reducira v V ,
ali
U ³w V.
Definicija 5.5.6. CL-izraz v sˇibki normalni obliki je izraz, ki ne vsebuje sˇibkih redeksov.
Cˇe izraz U reducira v sˇibko normalno obliko V , potem recˇemo, da je V sˇibka normalna
oblika U .
Primer 5.5.5. Naj bo B ≡ S(KS)K. Za poljuben X,Y in Z velja B ³w X(Y Z),
zato ker
BXY Z ≡ S(KS)KXY Z
→w KSX(KX)Y Z
→w S(KX)Y Z
→w KXY (Y Z)
→w X(Y Z)
Primer 5.5.6. Naj bo C ≡ S(BBS)(KK). Za poljuben X,Y in Z velja C ³w
XZY , zato ker
CXY Z ≡ S(BBS)(KK)XY Z
→w BBSX(KKX)Y Z
→w BBSXKY Z
→w B(SX)KY Z
→w SX(KY )Z
→w XZ(KY Z)
→w XZY
Lema 5.5.1 (Substitucija in³w). 1. X ³w Y ⇒ FV (X) ⊇ FV (Y );
2. X ³w Y ⇒ [X/v]Z ³w [Y/v]Z;
3. X ³w Y ⇒ [U1/x1, . . . , Un/xn]X ³w [U1/x1, . . . , Un/xn]Y
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Dokaz. 1. Za vse izrazeU, V,W velja: FV (IU) ⊇ FV (U), FV (KUV ) ⊇ FV (U),
in FV (SUVW ) ⊇ FV (UW (VW )).
2. Vse redukcije narejene v X se lahko naredijo tudi na (zamenjanih) primerkih X
v [X/v]Z.
3. Cˇe je R redeks, ki se skrcˇi v T , potem je [U1/x1, . . . , Un/xn]R tudi redeks, ki
se skrcˇi v [U1/x1, . . . , Un/xn]T .
Izrek 5.5.1 (Church-Rosserjev izrek za³w). CˇeU ³w X inU ³w Y , potem obstaja
CL-izraz T tako, da velja:
X ³w T Y ³w T.
Dokaz. Dokaz se nahaja v [10], Izrek A2.13.
Posledica 5.5.1 (Unikatnost nf). Cl-izraz ima natancˇno eno normalno obliko.
Primer 5.5.7.
SKKX →w KX(KX)→w X
Imamo CL-izraz I ≡ SKK, ki se obnasˇa kot I. CL bi torej lahko bil zasnovan na dveh
atomih K in S.
5.5.2 Abstrakcija v CL
Definirali bomo izraz [x].M za vsak x in M . Izraz [x].M ima naslednjo lastnost.
([x].M)N →w [N/x]M.
Izraz [x].M bo igral vlogo λ abstakcije λx.M . Kot bomo videli se da izraziti z osnov-
nimi kombinatorji I,K,S.
Definicija 5.5.7 (Abstakcija). CL-izraz [x].M je za se x in M induktivno definiran nad
M z naslednjimi pravili.
1. [x].M ≡ KM , cˇe x 6∈ FV (M);
2. [x].x ≡ I;
3. [x].UV ≡ S([x].U)([x].V ).
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Primer 5.5.8.
[x].xy ≡ S([x].x)([x].y) ≡ SI(Ky)
Lema 5.5.2. 1. FV ([x].P ) =w FV (P )− {x};
2. ([x].U)x =w P , cˇe x 6∈ FV (P );
3. ([x].P )Q =w [Q/x]P.
Dokaz. (1),(2) Indukcija po strukturi P .
Primer 1: P ≡ x. V tem primeru [x].P = I.
(1) ocˇitno velja.
(2) ([x].x)x ≡ Ix→w x.
Primer 2: x 6∈ FV (P ). Po definiciji abstrakcije 5.5.7 potem velja ([x].P ) ≡
KP .
(1) ocˇitno velja.
(2) sledi iz KPx = P .
Primer 3: P ≡ P1P2, x ∈ FV (P1P2). Po definiciji abstrakcije 5.5.7 velja
[x].P ≡ S([x].P1)([x].P2).
(1) Zaradi indukcijske hipoteze potem sklepamo
FV ([x].P ) = FV ([x].P1) ∪ FV ([x].P2)
= FV (P1P2)− {x}.
(2) Zaradi aksiomov CL in induktivne predpostavke velja
CL ` ([x].P )x ≡ S([x].P1)([x].P2)x
= ([x].P1)x(([x].P2)x)
= P1P2 = P
(3) Uporabimo (2), kjer x zamenjamo z Q, ter Lemo 5.5.1.
Lema 5.5.3. Naj x 6∈ FV (Q) in x 6≡ y.
[Q/y]([x].P ) ≡ [x].[Q/y]P
Dokaz. Z indukcijo glede na strukturo P .
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Opazka 5.5.4. Za vse spremenljivke x1, . . . , xn zapisˇemo
[x1, . . . , xn].M ≡ [x1].([x2].(. . . ([xn].M) . . .)).
Primer 5.5.9.
(a) [x, y].x ≡ [x].([y].x)
≡ [x].(Kx) zaradi 5.5.7(1)
≡ K zaradi 5.5.2(2)
(b) [x, y, z].xz(yz) ≡ [x].([y].([z].xz(yz)))
≡ [x].([y].(S([z].xz)([z].yz))) zaradi 5.5.7(3)
≡ [x].([y].Sxy) zaradi 5.5.2(2)
≡ [x].Sx zaradi 5.5.2(2)
≡ S zaradi 5.5.2(2)
5.5.3 Sˇibka enakost
Sˇibka enakost med dvema CL-izrazoma velja, cˇe obstaja povezava med izrazoma preko
sˇibkih redukcij, ki ni nujno, da so usmerjene v isto smer.
Definicija 5.5.8. Izraz P je sˇibko enak izrazu Q ali P =w Q, cˇcˇe lahko izpeljemo Q
iz P s koncˇno sekvenco sˇibkih kontrakcij in sprememb vezanih spremenljivk. P =w Q,
cˇcˇe obstaja P0 . . . Pn (n ≥ 0) tako da velja
(∀i ≤ n− 1) (Pi →w Pi+1 ali Pi+1 →w Pi
P0 ≡ P, Pn ≡ Q.
Primer 5.5.10. Pokazˇi, da velja BWBIx =w SIIx.
BWBIx→w W(BI)x→w BIxx→w I(xx)→w xx;
SIIx→w Ix(Ix)→w x(Ix)→w xx
Zveze med sˇibko enakostjo in redukcijo lahko opisˇemo z naslednjimi lastnostmi, ki so
analogne tistim, ki smo jih prej dokazali za sˇibko redukcijo.
Lema 5.5.4.
(a) X =w Y ⇒ [X/v]Z =w [Y/v]Z;
(b) X =w Y ⇒ [U1/x1, . . . , Un/xn]X =w [U1/x1, . . . , Un/xn]Y.
CR izrek velja tudi za zvezo med sˇibko enakimi CL-izrazi. Sˇibko enaki CL-izrazi imajo
eno samo normalno obliko.
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Izrek 5.5.2 (Church-Rosserjev izrek za =w). Cˇe velja P =w Q potem obstaja izraz T
tako, da velja
M ³w T in N ³w T.
Posledica 5.5.2. Cˇe P =w Q in je Q sˇibka-nf potem velja P ³w Q.
Posledica 5.5.3. Cˇe P =w Q potem imata bodisi oba izraza P in Q isto normalno
obliko ali je oba nimata.
Posledica 5.5.4. Cˇe sta P in Q razlicˇni sˇibki normalni obliki potem velja P 6=w Q.
Primer, S 6=w K. Relacija =w ni trivialna v smislu, da niso vsi CL-izrazi sˇibko enaki.
Posledica 5.5.5 (Unikatnost sˇibke nf). CL-izraz je lahko sˇibko enak eni sami sˇibki
normalni obliki.
Posledica 5.5.6. Cˇe sta a in b atoma razlicˇna od I,K in S in velja aX1 . . . Xn =w
bY1 . . . Yn, potem a ≡ b, m = n in Xi =w Yi za i ≤ m.
5.6 Izrek o neodlocˇljivosti
V tej sekciji bomo pokazali, splosˇen izrak o neodlocˇljivosti in njegove posledice.
Izrek bo pokazal, da je relacija =β (rekurzivno) neodlocˇjiva, in, da ne moremo napisati
programa, ki bi znal povedati ali ima dan λ-izraz normalno obliko ali ne.
Zgornja dva problema sta bila prva za katera je bilo pokazano, da sta neodlocˇljiva.
Alonzo Church je na osnovi teh dveh problemov v letu 1936 pokazal, da je predikatni
racˇun neodlocˇljiv.
S tem je bilo odgovorjeno na vprasˇanje Davida Hilberta, ki je bilo postavljeno 30 let
prej. Problem se je popularno imenoval Entscheidungsproblem.
Bolj splosˇen izrek, ki bo tukaj predstavljen, je prvi dokazal Dana Scott v letu 1963 in
neodvisno od prvega sˇe Haskel Curry v letu 1972.
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5.6.1 Go¨delova sˇtevila
Predpostavljamo, da vsakemu izrazi X lahko priredimo sˇtevilo n z nekim kodirnim
algoritmom.
Podobno kodiranje imamo v vsakem urejevalnku teksta, ko pretvorimo nize znakov v
kode s katerimi lahko znake narisˇemo.
Kurt Go¨del je uporabljal kodiranje s katerim je priredil unikatno sˇtevilo vsakemu sim-
bolu jezika pri dokazovanju izrekov o nepopolnosti.
Sˇtevilo, ki ga priredimo λ-izrazu X bomo imenovali Go¨delovo sˇtevilo gd(X)..
Predpostavljali bomo, da imamo totalno izracˇunlnivo funkcijo τ , tako da za vse izraze
X,Y velja
τ(gd(X), gd(Y )) = gd((XY )).
Predpostaljali bomo tudi, da imamo totalno izracˇunljivo funkcijo ν, tako da za vsak
n ∈ N velja
ν(n) = gd(pnq).
Primerne totalno izracˇunljive funkcije τ in ν obstajajo.
Definicija 5.6.1. Za vsak izraz X bo Churchevo sˇtevilo, ki ustreza gd(X) oznacˇeno
kot dXe.
dXe = pgd(X)q
Primer 5.6.1. Cˇe je X izraz potem je gd(X) sˇtevilo in dXe spet λ-izraz.
Recimo da kodirni algoritem priredi izrazu uv sˇtevilo 5.
gd(uv) = 5 duve ≡ λfx.f5x
5.6.2 Scott-Curryev izrek
Definicija 5.6.2. Naj bosta dani mnozˇici naravnih sˇtevil A in B. Mnozˇici A in B sta
rekurzivno (izracˇunljivo) locˇljivi, cˇcˇe imamo totalno izracˇunljivo funkcijo φ z zalogo
vrednosti {0, 1}, ki je definirana na naslednji nacˇin.
n ∈ A ⇒ φ(n) = 0
n ∈ B ⇒ φ(n) = 1
Mnozˇici izrazov sta izracˇunljivo locˇljivi, cˇcˇe sta pripadajocˇi mnozˇici Go¨delovih sˇtevil
izracˇunljivo locˇljivi.
Mnozˇica A je rekurzivna ali odlocˇljiva, cˇcˇe sta A in njen komplement izracˇunljivo
locˇljiva.
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Mnozˇici izrazov sta rekurzivno locˇljivi, cˇcˇe A ∪ B = ∅ in ne obstaja algoritem, ki bi
povedal ali je sˇteilo ali izraz iz A ali B.
Definicija 5.6.3. A ⊆ Λ je zaprta za β-enakost, cˇcˇe za vse X,Y velja
X ∈ A ∧ Y =β X ⇒ Y ∈ A.
Izrek 5.6.1 (Scott-Curryev izrek o neodlocˇljivosti). Za vse mnozˇice izrazov iz Λ in =β
velja: ne obstajata neprazni mnozˇici zaprti za =β , ki bi bile izracˇunljivo locˇljivi.
Dokaz. Naj bosta A in B mnozˇici λ-izrazov, ki sta zaprti za konverzijo. Predposta-
vimo, da obstaja totalno izracˇunljiva funkcija φ, ki locˇi med elementi mnozˇic A in
B.
X ∈ A ⇒ φ(gd(X)) = 0 (5.13)
X ∈ B ⇒ φ(gd(X)) = 1 (5.14)
Ker λ-racˇun lahko izrazi vse totalno izracˇunljive funkcije, lahko konstruiramo kombi-
nator F s katerim predstavimo φ.
X ∈ A ⇒ F dXe =β p0q (5.15)
X ∈ B ⇒ F dXe =β p1q (5.16)
Tudi totalni funkciji τ in ν sta izracˇunljivi zato jih lahko predstavimo s kombinatorji T
in N .
T dXedY e =β d(XY )e (5.17)
Npnq =β dpnqe (5.18)
Izberimo A ∈ A in B ∈ B. Potem lahko konstruiramo izraz J , ki bo odvisen od A in
B.
F dJe =β p0q⇒ J =β B (5.19)
F dJe =β p1q⇒ J =β A (5.20)
Konstruiran izraz J nas bo pripeljal do kontradikcije.
Kasneje bomo videli, da J kot je definiran zgoraj lahko konstruiramo.
Posledica konstrukcije J je kontradikcija: naj bo j = gd(J) potem φ(j) = 0 in
φ(j) = 1.
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φ(j) = 0 ⇒ F dJe =β p0q
⇒ J =β B
⇒ J ∈ B
⇒ φ(J) = 1
(5.21)
φ(j) = 1 ⇒ F dJe =β p1q
⇒ J =β A
⇒ J ∈ A
⇒ φ(J) = 0
(5.22)
Konstruirajmo zdaj izraz J . Zˇeleli bi konstruirati J , ki lahko izrazimo naslednjo
enacˇbo.
J ≡ if Zero(F dJe) then A else B (5.23)
Za konstrukcijo J izberemo x 6∈ FV (AB) in definiramo G
G ≡ λx.if Zero(F (Ty(Ny))) then A else B
J ≡ GdGe
Konstruiran J zadosˇcˇa 5.23.
J =β if Zero(F (T dGe(NdGe))) then A else B definicije J,G
=β if Zero(F (T dGeddGee))) then A else B zaradi 5.18
=β if Zero(F d(GdGe)e) then A else B zaradi 5.17
=β if Zero(F dJe) then A else B ker J ≡ GdGe
Posledica 5.6.1. Naj boA ⊆ Λ neprazna mnozˇica zaprta z relacijo =β . MnozˇicaA ni
odlocˇljiva.
Dokaz. Naj bo B = Λ/A. Zaradi Izreka 5.6.1 A,B nista odlocˇljivi.
Posledica 5.6.2. Mnozˇica A ⊆ Λ vseh λ-izrazov, ki imajo β-nf ni odlocˇljiva.
Preprosto povedano, ne obstaja algoritem, ki bi povedal ali ima dan izraz X normalno
obliko ali ne.
Posledica 5.6.3. Relacija =β ni odlocˇljiva.
Na drugacˇen nacˇin poedano, ne obstaja algoritem, ki bi za vsak X,Y ∈ Λ odlocˇil ali
velja X =β Y ali ne.
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5.7 Opombe
Klasicˇna predstavitev λ-racˇuna je podana v cˇlanku Barendregt in Barendsen, Intro-
duction to Lambda Calculus [3] ter v knjigi Hindley in Seldin, Lambda Calculus and
Combinators, an Introduction [10].
Bolj poglobljena predstavitev λ-racˇuna, ki vkljucˇuje dokaze pomembnejsˇih izrekov, se
nahaja v knjigi Barendregt z naslovom The Lambda Calculus: Its Syntax and Semantics
[2].
µ-rekurzivne funkcije so predstavljene po knjigi Thomas Sudkamp, Languages and
Machines: An Introduction to the Theory of Computer Science (3rd Edition) [21].
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Poglavje 6
Λ-RACˇUN S TIPI
Leta 1901 je Bertrand Russel odkril, da formalizacija naivne teorije mnozˇic, ki jo je
definiral Georg Cantor, vodi do protislovja.
Russelov paradoks lahko opisˇemo tako, da definiramo mnozˇico R = {x|x 6∈ x} in
vidimo, da R ∈ R⇔ R 6∈ R.
V letu 1908 je Russel predlagal teorijo tipov kot eno izmed mozˇnih nacˇinov aksiomat-
ske definicije teorije mnozˇic.
Vsak objekt s katerim opisujemo matematicˇne probleme ima prirejen tip, ki predstavlja
mnozˇico objektov. Cˇe uporabljamo tipe za oznacˇevanje objektov se izognemo opisa-
nem paradoksu.
Uporaba tipov je bila iz logike ter iz podrocˇja, ki preucˇuje osnove matematike prenesˇena
tudi v racˇunalnisˇtvo.
Vsak programski jezik ima neko obliko vgrajenega sistem tipov. Tipi na vecˇ nacˇinov
pomagajo pri programiranju.
Eden izmed prvih nacˇinov uporabe tipov v Fortranu je bilo razlocˇevanje med razlicˇnimi
implementacijami aritmetike.
Precej modernih programskih jezikov uporablja staticˇno preverjanje tipov s pomocˇjo
katerega se izognemo marsikateri napaki.
Dinamicˇno preverjanje tipov nam omogocˇa pravilno izvajanje programa sˇe posebno
v novejsˇih objektno-usmerjenih jezikoh, kjer se definicije tipov prepletajo z definicijo
izvajanja programa.
6.1 Churchev in Curryev sistem tipov
Lambda racˇun je bil razsˇirjen s tipi na dva nacˇina. Haskell Curry je definiral λ-racˇun s
tipi leta 1932, Alonzo Church pa leta 1940.
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Dve vrsti λ-racˇuna s tipi sta vodila do dveh razlicˇnih druzˇin sistemov.
V Curryevi teoriji tipov ostanejo λ-izrazi brez tipov.
Vsak izraz predstavlja mnozˇico mozˇnih tipov. Ta mnozˇica je lahko prazna, vsebuje en
element ali neskoncˇno sˇtevilo elementov.
V Churchovi teoriji tipov so vsi λ-izrazi oznacˇeni s tipi.
Vsak izraz ima (z uposˇtevanjem ekvivalencˇne relacije) natacˇno en tip, ki se obicˇajno
lahhko izpelje iz anotacije tipa izraza.
Curryev in Churchev pristop k lambda racˇunu s tipi ustrezata dvem pristopom k obrav-
navanju tipov v programskih jezikih.
Prvi pristop obravnava programe, ki so lahko tudi ne vsebujejo oznak tipov izrazov.
V tem primeru prevajalnik preveri ali je mogocˇe izpeljati tipe iz programa. To se zgodi
samov primeru, da je program pravilen.
Zelo razsˇirjen primer taksˇnega jezika je ML [7]. Za taksˇne sisteme pravimo, da imajo
implicitne tipe.
Drugi pristop k tipom v programskih jezikov je striktno oznacˇevanje tipov izrazov.
Preverjanje tipov v taksˇnih jezikih je obicˇajno lazˇje, ker ni potrebno konstruirati tipov.
Za taksˇne jezike pravimo, da imajo eksplicitne tipe.
Programski jeziki, ki uporabljajo Churchev sistem tipov so iz Algolove druzˇine jezikov
npr. Pascal kot tudi Java.
Nekateri avtorji opisujejo Curryev λ-racˇun s tipi kot λ-racˇun s prirejanjem tipov, Chur-
chev sistem pa λ-racˇun s tipi.
6.2 Sistem λ→-Church
V Churchevem sistemu tipov je tip sestavni del λ-izraza.
Tip je prirejen izrazu takoj po tem, ko je bil kreiran. Hindley primerja dodeljevanje tipa
dodeljevanju osebne izkaznice osebi po rojstvu.
Zato ker ima vsak izraz pripet tip, ki ga dodeli programer sam, imenujemo Churchev
sistem tipov sistem z eksplicitnimi tipi.
Pri predstavitvi λ→-Church bomo uporabljali, podobno kot Hindley v [10], originalno
Churchevo notacijo. Glavni razlog za to odlocˇitev je enostavnejsˇe razumevanje Chur-
chevega sistema eksplicitnih tipov.
Poglejmo najprej enostaven primer izraza in oznacˇevanje s tipi v sistemu λ→-Curry in
λ→-Church.
`Curry (λx.x) : (σ → σ)
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`Church (λxσ.xσ)(σ→σ)
Churchev sistem omogocˇa torej eksplicitno dolocˇitev tipa xσ . Tip x je torej privzet in
ne izracˇunan kot v primeru Curryevega sistema tipov.
Za nekatere Curryeve sisteme je dolocˇitev tipa spremenljivk neodlocˇljiv problem.
Poglejmo si najprej atomicˇne tipe. Primeri atomicˇnih tipov so N, bool, itd.
Atomicˇni tip α s katerim oznacˇimo spremenljivko xα, dolocˇa mnozˇico kateri dana
spremenljivka ali objekt pripada.
Simbol α ima vlogo spremenljivke tipa.
V primeru funkcij atomicˇni tipi lahko dolocˇajo domeno in zalogo vrednosti funkcije.
Na primer, tip N → N dolocˇa vse funkcije, ki preslikajo naravna sˇtevila v mnozˇico
naravnih sˇtevil N.
V splosˇnem funkcija tipa σ → τ dolocˇa domeno in zalogo vrednosti na osnovi spre-
menljivk tipov σ in τ .
Definicija 6.2.1. Naj bo T mnozˇica tipov in V mnozˇica spremenljivk. Mnozˇica T-
oznacˇenih λ-izrazov ΛT je definirana na sledecˇ nacˇin.
ΛT = V T | (ΛTΛT)T | (λV T.ΛT)T→T
Opazka 6.2.1. V ΛT bomo uporabljali podobne okrajsˇave kot v primeru Λ. Poglejmo
primer.
λxσ11 . . . λx
σn
n .M
τ ≡ (λxσ11 .(λxσ22 . . . (λxσnn .Mτ )))
Zgornji izraz lahko sˇe okrajsˇamo na naslednji nacˇin.
λ~x~σ.Mτ .
Primer 6.2.1. Natancˇna mnozˇica funkcij σ → τ bo odvisna od konkretnega λ sistema.
Na primer, σ → τ lahko dolocˇa mnozˇico vseh funkcij ali samo izracˇunljive funkcije.
Cˇe uporabimo konkretne atomicˇne tipe namesto spremenljivk potem vsak tip dolocˇa
mnozˇico objektov ali funkcije. Poglejmo si primere.
(N→ N)
(N→ bool)
(N→ (N→ N))
((N→ N)→ N)
Definicija 6.2.2. Lambda racˇun s tipi λ→ je definiran na sledecˇ nacˇin.
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1. Mnozˇica tipov je
T = V |T→ T.
2. Stavek je oblike Mσ, kjer je M ∈ Λ in σ ∈ T.
3. Osnova Γ je mnozˇica stavkov, ki opisujejo razlicˇne spremenljike. 2
Z naslednjo definicijo so podana pravila s katerimi lahko priredimo tip danemu izrazu.
Pravila definirajo staticˇno strukturo izrazov oz. staticˇno semantiko.
Definicija 6.2.3. Stavek Mσ je izpeljiv iz osnove Γ, ali Γ ` Mσ, cˇe lahko Mσ
dokazˇemo z naslednjimi pravili.
(xσ) ∈ Γ
Γ ` xσ (aksiom) (6.1)
Γ `M (σ→τ) Γ ` Nσ
Γ ` (Mσ→τ Nσ)τ (→-odstranitev) (6.2)
Γ, xσ `Mτ
Γ ` (λxσ.Mτ )(σ→τ) (→-predstavitev) (6.3)
2
Z zgornjimi pravili lahko definiramo algoritem za preverjanje tipov λ→ izrazov.
Algoritem preveri ali ima dan izraz M tip ter vrne tip σ, cˇe le-ta obstaja.
Algoritem je definiran tako, da za dan izraz M rekurzivno preveri tip tako, da pogleda
kaksˇnega tipa so podizrazi in z uporabo pravila sestavi tip izraza M .
Vaja 6.2.1. Napisˇi algoritem za preverjanje tipov na osnovi pravil Definicije 6.2.3.
Definirajmo zdaj sˇe mnozˇico vseh λ→-izrazov.
Definicija 6.2.4. Mnozˇica λ→-izrazov zapisano Λ(λ→) je definirana kot
Λ(λ→) = {M ∈ ΛT | ∃Γ, σ Γ `Mσ}
Poglejmo si zdaj nekaj primerov oznacˇevanja in izpeljevanja tipov izrazov.
Primer 6.2.2. Za vsak par tipov σ in τ lahko napisˇemo izraz:
Kσ,τ ≡ (λxσ.(λyτ .xσ)τ→σ)(σ→τ→σ)
Zapisano z okrajsˇanjem tipov izraza dobimo:
Kσ,τ ≡ (λx.(λy.x))(σ→τ→σ)
2
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Primer 6.2.3. Poglejmo si zdaj sˇe celoten zapis tipa kombinatorja S.
S ≡ λx.λy.λz.xz(yz)
Sρ,σ,τ ≡ λxρ→σ→τ .(λyρ→σ.(λzρ.((xρ→σ→τzρ)σ→τ (yρ→σzρ)σ)τ )ρ→τ )δ)θ
δ ≡ (ρ→ σ)→ (ρ→ τ)
θ ≡ (ρ→ σ → τ)→ (ρ→ σ)→ (ρ→ τ)
Poglejmo si kako poteka preverjanje tipov.
Izrazi xρ→σ→τ , yρ→σ in zρ so izrazi s tipi zaradi 6.1.
Potem imata naslednja izraza tip po pravilu 6.2.
(xρ→σ→τzρ)σ→τ , (yρ→σzρ)σ
Iz prejsˇnjih dveh izrazov lahko spet sestavimo naslednji izraz po pravilu 6.2.
((xρ→σ→τzρ)σ→τ (yρ→σzρ)σ)τ
Naprej, sledecˇi izraz dobimo zaradi pravila 6.3.
(λzρ.((xρ→σ→τzρ)σ→τ (yρ→σzρ)σ)τ )ρ→τ
Zgoraj opisan postopek sklepanja, ki preverja na vsakem koraku, da so tipi izrazov
pravilni, lahko zapisˇemo z drevesnim diagramom.
xρ→σ→τ zρ
(xz)σ→τ
yρ→σ zρ
(yz)σ
(xz(yz))τ
(λzρ.(xz(yz))τ )ρ→τ
(λyρ→σ.(λz.xz(yz))ρ→τ )δ
(λxρ→σ→τ .(λyz.xz(yz))δ)θ
2
Opazka 6.2.2. Oznake tipov vecˇkrat izpustimo zaradi berljivosti. Tako smo izpustili
pri prejsˇnji izpeljavi tipov vecˇino oznak tipov, ki so znotraj celotnega izraza.
Kombinator S lahko okrajsˇano zapisˇemo z naslednjima izrazoma.
(λxyz.xz(yz))(ρ→σ→τ)→(ρ→σ)→ρ→τ
(λx(ρ→σ→τ)y(ρ→σ)zρ.xz(yz)
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Nad lambda izrazi s tipom ΛT lahko uporabljamo substitucjo na enak nacˇin kot je
definirana z Definicijo 5.3.1 za Λ.
Vecˇino lastnosti λ→ bo predstavljeno v Sekciji 6.4. Omenimo tukaj samo nekatere.
Tip izraza se ohrani pri substituciji izraza z izrazom istega tipa: za dan izraz Mτ velja
([Nσ/xσ](Mτ ))τ .
Tip se ohrani tudi po aplikaciji funkcije nad paremetrom: za izraz ((λxσ.Mτ )σ→τNσ)τ
velja ([Nσ/xσ](Mτ ))τ .
Poglejmo si zdaj sˇe definiciji formalnih teorij β-enakosti in β-redukcije izrazov s tipi,
ki jo bomo imenovali λβ→.
Definicija 6.2.5. Formalna teorija β-enakosti = za λ-izraze s tipom λβ→ je definirana
z naslednjimi aksiomi in pravili.
1. λxσ.Mτ = λyσ.[yσ/xσ]Mτ , yσ 6∈ FV (Mτ );
2. (λxσ.Mτ )σ→τNσ)τ = [Nσ/xσ](Mτ );
3. Mσ =Mσ;
4. Mσ = Nσ ` Pσ→τMσ = P σ→τNσ;
5. Mσ→τ = Nσ→τ `Mσ→τPσ = Nσ→τPσ;
6. Mτ = Nτ ` λxσ.Mτ = λxσ.Nτ ;
7. Mτ = Nτ , Nτ = P τ `Mτ = P τ ;
8. Mτ = Nτ ` Nτ =Mτ .
Definicija 6.2.6. Formalno teorijo β-redukcije dobimo iz prejsˇnje definicije tako, da
izpustimo pravilo (8) ter zamenjamo = z →.
Redeks, redukcija in β-normalna oblika so na λ-racˇunu s tipi definirani popolnama
enako kot na obicˇajnem λ-racˇunu brez tipov.
Prav tako veljajo za ΛT tudi substitucijska Lema 5.3.4 in Church-Rosserjev Izrek 5.3.3.
Za λ→ velja celo vecˇ kot enolicˇnost evaluacije izrazov: vsaka evaluacijska strategija
vodi do normalne oblike, ki je ena sama.
To lastnosti imenujemo sˇibka oz. stroga normalizacija, ki sta definirana z naslednjo
definicijo.
Definicija 6.2.7. Izraz λ→ sˇibko normalizira, cˇe obstaja β-izpeljava, ki vodi v nor-
malno obliko. Izraz strogo normalizira, cˇe vse redukcijske strategije vodijo do nor-
malne oblike.
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Ocˇitno stroga normalizacija implicira sˇibko normalizacijo.
Primer 6.2.4. Poglejmo si nekaj primerov λ→-izrazov.
Ω ≡ (λx.xx)(λx.xx) T2 ≡ (λx.y)Ω T3 ≡→( λx.y)(λx.x)
Prvi izraz ima neskoncˇno izpeljavo Ω →β Ω →β . . .. Ω ne normalizira niti sˇibko niti
strogo.
Drugi izraz ima vsaj dve mozˇni izpeljavi.
(λx.y)Ω→β y, (λx.y)Ω→β (λx.y)Ω→β . . .
T2 torej sˇibko normalizira medtem ko ne normalizira strogo.
Izraz T3 nima neskoncˇne izpeljave, torej normalizira sˇibko in strogo. 2
Izraze s strogo normalno obliko lahko vidimo kot varne, ker ne vodijo v neskoncˇno
redukcijo.
Izrek 6.2.1. Vsi izrazi λ-racˇuna s tipi λβ→ imajo strogo normalno obliko.
Dokaz. Dokaz bo predstavljen kasneje v Sekciji 6.5.
Posledica 6.2.1. V λ-racˇunu s tipi λβ→ je relacija =β odlocˇljiva.
Dokaz. Odlocˇitev ali velja Mσ =β Nτ prevedemo na primerjanje normalnih oblik
izrazov izracˇunanih iz Mσ in Nτ .
Kaksˇno racˇunsko mocˇ ima sistem λ→? Evaluacija stavkov λ→ se vedno zakljucˇi.
Izkazˇe se, da λ→ lahko izrazi vrsto polinomov, pogojno funkcijo in kombinatorje, ki
jih lahko iz teh dobimo.
Razred funkcij pogosto imenujemo razsˇirjeni polinomi [10].
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6.3 Sistem λ→-Curry
Implicitni izracˇun tipov je predlagal Curry leta 1934 za teorijo kombinatorjev. Kasneje,
leta 1958 je teorijo modificiral za λ-racˇun.
S teorijo priredimo elemente dane mnozˇice tipov T izrazom λ-racˇuna. Iz tega razloga
Curryev lambda racˇun s tipi velikokrat imenujemo sistem za prirejanje tipov.
Cˇe priredimo tip σ ∈ T λ-izrazu M ∈ Λ to zapisˇemo `M : σ.
Obicˇajno uporabljamo mnozˇico predpostavk Γ za izpeljavo tipa izraza in zapisˇemo
Γ `M : σ.
Pravimo, da predpostavke Γ vodijo do M : σ ali, da M : σ izpeljemo iz Γ.
Konkreten sistem za izpeljavo tipov je odvisen od mnozˇice T in od mnozˇice pravil za
prirejanje tipov.
Definicija 6.3.1. Mnozˇica tipov λ→, ki jo oznacˇimo z T, je induktivno definirana na
sledecˇ nacˇin.
α, α′, . . . ∈ T (spremenljivke tipov)
σ, τ ∈ T⇒ (σ → τ) ∈ T (funkcijski tipi)
T definiramo z BNF na naslednji nacˇin.
T = V | T→ T (vsi tipi)
V = α | β |γ | . . . (spremenljivke tipov)
Opazka 6.3.1. 1. Naj bo σ1, . . . , σn ∈ T, potem izraz
σ1 → σ2 → . . .→ σn
pomeni
(σ1 → (σ2 → . . . (σn−1 → σn)..)).
Operator → je desno asociativen.
2. α, β, γ, . . . predstavljajo spremenljivke tipov, ki jih lahko nadomestimo z atomicˇnimi
tipi. 2
Poglejmo si zdaj formalne definicije stavka lambda racˇuna s tipi λ→, deklaracije in
definicijo osnove.
Definicija 6.3.2. 1. Stavek λ→ je izraz oblike M : σ, kjer je M ∈ Λ in σ ∈ T. Tip
σ predstavlja predikat in M predstavlja subjekt stavka.
2. Deklaracija je stavek kjer je subjekt spremenljivka.
3. Osnova Γ je mnozˇica deklaracij, ki imajo razlicˇne spremenljivke kot subjekte.
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Prirejanje tipov je realizirano z uporabo sistema za prirejanje tipov, ki ga vidimo po-
dobno kot Genzerjev sistem naravne dedukcije.
Tip izraza λ→ priredimo s sekvenco uporabe pravil, ki definirajo drevo formul z zacˇetki
v stavkih x : σ iz osnove Γ.
Drevo, ki ga na ta nacˇin dobimo imenujemo dedukcijsko drevo.
Definicija 6.3.3 (Sistem za izpeljavo tipov TA→λ ). Stavek M : σ je izpeljiv iz osnove
Γ kar zapisˇemo:
Γ `M : σ,
cˇe lahko Γ `M : σ izpeljemo z naslednjo mnozˇico pravil.
(x : σ) ∈ Γ
Γ ` x : σ (6.4)
Γ `M : (σ → τ) Γ ` N : σ
Γ ` (M N) : τ (→ e) (6.5)
x : σ
...
M : τ
(λx.M) : (σ → τ) (→ i) (6.6)
Opazka 6.3.2. Sledi nekaj tehnicˇnih komentarjev.
1. Cˇe zˇelimo poudariti uporabljen sistem tipov napisˇemo Γ `λ→ M : σ.
2. Pravilo 6.5 imenujemo→predstavitev kar oznacˇimo (→ i), pravilo 6.6 pa→eliminacija,
kar oznacˇimo (→ e).
3. Izraz Γ, x : σ pomeni Γ ∪ {x : σ}.
4. Cˇe Γ = {x1 : σ1, . . . , xn : σn} potem lahko namesto Γ ` M : σ napisˇemo
x1 : σ1, . . . , xn : σn `M : σ. 2
Pravila →predstavitve in →eliminacije potrebujeta dodatno razlago.
Pravilo →predstavitev potrebuje dodatno notacijo, ki tako kot v Gentzenovem sistemu
oznacˇi, da smo neko predpostavko uporabili in je ne potrebujemo vecˇ. Pravimo, da
predpostavko izbrisˇemo.
Naslednja definicja pravil poudari uporabo naravne dedukcije pri izpeljavah. Pri tej
definiciji ne bomo ponovno predstavili tudi osnovo.
Izpeljave tipov v sistemu λ→ so sestavljene iz predpostavk x : σ z uporabo pravil
sklepanja opisanih v 6.3.3.
Precˇrtana predpostavka x : σ pomeni, da smo iz x : σ izpeljali M : τ iz cˇesar smo
sklepali na (λx.M) : (σ → τ). Pri tem ne potrebujemo vecˇ predpostavke x : σ in jo
lahko izbrisˇemo.
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Ko je predpostavka izbrisana potem ne sluzˇi vecˇ kot predpostavka t.j. izbrisˇemo jo tudi
iz Γ.
Bolj formalno zapisano, cˇe je Γ mnozˇica formul potem
Γ `M : τ
pomeni, da imamo dedukcijsko drevo katerega tla predstavlja formula M : τ . Ne-
precˇrtane formule v vrhovih so v Γ.
Zgornje napisˇimo sˇe z definicijo.
Definicija 6.3.4. 1. Stavek M : σ je izpeljiv iz osnove Γ, kar napisˇemo
Γ `M : σ,
cˇe obstaja izpeljava M : σ in so vse predpostavke, ki niso precˇrtane v Γ.
2. `M : σ je okrajsˇava za ∅ `M : σ.
Poglejmo si zdaj nekaj primerov, ki ilustrirajo prirejanje ali izpeljavo tipov izrazov λ→.
Primer 6.3.1. Recimo, da σ ∈ T in x : σ ∈ Γ. Predpostavko
I ≡ (λx.x) : (σ → σ)
lahko dokazˇemo s sledecˇo izpeljavo.
1
x : σ
λx.x : (σ → σ) (→ i− 1)
Dedukcija se v primeru izpeljave tipa I ima en sam korak, ki se zacˇne s predpostavko,
ki je ista kot zakljucˇek.
Primer 6.3.2. Naj bo σ ∈ T in x : σ, f : (σ → σ) ∈ Γ. Potem velja
Γ ` λfx.f(fx) : (σ → σ)→ σ → σ,
kar je predstavljeno z nasledjo izpeljavo.
1
f : σ → σ
1
f : σ → σ 2x : σ
fx : σ
(→ e)
f(fx) : σ
λx.f(fx) : σ → σ (→ i− 2)
λfx.f(fx) : (σ → σ)→ σ → σ (→ i− 1)
2
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Primer 6.3.3. Naj bodo ρ, σ, τ ∈ T. Kombinator S ima sledecˇ tip.
` S : (ρ→ σ → τ)→ (ρ→ σ)→ ρ→ τ
Predpostavimo, da imamo x : ρ → σ → τ , y : ρ → σ in z : ρ, ki so elementi Γ.
Naredimo izpeljavo za xz(yz).
1
x : ρ→ σ → τ 2z : ρ
xz : σ → τ (→ e)
3
y : ρ→ σ 2z : ρ
xz : σ
(→ e)
xz(yz) : τ
(→ e)
Zdaj lahko apliciramo pravilo (toi) trikrat, da sestavimo kompletno funkcijo S in pri-
padajocˇ tip. Vedno, ko uporabimo pravilo (→ i) je nakazana tudi predpostavka, ki je
izbrisana.
1
x : ρ→ σ → τ 2z : ρ
xz : σ → τ (→ e)
3
y : ρ→ σ 2z : ρ
xz : σ
(→ e)
xz(yz) : τ
λz.xz(yz) : (ρ→ τ) (→ i− 2)
λyz.xz(yz) : (ρ→ σ)→ ρ→ τ (→ i− 3)
λxyz.xz(yz) : (ρ→ σ → τ)→ (ρ→ σ)→ ρ→ τ (→ i− 1)
(→ e)
Opazka 6.3.3. Vsak od precˇrtanih izrazov je bil zacˇetno v Γ (neprecˇrtan) in smo ga
precˇrtali ob uporabi pravila (→ i).
Precˇrtane so lahko samo formule na vrhu drevesa in ne tudi tiste, ki so v telesu izpe-
ljave.
Cˇe se predpostavka pojavi vecˇkrat v vrhovih drevesa potem se ob uporabi pravila (→ i)
precˇrtajo vse predpostavke, ki so nad mestom uporabe (→ i).
Primer 6.3.4. Recimo, da imamo definirani spremenljivki x : σ, y : τ ∈ Γ. Kombina-
tor K ima sledecˇ tip.
K ≡ λxy.x : (σ → τ → σ)
Izplejava tipa K je definirana na naslednji nacˇin.
1
x : σ
2
y : τ
λy.x : (τ → σ) (→ i− 2)
λxy.x : (σ → τ → σ) (→ i− 1)
Poglejmo sˇe en primer izraza, ki nima tipa.
142 POGLAVJE 6. Λ-RACˇUN S TIPI
Primer 6.3.5. Izraz za katerega bom poskusˇali izracˇunati tip je λx.xx.
Pogoj pravila (→ ı) preprecˇi da bi izrazu λx.xx priredili tip. Izpeljava bi se morala
zacˇeti z izpeljavo tipa xx.
1
x : σ → τ 2x : σ
xx : τ
(→ e)
λx.xx : ρ→ τ (→ i− 1?, 2?)
Ker ima x dve razlicˇni vlogi imamo dve predpostavki, ki se nanasˇajo na x. Uporabiti
bi bilo potrebno eno samo predpostavko, kar ni mogocˇe.
6.4 Lastnosti λ→
Najpomembnejsˇa lastnost λ→ v primerjavi z λ-racˇunom brez tipov je totalnost funkcij,
ki jih lahko definiramo z λ→.
Izrazi λ niso odlocˇljivi ali, z drugimi besedami, programi zapisani z λ ni nujno, da se
zakljucˇijo.
V naslednji sekciji bomo pokazali, da se evaluacija izrazov λ→, ki imajo dobro defini-
rane tipa vedno zakljucˇi.
V nadaljevanju si bomo ogledali nekatere osnove lastnosti λ→ kot so na primer:
1. tvorna lema,
2. varnost izrazov λ→, in
3. odlocˇljivost preverjanja tipov in izpeljave tipov za λ→.
Najprej si bo predstaljena osnova, ki si jo lahko predstavljamo kot shrambo spremen-
ljivk skupaj s tipi spremenljivk.
Definicija 6.4.1. Naj bo Γ = {x1 : σ1, . . . , xn : σn} osnova.
1. Γ lahko obravnavamo kot parcialno funkcijo. Velja dom(Γ) = {x1, . . . , xn} in
Γ(xi) = σi.
2. Naj bo V0 mnozˇica spremenljivk. Potem Γ ¹ V0 = {x : σ|x ∈ V0 ∧ σ = Γ(x)}.
3. Substitucija [τ/α]σ zamenja τ ∈ T za α ∈ V v σ ∈ T.
Lema 6.4.1 (Lema osnove λ→). Naj bo Γ osnova.
1. Cˇe je Γ′ ⊇ Γ druga osnova potem Γ `M : σ ⇒ Γ′ `M : σ.
2. Γ `M : σ ⇒ FV (M) ⊆ dom(Γ).
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3. Γ `M : σ ⇒ Γ ¹ FV (M) `M : σ.
Dokaz. 1. Z indukcijo na izpeljavo M : σ.
Primer 1. M : σ = x : σ ∈ Γ⇒ x : σ ∈ Γ′ ∧ Γ′ `M : σ.
Primer 2. M : σ = (M1M2) : σ ⇒ ∃τ [M1 : (τ → σ) ∧M2 : τ ].
Po induktivni hipotezi velja Γ′ `M1 : (τ → σ) in Γ′ `M2 : σ. Velja torej tudi
Γ′ ` (M1M2) : σ.
Primer 3. M : σ = (λx.M1) : (σ1 → σ2) ⇒ Γ, x : σ1 ` M1 : σ2. Lahko
predpostavljamo, da x 6∈ dom(Γ′). Potem Γ′, x : σ1 razsˇiri Γ, x : σ1. Po
induktivni hipotezi velja Γ′, x : σ1 ` M1 : σ2 in torej tudi Γ′ ` (λx.M1) :
(σ1 → σ2).
2. Z indukcijo na izpeljavo M : σ. Poglejmo si samo primer M : σ = (λx.M1) :
(σ1 → σ2). Takoj sledi Γ, x : σ1 ` M1 : σ2. Naj bo y ∈ FV (λx.M1) potem
y ∈ FV (M1) in y 6≡ x. Po induktivni hipotezi velja y ∈ dom(Γ, x : σ1) potem
velja tudi y ∈ dom(Γ).
3. Po indukciji na izpeljavo M : σ. Obravnavali bomo samo primer M : σ =
(M1M2) : σ. Direktno sledi ∃τ [M1 : (τ → σ) ∧ M2 : τ ]. Po induktivni
hipotezi velja Γ ¹ FV (M1) `M1 : (τ → σ) in Γ ¹ FV (M2) `M2 : σ. Zaradi
(1) sledi Γ ¹ FV (M1M2) ` M1 : (τ → σ) in Γ ¹ FV (M1M2) ` M2 : σ.
Velja torej tudi Γ ¹ FV (M1M2) ` (M1M2) : σ.
Druga lastnost λ→, ki nas zanima je kako izrazi dolocˇene oblike dobijo tip. Uporabno
je tudi, da vemo, da nekateri izrazi nimajo tipa.
Lema 6.4.2 (Tvorna lema λ→). 1. Γ ` x : σ ⇒ (x : σ) ∈ Γ.
2. Γ `M N : τ ⇒ ∃σ[Γ `M : (σ → τ) ∧ Γ ` N : σ].
3. Γ ` λx.M : ρ⇒ ∃σ, τ [Γ, x : σ `M : τ ∧ ρ ≡ (σ → τ)].
Dokaz. Z indukcijo po dolzˇini izpeljave.
Lema 6.4.3 (Tipi podizrazov λ→). Naj bo M ′ pod-izraz M . Potem velja Γ ` M :
σ ⇒ Γ′ `M ′ : σ′ za nek Γ′ in σ′.
Dokaz. Z indukcijo po tvorbi M .
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Zgornja lema pravi, da cˇe ima M tip Γ `M : σ potem imajo vsi pod-izrazi tudi tip.
Naslednji izrek bomo potrebovali za dokaz varnosti λ-racˇuna [17], ki jo sestavlja na-
predek redukcije λ-izrazov in ohranjanje tipov pri redukciji.
Izrek 6.4.1 (Napredek redukcije λ→). Naj bo M ∈ Λ in Γ `M : σ.
1. mozˇnost: M : σ je v normalni obliki.
2. mozˇnost: ∃M ′ :M →β M ′.
Dokaz. Uporabimo indukcijo po strukturi M (ali tudi po izpeljavi tipa M ).
Primer 1. M : σ = x : σ je primerek 1. mozˇnosti.
Primer 2. M : σ = (M1M2) : σ.
Po indukcijski hipotezi je M1 bodisi v normalni obliki ali lahko naredimo korak evalu-
acije; enako velja za M2. Cˇe lahko M1 razvijemo za en korak, potem lahko uporabimo
pravilo za aplikacijo M1 →β M ′1 ⇒ (M1M2)→β (M ′1M2) nad M .
Cˇe je M1 v normalni obliki in M2 ni potem lahko uporabimo pravilo M2 →β M ′2 ⇒
(M1M2)→β (M1M ′2) nad M .
Koncˇno, cˇe je M1 = (λx.M3) potem je M redeks in lahko izvedemo pravilo za apli-
kacijo (λx.M3)M2 →β [M2/x]M3. Sicer, cˇe sta M1 in M2 normalni obliki in M1 ni
λ-abstrakcija, potem je M normalna oblika.
Primer 3. M : σ = (λx.M1) : σ. Podobno kot v primeru (2) lahko predpostavimo, da
za M1 lastnost velja. Cˇe obstaja redukcija M1 →β M ′1 potem lahko naredimo korak
redukcije tudi za M . Cˇe je M1 v normalni obliki je tudi M normalna oblika.
Izrek o napredku izpeljave je posledica normalizacijskega izreka λ-racˇuna s tipi, ki
pravi, da vse redukcijske strategije vodijo do izraza v normalni obliki.
Normalizacijski izrek je predstavljen kasneje.
Naslednja lema je ena izmed kljucˇnih pri dokazu izreka o ohranitvi tipov pri redukciji
izraza (Izrek 6.4.2).
Lema 6.4.4 (Substitucijska lema λ→). 1. Γ `M : σ ⇒ [τ/α]Γ `M : [τ/α]σ.
2. Naj bo dan Γ, x : σ `M : τ in Γ ` N : σ. Potem velja tudi Γ ` [N/x]M : τ .
Dokaz. 1. Po indukciji na izpeljavo M : σ.
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2. Po indukciji na izpeljavo stavka Γ, x : σ ` M : τ . Za dano izpeljavo M : τ
obdelamo primere na koncˇnem pravilu uporabljenem pri tvorbi M : τ .
Pravilo 6.4:
M = z, kjer je z : τ ∈ (Γ, x : σ)
Imamo dva primera, ki jih je potrebno obdelati: z = x in z je neka druga spre-
menljivka. V primeru z = x velja [N/x]z = N kot tudi τ = σ. Zahtevan rezul-
tat Γ ` N : σ je med predpostavkami! V drugem primeru pa velja [N/x]z = z,
kjer je rezultat direkten.
Pravilo 6.5:
M =M1 M2
Γ, x : σ `M1 : (τ2 → τ1)
Γ, x : σ `M2 : τ2
τ = τ1
Po indukcijski hipotezi velja Γ ` [N/x]M1 : (τ2 → τ1) in Γ ` [N/x]M2 :
τ2. Ker velja Γ ` (M1 M2) : τ in ker po definiciji evaluacije substitucije na
funkcijskem klicu velja [N/x](M1 M2) = ([N/x]M1 [N/x]M2), potem velja
Γ ` ([N/x]M1 [N/x]M2) : τ1 ≡ [N/x](M1 M2) : τ .
Pravilo 6.6:
M = λy.M1
τ = τ2 → τ1
Γ, x : σ, y : τ2 `M1 : τ1
Lahko predpostavimo, da velja x 6= y in y 6∈ FV (N). Z uporabo permuta-
cije na podizpeljavi dobimo Γ, y : τ2, x : σ ` M1 : τ1. Z uporabo oslabitve
na dani izpeljavi Γ ` N : σ dobimo Γ, y : τ2 ` N : σ. Po indukcijski
hipotezi velja Γ, y : τ2 ` [N/x]M1 : τ1. Po definiciji evaluacije substitu-
cije velja [N/x](λy.M1) = (λy.[N/x]M1). Zaradi indukcijske hipoteze velja
Γ ` (λy.[N/x]M1) : (τ2 → τ1) in torej Γ ` [N/x](λy.M1) : (τ2 → τ1) =
[N/x]M : τ .
Naslednji izrek pravi, da je mnozˇica M ∈ Λ, ki imajo dolocˇen tip zaprta za redukcijo.
Izrek 6.4.2 (Ohranjanje tipov λ→). Naj bo M ∈ Λ in M ³β M ′.
Γ `M : σ ⇒ Γ `M ′ : σ
Dokaz. Uporabili bomo indukcijo po konstrukciji relacije ³β . Pokazˇimo najbolj po-
memben primer: evaluacijo redeksa.
Naj bo M : σ = (λx.P )Q : σ in M ′ = [Q/x]P . Cˇe velja Γ ` (λx.P )Q : σ
potem zaradi tvorne leme 6.4.2 velja, da obstaja τ tako da Γ ` (λx.P ) : (τ → σ) oz.
Γ, x : σ ` P : σ in Γ ` Q : τ .
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Zaradi indukcijske hipoteze velja ohranitev tipov za P in Q. Zaradi substitucijske leme
6.4.4 potem velja Γ ` [Q/x]P : σ.
Zaradi izreka 6.4.1 in izreka 6.4.2 velja varnost tipov λ-racˇuna s tipi. Varnost vcˇasih
imenujemo tudi uglasˇenost λ-racˇuna1.
6.5 Normalizacija λ→ izrazov
Lambda izraz M strogo normalizira, cˇe se vse mozˇne sekvence redukcije z zacˇetkom
M ustavijo.
Obstajajo izrazi, ki imajo normalno obliko vendar ne normalizirajo strogo, ker imajo
neskoncˇno sekvenco redukcije. Na primer KIΩ =β I, cˇeprav je sekvenca Ω →β
Ω→β . . . neskoncˇna.
Cˇe bi v primeru KIΩ uporabljali strategijo klic-po-vrednosti se evaluacija nebi nikoli
zakljucˇila. Strategija je torej pomembna pri iskanju normalne oblike izraza.
Naslednji izrek zagotavlja izracˇun normalne oblike z redukcijo skrajno levega redeksa.
Izrek 6.5.1 (Normalizacijski izrek). Cˇe ima M normalno obliko potem jo dobimo z
iteriranjem redukcij skrajno levih redeksov—redeksov, ki imajo λ skrajno levo.
Dokaz normalizacijskega izreka se nahaja v knjigi H.Barendregta [2]. V nadaljevanju
si bomo pogedali sˇe dva drugacˇna dokaza normalizacije λ-izrazov.
Sˇibek normalizacijski izrek pravi, da obstaja neka strategija za normalizacijo izraza, ki
se zakljucˇi. Strog normalizacijski izrek pravi, da se vse mozˇne strategije normalizacije
zakljucˇijo.
6.5.1 Sˇibek normalizacijski izrek
6.5.2 Strog normalizacijski izrek
Konstrukcija strogega normalizacijskega izreka je sledecˇa.
1. Najprej definiramo mnozˇico vseh λ-izrazov SN , ki strogo normalizirajo.
2. Nato definiramo zasicˇene mnozˇice X ⊆ SN , ki vsebujejo vse λ-izraze nad dano
mnozˇico spremenljivk, ki strogo normalizirajo.
1Klasicˇno pomeni uglasˇenost pravil teorije, da vse kar izpeljemo s pravili so korektni stavki. Enako velja
tudi za izpeljave λ-izrazov—β-redukcija vodi do izrazov korektnega tipa.
Uglasˇenost se tipicˇno uporablja skupaj s kompletnostjo, ki pravi, da dana pravila teorije izpeljejo vse
mozˇne stavke. Kaj natancˇno predstavlja kompletnost prirejanja tipov λ-izrazov?
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3. Pokazˇemo, da sta mnozˇici SN in JαK (vsi primerki tipa α) zasicˇeni in predsta-
vimo operacije za katere je zasicˇenje zaprto.
4. Definiramo operacijo ovrednotenja spremenljivk, ki naredijo substitucijo prostih
spremenljivk v λ→-izrazih oz. v kontekstu Γ. Ovrednotenje ustreza evaluaciji
λ→-izraza.
5. Pokazˇemo, da ovrednotenje spremenljivk v λ→-izrazih vedno vodi do elementov
zasicˇenih mnozˇic, ki so SN .
Definicija 6.5.1. 1. SN = {M ∈ Λ|M strogo normalizira}
2. Naj A,B ⊆ Λ. A→ B ⊆ Λ definiramo
A→ B = {F ∈ Λ|∀a ∈ A F a ∈ B}.
3. Za vsak σ ∈ Type(λ→) definiramo JσK ⊆ Λ z naslednjimi pravili.
JαK = SN, kjer je α spremenljivka tipaJσ → τK = JσK→ JτK.
Opazka 6.5.1. Zgornja definicija karakterizira mnozˇico λ-izrazov, ki strogo normali-
zirajo.
Pravilo (1) defnira mnozˇico SN vseh λ-izrazov, ki strogo normalizirajo.
Pravilo (2) pove na kaksˇen nacˇin dobimo vse funkcije, ki strogo normalizirajo, iz λ-
izrazov iz domene in zaloge vrednosti, ki strogo normalizirajo.
Pravilo (3) definira mnozˇice λ-izrazov JαK, ki predstavljajo izraze s spremenljivko tipa
α, ki strogo normalizirajo.
Definicija 6.5.2. 1. Podmnozˇico X ⊆ SN imenujemo zasicˇeno, cˇe
a) ∀n ≥ 0 ∀R1, . . . , Rn ∈ SN : x ~R ∈ X , kjer je x poljubna spremenljivka
izraza.
b) ∀n ≥ 0 ∀R1, . . . , Rn ∈ SN ∀Q ∈ SN :
[Q/x]P ~R ∈ X ⇒ (λx.P )Q ~R ∈ X
2. SAT = {X ⊆ Λ|X je zasicˇena}
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Opazka 6.5.2. Zasicˇene mnozˇice so SN po definiciji.
Definicija zasicˇenih mnozˇic predstavlja postopek za enumeracijo izrazov zasicˇene mnozˇice.
Konstruiramo jih od enostavnih izrazov proti bolj kompleksnim izrazom.
Pravilo (1a) dosezˇe, da so elementi zasicˇene mnozˇice X vse spremenljivke x v primeru
n = 0.
Pogoj (1a) dodaja spremenljivke na zacˇetek izraza, ki mu sledijo vsi mozˇni izrazi SN.
Pogoj (1b) dodaja k mnozˇici za vsak kontraktum sˇe redeks, ki vodi do kontraktuma.
Z (1b) torej sˇirimo mnozˇico izrazov, ki po vsaki uporabi pravila dobi mnozˇico novih
izrazov z dodatnim redeksom ter vsemi mozˇnimi izrazi SN na desni strani. 2
Lema 6.5.1. 1. SN ∈ SAT
2. A,B ∈ SAT ⇒ A→ B ∈ SAT
3. Naj bo {Ai}i∈I mnozˇica elementov SAT , potem
⋂
i∈I Ai ∈ SAT .
4. Za vse σ ∈ type(λ→) velja JσK ∈ SAT .
Dokaz. 1. SN zadosˇcˇa pogoju (1a) definicije zasicˇenosti. Poglejmo sˇe pogoj (1b).
Predpostavljamo
[Q/x]P ~R ∈ SN ∧Q, ~R ∈ SN. (1)
Trdimo, da velja tudi
(λx.P )Q ~R ∈ SN. (2)
Redukcije v P,Q in ~R se ustavijo, ker so po predpostavki SN . Izraz [Q/x]P
je pod-izraz izraza v SN torej je tudi sam SN , kot tudi P . Po koncˇnem sˇtevilu
korakov redukcije izraza (2) dobimo (λx.P ′)Q′ ~R′, kjer velja P ³β P ′, itd.
Kontrakcija (λx.P ′)Q′ ~R′ da
[Q′/x]P ′ ~R′. (3)
Ta izraz pa lahko vidimo kot reduciran izraz [Q/x]P ~R. Ker je ta izraz SN potem
je SN tudi (3) in (λx.P )Q ~R.
2. Naj bosta A,B ∈ SAT . Po definiciji velja x ∈ A za vse spremenljivke. Potem
F ∈ A→ B ⇒ F x ∈ B Po def.F
⇒ F x ∈ SN Po def.SAT
⇒ F ∈ SN Komponenta no
Velja torej A→ B ⊆ SN . A→ B predstavlja vse funkcije iz A v B, ki so SN .
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Poglejmo sˇe pogoj (a) za zasicˇenost. Naj bo ~R ∈ SN . Pokazati moramo, da
x ~R ∈ A→ B. To pomeni
∀Q ∈ A : x ~RQ ∈ B,
kar je res ker A ⊆ SN in B je zasicˇena. Podobno sklepamo za pogoj zasicˇenosti
(1b).
3. Podobno kot (2).
4. Z indukcijo na tvorbo σ, z uporabo (1) in (2).
Opazka 6.5.3. Komentarji k Lemi 6.5.1.
1. SN ∈ SAT pomeni, da je SN zasicˇena in vsebuje vse mozˇne izraze, ki se jih da
konstruirati s pravili (a) in (b) za zasicˇene mnozˇice.
2. Cˇe sta zasicˇeni mnozˇici A in B potem je zasicˇena tudi A→ B. To pomeni, da je
funkcija nad zasicˇenimi mnozˇicami vedno zasicˇena in tudi SN .
3. Nasicˇenje je zaprto za presek.
4. Za dano spremenljivko tipa α vsebuje JαK vse SN λ-izraze, ki vsebujejo α. Ker
je JαK zasicˇena mnozˇica vsebuje vse izraze, ki se jih da generirati s pravili (1a)
in (1b) Definicije 6.5.2. 2
Definicija 6.5.3. 1. Ovrednotenje v Λ je preslikava ρ : V → Λ kjer je V mnozˇica
spremenljivk.
2. Naj bo ρ ovrednotenje v Λ. Potem
JMKρ = [ρ(x1)/x1, . . . , ρ(xn)/xn]M,
kjer je ~x = x1, . . . , xn mnozˇica prostih spremenljivk M .
3. Naj bo ρ ovrednotenje v Λ. Potem ρ resˇi M : σ zapisano ρ |= M : σ, cˇeJMKρ ∈ JσK.
Cˇe je Γ kontekst, potem ρ resˇi Γ kar napisˇemo ρ |= Γ, cˇe ρ |= x : σ za vse
(x : σ) ∈ Γ.
4. Kontekst Γ resˇi M : σ kar zapisˇemo Γ |=M : σ, cˇe
∀ρ[ρ |= Γ⇒ ρ |=M : σ].
Opazka 6.5.4. 1. Ovrednotenje priredi vsaki spremenljivki λ-izraz.
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2. Ovrednotenje ρ izraza M predstavlja substitucijo vseh prostih spremenljivk x iz
M z ρ(x). Ovrednotenje potem predstavlja nacˇin evaluacije λ-izraza.
Ovrednotenje ρ je resˇitev M : σ (ρ |=M : σ), cˇe je resˇitev M z ρ JMKρ elementJσK in je torej SN !
3. Resˇitev konteksta Γ z ovrednotenjem ρ (ρ |= Γ) predstavlja ovrednotenje spre-
menljivk x ∈ Γ z ρ(x). Spremenljivkam dodelimo izraze (∈ Λ), zacˇetne vrednosti
na osnovi katerih lahko ovrednotimo izraze.
4. Kontekst Γ je resˇitev M : σ (Γ |= M : σ), cˇe vsako ovrednotenje, ki resˇi Γ resˇi
tudi M : σ.
Γ torej resˇi M : σ, cˇe za vsako prireditev SN izrazov spremenljivkam Γ pomeni,
da je tudi M : σ SN . 2
Lema 6.5.2 (Uglasˇenost).
Γ `λ→ M : σ ⇒ Γ |=M : σ.
Dokaz. Z indukcijo po izpeljavi M : σ.
Primer 1. Γ ` M : σ kjer je M ≡ x sledi iz (x : σ) ∈ Γ. Potem je trivialno
Γ |=M : σ.
Primer 2. Γ ` M : σ kjer je M ≡ M1M2 je posledica Γ ` M1 : τ → σ in
Γ `M2 : τ .
Predpostavimo ρ |= Γ, da bi pokazali ρ |= M1M2 : σ. Potem po induktvni
predpostavki velja ρ |= M1 : τ → σ in ρ |= M2 : τ ali JM1Kρ ∈ Jτ → σK =JτK → JσK in JM2Kρ ∈ JτK. Iz tega sledi JM1M2Kρ = JM1KρJM2Kρ ∈ JσK ali
ρ |=M1M2 : σ.
Primer 3. Γ ` M : σ, kjer je M ≡ λx.M ′ in σ ≡ σ1 → σ2, lahko dokazˇemo iz
Γ, x : σ1 `M ′ : σ2.
Po induktivni hipotezi velja
Γ, x : σ1 |=M ′ : σ2. (1)
Predpostavimo ρ |= Γ, da bi pokazali ρ |= (λx.M ′) : σ1 → σ2. Drugacˇe
zapisano moramo pokazati
∀N ∈ Jσ1K : Jλx.M ′KρN ∈ Jσ2K.
Predpostavimo torej N ∈ Jσ1K. Potem ρ(N/x) |= Γ, x : σ1 in zato
JM ′Kρ(N/x) ∈ Jσ2K
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zaradi (1). Ker velja
Jλx.M ′KρN ≡ [ρ(~y)/~y](λx.M ′)N
³β [ρ(~y)/~y,N/x]M ′
≡ JM ′Kρ(N/x),
sledi zaradi zasicˇenosti Jσ2K da Jλx.M ′KρN ∈ Jσ2K.
Izrek 6.5.2 (Strog normalizacijski izrek). Naj bo Γ `λ→ M : σ. Potem M strogo
normalizira.
Dokaz. Naj bo Γ ` M : σ, potem velja Γ |= M : σ. Definiramo ρ0(x) = x za vsak
x. Potem velja ρ0 |= Γ, ker zaradi nasicˇenosti JτK za vsak x velja x ∈ JτK. Zaradi tega
velja ρ0 |=M : σ in zato M ≡ JMKρ0 ∈ JσK ⊆ SN .
6.6 Curry-Howardov izomorfizem
Curry-Howardov izomorfizem prikazˇe sintakticˇno in pomensko zvezo med logiko in
teorijo tipov.
V tej sekciji si bomo ogledali najbolj osnovno zvezo, ki definirana med izjavnim racˇunom
in lambda-racˇunom s tipi (λ→).
Kasneje bodo omenjene sˇe druge zveze, ki so definirane nad jeziki z vecˇjo izrazno
mocˇjo.
Uporabili bomo varianto lambda racˇuna λ→, ki bo uporabljena za prikaz Curry-Howardovega
izomorfizma.
Tip τ ::= τ1, . . . , τn osnovni tipi
| τ1 × τ2 produkt
| τ1 → τ2 funkcije
Izraz M ::= x1 : τ1, . . . , xn : τn spremenljivke
| 〈M,N〉 pari
| Π1M projekcija
| Π2M projekcija
| λx.M abstrakcija
| M N aplikacija
(6.7)
Definirali bomo preslikavo med izrazi logike in izrazi λ→ tako, da bo deduktivno skle-
panje na strani logike preslikano v normalizacijo izrazov λ-racˇuna. Hkrati bomo defi-
nirali tudi preslikavo v nasprotno smer.
Dokazi izjavnega racˇuna ustrezajo ovrednotenju izrazov v λ-racˇunu.
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Preslikava torej ni samo bijektivna ampak tudi ohranja preslikave pri deduktivnem skle-
panju na eni strani oz. pri normalizaciji izrazov na drugi, analogni strani.
6.6.1 Definicija izomorfizma
Na eni strani imamo dokaze izjav napisanih v izjavnem racˇunu. Za dokazovanje upo-
rabljamo naravno dedukcijo..
Dokaze v izjavnem racˇunu bomo videli kot izpeljave izrazov λ→. Bolj natancˇno, dokaz
izjave A postane v λ→ izpeljava izraza tipa A.
Uporaba tipov ×,→ bo ustrezala logicˇnim operacijam ∧,⇒.
Na drugi strani imamo izraze λ→, ki imajo tipe. Evaluacija izraza bo ustrezala sklepa-
nju v izjavnem racˇunu.
Poglejmo si zdaj pravila, ki definirajo bijekcijo med izrazi λ→ in izpeljavami dokazov
izjavne logike.
1. Dedukcija A ustreza spremenljivki xAi .
2. Dedukcija
...
A
...
B
A ∧B ∧I ustreza izrazu 〈u, v〉, kjer u ustreza izpeljavi A in v
izpeljavi B.
3. Dedukciji
...
A ∧B
A
∧1E in
...
A ∧B
B
∧2E ustrezata izrazoma Π1t in Π2t, kjer
t ustreza dedukciji A ∧B.
4. Dedukcija
[A]
...
B
A⇒ B⇒ I ustreza izrazu λx
A
i .v, kjer izpeljava A ustreza predpo-
stavkam za izpeljavo xAi ter izpeljava B iz A ustreza ovrednotenju v.
5. Dedukcija
...
A
...
A⇒ B
B
⇒ E ustreza izrazu t u, kjer t in u ustrezata izpe-
ljavama A⇒ B in B.
6.6.2 Pomen izomorfizma
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6.7 Opombe
Lambda racˇun s tipi je podrobno predstavljen v cˇlanku Barendregt [4]. Nekatere la-
stnosti lambda racˇuna s tipi so podane v knjigi Barendregt [2].
Noramalizacija izrazov lambda racˇuna s tipi je predstavljena v knjigi Barendregt [2].
Povzetek dokazov sˇibkega in mocˇnega normalizacijskega izreka za λ-racˇun s tipi je
predstavljen v knjigi Girarda [6].
Razlicˇne verzije dokaza normalizacijskega izreka za lambda racˇun s tipi se nahajajo v
cˇlankih avtorjev Hindley [], Berger [], Filinski [], ...
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Poglavje 7
REKURZIVNI JEZIKI
V prejsˇnjih poglavjih smo predstavili λ-racˇun in pokazali, da je racˇunsko kompleten
oz. enakovreden Turingovem stroju.
Potem smo λ-racˇun omejili, da bi se izognili Kleene-Roserjevem paradoksu, tako da
smo vse izraze λ-racˇuna oznacˇili s tipi.
Jezik, ki smo ga tako dobili je precej manj izrazen od λ-racˇuna in ni racˇunsko komple-
ten. Pokazali smo, da lahko izrazˇa samo razerred razsˇirjenih polinomov.
Λ-racˇun s tipi bomo zdaj zacˇeli sˇiriti tako, da mu bomo dodajali operacije.
Cˇe λ→ dodamo operator primitivne rekurzije, lahko s taksˇnim jezikom izrazˇamo pri-
mitino rekurzivne funkcij, podmnozˇico vseh totalno izracˇunljiih (rekurzivnih) funkcij.
Ko dodamo k λ→ sˇe operator fiksne tocˇke dobimo spet nazaj Turingov jezik s katerim
lahko izrazˇamo vse izracˇunljive funkcije.
Kaksˇna je razlika med zacˇetnim λ-racˇunom in λ→, ki vsebuje operator fiksne tocˇke?
Z uporabo tipov in operatorja fiksne tocˇke smo se izognili paradoku in dosegli vecˇ
kontrole nad programi, ki jih pisˇemo.
Po drugi strani lahko z razsˇirjenim jezikom spet izrazimo parcialne funkcije, ki ustre-
zajo programom za katere ne moremo trditi, da se bodo pri vsakem vhodu ustavili.
7.1 Go¨delov sistem T
Jezik λ→ razsˇirjen s primitivno rekurzijo je poznan kot Go¨delov sistem T .
Namesto mnozˇice operacij nad celimi sˇtevili je uporabljena primitivna rekurzija s ka-
tero lahko izrazimo vse osnovne operacije nad naravnimi sˇtevili.
Primitivna rekurzija je primerna za induktivno definicijo operacij nad celimi sˇtevili.
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Pomembna lastnost T je izrazˇanje samo totalnih funkcij. Sistem T je zasnovan tako,
da se izvajanje izrazov nujno zakljucˇi.
Posledica stroge zahteve glede forme jezika onemogocˇa izrazˇanje nekaterih rekurzivnih
funkcij.
7.1.1 Primitivna rekurzija
Razred primitino rekurzivnih funkcij dobimo iz osnovnih funkcij S+, Z in Uni .
Za rasˇiritev osnovnih funkcij uporabimo dve operaciji: kompozicijo in primitivno re-
kurzijo.
Z operacijo kompozicije kombiniramo totalno izracˇunljive funkcije g1, . . . , gk z upo-
rabo funkcije h.
Definicija 7.1.1. Naj bodo g1, . . . , gk in h totalno izracˇunljive funkcije. Sekvenco spre-
menljik x1, . . . , xn zapisˇemo kot ~x. Funkcija kompozicije f je definirana na naslednji
nacˇin.
f(~x) = h(g1(~x), . . . , gk(~x))
Z primitivno rekurzijo lahko izrazimo velik pod-razred totalno izracˇunljivih funkcij.
Definicija 7.1.2. Naj bodo g in h totialno izracˇunljivi funckiji, ki imata n in n + 2
parametrov. Sekvenco spremenljivk x1, x2, . . . , xn bomo zapisali kot ~x.
Funkcija f nad n+ 1 spremenljivkami je definirana na sledecˇ nacˇin.
1. f(~x, 0) = g(~x);
2. f(~x, y + 1) = h(~x, y, f(~x, y)).
Funkcija f je definirana na osnovi g in h z uporabo primitivne rekurzije.
Izvajanje primitivno rekurzivne funkcije si lahko predstavjamo kot naslednjo sekvenco
izvajanja stavkov.
f(~x, 0) = g(~x)
f(~x, 1) = h(~x, 0, f(~x, 0))
f(~x, 2) = h(~x, 1, f(~x, 1))
...
f(~x, y + 1) = h(~x, y, f(~x, y))
Ker so funkcije g in h izracˇunljive in ker se sekvenca y + 1, y, y − 1, . . . , 1, 0 vedno
ustavi, definira primitivna rekurzija samo totalno izracˇunljive funkcije.
Definicija 7.1.3. Funkcija je primitivno rekurzivna, cˇe je sestavljena iz osnovnih funk-
cij S+, Z in Uni in koncˇnega sˇtevila aplikacij operacije kompozicije in operacije pri-
mitivne rekurzije.
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Primitivne rekurzivne funkcije predstavljajo mocˇno orodje za konstrukcijo funkcij. Po-
glejmo si nekaj primerov.
Primer 7.1.1. Funkcija fakultete fact je definirana na osnovi enega parametra.
fact(0) = 1
f(y + 1) = h(y, fact(y)) = fact(y) ∗ (y + 1)
Poglejo si izvajanje funkcije fact(4).
fact(0) = 1
fact(1) = fact(0) ∗ 1 = 1
fact(2) = fact(1) ∗ 2 = 3
fact(3) = fact(2) ∗ 3 = 6
fact(4) = fact(3) ∗ 4 = 24
Operator primitivne rekurzije
Izraz rec(N,N0, x.y.M) predstavlja operator primitivne rekurzije.
Stavek rec definira N -kratno iteracijo s transformacijo x.y.M in zacˇetno vrednostjo
N0. Vrednost N se zmanjsˇa za eno pri vsakem rekurzivne klicu.
Spremenljivka y predstavlja rekurzivni klic oz. vrednost, ki jo vrne rekurzivni klic. y
je sestavni del M , ki predstavlja kodo, ki se izvrsˇi pri vsaki iteraciji.
Zaradi enostavnejsˇega razumevanja bomo uporabljali konkretno sintakso operatorja
rec.
rec(e, e0, x.y.e1) ≡ rec e {z → e0 | s(x) with y → e1}
Sintaksa izpostavi sˇtevec iteracije N , ki se ujame bodisi z z ali s(x). Prav tako je
eksplicitno prikazano odsˇtevanje enice od N oz. s(x).
Primer 7.1.2. V naslednjem primeru uporabe funkcije rec bomo definirali funkcijo
dub, ki podvoji vrednost parametra.
dub = λx : nat.rec x {z → z | s(u) with v → s(s(v))}
dub = λx : nat.rec(x, z, u.v.s(s(v)))
Z indukcijo lahko pokazˇemo, da funkcija dub v zgornjem primeru res izracˇuna funkcijo
dub(x) = 2 ∗ x. Podobno lahko dokazˇemo pravilnost definicje naslednjih primerov
aritemeticˇnih funkcij. 2
Poglejmo si implementacijo rec v Ocaml. Funkcijo smo imenovali pra, ker je rec v
Ocaml zˇe rezervirana beseda.
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Koda znotraj katere se realizira rekurzivni klic y in s katero definiramo primitivno
rekurzijo je definirana s funkcjo f.
Zaradi splosˇnosti smo uporabili poleg vrednosti rekurzivnega klica y sˇe parametra N in
N0.
# let rec pra n n0 f = match n with
0 -> n0
| _ -> f (pra (n-1) n0 f) n n0;;
val pra : int -> ’a -> (’a -> int -> ’a -> ’a) -> ’a = <fun>
# let f y n n0 = y*n;;
val f : int -> int -> ’a -> int = <fun>
# let fac n = pra n 1 f;;
val fac : int -> int = <fun>
# fac 5;;
- : int = 120
Vcˇasih je iteracija obravnavana kot alternativa primitivni rekurziji.
Iteracijski stavek rec(N,N0, x.y.M) izvede N -krat kodo M , kjer se rezultat ene itera-
cije akumulira v y. V primeru N = 0 dobi y vrednost N0.
Iteracija je poseben primer primitivne rekurzije oz. obratno, primitivna rekurzija je
poseben primer iteracije. Lahko si jo predstavljamo kot implementacijo primitivne
rekurzije.
7.1.2 Staticˇna semantika
Jezik T vsebuje λ→, ki mu je dodan operator primitivne rekurzije.
Sintaksa T je definirana z naslednjo gramatiko.
Tipi τ ::= nat naravna sˇtevila
τ1 → τ2 funkcija
Izrazi e ::= x spremenljivka
z nicˇla
s(N) naslednik
rec(N,N0, x.y.M) rekurzija
λx.M abstrakcija
M N aplikacija
Sˇtevila so predstavljena kot Churcheva sˇtevila. Kasneje bomo vecˇkrat uporabljali no-
tacijo n namesto izraza sn(z).
Primitivna rekurzija rec(N,N0, x.y.M) je bila predstavljena v prejsˇnji sekciji.
Go¨delov T vsebuje vsebuje tudi lambda racˇun, ki definiran na obicˇajen nacˇin.
Staticˇna semantika T je definirana z naslednjimi pravili.
7.1. GO¨DELOV SISTEM T 159
Γ, x : nat ` x : nat (7.1)
Γ ` z : nat (7.2)
Γ ` N : nat
Γ ` s(N) : nat (7.3)
Γ ` N : nat Γ ` N1 : τ Γ, x : nat, y : τ `M : τ
Γ ` rec(N,N0, x.y.M) : τ (7.4)
Γ, x : σ `M : τ
Γ ` (λx.M) : σ → τ (7.5)
Γ `M : σ → τ Γ ` N : σ
Γ ` (M N) : τ (7.6)
Glede na to, da smo naravna sˇtevila in sam lambda racˇun podrobneje predstavili prej,
bo tukaj komentirano samo pravilo za operacijo rec.
Spremenljivka N je nujno tipa nat. Izraz N0 predstavlja zacˇetno vrednost izracˇuna rec.
Tip M se mora ujemati s tipom y vendar ni potrebno, da je fiksen.
Spremenljivka y predstavlja rezultat rekurzivnega klica (zacˇetnoN0) medtem ko izracˇun
M predstavlja rezultat vsakega rekurzivnega klica rec.
Substitucijska lema pravi, da se tipi v M ohranijo ob substiciji spremenljivke x z izra-
zom N .
Lema 7.1.1 (Substitucijska lema). Cˇe velja Γ ` N : σ in Γ, x : σ ` M : τ , potem
Γ ` [N/x]M : τ .
Dokaz. Indukcija po strukturi M .
7.1.3 Dinamicˇna semantika
Podobno kot smo definirali semantiko pri lambda racˇunu, bomo tudi za T razlikovali
med klicem-po-vrednosti in klicem-po-referenci.
Interpretacija klic-po-vrednosti najprej ovrednoti parametere in sˇele nato ovrednoti
funkcijo. Parametri se torej ovrednotijo v primeru, da so potrebni pri izracˇunu funkcije.
Interpretacija klic-po-imenu obravnava parametre sˇele ko je to zares potrebno t.j. ko
jih mora evaluirati.
Medtem ko semantika klic-po-imenu dopusˇcˇa vecˇkratno evaluacijo parametrov, seman-
tika klic-po-potrebi zagotovi, da se parameter ovrednoti samo enkrat, cˇe je to potrebno.
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Semantika klic-po-vrednosti je predstavljena s pravili in deli pravil, ki so zapisani v
oklepajih.
Semantika klic-po-imenu je predstavljena s pravili brez delov komentiranih z oglatimi
oklepaji.
Vrednosti jezika T so definirane z naslednjimi pravili.
z val
(7.7)
[N val]
s(N) val
(7.8)
(λx.E) val
(7.9)
Naslednja pravila predstavljajo evaluacijo osnovnega lambda racˇuna.[
N 7→ N ′
s(N) 7→ s(N ′)
]
(7.10)
M →M ′
M N →M ′ N) (7.11)[
M val N → N ′
M NtoM N ′
]
(7.12)
[N val]
(λx.M) N → [N/x]M (7.13)
Sledijo pravila s katerimi se ovrednoti operator rec.
N → N ′
rec(N,N0, x.y.M)→ rec(N ′, N0, x.y.M) (7.14)
rec(z,N0, x.y.M)→ N0 (7.15)
s(N) val
rec(s(N), N0, x.y.M)→ [N, rec(N,N0, x.y.M)/x, y]M (7.16)
Pravila 7.15 in 7.16 definirata obnasˇanje rekurzivnega operatorja na osnovi vrednosti
N : z ali s(N).
V prvem primeru dobimo rezultat N0. V drugem primeru se x povezˇe z N in y z
rekurzivnim klicem istega operatorja. Parameter N zmanjsˇamo za eno.
V primeru, da M ne vsebuje y se rekurzivni klic ne izvede.
Usklajenost med staticˇno in dinamicˇno semantiko ter tipi izrazov lahko preverimo
preko varnosti izrazov: za izraze mora veljati napredek in ohranitev.
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Izrek 7.1.1 (Varnost tipov). 1. Cˇe M : τ in M 7→M ′ potem M ′ : τ .
2. Cˇe M : τ potem je lahko kvecˇjemu M val ali M 7→M ′ za nek M ′.
7.1.4 Izrazna mocˇ T
T lahko izrazi primitivne rekurzivne funkcije.
Primitivna rekurzija je postopek, ki definira vrednost funkcije pri argumentu N z upo-
rabo vrednosti, ki je rezultat vrednosti funkcije z argumentom N − 1.
Jezik primitivnih rekurzivnih funkcij je totalno izracˇunljiv (rekurziven) jezik za kate-
rega obstaja Turingov stroj, ki se vedno ustavi pri preverjanju ali je beseda v jeziku.
Podobno kot v λ→ imamo v Goedlovem T naslednje kanonicˇne oblike vrednosti.
Lema 7.1.2 (Kanonicˇne oblike). Cˇe je M : τ in M val potem velja naslednje.
1. Cˇe je τ = nat potem M = sn(z) kjer velja n ≥ 0.
2. Cˇe je τ = τ1 → τ2 potem M = λx.N za nek N .
Goedel je T uporabljal za sˇtudij izrazne mocˇi formalizmov za izrazˇanje matematicˇnih
funkcij nad celimi sˇtevili.
Pogledali si bomo primere izrazov s katerimi realiziramo aritmeticˇne operacije.
Primer 7.1.3. Naslednji primer prikazˇe rekurzivno definicijo funkcije pred izrazˇeno s
primitivno rekurzijo1.
pred = λx : nat.rec x {z → z | s(u) with v → ifz(u, z, s(v))}
pred = λx : nat.rec[nat → nat](x, z, u.v.ifz(u, z, s(v)))
2
Primer 7.1.4. Poglejmo si sˇe sesˇtevanje. Funkcija ima dva parametra: x in y. S
primitivno rekurzijo odvijamo (odsˇtevamo 1) vrednost x.
Ko pridemo do nicˇle vrne funkcija rec y. Ob vracˇanju rekurzije nad y konstruiramo x
s funkcijo s(). Rezultat je vsota x+ y.
add = λx : nat.λy : nat.rec x {z → y | s(u) with v → s(v)}
2
1Funkcijo pred je s primitivno rekurzijo predstavil Kleene.
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Primer 7.1.5. In sˇe mnozˇenje. Funkcija ima dva parametra: x in y.
S primitivno rekurzijo odvijamo (odsˇtevamo 1) vrednost x. Ko pridemo do nicˇle vrne
funkcija rec z.
Ob vracˇanju rekurzije prisˇtejemo y k produktu x-krat. Rezultat je produkt x ∗ y.
mul = λx : nat.λy : nat.rec x {z → z | s(u) with v → add(y, v)}
2
Primitivna rekurzija in izracˇunljive funckije
Ugotovili smo, da so vse primitino rekurzivne funkcije totalne.
So vse totalne rekurzivne funkcije primitivno rekurzivne?
Izkazˇe se da je odgovor na prejsˇnje vprasˇanje negativen. Obstajajo totalno rekurzivne
funkcije, ki niso primitivno rekurzivne.
Prikazali bomo dva dokaza. Najprej bomo z uporabo diagonalizacije definirali totalno
rekurzivno funckijo, ki ni primitivno rekurzivna.
Predstavili bomo sˇe Ackermann-ovo funkcija, ki je ena od prvih odkritih totalno rekur-
zivnih funkcij, ki ni primitivno rekurzivna funkcija.
Izrek 7.1.2. Mnozˇica primitivno rekurzivnih funkcij je prava podmnozˇica mnozˇice to-
talno rekurzivnih (izracˇunljivih) funkcij.
Dokaz. Primitivno rekurzivne funkcije se lahko predstavijo z nizom simbolov iz abe-
cede Σ = {s, p, z, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, (, ), ◦, :, 〈, 〉}.
Osnovne funkcije s, z in p(j)i lahko predstavimo kot 〈s〉, 〈z〉 in 〈pi(j)〉.
Kompozicijo funkcij h ◦ (g1, . . . , gn) predstavimo kot 〈〈h〉 ◦ 〈〈g1〉, . . . , 〈gn〉〉〉, kjer so
〈h〉 in 〈gi〉 predstavitve funkcij h in gi.
Funkcijo definirano kot primitivno rekurzivna funkcija na osnovi funkcij g in h pred-
stavimo z 〈〈g〉 : 〈h〉〉.
Nize nad Σ∗ lahko generiramo po dolzˇini: najprej prazen niz, potem vse nize dolzˇine
ena, potem nize dolzˇine dva, itd.
Obstaja mehanicˇen postopek po katerem preverimo ali dan niz predstavlja pravilno
napisano primitivno rekurzivno funkcijo.
Nasˇtevanje primitivno rekurzivnih funkcij naredimo z prej opisanim generiranjem ni-
zov in preverjanjem pravilnosti zapisa funkcij.
Generirane funkcije oznacˇimo z f0, f1, f2, itd.
Na podoben nacˇin lahko nasˇtejemo primitivno rekurzivne funckije nad eno samo spre-
menljivko. Lahko npr. izpustimo vse ostale funkcije.
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Sekvenco funkcij oznacˇimo z f (1)0 , f
(1)
1 , f
(1)
2 , . . .
Definirajmo zdaj funkcijo
g(i) = f (1)i (i) + 1,
ki je efektivno izracˇunljiva. Dejanska izracˇunljivost g sledi iz izracˇunljivosti postopka
za izracˇun g, ki je bil predstavljen.
Vrednost g(i) dobimo:
1. dolocˇimo i-to primitivno rekurzivno funkcijo f (1)i ,
2. izracˇunamo f (1)i (i), in
3. prisˇtejemo enico k f (1)i (i).
Ker je vsak od prejsˇnih korakov realno izracˇunljiv je tudi celoten postopek izracˇunljiv
s totalno funkcijo.
Zdaj lahko uporabimo diagonalizacijski argument
g(i) 6= f (1)i (i)
za vse i. Funkcija g(i) je torej totalna ni pa primitivno rekurzivna.
Drugi dokaz, da obstajajo funkcije, ki so totalno izracˇunljive vendar niso primitivno
rekurzivne je konstruiran na osnovi primera Ackermann-ove funkcije.
Ackermann-ova funkcija je definirana z naslednjimi rekurzivnimi enacˇbami.
A(0, y) = y + 1
A(x+ 1, 0) = A(x, 1)
A(x+ 1, y + 1) = A(x,A(x+ 1, y))
Pri vsakem rekurzivnem klicu bodisi m pada bodisi ostane enak in se n zmanjsˇuje. Iz
tega stalisˇcˇa so rekurzivni klici dobro definirani.
Z indukcijo po x lahko pokazˇemo, da je Ackermann-ova funkcija enolocˇno definirana
za vsak m,n.
Izracˇun Ackermann-ove funkcije je predstaljen na naslednjih primerih.
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Primer 7.1.6. Poglejmo si izracˇun Ackermann-ove funckije A(1, 1) in A(2, 1).
A(1, 1) = A(0, A(1, 0))
= A(0, A(0, 1))
= A(0, 2)
= 3
A(2, 1) = A(1, A(2, 0))
= A(1, A(1, 1))
= A(1, 3)
= A(0, A(1, 2))
= A(0, A(0, A(1, 1)))
= A(0, A(0, 3))
= A(0, 4)
= 5
Vrednost Ackermann-ove funkcije zelo hitro narasˇcˇa. Poglejmo si funkcijo ene spre-
menljivke, ki jo dobimo, cˇe fiksiramo x.
A(1, y) = A(0, A(1, y − 1))
= A(0, A(0, A(1, y − 2)))
= A(0, A(0, . . . , A(1, 0)))
= A(0, A(0, . . . , A(0, 1)))
= y + 2
A(2, y) = 2y + 3
A(3, y) = 2y+3 − 3
A(4, y) = 22
···216 − 3
Sˇtevilo cifer 2 v verigi eksponenta za A(4, y) je y. Na primer, A(4, 0) = 16 − 3,
A(4, 1) = 216 − 3 in A(4, 2) = 2216 − 3.
Prva spremenljivka Ackermann-ove funkcije dolocˇa hitrost rasti vrednosti funkcije. 2
Brez dokaza bomo napisali naslednji izrek, ki primerja hitrost rasti Ackermann-ove
funkcije s hitrostjo rasti primitivno rekurzivnih funkcij.
Izrek 7.1.3. Za vsako primitino rekurzivno funkcijo f nad eno spremenljivko obstaja
i ∈ N tako, da velja f(i) < A(i, i).
Ocˇitno funkcija A(i, i) nad eno spremenljivko ni primitino rekurzivna. Sledi torej, da
Ackermann-ova funkcija ni primitivno rekurzivna.
Tudi primeru, da bi poskusˇali razsˇiriti razred primitivno rekurzivnih funkcij, bi lahko s
pomocˇjo diagnonalizacijskega argumenta pokazali, da obstaja totalna funkcija, ki ni v
razsˇirjenem razredu.
7.2. LOGIKA ZA IZRACˇUNLJIVE FUNKCIJE 165
7.2 Logika za izracˇunljive funkcije
Drug pristop k razsˇiritvi λ→ do uporabnega programskega jezika je opustitev garancije
za ustavitev fukcij zato, da bi dobili vecˇjo izraznost jezika.
V primeru jezika λ→ so tipi zagotavljali, da se izvajanje poljubnega izraza ustavi.
Logika za izracˇunljive funkcije vsebuje mozˇnost za izrazˇanje splosˇne rekurzije—λ→-
izrazov, ki vsebujejo referenco sami nase.
Logiko za izracˇunljive funkcije (Logic for computable functions, okr. LCF) je predla-
gal Dana Scott leta 1969 v obliki neobjavljenih zapiskov [19].
Uporabo LCF kot enega izmed osnovnih programskih jezikov podpira Gordon Plotkin,
ki je leta 1977 napisal cˇlanek z naslovom “LCF considered as a programming langu-
age” [20].
Plotkin je okviru svojega cˇlanka predlagal jezik PCF (okr. za Programming Language
for Computable Functions), ki ga uporabljamo kot osnovo za predstavitev rekurzivnih
jezikov.
Jezik PCF dovoljuje izraze, katerih evaluacija ni nujno, da se ustavi. Dokaz ustavitve
je v zavesti programerja, ki napisˇe funkcijo.
PCF funkcije so lahko nedefinirane za nekatere vrednosti parametorov funkcije, kar
pomeni, da so funkcije parcialne.
Tako smo dobili sˇirsˇi jezik, ki je enakovreden Turingovem stroju oz. lahko izrazˇa tudi
parcialne (rekurzivne) funkcije.
V skladu z dosedanjo notacijo bomo PCF v nadaljevanju imenovali λ⇀. Zlomljena
pusˇcˇica ⇀ oznacˇuje, da lahko izrazˇamo tudi parcialne funkcije.
7.2.1 Osnovne lastnosti λ⇀
Jezik λ⇀ kombinira λ→ s splosˇno rekurzijo, ki jo lahko izrazimo s posebnim kombi-
natorjem fiksne tocˇke fix.
Kombinator fix dovoljuje definicijo samo-referencˇnih izrazov ali rekurzivnih enacˇb.
Jezik λ⇀ je definiran s tipi, ki preprecˇujejo uporabo kombinatorjev s katerimi lahko
direktno izrazˇamo rekurzijo, kot je npr. kombinator Y .
Y = λf.(λx.f(x x))(λx.f(x x))
Pomembna lastnost kombinatorja Y je Y F =β F (Y F ), ki jo zdaj lahko izrazimo z
uporabo kombinatorja fix.
Ker smo dodali jeziku kombinator fix, sami tipi ne zagotavljajo vecˇ, da se izvajanje λ⇀
izraza ustavi, kot v primeru λ→.
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V matematiki lahko definiramo funkcije z rekurzivnimi enacˇbami. Primer rekurzivne
funkcije je definicija fakultete.
f(0) = 1
f(n+ 1) = (n+ 1) ∗ f(n)
Funkcija, ki jo isˇcˇemo je resˇitev rekurzivne enacˇbe. Resˇitev taksˇne enacˇbe lahko
opisˇemo s funkcionalom F , ki slika iz funkcij v funkcije.
Funkcija, ki jo isˇcˇemo je fiksna tocˇka F t.j. funkcija f : N → N tako, da velja f =
F (f).
Z drugimi besedami isˇcˇemo fix(F ), kjer je fix operator na funkcionalih in izracˇuna
fiksno tocˇko F .
7.2.2 Rekurzivne funkcije
7.2.3 Operator fiksne tocˇke
Kombinator fiksne tocˇke ima naslednjo obliko, ki temelji na abstraktni sintaksi.
fix(X,M)
Kombinator fix(X,M) zapisˇemo v konkretni sintaksi na sledecˇ nacˇin.
fix X : τ is M.
Izraz fix X : τ isM je samo-referencˇen, ker X predstavlja sam izraz.
Staticˇna semantika splosˇne rekurzije je definirana z naslednjim pravilom, ki opisuje
prirejanje tipov kombinatorju fix.
Γ, X : τ `M : τ
Γ ` fix(X.M) : τ (7.17)
To pravilo predstavi samo-referencˇno naravo rekurzije. Ker je spremenjlivka X refe-
renca na sam rekurzivni izraz, predpostavimo, da X : τ in preverimo, cˇe potem e : τ .
Evaluacija splosˇne rekurzije, ki jo definiramo s kombinatorjem fix, je podana z nasle-
dnjim pravilom.
fix(X,M) 7→ [fix(X,M)/X]M (7.18)
Pravilo implementira samo-referenco z zamenjavo rekurzivnega izraza samega za spre-
menljivko X v telesu izraza. To imenujemo tudi odvijanje rekurzije.
Poglejmo si zdaj nekaj primerov uporabe operacije fix.
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Primer 7.2.1. Prvi primer prikazˇe uporabo operacije fix za definicija fakultete.
fix f : nat → nat is λx.ifz x then succ(x) else x ∗ f(pred x))
2
Primer 7.2.2. Poglejmo si uporabo operacije fix za definicijo funkcije iseven, ki vrne
succ(0) v primeru, da je parameter funkcije sodo sˇtevilo, in 0 sicer.
fix f : nat→ nat is
λx.ifz x then succ(0)
else ifz pred(x) then 0
else f(pred(pred(x)))
2
Primer 7.2.3. Naslednji primer je funkcija za izacˇun Fibonaccijevega sˇtevila. Fukcija
je definirana z naslednjo rekurzivno enacˇbo.
F (x) = 1⇐ x ∈ {0, 1}
F (x) = F (x− 1) + F (x− 2)
Funkcijo lahko skoraj direktno prepisˇemo v obliko definirano za operator fix.
fix f : nat → nat is λx.
ifz x then succ(0)
else ifz pred(x) then succ(0)
else f(pred(x)) + f(pred(pred(x))))
2
Spremenljivka X v fix(X,M) je splosˇna spremenljivka, ki lahko tudi ne dosezˇe vre-
dnosti na tleh.
Primer izraza, ki divergira je fix(X,X), kjer se X vedno zamenja sama s seboj. Ob-
stajajo druge in bolj kompleksne funkcije, ki divergirajo.
Sˇe par enostavnih primerov. Izpeljava izraza x+ x konvergira proti vrednosti, medtem
ko izpeljava X +X ne konvergira.
Razliko med izrazi, ki se ovrednotijo in splosˇnimi izracˇuni lahko primerjamo z razliko
med parcialnimi in totalnimi funkcijami.
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7.2.4 Definicija λ⇀
Za definicijo λ⇀ bomo uporabili atomicˇni tip nat ter simbol → s katerim definiramo
funkcije.
Funkcjski tipi τ → τ definirajo funkcije. Domena in zaloga vrednosti funkcij je lahko
poljuben tip, ki ga dobimo iz atomicˇnih tipov in operatorja za definicijo funkcije →.
Definicija 7.2.1. Tipi λ⇀-izraza so vsi izrazi
τ ::= nat | τ → τ.
Tip nat predstavlja naravna sˇtevila 0, 1, , 3, . . .. Operaciji, ki jih bomo imeli na razpo-
lago sta succ in pred. Operaciji predstavljata izracˇun naslednika in predhodnika.
Poglejmo zdaj kompletno definicijo jezika λ⇀.
Definicija 7.2.2. Jezik λ⇀ je definiran z naslednjimi izrazi.
M ::= 0 | x
| succ(M) | pred(M)
| ifz(M1,M2,M3)
| (λx.M) | (M M)
| fix(X.M)
Spremenljivke x predstavljajo nepoznane λ⇀-izraze in ne spremenljivke v smislu im-
perativnih programskih jezikov.
Jezik λ⇀ je cˇisti funkcijski jezik in ne uporablja stanj, ki se spreminjajo med izvaja-
njem.
Stavek ifz(M1,M2,M3) izracˇuna izraz M1 in vrne izraz M2 v primeru, da je vrednost
M1 0, in vrne M3 v primeru, da je M1 vecˇ kot 0.
IzrazaM N in λx.M predstavljata aplikacijo funkcije in definicijo λ-abstrakcije, enako
kot v jeziku λ→.
Izraz fix(X,M) imenujemo splosˇna rekurzija. Operacija je podrobneje predstavljena
v prejsˇnji sekciji.
Podobno kot v primeru λ-racˇuna definiramo proste in vezane spremenljivke izrazov.
Proste spremenljivke izraza M dobimo s funkcijo FV (M).
Podobno kot v primeru λ-racˇuna bi lahko definirali α-enakost izrazov. α-enakost defi-
nira ekvivalencˇne razrede izrazov, ki so pomensko enaki.
Enako kot v primeru λ-racˇuna in λ→-racˇuna velja tudi v λ⇀ Church-Rosserjev izrek
in vse njegove posledice.
Cˇe ponovimo, naj bo dan λ⇀-izraz M . Cˇe velja M ³ N1 in M ³ N2 potem mora
obstajati taksˇen P , da velja N1 ³ P in N2 ³ P .
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Najbolj pomembna posledica CR izreka za λ⇀ je deterministicˇnost λ⇀: cˇe izraz M
konvergira v vrednost potem je le-ta enolicˇno dolocˇena.
7.2.5 Prirejanje tipov λ⇀
Staticˇna semantika L(nat ⇀) je induktivno definirana z naslednjimi pravili, ki predsta-
vljajo prirejanje tipov λ⇀-izrazom.
Predpostavljamo, da imamo definirano osnovo Γ. Γ predstavlja parcialno funkcijo, ki
preslikuje spremenljike xi v tipe spremenljik τi.
Γ, x : τ ` x : τ (7.19)
0 : nat
(7.20)
Γ `M : nat
Γ ` succ(M) : nat (7.21)
Γ `M : nat
Γ ` pred(M) : nat (7.22)
Γ `M1 : nat Γ `M2 : τ Γ `M3 : τ
Γ ` ifz(M1,M2,M3) : τ (7.23)
Γ, x : τ1 `M : τ2
Γ ` (λx.M) : τ1 → τ2 (7.24)
Γ `M1 : τ2 → τ1 Γ `M2 : τ2
Γ ` (M1M2) : τ1 (7.25)
Γ, fix(X,M) : τ ` [fix(X,M)/X]M : τ
Γ ` fix(X,M) : τ (7.26)
Pravilo 7.26 ujame bistvo rekurzivne samo-reference z zamenjavo primerka X z rekur-
zivnim izrazom med preverjanjem tipov.
Sklepanje je “krozˇno” v tem, da preveri fix(X,M) : τ , predpostavimo, da je tako in
izpeljemo, da [fix(X,M)/X]M : τ .
Alternativno pravilo 7.26 obravnava rekurzivno samo-referenco kot spremenljivko.
Γ, X : τ `M : τ
Γ ` fix(X,M) : τ (7.27)
Pri preverjanju rekurzivnega izraza predpostavljamo, da ima spremenljivka X tip τ ,
medtem ko preverjamo, da ima telo tip τ .
Prednost pravila 7.26 je, da se izognemo obravnavanju X kot spremenljivko. Ker se
pomen X ne spreminja, predstavlja sam rekurzivni izraz.
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Pravilo 7.27 lahko izpeljemo iz pravila 7.26 kot tudi obratno.
Zgoraj definirana pravila lahko uporabimo za implementacije algoritma za preverjanje
tipov. Algoritem preveri za dan izraz M ali ima izraz tip, in cˇe ga ima, potem izracˇuna
tip M .
Enolicˇnost tipa, ki ga dobimo za dan izrazM z uporabo pravil 7.19-7.26, lahko pokazˇemo
z naslednjo Lemo.
Lema 7.2.1. Naj bo M λ⇀-izraz. Cˇe velja Γ `M : τ in Γ `M : σ, potem τ = σ.
Dokaz. Lemo dokazˇemo z indukcijo glede na pravila 7.19-7.26. Predpostavimo, da za
komponente izraza M velja enolicˇnost izracˇunanega tipa. Potem pokazˇemo, da tip tudi
M je enolicˇno dolocˇen.
7.2.6 Evaluacija izrazov λ⇀
Ogledali si bomo dva nacˇina definicije evaluacije jezika λ⇀.
Prvi nacˇin je uporaba operacijske semantike majhnih korakov in drugi nacˇin je definicja
operacijske semantike velikih korakov.
Poglejmo si najprej kako obravnavamo vrednosti v λ⇀.
Izjava M val pove, da je izraz (zaprt) vrednost. Vrednost v λ⇀ je lahko: 0, sˇtevilo tipa
nat ali funkcija, ki nima nobenega redeksa.
Definicija sodbe val je razlicˇna v odvisnosti od tega ali uporabljamo takojsˇnjo ali leno
semantiko λ⇀.
Lastnost val predstavimo z naslednjo definicijo.
Definicija 7.2.3 (Vrednosti λ⇀).
0 val
(7.28)
{M val}
succ(M) val
(7.29)
(λx.M) val
(7.30)
2
Premisa v oklepajih je izpusˇcˇena v primeru lene semantike (klic po imenu) in je vkljucˇena
v primeru takojsˇnje semantike (klic po vrednosti).
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Operacijska semantika majhnih korakov
Eden izmed nacˇinov za definicijo evaluacije programov zapisanih v nekem jeziku je
opis redukcije oz. izvajanja programa z majhnimi koraki, ki jih definiramo v okviru
enega pravila.
Eno pravilo za evaluacijo v primeru semantike majhnih korakov dolocˇa en sam korak
redukcije stavkov.
Na primer, pravilo za evaluacijo stavka ifz 0 then M1 else M2 definira redukcijo stavka
v izraz M1.
Altenativno bi lahko definirali pravilo, ki bi stavek ifz 0 then M1 else M2 ovrednotilo
v koncˇno vrednost, ki jo dobimo z evaluacijo M1.
Evaluacija jezika λ⇀ je podana z naslednjo definicijo, kjer uporabljamo operacijsko
semantiko majhnih korakov.
Definicija 7.2.4 (Operacijska semantika λ⇀ majhnih korakov).{
M → N
succ(M)→ succ(N)
}
(7.31)
{
M → N
pred(M)→ pred(N)
}
(7.32)
pred(succ(M))→M (7.33)
M → N
ifz(M,M1,M2)→ ifz(N,M1,M2) (7.34)
ifz(0,M1,M2)→M1 (7.35)
ifz(s(M),M1,M2)→M2 (7.36)
M →M ′
(M,N)→ (M ′, N) (7.37){
M val N → N ′
(M,N)→ (M,N ′)
}
(7.38)
{N val}
((λx.M)N)→ [N/x]M (7.39)
fix(X.M)→ [fix(X.M)/X]M (7.40)
2
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Enako kot v primeru definicije val se pravila in premise v oklepajih izpustijo v primeru
lene semantike in se vkljucˇijo v primeru takojsˇnje semantike λ⇀.
Pravilo 7.40 implementira samo-referenco z zamenjavo samega rekurzivnega izraza za
spremenljivko X v telesu. (odvijanje rekurzije).
Izrazi λ⇀ so varni: evaluacija se ne zakljucˇi v izrazu, ki ni vrednost in tipi izrazov se
ohranijo pri transformaciji.
Izrek 7.2.1 (Varnost). 1. Cˇe M : τ in M → N , potem N : τ .
2. Cˇe M : τ , potem bodisi velja M val ali obstaja N , tako da M → N .
Dokaz. Dokaz ohranitve je z indukcijo na izpeljavo sodbe tranzicije. Poglejmo si pra-
vilo 7.40.
Predpostavimo fix(X.M) : τ . Po inverznem izreku velja fix(X.M) : τ ` [fix(X.M)/X]M :
τ , iz cˇesar sledi rezultat direktno zaradi tranzitivnosti izjave.
Dokaz napredka sledi po indukciji na izpeljavi tipov. Na primer, za pravilo 7.40 rezultat
sledi direktno, ker lahko naredimo napredek z odvijanjem rekurzije.
Operacijska semantika velikih korakov
Za definicijo evaluacije jezika lahko uporabljamo tudi malce drugacˇen nacˇin definicije
pravil, ki ga imenujemo operacijska semantika velikih korakov.
Semantika velikih korakov vedno definira kompletno evaluacijo danega stavka tako, da
zahteva evaluacijo komponent v premisi pravila.
Poglejmo si zdaj pravila za implementacijo operacijske semantike elikih korakov.
Spet locˇimo med takojsˇnjo in leno semantiko. Pravila oz. del pravil, ki je potreben za
implementacijo takojsˇnje semantike je obdan z oklepaji.
Definicija 7.2.5 (Operacijska semantika λ⇀ velikih korakov).
V val
V → V (7.41)
M → V
succ(M)→ succ(V ) (7.42)
M → succ(V )
pred(M)→ V (7.43)
M → 0 M1 → V
ifz(M,M1,M2)→ V (7.44)
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M → succ(V0) M2 → V
ifz(M,M1,M2)→ V (7.45)
{N → V1} M → (λx.M ′) [V1/x]M ′ → V
(M N)→ V (7.46)
[fix(X.M)/X]M → V
fix(X.M)→ V (7.47)
2
Z uporabo strukturne indukcije bi lahko pokazali, da je rezultat uporabe zgornjih pravil
vedno vrednost, cˇe algoritem definiran z zgornjimi pravili izracˇuna rezultat.
Pravila ne vodijo do izracˇuna rezultata, cˇe ne obstaja pravilo, ki bi ga lahko aplicirali v
dolocˇeni tocˇki. Izraz kot je na primer ((λx.x) 1) 2 se ne ovrednoti z zgornjimi pravili,
ker ni nobenega pravila, ki bi ovrednotil 1 2.
Pravila semantike majhnih korakov bi kot rezultat prejsˇnjega stavka vrnila 1 2 kar pred-
stavlja izraz, ki se ne da ovrednotiti.
Edino pravilo, ki razlikuje takojsˇnjo od lene semantike je pravilo za evaluacijo redeksa.
V primeru takojsˇnje semantike tu zahtevamo, da se parameter ovrednoti do vrednosti
pred aplikacijo funkcije.
Opazimo, da se pravila 7.44 in 7.45 ne spremenijo v primeru takojsˇnje semantike.
Drugacˇe povedano, tudi pravila takojsˇnje semantike (klic po vrednosti) ne ovrednotijo
M1 oz. M2, ko to ni potrebno.
Podobno velja tudi za pravilo 7.47—pravilo je isto za takojsˇnjo in leno semantiko.
Z uporabo strukturne indukcije po pravilih operacijske semantike velikih korakov lahko
pokazˇemo, da je evaluacija λ⇀ izrazov deterministicˇna [25].
Lema 7.2.2. Dan je λ⇀-izraz M . Cˇe velja M → V in M → V ′, potem V = V ′.
Dokaz. Z uporabo indukcije po pravilih 7.41-7.47 pokazˇemo, da velja
M → V ∧ ∀V ′ :M → V ′ ⇒ V = V ′.
Predpostavimo, da ima M dolocˇeno obliko. Glede na strukturo M dolocˇimo pravilo,
ki izracˇuna V .
Z indukcijsko hipotezo predpostavimo, da so izpeljave v premisi pravila pravilne in
pokazˇemo indukcijski korak.
Seveda ni nujno, da se izvajanje λ⇀-izraza zakljucˇi. Poglejmo si nekaj primerov.
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Primer 7.2.4. Izracˇun fiksne tocˇke funkcije fix(X,X) se nikoli ne zakljucˇi. Izraz
fix(X,X) ima izpeljavo:
fix(X,X)→ [fix(X,X)/X]X → fix(X,X)→ . . .
Primer 7.2.5. Izvajanje funkcija fix(f, λx.f(x)) se tudi nikoli ne zakljucˇi. Poglejmo si
nekaj korakov redukcije izraza, cˇe je parameter funkcije 0.
fix(f, λx.f(x)) 0→
fix(f, f(0))→
[fix(f, λx.f(x))/f ]f(0)→
fix(f, λx.f(x)) 0→
. . .
7.2.7 Izpeljava tipov izrazov
Vecˇina programskih jezikov iz Algolske veje programskih jezikov, kot so na primer
Pascal, C, C++ in Java, zahteva eksplicitno definicijo tipov spremenljivk.
Ta veja sledi Churchevem modelu dela s tipi. V zadnjih desetletjih se vedno bolj po-
gosto pojavljajo predvsem funkcijski programski jeziki, ki sledijo Curryevem modelu
dodeljevanja tipov izrazom programskega jezika.
Primeri taksˇnih programskih jezikov so iz ML-veje programskih jezikov, kot so na
primer Caml, Haskel, in Ruby. V teh programskih jezikih ni potrebno pisati tipov vseh
spremenljivk—tip napisˇemo samo tam kjer bi zˇeleli omejiti ali eksplicitno definirati tip
objekta.
Poglejmo si primer izraza funkcijskih jezikov iz Curryeve veje. V funkciji fun n = n+1;
zapisani v Caml, na primer, je n ocˇitno tipa integer. To vidimo iz uporabe operacije
“+”, ki je definirana nad celimi sˇtevili.
V taksˇnih primerih lahko tip izraza izpeljemo. V tej sekciji si bomo ogledali algoritem
za izpeljavo tipov, ki ga je zasnoval Roger Hindley.
Pri izpeljavi tipov velikokrat srecˇamo funkcije, ki imajo “splosˇen” tip kot na primer
funkcija identitete λx.x katere tip bi lahko bil nat → nat, ali pa tudi (nat → nat) →
nat.
Taksˇne funckije bomo v naslednjem poglavju imenovali polimorficˇne. V primeru funk-
cije identitete lahko tip zapisˇemo z uporabo spremenljivk tipov kot X → X .
Spremenljivke potrebujemo tudi v primeru, da tip nekega izraza sˇe ni znan med izva-
janjem algoritma za izpeljavo tipov. V taksˇnih primerih zapisˇemo vmesni rezultat v
obliki enacˇb tipov, ki jih razresˇimo med izvajanjem algoritma.
Najprej bomo razsˇirili tipe s spremenljikami v naslednji definiciji.
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Definicija 7.2.6. Tipi λ⇀ so vsi izrazi
τ ::= X | nat | τ → τ.
V primeru, da ima polimorficˇna funkcija tip npr. A = X → X potem lahko dobmo
konkretne tipe s substitucijo. Substitucija [(nat → nat)/X]A na primer da tip (nat →
nat)→ (nat → nat).
Poglejmo si zdaj algoritem za izpeljavo tipov (ang. type inference algorithm). Algori-
tem je sestavljen iz dveh faz.
1. Prva faza je podobna algoritmu za preverjanje tipov. Algoritem rekurzivno razcˇleni
izraz in izracˇuna tip izraza. Z algoritmom za preverjanje tipov se Hindleyev al-
goritem razlikuje v dveh aspektih.
Poglejmo si prvi aspekt na primeru λx.M v okolju Γ.
Ko zˇelimo dolocˇiti tip spremenljivke x moramo kreirati spremenljiko tipa X in
razsˇiriti okolje Γ z deklaracijo x : X . Tip M lahko izpeljemo iz tega razsˇirjenega
okolja Γ.
Duga razlika je vidna pri dolocˇanju tipa, na primer, izraza M N .
Ko izracˇunamo tipa A in B za izraza M in N , ne moremo preprosto pogledati
ali ima tip A obliko B → C, ker imata tipa A in B spremenljike tipa. Iz tega
razloga na tej tocˇki kreiramo enacˇbo A = B → X .
2. Druga faza algoritma resˇi enacˇbe, ki jih dobimo v prvi fazi.
Poglejmo si celoten postopek na primeru izraza λf.2 + (f 1).
Primer 7.2.6. Da bi dolocˇili tip λf.2 + (f 1) moramo dolocˇiti tip izraza 2 + (f 1) v
okolju Γ = f : X .
Izraz 2 ima tip nat.
Tip (f 1) dolocˇimo iz tipa 1, ki je nat, in tipa f , ki je X .
V tej tocˇki generiramo enacˇbo X = nat → Y . Tip f1 je Y .
Iz tipov 2 in f 1 lahko generiramo enacˇbe nat = nat in Y = nat. Tip izraza 2 + (f 1)
je nat.
Zdaj lahko dolocˇimo tip λf.2 + (f 1) kot X → nat.
Enacˇbe, ki jih je potrebno resˇiti so:
X = nat → Y
nat = nat
Y = nat.
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Sistem enacˇb ma resˇitev X = nat → nat, Y = nat.
Tip izraza λf.2 + (f 1) je torej (nat → nat)→ nat. 2
Prvi del algoritma lahko opisˇemo z mnozˇico pravil v obliki semantike veikih korakov.
Razultati pravil so pari: tip in mnozˇica enacˇb nad tipi.
Razmerje med okoljem Γ, izrazom M ter tipom A in mnozˇico enacˇb E napisˇemo s
stavkom Γ `M Ã A,E.
Γ ` xÃ A, ∅ cˇe Γ vsebuje x : A (7.48)
Γ ` 0Ã nat, ∅ (7.49)
Γ `M Ã A,E
Γ ` succ(M)Ã nat, E ∪ {A = nat} (7.50)
Γ `M Ã A,E
Γ ` pred(M)Ã nat, E ∪ {A = nat} (7.51)
Γ `M Ã A,E Γ ` N Ã B,F
Γ `M N Ã X,E ∪ F ∪ {A = B → X} (7.52)
(Γ, x : X) `M Ã A,E
Γ ` λx.M Ã (X → A), E (7.53)
Γ ` P Ã A,E Γ `M Ã B,F Γ ` N Ã C,G
Γ ` ifz P then M else N Ã B,E ∪ F ∪G ∪ {A = nat, B = C} (7.54)
(Γ, F : X) `M Ã A,E
Γ ` fix(F,M)Ã A,E ∪ {A = X} (7.55)
Poudarimo sˇe, da so nove spremenljike tipov, kot je npr. X v primeru pravila za aplika-
cjo, razlicˇne od vseh spremenljivk iz okolja, v primeru pravila za aplikacijo, Γ, A,B,E
in F .
Naj boM zaprt izraz in naj bodoA inE tip in mnozˇica enacˇb, ki jih izracˇuna algoritem:
`M Ã A,E.
Substitucija σ = [B1/X1, . . . , Bn/Xn] je resˇitev E, cˇe so za vse enacˇbe B = C v E
tipi σB in σD identicˇni.
Pokazˇemo lahko, da je substitucija σ resˇitev mnozˇice E, potem je σA tip izraza M v
praznem okolju.
Drugi del algoritma se ukvarja z resˇevanjem enacˇb tipov. Jezik tipov ne vsebuje kvan-
tifikatorjev, vsebuje samo nat, simbol → in spremenljivke tipo X .
Za resˇevanje enacˇb tipov uporabimo Robinsonov unifikacijski algoritem, ki resˇi enacˇbe
poljubnega jezika brez kvantifikatorjev.
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Robinsonov algoritem je definiran z mnozˇico transformacij nad mnozˇico enacˇb E.
• Cˇe imamo enacˇbo oblike A→ B = C → D potem je ta zamenjana z enacˇbama
A = C in B = D.
• Cˇe imamo enacˇbo oblike nat = nat potem jo odstranimo iz mnozˇice enacˇb.
• Cˇe imamo v E enacˇbo nat = A→ B ali A→ B = nat, potem algoritem zgresˇi.
• Cˇe je enacˇba v E oblike X = X jo odstranimo.
• Cˇe je enacˇba v E oblike X = A ali A = X , kjer je X del A in je X razlicˇen od
A potem algoritem zgresˇi.
• Cˇe je enacˇba v E oblike X = A ali A = X , kjer je X ni del A in se X pojavlja
v drugih enacˇbah E, potem zamenjamo X z A v vseh ostalih enacˇbah E.
Cˇe algoritem zgresˇi potem mnozˇica enacˇb E nima resˇitve.
Cˇe se algoritem ustavi potem imamo resˇitev v obliki X1 = A1, . . . , Nn = An, kjer so
Xi razlicˇne spremenljivke in se ne pojavijo v Ai.
V zadnjem primeru imamo resˇitev σ = [A1/X1, . . . , An/Xn].
Lahko pokazˇemo, da se algoritem vedno ustavi vendar dokaz ni trivialen.
7.2.8 Izrazna mocˇ λ⇀
Sˇplosˇna rekurzija je zelo fleksibilna tehnika, ki dopusˇcˇa definicijo sˇirokega nabora
funkcij v okviru λ⇀.
Slaba lastnost v primerjavi z primitivno rekurzivnimi funkcijami je mozˇnost divergence
pri evaluaciji izrazov.
Ni mogocˇe, tako kot v T, pokazati, da sintaksa in semantika jezika zagotavljata za-
kljucˇitev izracˇuna izrazov. Dokaz o zakljucˇitvi evaluacije izraza mora izdelati progra-
mer sam.
Jezik λ⇀ je po izrazni mocˇi enak Turingovem jeziku, jeziku v katerem lahko zapisˇemo
katerikoli intuitivno izracˇunljiv program, ki ni nujno, da se zakljucˇi.
Izrazna mocˇ λ⇀ je torej enaka splosˇnim programskim jezikom.
Kako pokazˇemo, da jezik lahko izrazˇa parcialno izracˇunljive funkcije? Jezik mora
biti zmozˇen izraziti osnovne funkcije, operator kompozicije, primitivno rekurzijo in
neomejeno µ-minimalizacijo.
Kot smo videli zˇe pri predstavitvi izrazne mocˇi λ-racˇuna lahko enostavno izrazimo
osnovne funkcije S+, Z in Uni , kot tudi operator kompozicije.
Poglejmo si kako lahko izrazimo primitivno rekurzijo v λ⇀.
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Primer 7.2.7. Stavek rec sistema T, ki omogocˇa izrazˇanje primitivne rekurzije lahko v
λ⇀ izrazimo s funkcijo fix.
rec M {0→M0 | succ(x) with y →M1}
Funkcijo rec lahko realiziramo λ⇀ z naslednjim izrazom.
fix f : τ is λx.ifz x then M0 else [f(pred(x))/y]M1
2
Z uporabo operatorja fix lahko izrazimo tudi (totalno) µ-minimalizacijo, torej lahko z
jezikom λ⇀ izrazimo vse totalno izracˇunljive funkcije.
Prav tako lahko z uporabo fix izrazimo neomejeno µ-minimalizacijo, kar pomeni, da je
λ⇀ izrazno enak Turingovem stroju oz. izrazˇa tudi parcialno izracˇunljive funkcije.
Naj bo dan vektor vrednosti ~n = n1n2 . . . nk. Neomejen µ-operator je definiran z
µm[χ(~n,m) = 0],
kjer je resˇitev µ-operatorja taksˇen m, da velja χ(~n,m) = 0 in za vse x < m velja
χ(~n,m) 6= 0.
Poglejmo si na kaksˇen nacˇin lahko z λ⇀ definiramo µ-minimalizacijo.
Primer 7.2.8. Dan je vektor rednosti ~n. Naj bo parcialna funkcija χ realizirana s
kombinatorjem H .
Operator µ-minimalizacije implementiramo z naslednjim λ⇀-izrazom.
M ≡ fix(F, λ~n.λm.ifz H(~n,m) then m else F ~n succ(m))
Operator µ-minimalizacije ovrednotimo z izrazom M ~n 0. 2
Iz prejsˇnjih primerov sledi, da lahko napisˇemo naslednji izrek.
Izrek 7.2.2. λ⇀ izrazˇa parcialno izracˇunljive funkcije.
7.2.9 Denotacijska semantika λ⇀
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7.3 Opombe
Primitivne rekurzivne funkcije so predstavljene v ucˇbeniku Thomas Sudkamp [21].
Jezik T je predstavljen v knjigi Roberta Harperja z naslovom Practical foundations
for programming languages [8], ter v knjigi Jean-Yves Girard z naslovom Proofs and
Types [6], kjer je podan normalizacijski izrek za T.
Obsˇirna predstavitev PCF, ki vkljucˇuje dokaze za zakljucˇitev evaluacije, povezavo med
denotacijsko in operacijsko semantiko se nahaja v Plotkinovem cˇlanku LCF Consi-
dered as A Programming Language [20]. Poglobljena predstavitev PCF, ki vkljucˇuje
operacijsko in denotacijsko semantiko, interpretacijo in prevajanje PCF se nahaja v
knjigi Gilles Dowek inJean Jaques Levy z naslovom Introdution to the Theory of Pro-
gramming Languages [5].
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Poglavje 8
λ-RACˇUN 2. REDA
8.1 Rekonstrukcija tipov
Algoritmi za preverjanje tipov, ki smo si jih ogledali do sedaj so odvisni od eksplicitne
anotacije tipov v programih. V tej sekciji bo predstavljen algoritem za preverjanje
tipov, ki zna izracˇunati principalen* tip izraza, ki vsebuje samo nekatere anotacije tipov.
V izrazih bomo uporabljali spremenljivke, katerih zaloga vrednosti so tipi. Iz stalisˇcˇa
oznacˇevanja izrazov jezika s tipi dobimo torej jezik 2. reda: izrazi lahko manipulirajo
objekte, ki predstavljajo tipe–objekte 2. reda.
Pri preucˇevanju jezikov 2. reda se bomo lahko sprasˇevali glede lastnosti kot je npr.
naslednja: “cˇe instanciramo vrzel X v izrazu t s konkretnim tipom Bool, ali dobimo
izraz z enolicˇnim tipom?”
8.2 Spremenljivke tipov
Pri predstavitvi nekaterih jezikov opisanih v prejsˇnjih poglavjih smo predpostavili ob-
stoj neskoncˇne mnozˇice neiterpretiranih osnovnih tipov.
Te tipi nimajo definiranih operacij kot jih imajo npr. konkretni osnovni tipi Bool in Nat.
Najvecˇkrat sluzˇijo samo kot vrzeli, ki jih nadomestijo konkretni tipi, katerih identiteta
nas ne zanima.
Neinterpretirane tipe bomo imenoval spremenljivke tipa—spremenljivke, ki v izrazih
sluzˇijo namesto tipov.
Spremenljivke tipa je mogocˇe instancirati tako, da jih zamenjamo s konkretnimi tipi.
Instanciranje bo sestavljeno iz dveh delov: definicije substitucije σ in apliciranje sub-
stitucije na izrazu.
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Na primer, substitucija je definirana z izrazom σ = [X/Bool] in aplikacija σ na tipu
X → X da izraz σ(X → X) = Bool → Bool.
Opazka 8.2.1. Substitucija tipov je koncˇna preslikava iz mnozˇice izrazov tipov v izraze
tipov.
Substitucija spremenljivk tipov, ki se nahajajo v sestavljenih objektih se realizira tako,
da se funkcija σ aplicira na vseh komponentah izraza tipa.
σ(x1 : T1, . . . , xn : Tn) = (x1 : σT1, . . . , xn : σTn)
Substitucija lahko tvori kompozicijo dveh substitucij. Recimo, da sta σ in γ substituciji,
potem je substitucija tudi σ ◦ γ.
(σ ◦ γ)S = σ(γS)
2
Najbolj pomembna lastnost substitucije je ohranjanje dobro definiranih tipov: cˇe ima
izraz dobro definirane tipe, potem so dobro definirani tudi po substituciji.
Izrek 8.2.1 ( Ohranitev tipov po substituciji ). Naj bo σ substitucijska funkcija in naj
Γ ` t : T , potem velja tudi Γ ` σt : σT .
Dokaz. Indukcija direktno po izpjeljavi tipov oz. po pravilih, ki definirajo tipe izrazov.
8.2.1 Izpeljava tipov
Naj bo t izraz, ki vsebuje spremenljivke tipa in Γ kontekst, ki tudi vsebuje spremen-
ljivke tipa. Dve vprasˇanji sta pomembni pri delu z izrazi, ki vsebujejo spremenljivke
tipa:
• Imajo vsi mozˇni primerki substitucije dobro definirane tipe? Drugacˇe zapisano:
ali velja za vsak σ da σΓ ` σt : T za nek T ?
• Obstaja substitucija tako, da ima t dobro definirane tipe? Drugacˇe zapisano: ali
lahko najdemo σ tako da σΓ ` σt : T za nek T ?
V primeru, da imamo taksˇne izraze, da je vsaka substitucija dobro definirana potem
lahko sklepamo s tipi ter obdrzˇimo abstraktno predstavitev tipov med preverjanjem
tipov programa.
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Primer 8.2.1. Izraz
λf : X → X.λa : X.f(f a)
ima tip (X → X) → X → X . Vedno ko X zamenjamo s konkretno instanco dobimo
izraz
λf : T → T.λa : T.f(f a)
z dobro definiranimi tipi. 2
Obravnavanje abstraktnih spremenljivk tipa vodi do parametricˇnega polimorfizma, kjer
uporabimo spremenljivke tipa zato, da lahko definiramo parametricˇne programe upo-
rabne v razlicˇnih kontekstih in z razlicˇnimi konkretnimi tipi.
Cˇe pogledamo iz vidika drugega vprasˇanja potem t sploh ni nujno, da ima t dobro
definirane tipe. Kar zˇelimo vedeti je ali obstaja taksˇna substitucija σ, da ima σt dobro
definirane tipe.
Primer 8.2.2. Izraz
λf : Y.λa : X.f(f a)
nima konsistentnih tipov. Cˇe pa Y zamenjamo z Nat → Nat in X z Nat dobimo izraz
λf : Nat → Nat.λa : Nat.f(f a)
z dobro definiranim tipom (Nat → Nat) → Nat → Nat. Druga mozˇnost za zamenjavo
tipa Y je tip X → X .
λf : X → X.λa : X.f(f a)
Dobili smo najbolj splosˇen izraz z dobro definiranimi tipi za izraz λf : Y.λa : X.f(f a)
z omejitvami X in Y . 2
Iskanje veljavnih instanc spremenljivk tipov za dan izraz imenujemo rekonstrukcija
tipov ali tudi izpeljava tipov.
Prevajalniki vsebujejo kodo za izpeljavo tipov izrazov, ki jih ni dolocˇil programer. V
limiti, prevajalnik lahko izpelje tipe vsakega izraza programa in tako razbremeni pro-
gramerja.
Med razcˇlenjevanjem programa prevajalnik izracˇuna najbolj splosˇen tip za vsak izraz
v razcˇlenjevalnem devesu.
Najprej vsem spremenljivkam λ-abstrakcije doda spremenljivko tipa tako, da so unika-
tne za razlicˇne abstrakcije.
Potem se izvede rekonstrukcija tipov tako, da poisˇcˇemo najbolj splosˇne tipe spremen-
ljivk.
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Za bolj natancˇno formalizacijo rakonstrukcije tipov bomo potrebovali bolj natancˇen
opis mozˇnih zamenjav spremenljivk tipa s tipi za to, da bi dobili veljaven izraz tipov.
Definicija 8.2.1. Naj bo Γ kontekst in naj bo t izraz. Rasˇitev (Γ, t) je par (σ, T ), tako
da velja σΓ ` σt : T .
Primer 8.2.3. Naj bo Γ = f : X, a : Y in t = f a. Resˇitve (Γ, t) so:
([X/Y → Nat],Nat) ([X/Y → Z], Z)
([X/Y → Z,Z/Nat], Z) ([X/Y → Nat → Nat],Nat → Nat])
([X/Nat → Nat, Y/Nat],Nat)
2
8.2.2 Racˇunanje tipov z omejitvami
Dana sta izraz t in kontekst Γ. Pogledali si bomo algoritem, ki na osnovi t in Γ izracˇuna
mnozˇico omejitev–enacˇb nad tipi, ki moraja biti zadosˇcˇene v okviru vsake resˇitve.
Algoritem je podoben drugim algoritmom za preverjanje tipov, le da si omejitve najprej
zbere in jih obdela kasneje. Poglejmo si primer.
Recimo, da imamo izraz t1 t2, kjer velja Γ ` t1 : T1 in Γ ` t2 : T2. Namesto,
da bi preverili, da ima T1 obliko T2 → T12 in vrnili T12 kot rezultat aplikacije, raje
uporabimo novo spremenljivko X , si zapomnimo omejitev T1 = T2 → X in vrnemo
X kot tip aplikacije.
Definicija 8.2.2 (Mnozˇica omejitev). Mnozˇica omejitev C je mnozˇica enacˇb {Si =
T i∈1..ni }. Substitucija σ unificira enacˇbo S = T , cˇe so instance substitucije σS in σT
identicˇne. Pravimo, da σ unificira C, cˇe unificira vsako enacˇbo C.
Definicija 8.2.3. Omejitvena relacija tipa Γ ` t : T |X C je definirana s pravili 7.1.1.
Neformalno lahko izraz Γ ` t : T |X C preberemo “izraz t ima tip T pod pogoji iz Γ,
cˇe veljajo omejitve iz C”.
8.2.3 Unifikacija
8.2.4 Principalni tipi
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8.3 Univerzalni tipi
Recimo, da bi zˇeleli napisati funkcijo, ki podvoji klic argumenta funkcije nad danim
parametrom, za razlicˇne tipe parametra.
doubleNat = λf : nat → nat.λx : Nat.f(f(x))
doubleRcd = λf : {l : Bool} → {l : Bool}.λx : {l : Bool}.f(f(x))
doubleFun = λf : (Nat → Nat)→ (Nat → Nat).λx : (Nat → Nat).f(f(x))
(8.1)
Vsaka od funkcij je definirana nad razlicˇnim parametrom, sicer pa vse izvedejo po-
dobno kodo. Edina razlika med kodo razlicˇnih funkcij je v tipu parametrov.
Taksˇno pisanje programov krsˇi osnovno pravilo programiranja: koda za dolocˇeno funk-
cijo se implementira samo enkrat.
Sprejemljivi del programa v prejsˇnjem primeru je tip parametrov. To kar potrebujemo
je mehanizem za abstrakcijo tipov iz izrazov in nato instanciranje izraza s konkretnimi
tipi.
8.3.1 Sistem F
Sistem, ki ga bomo uporabljali v tem poglavju je sistem F. Sistem je odkril Jean-Yves
Girard leta 1972 v okviru avtomatskega dokazovanja v logiki. Malce kasneje, leta
1974, je John Reynold definiral polimorficˇni lambda racˇun, ki ima zelo podobno izra-
zno mocˇ.
Sistem F je bil uporabljan kot raziskovalna platforma za delo na polimorfizmu in za
osnovo sˇtevilnih novih programskih jezikov.
Sistem F velikokrat imenujemo λ-racˇun 2. reda. Eden izmed razlogov za to je Curry-
Howardov izomorfizem, ki povezuje Sistem F z logiko 2. reda, ki dovoljuje kvantifika-
cijo ne samo individualnih spremenljivk ampak tudi spremenljivk tipov.
Sistem F je razsˇiritev jezika λ→, lambda racˇuna s tipi. Ker zˇelimo abstrahirati tipe iz
izrazov in jih postaviti kasneje, sta uvedeni nova abstrakcija in nova aplikacija.
Uporabimo abstrakcijo λX.t, kjer je X spremenljivka tipa in t tip. Definirati moramo
tudi novo aplikacijo t [T ] s katero apliciramo tip T na izrazu t.
Novo abstrakcijo imenujemo abstrakcija tipov in novo aplikacijo imenujemo aplikacijo
tipov ali instanciranje.
Evaluacija aplikacije abstrakcije tipa na konkretnem tipu je definirana z naslednjim
pravilom.
(λX.t) [T ]→ [X/T ]t
Pravilo je analogno pravilu za lambda abstrakcijo, ki aplicira abstrakcijo na vrednost.
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(λx.t) v → [x/v]t
Primer 8.3.1. Poglejmo si primer polimorficˇne funkcije idetitete.
id = λX.λx : X.x
Cˇe zdaj apliciramo tip Nat na izrazu id, kar zapisˇemo id [Nat], dobimo [Nat/X]λx : X.x,
ki se ovrednoti v λx : Nat.x, funkcijo identitete nad naravnimi sˇtevili. 2
Poleg nove abstrakcije in aplikacije potrebujemo zdaj tudi nov tip s katerim bomo lahko
klasificirali polimorficˇne funkcije kot je npr. prej predstavljena funkcija id.
V primeru funkcije id lahko podamo kot parameter tip T in dobimo izraz tipa T → T .
Tako dobljen tip je torej odvisen od tipa T , ki ga podamo kot parameter.
V splosˇnem lahko v primeru funkcije id uporabimo tip ∀X.X → X . Kvantifikator ∀
zdaj dolocˇa tip X: za vsak tip X velja X → X .
Dobimo torej izraze, kjer je spremenljivka tipa X kvantificirana univerzalno: izraz za
kvantificirano spremenljivko dolocˇa parametricˇni tip, tip katerega vrednost je odvisna
od parametra—spremenljivke tipa.
Univerzalni (parametricˇni) tip bomo v splosˇnem oznacˇevali ∀X.T , kjer je T izraz, ki
vsebuje spremenljivko tipa X .
Zdaj lahko definiramo tip abstrakcije in aplikacije tipov v obliki pravil, ki so podobna
pravilom za abstrakcijo in aplikacijo v obicˇajnem λ-racˇunu.
Γ, X ` t : T
Γ ` λX.t : ∀X.T (8.2)
Γ ` t : ∀X.T
Γ ` t [T1] : [X/T1]T (8.3)
Sintaksa Sistema F je definirana z naslednjo slovnico.
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t ::= izrazi
x spremenljivka
λx : T.t abstrakcija
t t aplikacija
λX : T.t abstrakcija tipa
t [T ] aplikacija tipa
v ::= vrednosti
λX : T.t vrednost abstrakcije
λX.T vrednost abstrakcije tipa
T ::= tipi
X spremenljivka tipa
T → T tip funkcije
∀X.T univerzalni tip
Γ ::= konteksti
∅ prazen kontekst tipa
Γ, x : T vezava spremenljivke
Γ, X vezava spremenljivke tipa
(8.4)
Pravila s katerimi definiramo evaluacijo izrazov Sistema F so podobna pravilom za
evaluacijo jezika λ→.
t1 → t′1
t1 t2 → t′1 t2
(8.5)
t2 → t′2
v1 t2 → v1 t′2
(8.6)
(λx : T.t) v → [x/v]t (8.7)
t→ t′
t [T ]→ t′ [T ] (8.8)
(λX.t) [T ]→ [X/T ]t (8.9)
Naslednja pravila definirajo prirejanje tipov izrazov Sistema F.
x : T ∈ Γ
Γ ` x : T (8.10)
Γ, x : T1 ` t2 : T2
Γ ` λx : T1.t2 : T1 → T2 (8.11)
Γ ` t1 : T1 → T2 Γ ` t2 : T1
Γ ` t1 t2 : T2 (8.12)
Γ, X ` t : T
Γ ` λX.t : ∀X.T (8.13)
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Γ ` t1 : ∀X.T1
Γ ` t1 [T2] : [X/T2] T1 (8.14)
8.3.2 Primeri
V tej sekciji bo predstavljeno nekaj primerov programov zapisanih s Sistemom F.
Primer 8.3.2. Poglejmo sˇe enkrat definicijo polimorficˇne verzije funkcije id.
id = λX.λx : X.x
I id : ∀X.X → X (8.15)
Funkcijo je potrebno instancirati, da bi dobili konkretno funkcijo id.
id [Nat];
I 〈fun〉 : Nat → Nat (8.16)
2
Primer 8.3.3. Nasledji primer realizira polimorficˇno funkcijo, ki podvoji klic parame-
tra.
double = λX.λf : X → X.λa : X.f(fa)
I double : ∀X.(X → X)→ X → X (8.17)
Zdaj lahko dobimo specificˇen tip za razlicˇne vrednosti spremeljivke tipa X .
doubleNat = double [Nat];
I doubleNat : (Nat → Nat)→ Nat → Nat
doubleNtoN = double [Nat → Nat];
I doubleNtoN : ((Nat → Nat)→ Nat → Nat)→ (Nat → Nat)→ (Nat → Nat)
(8.18)
Ko je funkcija instancirana s tipom ji lahko podamo sˇe dva parametra: funkcijo, ki jo
double podvoji in zacˇetno vrednost te funkcije.
double [Nat] (λx : Nat.succ(succ(x))) 3;
I 7 : Nat (8.19)
2
Primer 8.3.4. Poglejmo zdaj bolj zvit primer polimoraficˇne aplikacije funkcije same
nase. Cˇe se spomnimo primera, ki smo ga obdelali pri lambda racˇunu s tipi: ni nacˇina
za prireditev tipa izrazu λx.x x v okviru λ→. V Sistemu F postane izraz obvladljiv, cˇe
spremenljivki x priredimo polimorficˇen tip.
selfApp = λx : ∀X.X → X.x [∀X.X → X] x;
I selfApp : ∀X.(X → X)→ (∀X.X → X) (8.20)
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Malce bolj koristen izraz dobimo z aplikacijo polimorficˇne funkcije double nad samo
sebe s cˇimer dobimo funkcijo quadruple.
quadruple = λX. double [X → X] (double [X]) (8.21)
2
Vecˇina programov, ki uporablja polimorfizem je veliko bolj obicˇajnih kot prejsˇnji pri-
meri. Kot primer precej naravne uporabe polimorfizma si bomo ogledali implementa-
cijo seznamov.
Primer 8.3.5. Recimo, da je nasˇ programski jezik opremljen z obicˇajnim konstruktor-
jem tipov List in z obicˇajnimi primitivi za delo s seznami.
I nil : ∀X.List X
cons : ∀X.X → List X → List X
isnil : ∀X.List X → Bool
head : ∀X.List X → X
tail : ∀X.List X → List X
(8.22)
map = λX.λY.
λf : X → Y.
(fix (λm : (List X)→ (List Y ).
λl : List X.
if isnil [X] l
then nil [Y ]
else cons [Y ] (f head [X] l))
(m tail [X] l))));
I map : ∀X.∀Y.(X → Y )→ List X → List Y
l = cons [Nat] 4 (cons [Nat] 3 (cons [Nat] 2 (nil [Nat])));
I l : List Nat
head [Nat] (map [Nat] [Nat] (λx : Nat, succ x) l);
I 5 : Nat
(8.23)
2
8.3.3 Osnovne lastnosti jezika F
8.4 Opombe
Poglavje vsebuje prevode izbranih sekcij ucˇbenikov Benjamin Pierce Types and pro-
gramming languages [17] ter Roberta Harperja Practical foundations for programming
languages [8].
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