Abstract
Introduction
The speed of high-performance switches and routers is often limited by the bandwidth of commercially available memories. Compared to the continued rapid growth in network bandwidth, memory bandwidth is growing relatively slowly. Memory access time for the fastest available commercial DRAM is about Sons, and has increased little in recent years.' Simply put, network switches and routers are running out of memory bandwidth.
Although the problem occurs equally in switches and IP routers, it is most easily understood in the context of ATM switches, which use fixed-sized cells. Consider a memory buffer with arrival 1.Newer memory architectures such as SDRAM and RAMBUS are now available. These devices use special techniques to increase bandwidth to and from the chip. However, the memory access time is unchanged. 0-7803-4383-2/98/$10.00 0 1998 IEEE.
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and departure processes of cells, as shown in Figure 1 . In each cell time, which we call a time-slot, zero (A, = 0 ) or one ( A , = 1 ) new cell may arrive, and zero ( D , = 0 ) or one ( D , = 1 ) cell may depart from the buffer. This means that two independent memory operations are required per cell time: one write, and one read. If dual-ported memory is used, it would be possible for both operations to take place simultaneously. However, commercial considerations generally dictate that conventional single-ported memory be used. As a result, the total memory bandwidth (the sum of the arrival rates and departure rates) must be at least twice the line rate. For example, a memory buffer for an OC-48 (2.4Gb/s) line requires a memory bandwidth of 4.8 Gb/s. This corresponds to an access time of 6.7ns for a 32-bit wide memory.
In this paper, we consider a simple, and perhaps obvious, technique that eliminates the need for the two memory operations during each time slot. We call the technique "ping-pong buffering." A ping-pong buffer uses two conventional single-ported memories, where each memory need perform only one memory operation per time slot. The ping-pong buffer is similar, but not identical, to memory interleaving widely-used in computer systems [ 
11.
The main benefit of a ping-pong buffer is that using conventional memory devices, it allows the design of buffers operating twice as fast. But ping-pong buffer's benefit comes with a penalty. As we will describe shortly, if the amount of memory is not increased, the rate of overflow from a ping-pong buffer is larger than for a conventional buffer.
It is the goal of this paper to: (1) explain the bandwidth advantages of ping-pong buffering, and (2) evaluate the penalty measured by the increased rate of overflow. As we will see, the increased rate of overflow can be removed by the addition of a small amount of memory. We limit the scope of our study to the buffers in input-queued ATM switches. However, ping-pong buffering can be used in any system that has at most one read and one write within a single unit of time. For example: the reassembly A buffer of capacity M, with arrival process buffers in switches and routers, or disk block data transfer within computer systems.
Ping-pong Buffer
Figure 2(a) shows a ping-pong buffer of total capacity M (cells), with the arrival and the departure processes denoted as An and Dn , respectively. The buffer consists of two physically separate memory devices, each of size M / 2 . The two memories are arranged so that from the outside, they appear to be a single buffer.
In a ping-pong buffer, read and write operations can take place simultaneously, but only in physically separate memory devices. When a cell arrives and finds that one memory is being read, as shown in Figure 2(b) , the arriving cell is directed into the other memory device. We call this type of write operation a 'constrained write': we have no choice into which memory to write the arriving cell. On the other hand, if a cell arrives when there is no read operation, as in Figure 2 (c), then we are free to choose which memory to write the cell into. We call this an 'unconstrained write'. One possibility, chosen in our study, is to write the data into the less occupied memory.
For the ping-pong buffer depicted in Figure 2 , let the occupancies of memory devices 1 and 2 be X, and X, , respectively.
The state of this ping-pong buffer, represented by the pair (XI,X2) , is shown on a plane in Figure 3 shown as a gray rectangle; each cell points to the cell that arrived behind it. Note that two cells arriving consecutively may reside in different memories, or in the same memory: the location of an arriving cell depends on what was occurring at the time of its arrival. Consequently, the logical 'queue' of cells is shared across both memory devices.
Increased Overflow Rate
Although a ping-pong buffer doubles memory bandwidth, it can lead to overflows even when the buffer has space available.
Figure 5(a) shows a cell arriving to a ping-pong buffer when one memory is full, while the other is not. If the less occupied memory is being read, then the incoming cell can only be directed to the memory that is already full, causing an overflow. The overflows caused by ping-pong buffering correspond to the case where the point (X,,X2) attempts to move across the boundary 'XI = M / 2 ' or ' X 2 = M / 2 ', shown as shaded regions in Figure 5 (b). Note that the total number of cells in the ping-pong buffer is less than its total capacity. A conventional buffer of the same capacity, subject to the same arrival and departure processes, wouldn't have caused this overflow. Hence, we can see that a ping-pong buffer would have a higher overflow rate than the conventional buffer of the same size. Or, equivalently, ping-pong buffer wastes a certain amount of space at each overflow, marked as "amount wasted" in Figure 5 (b).
The increased frequency of overflows may limit the benefit of ping-pong buffering. Before using such a buffering scheme, we should understand the increased overflow rate. First, we take an intuitive look at the increased rate of overflow, then in the next section we will take a more quantitative approach.
If we choose to write into the less occupied memory at each unconstrained write, we can expect that the two memories will maintain almost the same level of occupancies. In other words, the point (X,,X,) would spend most of its time inside the shaded oval in Figure 6 (a). When the overflows due to ping-ponging occur, the memory that is not full would have only a small amount of space left. This can be interpreted as the ping-pong buffer performing like a conventional buffer only slightly smaller in size.
However, one can create a much worse sequence of read and write operations leading to more frequent overflows. If a burst of cells is written into one memory, which later causes another longer burst to be driven into the other memory; the resulting trajectory of (Xl,X2) can look like Figure 6 (b). We demonstrate this using the following example in Figure 7 . Assume, for this example, that cells are read out in first-in-first-out order, and that an unconstrained write chooses to put the cell in memory 1 when X, = X , . Each cell, drawn as a square, is marked by the order in which it has arrived. Departing cells at each time slot are shaded.
In the example shown in Figure 7 , beginning at time-slot 14 the discrepancy in memory occupancies increases from 0 to 6 to 12. Had the size of each memory been 8, the ping-pong buffer in Figure 7 would have had 3 overflows by time slot 28. Even for a larger memory size, the widely oscillating occupancies could repeatedly cause overflows. Time-slots 23 -27:
Time-slot 28:
Example of increasing imbalance in memory occupancies
In summary, we see that pathological cases are possible, and may lead to only half the memory being used. A ping-pong buffer may perform, at worst, like a memory that is twice as fast, but only half the size. Fortunately, in practice, such pathological cases are rare. A 'typical' simulation result2 shows something in-between the two extremes. Figure 8 shows the overflow rates of conventional buffer and a ping-pong buffer when used in an input-queued ATM ~w i t c h .~ The results confirm our intuition; a ping-pong buffer clearly has higher overflow rate than a conventional buffer of the 2. We will see more simulation results later. 3. The switch maintains a single FIFO queue at each input. same total size, However, a ping-pong buffer has an overflow rate much lower than a conventional buffer of half the size.
Estimating the Overflow Rate

Our Model
We focus our study of ping-pong buffering on its application to input-queued switches. Figure 9 shows our switch model with N inputs and N outputs. At the beginning of each time slot, either zero ( A , ( n ) = 0 for input i at the n-th time slot) or one (A, (n) = 1 for input i at the n -th time slot) cell arrive at each input. We call Ai(n) the arrival process to the input port i , where n represents the time index. To prevent head-of-line blocking, a cell destined for output j arriving at input i is placed in the FIFO queue Q(i,j). We call Q(i,j) a "virtual output queue". At the beginning of each time slot, a scheduling algorithm (sometimes called an 'arbiter') decides which cells to deliver to which output ports. The algorithm selects a matching, M, between the inputs and outputs, such that each input is connected to at most one output, and each output is connected to at most one input. At the end of the n -th time slot, if input i is connected to output j , one cell is removed from Q(i,j) and sent to outputj, corresponding to Dj (n) = 1 .
In this paper, we assume that all the arrival processes, Ai(n), 1 5 i 2 N , are described by a single random process, denoted A(n) , and that arrival processes at different inputs are independent of each other.
For the arrival processes, we first consider uniform independent identically distributed (i.i.d.) Bernoulli arrivals. Although this traffic is not representative of real network traffic, it can help us understand the way that ping-pong buffering behaves. Next, we consider whether burstiness in arriving traffic causes more frequent overflows. Intuitively, one might expect that the burstiness in arrivals would lead to burstiness in read operations(departures). This, in turn, could produce an increasing imbalance in memory occupancies, hence increasing the rate of overflow. To see the effect of burstiness on the performance of ping-pong buffer, we consider 2-state Markov-modulated Bernoulli arrivals. Often used as a simple model of burstiness, it models a simple on-off process that alternately produces a burst of cells, all with the same destination, followed by an idle period. The length of bursty and idle periods are geometrically distributed. Although studies have shown that this type of model fails to capture long-range dependence [9] , we can expect that the results from this simple Markov-modulated traffic will provide a qualitative understanding of the effect of burstiness on ping-pong buffering.
We studied three switches:
a conventional input-queued switch with a single FIFO queue at each input. This switch is limited to approximately 58% throughput due to Head-of-Line blocking.
an input-queued switch with virtual output queues and a RANDOM scheduler. With RANDOM scheduling, the scheduler arbitrarily selects one out of all the possible matching patterns of inputs and outputs, with uniform probability, independently each time slot.
an input-queued switch with virtual output queues and an SLIP scheduler 121. iSLIP is an iterative round-robin scheduler that attempts to provide equal access to each output, and is simple to implement in hardware. This algorithm is representative of a variety of similar algorithms that attempt to achieve a maximal matching Finally, we only present simulation results for the case when offered load is high.~This is because we are interested in the overflow rate -overflows only occur in significant numbers (and therefore only become measurable) when the offered load is high. Later in the paper, we will argue that in order to understand the memory wastage due to ping-pong buffering, it suffices to look only at the cases when the offered load is high.
Our Metric for the Cost of Ping-pong Buffering
The cost of a ping-pong buffer is that it wastes a fraction of the buffer space. For a given overflow rate, R , we measure this cost using a wastage factor:
where M(R) is the size of the ping-pong buffer that yields overflow rate R , and M(R) is the size of the conventional buffer that we would need to achieve the same overflow rate. In other words, w(R) is a measure of the amount of memory that we waste by using a ping-pong buffer.
We calculate o ( R ) from our simulation results as follows. First, we find many points representing the overflow rate as a function of memory size for ping-pong buffers and conventional buffers. We then interpolate between these points and measure the horizontal distance between values for each kind of buffer. For example, the top plot in Figure 10 is determined from the lower two plots in Figure 8. 2. the wastage factor appears to be independent of buffer size for sufficiently large buffers. In practice, it is likely that the buffer size would be chosen to ensure an overflow rate much lower than We may conclude that for i.i.d. Bernoulli traffic the wastage factor will be below 5%, and almost independent of buffer size. Our findings are in agreement with the qualitative argument presented in Section 3, where we considered the discrepancy of the memory occupancies at the times of overflows. The discrepancy is independent of memory size. However, if the buffer is small, then it constrains the discrepancy to small values. A small increase in memory size significantly reduces the probability that a discrepancy will cause an overflow. This is illustrated in Figure 11 (a) . On the other hand, if the buffer is large, a small increase in memory size barely changes the probability of a discrepancy causing an overflow. This is illustrated in Figure 1 l(b) .
Simulation Results for Benign Traffic
Simulation Results for Bursty Traffic
We find that, contrary to our expectation, burstiness in the incoming traffic reduces the fraction of buffer space wasted by ping- pong buffering. This is shown by Figure 12 , which compares wastage factors for Markov-modulated Bernoulli arrivals, with the RANDOM and iSLIP scheduling algorithms.
We believe that increased burstiness will decrease the wastage factor, but as yet have been unable to prove this result in general. Instead, we offer an intuitive explanation. First, recall the example in figure 7 that shows how discrepancy (and hence increased wastage factor) can arise in a FIFO ping-pong buffer. The discrepancy was caused by a sequence of constrained writes that forced an arriving stream of cells to be written into only one of the memory devices. Later, when this sequence of cells departed (all from one memory), they forced a sequence of arriving cells to be written into the other memory. In other words, when a sequence of arriving cells causes discrepancy, the same sequence of cells will cause further discrepancy when they depart. We say that in this way, discrepancy propagates in a FIFO ping-pong buffer. Now instead, suppose that the cells had not departed in FIFO order; in fact, let's assume that they departed in a random order.
This would mean that the first sequence of arriving cells would not force all of the cells in a future sequence to be written into the same memory device. In other words, the random departure order breaks the propagation of discrepancy from one sequence of cells to the next. Now consider what happens when the buffer is arranged as a set of VOQs rather than a single FIFO queue. The scheduling algorithm will cause the cells to depart in non-FIFO order, and so we can expect the wastage factor to be decreased. Indeed, this is what our results show. Furthermore, we find that if the arrivals are more bursty, then their departure order is even further from FIFO. This is caused by the scheduling algorithm. In an attempt to achieve fair-ness among the VOQs, the scheduling algorithm is unlikely to service the same VOQ twice in a row. This means that cells arriving in a burst (and hence for the same destination), are unlikely to depart consecutively, or even close to each other in time. If, on the other hand, the arrivals are not bursty, then successively arriving cells are likely to be for different destinations. It is therefore quite possible that the scheduler will cause them to depart consecutively, or close to each other in time.
In summary, we believe that a FIFO departure order leads to the propagation of discrepancy, and hence increased wastage factor. Independent arrivals lead to departures that are closer to FIFO order than bursty arrivals. As the arrivals become more bursty, the discrepancy is less likely to propagate. Hence, bursty arrivals lead to a smaller wastage factor.
Variation of Wastage Factor with Offered Load
All of the results that we have presented have been for the case when the offered load is high. Although we see that the wastage factor is low for a reasonably sized memory, it is worth asking whether the wastage factor is still small when we reduce the offered load.
Indeed, we find that as we reduce the offered load for different types of traffic, and for different switches, the wastage factor decreases. For brevity, we do not reproduce lots of results here; a typical result is shown in Figure 10 , which shows that as the offered load decreases, so does the wastage factor.
Intuitively, the relationship between offered load and wastage factor is simple. Recall that wastage in a ping-pong buffer is caused by discrepancy, which in turn is caused by constrained writes. When the offered load is high, there are a large number of reads, which constrain the writes of the (plentiful) new arrivals. Therefore, the probability that an incoming cell faces an constrained write increases with the offered load. Discrepancy is increased, leading to larger wastage.
Therefore, although our simulation results focus on switches with high offered load, we can infer that when the offered load is reduced, the wastage factor will decrease.
Variation of Wastage Factor with Buffer Size
We can also ask whether the wastage factor will decrease as we increase the buffer size. Because of the time to perform the simulations, our results cannot be extended to large buffers. However, our limited results indicate that the wastage factor will decrease for a variety of switches and traffic types. But they cannot prove it conclusively.
We feel that it is an important question to answer. For if the wastage factor were to increase, it would decrease the efficacy of ping-pong buffering. We therefore show analytically that the wastage factor does not increase with buffer size. The details of our arguments are contained in Appendix A.
Conclusion
Ping-pong buffering is a technique for ,doubling the bandwidth of a memory buffer. Its advantage is clear: by limiting each memory to just one memory operation per unit time, it enables buffers to be built that operate twice as fast; or for a given speed, it allows buffers that use slower, lower-cost memories.
We have seen that ping-pong buffering comes with a penalty: when compared with a conventional buffer, it will experience more frequent overflows. Caused by discrepancy in the memory occupancies, the overflows can waste up to half of the memory space. A simple solution to this problem is to double the amount of memory used; a rather unsatisfactory solution. Memory buffers are frequently used in systems requiring substantial storage capacity, and often dominate the system cost.
We have studied the amount of memory that is wasted in practice. Our main result is that in the worst case that we studied, a reasonably sized buffer will lead to a wastage of less than 5%. Although our results are based on simple traffic models with high offered load, we argue that our result will hold for a wide range of operating conditions. In particular, when the traffic is more bursty, when the buffers are larger (as they are likely to be in practice), and when the offered load is reduced.
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Appendix A: Bounding the Wastage Factor
Recall that in Section 4.2, we defined the wastage factor, o ( R ) , to be a function of the overflow rate, denoted as R , and plotted w(R) against -log ( R ) . Since -log ( R ) is increasing with memory size, it would be equally informative if one looks at the same ratio, but with &?) defined in a slightly different way. 
Let
be the size of a conventional buffer such that
For a given M , we will consider a slightly different measure of wastage
Our goal is to show that when M is sufficiently large, W(M) can be bounded from above. Since a ping-pong buffer cannot overflow unless at least one buffer is full, we observe the following fact, Before we introduce and prove our main result, we need the following assumption regarding the overflow performance of a conventional buffer [lo] .
Assumption 1: For a conventional buffer of size M, its overflow probability is4
where y is some positive constant, determined by the arrival and the departure processes.
Note that with this assumption and (A.2), we can write 4.The exact statement is in the form of logarithmic asymptotics, and the result is originally for the waiting time of a single-server queue. However, the same proof in [lo] can carry over to the queue length distribution, which approximates the loss probability.
The proof of the lemmas leading to the main result rely on the concept of sub-additivity, defined below. 
Definition
H
The following corollary of Theorem 1 provides a useful fact. H ever, our result shows that when the memory is large enough, the wastage factor will be bounded from above by a constant. This is supported by our simulations results in Figures 10 and 12 .
Note that the above result does not prove that the function W(M) = ( M -M ) / M is monotonically decreasing in M . How-
