This study demonstrates the sensitivity of the near-surface properties in the tropical Atlantic Ocean to the high-frequency of the winds in numerical simulations. At intra-seasonal timescales (2-50 days), two distinct period ranges dominate the variability in the upper ocean: periods between 2 and 20 days, which are essentially wind-forced and periods between 20 and 50 days, due mostly to Tropical Instability Waves (TIWs). Using a numerical model forced by different wind fields, it is shown that the characteristics of the intra-seasonal variability in the ocean surface mixed-layer are strongly dependent on the wind forcing. Submonthly winds are shown to force large variability in the upper ocean that can strikingly decrease the amplitude of the TIWs in the mixed-layer and their imprint on the horizontal distribution of sea surface temperatures. Wind products containing too much energy at submonthly periods thus prevent wind-forced simulations from reproducing a realistic surface signature of TIWs, when compared to satellite observations of sea surface temperature. In addition, submonthly wind variability may be responsible for part of the observed interannual variability of the TIW signature in the temperature. The impact of submonthly winds is strongest in the mixed-layer: beneath the mixed-layer, all simulations show similar characteristics of the TIWs.
Introduction
Tropical ocean circulation is governed primarily by the seasonal evolution of the winds that control the variability from seasonal to interannual timescales. In the Atlantic Ocean, the seasonal cycle of Sea Surface Temperature (SST) is dominated by the appearance of a cold tongue in boreal summer, creating an intense meridional front in SST on both sides of the equator in the central and eastern parts of the basin. Superimposed on this cycle, prominent intra-seasonal fluctuations are observed from satellite images and historical time series observations. The intra-seasonal variability, defined here as the variability for periods between 2 and 50-days in the upper ocean (0-150m), has two distinct origins: Tropical Instability Waves (TIWs) , that are observed as spectacular undulations of the SST fronts in boreal summer in the western half of the basin; and wind-forced signals, mainly within the 2-20-day frequency band, which take place throughout the year.
Satellite images as well as in situ observations in temperature, zonal and meridional currents have documented the principal characteristics of TIWs in the Atlantic (e.g. Düing et al., 1975; Qiao and Weisberg, 1995; Wainer et al., 2003; Caltabiano et al., 2005; Bunge et al., 2006 Bunge et al., , 2007 Athié and Marin, 2008) . They have periods between 20 and 50 days, wavelengths of 700-1200km and westward phase velocities of 30-60 cm/s. TIWs are generated by the intense latitudinal shears between the components of the equatorial current system that become unstable at the surface and subsurface (e.g. Philander, 1978; Weisberg and Weingartner, 1988; Jochum et al., 2004) . In the Atlantic as well as in the Pacific, TIWs play an important role in the mixed-layer heat balance. Temperature observations at the surface and subsurface (e.g. Hansen and Paul, 1984; Weisberg and Weingartner, 1988; Weisberg, 1988; Baturin and Niiler, 1997; Jochum et al., 2007) as well as modelling studies (e.g. Jochum et al., 2005; Peter et al., 2007) reveal that the net effect of TIWs is to warm the mixed layer in the equatorial band. Furthermore, TIWs play a crucial role in the heat exchanges between the surface and the deep ocean (Jochum et al., 2004) .
Within the 2-20-day timescales, winds force additional intra-seasonal variability in the upper layers of the Atlantic Ocean. For instance, Garzoli (1987) reports significant coherence between the ocean and wind variability with two predominant peaks centered at 5 and 7 days.
Those signals have been observed principally from time series of velocity and temperature at a few mooring sites along the equator (Garzoli, 1987; Wainer et al., 2003; Bunge et al., 2006) , but also away from the equator along 3°N and 9°N (Garzoli, 1987) . Unfortunately, the temporal resolution of satellite observations is insufficient to study the spatial distribution of the surface variability in detail at those frequencies in the ocean, both for SST and sea level anomalies.
While 15-day oscillations in the equatorial Atlantic have long been observed using temperature and velocity data in the ocean (Houghton and Colin, 1987; Garzoli, 1987) and in the atmosphere (Houghton and Colin, 1987; Grodsky and Carton, 2001; Janicot and Sultan, 2001; Mounier et al., 2006) , it is only recently that they are thought to be an important part of the ocean intra-seasonal variability (Bunge et al., 2006 (Bunge et al., , 2007 Guiavarc'h et al., 2008; Athié and Marin, 2008) . This biweekly variability dominates the eastern side of the equatorial Atlantic (Han et al., 2008; Athié and Marin, 2008) . It corresponds to equatorial mixed Rossby-gravity waves, also known as Yanai waves (Yanai and Mukarami, 1970) , that are forced by meridional and/or zonal winds in the eastern Tropical Atlantic (Bunge et al., 2006 (Bunge et al., , 2007 Guiavarc'h et al., 2008) . From two-year-long measurements of temperature, meridional velocities and SST along 4°W, Houghton and Colin (1987) suggested that the 15-day oscillations cool the mixed layer significantly in the Gulf of Guinea, in contrast with the net warming due to TIWs in the central and western parts of the equatorial Atlantic.
To understand the respective roles of wind-driven intra-seasonal variability and TIWs in the Tropical Atlantic, Han et al. (2008) studied both signals separately using an ocean general circulation model forced by daily and low-frequency (periods greater than 80 days)
QuikSCAT winds respectively. This study, which focused on the variability in a narrow equatorial band between 2°S and 2°N, shows the presence of three distinct intra-seasonal signals near the equator: the first one has periods of between 10 and 40 days and is forced by tropical instabilities; the other two are wind-forced and correspond respectively to eastwardpropagating Kelvin waves (with periods of between 40 and 60 days) and to Yanai waves (with periods of around 15 days) which dominate the variability in the Gulf of Guinea. This study however does not discuss the off-equatorial TIWs that dominate the variability along 5°N in detail, nor the possible interaction between TIWs and the wind-forced intra-seasonal variability.
Finally, part of the intra-seasonal variability in winds is also forced by the TIWs themselves.
In response to the SST anomalies due to TIWs, atmospheric disturbances are generated and are observed as westward-propagating anomalies in wind stress (Chelton et al., 2001; Hashizume et al., 2001) , in cloudiness and in precipitation (Caltabiano et al., 2005) , at the same spatial and temporal scales as TIWs. These atmospheric disturbances have in turn a negative, though moderate, feedback onto the ocean (Seo et al., 2006) . Looking at the phase relationship between the TIWs and their atmospheric imprints in a coupled ocean-atmospheric simulation of the tropical Atlantic Ocean, Seo et al. (2007) demonstrate that the TIW-induced atmospheric disturbances act to decelerate the TIWs in the near-surface ocean. However this study does not address the possible impact of other sources and periods of intra-seasonal variability in winds on the TIW properties.
This short review of recent literature shows that intra-seasonal wind-driven ocean variability and Tropical Instability Waves have been mostly analyzed separately, and a thorough investigation is needed to understand how they interact with each other in the upper layers of the Atlantic Ocean. The principal aim of this paper is to show that these two signals are of comparable importance to explain the observed SST variability, and that they interact with each other to change the properties of the mixed layer in the western half of the Tropical Atlantic Ocean.
Daily outputs of realistic numerical simulations of the Tropical Atlantic are used to identify the role played by the intra-seasonal variability for the ocean surface conditions. The questions we address in the present paper are: (i) How sensitive is the SST variability to the wind field used as forcing? (ii) What are the respective roles of the 2-20-day wind-forced variability and the 20-50-day TIWs in the Tropical Atlantic upper layers? Firstly, we compare the impact of three different wind products, each with different high-frequency energy, on simulated SST and near-surface velocity in the same ocean model. Then, two additional simulations forced by monthly winds are used in order to filter out the ocean variability due to submonthly wind variability.
Model description and wind data used.
The model used is the NATL4 configuration of the ocean general circulation NEMO 1.09 model (Madec, 2008; Le Sommer et al., 2009) . The model domain is the Atlantic Ocean extending from 25°S to 70°N, with a horizontal resolution of 1/4°. It is a subdomain of the global grid presented by Barnier et al. (2006) . There are 46 levels in the vertical, 14 of them are in the first 200 meters. Ocean bottom topography is based on ETOPO2 (Smith and Sandwell, 1997) in the open ocean, and GEBCO (General Bathymetric Chart of the Ocean) near the shelf. Levitus (1998) data are used to restore temperature and salinity in the sponge layers at the closed boundaries of the domain. Vertical mixing uses a turbulent closure (Blanke and Delecluse, 1993) . There is a horizontal biharmonic viscosity and a laplacian isopycnal diffusion of tracers. More details about model parameterizations can be found in Guiavarc'h et al. (2008 Guiavarc'h et al. ( , 2009 ).
Radiative fluxes and precipitation from atmospheric reanalyses have large biases, especially in tropical regions. This has led Yeager (2004, 2008) to propose an original combination of satellite data and NCEP reanalysis (National Center for Environmental Prediction) to force ocean models. This forcing field, hereafter referred to as LYDS (Large and Yeager dataset), covers years 1958 , with full interannual variability between 1984 . Monthly precipitation and daily radiative fluxes are derived from satellite observations. Wind velocity, air temperature and humidity at 10 m are taken from the NCEP1 reanalysis at 6 h frequency. Large and Yeager (2004) correct these variables to make them more suitable to force ocean models, and to ensure a good global balance of heat and freshwater. Since NCEP wind velocities are low compared to QuikSCAT (Quik Scatterometer) satellite observations, they are multiplied by a spatially variable factor to bring them in better agreement with QuikSCAT over the recent years (Large and Yeager, 2004) .
Turbulent fluxes (wind stress, sensible and latent heat flux) are calculated using the bulk formulae recommended by Yeager (2004, 2008) . Note that the bulk formulae for the wind stress accounts for the surface ocean currents. The present study focuses on years 2000 to 2004 during which satellite SST data are available (Athié and Marin, 2008) . The Table 1 summarizes the differences between these five simulations.
Satellite SST data from TMI (TRMM Microwave Image; see Kummerow et al., 1998) and wind velocity records of a PIRATA program mooring (see Servain et al., 1998; Bourlès et al., 2008) at the equator and 23°W will be used to validate the model results. SST data are available every day as a 3-day running average with 0.25° spatial resolution. Figure 1 illustrates the typical structure of the intra-seasonal variability SST signature on 29
Representation of the TIWs in the NATL4 simulations
July 2001 for the TMI satellite data (top panel) and the corresponding NATL4 simulations forced by the different high-frequency wind products (lower panels). In TMI observations, the dominant features are the cusp-shaped undulations of the SST front, which are observed on both sides of the equator near 13°W, 23°W and 30°W. These undulations bring cold waters from the equatorial cold tongue as far as 6 degrees in latitude and bring warm northernhemisphere waters to the equator. They are the SST signature of the TIWs, with wavelengths close to 1000 km (e.g. Caltabiano et al., 2005; Athié and Marin, 2008) . The latitude of the TIWs maximum amplitude varies as a function of the observed variable. For SST, TIWs have their higher variability near 1.5°N with anomalies reaching 2°C (Caltabiano et al., 2005) .
TIWs can also be found in sea level anomaly data as intense mesoscale structures centered at 5°N, with amplitudes exceeding 6 cm (Foltz et al., 2004; Athié and Marin, 2008) . In velocity fields, they are observed to be maximum both at the equator and at 3-5°N (Weingartner and Weisberg, 1991; Grodsky et al., 2005) . Weingartner and Weisberg, 1991; Grodsky et al., 2005) : the first one is equatorially-trapped (between 2°S and 1°N), and the second one has maximum velocities off equator (between 2°N and 5°N). As in SST, an additional variability with a 15-day period is present at the equator, especially in LYSIM. Near-equatorial anomalies have similar amplitude in QSCAT and in LYSIM (30-40 cm/s), with some evidence of an interannual variability. In contrast, the northern-hemisphere intra-seasonal variability is lower in LYSIM (10-30 cm/s) than in QSCAT (30-40 cm/s), except in 2000 where anomalies in LYSIM exceeded 60 cm/s. In ERA40, the TIWs amplitude is weaker than in LYSIM and QSCAT both at the equator (between 20 and 30 cm/s) and in the northern hemisphere (about 10 cm/s). Time-longitude diagrams at 3.5°N (not shown) reveal that TIWs propagate westward at comparable phase velocities (about 40 cm/s) in all simulations, indicating that TIW phase speeds are largely independent of the wind product used. Another remarkable difference between the time variabilities in both SST and surface meridional velocities along 3.5°N is the presence of high-frequency variability (less than 1 week) in surface velocities, which was particularly strong west of 8°W during 2001 in LYSIM. This high-frequency variability is not apparent in Figure 3 where a 7-day running average has been applied.
Velocity observations in the Tropical Atlantic ocean from Weisberg and Weingartner (1988;  their Figures 6 and 7) show that the maximum eddy kinetic energy (EKE) associated with TIWs, ranges between 1300 and 1800 cm 2 /s 2 at the surface, and decreases with depth to about 400-800 cm 2 /s 2 at 100m depth. EKE at intra-seasonal timescales (Figure 4 ) was computed for all above simulations following
where primes denote the 2-50 day Fourier components of the horizontal velocity, and brackets denote 31-day running averages.
Figures 4a and 4b show the EKE for the three simulations at 28°W and the equator at 10m and 100m depths. As in Weisberg and Weingartner (1988) , EKE diminishes significantly from the surface down to 100m, even though EKE is twice as weak in the model than in the observations at these two depths. In general, EKE reaches its maximum in summer (JuneAugust), with a secondary maximum some years in fall, in good agreement with Weisberg and Weingartner (1988) . A strong interannual modulation of the 2-50 day variability is found in both QSCAT and LYSIM, but does not coincide in the two simulations. Such an interannual variability was not evident in Weisberg and Weingartner (1988) due to the limited duration of their time series (1 or 2 years), but has already been reported from SST and sea level anomalies observations (Caltabiano et al., 2005; Athie and Marin, 2008) . In addition, the time variability of EKE differs largely between the surface and the 100m depth from one simulation to another, indicating two different behaviors near the surface (where intraseasonal variability is strongest in QSCAT) and at 100m depth (where LYSIM is the most energetic at periods lower than 50 days). EKE is found, in 2000 and 2001, to be weaker in ERA40 than in QSCAT or LYSIM, both at the surface and at 100m depth.
The comparison of EKE time evolution at 28°W between the equator and 3°N near the surface (Figures 4a and 4c) shows that intra-seasonal EKE does not coincide at these two latitudes. EKE experiences intense interannual variability at 3°N as it does at the Equator, but the strongest events are not systematically present at the same time at these two latitudes. This is demonstrated for example in August 2001 or 2004 when EKE maxima at the equator had no counterpart at 3°N in LYSIM, or in December 2001 when intense EKE maximum at 3°N had no equivalent at the equator in QSCAT. Along the equator, intra-seasonal EKE has comparable time evolution at 28°W and 15°W in all simulations (Figures 4a and 4d ), but proves to be significantly lower at 4°W (Figure 4e ), in agreement with Weisberg and Weingartner (1988) . This behavior is consistent with the predominance of TIWs variability west of 10°W.
In our model, the surface signature of intra-seasonal variability in SST, surface meridional velocity and EKE thus strongly depends on the choice of the wind product. The wind forcing has an impact on the number and amplitude of TIWs, as well as their meridional extent and the distance over which they propagate westward. Simulations forced by LYDS and, in a lesser extent, ERA-40 do not reproduce the cusp-shaped SST signature of TIWs north of the equator, even though their period, wavelength and phase speed are comparable with the observations in all simulations.
Two distinct mechanisms may explain the discrepancies in the surface signature of TIWs in our simulations. Firstly, the distinct seasonality of each wind product may give rise to a different seasonal evolution of equatorial surface and subsurface currents. Such differences in the current system could cause different intraseasonal variability triggered by tropical instabilities. Secondly, the intra-seasonal variability in the near-surface ocean velocities may be directly altered by changes in the spatial distribution and amplitude of intra-seasonal variability in the winds.
To assess the respective roles of these two potential mechanisms, we first present the horizontal distributions of mean surface zonal currents for the three simulations ( Figure 5 Velocities during this season are found to exceed 45 cm/s for the SEC from 30°W to 0°E along 2°N, 25 cm/s for the NECC near 6°N and 60 cm/s for the GC near 6°W-4°N. These surface currents are in good agreement with the boreal summer observations by Richardson and McKee (1984) and generate intense meridional shears that will be subject to tropical instabilities (Philander, 1976 (Philander, , 1978 Qiao and Weisberg, 1998) .
The anomalies in the boreal summer surface currents with ERA40 and LYSIM, when compared to QSCAT, are shown in Figure 5 . West of 10°W, both simulations lead to westward anomalies between 4°S and 3°N (of the order of 5-10 cm/s for ERA40 and 10-20 cm/s for LYSIM). North of 3°N, the situation is more complex. In LYSIM, eastward anomalies are found between 3°N and 7°N (of the order of 5-15 cm/s) and westward anomalies beyond 7°N. In ERA40, eastward anomalies (~ 5 cm/s) are still found between 3°N and 5°N, but anomalies are westward north of 5°N. Thus, the NECC along 6°N is intensified in LYSIM, but weakened in ERA40. If the weak NECC amplitude compared with QSCAT is a possible reason for the weak TIWs in ERA40, the NECC intensification in LYSIM cannot explain the unrealistic TIWs observed in this simulation. In addition, in LYSIM as in ERA40, the SEC is reinforced near the equator and the NECC extends slightly more towards the equator than in QSCAT. The meridional shear of surface zonal currents is then increased in both LYSIM and ERA40 when compared to QSCAT. This should lead to stronger instabilities, which is not consistent with the smaller observed TIWs amplitudes in these two simulations. In the subsurface layer, the Equatorial Undercurrent (EUC) across 23°W in boreal summer is similar in all three simulations, though perhaps slightly more intense in QSCAT (a 10% stronger EUC core).
Two additional simulations, forced by LYDS winds, have been performed to explore the role of the seasonal current background state for the development of TIWs. The first one differs from LYSIM by the use of a biharmonic diffusion rather than a laplacian isopycnal diffusion: this does not affect the TIW amplitude. The second simulation differs from LYSIM by a weaker viscosity, which led to a slight intensification of the EUC. The SST signature of TIWs was slightly intensified in this simulation, but remained weaker than in TMI data.
In order to evaluate the role of the high frequency in winds over the TIWs development, two additional simulations forced by monthly-averaged LYDS and QuikSCAT wind stress were Waves and has been observed in the atmosphere propagating to the west (Pytharoulis and Thorncroft, 1998; Fyfe, 1999) . Note moreover the presence of additional small-scale structures in the QuikSCAT variance distribution: they are the signature of intense smallscale day-to-day variability that is partly due to noise in the QuikSCAT winds in the presence of rain. Finally, ERA-40 wind stress has the weakest variance in the 2-10 day frequency band over the whole tropical Atlantic, with a spatial distribution that is comparable to QuikSCAT but with about half the amplitude.
In contrast, for the longer period bands (10-20 day and 20-50 day), the three wind stress fields have similar variance distribution, even though ERA40 is again less energetic than LYDS and QSCAT. Variances almost vanish along the equator and increase poleward both North and South of the equator. However, as for the 2-10 day frequency band, wind stress variances in the 10-20 day frequency band are somewhat stronger in LYDS than in QSCAT, particularly near 3°N in the center of the basin and near 4°S west of 20°W.
The LYDS winds are derived from the global NCEP Reanalysis, in which some biases have been reported in the literature and attributed to the bulk algorithms used, as well as to the state variables themselves (Smith et al., 2001) . Firstly, the low spatial resolution of NCEP atmospheric fields (2.5°), when compared to QuikSCAT wind fields (0.5°), may explain the larger spatial patterns of high-frequency winds in the case of LYDS winds. Secondly, the spatially-dependent multiplicative factor applied by Large and Yeager (2008) to NCEP winds is greater than 1 over a large equatorial region extending from 5°S and 10°N, exceeding 1.4 north of the equator (their Figure 6) . Such a large factor (applied at all frequencies) may be an additional cause for the observed spurious extension of off-equatorial high-frequency winds towards the equator. This is confirmed by the examination of the wind power spectral density of uncorrected NCEP1 winds at 23°W-0°N, which, unlike LYDS, has similar amplitude in the 2-10 day frequency band to those in PIRATA, QuikSCAT or ERA-40. In the 2-10 day frequency band, the EKE distribution is similar in all simulations: large EKE is seen on each side of the equator (near 4°S and 4°N) over the whole width of the equatorial basin. EKE maxima are found in two distinct longitude bands, in the center of the basin (between 25°W and 10°W) and in the eastern half of the Guinea Gulf (east of 0°E). However, the relative amplitudes of these maxima vary from one simulation to another. In LYSIM, the EKE (exceeding 90 cm 2 /s 2 ) is about twice stronger than in QSCAT and ERA40, and located north of the equator between 30°W and 10°W, i.e. in the region where the off-equatorial TIWs are observed. East of 0°E, the variance has comparable magnitude both north and south of the equator in all simulations. This signal is compatible with the latitudinal structure, characteristic periods and eastward group velocity of inertia-gravity waves. Such waves have already been described in the literature, with two distinct peaks in the 2-10 day frequency band : one at 7 days (Wainer et al., 2003; Bunge et al., 2006) and the other at 4.5 days (Garzoli, 1987) . Both the 2-10 day wind forcing, and its oceanic response, are maximum off the equator.
On the contrary, the second signal between 10 and 20 days is equatorially-trapped, even though the corresponding wind variability is strongest off the equator (poleward of 4° in latitude). As in the 2-10 day frequency band, large values of the 10-20 day energy are seen over the whole width of the basin, with larger amplitudes west of 5°W in LYSIM (exceeding 100 cm 2 /s 2 ) than in QSCAT and ERA40. At those frequencies, the only modes of variability in the ocean are Yanai and Kelvin waves, for which energy propagates to the east. This explains why the 10-20 day variability in the ocean is present all along the equator, while the wind at those frequencies is strongest in the western side of the basin. Evidences of such 15-day Yanai waves have been found in observations (Houghton and Colin, 1987; Bunge et al., 2006; Guiavarc'h et al., 2008) . Note that M-QSCAT and M-LYSIM present almost no energy in both 2-10 day and 10-20 day frequency bands (not shown), indicating as in Han et al. (2008) and Guiavarc'h et al (2008) that the submonthly variability is essentially forced by the intra-seasonal variability in the wind forcing.
EKE at periods of between 20 and 50 days is maximum near the equator, west of 10°W, extending from 2°S to 5°N with a comparable geographical pattern in all three simulations.
EKE is highest in QSCAT (200 cm 2 /s 2 ), with weaker magnitude in LYSIM (150 cm 2 /s 2 ) and ERA40 (110 cm 2 /s 2 ) simulations. These results based on EKE agree with previous conclusions deduced from SST (Section 3). Note that the EKE maximum is about twice larger in the 20-50 day than in the 2-10 day or 10-20 day frequency bands, whereas the reverse was true for the wind stress variance (Figure 8 ). This indicates that most of the 20-50 day variability is not forced by wind variability at the same frequencies, but by tropical instabilities.
The weaker EKE associated with TIWs in LYSIM, when compared to QSCAT, thus coindices with stronger oceanic variability at periods lower than 10 days in LYSIM. This 2-10 day variability takes place in the same region as off-equatorial TIWs and is thought to result from the more equatorward extension of the wind variability at the same periods in the center of the basin (near 20°W). The LYSIM simulation will thus experience the strongest interaction, if any, between TIWs and wind-forced 2-10 day variability. This suggests that the differences in the SST signature of TIWs between the simulations presented in this study are mostly due to differences in upper ocean dynamics at intra-seasonal timescales, even though oceanatmosphere fluxes or the intensity of the cold tongue may also play a role. It has been checked that the horizontal distribution of the estimated variance in wind stress and in surface velocities in LYSIM and QSCAT are quite similar when the full period 2000-2004 is used.
Influence of the wind-forced intra-seasonal variability over TIWs in the upper ocean.
Until now, we have analysed the distribution of the high frequency variability only at the surface of the ocean and shown that the submonthly variability forced by the wind was the most likely candidate to explain the unrealistic weak SST signature of TIWs in LYSIM. In this section, the relationship between these two ocean variabilities will be explored in more detail. First the subsurface structure of the off-equatorial TIWs and the submonthly windforced variability will be described. Then the interannual variability of TIWs will be discussed in the light of the temporal modulation of the submonthly wind-forced variability.
Subsurface signature of TIWs
The time-depth diagrams of meridional velocity in 2000 at 23°W and 3.5°N, where the offequatorial TIWs signature is largest (Figure 3 In all simulations, TIWs north of the equator are found to be associated with large vertical displacements of the thermocline (~30m) and of the mixed layer base (~40m) with an apparent out-of-phase relationship, especially in presence of strong meridional velocities.
More specifically, the 20°C isotherm deepens (resp. shallows) and the mixed layer base shallows (resp. deepens) in the presence of northward (resp. southward) velocities. A threedimensional structure for off-equatorial TIWs, implying intense vertical movements in the upper ocean, has already been evidenced from in situ observations (Menkès et al., 2002) . This is also discussed in the case of the Pacific Ocean by Menkès et al. (2006) , who emphasize the potential role of such TIW-induced variations of the mixed layer depth for the mixed-layer heat budget. In that study, the authors relate the vertical motion of the mixed layer base to the meridional advection of surface waters across the SST front that delimits the equatorial cold tongue north of the equator (their figure 2) . This implies for instance subduction of surface equatorial cold waters under warmer surface waters north of the front when velocities are northward. Note finally that the mixed-layer depth in M-LYSIM presents intense highfrequency variability in boreal summer, for instance in early August (Figure 10 ). Since submonthly winds are absent in this simulation, this indicates that the strong vertical shears due to TIWs are likely to generate high-frequency variability in the dynamics of the mixedlayer.
Interannual variability
Let us now consider the long-term time evolution of surface mean EKE for the 2-20 day wind forced variability and the TIWs signal (Figure 11 ), and their possible interaction throughout the period of the study (2000) (2001) (2002) (2003) (2004) . In LYSIM (Figure 11a These results strongly suggest that the wind-forced intra-seasonal variability in the ocean upper layers systematically decrease the amplitude of the TIWs surface signature, thus being able to significantly contribute to the interannual variability of TIWs at the surface of the Atlantic Ocean. However, the fact that the interannual variabilities in M-LYSIM and M-QSCAT do not coincide (Figure 11) indicates that other factors, such as the interannual variability of seasonal currents or the cold tongue intensity (Caltabiano et al., 2005) , or the differences in the phase relationship between TIWs and their atmospheric imprints in our numerical simulations (Seo et al., 2007) , must also play a role for the interannual modulation of TIWs (Caltabiano et al., 2005) .
Summary and conclusions
This work underlines the importance of the wind-forced intra-seasonal variability for the near- The results of the present paper mainly rely on the comparison of numerical simulations forced by winds including, or not, the submonthly variability. In QSCAT, LYSIM and ERA40, the wind stress forcing is computed from wind velocity fields through a bulk formulation that accounts for surface ocean currents. In M-QSCAT and M-LYSIM, the wind stress forcing is directly provided by the monthly-averages of the wind stress fields in QSCAT and LYSIM. This different strategy to force the ocean model in M-QSCAT and M-LYSIM was necessary to filter out the submonthly wind stress variability without changing the low-frequency wind stress variability, but its impact on the near-surface ocean variability would require more investigation. For instance, Eden and Dietze (2009) show that using the air-sea velocity difference (instead of the atmospheric wind) in the wind stress bulk parameterization dampens the near-surface eddy activity, especially in the tropical Atlantic.
In addition, such wind forced simulations do not include the potential effect of oceanatmosphere coupling onto TIWs. Seo et al. (2007) show that the atmospheric disturbances associated with TIWs act to decelerate the TIWs in a coupled ocean-atmosphere model of the tropical Atlantic Ocean. In a forced ocean model, on the contrary, TIWs and their atmospheric imprints are fully decoupled. As discussed by these authors, this should randomly alter the phase relationship between TIWs and their atmospheric imprints, and induce spurious dampening or strengthening of TIWs. However, in our simulations, the energy of TIWs is systematically weaker in the presence of submonthly winds than for monthly-averaged winds, both with LYDS ( Figure 11a ) and QuikSCAT (Figure 11b ). This suggests that the coupled ocean-atmosphere response to TIWs is not the only one that controls their amplitude.
In this paper we have demonstrated that the ocean variability at intra-seasonal timescales 
