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THE LAWVERE CONDITION AND A
CLASSIFICATION THEOREM FOR MAL’TSEV
CATEGORIES
N. MARTINS-FERREIRA
Abstract. A classification theorem for three different sorts of
Mal’tsev categories is proven. The theorem provides a classifica-
tion for Mal’tsev category, naturally Malt’sev category, and weakly
Mal’tsev category in terms of classifying classes of spans. The
class of all spans characterizes naturally Mal’tsev categories. The
class of relations (i.e. jointly monomorphic spans) characterizes
Mal’tsev categories. The class of strong relations (i.e. jointly
strongly monomorphic spans) characterizes weakly Mal’tsev cate-
gories. The result is based on the uniqueness of internal categorical
structures such as internal category and internal groupoid (Law-
vere condition). The uniqueness of these structures is viewed as
a property on their underlying reflexive graphs, restricted to the
classifying spans. The class of classifying spans is combined, via
a new compatibility condition, with split squares. This is analo-
gous to orthogonality between spans and cospans. The result is a
general classifying scheme which covers the main characterizations
for Mal’tsev like categories. The class of positive relations has re-
cently been shown to characterize Goursat categories and hence it
is a new example that fits in this general scheme.
1. Introduction
A Mal’tsev category [1] can be defined in several equivalent ways.
One possibility is to say that it is a category in which every relation
is difunctional. A naturally Mal’tsev category [6] can be defined as
one in which every reflexive graph is the underlying graph of a unique
groupoid structure (the Lawvere condition). These two notions are well
known and widely studied and yet there is still lacking a general result
explicitating the features that are common to both cases. The influen-
cial paper [3] implicitly suggests a unification in terms of the fibration of
pointed objects. Indeed, and in spite of not being its main purpose, it is
shown there that a category is a naturaly Mal’tsev category if and only
if its fibration of pointed objects is an addive category. Moreover, it
classifies Mal’tsev categories as those for which the fibration of pointed
objects is unital (see [2] for further details). In addition, there is a
third new case sharing some of the common properties and similarities
with the other two. The notion introduced in [11], was called weakly
Mal’tsev category, and it is defined as a category with local products
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(pullbacks of split eplimorphisms along split epimorphisms) in which
every local product injection co-span is jointly epimorphic. This defini-
tion compares with the characterization of Mal’tsev categories in terms
of the fibration of pointed objects [3]. Indeed, saying that the fibra-
tion of pointed objects is unital is the same as saying that every local
product injection cospan is jointly strongly epimorphic. Furthermore,
in [8] it is proved that a category is weakly Mal’tsev if and only if every
strong relation (i.e. jointly strongly monomorphic span) if difunctional.
Results in [14] show the similarity between the three notions of
Mal’tsev categories by dealing with the appropriate classes of spans:
(a) M is the class of all spans — naturally Mal’tsev
(b) M is the class of all relations — Mal’tsev categories
(c) M is the class of all strong relations — weakly Mal’tsev categories
The purpose of this paper is to prove a general classifying theorem
which combines the results from [14] and [8] with those from [3]. The
theorem is proven in Section 3. Section 2 is dedicated to terminology
and definitions.
An example of a naturally Mal’tsev category is the category of abelian
groups. An example of a Mal’tsev category which is not a naturally
Mal’tsev category is the category of groups. An example of a category
which is a weakly Mal’tsev category but not a Mal’tsev category is the
category of commutative monoids with cancellation. Weakly Mal’tsev
categories can also be used to detect distributive lattices amongst all
lattices. Let us denote by Lat the category of all lattices and let DLat
denote the category of distributive lattices. Combining results from [8]
with those from [12] we get:
Proposition 1. Let I : C→ Lat be a full subcategory of lattices and
suppose it reflects pullbacks. The following conditions are equivalent:
(1) every strong relation in C is difunctional;
(2) the functor I factors through DLat;
(3) the category C is a weakly Mal’tsev category
The context in which a Mal’tsev category is usually defined is that
of a regular category. Briefly, a category is said to be regular when
it has finite limits, coequalizers, and pullback stable regular epimor-
phisms (see for example [2] and references therein). This gives rise to
a factorization system which is important when working with a calcu-
lus of relations. For the moment we are not paying attention to the
classical results that characterize Mal’tsev varieties in terms of per-
mutability for composition of equivalence relations [10]. That study
is postponed to a future work. Thus, we have chosen to establish our
main result in its most general context, which goes way beyond regular
categories. Surprisingly, not even products are necessary. This may
seem strange — indeed products are often used when working with
naturally Mal’tsev categories. The following result, which prescribes
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a method for constructing examples, shows the relevance of having a
category with binary products. Nevertheless, as we will see in our main
result, only pullbacks and equalizers are required.
Let A and B be two categories with finite limits and let F : A→ B be
a functor preserving finite limits. If there is a natural transformation
pA : F (A)× F (A)× F (A)→ F (A)
such that
pA(x, y, y) = x = pA(y, y, x),
and:
(i) the functor F is faithful, then A is a weakly Mal’tsev cate-
gory [13];
(ii) the functor F is faithful and conservative, then A is a Mal’tsev
category [15];
(iii) the functor F is an isomorphism, then A is a naturally Mal’tsev
category [6]
For a concrete example take A to be the category of abelian groups.
Then we have the natural transformation p(x, y, z) = x − y + z. In
this case the functor F is the identity functor. If we take A to be the
category of groups, not necessarily abelian, then the transformation p
is no longer natural. However, if we take B to be the category of sets
and maps and letting F to be the forgetful functor, then p is a natural
transformation. Another example is obtained by taking the forgetful
functor from the category of preordered groups into sets, which is no
longer conservative but it is still faithful (see [4]).
As explained before, our interest is to classify the three different
cases of Mal’tsev like categories in terms of classifying classes of spans.
This gives rise to a general scheme for classifying other possible cases.
Remarkably, we only need to assume that the class of spans contains
all identity spans and it is stable under pullbacks. No further assump-
tions are required in order to establish the equivalent conditions of
Theorem 1.
In a category with binary products, a class M of spans is said to be
stable under pullbacks if the pullback of any span (d, c) in M, seen as
a morphism 〈d, c〉 into a product, is stable under pullback. The notion
is easily adapted to the case when products are not available.
Let us briefly recall how the main result from [8] would be stated if
translated into the language of the present article.
Suppose C is a category with pullbacks and equalizers. Let M be
a class of relations (i.e. jointly monic spans) in C which contains all
the identity relations and is stable under pullbacks. Then the following
conditions are equivalent:
(1) every reflexive relation in M is an equivalence relation;
(2) every reflexive relation in M is a transitive relation;
(3) every relation in M is a difunctional relation;
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(4) The corresponding class of cospans orthogonal to M contains
local product injection pairs;
The restriction on the class of spans M, requireing it to consist
only of relations, was overcame in [14]. However, this generalization
was obtained with a price — the condition (4), claiming that the cor-
responding class of cospans orthogonal to M contains local product
injection pairs, had to be removed. The result, if translated to the ter-
minology of this paper would be as Theorem 1 (see Section 3) except
that its condition (10) would not be present.
It is the purpose of this paper to fill in this gap. In order to un-
derstand the statements of Theorem 1 let us make some observations
which will then be developed in more detail in Section 2.
Considering the diagram below, let us denote by FMi , with i =
1, 2, 3, 4, the restriction to the class M of the obvious forgetful func-
tors, respectively ordered 1 to 4, from pregroupoids (PreGrpd) to
spans (Span) and from multilicative graphs (MG), internal categories
(Cat), internal groupoids (Grpd) to reflexive graphs (RG). More
details are given below and also in Section 2.
Grpd(C)

F4 // RG(C)
Cat(C)

F3 // RG(C)
MG(C)
F2 // RG(C)

PreGrpd(C)
OO
F1 // Span(C)
OO
Moo
(1)
The main result of this paper establishes that the following condi-
tions are equivalent:
1. The functor FMi is an isomorphism, with i = 1, 2, 3, 4
2. The functor FMi has a section, with i = 1, 2, 3, 4
3. Every split square in C is M-compatible.
The notion of a split square being compatible to a span is a spe-
cialization of the notion of a cospan being orthogonal to a span. The
precise statement is given in Definition 1.
In the presence of products and pushouts it can be stated as follows:
a split square (such as the one displayed in (21)) is said to be compatible
with a span (d, c) when for every outer commutative diagram, such as
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the one below (with notation borrowed from diagrams (21) and (22))
A+B C //
ǫ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
e=[e1,e2]
●●
●
##●
●●
●
α=[α1,α2]

C ×A
dα2×cα1

E
〈p1,p2〉//
u
{{✇
✇
✇
✇
✇
A×B C
θ
uu❦ ❦
❦ ❦
❦ ❦
❦ ❦
❦
〈π2,π1〉
88qqqqqqqqqqq
δ &&▼▼
▼▼
▼▼
▼▼
▼▼
D
〈d,c〉
// D0 ×D1
if there exists u : E → D such that ue = α and 〈d, c〉u = δ〈p1, p2〉, then
there exists a unique morphism θ such that θǫ = α and 〈d, c〉θ = δ.
Note that all solid triangles commute, so, in particular, the morphism
δ is equal to (dα2 × cα1)〈π2, π1〉 = 〈due2π2, cue1π1〉 and ǫ = 〈p1, p2〉e.
Compare with Definition 1.
It will be interesting to deepen the analogy with the orthogonality
between ǫ and 〈d, c〉. This, however, would take us far astray and is
reserved for a future work.
For convenience let us give some more details on the diagram of
categories and functors shown before, diagram (1). Further details are
postponed to the next section. In the diagram, RG(C) denotes the
category of reflexive graphs internal to C. Its objects are the diagrams
in C of the shape
C1
d //
c
// C0eoo (2)
with de = 1C0 and ce = 1C0 . If needed, a reflexive graph can be
represented as a five-tuple (C1, C0, d, e, c). A span is a diagram in C of
the shape
D
d
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ c
  ❆
❆❆
❆❆
❆❆
❆
D0 D1
(3)
with no conditions. It is sometimes represented as a triple (D, d, c).
The two objects D0 and D1 do not usually need to be made ex-
plicit. The functor RG(C) → Span(C) associates to every five-tuple
(C1, C0, d, e, c) the triple (C1, d, c). This means that any class M of
spans in C, which can be seen as a full subcategory of Span(C), in-
duces a full subcategory of RG(C). This category can be obtained
by a pullback in the category of all categories and it will be denoted
RG(C,M). Accordingly, when the class M is seen as a full subcat-
egory of Span(C) we write M ∼= Span(C,M). This gives us the
functors
FM1 : PreGrpd(C,M)→ Span(C,M)
FM2 : MG(C,M)→ RG(C,M)
FM3 : Cat(C,M)→ RG(C,M)
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FM4 : Grpd(C,M)→ RG(C,M)
In section 2 we give the details on the constructions and all the new
definitions that are required for the Main Theorem, which is stated and
proved in section 3.
2. Review on internal categorical structures
This section has the purpose of recalling some well-know definitions,
establishing notation to be used later on, to introduce a new kind of
categorical structures (a kite, a directed kite and a multiplicative kite)
and to define a new notion for compatibility between a split squares
and a spans. This new notion is somehow similar to the notion of
orthogonality between a cospan and a span, see [8]. For long time we
have struggled to find the appropriate notion of a copan orthogonal to a
span (in the sense of [8]) that would complete the last item in Theorem
1. It turns out that the solution was not to be found as an orthogonality
condition between arbitrary cospans and spans but rather only between
those cospans which appear as part of a split square. Moreover, the
whole structure of a spit square has to be considered, see Definition 1.
Throughout this paper C will denote a category with pullbacks and
equalizers. All the structures and diagrams are internal to C.
2.1. Reflexive graphs and spans. A reflexive graph is a diagram
of the shape (2) in which the condition de = 1C0 = ce holds true. It
can be represented as a five-tuple (C1, C0, d, e, c). A morphism between
reflexive graphs, say form (C1, C0, d, e, c) to (C
′
1, C
′
0, d
′, e′, c′), is a pair
of morphisms f = (f1, f0), displayed as
C1
d //
c
//
f1

C0eoo
f0

C ′1
d′ //
c′
// C
′
0e
′oo
(4)
and such that d′f1 = f0d, c
′f1 = f0c and f1e = e
′f0. The category of
reflexive graphs is denoted RG(C). A span is a diagram of the shape
(3) with no further conditions. It is also represented as (D, d, c). The
category of spans is denoted Span(C). There is an obvious functor
RG(C) → Span(C) assigning the span (C1, d, c) to every reflexive
graph (C1, C0, d, e, c). Any class M of spans in C can be seen as a full
subcategory M→ Span(C). For the sake of consistency we will write
Span(C,M) to denote the full subcategory of Span(C) determined by
the spans in the class M. Similarly we obtain RG(C,M) as the full
subcategory of RG(C) whose span part is inM, in other words, it can
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be seen as a pullback in the category of categories and functors.
RG(C,M) //

RG(C)

Span(C,M) // Span(C)
2.2. Multiplicative graphs and reflexive graphs. The category of
multiplicative graphs internal to C was introduced in [7] and will be
denoted as MG(C). Its objects are the diagrams in C of the form
C2
π2 //
π1
//
m // C1
e1oo
e2oo d //
c
// C0eoo (5)
in which (C1, C0, d, e, c) is a reflexive graph,
me1 = 1C1 = me2 (6)
dm = dπ2 (7)
cm = cπ1, (8)
the square
C2
π2 //
π1

C1
c

C1
d // C0
(9)
is a pullback square and the maps e1, e2 are uniquely determined as
e1 = 〈1C1, ed〉 and e2 = 〈ec, 1C1〉.
A multiplicative graph, displayed as in diagram (5) will be referred
to as a six-tuple (C1, C0, d, e, c,m). The canonical morphisms from the
pullback π1, π2 as well as the induced morphisms e1, e2 into the pullback
are implicit.
Morphisms are triples f = (f2, f1, f0) in which (f1, f0) is a morphism
of reflexive graphs and f2 = f1 ×f0 f1 is such that f1m = m
′f2, f2e2 =
e′2f1 and f2e1 = e
′
1f1. When convenient we refer to a morphism of
multiplicative graphs as f : C → C ′ and it should be clear that f =
(f2, f1, f0), C = (C1, C0, d, e, c,m) and C
′ = (C ′1, C
′
0, d
′, e′, c′, m).
There is an obvious forgetful functor from the category of multiplica-
tive graphs, MG(C), to the category of reflexive graphs, RG(C). The
functor is denoted F2. A class M of spans not only gives rise to a
subcategory RG(C,M) but also to a subcategory MG(C,M). This
construction can also be seen as a pullback diagram in Cat
MG(C,M)
FM
2 //

RG(C,M)

MG(C)
F2 // RG(C)
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so that the functor FM2 is nothing but the restriction of F2 to the class
M.
When we say that the forgetful functor from multiplicative graphs,
whose span part is fromM, into reflexive graphs (with span part from
M) has a section, we really mean that there exists a natural multi-
plication on every reflexive graph whose span part is from M. For
example, ifM is the class of all relations, it claims that every reflexive
relation is transitive.
2.3. The kernel pair construction. In the proof of the main Theo-
rem we will need a way of transforming a span into a reflexive graph.
This will be done with the use of the following general construction on
a span, which will be called the kernel pair construction.
Let (D, d, c) be a span. The kernel pair construction is obtained by
combining the kernel pairs of the morphisms d and c with the pullback
of its projections and induced injections as illustrated.
D(d, c)
p2 //
p1

D(c)
e2
oo
c1

c2 // D
c

D(d)
d2 //
e1
OO
d1

D
∆
oo
∆
OO
c //
d

D1
D
d // D0
When C is the category of sets and maps, we may think of an element
in D as an arrow whose domain and codomain are drawn from different
sets. In other words an element x ∈ D is displayed as
D0 ∋ d(x)
x // c(x) ∈ D1.
In view of this interpretation, the elements in D(d) are the pairs (x, y),
x, y ∈ D, such that d(x) = d(y) and they may be pictured as
c(x) d(x) = d(y)
xoo y // c(y)
or in a simpler form as
· ·
xoo y // ·
Similarly, a pair (y, z) ∈ D(c) is pictured as
·
y // · ·
zoo
and it follows that the elements in D(d, c) are the triples (x, y, z) such
that d(x) = d(y) and c(y) = c(z), which may be pictured as
· ·
xoo y // · ·
zoo
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In other words, when C is the category of sets and maps we have:
d1(x, y) = x
d2(x, y) = y
c1(y, z) = y
c2(y, z) = z
∆(y) = (y, y)
p1(x, y, z) = (x, y)
p2(x, y, z) = (y, z)
e1(x, y) = (x, y, y)
e2(y, z) = (y, y, z)
The kernel pair construction gives rise to a functor
K1 : Span(C)→ RG(C),
with K1(D, d, c) = (D(d, c), D, d1p1, 〈∆,∆〉, c2p2). See [14] for further
information on the kernel pair construction.
2.4. Stability under pullbacks. Under the assumption that the class
M is stable under pullbacks, the functor K1 restricts to
KM1 : Span(C,M)→ RG(C,M).
An alternative way of obtaining the kernel pair construction, if in
the presence of binary products, is to take the following pullback
D(d, c) //

D
〈d,c〉

D ×D
d×c // D0 ×D1
The requirement asking that M is pullback stable means precisely
that for every span (D, d, c) inM and for every two morphisms u : U → D0
and v : V → D1, the span (B, d
′, c′) obtained by taking pullbacks as
shown in the following picture,
B
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
d′

!!❇
❇❇
❇❇
❇❇
❇
c′

A
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
!!❇
❇❇
❇❇
❇❇
❇ C
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
  ❇
❇❇
❇❇
❇❇
❇
U
u   ❆
❆❆
❆❆
❆❆
❆ D
d~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
c   ❆
❆❆
❆❆
❆❆
❆ V
v~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
D0 D1
is still in M.
10 N. MARTINS-FERREIRA
2.5. Pregroupoids. A pregroupid [9], internal to a category C, con-
sists of a span
D
d
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ c
!!❈
❈❈
❈❈
❈❈
❈
D0 D1
together with a pregroupoid structure. A pregroupoid structure is a
morphism p : D(d, c)→ D, such that
pe1 = d1 and pe2 = c2, (10)
dp = dc2p2 and cp = cd1p1. (11)
The object D(d, c) is obtained together with the maps
d1, d2, c1, c2, p1, p2, e1, e2
by means of the kernel pair construction, as explained in the previous
subsection. In set-theoretical terms, the objectD(d, c) consists on those
triples (x, y, z) of arrows in D for which d(x) = d(y) and c(y) = c(z),
so that the two conditions (10) are
p(x, y, y) = x, p(y, y, z) = z
while the two conditions (11) become
dp(x, y, z) = d(z), cp(x, y, z) = c(x).
In this way we form the category of pregroupoids with its span part
drawn from the class M. It will be denoted as PreGrpd(C,M).
2.6. Internal categories and internal groupoids. An internal cat-
egory is a multiplicative graph in which the multiplication is associa-
tive. The category of internal categories to C is denoted Cat(C). A
groupoid is an internal category in which every morphism is invertible.
Internally, it can be seen as an associative multiplicative graph in which
the square
C2
π2 //
π1

C1
d

C1
d // C0
(12)
is a pullback (see [2]). The category of internal groupoids internal to
C is denoted Grpd(C). This explains the list of forgetful functors Fi,
i = 2, 3, 4, and the vertical inclusions shown in Diagram 1.
In a similar manner as before we define the categories Cat(C,M)
and Grpd(C,M) of internal categories and internal groupoids in C
with respect to a class M of spans.
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2.7. Multiplicative kites. The notion of a kite was first considered
in [11] as admissibility diagram. It was then considered in [14] as a
kite. It’s main purpose is to generalize the structure of a groupoid and
a pregroupoid so that it can be used as a setting where it is possible
to transform a groupoid into a pregroupoid and vice versa.
A kite, internal to C, is a diagram of the form
A
f //
α
❄
❄❄
❄❄
❄❄
❄❄
❄ Br
oo
s
//
β

C
goo
γ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
D
(13)
with fr = 1B = gs, αr = β = γs.
A directed kite is a kite together with a span (D, d, c) such that
dα = dβf , cβg = cγ.
Once again, if the span part of a kite is required to be in M then it
is an object in the category DiKite(C,M), where the morphisms are
the natural transformations between such diagrams.
Each diagram such as (13) induces a diagram
C
e2⑧⑧
⑧⑧
⑧⑧
g ❄
❄❄
❄❄
❄ γ
&&
A×B C
π2
??⑧⑧⑧⑧⑧⑧
π1 ❄
❄❄
❄❄
❄
B
r⑧⑧
⑧⑧
⑧⑧
s
__❄❄❄❄❄❄
β // D
A
f
??⑧⑧⑧⑧⑧⑧
e1
__❄❄❄❄❄❄
α
88 (14)
in which the double diamond is a double split epimorphism (or a split
square). The morphisms e1, e2 are determined as e1 = 〈1A, sf〉 and
e2 = 〈rg, 1C〉.
A multiplication on a kite is a morphism m : A×B C → D such that
dm = dγπ2, cm = cαπ1, me1 = α and me2 = γ.
We will consider the forgetful functor from the category of multi-
plicative kites into the category of directed kites, with direction (that
is the span part) drawn from the class M. This functor will be called
FM0 in Theorem 1.
MKite(C,M)
FM
0

DiKite(C,M)
One more ingredient is needed in order to understand the statement
of Theorem 1, which is the notion of a split square being compatible
with a span. Before entering into that let us first give a short list of
examples for a directed kite. This information will be used in the proof
of Theorem 1.
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List of examples of directed kites, for a later reference:
(1) If (C1, C0, d, e, c) is a reflexive graph then the following diagram
is a directed kite
C1
d //
❆❆
❆❆
❆❆
❆❆
C0
e
oo
e
//
e

C1
coo
⑥⑥
⑥⑥
⑥⑥
⑥⑥
C1
d
}}④④
④④
④④
④④ c
!!❈
❈❈
❈❈
❈❈
❈
· ·
(15)
This directed kite is multiplicative if and only if the reflexive
graph is a multiplicative graph.
(2) If (C1, C0, d, e, c,m) is a multiplicative graph then the following
diagram is a directed kite
C2
π2 //
m   ❆
❆❆
❆❆
❆❆
❆
C1
e2
oo
e1
// C1
π1oo
m~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
C1
d
}}④④
④④
④④
④④ c
!!❈
❈❈
❈❈
❈❈
❈
· ·
(16)
This directed kite has a unique multiplicative structure if and
only if the multiplicative graph is associative (i.e., an internal
category).
(3) If (C1, C0, d, e, c,m) is an associative multiplicative graph (that
is, an internal category) then the following diagram is a directed
kite
C2
m //
π2   ❆
❆❆
❆❆
❆❆
❆
C1
e2
oo
e1
// C1
moo
π1~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
C1
d
}}④④
④④
④④
④④ c
!!❈
❈❈
❈❈
❈❈
❈
· ·
(17)
This directed kite is multiplicative if and only the internal
category is an internal groupoid (see [11]).
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(4) If (f1, f0) : (C1, C0, d, e, c)→ (C
′
1, C
′
0, d
′, e′, c′) is a morphism of
reflexive graphs then the following diagram is a directed kite
C1
d //
f1   ❆
❆❆
❆❆
❆❆
❆
C0
e
oo
e
//
e′f0

C1
coo
f1~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
C ′1
d′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ c′
!!❇
❇❇
❇❇
❇❇
❇
· ·
(18)
If the morphism of reflexive graphs can be extended to a
morphism of multiplicative reflexive graphs then the induced
directed kite represented in the diagram above is multiplicative.
(5) If (D, d, c) is a span then the kernel pair construction gives a
directed kite as follows
D(d)
d2 //
d1 ""❉
❉❉
❉❉
❉❉
❉
D
∆
oo
∆
// D(c)
c1oo
c2}}③③
③③
③③
③③
D
d
{{①①
①①
①①
①①
①
c
""❋
❋❋
❋❋
❋❋
❋❋
· ·
(19)
This yields a reflection between the category of directed kites
and the category of spans
DiKite
//
Spanoo
A directed kite goes to its direction span, a span goes to
the directed kite displayed above. Moreover, the span (D, d, c)
is a pregroupoid if and only if its associated directed kite is
multiplicative.
(6) One last example that we will need later on is obtained from
a split square. Indeed, any split square as illustrated in the
diagram below, display (21), gives rise to a directed kite as
illustrated below.
A
f //
e1
❄
❄❄
❄❄
❄❄
❄❄
❄ Br
oo
s
//
e1r=e2s

C
goo
e2
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
D
p2
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
p1
❄
❄❄
❄❄
❄❄
❄❄
❄
C A
(20)
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2.8. Split squares compatible with spans. A split square is a di-
agram of the shape
E
p2 //
p1

C
e2
oo
g

A
f //
e1
OO
B
r
oo
s
OO (21)
such that fr = 1B = gs, p2e2 = 1C , p1e1 = 1A, p2e1 = sf , p1e2 = rg
and gp2 = fp1.
Every split square gives rise to a comparison morphism p : E → A×B C
into the pullback of g along f , which will be denoted as a split pullback,
and it is obtained as
A×B C
π2 //
π1

C
ǫ2
oo
g

A
f //
ǫ1
OO
B
r
oo
s
OO (22)
with ǫ1 = 〈1A, sf〉 and ǫ2 = 〈rg, 1C〉.
We are now in position to introduce the notion of a split square
compatible with a span.
Definition 1. A split square, such as (21), is said to be compatible
with a span (D, d, c) if for every morphism
u : E → D
with du = due2p2 and cu = cue1p1, there exists a unique morphism
θ : A×B C → D
such that θǫ1 = ue1, θǫ2 = ue2, dθ = due2π2 and cθ = cue1π1.
When a split square is compatible with all the spans from a class of
spans M then we say that it is M-compatible.
3. The main result
We recall the functors that are involved in the statement of the main
theorem as well as the ones that will be used in the proof.
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Grpd(C,M)

FM
4 // RG(C,M)
Cat(C,M)

FM
3 // RG(C,M)
MG(C,M)
FM
2 // RG(C,M)

PreGrpd(C,M)
OO✤
✤
✤

FM
1 // Span(C,M)

OO✤
✤
✤
M
∼=oo
MKite(C,M)
FM
0 // DiKite(C,M)
OO
Theorem 1. Let C be a category with pullbacks and equalizers. If M
is a class of spans in C which contains all identity spans and is stable
under pullbacks, then t.f.c.a.e:
(1) FM4 : Grpd(C,M)→ RG(C,M) has a section.
(2) FM3 : Cat(C,M)→ RG(C,M) has a section.
(3) FM2 : MG(C,M)→ RG(C,M) has a section.
(4) FM1 : PreGrpd(C,M)→ Span(C,M) has a section.
(5) FM0 : MKite(C,M)→ DiKite(C,M) is an isomorphism.
(6) FM1 : PreGrpd(C,M)→ Span(C,M) is an isomorphism.
(7) FM2 : MG(C,M)→ RG(C,M) is an isomorphism.
(8) FM3 : Cat(C,M)→ RG(C,M) is an isomorphism.
(9) FM4 : Grpd(C,M)→ RG(C,M) is an isomorphism.
(10) Every split square in C is M-compatible.
Proof. The proof is done by showing the following list of implications:
(1)⇒ (2) If the functor FM4 has a section then by composition with the
inclusion Grpd→ Cat it gives the desired section to the func-
tor FM3 .
(2)⇒ (3) If the functor FM3 has a section then by composition with the
inclusion Cat→MG it gives the desired section to the functor
FM2 .
(3)⇒ (4) Start with a span in M, take its image under the functor K1
which is a reflexive graph (it is inM, by pullback stability), and
hence this reflexive graph is multiplicative and we can compose
its multiplication with the morphism d2p1 = c1p2 and this gives
a pregroupoid structure on the original span. See also [14] where
the same argument has been used.
(4)⇒ (5) Let us assume that the functor FM1 has a section. This means
that every span (D, d, c) in M is canonically equipped with a
pregroupoid structure. First we will show that the functor FM0
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has a section and then we will prove that it is an isomorphism.
To see that is has a section, consider any directed kite with its
direction in M, let us say
A
f //
u
❄
❄❄
❄❄
❄❄
❄❄
❄ Br
oo
s
//
w

C
goo
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
D
d
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p1
❄
❄❄
❄❄
❄❄
❄❄
D0 D1
(23)
then, by assumption and because its direction span (D, d, c) is
in M, it is a pregroupoid. In other words, there is a natural
pregroupoid structure pd,c : D(d, c)→ D. The desired multipli-
cation on the given directed kite is obtained by composing the
morphism pd,c with the morphism θ : A×B C → D(d, c), which
is uniquely determined by p1θ = 〈u, urf〉 and p2θ = 〈vsg, v〉
(with p1 and p2 the morphisms obtained as in the kernel pair
construction). It is readily checked that the needed conditions
are satisfied with m = pd,cθ.
This shows that the functor FM1 has a section. To prove that
it is an isomorphism, we observe that the span (A×B C, π1, π2)
is a span in M, because it is obtained by pullback from an
identity span, and moreover it admits a section
δ : A×B C → A×B C(π1, π2),
sending a pair (a, c) to the zigzag
a sf(a)oo // rg(c) coo
If we denote by pπ1,π2 : A×B C(π1, π2)→ A×B C the mor-
phisms asserting that the span (A×B C, π1, π2) is difunctional,
then we have pπ1,π2δ = 1A×BC . If we now assume the existence
of another multiplication, say ϕ : A×B C → D on our directed
kite, then we observe that the naturality of p gives rise to a
commutative square
A×B C(π1, π2)
ϕ3

ppi1,pi2 // A×B C
ϕ

θ
ww♥ ♥
♥
♥
♥
♥
D(d, c)
pd,c // D
from which we conclude ϕ = pd,cθ, since we have
ϕ = ϕpπ1,π2δ = pd,cϕ
3δ = pd,cθ (24)
This proves that FM0 is an isomorphism.
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(5)⇒ (6) If FM0 is an isomorphism then F
M
1 is also an isomorphism. Ex-
ample illustrating Diagram (19) tell us that every span gives
rise to a directed kite. Moreover it is not difficult to see that a
span is a pregroupoid if and only if the directed kite obtained
by the kernel pair construction (see Diagram (19)) is multiplica-
tive. This shows that there is a unique pregroupoid structure
on every span from M because it can be reduced to a special
type of directed kite.
(5)⇒ (7) Similarly to the previous item. Given a reflexive graph whose
span part is in M, we observe that it is a multiplicative graph
if and only if the directed kite displayed as diagram (15) is a
multiplicative kite. The naturality of the multiplication comes
from the fact that the kite displayed in diagram (18) is multi-
plicative. Indeed, the uniqueness of its multiplicative structure
forces f1m = mf2.
(5)⇒ (8) Similarly to the previous item. Given a multiplicative graph
whose span part is inM, we observe that it is an internal cate-
gory if and only if the directed kite displayed as Diagram (16) is
a multiplicative kite. Indeed, the uniqueness of the multiplica-
tion forces the two possible morphisms m(1×m) and m(m×1)
to be equal because they are both candidates to a multiplicative
structure on Diagram (16).
(5)⇒ (9) Similarly to the previous item. Given an internal category
whose span part is in M, we observe that it is an internal
groupoid if and only if the directed kite dislayed as Diagram
(17) is a multiplicative kite. See [11] for more details.
(5)⇒ (10) Consider a split square such as the one displayed in (21) to-
gether with a span in M and a morphism u : E → D with
du = due2p2 and cu = cue1p1. Then, diagram 20 combined
with the morphism u gives rise to a directed kite with the span
(D, d, c) as its direction
A
f //
e1
❄
❄❄
❄❄
❄❄
❄❄
❄
ue1

B
r
oo
s
//

C
goo
e2
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
ue2

E
u

D
d
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
c
❄
❄❄
❄❄
❄❄
❄❄
D0 D1
(25)
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The multiplication for this kite gives the desired morphism
θ : A×B C → D satisfying the needed conditions to assert that
the split square is compatible with the span.
(10)⇒ (4) Given a span (D, d, c) we consider the split square
E
p2 //
p1

D(c)
e2
oo
c1

D(d)
d2 //
e1
OO
D
∆
oo
∆
OO
which is based on the kernel pair construction, namely the ob-
jects D(d) and D(c), as well as the morphisms d2, c2 and ∆.
The remaining part is obtained by taking E to be the equalizer
of the two morphisms
E // D(d)(h)
cd1h1 //
cd1h2
// D1
which are obtained by taking the kernel pair of h = cd2,
D(d)(h)
h2 //
h1

D(d)
cd2

D(d)
cd2 // D1
In terms of sets and elements, that is when interpreting it in
the category of sets and maps, if x ∈ D is displayed as an arrow
D0 ∋ d(x)
x // c(x) ∈ D1
or simply pictured as ·
x // · , then the elements in D(d) are
pictured as · ·
xoo y // · , we then have that the elements in
E are of the form (include reference here ??)
· ·
woo
z

·
x
OO
y // ·
while the maps p1, p2, e1, e2 are defined as follows
p1(x, y, z, w) = (x, y) (26)
p2(x, y, z, w) = (y, z) (27)
e1(x, y) = (x, y, y, x) (28)
e2(y, z) = (y, y, z, z) (29)
By construction we also have a morphism u : E → D, which in terms
of elements would be defined as u(x, y, z, w) = w. The assumption
that the split square which we have constructed is compatible with the
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given span, together with the existence of the morphism u, gives us a
morphism θ : D(d, c)→ D, which is precisely a pregroupoid structure
on the span (D, d, c).
The implications (6)⇒ (4), (7)⇒ (3), (8)⇒ (2) and (9)⇒ (1) are
obvious. And this completes the proof.

4. Conclusion
The result presented here suggests that every time a category can
be characterized by one of the equivalent conditions in Theorem 1,
for an appropriate class of spans, then it is a sort of Mal’tsev cate-
gory. The three cases that we have considered, namely all spans, all
relations, and all strong relations, characterise, respectively, naturally
Mal’tsev categories, Mal’tsev categories and weakly Mal’sev categories
(see, respectively, [6],[3],[14]). A new class of relations, namely posi-
tive relations, has recently been used [5] to classify Goursat categories
(a positive relation is of the form U ◦ U , for some relation U). In a
similar way it is expected that other examples will arise. Their study
is postponed for future work.
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