This paper studies causal inference in randomized experiments under network interference. Most existing models of interference posit that treatments assigned to alters only affect the ego's response through a lowdimensional exposure mapping, which only depends on units within some known network radius around the ego. We propose a substantially weaker "approximate neighborhood interference" (ANI) assumption, which allows treatments assigned to alters far from the ego to have a small, but potentially nonzero, impact on the ego's response. Unlike the exposure mapping model, we can show that ANI is satisfied in well-known models of social interactions. Despite its generality, inference in a single-network setting is still possible under ANI, as we prove that standard inverse-probability weighting estimators can consistently estimate treatment and spillover effects and are asymptotically normal. For practical inference, we propose a new conservative variance estimator based on a network bootstrap and suggest a data-dependent bandwidth using the network diameter. Finally, we illustrate our results in a simulation study and empirical application.
Introduction
A growing literature in econometrics and statistics studies randomized experiments with network interference, which have numerous applications in economics (Bandiera et al., 2009; Bursztyn et al., 2014; Miguel and Kremer, 2004) and the social sciences (Bond et al., 2012; Kim et al., 2015; Paluck et al., 2016) . There are two main approaches to causal inference in this setting. The first is to estimate a structural model of social interactions, most commonly the linear-in-means model (Bobonis and Finan, 2009; Dieye et al., 2014; Lalive and Cattaneo, 2009 ). This approach enables the econometrician to distinguish between endogenous and exogenous peer effects (Manski, 1993) at the cost of potentially strong parametric assumptions. The second is to estimate features of the reduced-form "treatment response function," which can be done nonparametrically (Manski, 2013) . This paper focuses on the latter approach.
We consider a standard potential outcomes model extended to allow for network interference. The econometrician observes a finite population of n units connected through a network A and assigned treatments D " pD i q n i"1 , where D i P t0, 1u represents unit i's assignment to either treatment or control. For any treatment assignment vector d " pd i q n i"1 P t0, 1u n , let Y i pdq " Y i pd, Aq denote the potential outcome of unit i under the counterfactual that the network is assigned treatment vector d. This is sometimes referred to as the treatment response function because it reveals how unit i's outcome changes in response to manipulations of treatment vector d.
The Standard Approach
The main inferential challenge is that, with only a single network, the econometrician merely observes a single realization of treatment vector D. Identification of features of response functions is therefore impossible without restrictions on interference, meaning the manner in which Y i p¨q may vary with D. The predominant approach in the literature is to assume interference operates through a low-dimensional exposure mapping. That is, Y i pDq is only a function of D through a vector of sufficient statistics T i " T i pD, Aq with common range T , whose the dimension does not vary with the population size n (e.g. Aronow and Samii, 2017; Manski, 2013; Toulis and Kao, 2013) . A simple example is the typical assumption of stratified interference in which the network is partitioned into many disjoint clusters and interference is only assumed to operate within clusters. In this case, it is common to choose T i as the fraction of treated units within i's cluster (Hudgens and Halloran, 2008) .
For another example, consider the study of Cai et al. (2015) who run a randomized experiment involving farmers in rural China. Farmers assigned to treatment are offered to attend information sessions explaining the benefits of weather insurance, and the researchers are interested in the causal effect on take-up of insurance. Also of interest are possible diffusion or spillover effects, since a farmer who attends an information session may pass that information to friends. To distinguish between the direct treatment and spillover effects, the authors estimate linear versions of the following response model:
A ij is an indicator for whether farmers i and j are friends, and ε i is unobserved heterogeneity. Here the exposure mapping T i is two-dimensional. The first component captures the direct treatment effect, while the second component captures a spillover effect by measuring the impact of changes in the fraction of treated friends on own take up. Most, if not all, of the literature utilizes K-neighborhood exposure mappings where T i is only a function of D through the subvector pD j : j P N A pi, Kqq and N A pi, Kq is the set of units at path distance no more than K from i. 1 In other words, T i only depends on units no more than K hops from i in the network. In the previous example we have K " 1, since only spillovers from 1-neighbors affect the ego's response. Exposure mappings substantially reduce the dimensionality of the model, allowing us to write potential outcomes as Y i ptq for t P T .
(2) 1 n n ÿ i"1`Y i ptq´Y i pt 1 q˘,
which measure the average in change in potential outcomes in response to counterfactual manipulations of the exposure mapping value t, t 1 P T (Basse et al., 2019; Forastiere et al., 2016; Ogburn et al., 2017) . For example, under the two-dimensional exposure mapping in (1), T " t0, 1uˆr0, 1s, and the unit-level causal effect Y i p1, αqÝ i p0, αq for α P r0, 1s captures a treatment effect for units with fraction α of their neighbors treated, while Y i p0, αq´Y i p0, α 1 q for α, α 1 P r0, 1s captures a spillover effect for untreated units.
Problems with the Standard Approach
The assumption that K-neighborhood exposure mappings are correctly specified (i.e. that potential outcomes can be reparametrized as (2)) is strong for two reasons.
First, it requires the true exposure mapping to be known. In practice, it is common to choose K " 1 to parsimoniously define causal effects, but this assumes that treatments assigned to 2-neighbors, for example, have no effect on the ego's response.
In the Cai et al. (2015) setting, it is certainly plausible for information obtained by 2-neighbors to diffuse to the ego. Second, the assumption implicitly imposes strong structural assumptions on the underlying model of social interactions. In particular, it rules out endogenous peer effects, unlike the structural approach (Eckles et al., 2017, §2.3.2) .
For example, in a network version of the canonical Manski (1993) linear-in-means model, a unit's response is a linear function of average responses of her neighbors:
If the endogenous peer effect β were zero, then this would satisfy a model of exposure mappings in which K " 0. However, when β ‰ 0, no reduction using exposure mapping exists, for any K. Intuitively, the ego's response is a function of the outcomes of her neighbors, which are functions of those of their neighbors, . . . , and each of these outcomes are functions of their own treatment assignments. This violates the assump-tion imposed by K-neighborhood exposure mappings, that only the assignments of K-neighbors matter for some fixed and known K. By restricting interference, specification of exposure mappings plays two important roles. The first is to define causal effects parsimoniously, as in (3). The second is to ensure outcomes are weakly dependent, so that large-sample inference is possible.
Motivated by the restrictiveness of assuming correctly specified exposure mappings, recent work by Chin (2018) , Sävje et al. (2017) , and Sävje (2019) study inference when mappings are misspecified (also see Aronow and Samii, 2017, §8) . The latter paper shows that standard inverse-probability weighting (IPW) estimators for (3) still unbiasedly estimate certain exposure effects. However, misspecification breaks the second role played by exposure mappings, that of ensuring weak dependence. Without an alternative model of interference, potential outcomes can depend arbitrarily on the entire treatment assignment vector D, which makes large-sample inference impossible.
The papers above propose high-level conditions on the degree of correlation between outcomes tY i u n i"1 , but the content of these conditions is opaque. It is unclear whether they can allow for realistic models of social interactions. 2
Our Contributions
We follow Chin (2018) , Sävje et al. (2017) , and Sävje (2019) and study inference on a class of estimands defined by exposure mappings but allow the mappings to be misspecified in the sense that (2) fails to hold. Our main contribution is to specify a general and interpretable model of interference that is useful for large-sample inference. Specifically, we propose a model of approximate neighborhood interference (ANI), which formalizes the intuition that treatments assigned to units far from the ego should have a small, but potentially nonzero, impact on the ego's response. Our first technical result demonstrates the generality of this assumption, showing that ANI holds in well-known models of social interactions with endogenous peer effects.
Our second technical result establishes that, under ANI, the data satisfies a recently proposed notion of network weak dependence known as ψ-weak dependence. This enables us to apply limit theorems due to Kojevnikov et al. (2019) to show that 2 In fact, Chin (2018) and Sävje et al. (2017) impose restrictions through the dependency graph of the observed data, which rule out the linear-in-means model. Specifically, the maximum degree of the dependency graph needs to be of smaller order than n. However, interesting networks have a giant component (which has size of order n). Covariances can be nonzero for all pairs of units in this component under the linear-in-means model, which violates the maximum degree restriction. standard IPW estimators are consistent for the target exposure effects and asymptotically normal. We prove our results under a finite population model in which the network and potential outcomes are fixed or conditioned upon, and the only source of randomness is the treatment assignment mechanism (Aronow and Samii, 2017; Athey et al., 2018) , what is often referred to as design uncertainty (Abadie et al., 2019; Imbens and Menzel, 2018) . This model has the advantage of allowing for arbitrary dependence between the network and unobserved heterogeneity by conditioning on these quantities. In the special case of no interference, it corresponds to the well-known Neyman causal model (Neyman, 1923; Imbens and Rubin, 2015) .
Finally, we study variance estimation, which is known to be a difficult problem in the literature, even in the case of correctly specified exposure mappings (Aronow and Samii, 2017; Sävje, 2019) . We propose a modification of a variance estimator based on a wild bootstrap due to Kojevnikov (2019) . An attractive feature of the estimator is that it is guaranteed to be positive semidefinite in finite samples. Kojevnikov (2019) proves consistency of bootstrap variance estimators when the data is mean-homogeneous, which is satisfied in GMM models, since moments are mean-zero. However, in the finite-population setting of this paper, the data is mean-heterogeneous, so his results do not directly apply.
Our third technical result is to prove that the proposed variance estimator is asymptotically conservative in our setting and to characterize its bias. Our characterization generalizes the well-known result on the conservative bias of the standard variance estimate of the usual average treatment effect estimator under no interference (e.g. Imbens and Rubin, 2015, Ch. 6.5) to settings with dependence due to interference. The bias term measures the variance of unit-level exposure effects, which is fundamentally unidentified even under no interference. Thus, by analogy to the no interference case, the conservativeness of our estimator is fundamental to our setting and likely close to a best achievable result.
The variance estimator depends on a bandwidth analogous to the bandwidth in HAC estimators. We propose a novel data-dependent bandwidth based on the diameter (largest path length) of the observed network. This suggestion is motivated by our asymptotic theory, and we demonstrate in simulations that it has good finite-sample performance.
Related Literature and Outline
Recent papers by Kojevnikov et al. (2019) and Kojevnikov (2019) develop useful asymptotic theory for network data under a novel notion of network weak dependence. Our large-sample theory draws on their results. (Neither paper discusses applications to causal inference or social interactions models.) We propose a small modification of wild bootstrap variance estimator of the latter paper, which allows us to dispense with certain technical assumptions (see §4.1). We also provide a new result, showing that the estimator is conservatively valid in the case of mean-heterogeneous data, which is crucial in our setting and also useful for other applications, including moment inequality models and other nonparametric settings. Kojevnikov et al. (2019) provide consistency results for a network HAC and Kojevnikov (2019) for bootstrap variance estimators. Both estimators depend on a bandwidth parameter, and neither paper recommends a general choice for the bandwidth in practice. This is apparently due to the complex dependence between the growth rate of K-neighborhood sizes of the network and the rate at which the bandwidth is allowed to diverge for consistency. We suggest a new data-dependent bandwidth. Choi (2017) and Choi (2018) study causal inference without imposing an exposure mapping model. These papers focus on different estimands than ours and assume treatment responses satisfy a monotonicity condition, which is not required by ANI.
There are also several papers on testing for interference, which can be used to test for correct specification of exposure models (Aronow, 2012; Athey et al., 2018) . In econometrics, there are several papers on causal inference under interference (Baird et al., 2018; Lazzati, 2015; Leung, 2019b; Vazquez-Bare, 2017; Viviano, 2019) . All assume correctly specified exposure mappings, and many consider the special case of stratified interference.
The paper is organized as follows. In the next section, we specify the potential outcomes model and define exposure mappings, estimands, and the IPW estimator.
We then present and discuss our main assumption, approximate neighborhood interference, in §3. Next, §4 discusses variance estimation. In §5, we illustrate the performance of our methods in a simulation study and empirical application. Then we characterize the large-sample properties of the IPW and variance estimators in §6. Finally, §7 concludes. All proofs are given in Appendix SA.6.
Throughout the paper we let A denote an undirected network on n units, represented as a binary, symmetric adjacency matrix with ijth entry A ij P t0, 1u. The degree of a unit i is ř j A ij . Let ℓ A pi, jq denote the length of the shortest path that connects units i and j in A, which is defined as 8 if no path exists (see footnote 1).
Denote by N A pi, Kq " tj P t1, . . . , nu : ℓ A pi, jq ď Ku the K-neighborhood of i in A. Finally, a component of a network is a connected subnetwork such that all units in the subnetwork are disconnected from all units not in the subnetwork.
Model
Define the network, potential outcomes, and treatment assignment vector as in §1. Let N n " t1, . . . , nu denote the finite population of observed units. Let each unit i be endowed with unobserved heterogeneity ε i , and define ε " pε i q n i"1 . It will prove useful to explicitly represent the heterogeneity in potential outcomes as follows:
where Y p¨q is a real-valued function; d´i " pd j : j P N n ztiuq is the vector of treatments assigned to units other than i; ε´i is defined similarly to d´i; A i " pA ij : j P N n q is the vector of links involving unit i; and A´i " pA kl : k, l P N n ztiuq is the subnetwork
We study inference in a randomized experiment under a finite population model, which is common in the literature. The only random quantity in the model is the treatment assignment vector D, so A and ε can be viewed as fixed or conditioned upon. This allows for arbitrary dependence between the network and unobserved heterogeneity. In particular, it allows for dependence due to unobserved homophily, a well-known hindrance to identifying social interactions (Shalizi and Thomas, 2011) . In our context, this means that units with similar unobserved heterogeneity can form links at higher rates.
We assume treatments pD i q n i"1 are independently distributed across units. We do not require treatments to be identically distributed, which allows for assignment based on unit covariates and network position. This is relevant when treatments are assigned "optimally" according to these characteristics, as in Viviano (2019), or when randomization is stratified, as in the empirical application in §5.2.
We assume for convenience that potential outcomes are bounded.
Assumption 1 (Bounded Outcomes). The range Y Ď R of Y p¨q is bounded.
Exposure Mappings
As discussed in the introduction, most of the existing literature assumes that pD, Aq only enters Y i p¨q through a low-dimensional vector of summary statistics, what has been called an exposure mapping (Aronow and Samii, 2017) or effective treatment (Manski, 2013) . These are unit-specific functions tT i pD, Aqu n i"1 with common range T Ď R d T , where T is at most countable and d T does not depend on n. Following the literature, we focus on K-neighborhood exposure mappings, meaning that T i p¨q is only a function of its arguments through units in N A pi, Kq. To state this formally, for any d P t0, 1u n , let d N A pi,Kq " pd j : j P N A pi, Kqq and A N A pi,Kq " pA kl : k, l P N A pi, Kqq. These are respectively the subvector of d and subnetwork of A on N A pi, Kq.
Assumption 2 (Exposure Mappings). There exists K P N such that, for any n P N
This is a weak restriction satisfied by most, if not all, examples of interest in the literature. As discussed in §1, low values of K are typically chosen in order to parsimoniously define causal effects. For instance, Cai et al. (2015) consider (1), which is a 1-neighborhood exposure mapping. Forastiere et al. (2016) , Leung (2019b) , Ogburn et al. (2017) , and Toulis and Kao (2013) all study 1-neighborhood exposure mappings. Abbreviate T i " T i pD, Aq, and define the generalized propensity score
This is the probability that i's exposure mapping takes a particular value t. We maintain the following standard overlap assumption.
Assumption 3 (Overlap). There exist constants 0 ă π ă π ă 1 such that, for any n P N, i P N n , t P T , and network A, π ă π i ptq ă π.
Exposure Effects and IPW Estimator
As discussed in §1, most of the literature assumes the exposure model is correctly specified in the sense of (2), which enables a simple definition of exposure effects (3). In this paper, we follow Chin (2018), Sävje et al. (2017) , and Sävje (2019) and employ exposure mappings only to define useful estimands that summarize treatment and spillover effects but not to restrict the true interference structure. This use of exposure mappings is a reasonable solution to the task of parsimoniously summarizing the causal effect of a high-dimensional vector D on potential outcomes. Define the unit-level exposure effect
and t, t 1 P T . This contrasts the expected response of unit i under two different values of the exposure mapping. The goal of this paper is to conduct inference on the average exposure effect
Sävje (2019) refers to these as "misspecification-robust exposure effects." They are analogous to estimands proposed by Hudgens and Halloran (2008) for settings in which the network is complete. Whether τ pt, t 1 q has a causal interpretation depends on the specification of the exposure mappings tT i u n i"1 , t, and t 1 . In Appendix SA.1, we provide examples of exposure effects with and without causal interpretations.
Variants of the former are also used in our numerical illustrations in §5.
We estimate τ pt, t 1 q using the standard inverse-probability weighting estimator
This is an unbiased estimator of τ pt, t 1 q and commonly studied in the existing literature. Our results can be extended to other estimators, such as the Hájek estimator defined in, for example, Sävje et al. (2017) , but we leave this to future work.
Approximate Neighborhood Interference
We next state the main assumption of this paper, which requires Y i pDq to be wellapproximated by i's potential outcome when the network consists only of units in N A pi, sq, for s large. Recall that D N A pi,sq and A N A pi,sq are respectively the treatment subvector and subnetwork on i's s-neighborhood. Define ε N A pi,sq analogously.
This is the outcome of unit i in the counterfactual s-neighborhood submodel in which we remove units N n zN A pi, sq from the model but preserve the original subnetwork on i's s-neighborhood, including the treatment assignments and unobserved heterogeneity.
Assumption ANI (Approximate Neighborhood Interference). There exist uniformly bounded constants tθ n,s u s,nPN such that (a) sup n θ n,s Ñ 0 as s Ñ 8, and (b) for any n P N, i P N n and s ě 0, max
This states that i's observed response is well-approximated by its counterfactual response under the s-neighborhood submodel when s is large. The constants θ n,s control the approximation error, which is required to decay to zero with s. Note that this assumption includes correctly specified K-neighborhood exposures as a special case, since in that setting, θ n,s " 0 for all s ě K. Also recall that the expectation is taken only with respect to D, as A and ε are considered fixed in the finite population model.
Plausibility of Assumption ANI
We next show that Assumption ANI holds in well-known models of social interactions with endogenous peer effects, in contrast to the assumption of correctly specified Kneighborhood exposure mappings. We consider two leading models of interest and construct explicit approximation constants θ n,s such that Assumption ANI holds, with sup n θ n,s " Ope´c s q for some constant c ą 0.
Linear-in-Means Model. Consider model (4), and assume tε i u n i"1 is uniformly bounded over i and n to ensure Assumption 1. In order for the model to be coherent, we need the usual requirement that |β| ă 1.
Proposition 1. If responses are realized according to the linear-in-means model, then there exists C ą 0 such that Assumption ANI holds with θ n,s " C|β| s for any n.
The idea can be seen fairly directly from the reduced form of the vector version of the model:
where Y " pY i q n i"1 andÃ is the row-normalized version of A, derived by dividing each row by its row sum (e.g. Bramoullé et al., 2009, eq. (6) , assuming A is connected). Viewing Y as a function of D, this gives the vector of the potential outcomes (5) induced by the linear-in-means model. The third term roughly says that the impact of treatments assigned to k-neighbors is down-weighted by β k , hence our result.
Threshold Model of Social Influence. Consider the following dynamic discretetime process. At period 0, the process is initialized at some binary outcome vector
where φp¨q is a real-valued function. The rule says that unit i chooses response 1 over 0 at time t if and only if the fraction of neighbors choosing response 1 in the previous time period is large enough relative to the heterogeneous threshold φpD i , ε i q.
The parameter β controls the extent to which social interactions matter. Models of diffusion of this type are widely studied in the theory literature (Granovetter, 1978; Jackson, 2008; Kempe et al., 2003; Montanari and Saberi, 2010) . Let this process run until the first time T such that Y T " Y T´1 , which corresponds to a Nash equilibrium. We assume β ě 0, which ensures that such a T exists for any initial outcome Y 0 (Milgrom and Roberts, 1990) . We then take Y T as the vector of responses Y observed in the data. For any initial outcome Y 0 , this model implicitly defines potential outcomes (5). Whereas the linear-in-means model has a unique equilibrium, in this model, multiple equilibria result from varying Y 0 .
To verify Assumption ANI, we need a condition analogous to (7) . However, due to the nonlinearity of the model, this condition will be more complicated to state. We discuss its relation to (7) after the statement of the result below. De-
where ¨ 8 is the matrix norm induced by the vector 8-norm. 3
Proposition 2. Suppose responses are realized according to the threshold model of social influence. If there existss ą 0 such that sup n ρ n psq ă 1,
then Assumption ANI holds for θ n,s " ρ n psq s when s ąs and θ n,s " 2 when s ďs, for any n.
We next discuss the interpretation of assumption (8) in relation to (7). Let I be the nˆn identity matrix. For the linear-in-means model to be coherent, we need
I´βÃ to be invertible, which is true provided
where λ max p¨q is the spectral radius. This is equivalent to |β| ă 1, sinceÃ is rownormalized (Bramoullé et al., 2009 ). On the other hand, G s 1{s
Gelfand's formula, so for any ǫ ą 0, we can chooses large enough such that sup n λ max pGq ă 1´ǫ implies sup n ρ n psq ă 1 (10) (Xu and Lee, 2015) . The left-hand side clearly is analogous to (9). The difference is only that, in G, we weight each link A ij by Erσ j s, whereas in βÃ, the weight is instead β{ ř k A ik . Both weights are monotonically increasing in β. Hence, both (9) and (10) implicitly restrict the strength of strategic interactions, as measured by β.
Weak Dependence
For largesample inference, we need the data tZ i u n i"1 to be weakly dependent. Since treatments are independent, the indicators have a local dependence structure:
by Assumption 2. However, tY i u n i"1 may be strongly dependent, since Y i can depend on the entire vector D, and the previous propositions establish that Assumption ANI allows for quite general patterns of interference. On the other hand, we might expect this dependence to be sufficiently weak, since ANI states that each Y i depends mostly on the treatments of units nearby. We next formalize this idea.
Recall that ℓ A pi, jq is the path distance from i to j in A. Abusing notation, for any
Definition 1. A triangular array tZ i u n i"1 is ψ-weakly dependent if there exist (a) uniformly bounded constants tθ n,s u s,nPN such that sup nθn,s Ñ 0 as s Ñ 8, and (b) a collection of functionals tψ h,h 1 p¨,¨qu h,h 1 PN with ψ h,h 1 : L hˆLh 1 Ñ r0, 8q such that
This is essentially Definition 2.2 of Kojevnikov et al. (2019) . It is analogous to a notion of weak dependence proposed by Doukhan and Louhichi (1999) for time series data but using path distance in place of temporal distance. The concept requires covariances between sets of observations Z H and Z H 1 to decay zero as the path distance s between these sets grows.
For any Lipschitz f p¨q, let f 8 be its sup norm and Lippf q its Lipschitz constant.
Theorem 1 (Weak Dependence). Under Assumptions 1-3 and ANI, tZ i u n i"1 is ψ-weakly dependent withθ n,s " θ n,s for all n P N and s ą 0 and
for some positive constant C and any h, h 1 P N, f P L h , and f 1 P L h 1 .
Having established ψ-weak dependence, we can apply a central limit theorem (CLT) due to Kojevnikov et al. (2019) to obtain
This requires additional conditions stated in §6 that relate the rate of decay of the coefficients tθ n,s u to the network topology. The idea is that, under Assumption ANI, Z i depends primarily on the observations associated with other units in N A pi, sq.
Hence, if the size of this s-neighborhood grows rapidly with s, then for a CLT, this needs to be counterbalanced by having the covariances (controlled by θ n,s ) decay to zero faster with s. As discussed in §6, the same trade-off occurs for spatial CLTs.
Variance Estimation
Estimation of Varp ? nτ pt, t 1is known to be a difficult problem even for the case of correctly specified exposures. The reason is that terms in the variance depend on products of conditional expectations of the form ErY k | T k " usErY l | T l " vs. These cannot be consistently estimated, since the means are heterogeneous across units in the finite population model; again, recall that A and ε are fixed.
Under the assumption of correctly specified exposure mappings, Aronow and Samii (2017) construct a conservative variance estimator (their equation (11)) by simply bounding these products using Young's inequality. For example, they bound the following term in the variancé
using Young's inequality. The left-hand side is unidentified, but the right-hand side can be unbiasedly estimated. However, this bound can be exceedingly conservative when the left-hand side is negative. In fact, it can diverge to infinity with the sample size, depending on choice of the exposure mappings (Sävje, 2019, §6.1). More importantly for us, this estimator is inapplicable when exposure mappings are misspecified.
We next propose a new variance estimator, building on recent work by Kojevnikov (2019) . His results assume mean homogeneity, that ErY i | T i " ts does not vary with i, which does not hold in our setting. We prove that, for mean-heterogeneous data, the variance estimator is still valid but conservative. We argue below that this conservativeness is fundamentally different from that of (12). Instead, it is analogous to the standard setting with no interference where conventional variance estimators are necessarily conservative due to heterogeneity in potential outcomes.
Variance Estimator
Consider a general setup where tZ i u n i"1 is a triangular array of random vectors satisfying ψ-weak dependence. LetZ " n´1 ř n i"1 Z i . Our application is a special case in which Z i " Y i¨p 1 i ptqπ i ptq´1´1 i pt 1 qπ i pt 1 q´1q P R, but the results are applicable beyond the treatment effects setup. We propose the variance estimator (13) and b n ě 0 is a bandwidth parameter that diverges with the sample size. In the remainder of this section, we show thatΣ A is positive semidefinite, suggest a datadependent choice of b n in (17), and discuss a bootstrap interpretation of ω A pi, jq.
ComputingΣ A . It is easy in practice to compute the variance estimator. First calculate the path distance matrix pℓ A pi, jqq i,jPNn . This can be done efficiently for sparse graphs using Dijkstra's algorithm. 4 Let G be a symmetric nˆn matrix with ijth entry equal to 1tℓ A pi, jq ď b n u andG a row-normalized version of G, where, for each row i of G, we divide all entries by the square-root of the row sum p ř j 1tℓ A pi, jq ď b n uq 1{2 . This is simple to compute from the distance matrix. Then
forZ " pn´1 {2 pZ i´Zn i"1 . It follows that the estimator is positive semidefinite. 5
Properties of Weights. The weights ω A pi, jq have the following properties. First, they are uniformly bounded between 0 and 1 and equal to 1 when i " j. Second,
Third, the weights tend to zero as b n Ñ 8 for connected units, i.e. |ω A pi, jq´1|1tℓ A pi, jq ă 8u Ñ 0 as n Ñ 8.
The numerator is zero if i, j are disconnected and otherwise equals |N A pi, 8q|, since i, j are in the same network component. In the latter case, the denominator also equals the same quantity. 
Choice of Bandwidth. ForΣ
where t¨s means round to the nearest integer and K is the constant in Assumption 2.
The reason for taking the larger of K orb n is that, in the case of correctly specified exposures, we would simply set b n " K. We suggest the researcher report results for a variety of bandwidths in a neighborhood of this reference choice. Appendix SA.4 provides a mix of formal and heuristic arguments justifying (17). Simulation evidence in §5.1 shows that this choice has good finite-sample properties.
Bootstrap Interpretation. Kojevnikov (2019) proposes the following network version of the overlapping block bootstrap. For each unit i, define a block of observations pZ j : j P N A pi, b n qq. Resample blocks with replacement, and compute the mean of the resulting set of observations. He shows that the variance of this bootstrap mean is 1 n
This is almost the same asΣ A , except for the o p p1q term and the denominator of the weights. Kojevnikov (2019) also proposes a network wild bootstrap extension of Shao (2010) such that the variance of the wild bootstrap mean is exactly the first term in the above equation. Our estimator can thus be viewed as the variance of an analogous wild bootstrap mean, except with weights ω A pi, jq instead ofω A pi, jq.
The advantage of our weights is that they enable us to dispense with two technical assumptions required by Kojevnikov (2019) . To show consistency in the homogeneous mean case, he needs the weights to be uniformly bounded above and tend to one with the sample size for (in)directly connected units. These properties are not guaranteed to hold forω A pi, jq, so he imposes them directly, which places implicit restrictions on the network topology. In contrast, our weights have these properties by construction, as discussed above. Despite these differences, we emphasize that our asymptotic results onΣ A rely heavily on the theory developed in his innovative work.
Conservativeness of Estimator
DefineΣÅ " 1 n n ÿ i"1 n ÿ j"1 pZ i´E rZ i sqpZ j´E rZ j sq 1 ω A pi, jq and
Theorem 4 in §6 establishes that
The termΣÅ is an "oracle" version of our variance estimator that replacesZ with ErZ i s. Equation (19) says that the oracle estimator is consistent for the variance, and (18) says that our estimator is biased. The source of the bias R n is thatZ is consistent for ErZs but not ErZ i s, which is heterogeneous across units. Fortunately, R n is necessarily positive semidefinite by (14), which implies that our estimator is asymptotically conservative. In our application, recall that Z i " Y i¨p 1 i ptqπ i ptq´1´1 i pt 1 qπ i pt 1 q´1q, so
which measures the variance of the unit-level exposure effects. It is helpful to compare this to the case of no interference with T i " D i , t " 1, and t 1 " 0, so that τ pt, t 1 q is just the average treatment effect (ATE). Knowing that units are independent, we can choose the bandwidth to be zero, in which case
This is the well-known asymptotic bias of the standard variance estimator for the difference-in-means estimate of the ATE in the Neyman causal model (e.g. Imbens and Rubin, 2015, Theorem 6.2). It measures the variance of the unit-level treatment effects and is generally impossible to estimate in the finite population setting. In the special case of homogeneous unit-level treatment effects, meaning τ i pt, t 1 q does not vary with i, bias is zero, a property also shared by (20).
Thus, (20) generalizes the classical result on conservative variance estimation to the case of network interference. In our case, the additional covariance terms weighted by ω A pi, jq can be thought of as accounting for dependence due to interference. Since the bias is unidentified, conservativeness of the variance estimator is (to our knowledge) considered a best achievable result in the case of no interference. By analogy, we argue that conservativeness of our estimator is also likely a best achievable result. Regardless, it is clear that the reason for conservativeness of our estimator is fundamentally different from that of the Aronow and Samii (2017) estimator. Appendix SA.2 contains further discussion of the properties of R n .
Numerical Illustrations

Monte Carlo
We simulate data from the two response models studied in §3.1 under the following models of network formation. The first is the random geometric graph (RGG) model
where ρ i iid " Upr0, 1s 2 q and r n " pκ{nq 2 for κ " 5{π. This choice of κ implies that the limiting expected degree is 5. The second is the Erdős-Rényi (ER) model, where links are i.i.d. with success probability 5{n. This has the same limiting expected degree as the first model. The choice of five implies the networks are sparse and have giant components. 7 These two models are interesting because the RGG (ER model) has s-neighborhood sizes that grow polynomially (exponentially) with s, which creates a challenge for choosing b n that our data-dependent bandwidth (17) attempts to solve; see §4.1 and Appendix SA.4.
For the linear-in-means model, we use the following slight generalization of (4):
which allows for exogenous peer effects in treatment assignment when δ ‰ 0. We set pα, β, δ, γq " p´0.2, 0.7, 0.3, 1q. Let tν i u n i"1 iid " standard logistic. When the network is ER, we define the errors as ε i " ν i . When the network is the RGG, we instead define ε i " α i`νi , where α i is the first component of ρ i used to construct the RGG. The latter model generates unobserved homophily, since units with similar α i 's are more likely to be linked. The threshold model of social interactions exactly follows §3.1. We use a linear threshold model
using the same ε i as the linear-in-means model. We choose parameters pβ, θ 1 , θ 2 q " p0.5, 0, 1q. For the initial condition Y 0 , we set Y 0 i " 1tθ 1`θ2 D i`εi ą 0u. Cells are averages over 20k simulations.nptq " ř i 1 i ptq andnpt 1 q " ř i 1 i pt 1 q. "Rej" rows display rejection percentages for two-sided t-tests at the 5% level. "Naive" corresponds to i.i.d. standard errors, "Oracle" to true standard errors (obtained by simulation).
We compute two exposure effects. The first sets T i " pD i , 1t ř j A ij D j " 2uq, t " p1, 1q, and t 1 " p0, 1q. For overlap, we computeτ pt, t 1 q on the subpopulation of units with degree at least two. Hence, τ pt, t 1 q corresponds to the average treatment effect for units in this subpopulation with two treated friends. The other exposure effect sets T i " pD i , 1t ř j A ij D j ą 0uq, t " p0, 1q, and t 1 " p0, 0q. For overlap, we computeτ pt, t 1 q on the subpopulation of units with positive degree. Then τ pt, t 1 q corresponds to a spillover effect for untreated units. See Appendix SA.1 for discussion Cells are averages over 20k simulations.nptq " ř i 1 i ptq andnpt 1 q " ř i 1 i pt 1 q. "Rej" rows display rejection percentages for two-sided t-tests at the 5% level. "Naive" corresponds to i.i.d. standard errors, "Oracle" to true standard errors (obtained by simulation).
of the causal interpretation of these exposure effects. For the average treatment effect, we draw tD i u n i"1 iid " Berp0.5q. For the spillover effect, we change the success probability to 0.1. The choice of these success probabilities and the choice of 2 in the first exposure mapping only serve to ensure a sufficiently large effective sample size, but as can be seen from the results below, we still consider effective sample sizes that are quite small to illustrate the finite-sample properties.
Because we consider a finite population model, we only simulate the network and errors ε once. Each simulation draw only generates new treatment assignments. Our reported results average over 20k draws.
We compute our standard errors using the data-dependent bandwidth given by (17). In particular, the RGG uses the polynomial choice, while the ER model uses the exponential choice. We report "oracle" standard errors, which correspond to Varpτ pt, t 11{2 , approximated by taking the standard deviation ofτ pt, t 1 q over 20k separate simulation draws. We also report "naive" standard errors, which correspond to assuming tZ i u n i"1 is independent by taking b n " 0. Table 1 presents estimates for the treatment effect, standard errors, and rejection percentages for associated two-sided t-tests at the 5-percent level under the RGG model. Table 2 presents analogous results for the spillover effect. Similar results for the ER model are reported in Appendix SA.5. In all the tables,nptq " ř i 1 i ptq andnpt 1 q " ř i 1 i pt 1 q, which are the effective sample sizes for the estimatorsμptq andμpt 1 q, respectively. Row "Estimate" displaysτ pt, t 1 q, "Our SE" gives the standard error constructed from our variance estimator, and "Our Rej" shows the rejection percentage of the t-test using our standard error.
The results show that the oracle rejection percentages are all 5 percent, which illustrates the quality of the normal approximation. Our standard errors perform well, with rejection percentages largely below the nominal level. Although some rejection rates are conservative, the standard error magnitudes are all reasonable and clearly tending to zero as n grows. This indicates that the test is consistent, despite the presence of unobserved homophily in the RGG model. Note that these results hold in spite of the rather small effective sample sizes. By contrast, naive standard errors can severely over-reject.
Empirical Application
We apply our methods to a network experiment studied in Paluck et al. (2016) and Aronow and Samii (2017) . The goal of the experiment is to study the effect of an anticonflict intervention on adolescent social norms for antagonistic behavior, including harassment, rumor mongering, social exclusion, and bullying. In the experimental design, 28 of 56 schools are first randomized into treatment. Then within treated schools, a small number of students are selected as eligible for treatment based on their covariates and network position, and half of eligibles are block randomized into treatment. Thus, treatments are (approximately) independently assigned across students, but they are not identically distributed due to the eligibility criteria. Note that our assumptions to not require identical distribution.
Treated students are invited to participate in bi-monthly meetings that follow an anti-conflict curriculum designed in part by the researchers of the study. At these meetings, a trained adult leader helps students identify social conflicts at their school and design strategies to reduce conflict. Aronow and Samii (2017) and part of the analysis of Paluck et al. (2016) examine the causal effect of the offer to participate on endorsement of anti-conflict norms. This is measured by self reports of wearing a wristband disseminated as part of the program as a reward to students observed engaging in conflict-mitigating behavior. Through the course of the experiment, over We follow the analysis of Aronow and Samii (2017) and study similar exposure effects. Unlike their analysis, we restrict the sample to data from only the five largest schools assigned to treatment. This illustrates what can be learned from networkautocorrelated data from a few large networks. In each of our schools, the number of eligibles is exactly 64.
We estimate a treatment effect and a spillover effect. For the former, we restrict to the subpopulation of students that are eligible for treatment (n " 320) to ensure overlap; we refer to this below as the "treatment subpopulation." The exposure mapping is T i " D i and the estimand τ p1, 0q, which measures a direct treatment effect. For the spillover effect, we restrict to the larger subpopulation of students that have at least one eligible friend (n " 1685) to ensure overlap; we refer to this below as the "spillover subpopulation." The exposure mapping is T i " 1t ř j A ij D j ą 0u, an indicator for whether at least one friend is offered treatment, so the estimand τ p1, 0q measures a spillover effect. See Appendix SA.1 for causal interpretations of these effects.
We first provide some summary statistics. Within the treatment subpopulation, the average outcome Y i is 0.16 (SD 0.37), and by block randomization, exactly 50 percent are treated. Within the spillover subpopulation, the average outcome is 0.11 (SD 0.32), and 58 percent (SD 0.49) have at least one treated friend, indicating a healthy amount of variation in the exposure mapping. The data provides the blocks in which eligible students are block-randomized, so we can compute the propensity scores π i ptq exactly for each student using the hypergeometric distribution. For the exposure mapping T i " 1t ř j A ij D j ą 0u, we have n´1 ř n i"1 π i p1q " 0.597, which is assuringly very close to empirical proportion of 58 percent. Networks are measured by asking students to name up to ten students at the school with "whom they chose to spend time with in the last few weeks, either in school, out of school, or online." Consequently, A is directed. When computing the number of treated friends for the exposure mappings, we use the directionality of links. However, when computing network neighborhoods for our variance estimator, we ignore the directionality of links to conservatively define larger neighborhoods and avoid taking a stance on neighborhood definitions for directed networks.
The diameters of the school networks are small, on average equal to 5.77 and 7.43 for the treatment and spillover subpopulations, respectively. 8 Consequently, we follow the rule in (17) and set b n " tmaxt∆pAq{3, 1us as our reference bandwidth for the variance estimator. This works out to b n " 2 for both the treatment and spillover subpopulations. We therefore report results for the range of bandwidths t0, . . . , 3u.
We do not report bandwidths exceeding three because the diameter is on average less than 7.5, so a bandwidth of four would lead to all weights ω A pi, jq being nonzero; see the discussion just before the diameter simulations in Appendix SA.4 for why this would be problematic. 
The first column displays results for the treatment effect (n " 320), the second for the spillover effect (n " 1685). Row "τ p1, 0q" is the estimated average causal effect. The rows that follow are standard errors for the indicated values of the bandwidth. Table 3 presents the empirical results. The first row is the IPW estimator for the indicated average causal effect, and the last four rows are standard errors for the indicated bandwidths. We find a large estimate of the treatment effect at 0.15, which is statistically significant at the 5 percent level for all bandwidths. The spillover effect is small at 0.04 and statistically insignificant for b n " 3. While it is significant for bandwidths of 1 and 2, the standard errors are large, with the estimate nearly at the threshold of nonrejection. Hence, the balance of the evidence suggests there is not enough to conclude that a meaningful spillover effect exists. Note that a bandwidth of zero corresponds to "naive" standard errors, computed under the assumption of independent data. These results indicate that, despite the potential conservativeness of our estimator due to the bias term R n , we find that they still deliver reasonable standard errors. Our small spillover estimate is largely in line with the estimates implied by Figure   3C of Paluck et al. (2016) . This does not contradict the overall message of their paper, since they find, for example, sizeable spillover effects when comparing treated and untreated schools. In contrast, our analysis above only makes comparisons within treated schools, using only a subsample of five schools. To compare treated and untreated schools, note that the take-up rate in the latter is by definition zero. Then our estimate ofμp0q for the treatment effect shows that even untreated units are 8.9 percentage points more likely to wear wristbands in treated compared to untreated schools. Standard errors forμp0q computed using our estimator for bandwidths 0-3 yield 0.0121, 0.0140, 0.0220, and 0.0368, respectively, indicating a spillover effect significantly different from zero.
Large-Sample Theory
As discussed at the end of §3.2, in order to showτ pt, t 1 q is consistent and asymptotically normal, we need θ n,s to tend to zero with s at a fast enough rate relative to the expansion of s-neighborhood sizes. The next two assumptions are essentially restatements of conditions due to Kojevnikov et al. (2019) that formalize this idea.
Let N B A pi, sq " tj P N n : ℓ A pi, jq " su be the s-neighborhood boundary of i, the set of units exactly path distance s from i. Let δ B n psq " n´1 ř n i"1 |N B A pi, sq|, the average s-neighborhood boundary size.
Assumption 4 (Weak Dependence for LLN).
ř n s"0 δ B n psqθ n,s " opnq. This is Assumption 3.2 of Kojevnikov et al. (2019) . Since the average s-neighborhood boundary size grows with s, θ n,s must decay to zero faster for the sum to be opnq. It is useful to compare this to its analog for α-mixing spatial processes. Consider for example, Assumption 3(b) of Jenish and Prucha (2009) , which essentially requires where d is the dimension of the underlying space and αpsq is the α-mixing coefficient, which measures dependence between sets of observations at spatial distance s apart.
In the spatial setting, the s-neighborhood boundary of i is the set of units at any distance h P rs, s`1q from i. By Lemma A.1(iii), the size of this set is Ops d´1 q. Thus, we have a similar trade-off between the sizes of s-neighborhood boundaries and the rate of decay of mixing coefficients.
Theorem 2 (Consistency). Under Assumptions 1-4 and ANI, |τ pt, t 1 q´τ pt, t 1 q| p ÝÑ 0.
Asymptotic normality requires a stronger version of Assumption 4. We first need several definitions. Let δ n ps, kq " n´1 ř n i"1 |N A pi, sq| k , the kth moment of the sneighborhood size, and H n ps, mq " pi, j, k, lq P N 4 n : k P N A pi, mq, l P N A pj, mq, ℓ A pti, ku, tj, luq " s ( . This is a set of paired couples pi, jq and pk, lq such that the units within each couple are at most path distance m n apart from one another, and the two pairs are exactly path distance s apart. Finally, define σ 2 n " Varp
Assumption 5 (Weak Dependence for CLT). There exist ǫ ą 0 and a sequence of positive constants tm n u nPN such that m n Ñ 8 and max # 1 σ 4 n n ÿ s"0 |H n ps, m n q|θ 1´ǫ n,s , nδ n pm n , 2q σ 3 n , n 2 θ 1´ǫ n,mn σ n
This is essentially Assumption 3.4 of Kojevnikov et al. (2019) . The idea of the first term in (21) is similar to that of Assumption 4, that the coefficients θ n,s must decay to zero fast enough relative to s-neighborhood sizes. The second term restricts the growth rate of s-neighborhoods, while the third requires sufficiently fast decay of θ n,s . Nonetheless, these conditions can be bit abstract, and Kojevnikov et al. (2019) only discuss their plausibility in a few stylized settings (their p. 17). In Appendix SA.3, we verify Assumption 5 for two broad classes of graphs with different neighborhood growth rates.
Theorem 3 (Asymptotic Normality). Under Assumptions 1-3, ANI, and Assumption 5,
In the typical case where the variance is asymptotically non-degenerate, meaning lim inf nÑ8 n´1σ 2 n ą 0, the rate of convergence is ? n. The remainder of this section studies the asymptotic properties of the variance estimator (13) . In what follows, we consider a more general setup in which tZ i u n i"1 is a triangular array of vectors satisfying ψ-weak dependence (Definition 1). We assume for simplicity that the triangular array tZ i u n i"1 is uniformly bounded; Kojevnikov (2019) requires weaker moment conditions. In our application, ψ-weak dependence follows from Theorem 1 and uniform boundedness from Assumptions 1 and 3. Define J n ps, mq " pi, j, k, lq P N 4 n : k P N A pi, mq, l P N A pj, mq, ℓ A pi, jq " s ( . This is similar to (and larger than) Hps, mq.
Assumption 6 (Weak Dependence forΣ A ). (a) ř n s"0 δ B n psqθ n,s converges to a finite constant. (b) δ n p2b n , 1q " opn 1{2 q. (c) δ n p2b n , 2q " opnq. (d) There exists ǫ ą 0 such that n´2 ř n s"0 |J n ps, 2b n q|θ 1´ǫ n,s Ñ 0.
Part (a) is a stronger version of Assumption 4. If the sum is only required to be Op1q, then an inspection of the proof of Theorem 2 shows this suffices to establish a ? n rate of convergence forZ. Here we also require existence of its limit in order to apply a dominated convergence theorem.
The remaining conditions regulate how fast the bandwidth can grow relative to s-neighborhood sizes, and we use them in Appendix SA.4 to derive the recommended bandwidth choice (17). Part (b) is the network analog of the usual bandwidth condition for HAC estimators that allows us to replaceZ in the estimator with its probability limit ErZs. Part (c) is similar to the second requirement of Assumption 5 but with 2b n in place of m n . Finally, part (d) is a new condition used to establish conservativeness of the estimator. It is similar to the first requirement of Assumption 5, except we have 2b n in place of m n and J n ps,¨q in place of H n ps,¨q.
Theorem 4 (Variance Estimator). If b n Ñ 8 as n Ñ 8, then under Assumption 6, 
Conclusion
We propose a new model of interference, which posits that the impact of the treatment assigned to a unit j on another unit i's outcome is eventually decreasing with the path distance between the units. This contrasts with the typical assumption in the literature that units further than path distance K have no effect on i's response, for some fixed K known to the econometrician. Ours has the advantage of allowing for well-known models of social interactions that include endogenous peer effects. On the other hand, the dependence structure in our setting is more complicated, since the correlation between the outcomes of any pair of indirectly connected units may be nonzero. Nonetheless, we can prove that outcomes are ψ-weakly dependent, a recently proposed notion of network dependence due to Kojevnikov et al. (2019) . This enables us to apply their limit theorems to show that standard inverse-probability weighting estimators are consistent for exposure effects and asymptotically normal.
We propose a new variance estimator based on a wild bootstrap due to Kojevnikov (2019) . We show that a minor modification of his estimator allows us to dispense with certain technical conditions, and we extend his results to data with heterogeneous means, which is inherent to our setting. Under mean heterogeneity, the estimator is conservatively biased, and the bias term captures the variance of the means. In the context of our application, this corresponds to the variance of the unit-level treatment effects. Hence, it generalizes the well-known result on conservativeness of the standard variance estimator of the average treatment effect in the Neyman causal model to settings with dependence due to interference. In both cases, the bias is unidentified, so conservative estimation is fundamental to these settings. The variance estimator depends on a bandwidth parameter required to diverge at a certain rate with the sample size. We propose a novel data-dependent bandwidth based on the diameter of the observed network and show in simulations that the proposal performs well even for small effective sample sizes. Xu, X. and L. Lee, "Estimation of a Binary Choice Game Model with Network Links," Ohio State University working paper, 2015.
Supplemental Appendix
SA.1 Causal Interpretation of Exposure Effects
The existing literature on misspecified exposure mappings takes as given that the average exposure effect (6) is the estimand of interest. However, their causal interpretation is not immediately obvious from their general definition. This section considers a few examples with and without causal interpretation. First, consider the simplest case of T i " D i . Clearly,
has a direct causal interpretation as the marginal effect of counterfactually changing only unit i's treatment. The unit-level exposure effect τ i p1, 0q is therefore simply the expectation of this causal effect, integrating over the treatment assignments D´i of all others in the network, and τ p1, 0q then averages these effects over all units. For the remaining examples, to simplify notation, we work under the commonly used structural assumption that potential outcomes are peer-exchangeable, so that the identities of other units in the network are immaterial to the ego's response (see e.g. Leung, 2019b, Assumption 9 ). Then the model can be reparametrized as
where D´N A pi,1q " pD j : j R N A pi, 1qq and A´i " pA jk : j, k P N n ztiuq (cf. Leung, 2019b, Proposition 4) . Consider the exposure mapping
Leung (2019b) studies this mapping under correct specification. Let d, d 1 P t0, 1u and
as a direct causal interpretation. For instance, if d " d 1 " D i , f " 1, and f 1 " 0, then this is the marginal effect of counterfactually changing the number of unit i's treated neighbors from 0 to 1, keeping all other units at their observed assignments.
For t " pd, f, ř j A ij q and t 1 " pd 1 , f 1 , ř j A ij q, the exposure effect τ pt, t 1 q is again the expectation of this causal effect, averaged over all units.
By contrast, if we had picked t, t 1 in this example such that they differ only in their third argument, which corresponds to degree ř j A ij , then τ pt, t 1 q would not have a causal interpretation. This is because features of the network are akin to control variables. They are not experimentally manipulated, so units with different degrees may be systematically different in terms of unobserved heterogeneity.
Finally, consider the exposure mapping
which is used in our empirical application. A variant is also used in our simulation study. For overlap, we need to define exposure effects only within the subpopulation of units with nonzero degrees. Thus, for any i such that ř j A ij ą 0 and any 0 ă t ă
has a causal interpretation as a spillover effect, as discussed above. By independence of treatment assignments,
which is an average of the expected unit-level spillover effects E "Ỹ i pD i , tq´Ỹ i pD i , 0q
‰ .
In the case where treatments are i.i.d., this just reduces to ErỸ i pD i , tq´Ỹ i pD i , 0qs.
Polynomial Growth Rate. We first consider the case of polynomial s-neighborhood growth rates in the sense that
for s sufficiently large and some d ě 1. This appears to be a property of spatial graphs, which are models in which link formation is less likely between spatially distant units. Examples include latent space (Hoff et al., 2002) and random geometric graphs (Penrose, 2003) . Appendix A of Leung (2019a) shows that, for the random geometric graph, path distance is of the same order as spatial distance for connected units. Then since spatial s-neighborhoods grow polynomially with s, it follows that network s-neighborhoods also grow polynomially, with d equal to the underlying spatial dimension. We verify Assumption 5 under this setup for m n " n 1{pαdq , α ą 4.
1. Consider the third term in (21). This only has to do with the approximation constant θ n,s and not neighborhood growth rates. It is of asymptotic order n 1.5 e´c mn , which tends to zero since m n is polynomial in n. (21) is of order
The second term in
3. For the first term in (21), observe that we can conservatively bound |H n ps, m n q| ď
which is very conservatively of asymptotic order n m 2d n s d " n 2{α`1 s d . Hence, the first term in (21) has order n 2{α´1 n ÿ s"0 s d e´c s " op1q.
Exponential Growth Rates. Now let neighborhood growth rates satisfy
for some β ą 0 and s sufficiently large. In the extreme case of a k-regular tree graph, the left-hand side is exactly k s . Inhomogeneous random graphs, a large class of models that includes the Erdős-Rényi and stochastic block models, are known to have exponential neighborhood growth rates (Bollobás et al., 2007) . We verify Assumption 5 for m n " αβ´1 log n, α P p1.5βc´1, 0.5q
for c in the definition of θ n,s and β in (24). Note that such an α exists only if c ą 3β, meaning that θ n,s decays sufficiently fast with s relative to neighborhood growth rates.
1. The third term in (21) is of asymptotic order n 1.5 e´c mn " n 1.5´cαβ´1 " op1q.
2. The second term in (21) is of order n´1 {2 1 n n ÿ i"1 |N A pi, m n q| 2 ď n´1 {2 e 2βmn " n 2α´0.5 " op1q.
3. Using (23), the first term in (21) 
SA.4 Choice of Bandwidth
Assumptions 6(b)-(d) determine the range of allowable bandwidths. In particular, it restricts the rate at which b n is allowed to grow, relative to the speed at which s-neighborhood sizes grow. For spatial data, determination of the bandwidth rate for HAC estimators is straightforward because spatial s-neighborhoods grow at rate s d , where d is the dimension of the space (Jenish and Prucha, 2009 ). Consequently, HAC bandwidths can grow at some fractional power of n 1{d . In contrast, for network data, s-neighborhood sizes can have far more heterogeneous growth rates, depending on the underlying model of network formation. For graphs with an underlying spatial structure, the rate can be polynomial, but for other graphs, the rate can be exponential.
In this section, we use a mix of formal and heuristic arguments to show how our proposed bandwidth choice in (17) satisfies Assumptions 6(b)-(d) under different neighborhood growth rates. As in Appendix SA.3, we suppose that σ´1 n " Opn´1 {2 q and θ n,s " e´c p1´ǫq´1s for some c ě 0 and ǫ ą 0.
Polynomial Growth Rates. We first consider the case in which s-neighborhood sizes grow polynomially with s in the sense of (22). Examples of graphs with this property are given in Appendix SA.3. Recall from §4.1 that ∆pAq is the diameter of
where α is the fraction of units in the largest component of A. This is because, by definition, ∆pAq is the largest path distance between all units pairs in the largest component. Most real-world networks have a "giant component" in the sense that α is asymptotically non-degenerate (Barabási, 2015) . Then since the left-hand side of (26) is order ∆pAq d by (22), (26) implies
This is a well-known heuristic argument for deriving the asymptotic order of the diameter (Barabási, 2015) . A formal argument for the case of the random geometric graph can be found in Friedrich et al. (2013) . Also see the simulation evidence below.
We can now verify Assumption 6(b)-(d)
1. For Assumption 6(b), using our bandwidth choice b n " ∆pAq 1{3 « n 1{p3dq by the derivations above,
2. Assumption 6(c) is the same as the second part of (21) except with 2b n in place of m n . Then following the argument in Appendix SA.3, 1 n n ÿ i"1 |N A pi, 2b n q| 2 ď p2b n q 2d « n 2{3 " opnq.
3. Assumption 6(d) is the same as the first part of (21) but with 2b n in place of m n and J n ps,¨q in place of Hps,¨q. Note that (23) applies with J n ps,¨q in place of Hps,¨q. Then following the argument in Appendix SA.3, n´2 n ÿ s"0 |J n ps, 2b n q|θ 1´ǫ n,s ď n´1p2b n q 2d n ÿ s"0
Exponential Growth Rates. We next consider the case in which s-neighborhood sizes grow exponentially with s in the sense of (24). Examples of graphs with this property are given in Appendix SA.3. Since the left-hand side of (26) is an exponential of ∆pAq by (24), (26) implies that ∆pAq « log n.
This is a well-known heuristic argument for deriving the asymptotic order of the diameter (Barabási, 2015) . A formal argument for inhomogeneous random graphs can be found in Bollobás et al. (2007) . Also see the simulation evidence below. Hence, our bandwidth choice (17) is order log n.
Following the same arguments in the polynomial case, we can show that Assumption 6(b)-(d) hold for b n " α∆pAq for an appropriate choice of α. Based on (unreported) simulations, we find that there is a sharp change around α " 1{3, where choices of α less than or equal to 1/4 can be quite anti-conservative, while α " 1{3 controls size well across a range of sample sizes. Note that choosing α " 1{2 would mean that, by (15), the weight ω A pi, jq in the variance estimator is positive for all pi, jq, which would correspond to large bandwidth asymptotics and thus an estimator with high variance. Therefore, at a minimum we should choose α ă 1{2. Given the poor performance of α " 1{4, our choice of 1{3 seems a good compromise. This motivates our recommendation in (17).
Diameter Simulations. We simulate networks from the RGG and ER models in §5.1. Table 4 displays the average path length and diameter under both models, averaged over 2000 simulations. The diameter for the RGG appears to grow like 2n 1{d , while the diameter for the ER appears to grow like 2`log n. 
SA.5 Additional Simulation Results
Tables 5 and 6 present simulation results analogous to those of Tables 1 and 2 for the Erdős-Rényi model. Cells are averages over 20k simulations.nptq " ř i 1 i ptq andnpt 1 q " ř i 1 i pt 1 q. "Rej" rows display rejection percentages for two-sided t-tests at the 5% level. "Naive" corresponds to i.i.d. standard errors, "Oracle" to true standard errors (obtained by simulation).
SA.6 Proofs
Proof of Proposition 1. The reduced form of the linear-in-means model is
To see how Y psq i compares with Y i , consider the kth term in the first series of the previous equation (the term multiplying γβ¨β k ). We can rewrite this as ř n j"1 ω k ij D j for ω k ij " n ÿ j 1 "1 n ÿ j 2 "1¨¨¨n ÿ j k´1 "1
which is a weighted sum of all walks of length k`1 from i to j.
Thus, in going from Y i to Y psq i , we lose terms in ω k ij involving walks that traverse paths of length greater than s. We can conservatively bound this loss by including all walks with length exceeding s in the loss. Then since ω k ij ď 1 and D j is binary, we have for s ě 1 that Sine the unobserved heterogeneity is uniformly bounded, the right-hand side is bounded by a constant times |β| s , as desired.
Proof of Proposition 2. The arguments that follow borrow ideas from the proof of Proposition 1 of Xu and Lee (2015) and that of Theorem 6.1 of Leung (2019a) .
Let C i be the set of units in the strongly connected component of G containing i
and Cì " C i Y tk P N n : Dj P C i such that A jk p1´σ i q " 1u .
Consider a counterfactual threshold model in which we remove all units N n zCì but keep A Cì , D Cì , ε Cì , and Y 0 Cì fixed at their original values. Let Y σ i be i's outcome in this submodel. Key to our argument is the fact that
To see why this is true, note that if σ i " 0, then i has a universally optimal outcome
Yi , in the sense that, as soon as Y t i " Yi at some period t of the dynamic process, Y t`s i " Y t i for all s ą 0. In contrast, if σ i " 1, the i's outcome may potentially change at any period t in the process, depending on the outcomes of neighboring units at t´1.
Generalizing this logic, consider any path in A connecting units i and j. If σ k " 1 for all units k along that path, then unit i's outcome may potentially change at any period t in the dynamic process, depending on the outcome of j at some prior time period. However, if for all such paths, there exists some unit k along that path such that σ k " 0, then unit i's outcome will never be affected by unit's j outcome at any past time period. Now, if j R Cì , then by construction, there exists such a unit k along any path connecting i and j. Therefore, unit i's eventual outcome Y i is invariant to the removal of units N n zCì from the network, and (27) follows. This is the same logic as the decentralized selection mechanism assumption in Appendix A of Leung ErZs´Z 1 n n ÿ i"1 n ÿ j"1 ω A pi, jq, since Z i is uniformly bounded. The second term is bounded above by δ n p2b n , 1q by (15) and the fact the weights are uniformly bounded above by 1. The first term is O p pn´1 {2 q, since Assumption 6(a) implies that VarpZq " Opn´1q (see the proof of Theorem 2). Hence, the previous equation is o p p1q by Assumption 6(b).
Next we prove (18). Some algebra shows that the alleged o p p1q term in (18) is 1 n n ÿ i"1 n ÿ j"1 pZ i´E rZ i sqpErZ j s´ErZsq 1 ω A pi, jq 1 n n ÿ i"1 n ÿ j"1 pErZ i s´ErZsqpZ j´E rZ j sq 1 ω A pi, jq.
We show that the first term is o p p1q; the argument is the same for the second. Define W i " ř n j"1 pErZ j s´ErZsq 1 ω A pi, jq. We have by Assumption ANI. Since Z i is uniformly bounded and ω A pi, jq ď 1tℓ A pi, jq ď 2b n u, 1 n 2 n ÿ i"1
VarpZ i qW 2 i ď C n δ n p2b n , 2q
for some C ą 0, which is op1q by Assumption 6(c). Likewise, 1 n 2 n ÿ s"0θ n,s n ÿ i"1 ÿ j‰i 1tℓ A pi, jq " su|W i W j | ď C n 2 n ÿ s"0θ n,s J n ps, 2b n q,
