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Abstract. This paper describes a method
for extracting Portuguese–Spanish word
translation equivalents from aligned parallel
texts. This method uses the standard
loglikelihood statistics to measure the simi-
larity between two words. Parallel texts are
aligned using a simple method that extends
previous work by Pascale Fung & Kathleen
McKeown and Melamed. In contrast, the
method in this paper does not use statisti-
cally unsupported heuristics to filter reliable
correspondence points. Instead, it provides
the statistical support those authors could
not claim by using confidence bands of lin-
ear regressions. The points of the linear re-
gression line are generated from the posi-
tions of homograph words which occur with
the same frequency in parallel text seg-
ments. With this alignment method, we are
able to extract word translation equivalents
(about 90 of the best 100 are correct
equivalents).
1 Introduction
If we aim at building bilingual databases of
equivalent expressions (typical translations) ei-
ther for cross-language information retrieval
(e.g. web applications), machine translation,
bilingual lexicography or terminology research,
we should be able to make this an automatic
language independent task. We can no longer
afford to waste human time and effort building
manually these ever changing databases or de-
sign language specific applications to solve this
problem. This problem is quite clear in the
European Union where eleven official languages
are already in use at the moment let alone the
ones to come as new member states join in. Eve-
ryday, thousands of pages are translated into
these languages.
Parallel texts (texts that are mutual transla-
tions) are valuable sources of information for
bilingual lexicography. However, they are not of
much use unless a computational system may
find which piece of text in one language corre-
sponds to which piece of text in the other lan-
guage. In order to achieve this, they must be
aligned first, i.e. smaller pieces of text must be
put into bijective correspondence. This is usually
done by finding correspondence points – se-
quences of characters with the same form in
both texts (homographs, e.g. numbers, proper
names, punctuation marks), equivalent forms or
even previously known translations.
Pascale Fung & Kathleen McKeown (1997)
present an alignment algorithm that uses term
translations as correspondence points between
English and Chinese texts. Melamed (1999)
aligns texts using correspondence points taken
either from orthographic cognates (Michel Si-
mard et al., 1992) or from a seed translation
lexicon. However, both approaches use statisti-
cally unsupported heuristics to filter noisy
points. The former approach considers a candi-
date correspondence point reliable as long as,
among some other constraints, “[...] it is not too
far away from the diagonal [...]” (Pascale Fung
& Kathleen McKeown, 1997, p.72) of a rectan-
gle whose sides sizes are proportional to the
lengths of the texts in each language (henceforth,
the ‘golden translation diagonal’). The latter
approach uses various heuristic filtering pa-
rameters (Melamed, 1999, pp. 115-116): maxi-
mum point ambiguity level (measures how am-
biguous a point is for alignment), point disper-
sion (measures how well the points fit to a linear
interpolation) and angle deviation (measures
how much the angle formed by a cluster of
points deviates from the “golden translation di-
agonal” angle).
Although all the heuristics found in previous
work may be intuitively quite acceptable and
may significantly improve the results, they are
just heuristics. It is true that parallel texts
alignment precision is higher when reliable cor-
respondence points are found. They provide the
basic means for extracting information from
parallel texts, namely, translation equivalents.
Still, as far as we have learned from previous
work, current methods have repeatedly used
statistically unsupported heuristics to filter out
noisy points.
António Ribeiro et al. (2000a, c) propose a
method to align parallel texts based on the occur-
rence of homograph words which occur with the
same frequency in parallel text segments, using
the statistically defined confidence bands of the
“golden translation diagonal”. The method is
completely statistics-based using no heuristic
filters as in previous work (Pascale Fung &
Kathleen McKeown 1997; Michel Simard &
Pierre Plamondon 1998; Melamed 1999). We
will use this method to align Portuguese–Span-
ish parallel texts and the likelihood similarity
measure (Ted Dunning 1993) to extract bilin-
gual word lexicons1 based on co-occurrence fre-
quencies (Philippe Langlais & Marc El-Bèze,
1999).
In the following section we will briefly dis-
cuss some related work on text alignment2. The
alignment method is described in section 3 and the
translation equivalents extractions is described in
section 4. Finally, we evaluate the results in sec-
tion 5 and present the conclusions and future
work.
2 Related Work
There have been two mainstream approaches to
parallel text alignment. One assumes that trans-
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 It is not the purpose of this paper to handle collo-
cations equivalents.
2
 See António Ribeiro et al. (2000c) for more details.
lations have proportional sizes; the other tries to
use lexical information in parallel texts to gener-
ate candidate correspondence points. All in all,
both use some notion of correspondence points.
In early work by Peter Brown et al. (1991)
and William Gale & Kenneth Church (1991),
sentences were aligned counting words and
characters, respectively. The algorithms grouped
sequences of sentences till they had proportional
sizes. However, these algorithms tended to break
down when sentence boundaries were not clearly
marked. However, Kenneth Church (1993)
showed that cheap alignment of text segments
was still possible exploiting orthographic cog-
nates (Michel Simard et al., 1992). In order to
avoid noisy points, an empirically estimated
search space was used to filter them out. Martin
Kay & Martin Röscheisen (1993) aligned two
sentences if the number of correspondence
points associating them was greater than an em-
pirically defined threshold. Dagan et al.(1993)
generated correspondence points from pairs of
translations whose words frequencies were nei-
ther high nor low. Empirically, they found that
these words “caused difficulties” and therefore
they were filtered out.
Pascale Fung & Kathleen McKeown (1994)
also dropped the requirement for clear sentence
boundaries on a case-study for English-Chinese
texts. They used vectors that stored distances
between consecutive occurrences of a word
(DK-vec’s) and candidate correspondence points
were identified from words with similar distance
vectors. In Pascale Fung & Kathleen McKeown
(1997), the algorithm used extracted terms,
when possible, to compile a list of reliable pairs
of translations. Michel Simard & Pierre
Plamondon (1998) generated candidate corre-
spondence points from isolated cognates, i.e.
words that were not mistaken for others within
an empirically found text window. Some were
also filtered if they either lied outside a search
space, named a corridor, or were “not in line”
with their neighbours.
Melamed (1999) also needed to filter candi-
date correspondence points obtained from ortho-
graphic cognates. He used the following heuris-
tics: a maximum point ambiguity level to filter
points outside a search space, a maximum point
dispersion to filter points too distant from a line
formed by candidate correspondence points and
a maximum angle deviation to filter points that
make this line slope too much.
Whatever heuristic is taken, either similar
word distributions (Pascale Fung & Kathleen
McKeown, 1997), search corridors (Michel Si-
mard & Pierre Plamondon, 1998) or point dis-
persion and angle deviation (Melamed, 1999),
the most reliable points must be filtered to en-
sure the best possible text alignment. Our as-
sumption is that reliable points have similar
characteristics. For instance, they tend to gather
somewhere near the “golden translation diago-
nal”. Homographs with equal frequencies in
parallel text segments have proven to provide
good points (António Ribeiro et al. 2000a, b, c).
3 Correspondence Points Filters
3.1 Source Parallel Texts
For the purpose of translation equivalents ex-
traction, we used five parallel Portuguese–
Spanish texts from The Court of Justice of the
European Communities3, amounting to 18k
words (an average of about 4k words or 5 pages
per text).
3.2 Generating Candidate Correspon-
dence Points
We generate candidate correspondence points
from homographs which occur with the same
frequency in parallel text segments. As a naive
and particular form of cognate words, homo-
graphs are likely translations (e.g. Madrid in
various European languages). These words end
up being basically numbers and names. Here are
a few examples from parallel Portuguese–Span-
ish texts: 2002 (numbers, dates), Euratom (ac-
ronyms), Carlos (proper names), Portugal
(names of countries), Madrid (names of cities),
p (abbreviations), República (common vocabu-
lary words).
Actually, comparing the vocabularies of
Portuguese and Spanish words found in the texts
we used, 36% of the vocabulary is the same.
Consequently, about 33% of the words found in
those texts are the same. Language similarity
favours the number of candidate correspondence
points for more homographs are found in the
parallel texts. So, why not make use of this
treasure?
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However, since we use homographs, there is
the danger of inadvertently using false friends
like oficina which means ‘workshop’ in Portu-
guese and ‘office’ in Spanish. So, in order to
avoid pairing words like these which are not
equivalent though homograph, we restricted our-
selves to using homographs which occur with
the same frequency in parallel text segments. In
this way, we are pre-selecting words with simi-
lar distributions. Actually, equal frequency
words helped Jean-François Champollion to de-
cipher the Rosetta Stone for there was a name of
a King (Ptolemy V) which occurred the same
number of times in the “parallel texts” of the
stone. Even if two words happen to have the
same frequency though they are not equivalent,
they end up appearing in different places in the
parallel texts. Consequently, they create extreme
points that are easily identified by the method
described in the next section.
In this way, each pair of texts gives a set of
candidate correspondence points from which we
draw a line based on linear regression. Points
are defined using the co-ordinates of the word
positions in each parallel text. For example, if
the first occurrence of the homograph word Re-
ino occurs at position 2988 in the Portuguese
text and at word position 3065 in the Spanish
parallel text, then the first point co-ordinates are
(2988,3065). Points may fit well to the linear
regression line or may be dispersed around it. In
order to filter out extreme points, we apply first
a filter based on the histogram of the distances
between the expected and real positions. Next,
we remove other noisy points using a finer-
grained filter based on the confidence bands of
the linear regression line.
We will elaborate on these statistical filters in
the next subsections.
3.3 Eliminating Extreme Points
Points obtained from the positions of homo-
graphs with equal frequencies in the whole par-
allel texts are prone to be noisy.
In Figure 1, there are noisy points because
their respective homograph words appear in po-
sitions quite apart, e.g. the word último in pt
word position 940 (Point A) was paired with the
es word position 2810:
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Figure 1: Noisy candidate correspondence points
(marked with an ×) versus “well-behaved” candi-
date correspondence points “in line”. The linear
regression equation is on the top right corner.
However, this word was expected somewhere
much earlier in the Spanish text. We should feel
reluctant to accept these pairings and that is
what the first filter does. It filters out those
points which are clearly quite far apart from
their expected positions to be considered as reli-
able correspondence points.
Table 1: A sample of the distances between ex-
pected and real positions of noisy points in Figure 1.
Positions
Word pt es es Expected Distance
940 último 2810 973 1837
1793 mediante 2965 1844 112
2371 para 2668 2434 234
2381 definidos 1287 2444 1157
3240 vez 1754 3321 1567
Expected distances are computed from the
linear regression line equation y = ax + b, where
a is the line slope and b is the Y-axis intercept
(the value of y when x is 0), substituting x for
the Portuguese word position. For Figure 1, the
expected word position for the word último at pt
word position 940 is 1,0211 × 940 + 12,963 =
973 and the distance between its expected and
real positions is | 973 – 2810 | = 1837.
If we draw a histogram ranging from the
smallest to the largest distance, we get:
Histogram of Distances113424
0
2
4
6
8
10
0 316 631 947 1263 1578 1894 2209 2525 2841 3156 3472
Distances between Real and Expected Word Positions
N
um
be
r o
f P
oi
nt
s
Figure 2: Histogram of the distances between ex-
pected and real word positions.
We use the Sturges rule to build this histo-
gram (see Histograms in Samuel Kotz et al.
1982). The number of classes (bars or bins) is
given by 1 + log2n, where n is the total number
of points and the classes size is given by (maxi-
mum distance – minimum distance) / number of
bins. For example, for Figure 2, we have 547
points and the distances between expected and
real positions range from 0 to 3472. Thus, the
number of classes is 1 + log23472 ≅ 10.1 → 11
and the classes size is (3472 – 0) / 11 ≅ 315.6.
The first class ranges [0 ; 315.6[, the second
[315.6 ; 631.3[ and so forth.
With this histogram, we are able to identify
those words which are too far apart from their
expected positions. In Figure 2, the gap in the
histogram makes clear that there is a discontinu-
ity in the distances between expected and real
positions. So, we are confident that extreme
points are above 1578. We filter them out of the
candidate correspondence points set and proceed
to the next filter.
3.4
 
Linear Regression Line Bands
Confidence bands of linear regression lines
(Thomas Wonnacott & Ronald Wonnacott,
1990) help us to identify reliable points, i.e.
points which belong to the regression line with a
great confidence level (99.9%). The band is
wider in the extremes of the linear regression
line and narrower in the middle, where the
alignment uncertainty is usually higher.
The confidence band is the error admitted at
an x co-ordinate of a linear regression line. A
point (x,y) is considered outside a linear regres-
sion line with a confidence level of 99.9% if its y
co-ordinate does not lie within [ ax + b –
error(x); ax + b + error(x)], where ax + b is
the linear regression line equation and error(x) is
the error admitted at the x co-ordinate. The up-
per and lower limits of the interval are given by
the following equation (see Thomas Wonnacott
& Ronald Wonnacott 1990, p. 385):
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• t0.005 is the t-statistics value for a 99.9%
confidence interval. We will use the z-
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statistics instead since t0.005 = z0.005 = 3.27
for large samples of points (above 120);
• n is the number of points;
• s is the standard deviation from the expected
value yˆ  at x (see Thomas Wonnacott &
Ronald Wonnacott, 1990, p. 379):
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We start from the points filtered using the
histogram technique described in the previous
section and build a new linear regression line.
Next, we compute the confidence bands using
the formulae above to filter out points lying out-
side, since they are credited as too unreliable for
alignment. Then, for each sub-segment defined
by the remaining “well-behaved” correspondence
points, we recursively re-apply the alignment
algorithm. In this way, we are able to do a local
identification of candidate correspondence points
and to filter noisy points.
Here is a summary of the recursive alignment
algorithm:
1. Take two parallel texts A and B;
2. Define the texts’ beginnings – the point
(0,0) – and the texts’ ends – the point
(length of text A, length of text B) – as the
extremes of the initial parallel text segment;
3. Consider as candidate correspondence
points those points defined by homograph
words which occur with the same frequency
within the parallel text segment;
4. Filter out extreme points using the Histo-
gram technique;
5. Filter out points which lie outside the con-
fidence bands of the linear regression line;
6. For each sub-segment defined by two con-
secutive points, repeat steps 3 to 6.
4 Translation Equivalents
In order to extract the word translation equiva-
lents from the aligned parallel texts, we used the
likelihood similarity measure (Ted Dunning
1994). This measure has already been used for
this purpose by Philippe Langlais & Marc El-
Bèze (1999) for the extraction of English–
French word translation equivalents and
provides a good alternative to the sparse data
good alternative to the sparse data problem of
the specific mutual information.
We start by building a contingency table, like
Table 2, for each pair of Portuguese–Spanish
words. The table stores the number of aligned
segments that contain (a) both words (Comissão
and Comisión), (b) the Portuguese word but not
the Spanish word, (c) the Spanish word but not
the Portuguese word and (d) neither word:
Table 2: Contingency table for the pair Comissão–
Comisión. n is the number of segments. The Portu-
guese word occurs in 23 segments and the Spanish
word occurs in 25. Both words co-occur 16 times.
n: 1671 Comisión (25) × Comisión
Comissão (23) (a) 16 (b) 7
× Comissão (c) 9 (d) 1639
From these tables, we calculate the loglike
similarity measure for each pair of words and
select the best ranked pair as the translation
(Ted Dunning 1993, p. 71):
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5 Evaluation
Table 3: Sample of Portuguese–Spanish word
translation equivalents. f(pt,es) is the number of
times both words co-occur in aligned segments.
f(pt) and f(es) are the frequencies of the Portuguese
and Spanish words, respectively.
pt es f(pt,es) f(pt) f(es) loglike
de de 149 188 282 268,1
artigo artículo 32 35 35 137,8
Regulamento Reglamento 30 36 41 110,3
zairense zaireño 23 25 25 107,4
acordo Acuerdo 35 56 55 104,5
Reino Reino 16 20 20 70,3
não no 19 40 34 60,0
Comissão Comisión 16 23 25 59,9
repartição reparto 10 11 10 57,8
Abril abril 6 6 6 39,8
Even though the alignment process may in-
troduce some misalignments, the similarity
measure provided a good set of translation
equivalents (see Table 3).
The algorithm could find 91 correct equiva-
lents out of the 100 best ranked pairs. The incor-
rect equivalents were mainly “near misses”, i.e.
words which belonged to collocations which are
not being taken into account in this work (e.g.
Membros and Estados as in the Portuguese col-
location Estados-Membros (‘member states’)
and the Spanish collocation Estados miembros).
The following table summarises the precision
values:
Table 4: Translation equivalents precision values
for a sample text.
Sample # Equivalents(% of total)
Precision
(wrong equivalents)
best 100 100 (8%) 91% (9)
best 500 500 (40%) 63% (187)
frequency   55 (4%) 82% (10)
frequency  93 (7%) 85% (14)
frequency 
	 341 (27%) 69% (106)
all 1247 (100%) 66% (427)
We expect low precision percentages (around
65%) to rise as collocations are extracted from
the parallel texts. However, in the present form,
the best 100 offer the most reliable translation
equivalents.
6 Conclusions
In this paper we have presented a method to ex-
tract word translation equivalents from Portu-
guese–Spanish parallel texts aligned with a
purely statistics based alignment algorithm. This
algorithm selects correspondence points gener-
ated from homographs with equal frequencies in
parallel text segments.
Confidence bands of linear regression lines
help us to identify reliable correspondence points
without using empirically found or statistically
unsupported heuristics. The filtering of candi-
date correspondence points we presented in this
paper is purely statistical and does not recur to
heuristics as in previous work. Also, the align-
ment is not restricted to sentence or paragraph
level for which clearly delimited boundaries
markers would be needed. It is made at whatever
segment size as long as there are reliable corre-
spondence points. This means that it can result
at paragraph, sentence, phrase, term or even
word level.
Moreover, the alignment methodology does
not depend on the way candidate correspondence
points are generated, i.e. although we used
homographs with equal frequencies in parallel
texts segments, we could have also bootstrapped
the process using a small bilingual lexicon to
identify equivalents of words or expressions
(Dekai Wu 1994; Pascale Fung & Kathleen
McKeown 1997; Melamed 1999). This is a par-
ticularly good strategy when it comes to distant
languages like English and Chinese where the
number of homographs is reduced. Aligning lan-
guages with such different alphabets requires
automatic methods to identify equivalents as
Pascale Fung & Kathleen McKeown (1997) pre-
sented, increasing the number of candidate cor-
respondence points at the beginning.
As the alignment algorithm is not restricted
to paragraphs or sentences, 100% alignment
precision may be degraded by language specific
term order policies in small segments as Philippe
Langlais & Marc El-Bèze (1999) remark. The
method is language and character-set independ-
ent (see António Ribeiro et al. 2000b, for a
Portuguese–Chinese case study) and does not
assume any a priori language knowledge
(namely, small bilingual lexicons), text tagging,
well defined sentence or paragraph boundaries
nor one-to-one translation of sentences.
The translation equivalents extraction method
uses the likelihood similarity measure which has
already been used in previous work and the best
100 ranked pairs have a precision above 90%.
This is quite good a value if we bear in mind
how simple the candidate correspondence points
fed into the alignment algorithm are.
7 Future Work
We plan to re-feed the alignment algorithm with
the best ranked equivalent translations so that
more candidate correspondence points may be
used for text alignment. Moreover, we will deal
with multiword units using a methodology de-
scribed in Joaquim da Silva et al. (1999) in or-
der to extract collocations and their translations.
Although inversions in sentence structures
caused some misalignments problems, the bilin-
gual lexicon we got in the end still has a high
precision: 91 of the 100 best ranked translation
equivalents pairs are correct. This is leading us
to analyse them more carefully in order to im-
prove the alignment precision. We will also use
other similarity measures to extract translation
equivalents in order to test their effects.
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