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ABSTRACT 
Although Augmented Reality technology was first developed 
over forty years ago, there has been little survey work giving an 
overview of recent research in the field. This paper reviews the ten-
year development of the work presented at the ISMAR conference 
and its predecessors with a particular focus on tracking, interaction 
and display research. It provides a roadmap for future augmented 
reality research which will be of great value to this relatively young 
field, and also for helping researchers decide which topics should 
be explored when they are beginning their own studies in the area.  
 
CR Categories and Subject Descriptors: H5.1. [Information 
System]: Multimedia information systems—Artificial, augmented, 
and virtual realities 
Additional Keywords: Augmented reality, tracking, interaction, 
calibration and registration, AR application, AR display 
1 INTRODUCTION 
Augmented Reality (AR) is a technology which allows computer 
generated virtual imagery to exactly overlay physical objects in 
real time.  Unlike virtual reality (VR), where the user is completely 
immersed in a virtual environment, AR allows the user to interact 
with the virtual images using real objects in a seamless way. Azu-
ma [3] provides a commonly accepted definition of AR as a tech-
nology which (1) combines real and virtual imagery, (2) is interac-
tive in real time, and (3) registers the virtual imagery with the real 
world. As such there are many possible domains that could benefit 
from the use of AR technology such as engineering, entertainment 
and education.  
    The first AR interface was developed by Sutherland in the 
1960’s [86] but it has been only 10 years since the first AR confe-
rence was held; the International Workshop on Augmented Reali-
ty ’98 (IWAR 98) in San Francisco, October 1998. This paper re-
views the decade of research presented since then at the ISMAR 
(International Symposium on Mixed and Augmented Reality) con-
ferences, and the earlier IWAR, International Symposium on 
Mixed Reality (ISMR) and International Symposium on Aug-
mented Reality (ISAR) conferences. Naturally, these conferences 
are not the only venue for presenting AR research. However, they 
are the premier conferences for the AR field and so tracking re-
search trends through them provide an interesting history of the 
evolution of AR research and helps identify areas for future re-
search. Broader surveys of the AR field as a whole can be found in 
the original 1997 work of Azuma et al. [3] and the more recent 
2001 Azuma et al. [4] article. 
     In the rest of the paper, we first present several research topics 
presented at these conferences. Next, we provide a comprehensive 
review of the number of AR papers published in each of these topic 
areas. Then, in Sections 5, 6 and 7 respectively, we focus specifi-
cally on the important topics of AR tracking, interaction and dis-
play technology, discussing research developments, the main prob-
lems explored in the field and current and future AR research di-
rections. We come to conclude in Section 8.  
2 METHOD 
The main method used in this research is to review previously 
published conference papers and other related material from the 
conference proceedings of ISMAR’02 to ISMAR’07 and its fore-
runner events, IWAR’98, IWAR’99, ISMR ’99, ISMR ’01, 
ISAR’00, and ISAR ’01. There are 276 full and short papers con-
tained in these proceedings, providing an interesting snapshot of 
emerging research trends in AR/MR over the last ten years. We 
exclude posters which are typically shorter and not normally re-
viewed as rigorously.  
Our analysis of the collected research was specifically guided by 
the following three questions. (1) Which areas have been explored 
in AR? (2) What are the developments and key problems in these 
areas? And (3) what are important future trends for AR research? 
In addition to analyzing paper topics, we also measured their rel-
ative impact by calculating the citation rate of the papers. This was 
found by taking the total number of citations as reported on Google 
Scholar, and dividing by number of years since publication. There 
are issues with the absolute accuracy of citation data from Google 
Scholar, such as reporting citations from non-scholarly sources, but 
it at least provides some indication about the relative importance of 
the papers. For example, searching for the term “Augmented Reali-
ty” on Google Scholar finds that there are 56 papers from 1998 to 
2007 with an average citation rate of more than 10 citations per 
year. Of these, 15 were from the target conferences, showing that 
approximately 27% of the most cited AR papers from 1998 to 2007 
came from the ISMAR conference and its predecessors. This per-
centage is increasing, demonstrating a growing influence of the 
ISMAR conference; considering just the papers published from 
1998-2002, there are 9 papers from 36 or 25% of all the most cited 
AR papers. However, considering work from 2003, there are 20 
papers which have an average of 10 citations per year or more, 
35% of which were presented at the ISMAR conference. 
3 AR RESEARCH TOPICS  
From our own research experience and by studying the existing 
technology surveys [3][4], it is clear that to provide an effective 
AR experience there are a number of factors that must be devel-
oped, including: 
(a) Graphics rendering hardware and software that can create the 
virtual content for overlaying the real world 
(b) Tracking techniques so that the changes in the viewer’s posi-
tion can be properly reflected in the rendered graphics 
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 (c) Tracker calibration and registration tools for precisely align-
ing the real and virtual views when the user view is fixed  
(d) Display hardware for merging virtual images with views of 
the real world 
(e) Computer processing hardware for running AR simulation 
code and supporting input and output devices 
(f) Interaction techniques specifying how the user can manipu-
late the AR virtual content. 
In addition there are a number of secondary topics that may be 
important depending on the AR application being explored, such as 
usability evaluation, mobile/wearable systems, AR authoring tools, 
visualization techniques, multimodal AR input, and novel render-
ing methods, software architecture, etc. 
Developing complete AR applications typically involve system 
integration of hardware, software and techniques from topics (a) – 
(f). However, researchers will typically focus on one or more of 
these topics to explore them in more depth. In the next section we 
show how the conference papers cover these research areas. 
4 RESULTS OF REVIEW OF ISMAR PROCEEDINGS 
During the evolution of AR, a variety of related research topics 
have been developed and discussed extensively. In our work, we 
grouped past AR research into the eleven categories shown in Ta-
ble 1 below. These categories are based on the key topics described 
in the previous section. This table shows the number of papers 
published in ISMAR, ISMR, ISAR and IWAR in each of these 
categories over time, and the final total percentage break down of 
the papers. Note that some papers discuss several topics and are not 
limited to one category.  
From this total set of papers it is apparent that the papers pub-
lished can be broken down into two groups. The first group con-
tains the five main research areas of: 
(1) Tracking techniques (20.1%, i.e. 63/313)  
(2) Interaction techniques (14.7%) 
(3) Calibration and registration (14.1%) 
(4) AR applications (14.4%) 
(5) Display techniques (11.8%) 
These are the five topics that papers are published on most fre-
quently, which is interesting because they are also the core AR 
technology areas needed to deliver an AR application. The second 
group of topics reflects more emerging research interests, including:  
(6) Evaluation/testing (5.8%);  
(7) Mobile/wearable AR (6.1%);  
(8) AR authoring (3.8%);  
(9) Visualization (4.8%);  
(10) Multimodal AR (2.6%);  
(11) Rendering (1.9%). 
These results largely match the citation rate of most heavily cited 
papers presented in these conferences. We considered all IS-
MAR/ISAR/ISMR/IWAR papers with an average citation rate of 
5.0 or more per year. Table 2 shows the proportion of papers in 
these areas with a citation rate of 5.0 or better. As can be seen, the 
percentage of citations of the most popular papers from each of 
these areas matches the overall publication rate, except for the 
cases of Display, Evaluation and Authoring. For example, even 
though authoring papers make up only 3.8% of the total papers 
published they make up 11.5% of the most cited papers, showing 
that there are a small number of well regarded papers. Conversely, 
display papers make up almost 12% of the papers, but only 6 % of 
the most cited papers.  
These results largely match the citation rate of most heavily cited 
papers presented in these conferences. We considered all IS-
MAR/ISAR/ISMR/IWAR papers with an average citation rate of 
5.0 or more per year. Table 2 shows the proportion of papers in 
these areas with a citation of 5.0 or better. As can be seen, the per-
centage of citations of the most popular papers from each of these 
areas matches the overall publication rate, except for the cases of 
Display, Evaluation and Authoring. For example, even though 
authoring papers make up only 3.8% of the total papers published 
they make up 11.5% of the most cited papers, showing that there 
are a small number of well regarded papers. Conversely, display 
papers make up almost 12% of the papers, but only 6 % of the most 
cited papers. 
Table 1 Papers in the literature set  
 
Year 98 99 00 01 02 03 04 05 06 07   
Category           To-
tal
% 
Tracking 6 6 2 7 7 5 9 5 8 9 63 20.1 
Interaction 2 9 2 6 3 1 3 8 9 7 46 14.7 
Calibration 5 6 4 5 6 3 2 1 3 6 44 14.1 
AR App. 6 7 2 9 5 8 2 2 1 4 45 14.4 
Display 0 4 5 7 2 3 3 4 1 8 37 11.8 
Evalua-
tions
0 4 1 3 2 2 0 3 5 4 18 5.8 
Mobile AR 1 0 1 1 0 1 1 1 3 4 19 6.1 
Authoring 0 0 0 1 2 3 3 2 0 1 12 3.8 
Visualiza-
tion
0 0 0 2 1 3 0 2 3 5 15 4.8 
Multimodal
AR
0 2 0 0 0 0 1 0 3 2 8 2.6 
Rendering 0 2 1 2 0 1 0 0 0 0 6 1.9 
Total 20 40 18 43 28 30 24 28 35 47 313 100 
 
We also explored research trends over time. From Table 1, for 
tracking and display papers there have been no trends emerging in 
the proportion of papers in these areas published in the conferences 
over the last 10 years. However, it appears that the proportions of 
calibration and application papers are decreasing over time, while 
the proportion of the interaction papers is increasing, perhaps re-
flecting the growing maturity of the field. There are also a number 
of areas (Visualization, Multimodal AR, and Authoring) in which 
there were no publications at the early conferences, but which have 
more recent research.  
 
Table 2 Proportion of Highly Cited Papers  
 
Topics % Papers % Citations 
Tracking 20.1 32.1% 
Interaction 14.7 12.5% 
Calibration 14.1 12.5% 
AR App. 14.4 12.5% 
Display 11.8 5.4% 
Evaluations 5.8 1.8% 
Mobile AR 6.1 7.1% 
Authoring 3.8 8.9% 
Visualization 4.8 5.4% 
Multimodal 2.6 0.0% 
Rendering 1.9 1.8% 
 
   Three key findings can be found from analyzing the literature set. 
First, the majority of papers have been published and in the core 
AR technology areas (topics 1 to 5), with tracking papers being the 
largest group of papers published, and the most influential (highest 
proportion of heavily cited papers). This is not surprising since 
tracking is one of the fundamental enabling technologies for AR, 
and is still an unsolved problem with many fertile areas for re-
search. Second, papers on interaction techniques, mobile AR, and 
multimodal AR are becoming more popular. This reflects a change 
in research from exploring fundamental technologies to applying 
those technologies in real world applications Third, some periph-
eral topics, like visualization and authoring are underrated since 
they have far fewer papers presented compared to other topics. 
 5 THE DEVELOPMENT OF AR RESEARCH TOPICS 
As can be seen from the previous section, the research and pub-
lication areas of ISMAR have developed over time, both in the 
number of publications in each area, and in the research topics 
covered by these publications. In the remainder of this paper we 
focus specifically on the topics of Tracking, Interaction, and Dis-
play and how the research presented has developed in these areas. 
We chose to focus on these topics because they are some of the 
ISMAR/ISAR/ISMR/IWAR AR research areas which are the most 
mature and have shown the greatest development.  
5.1 Tracking Techniques 
In ten-year development of the ISMAR/ISAR/ISMR and IWAR 
conferences, tracking has been the most popular topic for research. 
The most cited paper is a tracking paper [42] with over 50 citations 
per year since publication and five of the top ten ISMAR papers 
with the highest citation rates are tracking papers. This is probably 
because it is one of the fundamental enabling technologies for AR 
(along with display and graphics). In this section we review the 
evolution of tracking research presented at ISMAR, focusing on 
sensor-based, vision-based, and hybrid tracking techniques.   
5.1.1 Sensor-Based Tracking Techniques 
Sensor-based tracking techniques are based on sensors such as 
magnetic, acoustic, inertial, optical and/or mechanical sensors. 
They all have their respective advantages and disadvantages. For 
example, magnetic sensors have a high update rate and are light, 
but they can be distorted by any nearby metallic substance that dis-
turbs the magnetic field. See [73] for a good review of sensor-
based tracking. 
    Sensor tracking technologies were well developed by the time of 
the first IWAR 98 conference, in part due to their use in virtual 
reality research. Thus in these conferences there have been very 
little research published on tracking using only non-camera based 
sensors. One of the exceptions is the work of Newman et al. [57] 
showing how ultrasonic sensors can be used to provide wide area 
indoor tracking. Researchers are also exploring how to combine 
different types of sensors to provide robust tracking with dynamic 
sensor hand over between tracking technologies. For example, 
Klinker et al. [50] describe combining body worn local tracking 
systems with fixed global tracking sensors. More recently, New-
man et al. [56] extend this concept to larger networks of sensors 
which support ubiquitous tracking and dynamic data fusion.   
5.1.2 Vision-Based Tracking Techniques 
Sensor-based tracking systems are analogous to open loop sys-
tems whose output is perceived to have error. Vision-based track-
ing techniques can use image processing methods to calculate the 
camera pose relative to real world objects and so are analogous to 
closed loop systems which correct errors dynamically [6]. This is 
the most active area of tracking research in ISMAR with over 80% 
of past tracking papers describing computer vision methods. 
In computer vision, most of the available tracking techniques can 
be divided into two classes: feature-based and model-based [66]. 
The rationale underlying feature-based methods is to find a corres-
pondence between 2D image features and their 3D world frame 
coordinates. The camera pose can then be found from projecting 
the 3D coordinates of the feature into the observed 2D image coor-
dinates and minimizing the distance to their corresponding 2D 
features [96].  
Early computer vision papers at IWAR described marker track-
ing methods that could be used to calculate camera pose in real 
time from artificial markers. The popular ARToolKit library [42] 
was first presented at IWAR ’99, while other papers described 
efficient methods for line finding [84] or minimizing marker track-
er errors [18]. For example, Stricker et al. [84] describe a method 
for finding the 3D coordinates of the 4 corners of a square marker, 
while Park et al. [62] describe an algorithm for calculating camera 
pose from known features.  
Although square markers were the dominant techniques used in 
these early conference papers, they were not introduced first at 
IWAR. Rekimoto [71] had previous shown the key approach of 
combining pattern recognition and pose calculation in earlier work 
published elsewhere. By 2002 marker based tracking had been so 
thoroughly researched that Zhang et al. [97] were able to produce a 
paper comparing several leading approaches. After this date, there 
were no new general marker based systems presented, although 
some researchers explored tracking from LEDs [55]. 
Other researchers explored tracking from non-square visual 
markers. Cho [17] used ring shaped fiducial markers while Vogt et 
al. [89] designed circular shaped marker clusters with various parame-
ters, i.e., number of markers, height, and radius with single camera 
tracking from its topology. Naimark and Foxlin [54] proposed a 
circular 2D bar-coded fiducial system for vision-inertial tracking. It 
offered a high information density and sub-pixel accuracy of cen-
troid location.  
Rather than using fiducial markers, camera pose can also be de-
termined from naturally occurring features, such as points, lines, 
edges or textures. This research direction was also explored from 
the first AR conference with Park et al. [63] presenting a paper at 
IWAR 98 showing how natural features can be used to extend 
tracking beyond artificial features. After calculating camera pose 
from known visual features, their system dynamically acquired 
additional natural features and used them to continuous update the 
pose calculation. In this way they could provide robust tracking 
even when the original fiducials were no longer in view.  
Since that time a range of different nature feature techniques 
have been applied to AR such as [18][68] and [88] (these features 
are often used to construct models, see below). This has been the 
most active area of computer vision tracking research. Of the 12 
vision tracking papers with the highest citation rate, 6 present natu-
ral feature tracking methods, and only 3 present maker based ap-
proaches. 
The most recent trend in computer vision tracking techniques 
presented at ISMAR is model-based tracking methods. These are 
techniques that explicitly use a model of the features of tracked 
objects such as a CAD model or 2D template of the object based on 
the distinguishable features. The first model based result presented 
at ISMAR was the work of Comport et al. [18] in 2003 who used a 
visual serving approach adapted from robotics to calculate cam-era 
pose from a range of model features (lines, circles, cylinders and 
spheres). They found that that knowledge about the scene im-
proved tracking robustness and performance by being able to pre-
dict hidden movement of the object and reduce the effects of out-
lier data. Since that time model based tracking has quickly become 
one of the dominant vision methods presented at ISMAR. 
Model-based trackers usually construct their models based on 
lines or edges in the model. Edges are the most frequently used 
features as they are computationally efficient to find and robust to 
changes in lighting. A popular approach is to look for strong gra-
dients in the image around a first estimation of the object pose, 
without explicitly extracting the contours [27]. Comport et al. [18] 
used a CAD model which was created by hand and a piecewise 
parametric representation of complex objects such as straight lines, 
spheres, and cylinders. Wuest et al. [96] presented a real time mod-
el-based tracking approach where an adaptive system was adopted 
to improve the robustness and efficiency.  
Texture is another useful feature for constructing models. Reit-
mayr and Drummond [68] presented a textured 3D model-based 
hybrid tracking system combined with edge information, dynami-
cally determined at runtime by performing edge detection. Vac-
chetti et al. [88] combined edge information and feature points 
which let the tracker handle both textured and untextured objects, 
 and was more stable and less prone to drift. Likewise, Pressigout 
and Marchand [66] proposed a model-based hybrid monocular 
vision system, combining edge extraction and texture analysis to 
obtain a more robust and accurate pose computation.  
As can be seen, computer vision-based tracking papers presented 
at ISMAR and earlier conferences began by exploring marker 
based methods and quickly moved from this to natural feature and 
model-based techniques. 
5.1.3 Hybrid Tracking Techniques 
For some AR applications computer vision alone cannot pro-
vide a robust tracking solution and so hybrid methods have been 
developed which combine several sensing technologies. For exam-
ple, Azuma et al. [5] proposed that developing AR systems that 
work outdoors required a tracking system based on GPS, inertial 
and computer vision sensing.  
In the early stages of ISMAR, hybrid methods usually relied on 
markers [2][41], with some exceptions (e.g. [24]). Later there was 
a growing consensus to combine inertial and computer vision tech-
nologies to provide closed-loop-type tracking. Vision-based track-
ing [51] has low jitter and no drift, but it is slow, and outliers can 
occur. Furthermore, drastic motions often lead to tracking failure 
and recovery is time-consuming with a temporary loss of real-time 
tracking abilities. Compared to vision-based tracking methods, 
inertial tracking offers attractive complementary features [51][65]. 
It is fast and robust and can be used for motion prediction when 
rapid changes occur. Moreover, object pose can be recovered based 
on measurements of acceleration and rotational speed, but inertial 
trackers tend to drift due to noise accumulation.  
Klein and Drummond [48] presented a hybrid visual tracking 
system, based on a CAD model of edge and a serving system. It 
uses rate gyroscopes to track the rapid camera rotations. In [26] 
hybrid optical and inertial tracker that used miniature MEMS (Mi-
cro Electro-Mechanical Systems) sensors was developed for cock-
pit helmet tracking. The drift differential of the inertial tracking 
was corrected with tilt sensors and a compass. Another two papers 
[75][76] described hybrid head tracking using a bird eye’s view 
and a gyroscope which reduced the number of parameters to be 
estimated. Reitmayr and Drummond [68] presented a model-based 
hybrid tracking outdoor system. Bleser et al. [14] presented a hybr-
id approach combining SFM (structure from motion), SLAM (Si-
multaneous Localisation and Mapping) and model-based tracking. 
A CAD model was first used for initialization and then 3D struc-
ture was recovered during the tracking allowing the camera to 
move away and explore unknown parts of the scene.  
5.2 Interaction Techniques and User Interfaces 
While it may be some time before AR technology becomes ma-
ture, there are many issues, both technical and social, that should 
be pursued in the meantime. One of the important aspects is creat-
ing appropriate interaction techniques for AR applications that 
allow end users to interact with virtual content in an intuitive way.   
5.2.1 Tangible AR  
AR bridges the real and virtual world and so objects in the real 
world can be used as AR interface elements, and their physical 
manipulation can provide a very intuitive way to interact with the 
virtual content. Previously Ishii developed the concept of tangible 
user interfaces (TUIs), which are interfaces where users can mani-
pulate digital information with physical objects [40]. Tangible 
interfaces are powerful because the physical objects used have 
familiar properties, physical constraints, and affordances, making 
them easy to use. (Affordance refers to the actionable properties 
which suggests how the object should be used [30][60]). This same 
TUI metaphor can be applied to AR interfaces where the intuitive-
ness of the physical input devices can be combined with the en-
hanced display possibilities provided by virtual image overlays. 
This new interaction metaphor is known as Tangible Augmented 
Reality and since its introduction at ISAR 2000 has become one of 
the most frequently used AR input methods [43]. 
A good example of the power of Tangible AR interfaces was 
shown in the VOMAR application developed by Kato et al. [43]. In 
this case a person uses a real paddle to select and arrange virtual 
furniture in an AR living room design application. Paddle motions 
are mapped to gesture based commands, such as tilting the paddle 
to place a virtual model in the scene and hitting a model to delete it. 
The intuitive mapping of application commands to the physical 
affordances of the paddle enable users to easily create 3D virtual 
scenes with no prior experience with AR technology.  
Other researchers have provided more recent examples of the 
power of tangible AR techniques. For example, Reitmayr et al. [67 
combined the physical and tangible qualities of real maps with the 
possibilities of dynamic and selective visualization of digital media. 
A set of devices were used to interact with information referenced 
by locations on the map. A rectangular image browser interface 
allowed users to access to images that were related to places. A 
second interaction device provided control over entities referenced 
to at map locations, and pushed distributed user interfaces onto 
remote devices such as PDA. The universal media book [32] is a 
mixed-reality interface for accessing information that combined 
projected information and a physical book that acted as the display 
surface. The book pages were not marked with fiducials so the 
users experience in interacting with data in a tactile or visually 
stimulating way was very natural.  
One challenge of Tangible AR interfaces is to show users how to 
map the motions of the real objects to commands. White et al. [95] 
provide a nice solution by presenting AR visual hints on the real 
object showing how it should be moved to initiate commands. In 
this way they provide graphical representations for potential ac-
tions and their consequences in the augmented physical world.  
Tangible AR interaction naturally leads to combining real object 
input with gesture and voice interaction, which often leads to mul-
timodal interfaces. Hand gesture recognition is one of the most 
natural ways to interact with an AR environment [52]. A finger 
tracker was presented in [20] that allowed gestural interaction. 
Malik et al. [52] proposed a method for detecting a hand on top of 
a vision-based tracking pattern and to render the hand over the 
attached virtual object. Their method was robust against partial oc-
clusions of the patterns. Irawati et al. [39] showed an extension of 
Kato’s VOMAR interface that fused speech with paddle-based 
gesture input using time-based and semantic techniques. The over-
all goal of these new interaction techniques is to enable manipulat-
ing AR content to be as easy as interacting with real objects. 
5.2.2 Collaborative AR  
Although single user AR applications were studied for decades it 
was not until the mid-nineties that the first collaborative AR appli-
cations were developed. The Studiersube [78] and Shared Space 
projects [9] showed that AR can support remote and co-located 
activities in ways that would otherwise be impossible [72]. Since 
that time there have been a number of excellent examples of colla-
borative AR interfaces presented at the ISMAR/ISAR/IWAR and 
ISMR conferences.  
For co-located collaboration, AR can be used to enhance a 
shared physical workspace and create an interface for 3D CSCW 
[8]. In testing with the Shared Space application, users found the 
interface very intuitive and conducive to real world collaboration, 
because unlike other interfaces, the groupware support can be kept 
simple and mostly left to social protocols [8].  
More recently researchers have begun exploring how mobile AR 
platforms can be used to enhance face-to-face collaboration. Reit-
mayr and Schmalstieg [70] used wearable computers to enable 
shared object viewing and game play in the same physical space. 
 The Inivisible Train project allowed up to 8 users to play an AR 
train game together on PDAs [90] and Henrysson et al. [33] dem-
onstrated the first face-to- face collaborative AR application on 
mobile phones —AR Tennis. In AR Tennis two players pointed 
their camera phones at ARToolKit markers and saw a virtual tennis 
court model superimposed over the real world. They could then 
move their phones to hit a virtual ball to each other, hearing a 
sound and feeling a vibration when the virtual ball hits the real 
phone. A small pilot user study found that users preferred AR gam-
ing over non AR face to face gaming and that multi-sensory feed-
back enhanced the game playing experience.  
   For remote collaboration, AR is able to seamlessly integrate mul-
tiple users with display devices in multiple contexts, enhancing 
telepresence. For example, an AR conferencing system was devel-
oped [42] that allowed virtual images of remote collaborators to be 
overlaid on multiple users’ real environments. Its virtual video 
windows and users’ eye point were placed properly to support 
spatial and gaze cues for natural collaboration. Stafford et al. [81] 
proposed a new interaction metaphor—godlike interaction that 
used full 3D capture and reconstruction to facilitate communication 
of situational and navigational information between indoor users 
equipped with tabletop displays, and outdoor users equipped with 
mobile AR systems. The outdoor AR view showed the indoor us-
er’s hand appearing from the sky, and pointed to a location in the 
distance like a God-like interaction. 
    Although there have been a number of collaborate AR proto-
types created, few of them have been evaluated in formal user stu-
dies. Kiyokawa et al. [46] provide a good example of how to con-
duct a user study of a collaborative interface. In this case they ex-
plored how different AR display affordances may change the na-
ture of the collaboration and how the location of the AR task space 
affects verbal and non-verbal communication behaviours  
5.2.3 Hybrid AR Interface 
A hybrid user interface combines a variety of different, but com-
plementary interfaces [15]. Thus a flexible infrastructure for hybrid 
user interfaces should automatically accommodate a changing set 
of input and output devices and the interaction techniques which 
use them. As a result, the operations the system supports will be 
more than conventional ones and can even be extended to allow 
users to specify new operations at run time.  
Butz et al. [15] described a prototype of the hybrid interface 
EMMIE in which a shared 3D environment manager was distrib-
uted across a heterogeneous set of computers, displays, and devices, 
complementing each other and supporting general information 
exchange mechanisms between the different displays. Likewise, 
Sandor et al. [74] configured a hybrid user interface where an AR 
overlay was presented on a head-tracked, see-through, head-worn 
display providing overlaid visual and auditory feedback. Their AR 
system could then be used to help support end users in assigning 
physical interaction devices to operations and virtual objects on 
which to perform those operations, and in documenting these map-
pings as the user interacts with the system. Benko et al. [7] pre-
sented the VITA collaborative mixed reality system for ar-
chaeological excavation where see-through HMDs were combined 
with a multi-user, multi-touch, projected table surface, a large 
screen display, and a tracked hand-held display. Users could use a 
tracked glove, speech commands, and the multi-touch sensitive 
surface to interact multimodally with the system and collaborate by 
jointly navigating, searching, and viewing data.  
5.3 Display Techniques 
Analyzing the conference proceedings, the display technologies 
mainly focus on three types: see-through head-mounted displays, 
projection-based displays and handheld displays.  
5.3.1 See-through HMDs 
See-through HMDs are mostly employed to allow the user to see 
the real world with virtual objects superimposed on it by optical or 
video technologies. They may be fundamentally divided into two 
categories: optical see-through (OST) and video see-through (VST) 
HMDs. Optical see-through displays are those that allow the user 
to see the real world with their natural eyes and which overlay 
graphics onto the users view by using a holographic optical ele-
ment, half silvered mirror or similar technology. The main advan-
tage of OST displays is that they offer a superior view of the real 
world including a natural, instantaneous view of the real scene, 
seamlessness (strictly speaking, zero-parallax, as most (but not all) 
of what are available today have some sort of frame surrounding 
the optics) between aided and periphery views as well as simple 
and lightweight structures. Video see through displays are those in 
which the user has a video view of the real world with graphics 
overlaid on it.  The advantages of VST HMDs include consistency 
between real and synthetic views, and availability of a variety of 
image processing techniques like correction of intensity and tint, 
blending ratio control [44]. Thus, VST displays can handle occlu-
sion problems more easily compared to OST displays due to vari-
ous image processing techniques.  
At the ISMAR conference, researchers use both OST HMDs 
[10][45][47][61] and VST HMDs [82]. For OST HMDs, one of the 
main challenges is the generation of correct occlusion effects be-
tween virtual and real objects [3]. Kiyokawa et al. [47] first pre-
sented a novel optics design for OST displays (ELMO-1) that can 
present mutual occlusion of real and virtual environments. Later 
they showed another occlusion-capable OST HMD (ELMO-4) for 
supporting co-located collaboration [47]. Compared to their pre-
vious work, ELMO-4 was greatly improved in terms of its contrast, 
resolution, pixel quality, effective FOV, and response time, etc.  
Bimber and Fröhlich [10] showed a method that produced cor-
rect occlusion effects by projecting shadows onto real objects lo-
cated behind virtual ones using projector-based illumination. Olwal 
et al. [61] presented a novel auto-stereoscopic OST system, where 
a transparent holographic optical element (HOE) was used to sepa-
rate the views from two digital projectors. The HOE can be incor-
porated into other surfaces and users needn’t wear special glasses. 
Thus it provided minimal intrusiveness and great flexibility.  
For VST HMD, State et al. [82] built one with zero eye-offset 
from commercial components and a mount fabricated via rapid 
prototyping. The orthoscopic HMD’s layout was created and op-
timized with a software simulator. Using simulation and rapid pro-
totyping, one can quickly design and build a parallax-free, orthos-
copic VST HMD suitable for demanding medical AR work. This 
device is likely the most sophisticated VST HMD ever constructed.  
Head-mounted projective displays (HMPD) [36] are an alterna-
tive to HMDs. They typically use a pair of miniature projectors 
mounted on the head that project images onto retro-reflective ma-
terial in the environment which is then reflected into the users eyes.  
The main advantages of HMPDs compared to HMDs is that they 
can support a  large field of view (up to 90°), allow easier correc-
tions of optical distortions, and provides the ability to project un-
distorted images onto curved surfaces. However, light from the 
HMPD needs to pass through the display optics several times 
which can cause a reduction in image brightness. Outside of IS-
MAR, the idea of HMPDs was first presented by [25]; other related 
work can be referred to in [37]. 
5.3.2 Projection-Based Displays 
A projection-based display is a good option for applications that 
do not require several users to wear anything, providing minimal 
intrusiveness. There are a variety of projection-based display tech-
niques proposed for displaying graphical information directly on 
real objects or even daily surfaces in everyday life. Bimber and 
Fröhlich [10] presented projector illumination techniques for creat-
 ing correct occlusion effects with view-dependent OST displays. In 
this way, they combined the merits of projectors and OST displays. 
Bimber et al. [13] showed a view-dependent stereoscopic visualiza-
tion on ordinary surfaces, enabled by four main components: geo-
metric warping, radiometric compensation, multi-focal projection 
and multi-projector contributions.  
Many researchers have seen possibilities from the fact that video 
projectors and cameras can be operated simultaneously [11][19], 
although conflicting lighting requirements made such systems very 
difficult to realize. For example, Bimber et al. [11] used video pro-
jectors and cameras to create a consistent illumination between real 
and virtual objects inside the Virtual Showcase. Cotting et al. [19] 
introduced a method to imperceptibly embed arbitrary binary pat-
terns into ordinary color images for simultaneous acquisition and 
display, though their system lacked scalability and a working ste-
reo projection. Ehnes et al. [22] extended the earlier work of Pin-
hanez [64] on using video projection to display virtual images on 
real objects directly. Unlike Pinhanez’s work they combined video 
tracking technologies for tracking real object motion and keeping 
the augmented image on the object while it was moving.  
5.3.3 Handheld Displays 
Handheld displays are a good alternative to HMD and HMPD 
systems for AR applications, particularly because they are mini-
mally intrusive, socially acceptable, readily available and highly 
mobile. Currently, there are several types of handheld devices 
which can be used for a mobile AR platform: Tablet PCs, UMPCS, 
and phones (cell phones, smart phones and PDAs). Most of rela-
tively early wearable prototypes, like “Touring Machine” [24] and 
MARS [35], were based on tablet PCs, notebooks or custom PC 
hardware, and usually had hardware in a large and heavy backpack. 
They provided greater computational power and input options than 
PDAs or phones, but were bulky and considerably more expensive.  
Möhring et al. [53] presented the first self-contained AR system 
running on a consumer cell phone. It supported optical tracking of 
passive paper markers and correct integration of 2D/3D graphics 
into the live video-stream at interactive rates. However, the draw-
backs were low video stream resolution, simple graphics and 
memory capabilities, as well as a slow processor. Compared to cell 
phones, PDAs have bigger screens and faster processors. The AR-
PDA setup [28] consisted of a PDA and a camera. The PDA was 
connected to an AR-server using WLAN and sent a video stream to 
the server for markerless tracking and rendering. However, this 
thin-client approach requires a dedicated server infrastructure and 
limited mobility. Recent smart phones, with integrated cameras, 
GPS, and fast processors and dedicated graphics hardware will be 
more preferred.  
Wagner et al. [91] ported the ARToolKit tracking library to the 
Pocket PC and developed the first self-contained PDA AR appli-
cation. They also developed a library called Klimt for computer 
graphics researchers that wrapped an underlying OpenGL ES im-
plementation and added the most important missing OpenGL and 
WGL features [92].  
At ISMAR, there have been a number of handheld AR applica-
tions presented, such as the AR-Kanji collaborative game [93] 
which allows people to use a handheld AR system for teaching 
Japanese Kanji characters. Schmalstieg and Wagner [79] present a 
framework for the development of handheld (e.g. smartphones with 
Windows CE) Augmented Reality, Studierstube ES. A client-
server architecture for multi-user applications, and a game engine 
for location based museum games is constructed based on this 
platform.   
6 LIMITATIONS OF AR 
Despite the considerable advances made in each of these areas, 
there are still limitations with the technology that needs to be over-
come. In this section we describe some of the obstacles to be ad-
dressed. 
6.1 Tracking Techniques 
The main difficulty of real time 3D tracking lies in the complexi-
ty of the scene and the motion of target objects, including the de-
grees of freedom of individual objects and their representation. For 
example, motving objects may separate and merge due to (partial) 
occlusion or image noise, and object appearance may also change 
due to different illuminations. Vision-based tracking aims to asso-
ciate target locations in consecutive video frames, especially when 
the objects are moving fast relative to the frame rate. In some cases, 
this can be mitigated when markers such as LEDs are allowed 
placed in the environment, especially in small-scale applications. 
Although maker-based tracking can enhance robustness and reduce 
computational requirements, they need certain maintenance and 
often suffer from limited range and intermittent errors because they 
provide location information only when markers are in sight. 
Therefore, marker-based methods are not scalable to handle large 
scale navigation which may be required in an outdoor environment. 
Model-based methods can capitalize on the natural features ex-
isting in the environment and thus extend the range of the tracking 
area using natural features which are relatively invariant to illumi-
nations. For example, edges are the most frequently used features 
as they are relatively easy to find and robust to changes in lighting. 
Often model-based tracking methods use correspondence analysis 
which is in turn supported by prediction. For example, Kalman 
filters [87] are often deployed to estimate the uncertainties of pre-
diction. Although this is computationally efficient, its representa-
tion power is restricted because Kalman filters only apply to (ap-
proximately) linear systems that can be described by unimodal 
distributions. It is often not the case with a cluttered background 
with complex dynamics where the distribution is likely to be mul-
timodal. Despite the fact that particle filters [87] can be applied to 
arbitrary, non-linear systems, they are less efficient than Kalman 
filters. Model-based methods also usually require the cumbersome 
process of modelling, especially when creating detailed models for 
large a cluttered environment.  
Another challenge lies in how to accurately find distinguishable 
objects for “markers” outdoors, since they are not always available. 
This often leads to tracking failure. For example, the limitation of 
[14] is that distant features cannot be reliably reconstructed and so 
are not effectively used in the pose computation.  
Thus hybrid tracking systems are more promising, although one 
often overlooked issue is the ergonomics of such systems, includ-
ing size, weight, power, and ruggedness, etc.  
6.2 Interaction Techniques and User Interfaces 
AR enables users to manipulate digital objects by tangible physi-
cal tools, even directly by hand. However, there are some limita-
tions currently, including (1) it is relatively difficult to tell the state 
of the digital data associated with physical tools [31], (2) the visual 
cues conveyed by tangible interfaces are also sparse [80], and (3) 
three dimensional imagery in a tangible setting can be problematic 
as it is dependent on a physical display surface. For example, the 
universal media book [32], employing markless tracking, depends 
on the texture of the projected content. If the content to be rendered 
does not have enough texture needed for detection of feature points, 
the system will not be able to estimate the geometry of the page. 
Markers can mitigate this problem. The finger tracker in [20] is 
based on a special glove with retro-reflective markers. Neverthe-
less, as mentioned before marker-based object tracking might fail 
by hand-occlusion or become unstable in slanted views. 
From a human factors point of view, there are also plenty of is-
sues to be considered. Physically, the design of the system is often 
cumbersome, leading to discomfort for the user. For example, in 
 the wearable system of [77] a whole set of heavy equipment is 
needed to be carried for a long time. Likewise, users complained 
about the discomfort of wearing the interaction devices for an ex-
tended period of time and tethered cables often becoming tangled 
for the VITA collaborative mixed reality system [7]. In this sense, 
AR interfaces based on handheld devices are thus suitable, despite 
the fact that they have small keypads, small screens, limited resolu-
tion, bandwidth, and computational resources. However, they do 
provide uniqueness and attractiveness, such as mobility, light 
weight, and a personal gadget for social interaction, etc.  
Cognitively, the complex design of the system often makes it 
hard to use. One good example is hybrid AR interfaces, where 
more complex operations tend to make it harder for users to ma-
neuver the system and thus may reduce user satisfaction. Seam-
lessness may be more complicated to achieve among different 
computer platforms, display devices of different sizes and dimen-
sionalities, and among different (local or remote) users. According 
to Norman [60], the problem of incompatibility between the user’s 
mental model and the designer’s model arises because the designer 
does not talk directly with the user. The designer can only talk to 
the user through the “system image” - the designer’s materialized 
mental model. Usability expert Nielsen [59] gives five quality 
components of usability goals, which are: learnability, efficiency, 
memorability, error, and subjective satisfaction.  
Some might argue that it is not necessary to tackle this problem 
while many other technical problems are still pending. It should 
never be too early to consider this. We even have to consider more 
than these two (physical and cognitive) dimensions. In the context 
of human-computer interaction (HCI), we need approaches to un-
derstand the radical contingency of meanings in human activities, 
since the experience of using an interactive artifact is not only 
physically, cognitively but also socially, emotionally, and cultural-
ly situated.  
6.3 AR Displays 
According to Eitoku et al. [23], display design for AR should 
have four guidelines: (1) Virtual information coexists with the real 
world; (2) Supports collaborative work; (3) Does not burden the 
users with special apparatus; and (4) Supports the need to naturally 
display three dimensional images. HMDs are the most direct and 
flexible way of presenting augmentations of the environment to 
users. However, users have to wear them continuously which might 
be cumbersome and uncomfortable after a long time. Meanwhile, 
HMDs usually have a limited FOV, which cannot effectively sup-
port collaborative work without non-verbal cues like eye contact. 
Some HMDs may also distort 3D images. For example, the proto-
type display in [47] had problems with light attenuation caused by 
the LCD panel and transparency; the system in [61] suffered from 
the image distortions inherent in all horizontal-parallax-only dis-
plays, violating guideline 4. Also, HMDs may deal not well with 
supporting multiple users. As an example, the shadow generated in 
the real surface especially for observer A might also be viewed by 
observer B if this real surface can be visible from multiple perspec-
tives [10]. 
Projector-based displays can make the augmentation visible to 
several users. Furthermore, they provide high resolution, improved 
consistency of eye accommodation and convergence, reduced mo-
tion sickness, and the possibility of integration into common work-
ing environments [10]. Projector-based displays can combine the 
advantages of spatial virtual reality and spatial augmented reality 
[12]. However, one main disadvantage is that they usually lack 
mobility, because the setups for most projection-based displays are 
fixed. A single projector usually is set up for a single viewer and 
often causes self-occlusion; not all portions of the real content can 
be lit by a single light projector [10]. However if the user is head-
tracked, then arbitrary viewpoints can be supported, and if the mul-
tiplexing is fast enough, then multiple observers/viewpoints can be 
supported at the same time. Multi-projector displays can provide a 
much larger display area, alleviate self-occlusion problems, and 
seem more ubiquitous. Unlike handheld displays, they usually 
don’t support mobile AR applications as they are fixed to the sur-
face for which they are installed, unless they can be embedded into 
mobile devices.  
Handheld displays can be more flexible and support mobile AR 
applications. The main limitation may be the tracking. Currently, 
most handheld displays based AR systems employ ARToolKit or 
similar tracking with markers, which limit the work range. Howev-
er GPS, physical sensors and RFID readers are integrated into 
many 3G cell phones, and could be used in future hybrid tracking 
solutions.  
7 RECENT TRENDS AND FUTURE DIRECTIONS 
Upon reviewing work published in the past ten years in ISMAR, 
recent trends and several possible future directions are speculated 
for further research.  
7.1 Tracking Techniques 
Analyzing various tracking methods, three possible tracking re-
search directions are identified that allow researchers to effectively 
capitalize on knowledge in video frames, or integrate vision-based 
methods with other sensors in a novel way. 
The first is to incorporate a recognition system to acquire a ref-
erence representation of the real world. Tracking method are usual-
ly based on a two-stage process [29][83]; a learning or feature ex-
traction stage, and a tracking stage. During the learning stage, some 
key features relatively invariant to the environment are extracted 
such that it is mostly a bottom-up process. Typically the computa-
tional complexity for these algorithms is low, since most of the 
computational load is in the training phase. It can enable re-
initialization of the tracking system to recover when it fails by 
using automatic recognition. However, recovering camera posi-
tions in each frame independently typically result in jitter. Thus, 
temporal continuity relations across frames can also considered 
when constructing automatic recognition systems. With great suc-
cess to various state estimation problems in tracking, Rao-
Blackwellized particle filters (RBPF) leverage the efficiency of 
Kalman filters and the representational power of particle filters 
might be applied for estimation of uncertainties [21]. 
However, the method mentioned above still heavily relies on 
features of the scene which the learning stage provides. If features 
invariant to the scene are comprehensive, it can facilitate registra-
tion. However, comprehensive features are often not readily avail-
able. Thus, tracking without these features (prior knowledge, or 
maps, model-free) is a more general method and might be another 
trend for tracking research. One of the methods is SLAM which 
constructs edge models from image sequences without any prior 
knowledge of the world [58]. Klein and Murray [49] developed an 
alternative to the SLAM methods without any prior model of the 
scene. Their method produced detailed maps with thousands of 
landmarks tracked at frame-rate, with an accuracy and robustness 
comparable to state-of-the-art model-based systems. However, this 
method has various tracking failure modes and mapping inadequa-
cies, and is constrained to a small AR workspace. Further research 
on this direction could provide promising results, but it is mostly a 
top-down process and hard to deal with object dynamics, and eval-
uation of different hypotheses. The computational complexity for 
these algorithms is usually much higher. Thus, the above men-
tioned methods might be combined with recursive tracking to some 
extent such that minimal prior knowledge is needed while object 
dynamics can be easily handled in complex environments. 
As ubiquitous AR arises from the convergence of AR and ubi-
quitous computing, ubiquitous tracking is on the horizon. It ex-
tends hybrid tracking one step further, where data from widespread 
 and diverse heterogeneous tracking sensors can be automatically 
and dynamically fused and then transparently provided to applica-
tions, and thus make AR systems more pervasive [38][56]. Other 
than using one sensor (or a set of a few sensors) that is combined 
with an algorithm usually specific to that particular sensor, a large 
number of small and simple sensors can be employed. The combi-
nation of many simple sensors (forming a denser sensor network) 
that individually gives information on just a small aspect of the 
context, results in a total picture that might be richer than the one-
smart-sensor approach. Thus, tracking failure from one sensor (e.g. 
partial, even total occlusion, drastically changes, illumination) can 
be recovered from others. Besides traditional sensors, new candi-
date sensors might be GPS [69], RFID, etc. Fusion of measure-
ments from different (mobile and stationary) sensors improves 
overall tracking quality and robustness. For example, although 
GPS has low accuracy, the 2D GPS position together with average 
user height can be used as an initial estimate for the visual tracking 
[69].  
The third challenge is to construct a pervasive middleware to 
support the AR system. Since there coexists diverse heterogeneous 
tracking sensors, it might be rather difficult to model complex se-
tups and issues like time in processing sensor information arises. 
Moreover, to fully make use of the diverse sensor data, effective 
information fusion algorithms must be employed, whether it’s at 
sensor data level, feature level, or decision level.  
7.2 Interaction Techniques and User Interfaces 
AR technology creates opportunities for exploring new ways to 
interact between the physical and virtual world, which is a very 
important area for future research. Three important research para-
digms—ubiquitous computing [94], tangible bits [40], and socio-
logical reasoning to problems of interaction [85] can be explored to 
develop new interaction techniques. Ubiquitous computing deals 
with computing in the environment and with activities in the con-
text of the environment [94]. Tangible User Interfaces augment the 
real physical world by coupling digital information to everyday 
physical objects and environments [40]. Social, psychological, 
cultural, organizational, and interactional context can be found in 
AR systems integrating social computing by making socially pro-
duced information available to their users [85]. The first two para-
digms change the world itself into an interface, taking advantage of 
natural physical affordances [30][60] to achieve a heightened legi-
bility and seamlessness of interaction between users and informa-
tion [40].  
However, in terms of design and usability, whether these physi-
cal affordances, constraints, and properties are made perceived, 
visible, or actionable is of great importance. In AR, most work 
makes use of visual cues (e.g. [67][95]) to enhance usability and 
user experience. Other cues, such as haptic [1], or audio [34] are 
less obvious, and some affordances are of no use. For example, if a 
screen is not touch-sensitive, though it still affords touching, it has 
no result on the computer system. Ubiquitous computing enables 
information processing capability to be present in everyday objects. 
Thus, it essentially extends AR interfaces to daily objects. Current-
ly, various challenges in ubiquitous tracking make this interaction 
paradigm in its infancy. 
Moreover, the third paradigm is to understand the social, cultural 
and psychological phenomena behind AR. Historically, human 
knowledge, experience and emotion are expressed and communi-
cated in words and pictures. Given the advances in interface and 
data capturing technology, knowledge, experience and emotion 
might now be presented in the form of AR content. As far as we 
know, almost no work published in the venue of ISMAR is toward 
affective (emotional) user interface. However, capturing, 
representing and processing human affective (emotional) and cog-
nitive (behavioral) knowledge about the real and virtual space are 
fundamental issues of human-computer interaction (HCI) in the 
context of interactive digital media (IDM). How to leverage psy-
chological and social impacts of the virtual and real environments 
across demographic user profiles is expected to shed light on the 
understanding of the AR development as IDM products.  
7.3 AR Displays 
During the past ten years, HMDs were commonly employed in 
AR systems and will still be important for some years to come. 
Ideally, they are tailored for each specific application. Require-
ments of each application will guide the design process and then 
determine the appropriate HMD parameters [16]. We are expecting 
more sophisticated HMDs with higher resolution, wide FOV, high 
speed and flexible head mobility; the size and weight of HMDs are 
designed ergonomically. Unfortunately, slow, though steady, 
progress is being made towards low cost and ergonomic HMDs. 
Researchers and system designers have an important role not only 
to extend the cutting-edge AR technology, but also to enlighten the 
public to the AR technology and foster its potential market [44].  
Projection-based displays have a bright future. Future projectors 
can be capable of undistorted projection, and multiple viewing 
angles with compact size, with low power. Thus multiple projec-
tors can be integrated into the user’s daily environment to enhance 
the overall image quality and even support mobile or spatial AR 
configurations with minimal intrusion.  
Recently handheld Pico Projectors have been rolled out by com-
panies like Microvision, Foxconn and DisplayTECH. For example, 
the Foxconn Pico Projector1  uses a 0.3-inch Texas Instruments 
DLP chip and projects a  resolution of 854x480 pixels from a small 
package roughly the size of a matchbox (just 65 grams) while using 
less than 100 mw of power. Future Pico Projectors can be embed-
ded in or attached as an accessory cell phones, PDAs, cameras, or 
stand-alone video projectors, etc. 
Handheld displays are also a promising platform for mobile AR 
applications, especially cell phones which have a huge number of 
users. Furthermore, they provide an interesting research area for 
AR interaction metaphors and techniques, which are quite different 
from HMDs.  
8 CONCLUSIONS 
This paper has reviewed the development in AR research pre-
sented over the last ten years at the ISMAR, ISMR, ISAR and 
IWAR conferences, with a particular focus on Tracking, Interac-
tion and Display technologies. Other topics, such as rendering 
techniques, calibration and registration also need to be considered 
to ensure that AR technology reaches a high level of maturity. 
Currently, to bring AR research from laboratories to industry and 
widespread use is still challenging, but both academia and industry 
believe that there is huge potential for AR technology in a wide 
range of areas. Fortunately, more researchers are paying attention 
to these areas, and it is becoming easier than ever before to be in-
volved in AR research.  
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