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ABSTRACT
Many experts have been doing research on characterizations of congruence n-permutable
varieties in many di↵erent ways. In 1973 Hagemann and Mitschke, generalizing Maltsev con-
ditions, provided a simple and nice characterization of congruence n-permutable varieties. We
o↵er our own approach to the characterization of congruence n-permutable varieties, inspired
by the Kearnes and Tschantz lemma.
1CHAPTER 1. BACKGROUND MATERIALS
1.1 Introduction
In 1954, A. I. Maltsev [14] first gave a result that a variety is congruence permutable if and
only if the variety satisfies the conditions p(x, y, y) ⇡ x and p(x, x, y) ⇡ y for some ternary
term p(x, y, z). This is the prototype for what is now known as a “Maltsev condition”. From
then on, a lot of experts found that many algebraic properties of varieties have been shown
to be related to Maltsev conditions, e.g., congruence modularity, congruence distributivity,
congruence n-permutability for some positive integer n.
In the early 1980’s, Ralph McKenzie and his student David Hobby [8] developed a structure
theory for finite algebras and locally finite varieties which they call tame congruence theory.
One of the important classes of varieties identified in tame congruence theory is the class
of varieties which are congruence n-permutable for some positive integer n. Permutability of
congruences had a great influence on the early development of universal algebra and its relation
to lattice theory.
Many experts have been doing the research on characterization of congruence n-permutable
varieties in many di↵erent ways. In 1973, Hagemann and Mitschke [7], generalizing Maltsev
conditions, provided a simple and nice characterization of congruence n-permutable varieties.
What we are doing is to do some work related to characterization of congruence n-permutable
varieties in our own way. In the present chapter, we review the necessary concepts of universal
algebra, terms and equation and basic isomorphism theorems. In chapter 2, we give our own
result to characterize congruence n-permutable varieties, and the idea is inspired by one result
of Dr. Kearnes and Tschantz [12] for the variety which is not congruence permutable, then
we present some results for congruence 3-permutable varities. In chapter 3, we will discuss
2the permutability of the joins and maltsev product of two congruence permutable varieties and
state some of our results. The final chapter outlines some possible directions for future research.
1.2 Universal Algebra
By an algebra, we mean any structure A = hA, fAi (i 2 I)i which consists of a nonempty
set A, called the universe of A, and a system of finitary operations fAi over the set A, called
the basic operations of A. A subset of A that is closed under all the basic operations of A
is called a subuniverse of A, and if the subset is nonempty, it will form the universe of a
subalgebra of A. The signature of A is the indexed family ⌧ = (ni : i 2 I), each ni is the
number of variables admitted by each operation fAi . Algebras of the same signature are said
to be similar. Operations of ni = 0, 1, 2 are called nullary or constant, unary and binary
respectively. An algebra whose universe consists of a single element is said to be trivial. An
algebra with a singe binary operation is referred to as a binar.
We begin with some examples of algebras which will be used throughout this work, for
notation, examples and proofs of theorems not included here, see [1].
Definition 1.2.1. A semigroup is an algebra hG, · i of signature h2i satisfying the associative
law:
x· (y· z) ⇡ (x· y)· z .
Definition 1.2.2. A group is an algebra hG, · , 1 , ei of signature h2, 1, 0i such that hG, · i is a
semigroup, and the following identities hold:
x· e ⇡ e·x ⇡ x,
x·x 1 ⇡ x 1·x ⇡ e.
Definition 1.2.3. A quasigroup is an algebra hQ, · , /, \i of signature h2, 2, 2i such that the
following identities hold:
x\(x· y) ⇡ y, (x· y)/y ⇡ x,
x· (x\y) ⇡ y, (x/y)· y ⇡ x.
3Definition 1.2.4. A ring is an algebra hR, · ,+, , 0i of signature h2, 2, 1, 0i such that hR,+, , 0i
is an Abelian group, and hR, · i is a semigroup satisfying the distributive laws:
x· (y + z) ⇡ x· y + x· z,
(y + z)·x ⇡ y·x+ z·x.
Definition 1.2.5. For a fixed ring R, an R-module is an algebra hM,+, , 0, hr : r 2 Rii
where each r 2 R is interpreted as an unary operation, hM,+, , 0i is an Abelian group, and
for each r, s 2 R satisfying the identities:
r(x+ y) ⇡ rx+ ry,
(r + s)x ⇡ rx+ sx,
r(sx) ⇡ (rs)x.
Definition 1.2.6. A semilattice is an algebra hS,^i of signature h2i satisfying the associative
law
x ^ (y ^ z) ⇡ (x ^ y) ^ z,
the idempotent law
x ^ x ⇡ x,
the commutative law
x ^ y ⇡ y ^ x.
Example 1.2.1. A typical example of a semilattice is formed by taking S to be the collection
of all subsets of an arbitrary set with the operation being intersection.
Example 1.2.2. Another example is formed by taking S to be the compact convex sets on the
Euclidean plane and the operation to be the formation of the closed convex hull of the union of
two compact convex sets.
Definition 1.2.7. A lattice is an algebra hL,^,_i with two binary operations such that both
hL,^i and hL,_i are semilattices, and these two basic operations satisfy the absorption laws
4x _ (x ^ y) ⇡ x,
x ^ (x _ y) ⇡ x.
The operation ^ is referred to as meet, and the operation _ is referred to as join.
Example 1.2.3. A typical example of a lattice is formed by taking L to be the collection of all
equivalence relations on an arbitrary set, ^ to be intersection, and _ to be the transitive closure
of the union of two given equivalence relations.
Example 1.2.4. Another example is formed by taking L to be the set of all positive integers,
_ to be the formation of the least common multiples, and ^ to be the formation of the greatest
common divisors.
Lattice is a very important algebra structure, and we will present some properties of this
algebra.
Definition 1.2.8. Let L be a lattice.
(1) L is called distributive if it satisfies
x ^ (y _ z) ⇡ (x ^ y) _ (x ^ z).
(2) L is called modular if it satisfies
z  x) x ^ (y _ z) ⇡ (x ^ y) _ z.
The following proposition can be easily obtained from the above definitions.
Proposition 1.2.1. ([1]) Every distributive lattice is modular.
Proof. Let L be a distributive lattice and z  x in L. Then x ^ (y _ z) ⇡ (x ^ y) _ (x ^ z) ⇡
(x ^ y) _ z.
Besides the definitions of distributive lattice and modular lattice, we can use other ways to
check if a lattice is distributive or modular.
Proposition 1.2.2. ([1]) Let L be a lattice. L is distributive if and only if it satisfies
x _ (y ^ z) ⇡ (x _ y) ^ (x _ z).
5There are two very special lattices with five elements, called N5 and M3. They play an
important role in the theory of lattices. We can tell from the following theorems. Notice that
M3 is modular and N5 is not modular.
M3
Figure 1.1 Lattice M3
N5
Figure 1.2 Lattice N5
Theorem 1.2.1. (Dedekind) Let L be a lattice. The following are equivalent.
(1) L is modular.
(2) L satisfies
((x ^ z) _ y) ^ z ⇡ (x ^ z) _ (y ^ z).
(3) L has no sublattice isomorphic to N5.
This theorem reveals several things about the class of all modular lattices. The third
equivalent condition allows us to determine the modularity of a lattice by considering its Hasse
diagram. The second equivalent condition implies that subalgebras, homomorphic images and
direct products of modular lattices are also modular.
Similarly, the following theorem reveals several things about the class of all distributive
lattices.
6Theorem 1.2.2. (Birkho↵) Let L be a lattice. The following are equivalent.
(1) L is distributive.
(2) L satisfies
(x ^ y) _ (x ^ z) _ (y ^ z) ⇡ (x _ y) ^ (x _ z) ^ (y _ z).
(3) L has no sublattice isomorphic to either N5 or M3.
The third equivalent condition allows us to determine the distributivity of a lattice by
considering its Hasse diagram. The second equivalent condition implies that subalgebras, ho-
momorphic images and direct products of distributive lattices are also distributive.
The two expressions in the second equivalent condition of the above theorem are very
interesting in their own right and they have an unique name. Define:
m1(x, y, z) = (x ^ y) _ (x ^ z) _ (y ^ z),
m2(x, y, z) = (x _ y) ^ (x _ z) ^ (y _ z).
m1 and m2 are called majority terms. It is easy to verify that any lattice satisfies the
identities
mi(x, x, y) ⇡ mi(x, y, x) ⇡ mi(y, x, x) ⇡ x, for i = 1, 2.
Definition 1.2.9. A Boolean Algebra is an algebra hB,^,_,0 , 0, 1i such that hB,^,_i is a
distributive lattice with bounds 0 and 1, and for each x 2 B, x0 is a complement of x, i.e.
x0 ^ x = 0 and x0 _ x = 1.
Example 1.2.5. As an example, take B to be the collection of all subsets of an arbitrary set
X, let the join _ be union, the meet ^ be intersection, and the complementation 0 be the set
complementation relative to X.
We have looked at examples of algebra, and naturally the relations on the algebra comes
up. Let A be a set, and n a positive integer. A subset of An is called an n-ary relation on A.
For the moment we will be interested in binary relations, i.e., sets of ordered pairs of elements
of A.
7Definition 1.2.10. A binary relation ✓ ✓ A ⇥ A is an equivalence relation on A if for all
x, y, z 2 A,
(x, x) 2 ✓ (reflexivity)
(x, y) 2 ✓ ) (y, x) 2 ✓ (symmetry)
(x, y) 2 ✓ and (y, z) 2 ✓ ) (x, z) 2 ✓ (transitivity)
Definition 1.2.11. Let f : A! B be any function. We define
ker(f) = {(x, y) 2 A2 : f(x) = f(y)}
called the kernel of f .
It is easy to check that ker(f) is always an equivalence relation on A. Moreover, every
equivalence relation is the kernel of a function.
Definition 1.2.12. Let A be an algebra. A subset U of A is called a subuniverse of A if, for
every basic operation f of A, with n = rank(f),
u1, u2, · · · , un 2 U =) f(u1, u2, · · · , un) 2 U .
Definition 1.2.13. Let A is an algebra, a binary relation ✓ on A is compatible with A if it is
a subuniverse of A⇥A, i.e., for every basic operation f , with n = rank(f), we have
(x1, y1), (x2, y2), · · · , (xn, yn) 2 ✓ =) (f(x1, x2, · · · , xn), f(y1, y2, · · · , yn)) 2 ✓.
Compared to equivalence relations, congruence is a more important concept in the universal
algebra. It has some special property.
Definition 1.2.14. A congruence relation on an algebra A is an equivalence relation on A
that is compatible with A.
Let A be an algebra. The collection of congruences of A forms a lattice, denoted by
Con(A), with lattice operations
↵ ^   = ↵ \  ,
↵ _   = the transitive closure of ↵ [  .
8The equivalence relations on A constitute a lattice Eqv(A), every congruence relation of A is
an equivalence realtion on A, in fact, Con(A) is a sublattice of Eqv(A).
For an algebra A. Let
0A = {(x, x) : x 2 A}
and
1A = A⇥A.
The equivalence relations 0A and 1A are always congruences.
Definition 1.2.15. A nontrivial algebra possessing exactly two congruences is called simple.
Definition 1.2.16. For ↵,  2 Con(A),
↵     = {(x, y) : 9z 2 A such that (x, z) 2 ↵ and (z, y) 2  }.
Then, ↵ and   permute if ↵     =     ↵.
Definition 1.2.17. Let ⌫ ✓ A⇥A. The congruence on A generagted by ⌫ is
CgA(⌫) =
T{✓ 2 Con(A) : ⌫ ✓ ✓}.
As we recall from our group theory classes, there is a strong relationship between congru-
ences and normal subgroups.
Theorem 1.2.3. [1] Let G = hG, · , 1 , ei be a group.
(1) For every normal subgroup N , the relation
✓N = {(x, y) 2 G⇥G : y 1 · x 2 N}
is a congruence on G.
(2) For every congruence ✓, the equivalence class e/✓ is a normal subgroup of G.
(3) The mapping N 7! ✓N is a bijection from the set of normal subgroups to the set of congru-
ences, with inverse map ✓ 7! e/✓. For normal subgroups N and M ,
N ✓M if and only if ✓N ✓ ✓M .
9Given an algebra and its congruence, naturally we can construct a quotient algebra.
Definition 1.2.18. Let ✓ be an equivalence relation on A. For a 2 A we write
a/✓ = {x 2 A : (a, x) 2 ✓}
the equivalence class of a modulo ✓.
The set of equivalence classes modulo ✓ is denoted A/✓, called the quotient of A by ✓.
Definition 1.2.19. Let A be an algebra and ✓ a congruence relation on A. The quotient
algebra A/✓ is the algebra similar to A, with universe A/✓ and with basic operations defined
by
fA/✓(a1/✓, . . . , an/✓) = f
A(a1, . . . , an)/✓,
where a1, . . . , an 2 A.
We note that
A/0A ⇠= A
and
A/1A is a trivial algebra.
Of course most algebras will contain other congruences besides 0 and 1.
The constructions we have looked at so far, for example, subalgebras and quotient algebras,
do not give a means of creating algebras of larger cardinality than what we start with, or of
combining several algebras into one.
Definition 1.2.20. Let A = hA, fAi (i 2 I)i, B = hB, fBi (i 2 I)i be algebras with common
signature.
(1) A function h : B ! A is a homomorphism from B to A if for every i 2 I and every
b1, b2, · · ·, bn 2 B,
h(fBi (b1, · · ·, bn)) = fAi (h(b1), · · ·, h(bn)).
10
We say that A is a homomorphic image of B if there is a homomorphism from B to A
which is onto.
(2) B is a subalgebra of A if B ✓ A and for every fBi = fAi  Bni .
Definition 1.2.21. Let A1 and A2 be similar algebras. Define their direct product A1 ⇥A2
to be the algebra whose universe is the set A1 ⇥A2, and with basic operations defined by, such
that for f 2 Fn and ai 2 A1, bi 2 A2, 1  i  n , Fn is the set of all the n-ary operations,
fA1⇥A2((a1, b1), · · · , ((an, bn))) = (fA1(a1, · · · , an), fA2(b1, · · · , bn)).
Actually, both A1 and A2 are homomorphic images of A1 ⇥A2.
Definition 1.2.22. The mapping
pi : A1 ⇥A2 ! Ai, for i 2 {1, 2},
defined by
pi((a1, a2)) = ai, for (a1, a2) 2 A1 ⇥A2, i 2 {1, 2},
is called the projection map on the ith coordinate of A1 ⇥A2.
Proposition 1.2.3. ([3]) For i = 1 or 2, the mapping pi : A1 ⇥ A2 ! Ai is a surjective
homomorphism from A = A1 ⇥A2 to Ai. Furthermore, in Con(A1 ⇥A2), we have
ker p1 \ ker p2 = 0A,
ker p1 and ker p2 permute,
and
ker p1 _ ker p2 = 1A
Definition 1.2.23. A pair {↵, } ✓ Con(A) is called a pair of complementary factor con-
gruences on algebra A if
↵ \   = 0A
and
11
↵     = 1A.
The projection kernels on a direct product of two algebras always form a pair of comple-
mentary factor congruences.
Theorem 1.2.4. ([3]) If ↵ and   form a pair of complementary factor congruences on an
algebra A, then
A ⇠= A/↵⇥A/ 
under the mapping a! (a/↵, a/ ), for a 2 A.
Conversely, every direct product decomposition arises in this way.
Definition 1.2.24. A nontrival algebra is called directly indecomposable if it is not isomorphic
to a direct product of two nontrivial algebras.
Equivalently, A is directly indecomposable if and only if the only pair of complementary
factor congruences on A is {0A, 1A}.
Lemma 1.2.1. ([1]) Suppose that A = A1 ⇥A2, and let ↵1 and ↵2 be the projection kernels.
Then
A/↵i ⇠= Ai for i = 1, 2.
From the Correspondence Theorem it follows that the lattice Con(Ai) is isomorphic to the
interval I[↵i, 1A] of Con(A).
Lemma 1.2.2. ([1]) Let A and B be similar algebras. The mapping
(↵, ) 7! ↵⇥  
gives an embedding of Con(A)⇥Con(B) into Con(A⇥B).
1.3 Varieties
A major theme in universal algebra is the study of classes of algebras of common signature
closed under one or more constructions. Given a class K of algebras with common signature,
we adopt the notation:
12
H(K) = the class of all homomorphic images of members of K.
S(K) = the class of all algebras isomorphic to subalgebras of members of K.
P(K) = the class of all algebras isomorphic to direct products of members of K.
Ps(K) = the class of all algebras isomorphic to subdirect products of members of K.
Lemma 1.3.1. ([3]) The following inequalities hold: SH  HS, PS  SP and PH  HP.
Definition 1.3.1. A variety V is a class of algebras over a common signature that is closed
under homomorphic images(H), subalgebras(S), and direct products(P).
The class of groups forms a class of algebras of signature h2, 1, 0i and it is a variety. The
class of semilattices forms a class of algebras of signature h2i and it is also a variety.
The intersection of a class of varieties of common signature is a variety.
Definition 1.3.2. We define the closure operator V(K) to be the smallest variety containing K.
V(K) is called the variety generated by K. If K = {A1,A2 · · · ,Ak} is a finite set of algebras,
then we often write V(A1,A2 · · · ,Ak) instead of V(K).
We would like to know how to construct V(K) directly from K. It would seem as if one
would have to iteratively apply the operators H, S and P infinitely many times to generate a
variety. Garrett Birkho↵’s HSP Theorem showed that in order to generate V(K), it is enough
to apply each of H, S and P to K once, as long as one does it in the correct order.
Theorem 1.3.1. (Tarski) V=HSP
Proof. Let K be some class of algebras. To see that HSP(K) is a variety, we use Lemma 1.3.1
to compute H(HSP) = HSP, S(HSP)  HS2P = HSP, P(HSP)  HSP2 = HSP. Thus,
HSP   V.
On the other hand, with V = V(K),
HSP(K) ✓ HSP(V) = V = V(K),
so HSP  V.
13
Definition 1.3.3. (1) An algebra is called locally finite if every finitely generated subalgebra
is finite.
(2) A variety is locally finite if every member is locally finite.
(3) A variety is called finitely generated if it is of the form V(K) in which K is a finite set of
finite algebras.
Example 1.3.1. For example, the Abelian group Z is not locally finite since for any n 6= 0,
Sg(n) is infinite. On the other hand, the groups Z(p1) are locally finite.
Theorem 1.3.2. ([1]) Every finitely generated variety is locally finite.
Proof. Let V be a finitely generated variety. Thus V = V(K) where K = {A1,A2, · · · ,An}, n
is a natural number and each Ak is finite. Let B be a finitely generated member of V, say B
is generated by the finite set Y . We must show that B is finite.
Since B 2 V = HSP(K), there is an algebra C, a surjective homomorphism h : C! B and
algebras Ci 2 K, for i 2 I, such that C is isomorphic to a subalgebra of the product
Q
iCi.
Since h is surjective, we can find a subset X of C such that h is a bijection of X with Y. Thus X
is finite. By replacing C with SgC(X), we can assume that C is finitely generated. It su ces
to show that C is finite.
Let g denote the embedding of C into the product and, for each i 2 I, pi denote the
projection of the product onto the ith factor. For each k  n, the algebra Ak is finite. Since
C is finitely generated, Hom(C,Ak) is a finite set. Since {pi   g : i 2 I} ✓
Sn
k=1Hom(C,Ak),
there are actually only finitely many maps pi   g. Thus there is a finite subset J of I such that
{pi   g : i 2 I} = {pj   g : j 2 J}. We have 0C =
T{ker(pi   g) : i 2 I} = T{ker(pj   g) : j 2 J}.
Thus C embeds into the product
Q
j2J Cj . Since this is a finite product of finite algebras, C,
hence B, is finite.
The converse of the above theorem is false, for example, the variety of p-algebras is locally
finite but not finitely generated.
Idempotent algebras and varieties are important for a number of reasons, not the least
of which is the role of finite idempotent algebras in the algebraic approach to the Constraint
Satifaction Dichotomy Conjecture.
14
Definition 1.3.4. (1) An algebra A is idempotent if each of its fundamental operations f
satisfies
f(x, x, · · · , x) ⇡ x
for any x 2 A .
(2) A variety V is idempotent if each algebra A in V is idempotent.
Orderable algebras will be used in our main theorem, the following is its concept.
Definition 1.3.5. A partial order on set A is a binary relation on A which is reflexive, anti-
symmetric and transitive,
An algebra A is orderable if there is a compatible non-trivial partial order on A. This is
equivalent to all of the term operations of A being monotone with respect to some non-trivial
partial order on A.
Example 1.3.2. Every semilattice hS,^i is an orderable algebra.
Define a partial order  , a   b if and only if a ^ b = a. Then verify it is compatible, for
a   b, and c   d, we have
(a ^ c) ^ (b ^ d) = (a ^ b) ^ (c ^ d) = a ^ c,
so a ^ c   b ^ d.
1.4 Terms and Free Algebras
One focus of universal algebra is the study of structural properties of algebras and varieties.
By compositions of the fundamental operations, it will lead to terms.
Definition 1.4.1. Let X be a set of distinct objects called variables. Let F be a type of algebras.
The set T (X) of terms of type F over X is the smallest set such that
X [ F0 ✓ T (X),
if p1, . . . , pn 2 T (X) and f 2 Fn, then the“string” f(p1, . . . , pn) 2 T (X).
Example 1.4.1. For example, G = hG, · , 1 , ei is an algebra, we could have a binary term on
the algebra G, mapping (x, y) to x · y · x 1 · y 1.
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Example 1.4.2. Let F consist of two binary operation symbols + and ·, and let X = {x, y, z}.
Then x, y, x· y, x· (y + z), and (x· y) + (x· z).
Definition 1.4.2. Let K be a class of algebras and U an algebra of the same signature as the
members of K. Let X be a subset of U .
(1) We say that U has the universal mapping property for K over X if for every A 2 K and
every function h : X ! A, there is a homomorphism h¯ : U! A such that h¯ X = h.
(2)We say thatU is free for K over X ifU has the universal mapping property and furthermore,
U is generated by X.
(3) Finally, U is free in K over X if U is free for K over X and U is a member of K.
Proposition 1.4.1. ([1]) Let U be free for K over X. Then for every A 2 K and h : X ! A,
the extension h¯ of h to U is unique.
Proposition 1.4.2. ([1]) Let U1 and U2 be free in K over X1 and X2 respectively. If |X1| =
|X2|, then
U1 ⇠= U2.
It tells us that up to isomorphism, a free algebra is determined by the cardinality of a free
generating set. Every variety has free algebras. The freeness extends upwards from a class K
to its generated variety.
Proposition 1.4.3. ([1]) Let U be free for K over X. Then U is free for HSP(K) over X.
Proof. Let U be free for K over X. It is enough to show that if O is one of H,S or P then U
has the universal mapping property for O(K) over X.
Consider the case A 2 H(K). Then there is B 2 K and a surjective homomorphism
f : B! A. Let h : X ! A be a function. We must find an extension of h to a homomorphism
from U to A. For each x 2 X choose an element bx 2   f (h(x)). Define the function g : X ! B
by g(x) = bx. Since U is free for K and B 2 K, g extends to a homomorphism g : U ! B.
Then f   g is the desired extension of h.
Now assume that A 2 S(K). Thus A  B 2 K. A mapping h from X to A is automatically
a mapping to B. By freeness, h extends to a homomorphism h⇤ : U! B. Since X generates U,
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 !
h⇤(U) =
 !
h⇤(SgU(X)) = SgB(
 !
h (X)) ✓ A.
Consequently, h⇤ is actually a map from U to A.
Finally, assume that A =
Q
Bi with each Bi 2 K. If h : X ! A then for each i, pi   h
is a mapping from X to Bi. By freeness we get homomorphisms hi : U ! Bi which can be
reassembled to obtain h =
Q
hi : U! A.
Example 1.4.3. As an example, let Zn denote the cyclic group of order n. The group Z30 is
free for K = {Z2,Z3} over {1}. Therefore, Z30 is free for A6 = HSP(K), which happens to be
the variety of Abelian groups satisfying the identity 6x ⇡ 0. But note that Z30 is not a member
of A6. In order to construct an algebra free in A6, we must resort to a homomorphic image of
Z30 that retains the universal mapping property, in this case Z6. This approach applies quite
generally.
Definition 1.4.3. Let ⇢ be a signature. An identity or equation of signature ⇢ is an ordered
pair of terms, written p ⇡ q. If A is an algebra of signature ⇢, we say that A satisfies p ⇡ q if
pA = qA. In this situation, we write
A ✏ p ⇡ q.
If K is a class of algebras, we write K ✏ p ⇡ q if for every A 2 K, A ✏ p ⇡ q. Finally, if ⌃ is
a set of equations, we write K ✏ ⌃ if every member of K satisfies every member of ⌃.
Example 1.4.4. For example, consider a single binary operation symbol. Let p be the term
x · (y · z) and q the term (x · y) · z. These terms are distinct. It would never be correct to write
p = q. However, in any semigroup A, the terms should somehow represent the same quantity.
That quantity is precisely the term operation pA and it is correct to write pA = qA. Observe
that the equality of those two term operations exactly captures the fact that for every a, b, c 2 A,
a · (b · c) = (a · b) · c.
Lemma 1.4.1. ([1]) For any class K, each of the classes S(K), H(K), P(K) and V(K) satisfy
exactly the same identities as does K.
Lemma 1.4.2. ([1]) K ✏ p ⇡ q if and only if for every A 2 K and every homomorphism
h : T(X)! A, we have
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h(p) = h(q).
Proof. First assume that K ✏ p ⇡ q. Pick A and h as in the lemma. Then
A ✏ p ⇡ q =) pA = qA =) pA(h(x1), · · · , h(xn)) = qA(h(x1), · · · , h(xn)).
Since h is a homomorphism, we get h(pT(x1, · · · , xn)) = h(qT(x1, · · · , xn)), i.e., h(p) =
h(q). To prove the converse we must take any A 2 K and a1, · · · , an 2 A and show that
pA(a1, · · · , an) = qA(a1, · · · , an). Let h0 : X ! A be a function with h0(xi) = ai, for i  n.
Then h0 extends to a homomorphism h from T(X) to A. By assumption h(p) = h(q). Since
h(p) = h(pT(x1, · · · , xn)) = pA(h(x1), · · · , h(xn)) = pA(a1, · · · , an), the result follows.
Definition 1.4.4. Let K be a class of algebras and ⌃ a set of equations. We define
Id(K) = {p ⇡ q : K ✏ p ⇡ q},
Mod(⌃) = {A : A ✏ ⌃}.
Classes of the form Mod(⌃) are called equational classes, and ⌃ is called an equational base.
Mod(⌃) is called the class of models of ⌃. Dually, a set of identities of the form Id(K) is called
an equational theory.
Theorem 1.4.1. ([1]) Every variety is an equational class.
This theorem is the first truly fundamental result of universal algebra. It is probably the
reason that the subject exists at all. It says that the classes closed under H, S and P are
precisely the ones definable by equations. The following corollary is a restatement of the
theorem. Think of it as giving another description of the algebras that lie in the variety
generated by a class of K.
Corollary 1.4.1. ([1]) For any class K of algebras,
V(K) =Mod(Id(K)).
Corollary 1.4.2. ([1]) Let Y be an infinite set and V a variety. Then
V = V(FV(Y )).
Thus, every variety is generated by a single algebra.
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1.5 The Isomorphism Theorems
An understanding of the complex interplay of subalgebras, homomorphisms and products
is essential to the mastery of universal algebra. We explain tools that allow us to understand
how algebras and varieties are put together.
Definition 1.5.1. Let A and B be sets, and f : A! B a function. Then f induces two maps
on the subsets of A and B as follows.
 !
f : Sb(A) 7! Sb(B) given by X 7! {f(x) : x 2 X},
  
f : Sb(B) 7! Sb(A) given by Y 7! {a 2 A : f(a) 2 Y }.
We can call these maps
 !
f and
  
f as the direct and inverse image under f .
For any subsets X and Y of B, and Z and W of A,
  
f (X \ Y ) =  f (X) \  f (Y ),   f (X [ Y ) =  f (X) [  f (Y ),
  
f (;) = ;,   f (B) = A,
 !
f (W [ Z) =  !f (W ) [  !f (Z),
 !
f
  
f (X) ✓ X,   f  !f (Z) ◆ Z.
Notice that the two inclusions at the bottom become equalities if f is surjective for the first
or injective for the second.
Lemma 1.5.1. ([3]) Let f : A! B be a homomorphism. Then the image of a subuniverse of
A under f is a subuniverse of B, and the inverse image of a subuniverse of B is a subuniverse
of A.
That means: If f : A ! B is a homomorphism, C is a subalgebra of A and D is a
subalgebra of B, then
 !
f (C) is the subalgebra of B with universe
 !
f (C) and
  
f (D) is the
subalgebra of A with universe
  
f (D).
Lemma 1.5.2. ([3]) Suppose f : A ! B and g : B ! C are homomorphisms. Then the
composition g   f is a homomorphism from A to C.
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Theorem 1.5.1. ([1]) A and B are algebras. Let f : A ! B be a homomorphism. Then for
any subset X of A,
 !
f (SgA(X)) = SgB(
 !
f (X)).
Proof. It is easy to check that
 !
f is order-preserving. Using that observation,
X ✓ SgA(X) =)  !f (X) ✓  !f (SgA(X)) =) SbB( !f (X)) ✓  !f (SgA(X)).
Conversely,
X ✓   f  !f (X) ✓   f (SgB( !f (X))) =) SgA(X) ✓   f (SgB( !f (X))) =)
 !
f (SgA(X)) ✓  !f   f (SgB( !f (X))) ✓ SgB( !f (X)).
Corollary 1.5.1. ([1]) A and B are algebras. Let f : A! B be a homomorphism. The map
 !
f : SubA ! SubB is join-preserving and   f : SubB ! SubA is meet-preserving. Thus, both
maps are order-preserving.
Example 1.5.1. Let R denote the additive group of real numbers, and define f : R2 ! R by
f(x, y) = x  y. f is easily seen to be a homomorphism. Let X = R⇥ {0} and Y = {0}⇥R be
subalgebras of R2. Then X\Y = {(0, 0)}, so  !f (X\Y ) = {0}. But  !f (X)\ !f (Y ) = R\R = R.
Thus
 !
f does not in general preserve meets.
If ✓ ✓ A2 and  ✓ B2, then we define
 !
f (✓) = {(f(x), f(y)) : (x, y) 2 ✓},
  
f ( ) = {(x, y) 2 A2 : (f(x), f(y)) 2  }.
Lemma 1.5.3. ([1]) A and B are algebras. Let f : A ! B be a homomorphism. Then for
every  2 Con(B),   f ( ) is a congruence on A.
Theorem 1.5.2. (The First Isomorphism Theorem) Let A and B be similar algebras, and let
h : A ! B with kernel ✓. There is a unique injective homomorphsim h : A/✓ ! B such that
h   q✓ = h. If h is surjective, then h is an isomorphism.
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Proof. A typical element of A/✓ is of the form a/✓, for some a 2 A. Since a/✓ = q✓(a)
the condition h   q✓ = h requires that h(a/✓) = h(a). That covers the uniqueness clause in
the theorem. We must verify that h is an injective homomorphism. Consider the chain of
equivalences
a/✓ = b/✓ () (a, b) 2 ✓ = kerh() h(a) = h(b)() h(a/✓) = h(b/✓).
The left-to-right direction is exactly the assertion that h is well-defined, while the right-to-
left directions says that h is injective. Finally to check that h is a homomorphism, let f be an
n-ary operation symbol. Then for all a1, · · · , an 2 A,
h(fA/✓(a/✓)) = h(fA(a)/✓) = h(fA(a)) = fB(h(a)) = fB(h(a/✓)).
Definition 1.5.2. Let ✓ and  be congruences of A, and assume that ✓ ✓  . We define a
binary relation  /✓ on A/✓ by
 /✓ = {(x/✓, y/✓) : (x, y) 2  }.
Theorem 1.5.3. (The Second Isomorphism Theorem) Let ✓ ✓  be congruences on an algebra
A. Then  /✓ is a congruence on A/✓. The algebras (A/✓)/( /✓) and A/ are isomorphic.
Proof. Define f : A/✓ ! A/ by f(a/✓) = a/ . The condition ✓ ✓  is equivalent to the
assertion that f is well-defined. Clearly, f is surjective. A straightforward verification shows
that f is a homomorphism and that kerf =  /✓. Thus by the fundamental homomorphism
theorem,
A/ ⇠= (A/✓)/kerf = (A/✓)/( /✓).
Theorem 1.5.4. (Correspondence Theorem) Let A be an algebra and let ✓ be a congruence on
A. Let q : A ! A/✓ be the canonical homomorphism. Then q is a lattice isomorphism of the
interval I[✓, 1A] of Con(A) with Con(A/✓) mapping  to  /✓.
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Proof. Suppose that  is a congruence on A and that ✓ ✓  . It follows directly from the
definition that  !q ( ) =  /✓. We wish to show that  !q is a lattice isomorphism with inverse  q .
We already know that both  !q and   q are order-preserving. And according to equations,
 !q    q is the identity map. For the other direction
(a, b) 2   q  !q ( )() (q(a), q(b)) 2   q ( )()
(a/✓, b/✓) 2  /✓ () (a, b) 2  .
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CHAPTER 2. CHARACTERIZATION OF CONGRUENCE
n-PERMUTABLE VARIETIES
2.1 Congruence n-permutable Varieties
An algebra is said to be congruence permutable if every pair of congruences on the algebra
permutes, while a variety is said to be congruence permutable if every one of its members is
congruence permutable. The following theorem, due to Maltsev, first provides the link between
the structural and sementic sides of the subject.
Definition 2.1.1. A Maltsev operation on a set A is a ternary operation q(x, y, z) satisfying
q(x, y, y) ⇡ q(y, y, x) ⇡ x.
Theorem 2.1.1. (Maltsev) Let V be a variety of algebras. The following are equivalent:
(1) V is congruence permutable.
(2) FV(3) is congruence permutable.
(3) V has a Maltsev term. That is, a ternary term q such that V satisfies
q(x, y, y) ⇡ q(y, y, x) ⇡ x.
Proof. (1)) (2). (1) implies (2) a fortiori.
(2) ) (3). Let F = FV(x, y, z) and define ↵ = CgF(x, y) and   = CgF(y, z). Then
(x, z) 2 ↵    . Applying (2) we obtain (x, z) 2     ↵ which means that there is u 2 F such
that (x, u) 2   and (u, z) 2 ↵. Since F is generated by {x, y, z}, there is a term q such that
u = qF(x, y, z).
Let A be an arbitrary member of V and a, b 2 A. By the freeness of F, there is a homo-
morphism g: F! A such that g(x) = g(y) = a and g(z) = b. Then (x, y) 2 ker(g) from which
it follows that ↵ ✓ ker(g). From above we have (u, z) 2 ↵. Hence
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b = g(z) = g(u) = g(qF(x, y, z)) = qA(g(x), g(y), g(z)) = qA(a, a, b).
This demonstrates the satisfaction of one of the two identities in (3). The other is proved
analogously.
(3)) (1). Assume q is a term satisfying condition (3) and let A be a member of V, ↵ and
  congruences on A, and assume that (a, b) 2 ↵    . We shall show (a, b) 2     ↵ which is
enough to prove condition (1).
Since (a, b) 2 ↵  , there is an element c 2 A such that (a, c) 2 ↵ and(c, b) 2  . Then using
condition(3),
(a = qA(a, b, b), qA(a, c, b)) 2  , (qA(a, c, b), qA(a, a, b) = b) 2 ↵,
Therefore (a, b) 2     ↵.
The above result is very useful and has a great impact on universal algebra. Congruence
permutable varieties are often called Maltsev varieties, and a term satisfying condition(3) is
generally called a Maltsev term. We know many examples of Maltsev varities. The following
are some examples.
Example 2.1.1. For example, groups hG, · , 1 , ei are congruence permutable, for let
q(x, y, z) ⇡ x· y 1· z.
Example 2.1.2. Rings hR,+, · , , 0i are congruence permutable, for let
q(x, y, z) ⇡ x  y + z.
Example 2.1.3. Quasigroups hQ, · , /, \i are congruence permutable, for let
q(x, y, z) ⇡ (x/(y\y))· (y\z).
Theorem 2.1.2. ([1]) Let V be a congruence permutable variety and A 2 V.
(1) Every reflexive subalgebra of A2 is a congruence on A.
(2) Let ✓ ✓ A2 and a, b 2 A. The following are equivalent:
(a) (a, b) 2 CgA(✓);
(b) There are (u, v) 2 ✓, w 2 Am and t 2 Clon+m(A) such that a = t(u,w) and b = t(v,w);
(c) There are (u, v) 2 ✓ and p 2 Poln(A) such that a = p(u) and b = p(v).
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Then we move to congruence n-permutable varieties for some n. Some experts have char-
acterized such a variety in a very nice way, such as using congruences, identities, orderable
algebras. Let us look at it.
Definition 2.1.2. Let V be a variety of algebras and n an integer, n > 1.
A variety V is congruence n-permutable if for every A 2 V and for every pair of congruences
↵ and   in Con(A),
↵  n   =    n ↵
where ↵  n   = ↵       ↵     · · · is the n-fold relational product, there are n-1 occurances of  
on the right side of equation.
Specially, if n=2, we say that the variety V is congruence permutable, and a congruence
permutable variety is also called a Maltsev variety.
In 1973, Hagemann and Mitschke provided the following classical characterization of con-
gruence n-permutable varieties with several identities and this result is widely used in many
ways. Later, Hagemann characterized such a variety using orderable algebras.
Theorem 2.1.3. ([7]) Fix n > 1, n an integer. Let V be a variety of algebras. V is congruence
n-permutable if and only if there exist ternary terms p1, p2, . . . , pn 1 such that the following
identities hold:
p1(x, y, y) ⇡ x,
pi(x, x, y) ⇡ pi+1(x, y, y) for 1  i  n  2,
pn 1(x, x, y) ⇡ y .
Example 2.1.4. (Mitschke) The variety of implication algebras has a single binary operation
symbol, !, and is defined by the equations:
(x! y)! x ⇡ x,
(x! y)! y ⇡ (y ! x)! x,
x! (y ! z) ⇡ y ! (x! z).
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This variety is congruence 3-permutable, since we have two ternary terms p1(x, y, z) ⇡ (z !
y) ! x and p2(x, y, z) ⇡ (x ! y) ! z satisfying the equations in Hagemann and Mitschke’s
theorem, i.e.,
p1(x, y, y) ⇡ (y ! y)! x ⇡ (x! x)! x ⇡ x,
p2(x, x, y) ⇡ (x! x)! y ⇡ (y ! y)! y,
p1(x, x, y) ⇡ (y ! x)! x ⇡ (x! y)! y ⇡ p2(x, y, y).
But it is not congruence permutable, since we can find two congruence ↵ and   such that
↵     ⇡     ↵.
Let D be a 2-element implication algebra, D = {0, 1}, defined by the equations
0! 0 ⇡ 0! 1 ⇡ 1! 1 ⇡ 1
1! 0 ⇡ 0.
Then A = {(0, 1), (1, 0), (1, 1)} is a subuniverse of D2.
Define ↵1,↵2 2 Con(A) by ((x1, x2), (y1, y2)) 2 ↵i () xi = yi, for i = 1, 2.
We can tell that ((0, 1), (1, 0)) 2 ↵2   ↵1 and ((0, 1), (1, 0)) /2 ↵1   ↵2.
Theorem 2.1.4. (Hagemann) A variety V does not contain an orderable algebra if and only
if it is congruence n-permutable for some n > 1.
That means, a variety contains an orderable algebra if and only if it is not congruence
n-permutable for any n > 1.
Example 2.1.5. The variety of semilattices is not congruence n-permutable for any n since
every semilattice is an orderable algebra.
We are partly inspired by the following lemma to construct the equivalent conditions for
congruence n-permutable variety.
Lemma 2.1.1. ([12]) Let V be an idempotent variety that is not congruence permutable. If
F = FV(x, y) is the 2-generated free algebra in V, then F has subuniverses U and V such that
(1) x 2 U, y 2 V ,
(2) y /2 U, x /2 V ,
(3) (U ⇥ F ) [ (F ⇥ V ) is a subuniverse of F⇥ F.
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The other direction also holds. The following is the proof for the other direction.
Proof. Assume V is congruence permutable.
By theorem 2.1.3, there exists a ternary term p1 such that the following identities hold:
p1(x, y, y) ⇡ x, p1(x, x, y) ⇡ y.
We know that (U ⇥ F ) [ (F ⇥ V ) is a subuniverse of F⇥ F, then
(y, x) = (p1(x, x, y), p1(x, y, y)) 2 (U ⇥ F ) [ (F ⇥ V ).
But we have y /2 U and x /2 V , there is a contradiction.
Definition 2.1.3. For k   2, a k-edge operation on a set A is a (k+ 1)-ary operation f on A
satisfying the k identities:
f(x, x, y, y, y, · · · , y, y) ⇡ y
f(x, y, x, y, y, · · · , y, y) ⇡ y
f(y, y, y, x, y, · · · , y, y) ⇡ y
f(y, y, y, y, x, · · · , y, y) ⇡ y
. . .
f(y, y, y, y, y, · · · , x, y) ⇡ y
f(y, y, y, y, y, · · · , y, x) ⇡ y
We often characterize algebras by the operations they possess and the identities that they
satisfy. The most beautiful and striking results in the subject provide bridges between the
structural and the semantic.
Let A be a set. For every positive natural number n, let Opn(A) denote the set of all n-ary
operations on A. Let Op(A) = [n2NOpn(A) be the set of all operations on A. For any k  n,
there is an n-ary operation pnk(x1, · · · , xn) = xk, called the k-th projection operation.
Let n and k be natural numbers, and suppose that f 2 Opn(A) and g1, · · · , gn 2 Opk(A).
Then we define a new k-ary operation f [g1, · · · , gn] by
(x1, x2, · · · , xk) 7! f(g1(x1, x2, · · · , xk), · · · , gn(x1, x2, · · · , xk)
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called the generalized composite of f with g1, · · · , gn. Note that, unlike the ordinary composi-
tion of unary operation, the generalized composite only exists when all of the ranks match up
correctly.
Just as the set of unary operations forms a monoid under the operation of composition, we
can form a kind of algebraic structure whose elements are members of Op(A) with the operation
of generalized composition.
Definition 2.1.4. Let A be a nonempty set. A clone on A is a subset of Op(A) that contains
all projection operations and is closed under generalized composition.
Example 2.1.6. Here are some examples of clones:
(1) Op(A) and Proj(A) = {pnk : 1  k  n} are clones on any set A.
(2) The set of Z-linear functions on Q, i.e., the set of all operations of the form f(x1, · · · , xn) =
a1x1+ · · ·+anxn with ai 2 Z forms a clone on Q. Similarly, the set of Z-a ne functions on Q
forms a clone. f(x1, · · · , xn) is a ne if it is of the form a1x1+ · · ·+anxn+b for a1, · · · , an 2 Z
and b 2 Q.
(3) The set of all idempotent operations on A is a clone. Recall that an operation f is
idempotent if f(x, x, · · · , x) = x for all x.
(4) Let hP,i be a poset. The set of all isotone operations is a clone on P . An operation
f is isotone if xi  yi for i  n implies f(x1, x2, · · · , xn)  f(y1, y2, · · · , yn).
Let A be a fixed set. The collection of clones on A is ordered by inclusion, and is closed
under arbitrary intersection. Therefore, it forms a complete lattice. The smallest and largest
elements of this lattice are Proj(A) and Op(A) respectively. There is an associated closure
operator, CloA. In other words, for any set F ✓ Op(A), CloA(F ) is the smallest clone on A
containing F .
For any natural number n, the set of n-ary members of a clone C will be denoted C(n).
Similarly the set of n-ary members of Clo(F ) is denoted Clon(F ).
Theorem 2.1.5. ([1]) Let A be a set and F a set of operations on A. Define
F0 = Proj(A),
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Fn+1 = Fn [ {f [g1, · · · , gk] : f 2 F, k = rank(f) and
g1, · · · , gk 2 Fn \Opm(A), some m 2 N}, for n 2 N.
Then CloA(F ) = [n2NFn.
Corollary 2.1.1. ([1]) Let A be a set and F a set of operations on A. For any natural number
m, define
G0 = {pm1 , pm2 , · · · , pmm},
Gn+1 = Gn [ {f [g1, · · · , gk] : f 2 F, g1, · · · , gk 2 Gn}, for n 2 N.
Then Clom(F ) = [n2NGn.
Example 2.1.7. As an example, let F consist of the operations of addition, negation, multi-
plication and 1(a nullary operation) on the set Q of rational numbers. What are the members
of CloQ2 (F )? The set G0 consists of the two projection operations, which we can abbreviate to
{x, y}. At level one, we apply each of the members of F to G0 obtaining
G1 = {x+ x, x+ y, y + y, x, y, x · x, x · y, y · y, 1}
= {2x, x+ y, 2y, x, y, x2, xy, y2, 1}.
Then 1 in the above set is the binary constant operation with value 1. G2 is constructed
from G1 in the same way. There are already too many functions to list, but among them are
3x, x3, 2x + y, x2 + 2y, y + 1, etc. Note that we will obtain the binary constant operations 0
and 2. Proceeding like this, we can construct integer powers and integer multiples of x and y,
together with their sums and products. In other words
CloQ2 (F ) = Z[x, y].
Of course, a set A together with a family F of operations is actually an algebra. This
motivates the next definition.
Definition 2.1.5. Let A = hA,F i be an algebra. The clone of term operations on A is
CloA(F ), which we denote Clo(A). The clone of polynomial operations on A, Pol(A) is the
clone on A generated by F [Op0(A).
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We have the theorems for constructing the term operations from the basic operations.
The same theorem is also used to construct the polynomial operations. Here is an alternate
description of the polynomial clone obtained directly from the terms.
Theorem 2.1.6. ([1]) Let A be an algebra and let n be a natural number. An operation g is
in Poln(A) if and only if for some m 2 N, f 2 Clon+m(A) and a1, · · · , an 2 A,
g(x1, · · · , xn) = f(x1, · · · , xn, a1, · · · , am).
2.2 Congruence Distributive and Modular Varieties
We turn to congruence distributive varieties. Recall that the variety is called congruence
distributive if every member has a distributive congruence lattice. We will give a theorem that
is similar in favor to characterization of congruence permutable varieties.
Theorem 2.2.1. ( Jo´nsson ) Let V be a variety of algebras. The following are equivalent:
(1) V is congruence distributive.
(2) FV(3) is congruence distributive.
(3) There is a positive integer n and ternary terms p0, p1, · · · , pn such that V satisfies the
following identities:
pi(x, y, x) ⇡ x, for 0  i  n,
p0(x, y, z) ⇡ x,
pn(x, y, z) ⇡ z,
pi(x, x, y) ⇡ pi+1(x, x, y), for i even,
pi(x, y, y) ⇡ pi+1(x, y, y), for i odd.
Proof. (1) =) (2) is immediate.
(2) =) (3). Let F denote the free algebra on {x, y, z} and define
↵ = CgF(x, y),  = CgF(y, z),   = CgF(x, z).
By congruence-distributivity (↵ _  )^   = (↵ ^  )_ (  ^  ). Since (x, z) clearly lies in the left
hand side of this equation, it lies in the right hand side as well. Therefore, there are elements
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u0, u1, · · · , un 2 F such that x = u0(↵ ^  )u1(  ^  )u2(↵ ^  )u3 · · · (  ^  )un = z. Since F is
generated by {x, y, z}, there are terms pi for i = 0, · · · , n such that ui = pFi (x, y, z).
Now to verify that the identities of condition (3) hold in V, let A 2 V and a, b, c 2 A. By
the freeness of F, there are homomorphisms f, g, h : F! A such that
f(x) = f(y) = a, f(z) = b
g(y) = g(z) = b, g(x) = a
h(x) = h(z) = a, h(y) = b.
Note that
ker(f) ◆ ↵ ◆ ↵ ^  
ker(g) ◆   ◆   ^  
ker(h) ◆   ◆ ↵ ^  ,  ^  .
For every i  n, h(ui) = h(pFi (x, y, z)) = pAi (a, b, a). Applying h to the expressions in the
above,
h(x) = h(u0) = h(u1) = h(u2) = · · · = h(un) = h(z)
i.e., a = pA0 (a, b, a) = p
A
1 (a, b, a) = · · · = pAn (a, b, a). The fact that x = u0 and z = un gives us
two equations. For the other two equations, let i be an even index. Then ui(↵^ )ui+1. Applying
f and using pAi (f(x), f(y), f(z)) = p
A
i+1(f(x), f(y), f(z)), i.e., p
A
i (a, a, b) = p
A
i+1(a, a, b). A
similar argument works for the odd indices.
(3) =) (1). Assume that the identities in conditions (3) hold in V, and let us prove
that V is congruence distributive. Let A 2 V and ↵, ,   2 Con(A). We wish to show that
(↵ _  ) ^   ✓ (↵ ^  ) _ (  ^  ). Call the right hand side ⌫ and let (a, b) 2 (↵ _  ) ^  .
Then (a, b) 2   and there are elements c0, c1, · · · , ck in A such that a = c0↵c1 c2↵ · · · ck =
b. Now let i  n and j  k. We have (pi(a, cj , b), pi(a, cj , a) = a) 2   and (b, a) 2  ,
therefore (pi(a, cj , b), pi(a, cj+1, b)) 2   for all j < k. Also (pi(a, c0, b), pi(a, c1, b)) 2 ↵ and
(pi(a, c1, b), pi(a, c2, b)) 2   · · · . Combining these two observations
(pi(a, cj , b), pi(a, cj+1, b)) 2 ⌫, for j < k.
We claim that for all i < n,
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(pi(a, a, b), pi(a, b, b)) 2 ⌫, (pi(a, b, b), pi+1(a, b, b)) 2 ⌫.
To see the first of these observe that
pi(a, a, b) = pi(a, c0, b)⌫pi(a, c1, b)⌫ · · · ⌫pi(a, ck, b) = pi(a, b, b).
For the second,
pi(a, b, b) = pi+1(a, b, b) for i odd,
pi(a, b, b)⌫pi(a, a, b) = pi+1(a, a, b)⌫pi+1(a, b, b) for i even.
Using the two relationships we obtain a = p0(a, b, b)⌫p1(a, b, b)⌫p2(a, b, b) · · · ⌫pn(a, b, b) = b as
desired.
The terms in the theorem are usually called Jo´nsson terms. Notice that if n = 1 in the
above theorem, then in V,
x ⇡ p0(x, x, y) ⇡ p1(x, x, y) ⇡ y,
thus V is a trivial variety.
The most important case is n = 2. This is equivalent to the identities
p1(x, x, y) ⇡ p1(x, y, x) ⇡ p1(y, x, x) ⇡ x.
Such a term p1 is called a majority term. In the variety of lattices, the term m(x, y, z) =
(x ^ y) _ (x ^ z) _ (y ^ z) and its dual both behave as majority terms.
Corollary 2.2.1. ([1]) If a variety admits a majority term, then it is congruence distributive.
Theorem 2.2.2. (Alan Day) Let V be a variety of algebras. The following are equivalent:
(1) V is congruence modular.
(2) FV(4) is congruence modular.
(3) There is a positive integer n and quatenary terms p0, p1, · · · , pn such that V satisfies the
following identities:
pi(x, y, y, x) ⇡ x, for 0  i  n,
p0(x, y, z, u) ⇡ x,
pn(x, y, z, u) ⇡ u,
32
pi(x, x, y, y) ⇡ pi+1(x, x, y, y), for i even,
pi(x, y, y, z) ⇡ pi+1(x, y, y, z), for i odd.
The followings are another equivalent conditions for congruence modular.
Theorem 2.2.3. ([3]) Let V be a variety of algebras. The following are equivalent:
(1) V is congruence modular.
(2) There is a positive integer n and ternary terms p0, p1, · · · , pn and p such that V satisfies
the following identities:
p0(x, z, y) ⇡ x,
pi(x, y, x) ⇡ x, for 2  i  n ,
pi(x, y, y) ⇡ pi+1(x, y, y), for i even,
pi(x, x, y) ⇡ pi+1(x, x, y), for i odd,
pn(x, y, y) ⇡ p(x, y, y),
p(x, x, y) ⇡ y.
Lemma 2.2.1. ([3]) Let A be an algebra and suppose ✓1, ✓2 2 Con(A). Then the following are
equivalent:
(1) ✓1   ✓2 = ✓2   ✓1,
(2) ✓1 _ ✓2 = ✓1   ✓2,
(3) ✓1   ✓2 ✓ ✓2   ✓1.
Theorem 2.2.4. (Birkho↵) If A is congruence permutable, then A is congruence modular.
Proof. Let ✓1, ✓2, ✓3 2 Con(A) with ✓1 ✓ ✓2. We want to show that
✓2 \ (✓1 _ ✓3) ✓ ✓1 _ (✓2 \ ✓3).
Suppose (a, b) 2 ✓2\(✓1_✓3), then there is an element c such that (a, c) 2 ✓1 and (c, b) 2 ✓3.
We have ✓1 ✓2 = ✓2 ✓1 since A is congruence permutable. Using lemma 2.2.1, ✓1_✓3 = ✓1 ✓3,
by symmetry,
(c, a) 2 ✓1,
hence
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(c, a) 2 ✓2,
then by transitivity,
(c, b) 2 ✓2.
Thus (c, b) 2 ✓2 \ ✓3 , so from
(a, c) 2 ✓1 and (c, b) 2 ✓2 \ ✓3,
we have
(a, b) 2 ✓1   (✓2 \ ✓3),
hence
(a, b) 2 ✓1 _ (✓2 \ ✓3).
We know that each of the conditions of congruence distributivity and congruence per-
mutability is important in its own right. The combination of the two properties turns out to
be particularly important.
Definition 2.2.1. An algebra is called arithmetical if it is both congruence permutable and
congruence distributive.
A variety is arithmetical if every member is arithmetical.
Theorem 2.2.5. (Pixley) Let V be a variety of algebras. The following are equivalent:
(1) V is arithmetical.
(2) FV(3) is arithmetical.
(3) There is a term p(x, y, z) such that V satisfies the following identities:
p(x, y, x) ⇡ p(x, y, y) ⇡ p(y, y, x) ⇡ x.
The term p in the above theorem is called a Pixley term.
Example 2.2.1. Let us define an r-lattice to be an algebra hL,^,_, ri of signature h2, 2, 3i
such that
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hL,^,_i is a lattice,
y ^ r(x, y, z) ⇡ x ^ y ^ z,
y _ r(x, y, z) ⇡ x _ y _ z.
The variety of r-lattices is arithmetical. For a Pixley term, we can take
p(x, y, z) ⇡ r(x, x _ y, x _ y _ z) ^ r(z, z _ y, z _ y _ x).
For then
p(x, x, z) ⇡ r(x, x, x _ z) ^ r(z, z _ x, z _ x) ⇡ (x _ z) ^ z ⇡ z,
p(x, z, z) ⇡ r(x, x _ z, x _ z) ^ r(z, z, z _ x) ⇡ x ^ (z _ x) ⇡ x,
p(x, y, x) ⇡ r(x, x _ y, x _ y) ^ r(x, x _ y, x _ y) ⇡ x ^ x ⇡ x.
Example 2.2.2. Every Boolean algebra can obviously be made into an r-lattice by defining
r(x, y, z) ⇡ (y0 _ (x ^ z)) ^ (x _ z),
Thus, Boolean algebras are arithmetical.
In the book [1], the variety generated by the six-element ortholattice in Figure 2.1 is arith-
metical.
Figure 2.1 Six-element ortholattice
2.3 Main Theorem
Theorem 2.3.1. Let V be an idempotent variety, F = FV(x, y) is the 2-generated free algebra
in V. The following are equivalent:
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(1) V has a finite orderable algebra.
(2) V has a 2-element orderable algebra.
(3) F has subuniverses U and V such that x 2 U and y 2 V , U\V =  , and (U⇥F )[(F⇥V )
is a subuniverse of F⇥ F.
Proof. (2)) (1). It is obvious.
(1)) (2). Suppose V contains a finite orderable algebra A, that means A has a non-trivial
compatible partial order on A. Denote this partial order as “   ”. Since A is finite, then
we can find two elements a, b in A such that a   b and {x : a   x   b} = {a, b}. Define
I[a, b] = {x : a   x   b}, then I[a, b] is a subuniverse, since for any n-ary operation f , and
8x1, x2, · · · , xn 2 I[a, b],
f(a, a, · · · , a)   f(x1, x2, · · · , xn)   f(b, b, · · · , b).
By the idempotency of f , f(a, a, · · · , a) = a and f(b, b, · · · , b) = b, we have
a   f(x1, x2, · · · , xn)   b,
so f(x1, x2, · · · , xn) 2 I[a, b] by the definition of I[a, b]. Hence I[a, b] is a 2-element orderable
algebra.
(2) ) (3). Suppose V contains a 2-element orderable algebra D = {c, d}. Denote this
partial order as “   ”, c   d. Define a mapping
h : F ! D = {c, d}
by h(x) = c and h(y) = d.
Let
U = {u 2 F : h(u) = c}
and
V = {v 2 F : h(v) = d}
Notice that U and V are subuniverses of F, for any n-ary operation f , and any u1, u2, · · · , un 2
U , h(f(u1, u2, · · · , un)) = f(h(u1), h(u2), · · · , h(un)) = f(c, c, · · · , c) = c since f is idempotent.
Obviously, x 2 U and y 2 V . Then we will show that
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U [ V = F and U \ V =  .
For any t 2 F , h(t) = c or h(t) = d, then t 2 U or t 2 V , so F ✓ U [ V . If t 2 U \ V , then
h(t) = c and h(t) = d, it is not possible, so U \ V =  .
Finally we will show that (U ⇥ F ) [ (F ⇥ V ) is a subuniverse of F⇥ F.
We know that
(U ⇥ F ) [ (F ⇥ V ) = (U ⇥ V ) [ (U ⇥ U) [ (V ⇥ V ),
D2 = {(c, c), (c, d), (d, c), (d, d)}
from U [ V = F and D = {c, d}.
Consider the induced mapping from h,
h2 : F 2 ! D2,
by h2(a, b) = (h(a), h(b)), (a, b) 2 F 2.
We have
(h2) 1{(c, c), (c, d), (d, d)} = (U ⇥ V ) [ (U ⇥ U) [ (V ⇥ V ) = (U ⇥ F ) [ (F ⇥ V ).
Let E = {(c, c), (c, d), (d, d)}. Since the inverse of the subuniverse is a subuniverse, in order to
prove (U⇥F )[ (F ⇥V ) is a subuniverse of F2, It su ces to show that E = {(c, c), (c, d), (d, d)}
is a subuniverse of D2.
Suppose t is an n-ary term on F2, (x1, y1), (x2, y2), · · · , (xn, yn) 2 E. Without loss of
generality, assume x1 = · · · = xk = c, xk+1 = · · · = xn = d, then yk+1 = · · · = yn = d since
(d, c) is not in E, so
t((x1, y1), (x2, y2), · · · , (xn, yn))
= (t(x1, x2, · · · , xn), t(y1, y2, · · · , yn))
= (t(c, · · · , c, d, · · · , d), t(y1, · · · , yk, d, · · · , d)).
Assume t(c, · · · , c, d, · · · , d) = d and t(y1, · · · , yk, d, · · · , d) = c, then
d = t(c, · · · , c, d, · · · , d)   t(y1, · · · , yk, d, · · · , d) = c, since c   yi.
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That is a contradiction with c   d. Hence t((x1, y1), (x2, y2), · · · , (xn, yn)) 2 E, and E is a
subuniverse of D2.
(3) ) (2). Suppose we have such U and V in the third equivalent condition. Since (x, x)
and (y, y) are both in (U ⇥F )[ (F ⇥V ), and x, y are two generators of F , then for any a 2 F ,
(a, a) 2 (U ⇥ F ) [ (F ⇥ V ), we have
a 2 U or a 2 V ,
hence F ✓ U [ V .
Define ✓ = (U ⇥ U) [ (V ⇥ V ).
First we show that ✓ is an equivalence relation on F . For any a 2 F , a 2 U or a 2 V , then
(a, a) 2 U⇥U or (a, a) 2 V ⇥V , so (a, a) 2 ✓. If (a, b) 2 ✓, then (a, b) 2 U⇥U or (a, b) 2 V ⇥V ,
from that we know (b, a) 2 U ⇥U or (b, a) 2 V ⇥V , hence (b, a) 2 ✓. If (a, b) 2 ✓ and (b, c) 2 ✓,
then (a, b) 2 U ⇥ U or (a, b) 2 V ⇥ V , (b, c) 2 U ⇥ U or (b, c) 2 V ⇥ V . When (a, b) 2 U ⇥ U ,
then b 2 U and (b, c) must be in U ⇥ U , so (a, c) 2 U ⇥ U ✓ ✓; similary, when (a, b) 2 V ⇥ V ,
then b 2 V and (b, c) must be in V ⇥ V , so (a, c) 2 V ⇥ V ✓ ✓;
Next we prove that ✓ is a congruence on F . Let S = (U⇥F )[(F⇥V ) = (U⇥V )[(U⇥U)[
(V ⇥V ) = ✓[ (U ⇥V ). Suppose f is an n-ary operation on F , 8(a1, b1), (a2, b2), · · · , (an, bn) 2
✓ ✓ S, since S is a subuniverse of F2, then
f((a1, b1), (a2, b2), · · · , (an, bn)) = (f(a1, a2, · · · , an), f(b1, b2, · · · , bn)) 2 S.
Assume (f(a1, a2, · · · , an), f(b1, b2, · · · , bn)) 2 U ⇥ V , then
f((b1, a1), (b2, a2), · · · , (bn, an)) = (f(b1, b2, · · · , bn), f(a1, a2, · · · , an)) 2 V ⇥ U * S.
But f((b1, a1), (b2, a2), · · · , (bn, an)) 2 S since (b1, a1), · · · , (bn, an) 2 ✓ ✓ S. Hence the as-
sumption is not correct, and (f(a1, · · · , an), f(b1, · · · , bn)) 2 ✓.
Consider quotient algebra F/✓, it has two elements U and V , define a partial order   by
U   V . Since S is a subuniverse of F⇥ F, then F/✓ is an orderable algebra.
Theorem 2.3.2. Let V be an idempotent variety. Then V is not congruence n-permutable
for any n 2 N if and only if F = FV(x, y) is the 2-generated free algebra in V, and F has
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subuniverses U and V such that
(1) x 2 U and y 2 V ,
(2) U \ V =  ,
(3) (U ⇥ F ) [ (F ⇥ V ) is a subuniverse of F⇥ F.
Proof. “( ” Assume V is congruence (n+ 1)-permutable for some n.
Then by theorem 2.1.3, there exist ternary terms p1, · · · , pn such that
p1(x, y, y) ⇡ x,
pi(x, x, y) ⇡ pi+1(x, y, y) for 1  i  n  1,
pn(x, x, y) ⇡ y .
From those three conditions for U and V , we know that (x, x), (x, y), (y, y) are all in (U ⇥F )[
(F ⇥ V ), then we apply those n ternary terms to these three pairs,
pn((x, x), (x, y), (y, y)) = (pn(x, x, y), pn(x, y, y)) 2 (U ⇥ F ) [ (F ⇥ V ),
pn 1((x, x), (x, y), (y, y)) = (pn 1(x, x, y), pn 1(x, y, y)) 2 (U ⇥ F ) [ (F ⇥ V ),
· · ·
p2((x, x), (x, y), (y, y)) = (p2(x, x, y), p2(x, y, y)) 2 (U ⇥ F ) [ (F ⇥ V ),
p1((x, x), (x, y), (y, y)) = (p1(x, x, y), p1(x, y, y)) 2 (U ⇥ F ) [ (F ⇥ V ).
Since pn(x, x, y) ⇡ y and y /2 U , then pn(x, y, y) 2 V , that means pn 1(x, x, y) 2 V from
pn(x, y, y) = pn 1(x, x, y). So pn 1(x, x, y) /2 U by U \ V =  . Proceeding like this, we can get
p1(x, x, y) /2 U , then p1(x, y, y) must be in V , that says that x 2 V since p1(x, y, y) = x. That is
a contradiction, therefore the assumption is false. Therefore V is not congruence n-permutable
for any n > 1.
“ ) ” Suppose V is not congruence n-permutable for any n > 1. Then by Valeriote and
Willard’s propostion 3.2[18], V contains an 2-element orderable algebra A, which has a com-
patible non-trivial partial order on A. By Theorem 2.3.1, we could have those subuniverses
U and V of F.
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2.4 Main Results for Congruence 3-permutable Variety
We have generated some results for congruence 3-permutable variety, and try to use them
to prove if the variety constructed in some way is congruence 3-permutable variety.
Lemma 2.4.1. Let V be an idempotent variety, F = FV(x, y) is the 2-generated free algebra
in V and S0 = SgF2{(x, x), (x, y), (y, y)}. V is congruence 3-permutable if and only if (y, x) 2
S0   S0.
Proof. “) ” Suppose V is congruence 3-permutable.
By Hagemann and Mitschke’s theorem, there exist two ternary terms p1, p2 of V such that
p1(x, y, y) ⇡ x,
p1(x, x, y) ⇡ p2(x, y, y),
p2(x, x, y) ⇡ y
Since S0 is a subuniverse,
(y, p2(x, y, y)) ⇡ (p2(x, x, y), p2(x, y, y)) ⇡ p2((x, x), (x, y), (y, y)) 2 S0,
(p1(x, x, y), x) ⇡ (p1(x, x, y), p1(x, y, y)) ⇡ p1((x, x), (x, y), (y, y)) 2 S0.
Therefore (y, x) 2 S0   S0 since p1(x, x, y) ⇡ p2(x, y, y).
“( ” Suppose (y, x) 2 S0   S0,
then 9 z such that (y, z) 2 S0 and (z, x) 2 S0.
By the definition of S0, there exist two terms, say p1, p2, such that
(y, z) = p2((x, x), (x, y), (y, y)) = (p2(x, x, y), p2(x, y, y)),
(z, x) = p1((x, x), (x, y), (y, y)) = (p1(x, x, y), p1(x, y, y)).
hence
y = p2(x, x, y),
z = p2(x, y, y) = p1(x, x, y),
x = p1(x, y, y).
By Lemma 4.37 ([1]) and Hagemann and Mitschke’s theorem, therefore V is congruence 3-
permutable.
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Lemma 2.4.2. Let V be an idempotent variety, F = FV(x, y) is the 2-generated free algebra
in V, and S0 = SgF2{(x, y), (x, x), (y, y)}. (y, x) /2 S0   S0 if and only if F1 \ F2 =   where
F1 = {a : (a, x) 2 S0} and F2 = {b : (y, b) 2 S0}, both are subuniverses of F.
Proof. (y, x) /2 S0  S0 is equivalent to say that for any element s 2 F , (y, s) /2 S0 or (s, x) /2 S0,
which is equivalent to F1 \ F2 =  , where F1 and F2 are defined in the lemma. F1 and F2 are
subuniverses of F since V is idempotent.
For the following lemma, we only prove one direction, actually we are more interesting in
the other direction. That is one future direction I will focus on.
Lemma 2.4.3. Let V be an idempotent variety. F = FV(x, y) is the 2-generated free algebra
in V, and F has subuniverses U1, U2 and V1, V2 such that
(1) x 2 U1 \ U2, y 2 V1 \ V2,
(2) U1 \ U2 \ V1 \ V2 =  ,
(3) (Ui ⇥ F ) [ (F ⇥ Vi) is a subuniverse of F⇥ F, for i = 1, 2.
Then V is not congruence 3-permutable.
Proof. Assume V is congruence 3-permutable.
By Hagemann and Mitschke’s theorem, there exist two ternary terms p1, p2 of V such that
p1(x, y, y) ⇡ x,
p1(x, x, y) ⇡ p2(x, y, y),
p2(x, x, y) ⇡ y.
Notice that (x, x), (x, y), (y, y) are all in (Ui ⇥ F ) [ (F ⇥ Vi) for each i = 1, 2.
So
(y, p2(x, y, y)) ⇡ (p2(x, x, y), p2(x, y, y)) 2 (Ui ⇥ F ) [ (F ⇥ Vi) for i = 1, 2,
(p1(x, x, y), x) ⇡ (p1(x, x, y), p1(x, y, y)) 2 (Ui ⇥ F ) [ (F ⇥ Vi) for i = 1, 2.
By y /2 Ui and x /2 Vi, we have p2(x, y, y) 2 Vi and p1(x, x, y) 2 Ui for i = 1, 2, Since
p1(x, x, y) ⇡ p2(x, y, y), we obtain
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p1(x, x, y) 2 U1 \ U2 \ V1 \ V2.
That is a contradiction with U1\U2\V1\V2 =  . Therefore V is not congruence 3-permutable.
Lemma 2.4.4. Let V be an idempotent variety, and assume V is not congruence 3-permutable.
Let F = FV(x, y) be the 2-generated free algebra in V. Then there are two subuniverses F1 and
F2 of F such that x 2 F1, y 2 F2 and F1 \ F2 =  . Moreover F has subuniverses U1, U2 and
V1, V2 such that
(1) F1 ✓ U1 \ U2, F2 ✓ V1 \ V2,
(2) (Ui ⇥ F ) [ (F ⇥ Vi) is a subuniverse of F⇥ F, for i = 1, 2.
More specifically, F1 = {a : (a, x) 2 S0} and F2 = {b : (y, b) 2 S0} where S0 =
SgF
2{(x, x), (x, y), (y, y)}.
Proof. Suppose V is not congruence 3-permutable.
By lemma 2.4.1, (y, x) /2 S0   S0 where S0 = SgF2{(x, y), (x, x), (y, y)}. It is equivalent to
say that
8 z 2 F , (y, z) /2 S0 or (z, x) /2 S0.
Define
F1 = {a 2 F : (a, x) 2 S0}, F2 = {b 2 F : (y, b) 2 S0}.
Obviously, F1 and F2 are two subuniverses of F since V is idempotent.
Then, we will show that
S0 = SgF
2{F1 ⇥ F [ F ⇥ F2}.
From the definitions of F1 and F2, we have F1 ⇥ {x} ✓ S0 and {y} ⇥ F2 ✓ S0. Besides
F1 ⇥ {y} ✓ F ⇥ {y} ✓ S0 and {x}⇥ F2 ✓ {x}⇥ F ✓ S0, so we obtain that
F1 ⇥ F ✓ S0, F ⇥ F2 ✓ S0.
Hence, SgF
2{F1 ⇥ F [ F ⇥ F2} ✓ S0. The other direction is obvious.
Extend F1 to a subuniverse U1 of F satisfying that U1 is maximal such that (y, x) /2
SgF
2{U1 ⇥ F [ F ⇥ F2} = S1 by Zorn’s lemma. Define
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V1 =
 !
P2(S1 \ {y}⇥ F ).
x 2 F1 ✓ U1, y 2 V1 since (y, y) 2 S1. We will show that
(U1 ⇥ F ) [ (F ⇥ V1) = S1.
From the definition of V1, for any v 2 V1, (y, v) 2 S1. And (x, v) 2 S1, so F ⇥ V1 ✓ S1,
obviously U1 ⇥ F ✓ S1, hence (U1 ⇥ F ) [ (F ⇥ V1) ✓ S1.
Take (p, q) 2 S1\(U1 ⇥ F ). Then p /2 U1. Define U 01 = SgF
2
(U1 [ {p}). The maximality of
U1 implies that (y, x) 2 SgF2{U 01 ⇥ F [ F ⇥ F2}.
We claim that
SgF
2{U 01 ⇥ F [ F ⇥ F2}
= SgF
2{U 01 ⇥ F [ {y}⇥ F2}
= SgF
2{U 01 ⇥ F [ {y}⇥ {y}}
= SgF
2{U1 ⇥ {x} [ {(p, x), (x, y), (y, y)}}.
Then 9 a term t and u1, · · · , uk 2 U1 such that
(y, x) = t((u1, x), · · · , (uk, x), (p, x), (x, y), (y, y)).
so y = t(u1, · · · , uk, p, x, y) and x = t(x, · · · , x, x, y, y). We can find a homomorphism f
mapping x to q and mapping y to y since F is free. Then apply f to the equation x =
t(x, · · · , x, x, y, y), we have q = t(q, · · · , q, q, y, y). Then
(y, q) = t((u1, q), · · · , (uk, q), (p, q), (x, y), (y, y)) 2 S1 \ {y}⇥ F ,
so q 2 V1, (p, q) 2 F ⇥ V1, S1 ✓ (U1 ⇥ F ) [ (F ⇥ V1).
Extend F2 to a subuniverse V2 of F satisfying that V2 is maximal such that (y, x) /2
SgF
2{F1 ⇥ F [ F ⇥ V2} = S2 by Zorn’s lemma. Define
U2 =
 !
P1(S2 \ F ⇥ {x}).
y 2 F2 ✓ V2, x 2 U2 since (x, x) 2 S2. We will show that
(U2 ⇥ F ) [ (F ⇥ V2) = S2.
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From the definition of U2, for any u 2 U2, (u, x) 2 S2. And (u, y) 2 S2, so U2 ⇥ F ✓ S2,
obviously F ⇥ V2 ✓ S2, hence (U2 ⇥ F ) [ (F ⇥ V2) ✓ S2.
Take (p, q) 2 S2\(F ⇥ V2). Then q /2 V2. Define V 02 = SgF
2
(V2 [ {q}). The maximality of
V2 implies that (y, x) 2 SgF2{F1 ⇥ F [ F ⇥ V 02}.
We claim that
SgF
2{F1 ⇥ F [ F ⇥ V 02}
= SgF
2{F1 ⇥ {x} [ F ⇥ V 02}
= SgF
2{F ⇥ V 02 [ {x}⇥ {x}}
= SgF
2{{y}⇥ V2 [ {(y, q), (x, y), (x, x)}}.
Then 9 a term t and v1, · · · , vk 2 V2 such that
(y, x) = t((y, v1), · · · , (y, vk), (y, q), (x, x), (x, y)).
So y = t(y, · · · , y, y, x, x) and x = t(v1, · · · , vk, q, x, y). We can find a homomorphism f
mapping x to x and mapping y to p since F is free. Then apply f to the equation y =
t(y, · · · , y, y, x, x), we have p = t(p, · · · , p, p, y, y). Then
(p, x) = t((p, v1), · · · , (p, vk), (p, q), (x, x), (x, y)) 2 S2 \ F ⇥ {x},
so p 2 U2, (p, q) 2 U2 ⇥ F , S2 ✓ (U2 ⇥ F ) [ (F ⇥ V2).
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CHAPTER 3. JOINS AND MALTSEV PRODUCT OF MALTSEV
VARIETIES
3.1 Introduction
Varieties are classes of similar algebras closed under homomorphic images, subalgebras and
direct products. This chapter is concerned with what could be for the joins and Maltsev product
of two Maltsev varieties.
Definition 3.1.1. For two idempotent varieties V andW, the maltsev product V W is defined
as:
{A : 9✓ 2 Con(A) with A/✓ 2W and each block a/✓ 2 V}.
Notice that every a/✓ is a subalgebra in an idempotent variety.
Definition 3.1.2. The join of two varieties V and W is the smallest variety containing V and
W, denoted by V _W.
Our class of algebras and varieties that we pay attention to are the idempotent algebras
and idempotent varieties.
Lemma 3.1.1. If an algebra A is idempotent and ✓ 2 Con(A), then for any a 2 A, a/✓ is
always a subuniverse of A.
Proof. We know that a/✓ is a subset of A,
for any b1, · · · , bn 2 a/✓, and f is an n-ary operation on A, then
f(b1, · · · , bn)/✓ = f(b1/✓, · · · , bn/✓) = f(a/✓, · · · , a/✓) = f(a, · · · , a)/✓ = a/✓,
since A is idempotent.
Thus f(b1, · · · , bn) 2 a/✓, and a/✓ is a subuniverse of A.
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As a consequence, we have the following lemma.
Lemma 3.1.2. If an algebra A is idempotent and has no proper, nontrivial subalgebras, then
A is simple.
Proof. Suppose ✓ 2 Con(A) and ✓ 6= 0A.
Using lemma 3.1.1, we know that a/✓ is a trivial algebra for some a 2 A. Since a 2 a/✓,
a/✓ 6=  , then a/✓ = A, thus ✓ = 1A, and A is simple.
Let h : A ! B be a homomorphism with kernel ↵. Let r 2 A. Then r/↵ is a subalgebra
of A if and only if h(r) is idempotent in B. This is an immediate consequence of the fact
that a direct image of a subalgebra is a subalgebra and the inverse image of a subalgebra is a
subalgebra. Another way to say that is that r/↵ is a subalgebra of A if and only if for every
basic operation f , f(r, · · · , r) 2 r/↵.
Lemma 3.1.3. Let A be an algebra, ↵,  2 Con(A), ↵ ✓   and r 2 A.
(1) (r/↵)/( /↵) = (r/ )/↵.
(2) r/  2 Sub(A)() (r/↵)/( /↵) 2 Sub(A/↵).
Proof. x/↵ 2 (r/↵)/( /↵)() x 2 r/  () x/↵ 2 (r/ )/↵.
For the other one, let h : A! A/↵ be the canonical homomorphism.
By the isomorphism theorem, we can obtain
A/  ⇠= (A/↵)/( /↵).
Let g1 : A! A/  and g2 : A/↵! (A/↵)/( /↵) be the canonical homomorphisms.
Then
g2   h = g1.
Therefore,
r/  2 Sub(A) () g1(r) = g2(h(r)) is idempotent () (r/↵)/( /↵) 2 Sub(A/↵).
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3.2 Joins of Maltsev Varieties
Theorem 3.2.1. (M.V aleriote) If V and W are two idempotent Maltsev varieties, then V_W
is congruence 3-permutable with Hagemann-Mitschke terms
x,
p(q(x, p(x, y, z), p(x, y, z)), q(x, p(y, z, z), z), q(x, y, z)),
p(q(x, y, z), q(x, p(x, y, y), z), q(p(x, y, z), p(x, y, z), z)),
z,
where p and q are Maltsev terms for V and W, respectively.
Valeriote also found algebras that show the above terms are not adequate to show V  W is
congruence 3-permutable.
Theorem 3.2.2. ([5]) If V and W are two idempotent Maltsev varieties, then V  W is con-
gruence 4-permutable with Hagemann-Mitschke terms
x,
f(x, g(x, y, y), g(x, z, z)),
g(x, y, z),
f(g(x, x, z), g(y, y, z), z),
z,
where f and g are Maltsev terms for V and W, respectively.
Notice that the join of two varieties is included in the maltsev product of two varieties.
We have the example that Maltsev product of two idempotent Maltsev varieties is con-
gruence 4-permutable with Hagemann-Mitschke terms. In fact we will see that their Maltsev
product is congruence 3-permutable, however the proof does not produce Hagemann-Mitschke
terms. We will see it in next section.
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3.3 Maltsev Product of Maltsev Varieties
Theorem 3.3.1. Let Sq be the variety of binars satisfying the identities:
x2 ⇡ x, xy ⇡ yx, x(xy) ⇡ y.
Then Sq and Sq   Sq has a Maltsev term respectively.
Proof. Define q(x, y, z) = y(xz). It is easy to check that q is a Maltsev term for Sq.
Define p(x, y, z) = (x(z(xy)))(z(x(zy))).
We will verify that p is a Maltsev term for Sq   Sq.
Let A 2 Sq   Sq, then
9✓ 2 Con(A), A/✓ 2 Sq, and for any a 2 A, a/✓ 2 Sq.
We will show A satisfies
p(x, x, z) ⇡ z and p(x, z, z) ⇡ x.
for x, z 2 A,
p(x, x, z) ⇡ (x(z(x2)))(z(x(zx))) ⇡ (x(zx))(z(x(zx))),
let w = x(zx), then
w/✓ = x/✓(z/✓ · x/✓) = x/✓(x/✓ · z/✓) = z/✓,
since a/✓ 2 Sq for any a 2 A. So w, z 2 z/✓ 2 Sq, we obtain zw ⇡ wz and w(wz) ⇡ z.
Hence
p(x, x, z) ⇡ w(zw) ⇡ w(wz) ⇡ z.
For the other one,
p(x, z, z) ⇡ (x(z(xz)))(z(x(z2))) ⇡ (x(z(xz)))(z(xz)),
let u = z(xz), then
u/✓ = z/✓(x/✓ · z/✓) = z/✓(z/✓ · x/✓) = x/✓,
since a/✓ 2 Sq for any a 2 A. So u, x 2 x/✓ 2 Sq, and
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xu/✓ = x/✓ · u/✓ = x/✓ · x/✓ = x/✓.
So xu, x 2 x/✓ 2 Sq. We obtain ux ⇡ xu and u(xu) ⇡ (xu)u. Hence
p(x, z, z) ⇡ (xu)u ⇡ u(xu) ⇡ u(ux) ⇡ x.
Theorem 3.3.2. (R.Freese and R.McKenzie) The Maltsev product of two idempotent and
congruence permutable varieties is congruence 3-permutable.
It is not necessarily true that their Maltsev product is congruence permutable. We will
present an example later.
The idea of the proof is to show that if A is an algebra and ✓ 2 Con(A) is such that A/✓
has a Maltsev term q(x, y, z) and there is a term p(x, y, z) which is Maltsev on each block of ✓,
then the congruences of A 3-permute. The above theorem will use the following two lemmas.
Lemma 3.3.1. ([5]) Let A be an algebra, ✓ 2 Con(A).
(1) If A/✓ has a Maltsev term, then for all  2 Con(A),
   ✓    ✓ ✓      ✓
(2) If p(x, y, z) is a term which is Maltsev on each ✓-block, then for  2 Con(A),
✓      ✓ ✓    ✓    .
Thus if the hypotheses of both (1) and (2) hold, then ✓ 3-permutes with all  2 Con(A).
Proof. First assume the hypothesis of (1) holds and that the Maltsev term is q(x, y, z). Suppose
(a, d) 2    ✓    so there exists b and c such that
a  b ✓ c  d,
then
a ✓ q(a, b, b) ✓ q(a, b, c)  q(b, b, d) ✓ d,
so
(a, d) 2 ✓      ✓.
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Now assume the hypothesis of (2) holds and suppose (a, d) 2 ✓     ✓ so there exists b and
c such that
a ✓ b  c ✓ d,
we calculate
a = p(a, b, b)  p(a, b, c) ✓ p(b, b, d)  p(c, c, d) = d.
Hence
(a, d) 2    ✓    .
Lemma 3.3.2. ([5]) Assume A and ✓ satisfy the hypotheses of (1) and (2) of the above lemma.
(1) If ↵,    ✓, then they permute.
(2) If ↵,   ✓, then they permute.
Example 3.3.1. ([5]) First, we exhibit two finite idempotent Maltsev algebras B0 and B1 whose
direct product is not Maltsev. This shows also that neither the join nor the Maltsev product of
two idempotent Maltsev varieties need have a Maltsev term. These two algebras will have two
ternary operation symbols {p, q}, and {0, 1} is the universe of both algebras,
pB0 = qB1 are Pixley operations and qB0(x, y, z) = pB1(x, y, z) = x_ y _ z(the maximum of
the three inputs).
The set S = {0, 1}2\{(0, 0)} is a subuniverse of B = B0 ⇥ B1, let S be the corresponding
subalgebra. The two projection congruences restricted to S do not permute. Thus B0 ⇥B1 has
no Maltsev term.
However, the variety generated by B is congruence 3-permutable with Hagemann-Mitschke
terms:
x, p(x, q(x, y, x), q(x, y, z)), p(z, q(y, y, z), q(x, y, z)), z.
Theorem 3.3.3. [5] If V and W be two idempotent, congruence 3-permutable varieties, then
V  W is congruence 15-permutable with Hagemann-Mitschke terms,
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h0(x, y, z) = x, h15(x, y, z) = z
and
h1(x, y, z) = f1(x, g1(x, y, y), g1(x, z, z))
h2(x, y, z) = f2(x, g1(x, y, y), g1(x, z, z))
h3(x, y, z) = g1(x, y, z)
h4(x, y, z) = f1(g1(x, x, z), g2(x, y, y), g2(x, z, z))
h5(x, y, z) = f1(g1(x, x, z), f1(x, g1(x, y, y), g1(x, z, z)), g2(x, z, z))
h6(x, y, z) = f1(g1(x, x, z), f2(x, g1(x, y, y), g1(x, z, z)), g2(x, z, z))
h7(x, y, z) = f1(g1(x, x, z), g1(x, y, z), g2(x, z, z))
h8(x, y, z) = f2(g1(x, x, z), g2(x, y, z), g2(x, z, z))
h9(x, y, z) = f2(g1(x, x, z), f1(g2(x, x, z), g2(y, y, z), z), g2(x, z, z))
h10(x, y, z) = f2(g1(x, x, z), f2(g2(x, x, z), g2(y, y, z), z), g2(x, z, z))
h11(x, y, z) = f2(g1(x, x, z), g1(y, y, z), g2(x, z, z))
h12(x, y, z) = g2(x, y, z)
h13(x, y, z) = f1(g2(x, x, z), g2(y, y, z), z)
h14(x, y, z) = f2(g2(x, x, z), g2(y, y, z), z)
where fi and gi for i = 1, 2 are Hagemann-Mitschke terms for V and W, respectively.
Theorem 3.3.4. (Bergman) Let V and W be two idempotent varieties. If V_W is congruence
permutable, then V  W is congruence permutable.
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Proof. Let q be a Maltsev term for V _W . Assume V  W is not congruence permutable. We
shall derive a contradiction. Let U = H(V  W). Since V and W are idempotent, so is U .
Certainly U is not congruence permutable, so we can apply Kearnes and Tschantz’ lemma to
U .
So let F = FU (x, y). Let U and V be the subuniverses provided by the lemma, and let
S = (U ⇥ F ) [ (F ⇥ V ). Since F is free and U = H(V  W), we have F 2 V  W. Hence there
is a congruence   on F such that G = F/  2W and Y = y/  2 V. of course y 2 Y .
Let a = (y, x), b = (x, x), c = (x, y), and d = (y, y). Note that a, b, c 2 S while d /2 S. We
shall derive a contradiction by showing that, in fact, d 2 S.
Let d0 = qF2(a, b, c) = (p1, p2). Then a, b, c 2 S implies that d0 2 S as well. From the
definition of S we must have either p1 2 U or p2 2 V . Without loss of generality, let us assume
that
p2 2 V .
Now from the definitions of a, b, c and d0, we have p1 = qF(y, x, x). But G = F/  2 W and q
is a Maltsev term for W, hence p1/  = qG(y/ , x/ , x/ ) = y/ , thus
p1 2 Y .
Similarly, p2/  = qG(x/ , x/ , y/ ) = y/ , so
p2 2 Y .
Now let e = (x, p2) 2 F ⇥ V ✓ S by p2 2 V .Define e0 = qF2(d0, e, c) = (p3, p4). Then e0 is a
member of S as well. As before, p3/  = qG(p1/ , x/ , x/ ) = p1/ , so
p3 2 Y .
From p2 2 Y , hence p4 = qF(p2, p2, y) = qY(p2, p2, y) = y since q is a Maltsev term for
Y 2 V.
Finally, let f1 = (y, p2) and f2 = (p3, p2). Then f1, f2 2 F⇥V ✓ S. Then qF2(f1, f2, e0) 2 S.
But
qF
2
(f1, f2, e0) = (qY(y, p3, p3), qY(p2, p2, y)) = (y, y) = d
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proving that d 2 S. That is a contradiction.
Corollary 3.3.1. Let V be an idempotent congruence permutable variety. Then V   V is
congruence permutable.
Proof. Since V = V _ V and V is an idempotent congruence permutable variety, by the above
theorem, V   V is congruence permutable.
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CHAPTER 4. FUTURE DIRECTIONS
4.1 Not Congruence 3-permutable Variety
We have the equivalent conditions for the variety which is not congruence permutable from
the following lemma. We are thinking, if the variety is not congruence 3-permutable, can we
give some similar equivalent conditions. Moreover, if the variety is not congruence n-permutable
for some integer n > 1, can we characterize such a variety with similar equivalent conditions.
Lemma 4.1.1. ([12]) Let V be an idempotent variety that is not congruence permutable. If
F = FV(x, y) is the 2-generated free algebra in V, then F has subuniverses U and V such that
(1) x 2 U, y 2 V ,
(2) y /2 U, x /2 V ,
(3) (U ⇥ F ) [ (F ⇥ V ) is a subuniverse of F⇥ F.
Definition 4.1.1. A binary cross on a set A is a subset of A2 of the form (U0⇥A)[ (A⇥U1),
where U0 and U1 are nonempty proper subsets of A. If U0 = U1, the cross is called symmetric.
If |U0| = |U1| = 1, the cross is called thin. The sequence (U0, U1) is called the base for the
cross. If the cross is symmetric, i.e., if the base has the form (U,U), then we also refer to U
as the base.
The definition of a cross can be applied for higher arity relations. For some positive integer
d, a d-ary cross is defined as follows:
Definition 4.1.2. A d-ary cross is a subset of Ad of the form
(U0 ⇥A⇥ · · ·⇥A) [ (A⇥ U1 ⇥ · · ·⇥A) [ · · · [ (A⇥A⇥ · · ·⇥ Ud 1),
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where U0, · · · , Ud 1 are nonempty proper subsets of A. For d=1, this means that 1-ary cross is
a nonempty proper subsets of A. The definitions of symmetric cross, thin cross, and base for a
d  ary cross are the expected ones. The arity of a cross is also called its dimension.
Conjecture 4.1.1. Let V be an idempotent variety and n is an integer, n > 1. Then V is not
congruence 3-permutable if and only if F = FV(x, y) is the 2-generated free algebra in V, and
F has subuniverses U1, U2 and V1, V2 such that 1  i  2
(1) x 2 Ui and y 2 Vi,
(2) U1 \ U2 \ V1 \ V2 =  ,
(3) (Ui ⇥ F ) [ (F ⇥ Vi) is a subuniverse of F⇥ F.
If the above corollary is true, further we want to use such a corollary to prove the following
statement.
Conjecture 4.1.2. Let V and W be two idempotent varieties. If V _ W is congruence 3-
permutable, then V  W is congruence 3-permutable.
If the property of congruence 3-permutable is too strong, alternatively we can define a weak
condition as follows.
Definition 4.1.1. An idempotent variety V is weakly congruence 3-permutable if F = FV(x, y)
is the 2-generated free algebra in V, there does not exsit subuniverses U1, U2 and V1, V2 of F
such that
(1) x 2 U2 ✓ U1, y 2 V1 ✓ V2,
(2) U2 \ V1 =  ,
(3) (Ui ⇥ F ) [ (F ⇥ Vi) is a subuniverse of F⇥ F, for i = 1, 2.
Lemma 4.1.1. If an idempotent variety V is congruence 3-permutable, then V is weakly con-
gruence 3-permutable.
Proof. Assume that the idempotent variety V is not weakly congruence 3-permutable,
then F = FV(x, y) is the 2-generated free algebra in V, there exist subuniverses U1, U2 and
V1, V2 of F such that
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(1) x 2 U2 ✓ U1, y 2 V1 ✓ V2,
(2) U2 \ V1 =  ,
(3) (Ui ⇥ F ) [ (F ⇥ Vi) is a subuniverse of F⇥ F, for i = 1, 2.
We know that V is congruence 3-permutable,
then there exist two ternary terms p1, p2 of V such that
p1(x, y, y) ⇡ x,
p1(x, x, y) ⇡ p2(x, y, y),
p2(x, x, y) ⇡ y.
Note that (x, x), (x, y), (y, y) are all in (Ui ⇥ F ) [ (F ⇥ Vi) for each i = 1, 2.
So
(y, p2(x, y, y)) ⇡ (p2(x, x, y), p2(x, y, y)) 2 (Ui ⇥ F ) [ (F ⇥ Vi) for i = 1, 2,
(p1(x, x, y), x) ⇡ (p1(x, x, y), p1(x, y, y)) 2 (Ui ⇥ F ) [ (F ⇥ Vi) for i = 1, 2.
By y /2 Ui and x /2 Vi, we have p2(x, y, y) 2 Vi and p1(x, x, y) 2 Ui for i = 1, 2, Since
p1(x, x, y) ⇡ p2(x, y, y), we obtain
p1(x, x, y) 2 U1 \ U2 \ V1 \ V2 = U2 \ V1.
That is a contradiction with U2 \ V1 =  . Therefore V is weakly congruence 3-permutable.
Then if a variety is weakly congruence 3-permutable, can we characterize such a variety
with similar conditions, that is one direction we can do the research.
4.2 Cube Term and Cube-term Blocker
Some charaterizations of algebras with cube-terms is very interesting topic, and it is very
useful to settle M. Valeriote’s conjecture.
In paper[15], it says that Valeriote’s conjecture is equivalent to each of the statements below.
(1) The class of finite and finitely related idempotent algebras generating congruence mod-
ular varieties is closed under idempotent expansions.
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(2) The class of finite and finitely related idempotent algebras generating congruence mod-
ular varieties is closed under forming subalgebras and homomorphic images and every full
polynomial expansion of such an algebra is finitely related.
First we present some basic information of it.
Definition 4.2.1. A cube operation over a set A is an operation c(x0, · · · , xn 1) such that
for each 0  i < n, the algebra hA, ci satisfies an equation c(w0, · · · , wn 1) = x where
{w0, · · · , wn 1} ✓ {x, y} and wi = y.
Definition 4.2.2. An algebra A is said to have a cube-term if its clone of term operations
contains a cube operation.
Definition 4.2.3. An idempotent operation over A is a function f : An ! A for some n such
that the function g(x) = f(x, · · · , x) is the identity function on A. By an idempotent algebra
we mean an algebra whose basic operations are idempotent, and thus every term operation of
the algebra is idempotent.
Definition 4.2.4. Let A be a finite algebra. A cube-term blocker in A is any pair (D,S)
of subuniverses of A such that   < D < S  A and such that for every term operation
t(x1, · · · , xn) of A there is i, 1  i  n, so that whenever (s1, · · · , sn) 2 Sn and si 2 D, then
t(s1, · · · , sn) 2 D.
Then we construct two small results about cube-term blocker.
Lemma 4.2.1. Let A be a commutative idempotent binar (CIB),   < D < S  A. Then
(D,S) is a cube-term blocker if and only if s 2 S and d 2 D implies s· d 2 D.
Proof. “) ” Suppose (D,S) is a cube-term blocker. Let t(x1, x2) = x1·x2.
For any s, d 2 S, d 2 D, by the definition of a cube-term blocker, t(s, d) = s· d 2 D.
“( ” Since A is a CIB, for each term operation t(x1, · · · , xn), for any x1, · · · , xn 2 S and
xi 2 D, we can write t(x1, · · · , xn) =
Q
s2I(xi1 ·xi2 · · ·xiks ), where i1, i2, · · · , iks 2 {1, 2, · · · , n}.
Consider each xi1 ·xi2 · · ·xiks , if one of xi1 , xi2 , · · · , xiks is in D, since this binary operation ·
is idempotent and commutative, then xi1 ·xi2 · · ·xiks 2 D, if none of xi1 , xi2 , · · · , xiks is in D,
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then xi1 ·xi2 · · ·xiks 2 S. Similarly t(x1, · · · , xn) =
Q
s2I(xi1 ·xi2 · · ·xiks ) 2 D, since there is
some s 2 I, xi1 ·xi2 · · ·xiks 2 D.
Lemma 4.2.2. Let A be a commutative idempotent binar (CIB), and let 2 denote the 2-
element semilattice. Then 2 2 HS(A) if and only if A has a cube-term blocker.
Proof. “( ” Suppose A is CIB and A has a cube-term blocker (D,S).
If |D| = 1, let D = {d}. Pick one element s 2 S\D, then construct 2 = {s, d}, and obtain
2  S(A) ✓ HS(A).
If |D|   2, let ✓ = 1D [ 0S , then ✓ 2 Con(S). Pick d 2 D and s 2 S\D. We construct
2 = {s/✓, d/✓}, where d/✓ = D. Then
2  S(S/✓) ✓ SH(S) = SHS(A) = HS(A).
“) ” Suppose 2 2 HS(A), then 2 = B/ , where   2 Con(B), and B 2 S(A).
Let B/  = {s1/ , s2/ }. WLOG, (s1/ )· (s2/ ) = (s1/ ), then let D = s1/  < B. Choose
any d 2 D, any s 2 B, then we have
s/  = s1/  or s/  = s2/ .
If s/  = s1/ , then (d/ )· (s/ ) = (s1/ )· (s1/ ) = D, so d· s 2 D.
If s/  = s2/ , then
(d/ )· (s/ ) = (s1/ )· (s2/ ) = (s1/ ) = D,
so d· s 2 D, by lemma 4.2.1, (D,B) is a cube-term blocker.
Theorem 4.2.1. ([11]) Let A be a finite idempotent algebra. Then A has a cube-term if and
only if it possesses no cube-term blockers.
That is another direction for the future research.
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