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Re´sume´
Dans ce travail, nous pre´sentons un formalisme permettant de de´ter-
miner, a` partir des buts assigne´s a` un ensemble d’agents et d’une repre´-
sentation des agents, les buts individuels de chaque agent du groupe.
Pour cela, nous utilisons   , une logique de pre´fe´rences condition-
nelles de´veloppe´e par Craig Boutilier. Nous e´tendons    et les no-
tions de´veloppe´es par Boutilier au cas multi-agents.
1 INTRODUCTION
Pour atteindre un but complexe, il est en ge´ne´ral ne´cessaire de faire appel a`
plusieurs agents. Cet ensemble d’agents de´pend des caracte´ristiques du but a`
atteindre, comme par exemple sa complexite´, le de´lai impose´ pour l’atteindre
etc. Mais il de´pend e´galement de caracte´ristiques propres aux agents, comme
leurs compe´tences, leur charge de travail admissible, leurs propres souhaits
etc. Ainsi, de fac¸on intuitive, on peut penser que si le but a` atteindre est com-
plexe dans le sens ou` qu’il ne´cessite de nombreuses compe´tences, et si les
agents conside´re´s sont tre`s spe´cialise´s, alors le nombre d’agents ne´cessaire
pour atteindre le but impose´ sera e´leve´ ; par contre, si le de´lai impose´ pour
atteindre le but impose´ est long ou si la charge admissible de travail par agent
est e´leve´e, alors un petit nombre d’agents sera suffisant pour re´aliser cet en-
semble de taˆches.
Dans un tel contexte, de nombreux proble`mes se posent : on peut, par
exemple, se demander comment cre´er une coalition d’agents lorsqu’un seul
agent ne suffit pas pour re´aliser une taˆche [17]. On peut e´galement chercher
a` optimiser le nombre d’agents.
Dans cet article, nous adressons un proble`me un peu diffe´rent : il s’agit
de de´terminer, en fonction des buts a` atteindre par le groupe et en fonction
des agents que l’on conside`re, quels sont les buts que l’on peut affecter, de
fac¸on individuelle, a` chacun des agents. Autrement dit, le proble`me que nous
e´tudions ici est celui de l’affectation des buts individuels des agents en fonc-
tion des buts affecte´s a` un groupe d’agents et bien suˆr en fonction des ca-
racte´ristiques de ces agents.
On peut remarquer que ce proble`me n’est pas celui de de´terminer les buts
d’un groupe d’agents en fonction des buts de chaque agent, proble`me de´ja`
e´tudie´ (cf. [15]).
Dans notre travail, nous avons choisi de mode´liser les buts affecte´s au
groupe d’agents par un ensemble de pre´fe´rences conditionnelles de la lo-
gique   de´veloppe´e par Boutilier [2], qui dans [3] e´tudie ce meˆme proble`-
me mais dans un cas mono-agent.
Dans cet article, Boutilier justifie l’utilisation d’une logique de pre´fe´rences
conditionnelles pour exprimer et raisonner sur des buts : Un but est une pro-
position dont on de´sire qu’un agent la rende vraie. [...] Malheureusement,
tous les buts ne sont pas atteignables. Par exemple, meˆme si mon robot a
pour but de m’apporter du cafe´, il se peut qu’il ne puisse pas le faire car
la machine a` cafe´ est hors de service. [...] De plus, certains buts peuvent ne
pas eˆtre atteints pour d’autres raisons que l’impossibilite´ de les atteindre.
Il est par exemple fre´quent de spe´cifier des buts ge´ne´raux et de lister aussi
des circonstances exceptionnelles qui rendent ces buts moins de´sirables que
d’autres. [...] Plutoˆt qu’une distinction entre situations de´sirables et situa-
tions inde´sirables, on va ordonner les mondes possibles selon leur degre´ de
pre´fe´rence. Les mondes les plus pre´fe´re´s correspondent aux buts dans le sens
classique du terme. Toutefois, lorsque ces buts ne pas atteignables, un ordre
sur les situations alternatives devient ne´cessaire.
`A partir des pre´fe´rences conditionnelles d’un seul agent, le formalisme
propose´ par Boutilier permet de de´terminer quels sont les buts de l’agent et ce
en fonction de sa capacite´ a` controˆler telle ou telle proposition. Notre objectif
est d’e´tendre le travail de Boutilier a` un cadre multi-agents et de pouvoir, a`
partir d’un ensemble de pre´fe´rences conditionnelles qui mode´lise les buts
affecte´s au groupe d’agents, de de´terminer quels sont les buts effectifs de
chaque agent, c’est-a`-dire d’allouer a` chacun des agents les buts qu’il doit
effectivement atteindre.
Pour cela, il convient de mode´liser les agents, et notamment leurs connais-
sances, leurs intentions, leur savoir-faire, leurs ressources etc [21].
Dans ce travail, nous prendrons en compte uniquement trois caracte´ristiques
des agents qui sont :
– leur connaissance du monde re´el (i.e. ce qui est vrai), en supposant que
tous les agents ont la meˆme connaissance du monde re´el ;
– leur capacite´ a` changer la valeur de ve´rite´ d’une proposition et qui peut
mode´liser d’une certaine fac¸on la notion de compe´tence des agents ;
– leurs engagements, car nous supposerons que les agents peuvent s’ex-
primer sur le fait qu’ils s’engagent a` re´aliser ou a` ne pas re´aliser telle
taˆche.
Tout comme le fait Boutilier, nous conside´rons donc un ensemble des
connaissances des agents au sujet du monde re´el, et nous associons a` tout
agent l’ensemble des variables propositionnelles qu’il peut controˆler.
Le processus d’allocation de buts de´fini dans ce qui suit doit eˆtre vu comme
un processus ge´re´ par une autorite´ centrale qui dispose de toutes ces donne´es.
Cette autorite´ doit alors allouer a` chaque agent exe´cutant un certain nombre
de taˆches qui sont cense´es valider une partie des buts du groupe d’agents. Ces
taˆches sont de´termine´es en fonction des compe´tences de chacun des agents,
mais e´galement de ses engagements et de ceux des autres agents. Nous nous
affranchissons donc des proble`mes de communication pouvant exister entre
les diffe´rents agents exe´cutants. En particulier, nous n’e´tudions pas les cas de
ne´gociations entre des agents exe´cutants qui partagent des ressources com-
munes (cf. [13, 14, 11]). Ces proble`mes sont occulte´s par la pre´sence de
l’entite´ centrale qui re´git le processus de distribution.
En ce qui concerne la mode´lisation des engagements des agents, notion qui
n’apparait pas dans le travail de Boutilier, bien qu’elle puisse se mode´liser en
logique modale [9], [18], [19], [16], nous avons choisi dans cet article 1 de la
mode´liser a` l’aide d’ensembles de formules de la logique propositionnelle.
Cet article est organise´ comme suit. Dans la section 2, nous pre´sentons la
logique    et le me´canisme de de´rivation de but pour un agent. Dans la
section 3, nous e´tendons    au cas multi-agents, tout d’abord en e´tendant
la notion de controˆlabilite´ puis la notion de but a` un groupe d’agents. Nous
de´finissons ensuite la notion d’engagement pour un agent, nous pre´sentons
comment de´terminer les buts effectifs d’un agent, les proprie´te´s de notre for-
malisme et nous e´tudions un exemple. Enfin, nous pre´sentons nos conclu-
sions et les perspectives de poursuite de ce travail dans la section 4.
1et ce pour nous focaliser sur le processus d’allocation des buts individuels
2 LA LOGIQUE  
Dans cette section, nous pre´sentons la logique   de´veloppe´e par Bou-
tilier pour raisonner avec des pre´fe´rences conditionnelles. Nous rappelons
sa se´mantique, l’axiomatique de   e´tant de´taille´e dans [2]. Puis, nous
pre´sentons   , une restriction de  .
2.1 Se´mantique de  
Boutilier conside`re un langage propositionnel bimodal L
 
, base´ sur un
langage propositionnel  , et dont les deux ope´rateurs modaux sont  
et

 . La se´mantique de L
 
est base´e sur la de´finition des mode`les suivante :
   		 
 ou` est un ensemble de mondes possibles, 
 est une fonc-
tion de valuation2, et  est un pre´ordre total3 sur les mondes qui permet
d’exprimer la pre´fe´rence (   signifie que  est au moins autant pre´fe´re´
que ).
Soit    		 
 un mode`le. La valuation d’une formule dans  est
donne´e par la de´finition suivante :
De´finition 1
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autant pre´fe´re´s que .    est vrai dans un monde  si 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les mondes moins pre´fe´re´s que .
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Boutilier de´finit de plus   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 est une relation reflexive, transitive et connecte´e
De´finition 2
   		 
 satisfait la formule  ssi      

. On le note
   .
Pour un exemple, on peut se reporter a` la figure ci-apre`s, ou` l’on a un
mode`le tel que     (car tous les mondes satisfont ) et  

 
 
(car tous les mondes au moins autant pre´fe´re´s que 

satisfont ).

 






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





 
 
De´finition 3
Soit  un ensemble de formules et  une formule de  .  est de´rive´e (ou
de´duite) de  ssi tous les mode`les qui satisfont E satisfont e´galement .
On le note    .
2.2 Se´mantique de  
Dans [2], Boutilier restreint   pour pouvoir tenir compte de tous les
mondes possibles. Il conside`re donc une classe de mode`les de   dans
lesquels chaque valuation propositionnelle est associe´e a` un ou plusieurs
mondes possibles.
Cela le conduit a` la de´finition de    qui est la plus petite extension de
  ferme´e par toutes les re`gles de   et qui contient l’axiome suivant :
–


 pour toute formule satisfiable  de  .
Dans toute la suite de l’article, nous utiliserons    au lieu de  .
2.3 Pre´fe´rences conditionnelles
Boutilier de´finit un connecteur conditionnel  pour exprimer les
pre´fe´rences conditionnelles :
De´finition 4
 


 
	


    
On peut comprendre ceci comme exprimant le fait que   si A est vraie
alors un agent doit s’assurer que B .
De´finition 5
Une pre´fe´rence absolue  est de´finie par 4, ce qui est e´quivalent a`


 , et est note´e .
Pour pouvoir de´terminer quels sont ses buts, un agent doit avoir une cer-
taine connaissance du monde re´el. Boutilier introduit donc, un ensemble
fini et consistant de formules de , pour pouvoir repre´senter la connais-
sance qu’a l’agent du monde qui l’entoure. On appelle  une base de
connaissances. Etant donne´s et un mode`le de   , les situations ide´ales
sont caracte´rise´es par les mondes les plus pre´fe´re´s qui satisfont. Ceci est
de´fini de la fac¸on suivante :
De´finition 6
Soit  un ensemble de pre´fe´rences conditionnelles. Soit  une base de
connaissances. Un but ide´al de´rive´ de  est une formule  de  telle
que5 :
    
On peut remarquer qu’en fait Boutilier utilise dans [3] non pas l’impli-
cation classique pour de´terminer   mais une logique non monotone
pour pouvoir de´terminer la connaissance qu’a l’agent du monde. Cette lo-
gique non monotone est e´galement fonde´e sur un ordre sur les mondes et
permet de de´crire quels sont les mondes les plus   normaux . Cette ap-
proche permet de se rapprocher de la the´orie de la de´cision classique [20]
qui conside`re une fonction d’utilite´ pour repre´senter les pre´fe´rences sur les
actions possibles et une fonction de probabilite´ pour repre´senter la plausibi-
lite´ des mondes.
Dans son approche, Boutilier calcule d’abord quel est le monde le plus
probable avant d’utiliser celui-ci pour calculer les CK-buts de l’agent. Une
certaine priorite´ est donne´ au calcul du monde le plus probable par rapport
aux pre´fe´rences de l’agent. On peut remarquer qu’il faudrait normalement
tenir compte e´galement de la possibilite´ que le monde le plus probable ne
soit pas le monde actuel.
Dans la suite de ce papier, nous conside´rerons que   est obtenu par
fermeture transitive   classique pour nous concentrer sur les proble`mes de
de´termination de buts.
4ou` 	 repre´sente n’importe quelle tautologie propositionnelle
5par de´finition, 	  
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Exemple 1
Conside´rons un langage dont les variables propositionnelles sont  (la porte
est laque´e) et  (la porte est ponce´e). Soient les deux pre´fe´rences condition-
nelles  et 		 i.e. l’agent pre´fe´re que la porte soit laque´e et si elle
n’est pas ponce´e, l’agent pre´fe´re que la porte ne soit pas laque´e.
Les mondes possibles sont 
 
   	 , 

   			, 

   		,


   		 
6
.
Du fait de , les situations 
 
et 

peuvent eˆtre les mondes pre´fe´re´s.
Mais, a` cause de 		, 

ne peut pas eˆtre le monde le plus pre´fe´re´.
Donc 
 
est le monde le plus pre´fe´re´ et on a 
 
 

, 
 
 

et 
 



. De plus, on ne peut pas avoir 

 

, car on a 		. On a donc


 

.  et 		 ne sont donc satisfaites que par les mode`les de
 
  suivants :

 

 
 

 

 




 
 

 

 



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 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Supposons que
 
    (la porte est ponce´e). Alors  
 
    .
Les buts ide´aux sont les  tels que     .  est donc le but ide´al
de l’agent. Comme la porte est ponce´e, il pre´fe´re qu’elle soit laque´e.
Si maintenant on suppose que 

   	 (la porte n’est pas ponce´e),
on peut montrer que le but ide´al est 	 : comme la porte n’est pas ponce´e,
l’agent pre´fe´re qu’elle ne soit pas laque´e.
2.4 Propositions controˆlables, influenc¸ables et non-
influenc¸ables
D’apre`s la de´finition pre´ce´dente, toute formule qui satisfait    
est un but pour l’agent. Comme Boutilier le note, cette de´finition n’est va-
lable que si est   fixe´ , i.e. que si l’agent ne peut pas changer la valeur
de ve´rite´ des e´le´ments de. Or, il se peut tre`s bien que l’agent puisse chan-
ger la valeur de ve´rite´ de certains e´le´ments de . La de´finition des buts
ide´aux donne´e pre´ce´demment est ainsi trop restrictive. Par exemple, 

exprime le fait que la porte n’est pas ponce´e. Supposons que l’agent puisse
poncer la porte. Dans ce cas, il pre´fe´re la poncer pour remplir le but le plus
pre´fe´re´, i.e. laquer la porte.
6cette fac¸on de noter les mondes est classique. Ainsi 

 
  est une notation pour
repre´senter 

   et 

  
Boutilier sugge`re donc pour calculer la fermeture   de la base de
connaissances de ne tenir compte que des formules dont la valeur de ve´rite´
ne peut pas eˆtre change´e par les actions de l’agent.
De plus, il se peut que certaines formules  caracte´rise´es par la de´finition
pre´ce´dente ne puissent pas eˆtre rendues vraies par l’agent. Par exemple, un
agent peut pre´fe´rer qu’il ne pleuve pas, mais c’est quelque chose sur lequel
il n’a aucun controˆle.
Pour mode´liser ces notions, Boutilier partitionne les atomes de  en
deux classes :        .   est l’ensemble des atomes que l’agent peut
controˆler (l’agent peut changer la valeur de ve´rite´ de ces atomes) et   est
l’ensemble des atomes que l’agent ne peut pas controˆler.
Par exemple, l’atome  repre´sentant le fait   il pleut  peut eˆtre raisonna-
blement conside´re´ comme incontroˆlable (l’agent ne pouvant pas changer la
valeur de ve´rite´ de cet atome).
Implicitement, Boutilier impose une contrainte sur   :       
	   . Ainsi si un atome est controˆlable, sa ne´gation l’est aussi. Si l’on
repre´sente le fait que la porte soit ponce´e par l’atome , le fait de dire que
l’agent peut poncer la porte (i.e.    ) implique que l’agent peut e´galement
  de´poncer  la porte (i.e. 	   ). Nous reviendrons sur ce point dans la
conclusion.
Boutilier e´tend ces notions aux propositions, en pre´cisant tout d’abord
quelques de´finitions.
De´finition 7
Pour n’importe quel ensemble de variables propositionnelles  , on appelle
   l’ensemble des valuations de  . Si      et     avec  et
 deux ensembles disjoints, alors      est la valuation e´tendue
a`  . L’e´le´ment neutre de ; est  
 qui est la valuation vide.
De´finition 8
Soient   et   de´finis comme pre´ce´demment. Une proposition  est controˆ-
lable ssi, pour tout     , il existe      et      tels que
    et    	
Une proposition  est influenc¸able ssi il existe     , il existe  
   et  tels que     et    	
Ainsi, si    , et     alors    est influenc¸able, mais pas
controˆlable. Comme  n’est pas controˆlable, si  est faux, alors l’agent ne
peut pas rendre vraie, donc n’est pas controˆlable. Par contre, si
 est vrai, alors l’agent peut changer la valeur de ve´rite´ de  en rendant
 vrai ou faux, donc   est influenc¸able.
De´finition 9
L’ensemble des croyances non-influenc¸ables d’un agent est de´fini par :
          n’est pas influenc¸able
Dans un premier temps, Boutilier conside`re que  est un ensemble
complet, c’est-a`-dire que la valeur de ve´rite´ de tous les atomes incontroˆlables
est connue, ce qui peut se re´sumer par :  non controˆlable   
ou 	  .
On peut remarquer que Boutilier a e´tudie´ le cas ou` l’agent ne connaıˆt pas
la valeur de ve´rite´ de tous les atomes non controˆlables de. Dans ce cas,
on peut choisir deux strate´gies de de´termination des buts : maximiser le gain
potentiel ou minimiser la perte potentielle, ce qui correspond a` des crite`res
de decision maximax ou maximin dans le cadre de la the´orie de la de´cision.
Boutilier peut maintenant de´finir la notion de CK-but :
De´finition 10
Soient  un ensemble de pre´fe´rences conditionnelles et  une base de
connaissance telle que  soit complet.
Une proposition est un CK-but ssi     avec controˆlable.
La de´finition des CK-buts est tre`s ge´ne´rale. En particulier, si  est un CK-
but alors est un CK-but pour l’agent. Il est donc inte´ressant pour l’agent
de pouvoir de´terminer les actions atomiques qui permettent de garantir que
tous les CK-buts seront atteints.
De´finition 11
Un ensemble d’actions atomiques est un ensemble  d’atomes controˆlables
tels que pour n’importe quel CK-but ,       .
Exemple 2
Reprenons l’exemple pre´ce´dent     	 		. Supposons que la
porte soit ponce´e et que l’agent n’ait pas les moyens de la   de´poncer .
On a donc  qui est incontroˆlable et   .
Supposons dans un premier temps que l’agent puisse encore laquer la
porte. Dans ce cas  est controˆlable. D’apre`s la de´finition 10,  est un CK-
but de´rive´ de  : l’agent aura pour but de laquer la porte.
Maintenant, supposons qu’il n’y ait plus de laque. Cette fois ci,  est in-
controˆlable. Toujours d’apre`s la de´finition 10,  n’est plus un CK-but pour
l’agent, ce qui est intuitivement correct, puisque l’agent ne peut pas laquer la
porte.
3 EXTENSION AU CAS MULTI-AGENTS
Nous allons maintenant conside´rer que nous travaillons avec un ensemble
 d’agents. Notons    
 
	    	 

.
Exemple 3
Supposons que nous ayons le sce´nario suivant qui concerne l’e´tat d’une
porte. Nous disposons d’un groupe de deux agents  
 
	 

. Les pre´fe´rences
que nous imposons au groupe sont les suivantes :
– si la porte est ponce´e, on pre´fe´re que la porte soit laque´e mais pas re-
couverte de papier ;
– si la porte n’est pas ponce´e, on pre´fe´re qu’elle soit recouverte de papier,
mais pas laque´e.
La mode´lisation en    de ce sce´nario est la suivante :      
		   		.
Si on reprend le travail de Boutilier, pour pouvoir de´terminer les CK-buts
du groupe d’agents, il faut connaıˆtre les propositions controˆlables par .
La plupart du temps, nous connaissons les atomes controˆlables par chaque
agent. Comment alors de´terminer les formules controˆlables par le groupe
d’agents ? Nous devons donc en premier lieu e´tendre la notion de controˆlabilite´
a` un groupe d’agents. Nous e´tendrons e´galement le mode`le de l’agent en
conside´rant les engagements des agents. Intuitivement, un agent s’engage a`
rendre un atome vrai s’il est de´termine´ a` faire une action qui va rendre cet
atome vrai.
De plus, nous conside´rons que les agents du groupe partagent les meˆmes
connaissances : ils ont les meˆmes connaissances sur l’e´tat du monde et con-
aissent le mode`le de chaque agent du groupe. Cela est normal, car on dispose
d’une entite´ centrale ge´rant le processus de distribution. Sans cette entite´, les
agents pourraient avoir une repre´sentation diffe´rente du monde ou ne pas
connaıˆtre par exemple les capacite´s des autres agents.
3.1 Extension de la controˆlabilite´
Boutilier se´pare les atomes en deux classes : les atomes controˆlables par
l’agent (les atomes dont il peut changer la valeur de ve´rite´) et les atomes in-
controˆlables par l’agent (ceux dont il ne peut pas changer la valeur de ve´rite´).
Nous allons e´tendre cette proposition au cas multi-agents en introduisant une
dichotomie identique a` celle de Boutilier pour chaque agent :
De´finition 12
Pour chaque agent 

 , on partitionne les atomes en deux classes :
 
	
 
qui repre´sente les atomes qui sont dans le domaine de controˆlabilite´ de
l’agent 

et  
	
 
qui repre´sente les atomes qui ne sont pas dans le domaine
de controˆlabilite´ de l’agent 

.
L’extension aux propositions quelconques est la meˆme que celle de Bouti-
lier. Nous allons maintenant e´noncer deux hypothe`ses a` propos des domaines
de controˆlabilite´ des agents. La premie`re que nous faisons mode´lise le fait
que tout agent controˆle au moins un atome (hypothe`se 1) :
Hypothe`se 1


   
	
 

  

La deuxie`me hypothe`se que l’on fait porte sur les domaines de controˆlabilite´
des agents (hypothe`se 2) :
Hypothe`se 2
Les domaines de controˆlabilite´ des agents ne sont pas force´ment disjoints.
Il se peut tre`s bien que deux agents diffe´rents soient compe´tents pour
re´aliser la meˆme action. Ils entrent alors en concurrence.
On peut alors chercher a` relier les notions de propositions controˆlables,
influenc¸ables ou non-influenc¸ables par un agent a` la notion de proposition
controˆlable, influenc¸able ou non-influenc¸able par un groupe d’agents.
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Soit    
 
	
 

 
	
 
et        . Une proposition  est :
– controˆlable par le groupe ssi pour tout      il existe     
et      tels que     et    	 ;
– influenc¸able par le groupe  ssi il existe      il existe     
et      tels que     et    	 ;
– non-influenc¸able ssi  n’est pas influenc¸able.
Cette de´finition est une extension directe de la de´finition 4 du cas mono-
agent.
Prenons un exemple : un groupe d’agents  
 
	 

 est tel que  soit controˆlable
par 
 
et que  soit controˆlable par 

. Quelle est la   controˆlabilite´  de la
proposition        ?
Dans ce cas, on peut dire que        n’est pas controˆlable par
 
 
	 

. Il suffit de choisir 
    et 
   ) et alors     
sera toujours vraie. En revanche,  et  sont controˆlables par  
 
	 

.
3.2 CK-buts du groupe d’agents
Comme nous avons de´fini la controˆlabilite´ d’une proposition par le groupe
d’agent , nous pouvons introduire la notion de CK-buts pour . Il nous
faut pre´ciser deux e´le´ments : la de´finition de et celle de .
De´finition 14
 est un ensemble fini et consistant de formules propositionnelles.
est l’ensemble des conse´quences de  non-influenc¸ables par . Nous
conside´rons que  est complet, i.e. que l’on connait la valeur de
ve´rite´ des atomes non controˆlables par le groupe 7.
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 est un CK-but pour ssi     avec  controˆlable par .
Nous noterons   ! l’ensemble des CK-buts du groupe.
Il faut pouvoir maintenant de´terminer quelles sont les taˆches que chaque
agent doit accomplir pour que les buts du groupe soient effectivement re´alise´s.
Reprenons l’exemple 3 : dans le cas ou` 
 
peut laquer la porte ou la recouvrir
de papier et que 

peut la poncer, on voit que la taˆche de 
 
peut de´pendre
des engagements de 

a` propos du ponc¸age de la porte. Si 

s’engage a`
poncer la porte et qu’il peut le faire, 
 
doit la laquer.
7on peut remarquer que Boutilier dans [3] e´tudie e´galement le cas ou` 	 n’est pas
complet
3.3 Les engagements des agents
Etant donne´ un lite´ral controˆlable par un agent, celui ci peut exprimer trois
positions vis-a`-vis de ce lite´ral :
– l’agent peut exprimer qu’il va faire une action qui va rendre ou garder
ce lite´ral vrai. Nous dirons que l’agent s’engage a` re´aliser le lite´ral ;
– l’agent peut exprimer qu’il ne va faire aucune action pouvant rendre ce
lite´ral vrai. Nous dirons que l’agent s’engage a` ne pas re´aliser le lite´ral ;
– enfin, il se peut que l’agent n’exprime rien a` propos du lite´ral en ques-
tion. Nous dirons alors que l’agent ne s’engage ni a` re´aliser le lite´ral, ni
a` ne pas le re´aliser.
Pour repre´senter les engagements de chaque agent 

, nous allons utiliser
trois sous-ensembles de  
	
 
8 :  !"

	
 
,  !"
	
 
et 
	
 
. On les de´finit de
la fac¸on suivante :
– si  est un lite´ral, si  est controˆlable par 

et que    !"

	
 
cela
signifie que   l’agent 

s’engage a` re´aliser   ;
– si  est un lite´ral, si  est controˆlable par 

et que    !"

	
 
cela
signifie que   l’agent 

s’engage a` ne pas re´aliser  .
– 
	
 
   
	
 
 !"

	
 
 !"

	
 
 est l’ensemble des lite´raux controˆla-
bles par 

et pour lesquels 

ne s’engage a` rien (i.e. 

ne s’engage ni
a` les re´aliser, ni a` ne pas les re´aliser).
Le tableau suivant re´sume la mode´lisation que nous proposons des phrases
du type   l’agent 

s’engage a` re´aliser   :
Phrase a` mode´liser Mode´lisation


s’engage a`    !"

	
 
re´aliser 


s’engage a` ne pas    !"

	
 
re´aliser 


ne s’engage ni a`   
	
 
re´aliser  ni a`
ne pas re´aliser 
Nous imposons tout d’abord deux contraintes sur ces deux ensembles.
Contrainte 1


   !"

	
 
est consistant.
8
 vient de Commitment (engagement en anglais)
Contrainte 2


   !"

	
 
  !"

	
 
  

Ces deux contraintes expriment une sorte de consistance du mode`le de
l’agent. La contrainte 1 exprime le fait qu’un agent ne s’engage pas a` re´aliser
 et 	 a` la fois. La contrainte 2 exprime le fait qu’un agent ne peut pas
s’engager a` la fois a` re´aliser  et a` ne pas re´aliser .
Remarque 1
Les notions pre´ce´dentes ont e´te´ modelise´es en logique modale dans [9] en
utilisant deux familles d’ope´rateurs modaux : 

et

, #   $. L’ope´rateur


est l’ope´rateur stit ([1], [12]). 


 exprime le fait que l’agent # fait en
sorte que 
 soit vraie. Il est de´fini par l’axiomatique suivante :
  


  

%  


  %
&  


 

 


 





  
 %    


 

%
L’ope´rateur  

est un ope´rateur de type KD (cf. [5]) et  


 dsignifie que
l’agent 

s’engage a` rendre 
 vraie. Il est de´fini par l’axiomatique suivante :
  


   


 %  

%
'  

	
 	 



()*
 

  



Etant donne´ un atome  et e´tant donne´s ces ope´rateurs, un agent 

est
confronte´ a` trois positions :
–  



 : l’agent s’engage a` faire en sorte que  soit vrai ;
–  

	

 : l’agent s’engage a` ne pas faire en sorte que  soit vrai ;
– 	 



  	 

	

 : l’agent ne s’engage ni a` faire en sorte que  soit
vrai, ni a` ne pas faire en sorte que  soit vrai.
Dans cet article, nous oublions l’axiomatique et nous ne consid e´rons que
les trois ensembles d’atomes suivants :
–  !"

	
 
qui correspond a`     



 ;
–  !"

	
 
qui correspond a`     

	

 ;
– 

qui correspond a`    	 



  	 

	

.
On peut ve´rifier que d’apre`s l’axiomatique pre´ce´dente qu’on peut de´river
le the´ore`me  	 



 



	. Ceci explique la contrainte 1. De plus, on
peut e´galement de´river  	 

	

 



. Ceci explique la contrainte 2.
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Nous appellerons !"


l’ensemble des engagements   positifs  de tous
les agents, soit :
 !"


 

	
 

 !"

	
 
Nous appellerons  !"


l’ensemble des engagements   ne´gatifs  des
agents :
 !"


       

   controˆlable par 

 	   !"

	
 

La signification de  !"


est donc la suivante : si tous les agents qui
peuvent controˆler un lite´ral  s’engagent a` ne pas re´aliser  et que 	  ,
on conside´rera que 	 restera vrai. Cela revient a` supposer qu’il n’y a pas
d’intervention exte´rieure.
Une hypothe`se que nous allons poser sur les engagements des agents est la
suivante :
Hypothe`se 3
 !"


  !"


   ! est consistant
Poser cette hypothe`se permet d’e´liminer des cas proble´matiques comme
par exemple :
– le cas ou` deux agents qui controˆlent l’un  et l’autre 	 s’engagent l’un
a` re´aliser  et l’autre a` re´aliser 	 (i.e.  !"


inconsistant) ;
– le cas ou` un lite´ral est vrai dans et le restera car les agents du groupe
qui pouvaient le rendre faux ne s’y sont pas engage´s alors que ce lite´ral
contredit les CK-buts du groupe ;
– le cas ou` les engagements positifs et ne´gatifs des agents contredisent un
CK-but du groupe.
Concre´tement, si on veut   distribuer  des buts a` un groupe d’agents, il
faut d’abord ve´rifier la consistance des engagements des agents avec les CK-
buts du groupe. Si la consistance n’est pas ve´rifie´e, les agents doivent revoir
leurs engagements. La gestion de conflits e´ventuels entre les engagements
des agents exe´cutants et les buts du groupe est occulte´e dans ce travail.
3.4 Buts effectifs d’un agent
Si l’hypothe`se 3 est ve´rifie´e, on est suˆr que les engagements des agents ne
vont pas a` l’encontre des CK-buts du groupe. Il reste maintenant a` de´terminer
quels seront les buts effectifs de chaque agent. On ne parle pas ici de CK-but
pour chaque agent, car comme on l’a vu pre´ce´demment, les buts de chaque
agent ne doivent pas de´pendre que de  (les faits non-controˆlables
par ) mais e´galement des engagements des autres agents et de ses propres
engagements. Il paraıˆt donc le´gitime pour un agent 

  de de´river ses
buts effectifs a` partir :
– des propositions non-controˆlables par  de, soit  ;
– de l’ensemble des engagements   positifs  des agents, soit  !"


;
– de l’ensemble des engagements   ne´gatifs  des agents , soit  !"


.
Nous allons appeler cet ensemble ensemble de donne´es et le noter'.
Cet ensemble servira en partie conditionnelle des pre´fe´rences pour de´terminer
les buts effectifs des agents.
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On de´finit :
'      !"


  !"


Proposition 1
' est un ensemble consistant.
Preuve 1
'      !"


  !"


Or     et  !"


  !"


  .
Donc ' est consistant ssi  est consistant et  !"



 !"


est consistant.
Or  est consistant car est consistante et  !"


 !"


est consistant d’apre`s l’hypothe`se 3.
Donc' est consistant.
 .
Nous introduisons maintenant la notion de but effectif pour un agent :
De´finition 18
 est un but effectif pour 

, note´  !
	
 
 ssi :
   ' et  controˆlable par 

Comme on utilise l’ope´rateur , on est suˆr qu’un agent n’aura pas de
buts contradictoires. Comme dans le cas mono-agent, on de´finit un ensemble
d’actions atomiques (cette de´finition est une extension de la de´finition 11) :
De´finition 19
Un ensemble d’actions atomiques pour un agent 

est un ensemble 
	
 
d’atomes controˆlables par 

tel que pour tout  but effectif de 

on ait
   '  
	
 
 .
Il est e´galement inte´ressant de pouvoir de´finir une notion de non satisfac-
tion d’un CK-but. Si aucun agent n’a pour but effectif de re´aliser une action

 telle que    , alors  n’est pas remplie.
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Soit  un CK-but de . On dit que  n’est pas satisfaite (note´ (!$+)
ssi :

	
 

 

  !
	
 


   
Nous e´nonc¸ons maintenant quelques proprie´te´s du formalisme.
Proposition 2
Soit  un lite´ral de  . Si  est un CK-but de , alors 

  tel que
l’on a  !
	
 
.
Preuve 2
Soit  un CK-but du groupe . Par de´finition, on a     et l
est controˆlable par  (0).
Supposons que  ne soit le but d’aucun agent. On a donc 

   
 
' ou  non controˆlable par 

.
Comme  est un lite´ral, il existe au moins un agent 

de  qui controˆle .
On a donc  
  '. Donc :


	

   et 
  '
  


 


'  ' 
    

	  
  ' ou    

	 


  ' 
    

	    '  

  

	 

  ' 
	 (1)
(0) implique 

  

	 

   et   



	   
 .
Donc, puisque   ' :


 

	 

   et   



	    ' 
Soit 
 
 

. D’apre`s (1) si 
 
  ' alors il existe un    tel
que   
 
et    '	. Or   

(par transitivite´ de) donc


  '  ce qui est impossible.
Donc :
  

   	'
    

   	   !"


  !"



    

    	 !"


  !"



Or 

  , donc 

  

	 

   et  




	     .
Donc 

	"#$



	 

     	 !"


  !"


. Ceci falsifie
l’hypothe`se 3.
 .
Cette proprie´te´ signifie que si  est un lite´ral et est un CK-but du groupe
d’agent, alors il existe au moins un agent qui aura pour but effectif de re´aliser
. Un corollaire imme´diat de cette proprie´te´ est le suivant :
Corollaire 1
Soit 
 
	    	 

n lite´raux de  tels que 
 
     

soit un CK-but de
. Alors #   	    	 $ 

 
  tel que l’on ait  !
	

 


.
Preuve 3
La de´monstration est e´vidente car    
 
     

 implique
#   $   

 pour tout ensemble  
 
	    	 

 de lite´raux.
Pour tous les CK-buts qui sont des lite´raux ou des conjonctions de lite´raux,
le processus de´fini pre´ce´demment assigne aux agents des buts effectifs tels
que ces CK-buts soient atteints.
3.5 Etude d’un exemple
Reprenons l’exemple pre´ce´dent. On dispose d’un groupe de deux agents
 
 
	 

. Les pre´fe´rences du groupe sont :
– si la porte est ponce´e, on pre´fe´re que la porte soit laque´e mais pas re-
couverte de papier ;
– si la porte n’est pas ponce´e, on pre´fe´re qu’elle soit recouverte de papier
mais pas laque´e.
La mode´lisation graˆce a`    de ce sce´nario est la suivante :      
		   		. Pour chaque mode`le de  :
–  	 signifie qu’il existe un monde ve´rifiant  et pour lequel tous
les mondes pre´fe´re´s ve´rifient    	 ;
–   		 signifie qu’il existe un monde ve´rifiant 	 et pour lequel
tous les mondes pre´fe´re´s ve´rifient 	   	 ;
Etudions diffe´rents sce´narios :
1. Supposons que     				 i.e. les agents savent que la porte
est ponce´e, qu’elle n’est ni laque´e ni recouverte de papier. Supposons
que  soit incontroˆlable (i.e. les agents n’ont pas les moyens de faire
en sorte que la porte ne soit plus ponce´e), que 
	

    et que 
	
 
 
  (i.e. l’agent 
 
peut laquer la porte, l’agent 

peut la recouvrir).
Dans ce cas,     ,   	 est un CK-but du groupe9.
Si les agents ne s’engagent a` rien, '    , on peut de´river
 !
	

 et  !

	. L’agent 
 
a donc pour but effectif de
laquer la porte et l’agent 	 de ne pas la recouvrir. C’est intuitivement
correct.
2. Supposons que     				, que  
	

    et que  
	
 
 
 	 . Dans ce cas,    
 et   	  	   est un CK-
but du groupe. '   
, on ne peut pas de´river de buts effectifs pour
les agents, car 

controˆle  et pourrait donc re´aliser 	. On a donc
(!$+  	  	  .
Par contre, si 

s’engage a` ne pas re´aliser	, on a alors$,

 
 
	 


    et on peut alors de´river !
	

, !
	
 
	 et,!
	
 
.
 !
	
 
 a alors pour sens : l’agent 

doit   conserver  la porte
ponce´e.
9c’est en fait le seul qui nous interesse. On peut bien suˆr e´crire que      est un
CK-but du groupe.
3. Supposons que     					, que  
	

    et que  
	
 
 
 	 . Dans ce cas,    
 et   	  	   est un
CK-but du groupe. Supposons de plus que 

s’engage a` re´aliser ,
soit $,



    . Dans ce cas, '    , et on de´rive
 !
	

,  !
	
 
 et  !
	
 
	 : l’agent 
 
doit laquer la
porte, l’agent 

doit la poncer et ne pas la recouvrir de papier.
4. Supposons que     					, que  
	

    et que  
	
 
 
 	 . Dans ce cas,    
 et   	  	   est un CK-
but du groupe. Supposons de plus que 

s’engage a` ne pas re´aliser
 soit $,



    , alors '    	 et on peut de´river
 !
	

	,  !
	
 
	 et  !
	
 
.
5. Supposons que     					, que  
	

    et que  
	
 
 
 	 . 

s’engage a` re´aliser , donc$,



     et 
 
s’engage
a` ne pas re´aliser , soit $,


 
    . Dans ce cas,    
,
$,

 
 
	 

     et$,

 
 
	 

    	.$,

 
 
	 


$,

 
 
	 

      est inconsistant. Or    est un CK-but
de  
 
	 

, donc l’hypothe`se 3 n’est pas ve´rifie´e. 
 
et 

doivent
revoir leurs engagements.
On remarquera que nous n’utilisons pas ici les ensembles de buts ato-
miques des agents, car les buts effectifs des agents sont assez simples.
4 CONCLUSION
Dans ce travail, nous nous sommes inte´resse´s au proble`me de de´terminer,
a` partir des buts assigne´s a` un groupe d’agents et d’une repre´sentation des
agents, les buts individuels de chaque agent du groupe.
Pour cela, en nous basant sur un travail de Boutilier, nous avons propose´ un
formalisme qui permet a` partir de pre´fe´rences conditionnelles repre´sentant
un ensemble de buts a` atteindre pour un groupe d’agents, des connaissances
des agents sur le monde re´el, des ensembles de variables controˆlables par
chaque agent et de leurs engagements, de de´terminer les propositions controˆla-
bles par le groupe d’agents, les CK-buts du groupe d’agents et enfin les buts
effectifs de chaque agent.
Nous avons duˆ auparavant e´tendre les notions de variables controˆlables par
un agent et de CK-buts d’un agent aux notions de variables controˆlables par
un groupe d’agents et de CK-buts d’un groupe d’agents.
Ce travail peut eˆtre e´tendu dans de nombreuses directions.
Tout d’abord, on peut remarquer que d’apre`s la de´finition donne´e aux buts
effectifs d’un agent, il peut arriver que deux agents aient un ou plusieurs
buts effectifs communs. Supposons par exemple qu’on affecte a` un groupe
d’agents  
 
	 

 une pre´fe´rence conditionnelle  et que  
	

   
	
 
 
 . Si    
 alors par le processus d’allocation de buts de´crit dans
cet article, les deux agents vont avoir pour but effectif de re´aliser . Autre-
ment dit, dans ce cas, 
 
et 

ont tous deux le but de faire que . Or, chacun
d’entre eux peut faire en sorte que  soit vrai. Cette allocation de buts n’est
donc pas optimale puisqu’elle assigne aux deux agents une taˆche qu’un seul
peut re´aliser.
Une fac¸on de re´soudre ce proble`me est de prendre en compte une re-
lation d’ordre entre les agents qui peut refle´ter, suivant l’application, leur
compe´tence relative, leurs besoins en ressources, leurs disponibilite´s etc. Un
but ne serait alors attribue´ qu’aux e´le´ments minimaux de cette relation. Ainsi
dans l’exemple pre´ce´dent, la prise en compte dans le processus d’allocation
de buts du fait que 
 
est pre´fe´re´ a` 

(car 
 
est plus compe´tent que 

pour
re´aliser ) devrait conduire a` n’attribuer le but  qu’a` 
 
.
L’e´bauche d’une solution a e´te´ propose´e dans [9] et dans [8]. Nous avons
re´cemment de travaille´ sur la notion de   strate´gie  afin d’optimiser l’al-
location de buts individuels [10]. Intuitivement, une strate´gie est une fonc-
tion qui associe toute variable propositionnelle a` un ordre sur les agents du
groupe. L’ide´e est alors d’allouer des buts individuels aux agents minimaux
pour cet ordre. Evidemment, une strate´gie peut eˆtre obtenue par agre´gation
de plusieurs strate´gies. Par exemple, si l’on veut prendre en compte a` la fois
la compe´tence des agents et leurs engagements, on peut ordonner les agents
en conside´rant que la compe´tence est plus importante que leurs engagements
(ainsi donc, un agent sera pre´fe´re´ a` un autre s’il est plus compe´tent que lui
pour rendre une proposition vraie, meˆme s’il ne s’est pas engage´ a` la rendre
vraie) ou en conside´rant que les engagements sont plus importants que la
compe´tence (ainsi, un agent sera pre´fe´re´ a` un autre s’il s’est engage´ a` rendre
cette proposition vraie, meˆme s’il n’est pas plus compe´tent pour le faire).
En ce qui concerne le mode`le des agents, il serait inte´ressant de comparer
la notion d’engagement de´finie ici avec la notion de variable   controˆlable
fixe´e  introduite dans [6]. Dans cet article, nous avons montre´ comment
le formalisme initial de Boutilier pouvait eˆtre adapte´ pour raisonner avec
des notions de´ontiques et plus particulie´rement avec des Contrary-to-Duties.
Le mode`le d’action de l’agent a e´te´ e´tendu pour traiter raisonnablement
ce proble`me en faisant apparaıˆtre deux types de variables controˆlables que
nous avons appele´ (suite a` la terminologie de Carmo et Jones dans [4])
  controˆlable fixe´  et   controˆlable non fixe´ , les premie`res e´tant des
variables que l’agent peut controˆler, mais dont il a de´cide´ de ne pas changer
la valeur de ve´rite´.
Enfin, en ce qui concerne la notion de controˆlabilite´, reprise du travail de
Boutilier, il faut remarquer qu’elle a une grande faiblesse car, par de´finition,
si un atome  est controˆlable par un agent, alors 	 l’est e´galement. Ceci est
tre`s criticable car eˆtre capable de rendre  vraie n’implique pas ne´cessairement
eˆtre capable de rendre  faux. Dans l’exemple de la section 4, si un agent est
capable de poncer la porte (c.a.d,  est controˆlable par cet agent) alors il
est e´galement capable de faire que la porte ne soit plus ponce´e (puisque par
de´finition	 est e´galement controˆlable). Nous avons re´cemment travaille´ sur
un mode`le plus fin de la notion de controˆlabilite´ dans lequel un agent peut
contoˆler un atome sans ne´cessairement controˆler sa ne´gation [10]. Une ex-
tension de ce mode`le serait de prendre en compte le fait que certains atomes
sont controˆlables non pas par un seul agent mais par une coalition d’agents
[17]. Ainsi, par exemple, aucun agent ne peut a` lui seul soulever une porte,
mais deux agents peuvent le faire. Un premier travail dans le cadre de la
logique de´ontique utilisant cette approche a e´te´ fait dans [7].
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