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The stochastic method of characteristics is generalized to analyze multidimen- 
sional evolution equations of arbitrary order with constant coefficients. A linear 
space of abstract characteristics i introduced along with algorithms for associating 
characteristics with evolutions. A projection from a space of functions of charac- 
teristics to solutions of evolution equations plays the role of a generalized expec- 
tation. The solution is then viewed as an “average” of initial data. Examples are 
presented which indicate possible extensions of the theory presented here to 
equations with variable coefficients. 0 1985 Academic Press, Inc 
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I. INTRODUCTION 
Classical characteristic methods are techniques for solving partial dif- 
ferential equations by finding curves on which the solution satisfies 
ordinary differential equations. Such curves are called characteristics. 
Generally these methods fail unless the equations are hyperbolic. However, 
for diffusion equations the classical method may be replaced by a stochastic 
characteristic method. In the stochastic method an average of the solution 
over various curves satisfies an ordinary differential equation. The authors 
present a generalization of this latter method to analyze evolution 
equations of arbitrary order. 
The evolution equations under study have the form 
505/57,1-z 
u, = Qu, 4x3 0) =f(x). 
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Here u(x, t) depends on x in R” and t > 0. Q is a linear partial differential 
operator in the space variables x. An informal description of the 
generalized characteristic method can be found in Berger and Sloan [23. 
There solutions are explicitly computed for particular examples in which Q 
and f are concretely given. In Berger and Sloan [ 1 ] a rigorous version of 
this method is given for the case when n = 1 and Q has constant coef- 
ficients. In this article the theory is extended to constant coefficient 
operators Q of arbitrary order with x a variable of any finite Euclidean 
dimension II. 
In Section II an infinite dimensional vector space I’ is introduced. The 
elements of this space play the role of characteristics. Formal functions h of 
the characteristics are defined so as to have scalar “initial values” h(0) and 
a “differential form” dh which obeys a generalized Ito formula. Ordinary 
differentiation is lifted to the formal functions. This lifting is denoted by D, . 
An operator L is introduced which takes the formal functions into scalar 
valued functions on [0, co). L intertwines ordinary differentiation and D,. 
More precisely, 
(Lb)(t) = 40) + 1; bW,h))(s) ds. 
Section III concerns the structure of characteristics. Independence among 
characteristics is defined as in probability theory except that L replaces the 
expectation. Certain characteristics, called pure, are easy to work with. 
They are related to elementary evolution equations U, = QU with 
Q = ak/axk. In order to systematically compute averages L of functions of 
characteristics it is helpful to express characteristics in terms of independent 
and pure ones. When n = 1 it is possible to decompose any characteristic as 
a sum of independent pure ones. This was done in Berger and Sloan [2]. 
Such a decomposition is not available in the present case of arbitrary n. 
However, a “standardization” is presented. It is shown that every finite set 
of characteristics i  equivalent under L to a linearly transformed set of pure 
and independent characteristics. 
In Section IV an algorithm is presented for finding a characteristic q 
associated with any given constant coefficient Q. q must satisfy the “flow 
equation” D1 g(x+ q) = (Qg)(x + 9) for all polynomials g. x + q is called 
the “flow” of Q. The flow gives rise to the basic representation as follows. If 
u satisfies u,= QU and u(x, 0) =f(x) then u(x, t)= Lf(x+ q)(t). This is 
viewed as a characteristic representation because (Lu(x + q, s - t))(t) is 
constant as a function of t for each fixed s. The representation is extended 
from polynomials f to entire functions of exponential type in Section V. 
This article concludes with examples in Section VI. They are of two 
types. The first group of examples illustrates typical computations arising 
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in the constant coefficient heory presented earlier in this article. The last 
two examples explore extensions of the theory to evolution equations with 
variable coefficients. 
The authors view the characteristics constructed in Section II as building 
blocks for a much more general theory. Operators Q which have 
polynomial coefficients with the degree of the coefficient not exceeding the 
order of the derivative they precede will play a central role in this more 
general theory. Such operators give linear flow equations with flows that 
may be expressed as elementary functions of the characteristics discussed 
earlier. Example 5* in Section VI illustrates this. The authors intend the 
constant coefficient heory presented here to lead to a general theory of 
linear flows. Such a linear flow theory can be used to explore more general 
evolution equations. For example, in [3] Gardiner and Chaturvedi suggest 
using methods of stochastic differential equations in a setting more general 
then the standard one. They introduce “processes” of a novel type. These 
higher order processes, while not supported by an underlying probability 
space, are nevertheless amenable to heuristic calculations symbolically 
related to stochastic calculus. Those authors use these processes to 
investigate evolution equations of arbitrary order related to problems in 
chemical kinetics. The coefficients in the equations are polynomial, but the 
degree of the polynomials can exceed the order of the derivative they 
precede. As a consequence the corresponding flow equations are nonlinear. 
Gardiner and Chaturvedi expand the solution in a power series about a 
certain scalar parameter occurring the equation. Each unknown coefficient 
in this expansion satisfies a linear flow equation. Thus, a complete theory 
of linear flows can be used to establish a mathematical theory supporting 
the calculations of Gardiner et al. [3-61. 
Many authors have developed generalizations of stochastic integrals for 
the purpose of studying partial differential equations. For example, in [lo] 
Cameron used a sequential Wiener integral to define the Feynman integral, 
related to Schrodinger’s equation in a manner similar to the way stochastic 
integrals are related to diffusion equations. Daletskii [l l] defined 
functional integrals related to evolution equations, U, = Au, by employing 
generalized eigenfunctions of A. Such generalizations hare the property of 
being “equation related.” That is the new “stochastic integral” is dependent 
on specific attributes of the equation to be analyzed. The distinct feature in 
the present approach is the stress it places on developing a “stochastic 
calculus” suitable for arbitrary evolution equations. 
This article is related to the work of Hochberg [7]. He constructed 
“processes” as weak stochastic integrals. These processes were then used to 
represent solutions to u, = ( - 1)“12- ’ Pu/dx” for n even with rapidly 
decreasing initial data. For n an odd multiple of 2, the processes tk,n,i 
introduced in this article by Berger and Sloan have the same distributions 
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relative to L as the distributions of Hochberg’s fundamental stochastic 
integrals, s&(dx)‘, j = k/n, when they are suitably normalized. For n odd, 
ti,,,! is equivalent under L to t2,2n,i while for n an even multiple of 2, tl,n,i is 
equivalent under L to t+ + (l/n) t,,, Z,P for p = 6n - 2. For example, if 
n = 4 then r = t 1,4 i and s = t,,,, i + $ t 10,22 i are equivalent under L. (To verify 
this simply show’ L(rj) = L(s’j for j = b, 1,2,... using formulas (3 )-(8) in 
Section II.) Thus, it is possible to realize the characteristics developed in 
this article as weak stochastic integrals in the sense of Hochberg. Rather 
than adopt this path space approach the authors work directly with expec- 
tations of integrals. Following Hochberg’s path space approach for 
arbitrary constant coefficient Q would lead to a theory applicable to 
rapidly decreasing initial data with compactly supported Fourier 
transforms rather than all entire functions of exponential type. 
II. GENERALIZED CHARACTERISTICS 
A characteristicf is an element of the set of all finitely non-zero sequen- 
ces in 
cxfi v;xc i= I 
where for each i= 1, 2,..., Vi is the set of all finitely non-zero sequences in 
n,{@: Y E .Z!}. Here Z? denotes the set of all rationals in (0, 1). The set of all 
characteristics is denoted by I/. Every f in V has the form (f,, {fr,i>, fi) 
with fr,i # 0 for only finitely many r’s in 9 and l’s in ( 1,2,...} with fo, fr,i, fi 
complex. These components off are denoted by f. = P,f, fi.i = D,,if, and 
f,=D,f:Each l’/i may be viewed as a subset of I’ by identifying those f’s in 
V with 0 = fi = fo= D,,jf, r E 9, and all j# i, with elements in Vi. 
Componentwise definitions of scalar multiplication and addition turn V 
into a complex vector space. 
An alternate and mneumonically useful notation is introduced for 
elements of V. In this “differential” notation each f in I/ is uniquely 
specified by giving its “value at zero,” f (0) = PO f and its “differential form” 
df= C 1 (Dr,if)(dt)l+ (Dlf) dt. 
rfZ2 i 
(1) 
A basis for V is given by (t,, t,, tr,i: r E 9, i = 1, 2 ,... }, where t,,(O) = 1, 
dt, = 0, tl(0) = 0, dt, = dt, t,,i(0) = 0, dt,i = (dt);. 
Let P, be the collection of all polynomials in n variables with complex 
coefficients. On the disjoint union P, of the P,‘s, make the usual iden- 
tifications which turn P into an associative and commutative algebra. Let 
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P,(V) be the set of formal objects which can be written as p(f,,..., f,), 
where p is in P, and eachf, is in V. Let P(V) be the disjoint union of the 
P,( V)‘s. With the standard identifications induced by those on P, P(V) also 
becomes an associative and commutative algebra. V may be viewed as a 
subspace of P(V) by identifying each g in V with i(g) in P,(V) where i is 
the identity function i(x) = x. 
Next, the linear operators P,, Dr,i, D, are extended to P(V). The value 
at zero of g = p(f) in P(V) is defined by setting g(0) = p(f(0)). Before 
extending the D’s to P(V) certain useful notation is introduced. For any 
n-tuple of numbers y = (y I ,..., y,), let a(y)=n and IyI =yi + ... +yn. If h is 
any infinitely differentiable function of n variables (x1,..., x,) and 
p = (p, ,..., pk), where pi E { l,..., n> then 8,h = akh/ax,, . . . ax,,. If 
q= (ql ,..., qk) is in 2k andf= (fi ,..., fn) is in v” then D,Jp=(Dq,Jp,)... 
(Dqk,&J. For r in Z? or r = 1, and j= 1, 2 ,... Dr,j: P(V) + P(V) is now 
defined by 
(2) 
for p in P, and f in P. Although the sums above are over all ,u= 
(P 1 ,..., pk), k = 1, 2 ,..., pi = 1, 2 ,..., n and q = (ql ,..., qk) for qi in Z?, they are 
actually finite sums since p is a polynomial and each component off is a 
finitely non-zero sequence. In addition 
Dlp(f)=CD,,jP(f)+ t *(f)D~f,. 
i i= 1 axi 
(3) 
Formulas (2) and (3) may be remembered as a generalized Taylor’s 
series by introducing the differential multiplication rules 
(dt)i(dr) = 0 
(dt);(dt)j= (dt);+” if i=jandr+s< 1 
(4) 
= (dt) if i=jand r+s= 1 
=o otherwise 
and then extending them multilinearly to products of the form (dfi) . . . (dfn) 
for fi in V. A symbolic Taylor series may then be written as 
dp(f)=C ’- (a,p)(f) d(f,) 
p 4PY 
(5) 
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where d(f,) = (df,,)... (df,,) when /J = (pi,..., pk). Upon using the mul- 
tiplication rules (4) and collecting coefficients of (dr); and (dt) in (5) there 
results 
tip(f) = c C Pr,i~(fNbW; + (01 p(f)) dt. 
i r 
(6) 
Note that for any polynomial p, D, p(f) = q(f), where q is a polynomial 
of degree less than the degree of p. Consequently, a linear operator 
L: P(V) -+ P,( [0, co)) may be defined by mathematical induction 
according to the rule 
L(g)(t) = g(o) + j’ W, g)(s) ds. (7) 
0 
EXAMPLE 1. If c is any complex constant (polynomial) and f is in I”’ 
then 
Lc(f)( I) = c. 
Since this result is independent off we often write L(c) = c. 
EXAMPLE 2. If r # l/n, n = 1, 2,..., then L(t$)(t) = 0 for all t and 
m = 1, 2,..., while 
ut ;;“,,?w) = 0 if p = 1, 2,..., n - 1 
(mn)! tm =- 
(n!)” m! 
if p=O 
and L(ty)(t) = tm for m = 1, 2,... 
DEFINITION 3. A characteristic f in V is pure if there is an integer 12 and 
a number c # 0 such that 
L(fk)(t)=L(t~,*,i)(ct) (9) 
for all positive integers k. n is called the rank off: By definition, constants 
are pure of rank 0. 
EXAMPLE 4. If f = (fi ,..., fk) is in Vk and p= (pi ,.,,, pk), pi= 0, 1, 2 ,..., 
then f“=fy'... f$" is in P(V). fp is 1. Iff=(tl,n,i, t2,n,i ..., t(,-lj,n,i) and if 
P = (PI 7.e.3 p” _ i ) satisfies # (p) = n, where 
#(p)=pL1+2p2+ ... +(n-l)/Li (10) 
then 
L(f")(t)= t. (11) 
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III. STANDARDIZATION OF CHARACTERISTICS 
DEFINITION. Let g = (g, ,..., gk), where giE VP: g is an independent set of 
vectors if L(g’) = L(gy) . . . L(gk) for all I= (Ii ,..., /,) and li = (Z,,i ,..., ZP,,i). 
Here g’ means g,(g), where 
g,(z, )...) Zk) = z; . . . zt, 
for zi in Cpz and z: = zy; *. . z$i . g: is similarly defined. 
Observe that (to, tl, fi ,..., f,) is independent whenever (j-i,..., f,) is 
independent and that (f,,..., fn) . . d p d t is m e en en providing each component 
off, is in the span of (to, t,, t,,jcij: rES?) andj(i)#j(k) if i#k. 
Note also that independence and vector space independence are distinct 
ideas. In particular tr,i and t,,i are independent whenever r # l/n for all 
n = .l, 2 )...) as follows from Example 2 in II, but are never vector space 
independent. On the other hand, tc1,2j,1 and t~,,,~,, are vector space indepen- 
dent but not independent since 
L(t(l,,,,, 9 t:l,,),l)w = t f 0 = ut(l,,,,lw Jwfl,4),JQ 
DEFINITION 5. For each c in @ define a projection E,: V+ V by 
E,(f)(O) =f(O) + cD,f 
4Ecf) = 1 (D,jf)(dt)J. 
i-J 
LEMMA 6. For each p in P, and f = (f, ,..., fn) in V” 
Mf )(t) = Mf, >...y fn- 1, Etfn)(f). 
Proof: The result follows from the linearity of L and the independence 
of t, from all sets of Vk as in the proof of Lemma 3 in [I]. Q.E.D. 
DEFINITION 7. fin Vk and g in Vk are equivalent providing 
Q(f) = LPk) 
for all polynomials p in Pk. 
THEOREM 8. Every f in Vk is equivalent o a linearly transformed finite 
set of pure basis elements which are independent. 
Proof: Given f = (fi ,..., fk) in Vk, it is sufficient to demonstrate the 
existence of g = (g, ,..., g,) in VP and a linear transformation T: VP -+ Vk 
such that f and T(g) are equivalent and gj = tcl,n,j,j,, where ji # j, if i # k. 
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First the problem is reduced to the case when P,,(fJ = 0 = DI(fj) for all i. 
In fact, suppose the result is known in this case. Then write fi = yi + a,t, + 
bit, with x(O) = 0= DIx. Using the theorem for TIT,,..., Tkk, choose g= 
(gr,..., &), to be independent pure basis elements and choose T so that 
@= ((T2),,..., (%)k) and?= (31dk) are equivalent. Then g = (to, t, ,..., 
to, t,, Zl,..., 2,) in V p+ 2k is an independent set of pure basis elements. Tg 
and f are equivalent when T: Vp+2k + Vk is defined by (T(h L ,..., h, + 2k))i = 
(T(h h *k+l, . . . . 2k+p))i+Uihz,-l +bihzi for i= I,..., k. 
Next observe that each f, in the reduced problem can be written as 
41’ 
. . . +fisfi,, where fi,. E Vi, for all i. Let jl= (fi, ,..., fk,i) so that f = 
+ ... +ys. The problem is reduced further to the case when f is in VT. 
For suppose g, = ( gl,,..., gq,j ) can be found to be an independent set of pure 
basis elements and that a linear V 
jl are equivalent, so that (gr,..., 
Tj: pi -+ Vk can be found so that Tj gj and 
g,) is independent and so that (T, S, ,..., 
T,g,) is independent. Then define g = (gl,..., g,) in T/P’+ “’ +ps and define 
T: Vp’+“‘+ps+ Vk by T(h, ,..., h,)=T,h,+ ... +T,h, for hi in VP,. Then 
T( g, ,..., g,) and (fi ,..., fk) are equivalent and the result would follow. 
Since each fi in V, can be written as a linear combination of ti,k,j, 
i = 1, 2,..., k - 1 for some k, it suflices to assume fi = tilk,j, i = 1, 2 ,,,., k - 1. 
From the reductions above it will suffice to show that given any positive 
integer N, one can find g = (g, ,..., g,) of the form gi = ti ,,,, j,ij+ ,,,, where 
j(i) # j(i’) and li = 2,..., k and T: VP + V’ so that Tg and f= (fi,..., fkP r) 
are equivalent. This equivalence will follow if it can be shown that 
Uf’) = U( %I’) (12) 
for all I= (11 ,..., /k ~ 1) with 111 d k. The cases k = 1, 2, or (11 = 1 are trivial 
and we need only prove (12) for k B 3 and [/I> 2. Let N be given. 
For m=3 ,..., k define polynomials on Ck-’ by 
Q,(z) = ,& (7) 44 z’ 
where a(Z) = 1 if # (I) = k and a(l) = 0 if # (1) # k for each 1 = (I, ,..., I,+ ~ 1). 
Recall # (I) is defined in equation (10). Since each Qm is homogeneous of 
degree m, it may be written as 
Qm(Z)= f (Qm,j(Z))m 
j=l 
for some positive integer pm, where 
(13) 
k-1 
Qm,j(z, = 1 (~i,n,mzn 
n=l 
(14) 
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is linear on U-l and 2 = (z ,,..., zk- i). Note that for I= (II ,..., l&r) 
if 111 =m. Let g,,j = t(l,mXv(i,mJ for m = 2, 3 ,..., k, j= 1, 2 ,..., pm, where v(j, m) 
is an integer larger than N with the property that u(j, m) # u(j’, m’) unless 
j=j’ and m=m’. 
Define T,,,: Pm + Vk- ’ by (T,(x, ,..., x,~)), = Cpr 1 uj,n,mxj for n = 1, 
2 ,..., k - 1. Let h, = (h,,, ,..., hn,k- 1) = TmkA where gm = km l>...Y &L7,,). 
A direct computation shows L(hi) = L(f’) for all 111 <2. Let’ w, = h, and 
W, = w, _ I + h,. Inductively, assume 
L(wf) = L(f’) (15) 
for all 111 <c for c = 2, 3 ,..., m - 1, for some 2 < m < k. 
First observe that wf, =x.,(i) w$- I h!,-P, where (L) = Z!/p! (I- ,M)!, I! = 
I,! .. .I,_l!, I-,u=((I,-p, )...) lkP1-pk-r) and the sum iS over all p= 
(P 1 ,.*., pkP 1) with 0 <pi< Ii. Since w,-, and h, are independent owing to 
the definition of u(j, m) it follows that 
If 111 -cm and 1-p#(O ,..., 0) then L(h!g~)=L(~~:~(C~l 
q,,, tilm,“( j,m,)‘n- m, = 0 since II - ~1 cm. Consequently L(wk) = L(wi_ 1) = 
L(f’) by the inductive hypothesis (15) whenever 111 cm. 
Now suppose 111 =m. As previously argued, L(hk “) = 0 unless I= p or 
11-~1 =m. This latter possibility may be written as Jo = (O,..., 0) since 
l/l= m. Thus from (16) 
L(w!J = L(w;p ,) + L(h!,J. 
where b(p) is the scalar coefficient of dt in the formal expansion of 
(d(wm-,P ...(d(w,-,)k--l)MLk--l. (Here the sum is over all P=(,u~ ,..., 
pkP, ) # 0 with 0 < pi < Zi.) As such b(p) may also be computed by the for- 
mula 
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Since L(f”) = L(w;- 1) for all 1~1 < I there also follows 
Consequently, b(p) is also the coefficient of dt in the formal expansion of 
(df,)“‘... (df- *y-1. 
Consequently, oi(f’) = C,<l(b(~)/l~l!)f’PP + a(l) so that 
L(f’) = ,,$ L(f’-“)+a(l) t 
=;)$ m L(W”I’;)) + a(l) t 
= L(wL 1)(t) + a(l) t 
since b(Z) = 0 because w,- I is spanned by elements of the form t1,2,j,..., 
t(l/m- l),j. 
Next compute L(h!,,) = Cr: ,(a$, . . . at~t;rl l,m) = u(l) t. Consequently, 
L(w!?Jt) = j-; ‘WI WL- l)(S) ds + U%J(t) 
= ;LL&f’(s)ds-u(z) t+u(l) t=L(f’)(s). I 
To finish, set g= (g, ,..., gk) in P+ ‘.. fPk, where g, = (g, 1 ,..., g,,,) and 
define T: Vp2+ “’ +pk + Vk-’ by T(xz,..., xk) = T2x2 + ... ‘+ Tkxk, where 
x, is in VP,. Q.E.D. 
DEFINITION 9. An element fin Vk is said to be real if PO&, Oifi, D,,jfi 
are all real for i = 1, 2 ,..., k, r in Q, j = 1, 2 ,... . 
COROLLARY 10. Every real f in Vk is equivalent to u real linearly 
transformed finite set of real pure elements which are independent. 
Proof: The proof of the previous theorem may be modified as follows. 
In (13) write 
Qmtz) = f ~,,j(Qm,j(z)Y 
j=l 
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with E,,,~ = f 1 and each ai,,,, in (14) real. If m is even and E,,,~= -1 
replace the definition of g,,j (given in the previous proof as t(i/,),“(j,m)) with 
(17) 
where q1 = 2/r, q2 = (r - 2(m - i))/ r and r is a prime larger than 4. (m - 1). 
Then grn,j is real, pure of rank m and L( g;, j)( t ) = -t. The remainder of the 
proof proceeds as before. Q.E.D. 
EXAMPLE 11. We illustrate the previous theorem and corollary by 
showing how to find pure and independent gi,..., gP and a linear transfor- 
mation T: VP+ V3 such that T(g, ,..., g,) and (t1,4,1, t2,4,1, t3,4,1) are 
equivalent. 
To simplify notation let f;.= ti,4,1 for n= 1, 2, 3, and let f=(fi,f2,f3). 
Let g = (g, ,..., g,) and let T(g) = ( T, , T2, T,). Thus Ti = C b, gj, for some 
complex 6,. 
We are trying to find b,‘s and gis so that the following equivalence 
equation is satisfied. L( T$TgT:j) = L(fqfPf$) for all I= (Ii, 12, 1,) with non- 
negative integer components. It will ‘turn out that each gj will be either 
tl/2,kT tl13.ky Or tlf4,k for some k. Consequently, as pointed out in the proof 
of the theorem, it follows from the basic rules of our calculus (3-8) that we 
need only verify the equivalence quation when II) = 2, 3, and 4. 
Let us look at the case 111 =3 in detail. There is exactly one 1 with IfI = 3 
such that L(f’)(t) = t, namely I= (2, LO). This was pointed out in Exam- 
ple 4. We must make sure that L( q T:)(t) = t as well. A simple way of 
doing this is to include t1,3,1 in T, and T2 for L(tf,,,, t1,3tl)(t) = t. However, 
L(t,,,,, t&,)(t) = t as well while L(f,fz)(t) # t. So the simple way will not 
work. The point of the polynomial algorithm in the proof of the theorem is 
to find three linear combinations, a, b, c, of t1,3,1s for variousJs, with the 
property that 
L(a’1b’2cb)( t) = t 
only when I= (I,, I,, 13) = (2, LO). These combinations are determined by 
looking at 
Q3(Z lYZ2, z3)= c ; 
0 
a(/) Z’= 3ZfZ, 
l/l=3 
where a(Z) = 1 if # (I) = 4 and a(Z) = 0 otherwise. Recall # (1) = 1, + 212 + 
313. In the present case, if 111 =3 then # (I) = 4 only when I= (2, l,O). The 
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polynomial Q3 is then written as a sum of third powers of linear forms. 
This decomposition is not unique but it does not matter. For example, 
Q&J = 3+, 
= (2213q +2-‘/3 z2)3 + (-z1- z2)3 
+ (2-“3Z2)3 + ( -3”3z1)3. 
Once one has the linear forms it is straightforward to arrive at the com- 
binations of t 1,3,js. Each form gives rise to a distinct independent index. In 
this case Q3 is written as the sum of four 3rd powers of linear forms so 
there will be four indices which we choose as r = 1, 2, 3,4. An occurrence of 
cPzP in the rth form gives rise to a summand c,, t1,3,r in T, for p = 1, 2, 3. 
Thus, from the above expression for Q3 we may write 
h3 = (22’9 l/3,1 - t113.2 - 31J3t1,3,4, 2-1’3t1,3,, - t1/3,2 +2-“3t,,3,3, 0) 
= (a, b, c). 
h3 has the property that L($)(t) = t only when 1= (2, LO). 
Similarly, Qz(a) = 2z,z3 + zs since the only fs with III = 2 and #(I) = 4 
are (1, 0, 1) and (0,2,0). Q2(z) may be written as a sum of 2nd powers of 
linear forms. For example, 
This leads to 
Q&J = (~1 + ~3)’ + (~zI)~ + (iz3)’ + (~2)~. 
h2=(t 112,5 +it112,6, t1/2,s, t112,5 + it1,2,7). 
h2 has the property that L(hi)(t) = t only when 1= (LO, 1) or (0,2,0). 
Finally, Q,(z)= (z~)~ because (4,0,0) is the only 1 with 111 =4 and 
#(I) = 4. Q4 is already written as a 4th power of a linear form so we may 
take h, = (t,,,,,, 0,O). Then L(hi)(t) = t precisely when I = (4,0,0). 
Next, because of the different independence indices occurring in hZ, h3, 
and h, it follows that L((h2 + h3 + h4)‘)( t) = t precisely when 1= (1, 0, 1 ), 
(0, 2,0), (2, 1,0) or (4,0,0). These are also the Ps for which L(f’)(t) = t. 
As we demonstrated in the proof of the theorem it now follows that 
L((h,+h,+h,)‘)(t)=L(f’)(t) for all I so that h,i-h,+h, and f are 
equivalent. 
It only remains to look at h2 + h, + h4 and write it as T(g). Let g, = t1,3,i 
for i= 1, 2, 3,4. Let gi= t1,2,i for i=5, 6, 7, 8. Let g,= t1,4,9. Define 
T: V’-+ V3 by 
Tb 1 ,*.., x9) = (22’3x, -x2 - 3 ‘13x3 + x5 + ix, + x9, 
2-1’3X1-Xa+2-1’3x3+xs,x5+ix,). 
Then T(g) and f are equivalent, 
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We now proceed to discuss the corollary. Since (t,,,,i, t,,,,,, t3+,i) are 
real it should be possible to writefas equivalent to a linear transformed set 
of real pure elements which are independent. The only problem with T and 
g constructed above is that in h, there is it,,2,6 and it1,2,7. The trick here is 
to notice that wj = ( t2,5,j - f t,l,,j) is pure of order 2 and is equivalent to 
To verify this we need only check that L(w,!) = L(( itl,2,j)‘) for I = 1, 
gyi,... . This may be done using the basic rules of calculus. Since wj and 
it 1,2,j are equivalent it does not matter which we use. Thus, we may replace 
it 1,2,j with wj in h2 and still retain the equivalence of (h, + h, + h4) and J: 
With this replacement everything is real and we are done. 
IV. FLOWS OF DIFFERENTIAL OPERATORS 
In this section we generalize the classical notion of flows associated with 
partial differential operators. The operators have constant coefficients and 
so can be written as 
Q= 2 Q/o where Qk= c 1 b,a, 
k=l o(p)=k k! 
where the second sum is over all p = (pl,..., ,&) with each pi satisfying 
1~ pi d n. Each b, is a complex constant. Thus Q acts on functions on R” 
and is of order m. Recall a,h = akh/(ax,,). . . (ax,,). 
DEFINITION 12. A flow for Q is a function q: Iw” + v” such that 
v](x)(O) =x and 
D,h(v(x)) = (Qh)(v(x)) (18) 
for all h in P,. The flow is real if v(x) is real for all x. 
THEOREM 13. Every constant coefficient linear partial differential 
operator Q has a flow. 
Proof For z in @” define Qk(z) = &P)=k b,z,. Since Qk is a 
homogeneous polynomial of degree k there are linear forms 
so that 
Q,,,(Z)= i ai,p,kzj 
i=l 
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fk,i = 2 ai,p,k tllk,q(k,p) 
p=l 
where for each k, p, q(k, p) is a positive integer and q(k, p) # q(k’, p’) 
unless k = k’ and p = p’. Let fk = (& ,..., &J. Then 
If k> 1 then ~lh(x+fk)=~jDljh(x+fk). Since 
it fOllOWS that olh(X+f,)=Q,h(X+fk). 
If k=l then 
Dlh(x+f,)= 2 b.h(x+f,)=Qlh(x+f,). 
j=, laxi 
Let f=fi + .. +f,. Since (fi,..., fm) are independent D,h(x +f) = 
Qh(x +f). Choose q(x) = x +f: Q.E.D. 
COROLLARY 14. Every linear partial differential operator with real coef- 
ficients has a real flow. 
Proof. The proof of the theorem should be modified as follows. For k 




where Qk,p(z) = CyI, ai,p,kzi with ai,p,k real and &p,k to be + 1 or - 1. Let 
fk,i= 2 ai,p.kSk,q(k,p) 
p=l 
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where Sk,q(k,p) is ure of rank k, t($&,,)(t) = E? and Sk,q(k,pI is in the 
span of {toy 11) b,q(k,p): r rational in (0, l)}. For example, 
s kdkp) = fw(k,p) + %k ; fwW) 
where rl = 2/r, r2 = (r - 2)(k - l))/r for any prime r larger than 4(k - 1). 
Q.E.D. 
EXAMPLE 15. Let QU = (l/3!) uXXX + uXY + TV, + u,,. According to 
Theorem 13, in order to compute a flow for Q write down the associated 
polynomials Q2(z) = 2uw + w2 + 2u2 and es(z) = v3 for z = (u, w). Next 
write each QJz) as a sum of mth powers of linear combinations of u and 
w. For example, Q~(z)=(~)~=(Q~.~(z))~ and Q2(z)=(Q2,1(z))2+ 
(Q2,2(z))2t where Q2,1(z)= (u+ WI' and Q2,Az)= (01~. Then f2,, = t1/2,1+ 
t112,2 and f2,2 = tl12,,. Also f3,, = tl13,, and f3,2 = 0. 
Next set f2 = (fi,l, f2,2) and f3 = (f3,1T f3,2). Then f= (x + Y) +f2 +f3 is 
supposed to be a flow for Q. To verify this write f = (x + ql, x + q2), where 
q1 = t1,2,1 + t1,2,2 + t1,3,3 and q2 = t,,,,,. We must check that D, g(f) = 
(Qg)(f) for all polynomials g in two variables. To compute D1 g(f) first 
write down dg( f) and then simply read off the coefficients of (dt). Now, 
dg(f) = gx(f)(h,) + g,(fWr/2) + t(gxx(f)(4,)2 + 2&y(fwtll)(42) 
+ g,(42)2) + (~/w&xx(f)(41)3 + (l/3!) %x,(f)(4,)2(42) + ...* 
Since 
dVl = (dl)f’2 + (lit);” + (dt):” 
and dq2= (&):I* it follows from the multiplication table that the only 
products of powers of dqi which contribute to (dt) are (d~~)~, (dqI)(dq2), 
(d~~)~ and (d~~)~. Thus, 
k(f)= [t.2.&x(f)+;.2* k,(f) 
+i. k,(f) +d. 1. &Lx(f )l(dt) 
+ . . . 
so that 
EXAMPLE 16. This will illustrate Corollary 14. We will find a real flow 
for Q given by QU = u,, - &, + u,,,. 
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Here the corresponding polynomial is QJz) = 2u2+ 2uw- w2. The dif- 
ference between this Q2 and that of the previous example is the minus sign 
in front of w2. Proceeding as in the previous example we write 
Q*(z) = (u + w)’ + u2 + (2-“*iw)*. 
Then f2,, = f1,2,1 + t1,2,2 and f2,2 = t1,2,1 + 2-L’2it1,2,3. As in the previous 
example, one may check that (x + f2,1, y + f2,*) is a flow for Q. However 
f 22 is not real. According to the corollary it,,,,, may be replaced by 
t2,5 - $t3,5 so that 
(x + t1/2,1 + t1/2,2, Y + lll2.1 + (f2,5 - $3/J) 
is a real flow for Q. 
THEOREM 17. Let Q be a linear constant coefficient partial differential 
operator on R”. Let r] be a flow for Q. Then for all polynomials p on C”, 
4% t) = Lp(vl(x))(t) (19) 
satisfies 
u, = QK t>O, xinW 
4x9 0) = P(X). 
(20) 
Proof. Let U(X, t) be the polynomial in x and t which is the solution to 
the Cauchy problem (20). Fix s > 0. Let w = s - t1 and let y = u(q(x), w). 
Then 
D,Y = Q4dx), w) - 41(x), w) = 0 
so that 
Q(t) = 140) + j-i LD,Y(s) ds = 0) 
= 4?(X)(O), W(O)) = u(x, s) 
independent of t. In particular, choosing t = s we obtain 
4x, s) = O(s) = U4?(X), &w)(s) 
= L(4?(X)Y 0)) = Lp(rl(x))(s)- Q.E.D. 
DEFINITION 18. Let T: [WI-+ R” be any map. Then C, is the map from 
functions on R” into functions on R’ defined by (C,f)( y) = f (Ty). 
MULTIDIMENSIONAL EVOLUTION EQUATIONS 31 
COROLLARY 19. If Q is real there is a linear T: [w’ --f KY, for some 1, such 
that 
C,Q = BCT 
where B is a real linear constant coefficient operator on Iw’ without mixed 
derivatives. 
Proof. This follows from Theorem 17 and Corollary 10 as follows: 
Let x + v be a real flow for Q for q in Vk. Let y = (yi,..., yr) be an 
independent set of real pure elements in V’ and let T: k-t R” be linear so 
that Ty and v] are equivalent. Then Lp(x + q)(t) = Lp(x + Ty)(t) so that 
D, p(q) = D, p(Ty). Since (Qp)(q) = D, p(q), it follows that Qp(q) = 
D,(C,pNy). Since (Ye,..., yI) are independent, y is the flow of a real 
operator, B, on R’ with no mixed terms. Consequently D,(C,p)(y) = 
UW’TpMy) and so (B(Gp))b) = (QPUY). Q.E.D. 
Remark. See Example 4, Section VI for an illustration of this corollary. 
V. ANALYTIC INITIAL DATA 
?(KY) will denote the complex valued analytic functions on R”. For any 
a> 1 let 
where the sup is over all multi-indices p = (pi ,..., ,n,), pi= 0, 1, 2 ,... and 
a+p = a14pjaxl;l . . + ax:. 
Z,(n)= {~SEC~([W”): Iq51a<c0}. 
Z,(n) is a Banach space with norm, 1.1 n. Let 
Z(n)= U Z,(n) and Z= fj Z(n). 
a>1 n=l 
With the usual identifications, Z is an associative and commutative 
algebra. Polynomials are dense in Z in the sense that if 4 = C c,Z is in 
Z,(n) then bk=C lpl Gk cpzw --f q5 in Z,(n) for all b > a. Z is the space of 
entire functions of exponential type. 
Let Q,(n) be Z,(n) x I”‘, the set of formal objects which may be written 
as g =f(r]), wherefE Z,(n) and q = (vi,..., ln) E v”. G?(n) = Uas i Q,(n) and 
Q = U,“= i G(n). With the identifications induced from Z, Sz also becomes 
an associative and commutative algebra. 
P, c Z,(n 1 so P,(V) c a,(n). 
505i5711-3 
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The linear operator P,: P(V) + @ is extended to Q by the formula 
PCIW?)) =fW)) 
and, alternatively, 
f(?)(O) = f(?(O)). 
Formulas (2) and (3) also define D,j, D 1: Sz --+ Sz when the function p 
appearing in (2) and (3) is chosen in 2. Formulas (5) and (6) remain valid 
and define df(q) for f(q) in Sz. 
LEMMA 20. For each fin Z,(n) D,jf(V) =fq,r,j(V) and Dlf(~) =f,,l(~). 
fv,r,j andf,,, are in Z,(n) and 
If~.r,ila~e’tl”n Ifl, (21) 
If,,ll,<Ze’q”” Ifl, (22) 
where I- 1 is the number of distinct j’s such that Drviqi # 0 for some 
i = 1, 2,..., n and for some rational r in (0, 11 and where 
lqil =~~{lD,~il, IDr,jVil, ado>> 
and IvI =Cl=l Vi, YI= (YI~~-.~ u,,). 
Proof: Since la,f Ja<a-b(H) If Ia it follows that 
The second inequality follows similarly from the first and (3). Q.E.D. 
LEMMA 21. Let T(x) = y + Mx be an affine map from IR” info R” so that 
YE R” and ME R”+ R” is linear. For each f in Z,(m) let (C*f)(x)= 
f(Tx). Then C,f E Z,,,,,(n) and 
ICTf I IMP d e “y’ If 111) (23) 
where ly( = (y,l + ... + 1~~1 and (MI =SUpi,j IMgl, (M(xl,-., Xn)j=CI= 1 
Mijxi for j = l,..., m. 
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Proof: Let T,(x) = Mx and T*(x) = y + x so that T= T2 T, and C,= 
CT, c,. P”C,fl(O) G WI MM lPb(O)l by the chain rule so that 
IGfl,M,nad lflw 
so that 
P”Gjf(o)l G$ (IYll”‘... ly,lYm) a’“’ Ifl, 
Y . 
<ealy’ Ifl, 
and ICT2flo<ea’y’ Ifl,.Ths ICTfIjMlno< ICT2fInGea’Y’ IfI,- Q.E.D. 
DEFINITION 22. For each k = 1,2,... and q in Vk and f in Z,(k) with 
f = C c,xp let L(f (q))(t) be the formal power series in the single real 
variable t given by C c,L(qP)( t), where qP = q$‘l. . VP, r] = (qi ,..., qk). 
This extends L: P(V) -+ P( [0, co)) to Q since definition (7) makes L 
linear. As is shown in the next lemma, L: D + Z( 1). 
LEMMA 23. For each f in Z,(k) and q in Vk, L(f (q)) E Z,( 1) for all b 
sufficiently large and 
lLffv)lb~ea’q(oti If la. (24) 
(In fact, (24) holds whenever b > Zel’l’“, where Z and 1~1 are given in 
Lemma 20. ) 
Proof Equation (24) is first verified for polynomials, f: In this case 
Lf(r)(t) =f(s(O))+ f uxf((tl))(O) 2. 
fW=l 
Let D, f(q) = g”‘(q) and g(‘+l)(q) = (Di g”‘)(r]). Then 
and so (24) follows for polynomialJ 
For the general case, f = C cPxP is in Z,. Let P,, = C,,, Sn cPxP so that 
pn -+ f in Z, for all I> a. Let b(Z) = ZeiPi” so that b = b(u). For I> a, (p,} is 
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a Cauchy sequence in Z,(k) and by (24) for polynomials, { Lp,(r])} is a 
Cauchy sequence in Zbclj( 1) for all I > a. Since b(l) < b(a), { Lp,( q) > is also 
a Cauchy sequence in Z,( 1). Thus Lf(q) E Zb and for all I> a 
<e’is(o)i If\,. 
Since this holds for all 1> a the result follows for fin Z,. Q.E.D. 
COROLLARY 24. Let f~ L2(W) n Z,(n) and q in V”. Then 
Lf(q)(t) = (2~)~” jRn3(A) L(e”“.“‘)(t) d3, (25) 
where 3 is the Fourier transform off 
Proof. For A4 sufficiently large, A + (271))“3(A) e, is weakly integrable 
from R” into Z,(n) and 
where eiA(x) = eiA.“. The Corollary now follows from Lemma 23 since for 
each t, f + Lf(q)(t) is a continuous linear functional on Z,(n) for all A4 
sufficiently large. Q.E.D. 
COROLLARY 25. 
Lf(rl)(t)=f(v(O))+ jL (LD,f(v))(s) ds (26) 
0 
for all f in Z(k) and q in Vk. 
Proof: For f = C, cPx” let f, = C,,, <,, cPxn. If f E Z,(k) then fn -+ f in 
Z,(k) for all b> a. Clearly f,,(q(O)) + f(q(0)). By Lemmas 20 and 23, 
LD, fn(q) + LD1 f (q) in Z,( 1). Since convergence in 1.1 b implies uniform 
convergence on compact sets there follows 
j’L&fn(rl)(s) ds + j-’ WfW(s) ds. 
0 0 
The corollary follows from the definition in Eq. (7). Q.E.D. 
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COROLLARY 26. For each f in Z(k) and r] in Vk 
(27) 
where E, is the projection given in Definition 5. 
Proof This result follows from Lemma 6, polynomial approximation 
and Lemma 23. Q.E.D. 
T@OREM 27. For all f in Z(n) 
4-G t) = Lf(v(x)Nt) (28) 
is the solution to the Cauchy problem 
u, = eu, 44 O)=f(x) (29) 
whenever Q is a linear constant coefficient partial differential operator on [w” 
and n a flow for Q. 
Proof Since Q is a bounded operator on Z,(n) for all n it follows that 
e'Qf = u(t) solves the Cauchy problem. Polynomial approximation and 
Theorem 17 give the result. Q.E.D. 
Remark. The solution (28) is, for given f, in Z,(n + 1) for all b suf- 
ficiently large. Polynomial approximation then shows that D, u(n(x), 
s - tl) = 0 for each fixed s so that (28) can once more be viewed as a 
characteristic solution. 
LEMMA 28. For each f in Z,(n) there is a g in Z,(n) such that whenever 
vi is pure of rank mi and n = (q, ,..., n,,) are independent then 
Lf(rl)(t)= du?l;')(tL-> avP)(t)). 
Moreover, lg1,6 Ifl,. 
(30) 
(Here, zfmi= 0, then ni is a scalar and L(ny)(t) = vi.) 
Proof First suppose mi>O for i= l,..., r < n and mj=O, i= r + l,..., n. 
Then 
Let ait=L(qF)(t). Let x=(qr+ ,,..., q,,) and y=(ql ,..., q,). Then 
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For I= (/ 1 ,..., Z,), let v(l) = (m, II ,..., mrlr) and d,= v(l)!/(l!(m,!)‘~ . . * (m,!)lr). 
Then 
Lf(r/)(t) = 1 f -f 1 cp,vCr,d,a:l ... a:tkxP 
=I f f 1 cP,YCrjdra:l . ..a4tkxb. 
B k=Om=k 
For y in R’ and z in R” ~ r define 
so that (30) is satisfied. Since 
it follows that lgJ,< IfI,. 
The case when all rnls are zero is trivial. The case when no mfs are zero 
is treated as above. Q.E.D. 
COROLLARY 29. A g in Vk are equivalent if and only if Lp(f) = Lp( g) 
for all p in Z(k). 
Prooj The proof follows from polynomial approximation and 
Definition 7. Q.E.D. 
COROLLARY 30. Lei q E Z,(k + 1) and let c be continuous on [0, 00). 
Then 
4x, t) = ji [ exp (j: c(t - r) dr)] Lq(rl(x), t-s)(s) ds 
is a solution to uI(x, t) = Qu(x, t) + c(t) u(x, t) + q(x, t) with u(x, 0) = 0 
providing q is a jlow for Q. 
Proof. Same as the proof of Corollary 28 in [ 11. Q.E.D. 
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VI. EXAMPLES 
EXAMPLE 1. A second order equation beyond stochastic calculus 
u, = u, - uyy = Qu. 
In order to treat a second order equation with stochastic characteristic 
method, a standard requirement is that the matrix of coefficients of the 
second order derivatives be positive definite [S, Chap. 6, esp. p. 1443. In 
this example, we may choose a flow ~(x, y)= (r],(x), q2(y)) for Q 
according to 
&)=x+2”2t1,2,1, v2cJJ) = Y-t ty5.1 - t3,5,/ 
q,(x) and q*(y) are independent. Even though this is a multi-dimensional 
example, the calculations are those developed in [ 11. 
EXAMPLE 2. Some third order equations. 
We begin by discussing 
Here Q, has the flow (x+ t1,3,1, ~~+2’/*t~,~,~) while Q- has the flow 
lx + t1/3,1 T Y + t2/5,1 - t3/5,11. Again these examples fit into the one-dimen- 
sional framework of [ 11. 
Next consider QU = 8(uXXX +uYYY- 3u,). We shall verify that q = 
I?(x, v) = (R(X), v2(y)) is a flow for Q where 
Vl1=%(4=X+t1,3,1~ v2 = V2(Y) = Y + [l/3,2 - $2,3,2. 
First calculate 
(4 1) = (dtF3, (&I 1’ = (dtF3, (4d3 = (4’ 
(4*) = (Lit);‘3 - #t#‘, (dq2)2 = (Lit);” - (dt)’ 
(dq2)3 = (dt)‘. 
All other products of powers of (dy,) and (dq2) are zero. Iffis a function of 
two variables, Taylor’s formula is 
df(?)=fx4, +fy 42+ ~cf*x(41)2+2f,,(d~*)(d~,) +fyyM*)'l 
+ acfxxxm)3 + 3f&~d2(&2) + 3fxyMl)(~r12)2 
+ f,,M2)31 + ...I (31) 
Here each derivative off is “composed” with q, e.g., f, is really f,(q). 
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In our example (31) becomes 
so that DJlr) = ~CL,,(YI) +f,,,(r) - 3fJv)l since, by definition, &f(vl) 
is the coefficient of (dl)’ in the formal expansion of d!(q). Thus Dif(q) = 
(Q#)(q). Note vi and qz are independent. 
Next suppose the solution for u,= Qu with U(X, y, 0) =x sin(x+ y) is 
desired. This may be computed as the imaginary part of g(x, y) = xh(x, y), 
where h(x, y) = e i(X + y). Computing 
leads to 
Lg(tj)(t)=xe”“+Yy’= p((t-i) ) g(9)+(4) (s)ds. (32) 
Next observe that Dih(q) = (-i/3 + 1) h(q) so that Lb(q)(t) = ei(X+Y) + 
jb L(( -i/3 + 4) h(q)(s) ds. 
Consequently, Lb(q) satisfies an ordinary differential equation and may 
be computed as L/z(q)(t) = e’(” +Y)+ (l”- i’3)t. Substituting into (32) gives an 
ordinary differential equation for Lg(v]), namely, 
J&g(q)(f)= -~e’(x+Y)+(1/2-ii/3)‘-(i/3-~)Lg(~)(t) 
with Lg(q)(O) k xei(X+y). Thus 
Lo = tx _ ft) ei(X+y)e(l/2-W)’ 
and 
4x, Y, t) = L(rll(x) sin(rll(x) + YIP)) 
EXAMPLE 3. A third order equation with mixed derivatives. 
Suitable characteristics for U, = Qu = uXXY are q = (vi, q2) = (x + t1,3,1 - 
t1/3,29 Y + t1/3,1 + lll3.2 - (2P3 t1j3.3 ). These are found by writing Q3(z)= 
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6z:z, as (zl + z~)~ + ( -zl + z~)~ + ( -21’3z2)3 as in the proof of Theorem 13. 
The only non-zero products of powers of (dq, ) and (dy,) are 
(dql) = (df)f’3 - (Lit);‘3 
(dtj*) = (fir):‘3 + (fir);‘3 - 2”3(d#3 
(d$# = (La):‘3 + (dr)y3 
(dY/*)2 = (city + (dt#3 + 2*‘3(&):‘3 
(&J2(42) = 2Cdt)‘. 
From (31) it then follows that the coefficient of (dt)’ in the formal 
expansion of d!(q) isfIX,, so that Dlf(q) = (w)(q) and q is a flow for Q. 
EXAMPLE 4. 
u, = Q,, = 224,x,, + 4~4,,,~ + 30~ XXYY 
+ 2hyyy + 17~, + 24uyyyz 
+ 48uyyzz - 24uyzzz + 72~,, 
-24u,z, + 1724 zzzz + 12u,,,, 
+ 30~.- + 36uxzzz 
has the flow 
q(x, y, z) = (x + a(o - o), y + a(2u + co), z + a(o - 2w)) 
where a= (24)‘14, u = tl14,,, and w = t,,,,,. 
This follows as in the proof of Theorem 13 because the polynomial Q(Z) 
= 22; + 4z;z, + 302;~; + 28z,z; + 172; + 24z;z3 + 48~;~: - 24z2z; 
+ 17~: + 122:~~ + 302:~: + 362,~: + 72z,z~z, - 24z,z,z: can be writ- 
ten as (Pi(z))” + (P*(z))~ where PI(z) = z, + 22, + z3 and P*(z) = -zl + 
Z2-2Z3. 
As an illustration of Corollary 19, let T: IL!* + R3 be 
and let B be the operator 
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acting on R2. Recall, for functions f on [w3, (C,f)(r, S) =f( T(l)). Then if 
f(r, s) = (C,f)(r, s), we find 
&(g(r,s)+f$(r,s))=(Qf)(a(r-s),a(2r-r),o(r-2s)). 
EXAMPLE 5*. Space dependent coefficients. 
u, = Qu = iC(x’ + y3) u,,x + 3~~yu,,~ + 3xy2u, +y3u,]. (33) 
Assuming v = (vl, v2) = (ql(x, Y), dx, Y)) satisfies 
&I= %(dt):‘3 + r/*wg3, ?,(XP Y)(O) =x 
42 = MW:‘3, v2k Y)(O) = Y 
(34) 
and assuming that the basic rules (3)-(7) are still valid for functions of 
such q’s it may be computed that Dip(q) = (Qp)(r]) and that 
du( rl r, q2, s - t 1) = 0 for each fixed s, providing u satisfies (33). Then, as in 
the proof of Theorem 17 u(x, y, t) = (Lp(qr(x, y), q2(x, y)))(t) satisfies (33) 
and the initial condition u(x, y, 0) = p(x, y). 
The flow of (33) is thus seen to be the solution of the linear “stochastic” 
equation (34). In general solutions of non-constant coefftcient “stochastic” 
equations cannot be described as deterministic functions of the elementary 
characteristics in V, but one must form “stochastic integrals” of functions 
of elements in V, take functions of these objects and repeat this last process. 
That is, form a space closed under “stochastic integration” and functional 
composition. Such a construction goes well beyond the material presented 
here. However, for linear equations such as (34), it is always possible to 
find solutions as functions of elements in V. In particular, a solution of (34) 
is given as 
?,b, Y) = (x + yt,,,,,) e” 
r2k Y) = ye” 
w = (f1,3,1 - $t2,3,1 + it, (35) 
as can be verified using Taylor’s formula (5) and the rules of differential 
multiplication (4). Since rl= (vi, q2) is an entire function of exponential 
type composed with elements of V all computations made are in fact valid 
if p(x, y) is a polynomial and U(X, y, t) is a polynomial in x and y. Thus, 
(35) should lead to a solution of (33) with polynomial initial data. For 
example, if U(X, y, 0) = xny”‘, then using independence of (x + yt1,3,2) and o 
it may be seen that 
4x3 YY t) = Vn(x, Y, t) ~n,,LY, t) (36) 
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where 
vn(x> Y, z, = L(x + ytl/3,2 J”(t) 
and 
w (y t)=L(yV”+“‘” n,m 9 )(t). 
Letting 5 = ymero, for r = (n + m), 
d( = [r((dt)i” - i(dt)f” + f(dt)‘) 
+ $r’((dt)f” - (dt)‘) + &r3(dt)‘] ( 
so that D, 5 = (r/3 - r*/2 + r3/6) t. Definition (7) then leads to an ordinary 
differential equation for W,,,(y, t) with solution W,,,(y, t) = ymeo(n+m)r for 
a(r) = r/3 - r2/2 + r3/6. Also V,,(x, y, t) = x” for M = 0, 1, 2, and 
Dl((X + Pl,3,2)“) = i(n. (n - l)(n -VNY3Nx+ Ytl,3,2)“-3 
for n = 3, 4 ,... . Consequently, 
VJx, y, t)=x’+$(n-l)(n-2)j’ P’+Jx, y,x)ds. 
0 
EXAMPLE 6*. Time dependent coefficients. 
To solve 
ut = a(t) ~xxx + b(t) Qq - xu, + Px 
4% Y? 0) =f(x, Y) 
(37) 
first write it as a final value problem for the related “backward” equation. 
V,+a(T-t) V,,,+b(T-t) v,,,+yv.~-xv,=0 
qx, Y? T) =.0x, Y). 
(38) 
To write down “characteristics” for an equation such as (38), it is 
necessary to enlarge the set of characteristics in two ways. First, whereas 
elements of V have scalar values at t =O, there must be, for each s >O, 
characteristics with scalar values at S. To denote this we will write 
~(x, y, s)(s) = c. We also will need to have characteristics which are 
“stochastic integrals” of deterministic functions, for example 
rl(x, Y, 3) = s’ g(~)(d~W3 
s 
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has to satisfy q(x, y, S)(S) = 0 and dq = g(t)(dt):j3. With such objects, one 
may write down a flow for (38), namely, 
41(x, Y, s)= (WT- t))1’3(dt):‘3 + i/Ax, Y, s)(dt)’ 
42(x, Y, s) = (W7’- N”3(dt):‘3 + rl,(x, Y, s)W)’ 
?I(& Y? s)(s) = XT v*(x, YY s)(s) = Y. 
Formally, one may write 
~,(x,y,s)=xcos(t-s)+ysin(t-s)+ j’ri(r)cos(t-r)(dr)i13 
5 
+ s ’ 5((z) sin(t- z)(dr):‘” s 
q2(x, y, s) = -x sin(t -s) + y cos(t -s) - \’ fi(z) sin(t - z)(~Iz):/~ 
s 
+ j’ b”(T) cos( t - z)(dz)y 
5 
for ii(z) = (64 T- r))‘j3, b”(r) = (6b( T- r))‘j3. Again formally, one can 
check that q = (ql, q2) is a flow for (38) in the sense that 
mll(XY Y? t), yIz(x, y, f))(T) = 4% Y? t). 
The basic problem is to compute t,(q) for such q. If f is a polynomial, 
this is not difficult. For example, if f(x, y) = x3y, u(x, y, t) = L(q:(x, y) 
q2(x, y))(t). This in turn implies that 
















- 6b(T-s)sin2(T-s)cos(T-s)ds . 
I 1 
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Therefore, 
24(x, y, t) = (x cos t + y sin t)‘( --x sin t + y cos t) 
- 6x f ’ a(s)(cos’ s sin t + 3 cos2 s sin s cos t) ds 0 
+ 6.~ j; ( N as cos3scost-3cos2ssinssint)ds 
- 6x f ’ b(s)(sin3 s sin t - 3 cos s sin2 s cos t) ds 0 
+ 6y I ’ b(s)(sin3 s cos t + 3 cos s sin2 s sin t) ds. 0 
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