Elasticity of A + XB[X] domains  by Gonzalez, Nathalie
JOURNAL OF 
PURE AND 
EISEVIER Journal of Pure and Applied Algebra 138 (1999) I 19-137 
APPLIED ALGEBRA 
Elasticity of A + XB[X] domains 
Nathalie Gonzalez 
Communicated by A.V. Geramita; received 14 July 1997: revised 4 September 1997 
Abstract 
Let A c B be an extension of integral domains and X be an indeterminate over B. In this paper, 
we study the elasticity of atomic domains of the form A +X&Y]. We pay particular attention to 
when such domains are half-factorial domains, and in particular, we answer a question raised by 
V. Barucci et al. Finally, we investigate the elasticity of Z[&] +XZ[( 1 + &)/2][X], where d 
is a nonzero square-free integer, d s I (mod 4). This provides an example such that A + X@X] 
is a HFD where A and B are HFDs but not UFDs. @ 1999 Elsevier Science B.V. All rights 
reserved. 
0. Introduction 
We first recall the various factorization properties for an integral domain that we use 
or study here. Following Cohn [ 171, we say that R is atomic if each nonzero nonunit 
of R is a finite product of irreducible elements (atoms) of R. We say that R satisfies 
the ascending chain condition on principal ideals (ACCP) if there does not exist an 
infinite strictly ascending chain of principal integral ideals of R. It is well-known that 
ACCP implies atomic, but the converse is not true: an atomic domain need not satisfy 
ACCP; however, examples are hard to come by. The first such example is due to 
Grams [23] (we can also refer to [25,3 11). 
For an atomic domain R, a nonzero nonunit of R may have several factorizations 
into irreducible elements of R and two factorizations may have different lengths. Thus, 
following Zaks [29], we define R to be a halffactorial domain (HFD) if R is atomic 
and any two factorizations of a nonzero nonunit of R as products of irreducible el- 
ements have the same length. Examples of HFDs include UFDs, and more generally 
any Krull domain R with IC/(R)I <2 [30, Theorem 1.41. If R[X] is a HFD then R is 
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certainly a HFD but the converse does not hold in general [.5, Example 5.41. More- 
over, Zaks characterized completely the Krull domains R such that R[X] is a HFD 
[30, Theorem 2.41. As it concerns the Noetherian domains R such that R[X] is a 
HFD, a characterization has been given recently by Coykendall [ 18, Corollary 2.31. 
In order to measure how far an atomic domain R is from being a HFD, we define 
the elasticity of R as p(R) = sup(m/n 1x1 . . CC, = yl . . y,, where each Xi,yj E R is 
irreducible} (the elasticity has been introduced by Valenza [28]). Thus, 15 p(R) 5 co, 
and p(R) = 1 if and only if R is a HFD (for more information on p(R), see [I, 21, for 
example). 
In this paper, we are interested in the HFD condition and the elasticity of atomic 
domains of the form A + XB[X] (where A C B is an extension of integral domains). 
This work is, in fact, a special case of a more general problem. Let SS? =(A,)nE~ 
be an ascending chain of integral domains, and consider the ring of polynomials 
Jeu = a&/ A,$“. We have studied some factorization properties of this ring [22]. 
In particular, the elasticity of &[X] is infinite unless the chain is eventually constant 
[22, Corollary II. 1.21 (or [ 11, Theorem 4.11 in the special case where A = U A, is a 
field). Moreover, S&Y] is never a HFD, unless it is of the form A + XB[X] where 
A c B is an extension of domains corresponding to a chain J$ with two terms [22, 
Remark 11.1.31 (as also noted by Anderson et al. in the particular case where S! is an 
ascending chain of subfields of a field K = UA, [4, p. 111). The purpose of this paper 
is thus to emphasize when domains of the type A + XB[X] are HFDs. Throughout, 
A c B will denote an extension of integral domains. 
Let us note that if A + XB[X] is a HFD then A is certainly a HFD. However, we 
do not know if B needs to be a HFD. Barucci et al. investigated some factorization 
properties of these domains [ 121. In particular, they proved that if A = K is a field and 
B a UFD, then A + XB[X] is a HFD [ 12, Theorem 3.41 (this had been also proved 
by Anderson et al. in the special case where B is a field [5, Theorem 5.31). Thus, all 
previously known examples of half-factorial domains of this form were such that B is 
a UFD. So, we can ask: 
Question 0.1. Is there an extension A c B where B is not a UFD such that A +XB[X] 
is a HFD? 
In fact, this work was partly motivated by this question (which was communicated 
to us by Izelgue). 
Throughout, we will need to control the behavior of the irreducible elements of 
A +XB[X] in B[X]. So, we begin with the following remark: 
Remark 0.2. Let f be an element of the domain R = A + XB[X] of order r > 2. Then 
f is not an irreducible element of R. Indeed, we can write f =X(a,X’-’ + . . .), and 
so f admits a nontrivial factorization in R. Hence, the irreducible elements of R have 
order zero or one. 
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In the first section, we suppose B to be a UFD. In this case, we just need to control 
the behavior of irreducible polynomials of order 0. We derive some sufficient (but 
not necessary) conditions for A + XB[X] to be a HFD. Namely, if %(B) n A = #(A), 
if each irreducible element of A remains irreducible in B and if B is a UFD, then 
A + XB[X] is a HFD. In particular, this gives a positive answer, to a question raised 
by Barucci et al. [12, Question p. 751, it gives even more, since, in fact, our units 
condition is weaker than in the original question. This also provides new examples of 
half-factorial domains of the type A + XB[X] where A is not necessarily a field, not 
even a UFD. 
In the second section, we do not assume B a UFD. Then we compare the elasticity 
of R = A + XB[X] and B[X]. In this case, we need to control the behavior of every 
irreducible polynomial of R in B[X] (that is, those of order zero, but, also, those of 
order one). By introducing two conditions in terms of the extension A c B, we then 
obtain p(R) = p(B[X]). This will allow us, in the last section, to give a positive answer 
to Question 0.1. 
Finally, in the last section, we provide explicit examples with a detailed analysis 
of the elasticity p of the ring Z[fi] + XZ[( 1 + &)/2][X], where d is a nonzero 
square-free integer, d 3 mod 1 (mod4). Precisely, we prove that, if d E 1 (mod 8) then 
p is infinite, while if d E 5(modS), p is finite. In the case where p is finite, a 
study of the unit groups of A and B allows us to give better bounds for p. This 
finally provides, in particular, an example which gives a positive answer to Question 
0.1. 
If R is an integral domain, 02(R) will denote its group of units. For any undefined 
terminology or notation, see [ 13,2 1,261. 
1. First HFD condition 
In this section, we determine some sufficient (but not necessary) conditions for 
A+XB[X] to be a HFD. This provides several new examples of half-factorial domains 
of the form A + XB[X]. 
Since a HFD satisfies ACCP, if R = A + XB[X] is a HFD then g@(B) n A = &(A) 
(indeed, if a domain of the type A + XB[X] satisfies ACCP then the extension A c B 
satisfies the units condition [12, Proposition 1.21; we can also refer to [lo, Proposition 
1 .I] or to [22, Proposition 1.1.31). Moreover, in this section, we suppose B to be a 
UFD. In this case, both hypotheses (B a UFD and %(B)nA =%(A)) are sufficient 
for R to be an atomic domain (in fact, to satisfy ACCP [ 12, Proposition 1.21 or [ 10, 
Proposition 1.1],[22, Proposition I. 1.31). 
As we have noted in the introduction, the irreducible elements of R have order 0 or I. 
In this section, assuming B to be a UFD, we just need to control the behavior of 
the irreducible polynomials of order 0 of R in B[X]. Indeed, we have the following 
sufficient conditions. 
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Lemma 1.1. Let A c B be an extension which sati$es the following conditions: 
(i) %(B)nA=%(A), 
(ii) B is a UFD, 
(iii) each polynomial of order 0 which is irreducible in A +XB[X] is irreducible in 
B[X]. Then R = A + XB[X] is a HFD. 
Proof. Let f be a nonzero nonunit of R and consider a factorization off as a product 
of irreducible elements in R. As noted above, the irreducible polynomials of R have 
order 0 or 1. Thus. we can write 
f = 91 . . . SrSr+l . . gn, 
where each factor gi has order 1 for i 5 is r and each factor gi has order 0 for r + 
15 j 5 n. It is clear that r does not depend on the factorization off, since r is the order 
of J: So we just have to show that n - r also does not depend on this factorization. 
By hypothesis, the polynomials gj of order 0 are irreducible in B[X] (for all r + 
15 j<n). On the contrary, this is not necessarily true for the factors gi of order 1 
(1 ii<r). Hence, we can decompose these factors in B[X] (which is a UFD) and 
write gi =X nz=, gr,k where the polynomials gi,k are irreducible in B[X]. Thus, we 
obtain the unique factorization (up to units and order) off in B[X]: 
We claim that the only irreducible factors (up to units) of order 0 in B[X] which 
are associated to elements of R are the polynomials gj (which, in fact, are in R), for 
r + 15 j < n. Indeed, none of the factors gi,k is associated (in B[X]) to an irreducible 
element of R. By way of contradiction, assume that gi,k = ugFk where glTk is an ir- 
reducible element of R and u is a unit of B. We obtain gi =glTk(uX &k gi,l). This 
provides the desired contradiction, as the polynomials gi (1 <i < r) are supposed to be 
irreducible in R. Finally, we have proved that n - r is the number of irreducible factors 
of order 0 which, in the unique decomposition off in B[X], are associated to elements 
of R. 0 
Remark 1.2. Let us emphasize that we just suppose here that the elements of order 0 
which are irreducible in R remain irreducible in B[X]. In fact, we can easily observe 
that if b E B is not associated to any element of A (in B) then the polynomial X(X + b) 
is irreducible in R = A + XB[X] but not in B[X]. We will give such an example be- 
low where, moreover, R = A + XB[X] satisfies the hypotheses of the previous lemma 
[Example 1. lo]. 
Next, we characterize, in terms of the extension A C B, the previous condition: each 
irreducible element of order 0 of R = A + XB[X] is an irreducible element of B[X]. 
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1.1. Condition (WT) for an extension qf domains 
Definition 1.3. We say that an extension A c B satisfies condition (%‘F) if: for each 
a in A, if a =xy(x, y E B), then a =x/y’, where x’,y’ are in A, x = ux’, y = v-v’ and 
UL’ = 1 (u, c’ are units of B). 
Let us note that this property was introduced by Cohn [ 171 and studied by Anderson 
et al. [6] (under the name inert extension). The condition (%F) together with the 
units condition (u&(B) n A = %(A)) yield some factorization properties of the extension 
A c B. These properties are the purpose of the following lemma. 
Lemma 1.4. Let A c B be an extension, such that g(B) nA = J&(A), which satisfies 
(%r). Then 
(i) an element a of A is irreducible in A iJ’and only !f it is irreducible in B, 
(ii) iJ’ B is atomic, A is also atomic. 
Proof. (i) Left to the reader (see also [6, Lemma 1.11 and proposition below). 
(ii) Let us assume that B is an atomic domain. Let a be a nonzero nonunit element 
of A. Since a is a nonunit of B, we may factor it as a product of irreducible elements 
of B: a = p1 . . . pn. We show, by induction on n, that a has a factorization in A. If 
n = 1, then a is irreducible in A [by (i)]. Let n > 2, and suppose the result to hold 
for m 5 n - 1. We can write a = (p, . . . pn_l )p,, =xp,,. There exists x’, p; in A and 
U, 21 in 42(B) (uv = 1) such that a =x/p:, x = ux’, p,, = ZIP:. From (i) p: is irreducible 
in A (indeed, p; = up,, is an element of A irreducible in B). We conclude, using the 
induction hypothesis, since x’ is an element of A which admits a factorization in B of 
length n - 1. 0 
We are ready for the foreseen characterization: 
Proposition 1.5. Let A c B be an extension such that J?(B) n A = %(A). The jollowing 
conditions are equivalent: 
(i) (A,B) satishes (92:). 
(ii) Each polynomial of order 0 which is irreducible in R = A +XB[X] is irreducible 
in B[X]. 
Proof. (i)+(ii): Let a+Xj(X) be such a polynomial of order 0, irreducible in R = A+ 
XB[X] (a E A, a # 0, f(X) E B[X]). In particular, a +Xj(X) is a nonunit element of B. 
If a +Xj(X) = (x+Xg(X))(y f-(X)) w h ere x+Xg(X), y+Xh(X) are in B[X], then 
a =xy, with x and y in B. According to (%r), there exists x’, y’ in A,u, v units of B 
such that a =x/y’, x = XC’, y = vy’ and uv = 1. Hence a +Xj(X) = (x’ +Xvg(X))( y’ + 
Xuh(X)). But a+Xj(X) is irreducible in R. Thus, one of the two factors, say x’+vy(X) 
is a unit of R. Therefore, g = 0 and x’ is a unit of A (hence of B). Finally, this yields 
x + Xg(X) =x = UX’ a unit of B[X]. Note that, in particular, this shows that a constant 
a which is irreducible in A remains irreducible in B. 
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(ii)+(i): Let c1 E A such that a =xy (x, y E B). Then the polynomial f =X2 + (x + 
y)X + a has a nontrivial factorization in B[X] : f = (X +x)(X + y). As we supposed 
each irreducible element of order 0 of R to be irreducible in B[X], f can be decom- 
posed into irreducible elements of R. So, we can write f = (vX +x’)(uX + y’) where 
x’, y’ are in A, and u, v are units of B (uv = 1). Hence, we obtain a =x/y’, x = ux’ and 
y=uy’. 0 
Remark 1.6. In general, if we just suppose that each element of A is irreducible in B 
(and, as always, a(B) n A = %(A)), it is not true that the extension A c B satisfies (%?r ). 
For example, let k be a field and consider the subrings A = k[[t3]] and B= k[[t2,t3]] 
of the ring of power series with coefficients in k. The domain A is a UFD with (up 
to units) only one irreducible element, t3. Moreover, t3 is an irreducible element of B 
and %(B) n A = &(A). But, the condition (%?F) does not hold in the extension A c B. 
Indeed, t6 = t*(t*)* but t* (and (t*)*) are not associated (in B) to any element of A. 
Contrary to the previous remark, if we suppose that B is a UFD (and the running 
condition a(B) n A = q(A)), we have the following corollary: 
Corollary 1.7. Let A c B be an extension such thut @(B) n A =@(A). If B is a UFD 
then, the following assertions are equivalent. 
(i) AcB satisfies (‘47:). 
(ii) Each irreducible element of A is irreducible in B. 
(iii) Each polynomial of order 0, irreducible in R = A + XB[X], is irreducible in 
WI. 
Proof. Using Lemma 1.4 and Proposition 1.5, it remains to prove that (ii) implies (i). 
Let us consider a in A such that a = xy(x, y E B). We may assume that a is a nonunit 
of A. Since B is a UFD and %(B) nA =%(A) then A is atomic (in fact, it satis- 
fies ACCP [23, Proposition 2.11). So, we can factor a as a product of irreducible 
elements of A: a = p1 . . . p,,. By hypothesis, this is a factorization into irreducible ele- 
ments of B. Since B is a UFD, there exists a partition {Z,J} of the set { 1,. . . , n} such 
that x = u ni,, pi, y = u n,,, p, where u and u are units of B (and uz, = 1). 0 
1.2. New examples of HFD domains 
Combining the corollary above with Lemma 1.1, we can give a positive answer to 
the question raised by Barucci et al. [12, Question p. 751. 
Proposition 1.8. Let A c B be an extension which satisjies the following conditions: 
(i) %(B)iIA=%(A), 
(ii) each irreducible element of A is an irreducible element of B, 
(iii) B is a UFD. 
Then, R = A + XB[X] is a HFD. 
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Remark 1.9. (1) In the question raised by Barucci et al. [ 12, Question p. 7.51, the 
condition on units was Oli(B) =‘@(A). Our hypothesis, ?L(B)nA = %/(A), is weaker 
and anyway necessary for R = A +XB[X] to be atomic [ 12, Remark 2.21 or [22, Propo- 
sition 1.2.121. Note that Anderson et al. have also given a positive answer, however 
with the stronger hypothesis ‘g(B) =9(A), as in the original question of Barucci et al. 
[ 10, Proposition 5.41. 
(2) Replacing the first condition in the previous proposition by #(B) = #(A) forces A 
to be a UFD (as observed by Anderson et al. [lo, Remark 5.61). Our weaker condition 
allows us to provide examples where A + XB[X] is a HFD while A is not a UFD 
[Example 1.10 (2)]. 
(3) In fact, replacing the first condition by the intermediate hypothesis ‘R(B) n K = 
%(A) (where K is the quotient field of A) again forces A to be a UFD. First, it is 
easy to see that A is atomic (and, in fact, it satisfies ACCP [23, Proposition 2.11). 
So let us consider two factorizations of an element a of A as product of irreducibles 
in A: (7 = p1 . P,~ = q1 . . qm. From condition (ii), this yields two factorizations of a 
in B. Since B is a UFD, then n = nz, and, for each i ( 1 5 i < n), there exists j such that 
pi and qi are associated in B. Thus pi = u;q, where ui is a unit of B. Since LI, = pi/q,, 
it follows that ui is in J&(B) n K = !@(A). Therefore the two factorizations in A are the 
same (up to units and order). 
(4) If A = K is a field and B is a UFD, both conditions (i) and (ii) are clearly 
satisfied. Thus K + XB[X] is a HFD (as shown by Barucci et al. [ 12, Theorem 3.41 
and by Anderson et al. in the particular case here B is also a field [5. Theorem 5.31). 
Now, we are able to provide some new examples of half-factorial domains of the 
type A + XB[X] where A is not necessarily a field, or A not even a UFD. 
Example 1.10. (1) Set A = Z and B = Z[t]. The domain R = 22 + XZ[t] [X] is a HFD 
[Proposition 1.81 (we can also find this example in [lo, Example 5.51). Note that the 
element t of B is not associated to any element of A, hence the polynomial ,f = X(X+t) 
of order 1 is irreducible in R but not in B[X] [Remark 1.21. 
(2) Set A = K + tL[t] and B=L[t] (where K CL is an extension of fields). B is a 
UFD and each irreducible element of A is irreducible in B (as observed by Anderson 
et al. [5, Theorem 5.31). From Proposition 1.8, we conclude that R-A + XB[X] is a 
HFD while A is not UFD (however, it is a HFD [Remark 1.9(4)]). 
The following example shows that the condition (XF) is not necessary for A +XB[X] 
to be a HFD. 
Example 1.11. Set B=k[y][z] (where k is a field, ,v,z are indeterminates), A = k + 
zB= k+zk[y][z] (A is a HFD [Remark 1.9(4)] but not a UFD). The element yz is irre- 
ducible in A but not in B so the extension A c B does no? satisfy (%F) [Corollary 1.71. 
Note also that #(A) = J&(B). However, R = A + XB[X] is a HFD. Arguing as in 
Lemma I .I, we consider an element f of R and a factorization of ,f in R. We may 
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write 
f=Yl . ..wlr+l . ..gn 
where each factor gi has order 1 for 1 5 i 5 r and each factor gj has order 0 for 
r + 1 5 j 5 n. Recall that Y does not depend on the factorization of f, since r is 
the order of f. Each factor gi (even those of order 0) can be decomposed in B[X]. 
With exactly the same argument as in Lemma 1 .l, we would show that the factors 
gi, 1 5 i < Y, do not provide any irreducible factors in R of order 0. We conclude by 
showing that each factor gi, r + 1 5 j 5 n, provides one and only one irreducible factor 
in R of order 0. Note that in this case, an element of B[X] is associated to an element 
of R if and only if it is in R (since R and B[X] have the same units). Thus, n - r is 
exactly the numbers of irreducible factors (in the unique factorization of f in B[X]) 
of order 0 which are in R. It remains to prove the following. Let g = a +X7&Y) be a 
polynomial of order 0 (a# 0). Assume that g is irreducible in R and that it can be 
decomposed into irreducible elements of B[X] as 
g=a+-(X)=(a, +xhl(x))...(a, +x%,(x)). 
Then one and only one jbctor C(i + Xhi(X) is in R. We may consider an element c1 
in B = k[y][z] as a polynomial in z with coefficients in k[y] (in particular, its constant 
term cc(O) is in k[y]). So CI is in A if and only if a(O) is in k. 
- First, suppose that a(O)# 0. As a(O) = n:=, a;(O) is a nonzero element of k (that 
is, a polynomial in y of degree 0) so for each integer i, al(O) is a nonzero element 
of k. Thus, each cli is in A and each Cci + xhi(X) is in R. Therefore, n = 1. 
- Next, suppose that a(0) = 0. Then there exists an integer i, say i = 1, such that 
~(0) =O. So C(~ is in A. By way of contradiction, assume that another CI~, say c1,, 
is in A. Set /I, the constant term (in X) of the polynomial n,<,(c(i +X/r&Y)) then 
fi = nIicn cli and so p(O) = 0. Consequently, b is in A. Then, g = (fi +%(X))(cc, + 
Xh,(X)) and this yields a nontrivial factorization of g in R which contradicts our 
assumption. 
2. Elasticity 
In this section, we compare the elasticity of A +XB[X] and B[X]. Let A c B be an 
extension of atomic domains. It is clear that if each irreducible element of A is an 
irreducible element of B then p(A) < p(B). More generally, we leave it to the reader 
to verify the following result. 
Lemma 2.1. Let A c B be an extension of atomic domains. We suppose that each 
irreducible element of A can be decomposed as a product of at most m irreducible 
elements in B. Then, p(A) < mp(B). 
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In particular, if m = 1, that is, if each irreducible element of A remains irreducible in 
R and if B is a HFD then A is also a HFD (as already observed by Zaks 
130, Lemma 2.31). 
Remark 2.2. Let A c B be an extension such that e(B) n A =%‘(A). Suppose that it 
satisfies (%?r ). Then each irreducible element of A is an irreducible element of B 
[Lemma 1.41. However, the same property does not necessarily hold for the extension 
.4 + XB[X] c B[X] since the irreducible polynomials of order 1 of R = .4 +XB[X] may 
not remain irreducible in B[X] [Examples l.lO( l)]. In particular, (g:) does not neces- 
sarily hold for this polynomial extension. Note that we could produce such examples 
provided there exists an element b in B which is not associated to any element of A 
[Remark 1.21. 
In relation to the previous remark, we introduce the following condition. 
Definition 2.3. We say that an extension A c B satisfies condition (Vt ) if each element 
of B is associated (in B) to an element of A (for each b in B, there exists a unit u of 
B such that ub is in A). 
Remark 2.4. We note that if the extension A c B satisfies condition (%‘?z ) then (V,* ) 
holds for the extension A + XB[X] c B[X]. Indeed, if b + Xh(X) is an element of 
B[X], there exists a unit u of B (hence a unit of B[X]) such that ub is in A. Thus, 
u(b +X?(X)) = ub + Xuh(X) is an element of A + XB[X]. 
With condition (%?F ), we control the irreducible polynomials of order 0 of R = A + 
XB[X]. Condition (%f) allows us to control those of order 1. Indeed, we have the 
following. 
Proposition 2.5. Let A c B be an extension such that j&(B) n A = #(A). The ,jkllowing 
assertions are equivalent: 
(i) The extension A c B satisjies condition (%?z). 
(ii) The only polynomials of order 1 irreducible in A + XB[X] are the monomials 
qf the fbrm vX, v E Q(B). 
(iii) Each irreducible polynomial of order 1 in A + XB[X] is irreducible in B[X]. 
Proof. 
l (i)=+(ii): We leave it to the reader to verify that, for each unit z) of B, vX is 
irreducible in R = A +XB[X] (using G(B) fl A = %(A)). Conversely, let f = X(gX + 
c) be an irreducible polynomial of R of order 1 (cf0). According to (et), there 
exists a unit u of B such that a=uc is in A. We can write f =(u~~‘X)(ugX + a). 
Since f is irreducible in R, ugX + a must be a unit of R, hence g = 0 and a is a 
unit of A. Finally f = vX, where v=c= u-la. 
0 (ii)*(iii): Clear. 
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l (iii)+(i): If b is not associated to any element of A then X(X + b) is irreducible 
in R [Remark 1.21. 0 
It follows from Proposition 1.5 and the previous proposition that if the extension 
A c B satisfies both conditions (97:) and (%z) (and also, as always, %(B) nA =@(A)), 
then each irreducible element of A + XB[X] is irreducible in B[X]. In fact, we have 
the following. 
Proposition 2.6. Let A c B be an extension which satisfies both conditions (%?T) and 
(Vf ) then the same holds for the extension A + XB[X] c B[X]. 
Proof. We already observed that condition (%‘t ) “goes up” to the extension A + 
XB[X] c B[X] [Remark 2.41. Let us prove the same for condition ($7:). Let f = gh 
(SEA +XB[X],g,hEB[X]). We look at the constant terms g(0) and h(0) of g and h 
and consider three cases. 
- g(0) = h(0) = 0. Then f and g are in R = A + XB[X]. 
- g(0) = b#O, h(O)=O. According to (Q?;), there exists u in e(B) such that ub=a 
is in A. Thus, f=(ug)(u-‘h) where ug,u-‘h are in R. 
- g(O)= b#O, h(O)=c#O. Then, f(O)=bc is in A. According to (V?:), there ex- 
ists b’,c’ in A such that f(O)= b’c’ where b=ub’, c= UC’ (u,v E %(B),uv= 1). 
Therefore, f = (vg)(uh) where ug and uh are in R. 0 
Proposition 2.7. Let A c B be an extension such that %(B)flA =%(A) and B is 
atomic. If we suppose that A c B satisfies both conditions (UT) and (%9:) then p(A) = 
p(B). Moreover, if B[X] is atomic, then p(A + XB[X]) = p(B[X]). 
Proof. From Lemmas 1.4 and 2.1, p(A) 5 p(B). We prove now that p(A) 2 p(B). Let 
us consider two decompositions of an element x in B as a product of irreducibles in 
B:xl-..x,=yl... ym. From (%t ), multiply x by a unit of B, we may assume x to be 
in A. On the other hand, from (%r ), by induction on n (respectively on m), there exists 
x; ,...,xL inA(respectivelyyi,...,yk inA)suchthatx=x’,...xA=y’,...yk, xi=ujx! 
and yj = UjyJ (ui and Uj are units of B). From Lemma 1.4(i), xi and yJ are irreducible 
elements of A. Finally, n/m 5 p(A). We conclude that A and B have the same elasticity. 
Since all the hypotheses are also satisfied by the extension A+XB[X] c B[X], the same 
holds for this extension. 0 
In the previous section, we provided an example of an extension A c B which satisfies 
(%?F) but not (%$) (with @(B)nA=%(A)) [Examples 1.10(l)]. Let us now provide 
an extension A c B satisfying (UT) but not (Ur) (always with the units condition). 
Example 2.8. Let Q be a proper subfield of a field R. We set B = R[[X]] (the ring 
of power series with coefficients in R) and consider the subring A = Q + XQ + . . . + 
X”-’ Q + X”R[[X]] where n 12. Anderson and Park have studied some factorization 
properties of this ring, they proved that it is atomic (in fact, it satisfies ACCP) [ 11, 
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Theorem 2.11 and p(A) = n [ll, Theorem 3.21. It is obvious that ald(B)nA =+Y(A). 
Moreover, A c B satisfies (%?t ). Indeed let cp be in B. We may write cp =Xr$ (where 
Y is the order of q and II/ is a unit of B). Then $-’ q =X” is in A. Lastly, it remains 
to prove that A c B does not satisfy (‘%‘T). Assuming the contrary, we would have 
p(A) = p(B) [Proposition 2.71 whereas p(B) = 1 and p(A) = n > 2. 
However, in some particular cases, condition (%$) implies condition (%?f ). This is 
the object of the next lemma. 
Lemma 2.9. Let A c B be an extension. If A c B satisjes (@?t ), then A c B satis-es 
(%?F) in the following two cases. 
(i) %(B) n K =&(A) where K is the quotient jield of A. 
(ii) The conductor I = [A : B] is a maximal ideal of A. 
Proof. Consider a =xy (a E A, x, y E B). From (%t), there exists U, u units of B such 
that x = ux’ and y = vy’, where x’, y’ are in A. Thus, a = (uvx’)y’. Set x” = uvx’. We 
shall prove, in both cases, that x” is in A. Indeed, we obtain that a = x”y’ where x”, y’ 
are in A,x = u-‘x” and y = vy’. 
(i) We have UD = a(x'y')-' . Then, uu is in 42(B) n K = %(A). Thus, x” is an element 
of A as desired. 
(ii) We recall that I = [A : B] = {x E A 1 XB CA} and that I is the largest ideal shared 
by A and B. Suppose that x’ or y’, say x’, is in I. Then x” = uux’ is also in I and 
therefore in A. Suppose now that neither x’, nor y’ is in I. Then, x’y’ is a unit modulo 
I (since I is a maximal ideal of A). So, there exists z in A such that x’y’z E 1 (mod I ). 
Thus, uu = az (mod Z) (in B). Consequently, uu is in A + I = A and, x” is an element 
of A as desired. q 
Remark 2.10. Note that the two particular cases above [Lemma 2.91 are exclusive of 
each other. Indeed, if A c B has a non trivial conductor then A and B have the same 
quotient field. If moreover 42(B) n K = @(A), then A and B have the same units. But 
if A c B satisfies (%?f) and %(A) =42(B) then, in fact, A = B! 
Let us provide an example which illustrates the first case of the previous lemma. 
Example 2.11. We set A= H, B=S-‘Z[t] where S is the set of polynomials of Z[t] 
with content one. It is clear that 42(B) n Q = %(A) and that A c B satisfies (%?;). From 
Lemma 2.9, A c B satisfies (‘8:) (A + XB[X] provides another example of an HFD 
[Proposition 2.71). 
In the last section, we provide some examples of extensions A c B satisfying (%f) 
where the conductor is a maximal ideal of A. One of these examples allows us to 
answer the question raised by Izelgue. 
130 N. GonzalezlJournal of Pure and Applied Algebra I38 (1999) 119-137 
3. A minimal extension 
We can show that, if A = Z and B is a proper extension of Z, B integral over Z, 
then the elasticity of Z + XB[X] is infinite [22, Theorem 11.3.51. In this section, we 
consider the case of a minimal integral extension. Precisely, let d be a nonzero square- 
free integer such that d z 1 (mod4). We set w = (1 + &)/2 and let B be the ring 
of integers Z[o] of the quadratic field K = Q[&] and A be the ring 2[20] = Z[fi]. 
We note that A c B is a minimal extension: there is no proper ring between A and 
B (indeed, as abelian groups, B/A is isomorphic to Z/22). It is well known that A 
is never a UFD (it is not even integrally closed!), and that the elasticity of B de- 
pends on the class number h of K = Q( &) (in fact, Carlitz proved that B = Z[w] is 
a HFD if and only if h < 2 [14]). Lastly, let us recall that A + XB[X] is Noetherian 
[24, Proposition V. I.21 (we can also refer to [ 19, Proposition 1. lo]), a fortiori it is 
atomic. 
We begin by a technical lemma, given in a general setting, which allows us to 
produce irreducible polynomials in A +XB[X] (generalizing the polynomials introduced 
in Remark 1.4). 
Lemma 3.1. Let A c B be an extension which satisjies the following: 
(i) UZL(B) n A = %(A), 
(ii) there exists x in B and n > 1 such that, for each q (1 <q 5 n), x4 is not 
associated, in B, to any element of A. 
Then, the polynomial f =X(X + x)~ is irreducible in R = A + XB[X]. 
Proof. Let K be the quotient field of B. If f = gh (g, h E R), by considering the unique 
factorization (up to units and order) of f in K[X], we may write g = oLx(X + x)P 
and h = /3(X + x)4 (a, p E K, c$ = 1, p + q = n). Thus, a and /I are units of B. The 
constant term of h, that is, fix4 is in A. By hypothesis, this yields q = 0 so h = fi is in 
A n a(B) = @(A) (hence h is a unit of R). 0 
From now on, we assume A and B to be as in the introduction of this section. In 
the following theorem, we show that the elasticity of A + XB[X] may be finite or 
infinite according to the values of d. Let us recall a few facts about the Q-function 
introduced by Chapman et al. [15]. If R is an atomic domain and n a positive integer, 
we let Q(n) be the number of possible lengths of decompositions of elements which 
otherwise admit a decomposition of length IZ. In other words, @(~z) is the cardinal of the 
set {m ) XI . . x, = y1 . . yn, Xi, yj irreducible in R}. If Q(n) is infinite for some n, then 
clearly p(R) is infinite, but the converse does not hold in general [8, Example 1.31. 
Theorem 3.2. Let d be a square-free nonzero integer such that d G 1 (mod4). Set 
cc) = (1 +fi)/2, B = Z[o] and A = 2[20]. Letting p be the elasticity of R = A+XB[X], 
we have: 
~ If d E 1 (mod 8) then p is injinite. More precisely Q(2) is injinite in R. 
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- [f d = 5 (mod 8) then p is jinite. More precisely, if h is the class number of B, then 
15~53 max{l,h/2}. 
For each case, we reduce the proof to a technical lemma (throughout, we keep the 
same notations and hypotheses). 
l d zz 1 (mod 8). In the following lemma, we prove that for each n > 1, tr)” is not 
associated to any element of 2[20]. Obviously, the same holds for ZJ = (1 - &)/2. 
From Lemma 3.1, for each n > 1, the polynomials f’=X(X+w)” and f =X(X+0)” 
are irreducible in R. Hence we obtain: (,j”J’ =X2(X2 + X + (1 - d)/4)“). We can 
conclude that Q(2) > n + 2 (for each n > 1). 
Lemma 3.3. [f d s 1 (mod 8) then, for each n > 1 and ji)r each unit u of B = Z[w], 
uo” is not in A = Z[20]. 
Proof. Consider u = x + /i’w a unit of B. Since N(u) = x2 + f12( 1 - d)/4 + xfl= * 1, we 
leave it to the reader to verify that necessarily CI is odd and fi is even. In particular, A 
and B have the same units. Consider the ideal I = 2B. I is shared by A and B (in fact, 
f = [A : B]). If x is in B, then x is in A if and only if x E 0 or x E 1 (mod I). In particular, 
each unit u of B is such that u ZE 1 (mod I). On the other hand, w* - (0 = (d - 1)/4 is 
even, thus co* E Q (mod I). Then for each unit u of B and for each n, UQ” s w (mod I ). 
If MU” were in A, w would be in A (as I CA). 0 
l d E 5 (mod 8). In the following lemma, we prove that each irreducible polynomial 
of A + XB[X] can be decomposed as a product of at most 3 irreducible elements 
in B[X]. From Lemma 2.1, we obtain p 5 3p(B[X]). On the other hand, recall that 
the class number h of B is also the order of the divisor class group of the Km11 
domain B[X] [20, Theorem 8.1 p. 361. We derive the desired upper bound from the 
inequality p(B[X]) 5 max{ 1, h/2} [ 1, Theorem 2.21. 
Lemma 3.4. IJ’ d z 5 (mod S), each irreducible polynomial of A + XB[X] can be de- 
composed as a product of at most 3 irreducible elements qf B[X]. 
Proof. If d G 5 (mod S), 2 is inert. Thus, 2B is a maximal ideal of B. Set q = 2B. As 
in the previous case, note that q = [A : B] (but note that above I = 2B was not a prime 
ideal in B). The residual field B/q is isomorphic to the finite field 54. We distinguish 
four types of polynomials in B[X] according to the class modulo q of their constant 
term. 
l Type cc:ao+alX+... where aorO(modq). 
l Type p : a0 + a1.Y + . . where a0 E 1 (mod q). 
l Type ?/ : a0 + alX + . . . where a0 s w (mod q). 
l Type 6 : a0 + alX + . . where a0 c LO* (mod q). 
Note that the polynomials of type c( and fi are in R = A + XB[X] whereas those of 
type :‘ and 6 are in B[X] but not in R. The multiplication table of these four types 
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of polynomials depends only on the product of their constant term. In fact, it is the 
multiplication table of [Fd. 
Let f be an irreducible element of R. We factor it in B[X]. We write 
f = cPPbyCSd 
to indicate that the number of irreducible factors (in B[X]) of type a, /?I, y and 6 are, 
respectively, a, b, c, and d. 
- Suppose a # 0. There exists a factor of type CI, we note it CII. We claim that no 
product taken among the other factors can be in R. By way of contradiction, suppose 
that such a product g is in R; let h be the product of the remaining factors, so 
that f = algh. We then write f = g(arh). Since the product of any polynomial by a 
polynomial of type a is of type c(, we obtain that ccl/z is in R. This is a contradiction, 
since f is irreducible in R. So, if a# 0, we have: 
l a = 1 (if not, another factor g is of type a), 
l b = 0 (if not, another factor g is of type B), 
l cc3 and d<3 (if not, g=y3 or g=d3 is of type p), 
l c=O or d=O (if not, g=y6 is of type 8). 
In conclusion, if a # 0, the longest factorizations are of the form f = ay2 or 
f = ~6~; hence of length 3. 
_ Next, suppose a = 0. We have f = BbycGd. From the multiplication table above and 
since f E R, f is of type j3. Thus, the product of some factors must be of type p. 
We denote it g. On the other hand, let h be the product of the remaining factors. 
Then, we have f = gh. Since, /I is the trivial element in the multiplication table 
above, f and h are of the same type, thus h is in R. As f is irreducible in R, h is, 
in fact, trivial. Consequently, g is the product of all the factors of the decomposition 
pbycGd. So, if a=O, we have: 
l if b#O, then b= 1 and c=d=O 
l if b = 0, then c 5 3, d 5 3 and c or d is zero (since y3 = d3 = y6 = p). 
In conclusion, if a = 0, the longest factorizations are of the form f = y3 or f = d3, 
always of length 3. 0 
In the case where d G 5 (mod 8) the elasticity of A+XB[X] is finite. In the following, 
we improve this result. We give a more detailed analysis of p which depends on how 
the unit groups of A and B compare. So, let us recall some facts on the units of A 
and B. 
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_ If d ~0, that is, if Q[a] is a quadratic imaginary field, then A and B have the same 
units except for d=-3. In this last case, @(A)={-l,l} and @(B)={oi,O<j 
< 5}, where, o = (1 + J-3)/2 is a unit of B. 
_ If d > 0, that is, Q[Ja’] is a quadratic real field with u the fundamental unit of B. 
Then 8(B) = {I&“, n E Z}. 
l If u is in A, %(A) = o&(B); for example, this is the case when d = 37 or d = 101. 
l If u is not in A, the unit groups are different. Indeed, we have %(A) = {ku3n, n E Z}; 
for example, this is the case for d = 5, d = 13 or d = 29. 
3.1. The unit groups are distinct 
In this subsection, we suppose O&(B) to be distinct from ‘J&(A). As in the proof of the 
previous lemma, we set q = 2B = [A : B]. We recall that B/q = (0, 1, cc), w’} and that an 
element x of B is in A if and only if x E 0 or x E 1 (mod q). By hypothesis, there exists 
a unit u in B which is not in A, so u- o(mod q) or u 5 o2 (mod q). Anyway, there 
exists a unit ug such that ug E o (mod q) (in the real case, we may take the fundamen- 
tal unit or its square and in the case where d = -3, we may take LO = (1 + fl),/2). 
Note that u<’ = 2 cu (mod q). Under these hypotheses, let us show that A c B satisfies 
(%;) (that is, each element of B is associated, in B, to an element of A). Indeed, 
let x be an element of B. If x is in A, there is nothing to prove. If not, x-o or 
x E (u2 (mod q) and, in this case, we obtain .gx E 1 or uox z 1 (mod q). Thus, u$ or 
uox is in A. 
As we recalled above, B/q is the finite field [Fd. A fortiori A/q is a finite field (in fact, 
iF2). Since the extension A c B satisfies (VT), using Lemma 2.9, we obtain that A c B 
satisfies (%‘,*). Moreover, as B is integral over A, the units condition %(B) n A = %(A) 
is satisfied. From Proposition 2.7, we may finally summarize the following. 
Proposition 3.5. Let d be a square-free nonzero integer such that d E 5 (mod 8). Set 
cu = (1 + &)/2, B = Z[w] and A = Z[2cu]. Suppose the unit groups of A and B to be 
distinct. Then 
(i) A c B sutis$es (VT) and (W2*). 
(ii) p(A) = P(B). 
(iii) p(A + XB[X]) = p(B[X]). 
We recalled above that the ring of integers B = Z[w] is a HFD if and only if h 5 2 
(where h is the class number of B) [14]. Thus, the ring A = Z[2w] is also a HFD if 
and only if h 5 2. 
Similarly B[X] is a HFD if and only h < 2 [20, Theorem 8.1 p. 361 and 
[30, Theorem 2.41. Thus, finally the ring A+XB[X] (considered in the previous propo- 
sition) is also a HFD if and only if h 2 2. 
Corollary 3.6. Let d be a square-free nonzero integer such that d E 5 (mod 8). Set 
(0 = (1 + x&)/2, B = Z[o] and A = ;2[2w]. Suppose the unit groups qf A and B to be 
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distinct. Note h the class number of B and p the elasticity of A +XB[X]. Then 
1 QImax{l,h/2}. 
Moreover, A + XB[X] is a HFD if and only if h < 2. 
Using the tables of fundamental units (in the case of a quadratic real field) [ 131, we 
can provide examples illustrating the case where A+XB[X] is a HFD. The second one 
provides the foreseen answer to the question raised by Izelgue. 
Examples 3.7. (a) d = 5: B = Z[( 1 + fi)/2] is a UFD, A = Z[fi] is a HFD: but not 
a UFD; A +XB[X] is a HFD. 
(b) d = 85: B = Z[( 1+&)/2] has class number h = 2. Thus, it is a HFD [ 141 (refer 
also [27, Proposition l] or [28, Proposition 41) but not a UFD; A = Z[fl] is a HFD 
but not a UFD. The ring A +XB[X] is a HFD. 
3.2. The unit groups are equal 
We suppose now that A and B have the same units. 
Proposition 3.8. Let d be a square-free nonzero integer such that d E 5 (mod 8). Set 
w = (1 + &)/2, B = Z[w] and A = 2[20]. Suppose the unit groups of A and B to be 
equal. Note h the class number of B and p the elasticity of A +XB[X]. Then 
2<pI3max{l,h/2}. 
Proof. The upper bound is given in Theorem 3.2. It remains to prove that Q > 2. 
Since &(A)=%(B), the extension A c B does not satisfy (ce,*) (if not, A= B!). For 
example, o and a2 are not associated to any element of A. From Lemma 3.1, the 
polynomials f =X(X + co)* and f =X(X + W)* are irreducible in A +XB[X] and, we 
have ff=X2(X2 +X + (1 - d)/4)2. 0 
We can improve this result and prove that, in fact, p = 2, in the particular case where 
B = Z[w] is a UFD (for example, when d = 37,101 or - 11). To obtain this equality, 
we use a length function. Length functions has often been used to compute the elasticity 
of some polynomials rings [7, Lemma 2.31, [9, Lemma 2.31, [l 1, Theorems 4.3 and 
4.41. Let us recall the definitions and a few properties about length functions on an 
atomic domain R (R* denote the set of nonzero elements of R). 
A function 50 :R* -+ N is called a length function on R if 
(i) C&Y) = &) + CP(Y> for all x, Y E R*, 
(ii) C&X) = 0 if and only if x E e(R). 
Length functions were introduced by Anderson et al. [l] to determine upper and 
lower bounds for p(R) (where R is an atomic domain). In particular, they proved 
that if IJJ is a length function on an atomic domain R, then 1 5 p(R) iM*/m” 
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[l, Theorem 2.11 where M* =M*(R, cp) = sup{cp(x) 1 x E R is irreducible but not 
prime}, m*=m*(R,cp)= inf(&x) is irreducible but not prime} (and M* = m* 
= 1 when R is a UFD). Finally, recall that if D is a subring of an integral domain 
R and cp a length function defined on R, then the restriction of q on D is a length 
function on D if and only if %(R)flD = ?l(D) [l, Example 1.31. 
We make use here of a length function, using the classification of polynomials of 
B[X], according to the types ~1, /I, y and 6, as introduced in the proof of Lemma 3.4. 
Let ,f be a nonzero nonunit of B[X]. Decompose f’ as product of irreducible elements 
in B[X]. Classifying these factors according to their type, we can write, as in the proof 
of Lemma 3.4: 
where a,b,c and d indicate, respectively, the number of irreducible factors of type 
CI, p, 7 and 6. Here, we consider cp : B[X]* -+ N, the length function defined on B[X] 
by 
q(f) = 2a + h + c + A, and q(u) = 0 if and only if u is a unit. 
We first begin with a lemma which allows us to characterize some prime elements 
of A + XB[X] (in this lemma, we do not assume B to be a UFD). 
Lemma 3.9. Let f be u polynomial of type /I in A +XB[X]. If ,f is a prime element 
in B[X], then f is also prime in A + XB[X]. 
Proof. Let g, h be two polynomials of R =A +XB[X], such that yh is in the ideal .fR. 
Since fB[X] is a prime ideal of B[X], we may assume that g is in the ideal J’B[X]. 
Thus, there exists $ in B[X] such that g=f$. As the type of f is b (recall that fi is 
the trivial element in the multiplication table of types), the types of $ and g are the 
same. Consequently $ is in R. 0 
From now on, we assume B = Z[o] to be a UFD. As we just recalled, the restriction 
of cp on A + XB[X], is also a length function on A + XB[X]. As above, we note 
M* = M*(A +XB[X], cp) and m* = m*(A +XB[X], cp). With the running notations and 
hypotheses, we obtain the following result. 
Lemma 3.10. Assume that B is a UFD. Then, M* 5 4 and m* = 2. 
Proof. We first show that M” < 4, using the proof of Lemma 3.4. Indeed, we showed, 
that if f is an irreducible element in R = A + XB[X], we have one of the three possi- 
bilities: 
l a=l, b=O, c+d<2 (and, in fact, c or d=O), 
l a=O,b= l,c=O,d=O, 
l a=O, b=O, c+d<3. 
Hence, in any case, q(f) = 2a + b + c + d < 4. Thus, M* < 4. 
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Then we show that m* = 2. It is clear that m* 52, since X is irreducible, but not 
prime, in R and q’(X) = 2 (the type of X is a). Let f be an irreducible element of R 
such that q’(f) = 1 (in this case the type of f is necessarily j?). As f is irreducible 
in B[X], which is a UFD, f is a prime element of B[X]. From Lemma 3.9, f is also 
prime in R. It follows that m* 2 2. Finally, m* = 2. 0 
From Proposition 3.8 and the inequality p 5 M*/m*, we can finally conclude with 
the following. 
Proposition 3.11. Let d be a square-free nonzero integer such that d E 5 (mod 8). Set 
CO = (1 + a)/2, B = Z[o] and A = Z[2w]. Suppose the unit groups of A and B to be 
equal and B to be a UFD. Then the elasticity of A + XB[X] is 2. 
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