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Chapter 1 
Introduction 
1.1 Organic semiconductors 
Organic semiconductors are one of promising materials as key elements 
of future electronic devices because of their elastic softness, light masses, 
and large band gaps compared to inorganic semiconductors. Although 
organic optical devices like organic-ELD (electro luminescence diode) have 
been successively developed and widely commercialized from later twenty 
century, organic transport devices such as organic-FET (field effect 
transistor) have not been commercialized yet because of their unstable 
performance. Therefore, to resolve many issues, the fundamental studies 
have intensively been performed in these days. In this section, we shortly 
review the history and features of organic semiconductors.  
The history of organic semiconductors has begun after the World War II 
in Japan. In 1950’s, Akamatsu, Inokuchi, and Matsunaga found the 
semiconducting properties in organic systems like perylene (C20H12) and 
named these systems ‘Organic semiconductors’ [1.1]. Conducting donor- 
acceptor complexes like TTF-TCNQ (Tetrathiafulvalene-Tetracyanoquino- 
dimethan) were discovered in 1972 [1.2, 1.3], which was shown to become 
superconductor in 1980. On the other hand, Weiss et al. and Shirakawa et al. 
showed that iodine-doped polypyrrole and polyacetylene become conducting 
organic polymers in 1963 and 1977, respectively [1.4, 1.5]. The first organic 
FET was produced by Kudo and his colleagues in 1984 [1.6], who is now 
working in our Chiba University. At this time, the electron mobility was far 
poor compared to that of inorganic semiconductor. As shown in Fig. 1.1, 
polythiophene ((C4H2S)n) was mainly used in late 1980’s, while pentacene 
was developed in 1990’s, which shows a high electron mobility comparable to 
amorphous Si, as the quality of crystal increases as shown in Fig. 1.2. 
Correspondingly, the mechanism of electron transport in organic crystals has 
been clarified; the band transport is realized when the crystal quality is high, 
while the hopping transport dominates when the crystals has some defects 
like grain boundaries [1.7]. Very recently, a single crystal of rubrene has been 
demonstrated to show the band transport of hole carriers [1.8].  
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Fig.1.1 Progress of mobilities of thiophene and pentacene. Molecule structures 
are displayed in the figure. [after ref. 1.10] 
Fig.1.2 Progress of electron mobility of thin films (poly crystals) and single 
crystals of pentacene. [after ref. 1.11] 
Progress of mobility in organic semiconductor
Single crystal Si
Poly Si         
Amorphous Si     Pentacene 
Thiophene
Progress report of mobility of Pentacene
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Organic semiconductors have a variety of fascinating characteristics 
compared to inorganic ones like Si. Figure 1.3 shows the covering region of 
organic semiconductors as functions of the cost per area and the operation 
speed. The cost is extremely low because organic semiconductor films are 
easily formed only by using the painting method as if we made a kennel by 
painting. Namely, the growth of organic film needs no high temperature, no 
high pressure, and no evacuation processes that are required in producing 
inorganic devices. Figure 1.4 shows the organic TFT (thin film transistor) 
alley made by the painting method.  
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Fig.1.3 Working region of organic semiconductors viewed from cost 
and operation speed. [after ref. 1.12] 
Fig.1.4 Organic TFT alley made by the painting method. [after ref. 1.13] 
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   Organic semiconductors are expected to become one of leading players in 
the near-future green technology. In addition to the filmed ELD and FET 
shown in Fig. 1.5, since a wide range of light wavelength is covered by 
changing the band-gap energy with the molecule modification, organic 
systems are expected to be used as a cheap solar cell, as shown in Fig. 1.6, as 
well as a fuel cell.  
 
 
 
  
Fig.1.5 Organic FET film produced by Kudo group.  [after ref. 1.14] 
Fig.1.6 Organic molecules for solar cells and an example of application. [after ref. 1.15] 
As an Organic solar cell
P-type organic semicon.
N-type organic semicon.
Low-Mol. High-Mol.
Composed by Carbon,
Light-mass, softness!
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Another progress is expected in the field of molecular electronics, where 
a single molecule works as a functional unit when it is sandwiched between 
electrodes. The current flowing through the molecule shows non-Ohmic 
behavior and is quite sensitive to the change of molecular environment as 
shown in Fig. 1.7 [1.9], which merits the device applications. These 
investigations lead to the elucidation of operation mechanisms in bio systems 
and the control to use bio organic systems as displayed in Fig. 1.8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.1.7 Molecular current when other molecules are attached and detached at t=80 and 
180. By monitoring the current, one can detect the molecule reaction. Inset 
shows schematic molecule geometry. [after ref. 1.9] 
Fig.1.8 Schematic picture of the electric control of protein’s conformation and activity, 
by arranging a protein on the semiconductor surface and injecting carriers 
from the semiconductor into the amino acid part of the protein. [after ref. 1.16] 
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1.2 Metal/semiconductor interfaces 
 
Metal/semiconductor interfaces are essential structures not only for 
constructing practical devices like field effect transistor (FET) in technology 
but also for measuring transport and optical properties of materials in 
physics. Figure 1.9 shows representative Si metal/oxide/semiconductor 
(MOS) device structure. There are three electrodes; G is the gate, S is the 
source, and D is the drain electrodes. SiO2 that are produced by the oxidation 
of Si is normally used as an insulator layers, while n and p denote the n 
(negatively-doped) and p-type (positively-doped) Si, respectively, which are 
normally produced by doping (P, As) and (B, Al) impurity atoms into Si. Due 
to the lack of electrons in p-Si substrate, electrons in S-side n-type Si cannot 
move to D-side n-type Si even when the voltage is applied between S and D 
electrodes. However, when the positive voltage is applied to the gate, electron 
carriers are accumulated near the SiO2/p-Si interface due to the lowering of 
electron potential and there appears a narrow two-dimensional channel for 
electrons near such interface. Thus, when the voltage is applied between S 
and D electrodes, the electrons can flow from S to D. This is the on-off 
operation of FET and is the reason why the G electrode is called as the gate. 
   The Si MOS structure is produced by various processes, and at present 
the size of gate becomes the order of a few nm, where high-k materials like 
HfO2 are often used as insulating layers to reduce the gate leakage current. 
Corresponding to such down scaling, the length of Si channel becomes short, 
which enables the high-speed and low-power-and-cost operations. However, 
it is well known that the diffusions of metal atoms in electrodes and doped 
metal atoms often occurs into semiconductor layers and induce leakage 
Fig.1.9 Schematic illustration of Si MOS FET structure. S: source, D: drain, G: gate 
electrodes. n and p indicate n and p-type Si. Insulating layers are often 
produced by SiO2. [after ref. 1.17] 
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currents, deteriorate semiconducting properties, and eventually produce 
serious damages such as a circuit shortening.  
Figure 1.10 shows the scanning electron microscopy (SEM) image of Al/Si 
interface of degraded bipolar transistor. We can see that Al penetrates into 
Si and mixes with Si to produce alloy spikes with a square-spindle shape in 
Si layers. Figure 1.11 shows the degradation of recent MOS devices 
measured by scanning spreading resistance microscopy (SSRM). Due to the 
diffusion of Halo impurity atoms, the resistance increases as shown in Fig. 
1.11(d), thus the leakage current increasing. Figure 1.12 schematically 
shows how the alloying occurs around the metal/semiconductor interfaces. It 
is easily expected that this kind of interface instability becomes more serious 
for recent nano-scale devices. In this way, the understanding the metal-atom 
diffusion is crucial not only for developing practical devices but also for 
extracting transport properties of the system.  
 
 
 
 
 
  
Fig.1.12 Time evolution of Al 
penetration into Si 
substrate. The penetration 
is realized by the mutual 
diffusions of Al and Si 
atoms; Al first enters 
interface Si layers and 
breaks covalent strong Si-Si 
bonds, which promotes the 
diffusion of Si into Al and 
enhances the mixing of Al 
and Si. The forefront 
diffusion of Al produces the 
spike-like alloying regions. 
[after ref. 1.20] 
Fig.1.10 Top (left) and side (right) pictures of Al/Si 
interfaces of Si bipolar transistor (BT) 
observed by the scanning electron 
microscopy (SEM). [after ref. 1.18] 
Fig.1.11 Degradation of 60-hp MOS devices. SSRM images (a) before 
and (b) after degradation. (c) schematic view. (d) resistance 
measured by SSRM along AA’ and BB’ lines in (a) and (b). 
[after ref. 1.19] 
(a) (b)
(c)
(d)
(a) (b)
(c) (d)
electrode
Alloy-spike
Si
Al
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   Then, we consider the cases of organic systems. Figure 1.13 schematically 
illustrates examples of typical FET device structure made of organic 
semiconductors. One notes that the gate, source, and drain electrodes are 
located below the organic semiconductor, contrary to the case shown in Fig. 
1.9. This is because the high-quality organic crystals can be sometimes 
grown on metal surfaces, which depends on the combination of organic 
semiconductor and metal. Moreover, we note that there is no doping region in 
organic semiconductors. This is because, at present, grown organic layers 
naturally show n or p-type character due to unexpected carriers caused by 
some impurity atoms and defect structures. In any cases, however, these 
device structures inevitably have metal/semiconductor interfaces. As shown 
in section 1.4, the study of the instability of such interfaces has started very 
recently. However, our knowledge is still highly limited. To realize a variety 
of organic electronic devices in the near future, we think that the 
fundamental study on the metal-atom diffusion is important.  
 
 
 
 
 
 
 
  
Fig.1.13 Representative device structures of organic semiconductors. The gate is located 
in the bottom. Pentacene layers are grown on the SiO2 insulating layers and on 
source and drain Au electrodes in the left, while organic semiconductors is 
grown on insulating SAM films in the right. [after refs. 1.21 and 1.22] 
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1.3 Metal-atom diffusion in inorganic systems 
With respect to inorganic semiconductors like Si, because of the 
importance of device development and reliability improvement, countless 
number of scientists and engineers have faced and solved the problem of 
metal-atom diffusion experimentally and theoretically since 1950’s. These 
works have been summarized to clarify common features and at present we 
know a lot about the diffusion systematically and microscopically. In this 
section, we shortly explain the features of diffusion, i.e., the diffusion style 
and mechanism, the diffusion speed, and the diffused-atom-induced impurity 
level, by illustrating the case in Si. 
It is well known that many kinds of metal atoms such as Al, Ni, Pd, Cu, 
Au, Ag, etc. diffuse in Si. There are at least two types of diffusion processes; 
one is the interstitial process and the other is the substitutional one, which is 
schematically displayed in Fig.1.14 [1.23]. In the former process, metal 
atoms diffuse between Si atoms, i.e., through the interstitial space. Au atom 
moves near to Si and produces the Au-Si bond by stealing electrons from 
Si-Si bond nearby. By exchanging such Au-Si bonds with different Si atoms, 
Au continues to diffuse in the interstitial space. In the latter process, on the 
other hand, metal atoms occupy the Si site and diffuse by exchanging the site 
with nearest Si. The typical atom showing this process is Al. For example, Al 
produces a pair with the vacancy at Si site and diffuses to such vacant site by 
exchanging the vacancy and Si. In this way, for both processes, the 
metal-atom diffusion is realized by breaking the host Si-Si covalent bonds. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.14 Representative diffusion-styles in inorganic semiconductors. 
Left: interstitial diffusion, right: substitutional diffusion.  
Interstitial substitutional
Pair with vacancyMetal atom
ex. Au ex. Al 
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Figure 1.15 shows the observed diffusion constants of various metal 
atoms as a function of temperature [1.24]. Au atoms diffuse quite fast as 
10-5cm2/s, while Al ones diffuse quite slowly as 10-14cm2/s around 800℃, 
which is the typical temperature for the growth process of Si devices. In 
general, the diffusion constant is larger for the interstitial process than the 
substitutional one because the latter process needs the movement of more 
than a single atom. Typically the diffusion barriers are 0.5 eV and a few eV 
for the former and latter processes, respectively. In these cases, the origin of 
barrier is the energy to realize the rebonding.  
Figure 1.16 shows the observed energy positions of impurity levels within 
Si band gap when impurity atoms are doped into Si [1.24]. For example, Al 
produces the shallow acceptor level, while Au the deep levels.  
In these ways, the behavior of metal-atom diffusion is well understood in 
cases of inorganic semiconductors. 
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Fig.1.15 Observed diffusion constans of 
various dopants as a function of 
temperature. [after ref. 1.24] 
Fig.1.16 Observed impurity levels of various dopants within Si band gap. [after ref. 1.24] 
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1.4 Metal-atom diffusion in organic systems 
Recently, the experimental studies of metal-atom diffusion in organic 
semiconductors have been reported. Suemori et al. observed by transmission 
electron microscopy (TEM) that the Au atoms penetrate deep into organic 
films when Au atoms are deposited on the perylene pigment (Me-PTC) films 
[1.25]. Figure1.17 schematically displays the device structure used in their 
experiment, while the inset above shows the molecule structure of Me-PTC. 
Figure 1.18 shows the TEM image of cross section of Me-PCT film covered 
with Au layers, where black colored parts indicate the magnified image of Au 
particles, while Fig. 1.19 shows the counted number of the migrated Au 
particles as a function of the depth. We can see that the Au atoms migrate 
about 100nm into film layers as a small particle. Figure 1.20 shows the 
reverse current density as a function of Me-PCT-film thickness at a fixed 
electronic field of 2×104 Vcm-1. They found that the migration and interface 
current are related with each other, thus the metal diffusion damaging thin 
organic films like a circuit shorting. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.1.17 Schematic picture of structure 
used in experiment. The inset 
shows the molecule structure of 
Me-PTC. [after ref.1.25] 
Fig.1.18 TEM image of the cross section 
of Me-PCT film covered with Au, 
Black colored parts show the 
magnified image of Au particles in 
Me-PTC. [after ref. 1.25] 
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Fig.1.19 Counted number of migrated Au particles as a 
function of the depth. [after ref.1.25] 
Fig.1.20 Reverse current density as a function of 
Me-PCT-film thickness, at a fixed electronic 
field of 2×104 Vcm-1. [after ref. 1.25] 
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Using the secondary-ion mass spectroscopy (SIMS), Sawabe et al. found 
at Au/poly-pentacene interfaces that Au atoms diffuse into films by about 
100 nm [1.7], which are shown in the upper panel of Fig. 1.21. Moreover, 
they produced the Au/pentacene/Al diode shown in Fig. 1.22 and found that 
the grain boundaries, which are produced during the film growth and 
capture diffused Au particles, induce some impurity electronic states within 
the band gap of pentacene. The lower panel of Fig. 1.21 shows the thickness 
dependences of film conductivity at low-voltage ohmic region when Au layers 
are deposited in 0.2 Pa Ar atmosphere. It is seen that the conductivity is 
large where the Au concentration is large, indicating the Au particles 
contributing to increase the leakage current.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.22 Schematic picture of Au/pentacene /Al 
diode used in experiment. Au-induced  
inpurity gap states appear in the band 
gap of pentacene and induce the leakage 
current between Au and Al. [after ref.1.7] 
Fig.1.21 SIMS depth profiles of Au in pentacene layers 
(upper) and film-thickness dependences of 
conductivity at low-voltage ohmic region 
(lower) when Au layers are deposited in 
vacuum and 0.2 Pa Ar. [after ref.1.7] 
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Yoshida et al. measured the diffusion constants in organic systems [1.26]. 
They deposited Al layers on perylene-3,4,9,10-tetracarboxylic dianhydride 
(PTCDA) and measured the depth profile by X-ray photoemission 
spectroscopy. Figure 1.23 shows the molecule structure of PTCDA and the 
schematic figure of the system used in their experiment. By analyzing the 
diffusion area as a function of time, they evaluated the diffusion coefficient of 
Al atom in PTCDA at room temperature, the result being shown in Fig. 1.24. 
The slope in this figure corresponds to the diffusion coefficient, D(t) = dT dt⁄ . 
They found that there are two kinds of Al atoms in PTCDA; the reacted Al 
with PTCDA does not diffuse further into the PTCDA layers due to strong 
chemical bonding between Al and PTCDA, while the metallic (non-reacted) 
Al diffuses in PTCDA with the diffusion constant around 10-17~19-19 cm2s-1. 
Surprisingly, the latter value is much larger than the case in Si at room 
temperature, indicating that the diffusion mechanism and speed being 
essentially different between inorganic and organic systems. However, it has 
not been clear whether these values are typical and how the metal atoms 
move in most organic systems. These findings motivated the present work to 
study the metal-atom diffusion in organic systems by the theoretical 
calculations.  
  
Fig.1.23 Molecule structure of PTCDA (left) and Schematic layers structure 
used in experiment. [after ref. 1.26] 
Fig.1.24 Diffusion area as a function of time. When the 
Al layer is thin, only the reacted Al exists and 
shows no diffusion. When the Al layer becomes 
thicker, metallic (non-reacted) Al appears and 
shows the diffusion. The slope corresponds to 
the diffusion coefficient, D(t) = dT dt⁄ . [after 
ref. 1.26] 
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1.5 Purpose of this thesis 
 As explained in this chapter, the fundamental knowledge of the 
metal-atom diffusion in organic systems, i.e., how the diffusion occurs, how 
fast the metal atoms move, what are origins of diffusion barriers, and which 
chemical trend exists for the diffusion with changing the metal kinds, will 
become crucial to develop organic semiconductor devices having enough 
reliability. On the other hand, since the cohesion mechanism is intrinsically 
different between organic and inorganic systems, it is expected that the 
behavior of diffusion is essentially different between both systems. Thus, the 
investigation of the diffusion in organic systems is also important in the 
scientific views. The purpose of this thesis is to investigate the fundamental 
features of metal-atom diffusion in organic systems, by using the 
first-principles theoretical calculations.  
 The rest of this thesis is organized as follows; the first-principles 
calculations are indispensable and effective to study the physical properties 
having no sufficient experimental knowledge. Thus, in chapter 2, we explain 
the method of theoretical calculations employed in this thesis. There are a 
number of organic systems. In order to derive the common features, we 
concentrate on the geometry often observed in organic solid systems; the 
hexagonal carbon ring and the carbon chain. In chapter 3, we discuss the 
metal-atom diffusions in graphene sheets and polyacetylene bundles, which 
are made of infinite-size molecule having such rings and chains, respectively. 
Oligoacene molecules such as pentacene are one of representative elements 
of organic semiconductors. In chapter 4, we adopt an artificial naphthalene 
solid as the model organic solid made of finite-size molecule and discuss the 
diffusion, especially focusing the behaviors of inter and intra-molecule 
diffusion and the diffusion on the surface. Chapter 5 is devoted to the 
conclusions of this thesis and the future prospects of the present study. 
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Chapter 2 
Method of Calculations 
A significant part of physical properties in condensed matter physics and 
chemistry would be solved if the electronic structures of atoms, molecules 
and solids could be determined exactly because most physical properties 
reflect the motion of electrons and electronic structures correspond to the 
Fourier transform of such motion in the energy domain. In case of solids, 
however, since there are infinite numbers of freedoms, we have to adopt 
some approximations. Among these approximations, the first-principles 
calculation is the most effective and predictive theoretical method, because it 
uses no experimental data in principle but can derive physical properties 
quantitatively.  
   Roughly speaking, there exist at present two ways of the first-principles 
calculations; one is based on the Hartree-Hock approximation, which is a 
perturbation method with some Coulomb interactions as perturbations and 
includes the Green function method as a representative , and the other is on 
the density functional theory (DFT), which is a non-perturbed method. In 
this chapter, we first explain the DFT calculation method used in this paper, 
next explain the pseudopotential method that reduces enormous calculation 
costs, then explain the adiabatic potential that enables us to discuss the 
thermal atom movement in solids, and finally discuss the reliability of the 
present theoretical calculations by comparing the calculated structural and 
electronic properties of host organic systems with the experimental 
observations.  
 
2.1 Density functional theory 
2.1.1 Hohenberg-Kohn theorems 
Quantum many-body (N electrons etc.) problems, which are simply 
represented by the Schrödinger equations with many variables and are 
generally difficult to be solved analytically, can be solved when we adopt 
some sorts of approximations.  One of effective, practical, and reliable 
methods is based on the DFT. The most remarkable feature of the DFT is 
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that, instead of solving the quantum many-body Schrödinger equations and 
finding N-electron wave functions, we solve the equations including only the 
electron density as a variable and determine the ground-state properties 
such as the electron density and the total energy of N-electron systems. 
There is no approximation in the DFT itself. The naive idea of the DFT was 
created by Tomas and Fermi in 1920’s, so called Tomas-Fermi approximation, 
in which the free-electron density was used to derive the ground-state total 
energy. In this stage, the performance of the idea was limited to some model 
calculations. In 1964, however, Hohenberg and Kohn [2.1] proved two 
important theorems to represent the importance of electron density for 
describing the ground-state properties and enhanced the naïve idea up to a 
complete theory. 
   Hohenberg and Kohn showed that not the many-body wave function but 
the electron-density, ρ(r), becomes the essential variable to describe the 
ground-state properties, instead of presenting the external-potential, v(r). 
This feature is supported by the following theorem; 
 
Theorem 1:  When the ground state of interacting many-body 
(N-electron) system is not degenerate in energy, there 
exists one-to-one correspondence between the 
ground-state electron density, ρ (r), and the external 
potential, v(r).  
 
This theorem is proved by the contradiction logic as follows: consider a 
potential v(r) that gives a ground-state electron density ρ(r). Now assume 
there exists another potential, v’(r), that gives the same electron density. 
These potentials would give two different Hamiltonians, H�  and H′� , that 
have the same electron density but would have different wave functions, Ψ  
and Ψ′. In this case, the following inequality is obtained by applying the 
variation principle for the ground state of H�. 
            �Ψ�H��Ψ� = E0 < �Ψ′�H��Ψ′� = �Ψ′�H�′�Ψ′� + �Ψ′�H� − H�′�Ψ′� 
                                    = E0′ + ∫ ρ(𝐫)[v(𝐫) − v′(𝐫)]d𝐫,     (2.1) 
where E0 and E’0 are ground-state energies corresponding to H�  and H′� . 
Similarly,  
�Ψ′�H��Ψ′� = E′0 < �Ψ�H�′�Ψ� = �Ψ�H��Ψ� + �Ψ�H�′ − H��Ψ� 
                                 = E0 + ∫ρ(𝐫)[v′(𝐫) − v(𝐫)]d𝐫.    (2.2) 
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Adding eqs. (2.1) and (2.2) together gives the contradiction: E0 + E′0 < E′0 +E0. This indicates that no two different v(r) can give rise to the sameρ(𝐫), i.e. 
the potential is a unique functional of the ground-state electron density. 
Once the potential v(r) is given, on the other hand, the electron density is 
uniquely determined by simply solving the Schrödinger equation in a 
standard manner as long as the ground state is not degenerate. Therefore, 
the one-to-one correspondence exists between the ground-state electron 
density and the external-potential. 
   This theorem concludes that all the grand-state physical quantities such 
as the system total energy, the many-body wave function, the kinetic energy, 
the potential energy, the lattice constant, the phonon frequency, etc., are 
functions of the electron density. Even the Schrödinger equation for the 
ground state is rewritten in terms of the density.  
In case of the system total energy, EV, for a given potential v(r), it is a 
functional of the electron density as well as it is described as the expectation 
value of the Hamiltonian, H�, using the grand-state wave-function. Therefore, 
EV can be clearly written as a sum of density-functional kinetic and potential 
energies as 
     𝐄𝐯 = 𝐓[𝛒] + 𝐔𝐞𝐞[𝛒] + 𝐕𝐧𝐞[𝛒] = 𝐅𝐇𝐊[𝛒] + ∫𝛒 (𝐫)𝐯(𝐫)𝐝𝐫,         (2.3) 
where           𝐅𝐇𝐊[𝛒] ≡ 𝐓[𝛒] + 𝐔𝐞𝐞[𝛒]. 
T[ρ] and Uee[ρ] represent kinetic and electron-electron interaction energies, 
respectively, while Vne[ρ] is the nucleus (ion core)-electron interaction energy, 
where the (external-field)-electron interaction energy is also included. The 
nucleus potential for electrons is described by v(r) together with the external 
one. Since the latter energy is a functional of 𝛒(𝐫) as well as 𝐄𝐯, FHK[ρ] is also 
the functional of 𝛒(𝐫), under the external field corresponding to 𝛒(𝐫) but equivalently independent of 𝐯(𝐫). 
The second theorem is just the variational principle of the system total 
energy as a function of the electron density, which is written as 
 
   Theorem 2:  For any trial density, ρ�(r) that satisfies  
ρ�(r)≥0 and ∫ρ�(r) dr = N,  E0 ≤ Ev[ρ�].             (2.4) 
Here, E0 is the ground-state energy under the external potential of v.  
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This theorem can be proved as follows; from the Theorem 1, ρ� (r) 
represents the ground-state electron density under some external potential 
of v�  and thus the ground-state wave function under v� becomes a function 
of ρ� as Ψ� [ρ�]. When we adopt this Ψ�  as a trial function to calculate the 
expectation value of H�  under the external-potential v, the variational 
principle shows 
  �Ψ�[ρ�]�H��Ψ� [ρ�]� = FHK[ρ�] + ∫ρ� (𝐫)v(𝐫)d𝐫 = Ev[ρ�] ≥ Ev[ρ] = E0.  (2.5) 
   From the theorem 2, the grand-state densityρ(𝐫)  should satisfy the 
minimum condition with respect to the functional variation of ρ(𝐫) as 
             δ{Ev[ρ] − μ(∫ρ(𝐫) v(𝐫)d𝐫 − N)} = 0.              (2.6) 
 
Therefore, we obtain the equation to determineρ(𝐫) as 
μ=δEv[ρ]
δρ
=v(r) + δFHK[ρ]
δρ
.                   (2.7) 
Here, the variational constant, μ, is well known as the chemical potential 
energy, which is conjugate to the electron density. The most important 
feature of this equation is that FHK[ρ] depends not on the external potential, 
v, but on only the density, ρ. Therefore, once one obtains the universal form of FHK[ρ], one can use the same functional form under any other external 
potentials, namely whatever the system and atoms would be. 
 
2.1.2 Kohn-Sham equation 
 
   As shown in the previous subsection, the grand-state electron density of 
interacting many-body system, ρ, can be obtained by solving eq. (2.7). To realize such process, we have to know the concrete functional form of FHK[ρ]=T[ρ] 
+Uee[ρ] . To realize the calculation ofFHK[ρ]  concretely, Kohn and Sham 
proposed an excellent idea to introduce the reference non-interacting 
many-body system, S, that presents the same electron density, ρ, as that of the real interacting system [2.2]. The merit of this approach lies on the simple calculation of the kinetic energy, Ts[ρ], as shown below.  
   The reference non-interacting system has the external potential, vs , 
which is determined to induce the same ground-state electron density as the 
real interacting system. The fundamental equations of this system is 
describes as 
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H�S = ∑ �− 12 Δi�Ni + ∑ vsNi (𝐫i)                   (2.8) 
                      Ψs = 1√N! det [ψ1ψ2 …ψN]                      (2.9) 
                    h�sψi = �− 12 Δ + vs(r)�ψi = εiψi                (2.10) 
 
                       ρ = ∑ |ψi|2Ni                            (2.11) 
 
Here, eq. (2.8) is the system Hamiltonian of non-interacting N electrons, 
while eq. (2.9) represents the corresponding many-body wave function. Since 
there is no interaction, one needs to solve only the one-particle Schrödinger 
equation in the potential, vs, as shown in eq. (2.10). The existence of such 
potential is guarantee by the H-K theorem 1. In this case, the electron 
density is given by a sum of N occupied eigen wave functions as in eq. (2.11). 
Since the grand-state energy also depends on only the ground-state 
density, ρ, from the Hohenberg-Kohn theorem 1, the above wave-function, Ψs, 
can give the accurate grand-state energy of Hamiltonian H�  having 
many-body interaction as E0   =  �Ψs�H��Ψs�                                                   = �Ψs�T� + U�ee�Ψs� + �ρ(𝐫) v(𝐫)d𝐫 
                           =Ts[ρ]+Us[ρ]+∫ρ(𝐫) v(𝐫)d𝐫,          (2.12) 
while the true wave function Ψ of the interacting system can also give the 
same energy as E0   =  �Ψ�H��Ψ�                                                   = �Ψ�T�+U�ee�Ψ� + �ρ(𝐫) v(𝐫)d𝐫 
                            = T[ρ]+U[ρ]+∫ ρ(𝐫) v(𝐫)d𝐫.          (2.13) 
Moreover, both wave functions, Ψｓand Ψ, produce the same ground-state 
density, thus the following equation being satisfied:  
      ρ(𝐫) = ∑ |ψi(𝐫)|2Ni = ∫|Ψ(r1, r2,⋯ , rN )|2dr1 ⋯drN.             (2.14) 
The comparison of eqs. (2.12) and (2.13) gives the equality:                       F[ρ] = Ts(ρ) + Us(ρ) = T(ρ) + U(ρ).                      (2.15) 
This equation indicates that, although Ts(ρ)  has not exactly the same 
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functional form as that of the true kinetic energy, T[ρ], the difference should 
be renormalized and included in  Us[ρ] . Namely, we have to define the 
potential part of non-interacting system as 
               Us[ρ] = (T[ρ] − Ts[ρ]) + U[ρ].               (2.16) 
It should be noticed that, as long as the potential is defined by (2.16), one can 
use the simple wave function, Ψs , instead of the complicated real wave 
function, Ψ, without any approximations. 
   In this way, the grand-state energy is written using Ψs as                                    E0[ρ] = Ts[ρ] + Us[ρ] + ∫ρ(𝐫) v(𝐫)d𝐫             = ∑ �ψi�− 12 Δ�ψi� + UsNi [ρ] + ∫ ρ(𝐫) v(𝐫)d𝐫.        (2.17) 
To find ρ that minimizes eq. (2.17), the variation of ρ can be replaced by 
the variation of the set of eigen functions in eq. (2.11),{ψi}, which are 
normalized and orthogonal to each other. The variation of eq. (2.17) with 
respect to the complex-conjugate{ψi∗}, gives 
δ�E0[ρ] − ∑ εijNi,j �∫ψi∗ (𝐫)ψj(𝐫)𝑑𝐫 − δij�� = ∑ (δE0[ρ]δψi∗ − ∑ εijψj)δψi∗ = 0jNi     (2.18) 
 
Here, since the variation of each ψi∗  is independent, the equation to 
determine ψi becomes as 
                  δE0[ρ]
δψi
∗ − ∑ εijψj = 0j .                            (2.19) 
Inserting eq. (2.17) into this equation, we obtain 
               h�effψi = �− 12Δ + δUs[ρ]δρ + v(𝐫)�ψi = ∑ εijψjj .          (2.20) 
Here, since ?̂?𝐞𝐟𝐟  is a self-adjoint (hermite) operator, it is possible to 
diagonalize the equation by a unitary transformation. In this way, we obtain 
the Kohn-Sham coupled equations corresponding to eq. (2.10) as 
                                      �− 1
2
Δ + veff(𝐫)�ψi = εiψi,                    (2.21) 
                                              𝐯𝐞𝐟𝐟(𝐫)≡𝛅𝐔𝐬[𝛒]𝛅𝛒 + 𝐯(𝐫),                     (2.22) 
                                           𝛒(𝐫) = ∑ |𝛙𝐢(𝐫)|𝟐𝐍𝐢   .                      (2.23) 
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Therefore, we only have to solve eq. (2.21) together with eqs. (2.22) and (2.23). 
The ground-state density ρ(r) is obtained by eq. (2.23), while the 
ground-state energy is obtained by eq. (2.17).  
Only the task to realize the calculation in the density functional theory 
is to determine the functional form of Us(ρ), which appears in eq. (2.22) as a 
potential of δUs(ρ)
δρ
. This Us(ρ) is often written by 
                               Us[ρ] = 12∬ ρ(𝐫)ρ′(𝐫)|𝐫−𝐫′| d𝐫d𝐫′ + Eex[ρ].                (2.24) 
The fist term represents the classical Coulomb interaction, while the second 
term is the rest of many-body interaction effects, which includes not only the 
other terms originating from Coulomb interaction, such as an exchange 
energy, but also the difference of kinetic energy between cases of one particle 
and many particles, T[ρ] − Ts[ρ] . This Eex[ρ]  is sometimes called the 
exchange-correlation energy. The variation of eq. (2.24) becomes                                     δUs(ρ)
δρ
= ∫ ρ(𝐫)|𝐫−𝐫′| d𝐫′ + vex(𝐫) ,                     (2.25) 
where vex(𝐫) ≡ δEex[ρ]δρ  is named as the exchange-correlation potential. It 
should be emphasized here that, as long as the exact Eex[ρ] functional form 
is known, the DFT has in principle no approximations, thus being the exact 
theory, which is different from the methods based on the Hartee-Fock 
equation.  
   How to determine the universal functional form of Eex[ρ] is the main 
theme of many-body theories and has a long history. Until now, however, the 
exact form has not been clarified. There exist various approximate forms; 
representatives are the Gell-Man Bruckner form obtained by the high 
density expansion [2.3], the Wigner form by the Winger lattice in low-density 
expansion [2.4], the Ceperlay-Adler form by Monte Carlo simulation in 
uniform electron gas [2.5], and Perdew-Zunger-92 fitting form [2.6], in cases 
of the local density approximation (LDA). The effects of non-uniformity are 
considered in the generalized gradient approximation (GGA) [2.7], which 
representative is Perde-Burke-Ernzerhof-96 form [2.8]. In this work, we 
adopt PW92 and PBE96 in the LDA [2.9] and GGA [2.16], respectively. 
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2.2 Pseudopotential method 
 
Feature of pseudopotentials 
In order to realize the DFT calculation, we have to solve the Kohn-Sham 
equation In the previous section, we have explained how to deal the first 
term of eq. (2.21), which represents the electron-electron interactions. In this 
section, we discuss the second term, which represents the external potential, 
v(r), and is mainly made of the Coulomb potentials originating from the 
atomic nucleuses or the ionic cores.  
When one solves the Kohn-Sham equation numerically, the plane-wave 
expansion of wave functions is often adopted because such expansion 
corresponds to the Fourier transformation and thus easily possesses the 
numerical stability and the accuracy for the errors. However, since the core 
electrons are strongly localized around the nucleuses, we need a number of 
plane waves having higher energies to describe their wave functions, which 
forces us to prepare the impracticably large computational time and 
facilities. 
Fortunately, most physical properties of solid materials are determined 
only by the electronic structures of valence electrons. To save the 
computational difficulties, therefore, we often frozen the electronic structure 
of core electrons and treat the effects of core electrons on valence ones as an 
effective potential of an atom. In this case, we have not to calculate the wave 
functions of core electrons. In addition, since the core electrons screen the 
nucleus potential and induces the Coulomb and orthogonal repulsions to 
valence electrons, the effective potential for valence electrons becomes so 
smooth that we need a reasonable number of plane wave bases to describe 
their wave functions. This remarkably reduces the computational difficulties. 
The use of such effective potential is called the pseudopotential method.  
    To demonstrate one of effects by core electrons on valence ones, we 
explain the OPW (Orthogonalized Plane wave) method [2.10] in case of the 
crystal systems. The Bloch function made of core electrons are roughly 
represented by 
      ,                                      (2.26) 
where |ψc,𝐥 > is the atomic core state located at l. Using this Bloch function, 
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we produce the OPW basis set as 
     ,                           (2.27) 
     ,                                     (2.28) 
where |𝐤 >  is the plane wave base. It is trivial that this basis set is 
orthogonal to all the core electron states. On the other hand, we need to solve 
the following Schrödinger-equation-type Kohn-Sham equation;  
     .                                   (2.29) 
For valence electrons, the wave function is expanded by the OPW bases as  
     ,                             (2.30) 
where g is the reciprocal lattice vector, and we define 
     .                             (2.31) 
It is noted that both the true wave function in eq. (2.30) and the pseudo wave 
function in eq. (2.31) have the same expansion coefficient, Cg.  
   From eqs. (2.29) and (2.30), we obtain 
     .        (2.32) 
Thus the pseudo wave function, |ϕ𝐤ps >, should satisfy 
    .                  (2.33) 
Using the relation derived from eq. (2.28): 
    ,                           (2.34) 
we obtain the equation for the pseudo wave functions as  
    .         (2.35) 
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The second term represents the effects of core electrons reflecting the 
orthogonality and works as an effective potential for valence electrons. By 
solving this equation, we can obtain the same eigen energies shown in eq. 
(2.29) and the pseudo wave functions, from which one can reproduce the true 
wave function by using eq. (2.30).  
   In eq. (2.35), since Ek－Eck > 0, the effective potential produces the 
repulsion around the nucleus, where the core electrons are located, and 
softens the large and singular attractive Coulomb potential of the nucleus, 
thus the total potential for valence electrons becomes so smooth. Moreover, 
since there are no core electrons in eq. (2.35), the valence wave functions are 
obtained as eigen functions having lowest energies and having no oscillation 
and nodes around the nucleus. These futures enable us not to need a large 
number of plane-wave basis set. 
 
Norm-conserving and non-conserving pseudopotentials 
   When we adopt the projection operator, P�F�, with arbitrary F� instead of P� 
in eq. (2.28), we can obtain the similar equation as (2.35) for pseudo wave 
functions. This indicates that, making a sacrifice of reproducing the true 
wave function around the nucleus, we have some freedoms to produce the 
pseudopotentials. Using such freedom, we can construct the pseudo- 
potentials that are suitable for numerical calculations without losing the 
required accuracy.  
   At present, the pseudopotentials are classified into two categories; one is 
the norm-conserving pseudopotential and the other is the norm 
non-conserving one. The former potential is constructed by imposing the 
conditions: (1) the pseudo eigen states in pseudopotential have the same 
energies as those of true states in case of isolated atom, and (2) the pseudo 
eigen states have the same wave functions as those of true states outside 
some cutoff radius, rc. This rc should be located outside of the outermost node 
of true wave functions and the determines the nature of pseudopotential as 
follows; as decreasing rc, the pseudopotential approaches to the true 
potential but it loses the smoothness, thus needing more number of 
plane-wave bases. As increasing rc, on the other hand, the pseudopotential 
becomes smoother but its transferability to use in various environments 
decreases.  
   For atoms that have no core electrons with the same angular momentum 
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as the valence electrons, such as C(2p) and Au(5d), the valence electrons are 
localized around the nucleus and thus we need more efficient method. 
Vanderbilt proposed to use the norm-non-conserving pseudopotential, which 
is sometimes called the ultra-soft pseudopotential method [2.11]. This 
method releases the normalization condition of wave functions even outside 
of the core region to realize the wave-function expansion with a small 
number of plane waves, by keeping some of electron charge even outside of 
the cutoff radius. To compensate such norm variation, we have to change the 
normalization condition. Here, we shortly explain the outline of this method 
of pseudopotential construction. 
   In this method, we impose the following conditions to the pseudo wave 
function, ϕi, and local potential, Vloc: 
    ,                           (2.36) 
where the right-hand terms are exact wave function and potential, 
respectively. We first construct a localized state, |χi >, for r<R=Max(rcl, rloc) 
as 
   ,                                  (2.37) 
while |χi > is set to zero for r>R. Here, T is the kinetic energy. Moreover, we 
define the dual functions as 
   ,                              (2.38) 
and construct the generalized nonlocal potential as 
   .                                     (2.39) 
This Vnl is not generally hermite. Here, we define the generalized charge as  
.                           (2.40) 
In the norm-conserving case of Qij=0, we obtain 
   ,                                   (2.41) 
thus Vnl becoming hermite. In case of Qij≠0, on the other hand, the norm is 
not conserved. However, Vnl becomes hermite by modifying as 
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   .                               (2.42) 
To guarantee the norm-conservation in the final result, we have to change 
the normalization as  
   .                      (2.43) 
In this case, the Kohn-Sham equation to be solved becomes a generalized 
eigen-value equation as  
    .                       (2.44) 
   In the present work, we have used the ultrasoft pseudopotentials for all 
the atoms; H, C, Al, and Au, for example.  
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2.3 Adiabatic potential and diffusion 
   In most cases of studying electronic structures in solid state physics, it is 
reasonably assumed that an atomic nucleus or an ionic core that is made of 
nucleus and core electrons stays at the equilibrium position. This is because 
a mass of the atomic nucleus is 104~105 times heavier than that of an 
electron and thus an electron can be thought to move much faster than an 
atomic nucleus. In the following, we explain the theoretical background of 
this adiabatic approximation by taking the case of a molecule made of two 
atoms as an example. 
 We first assume that atomic nucleuses, A and B, have the masses, MA 
and MB, respectively, while they have the coordinates, RA and RB. Moreover, 
we set the center of gravity of A and B atoms as the origin of coordinate. The 
coordinates of N electrons which belong to the molecule is described as r1, ⋯, 
rN, respectively. Neglecting the movement of the center of gravity, all 
electronic properties are determined only by the relative coordinate of two 
nucleus, R=RB-RA, using the Hamiltonian written as follows; H = −ℏ2
2μ
∆R −
ℏ2
2m
∑ ∆i
N
i=1 + V(𝐑, 𝐫1,⋯ , 𝐫N), μ = MAMBMA+MB,          (2.45) 
where                                                         V(𝐑, 𝐫1, … , 𝐫N) = −∑ ZAe2|𝐫i−𝐑A| − ∑ ZBe2|𝐫i−𝐑B| + ∑ e2�𝐫i−𝐫j�i>𝑗ii + ZAZBe2R .    (2.46) 
 
In eq. (2.46), ZA and ZB are the electronic charges of nucleuses, A and B, 
respectively. The first and second terms represent the attractive Coulomb 
potentials between nucleuses and electrons, while the third and forth terms 
represent the repulsive electron-electron and nucleus-nucleus Coulomb 
potentials, respectively.  
 
Movement of electrons 
   Assuming that two nucleuses are stationary at RA and RB respectively, 
the Hamiltonian of electron system is simply written as  
 He = − ℏ22m∑ ∆ii + v(𝐑, 𝐫1,⋯ , 𝐫N) + ∑ e2�𝐫i−𝐫j�i>𝑗  .             (2.47) 
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Here, v(R, r1, ⋯, rN) is the sum of the first and second terms of eq. (2.46). We 
set the rest of eq. (2.45) as the nucleus part of Hamiltonian as  
 Hn = −ℏ22μ ∆R + ω(𝐑),                           (2.48) 
 
where ω(R) represents the last term of eq. (2.46). So the Schrödinger 
equation of the electron system can be written as follows;  
�−
ℏ2
2m
∑ ∆ii + v(𝐑, 𝐫1,⋯ , 𝐫N) + ∑ e2�𝐫i−𝐫j�i>𝑗 �Φe,μ(𝐑, 𝐫1,⋯ , 𝐫N)          (2.49) = Ee,μ(𝐑)Φe,μ(𝐑, 𝐫1,⋯ , 𝐫N).                                          
 
It should be noticed that both the eigenvalue and the eigen wave function 
have the quantum number, µ , and depend on R as a parameter.  
 
Movement of nucleuses 
     Since the electron wave-functions, Φe,μ, produce the complete set, the 
total wave function of the two-atom system is in general written as 
Ψ(𝐑, 𝐫1,⋯ , 𝐫N) = ∑ Fμ(𝐑)μ Φe,μ(𝐑, 𝐫1,⋯ , 𝐫N),                 (2.50) 
 
where Fμ(𝐑)  corresponds to the expansion coefficient. Inserting this 
equation into Schrödinger equation, HΨ=EΨ, the equation of Fμ(𝐑)  is 
obtained as 
 
∑ {μ − ℏ22μ ∆R(ΦμFμ) − ℏ22m Fμ ∑ ∆iΦμ + VΦμFμ} = ∑ Eμ ΦμFμi .        (2.51) 
 
Using eq. (2.34), the second and third terms of this equation become 
∑ {μ Ee,μ(𝐑) + ω(𝐑)}ΦμFμ. On the other hand, the first term of eq. (2.51) can be 
written as follow: 
 
∑ {μ ∆R�ΦμFμ�} = ∑ {μ Fμ∆RΦμ + 2∇RΦμ ∙ ∇RFμ + Φμ∆RFμ}.         (2.52) 
 
Here, it is reasonably assumed that the variation of electron wave function, 
Φμ, with respect to R is quite smaller than that of the nucleus wave function, Fμ , with respect to R around the equilibrium nucleus-nucleus length. 
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Therefore, we can adopt the following approximation: 
�∇RFμ� ≫ �∇RΦμ�.                            (2.53) 
 
This is called the Born-Oppenheimer adiabatic approximation. When this 
approximation is applied, eq. (2.52) turns to 
∆R�ΦμFμ� ≅ Φμ∆RFμ.                           (2.54) 
 
In this case, every term of eq. (2.54) is made of the simple summation of the 
form of ∑ Φμμ ⋯, thus each term becoming independent. By producing the 
inner product to Φμ, we obtain the equation of Fμ for each µ  as  
�−
ℏ2
2m
∆R + ω(𝐑) + Ee,μ(𝐑)�Fμ(𝐑) = EFμ(𝐑).              (2.55) 
 
Adiabatic potential 
Equation (2.55) indicates that the electron eigen energy, Ee,μ(𝐑) acts as 
some effective potential for the movement of nucleus. Here, we putWe,μ(𝐑) =
ω(𝐑) + Ee,μ(𝐑), and named the potential, We,μ(𝐑), as an adiabatic potential. 
Since the adiabatic potentials depend on the quantum numbers, µ , i.e., the 
eigen energies of the electron system, they respectively have different 
function forms of R depending on various electronic states. In particular, in 
this paper, since we obtain the grand state energy of electron system using 
the density functional theory, we consider the adiabatic potential of the 
nucleus movement for only the case of electronic grand state. Adiabatic 
potential changes its value continuously with varying R. It gives the total 
energy of isolated nucleus system when R = ∞, while We,μ(R) become +∞ 
when R → 0.  
Figure 2.1 shows the schematic illustration of the adiabatic potential for 
the diffusion process of the atom that is denoted by an open circle (○). The 
adiabatic potential, Wg(R), during the diffusion between R0 and R2 is 
obtained by calculating the total energy of electronic grand state when the 
atom is located at some number of mesh points, R, on the diffusion path 
between R0 and R2. It is noted here that all the positions of atoms around the 
○ atom are relaxed corresponding to every mesh point during the diffusion. 
Although the diffusion path having minimum potential barriers is often 
searched by various numerical methods, it is reasonably assumed to become 
the symmetry lines when the system has the definite symmetry. From thus 
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calculated Wg(R), one can know the diffusion barriers between R0 and R2.  
On the other hand, when we adopt the lattice constants of crystals, a, b, 
and c, as the variable of R, we can know the equilibrium lattice constants 
from the calculated We,μ=g(R). The example of this is displayed in Fig. 2.2 in 
the case of the lattice constant of Au.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.2.1 Upper: schematic figure of adiabatic 
potential for atom diffusion from 
R0 to R2. The potential has a 
barrier at the saddle point, R1. 
Lower: lowest energy diffusion 
path of atom, ○, in crystal. 
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Fig.2.2 Calculated adiabatic potential of fcc 
Au bulk, as a function of lattice 
constant. Calculated lattice 
constant at the minimum point, 
4.03Ǻ, is in good agreement with 
the observation of 4.07 Ǻ. 
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   When the mass of nucleus becomes considerably small like H and He, the 
de Broglie wave length of nucleus becomes larger and we cannot adopt the 
approximation in eq. (2.54) for this atom. In this case, we have to consider 
the first and second terms in eq. (2.52). Since these terms have the 
derivatives of electron wave function with respect to R, such as ∆RΦμ and 
∇RΦμ, and these derivatives are in general expanded by various Φμ′ with 
different quantum number, μ’, we cannot separate the equation of Fμ(𝐑) 
from those of other Fμ′(𝐑)  as shown in eq. (2.55). In this case, Fμ(𝐑) 
changes to different Fμ′(𝐑) as time evolves. Namely, the motion of nucleus 
change the potential from We,μ to We,μ’. This transition between different 
potentials is sometimes called the non-adiabatic or diabatic process.  
   If the electron and nucleus have the de Broglie wave lengths, λ and Λ, 
respectively, the ratio of derivatives, �∇RΦμ�/�∇RFμ� is estimated as Λ/λ, 
which is equivalent to Mm /  when the de Broglie relation is used. Here, m 
and M are the electron and nucleus masses, respectively. This indicates that 
the adiabatic approximation is one kind of perturbation with respect to 
Mm /  [2.12]. Such ratio is about 0.002 for the case of Au, for example. More 
exactly, we have to consider the first and second terms in eq. (2.52) as the 
perturbation for potential in eq. (2.55). The diabatic terms induce the 
interaction between the motion of nucleus such as a local phonon and the 
electrons. On the other hand, the energy difference between different 
adiabatic potentials, We,μ(R)- We,μ(R), roughly corresponds to the electronic 
excitation energy, i.e., the band-gap energy in case of semiconductors. Thus, 
the ratio is normally expected as small. In cases of metals, one has to 
consider a number of potentials corresponding to the continuous energy 
spectra of metal band around the Fermi energy. Even in this case, since these 
potentials have similar shapes due to the small difference of electronic 
excitation in metals, one may treat some of such potentials as one effective 
potential with some relaxations [2.13]. 
 
Arrhenius formula 
   The adiabatic potential for the impurity atom is difficult to observe 
directly in experiments. Reflecting the potential, however, the impurity atom 
that is weakly bounded to other host atoms can move the position by 
receiving the thermal random forces caused by phonons etc, which is 
detected as the atom diffusion in solids. Such diffusion is normally divided by 
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a series of atom movements and each movement is described by the 
transition probability between stable atom positions as the Arrhenius 
formula, as long as the concentration of impurities is low. Here, we derive 
this formula.  
We consider the atom diffusion between stable positions, from R0 to R2, 
over the potential barrier as shown in Fig. 2.1. Since the potential has local 
minima around R0 and R2 and thus the existence probability is large in the 
thermal equilibrium, the atom stays for a certain amount of time around 
these points, which prefers to use the transition probability for the atom 
movement. On the other hand, since the de Broglie wave length of the atom 
(nucleus) is extremely small compared to the typical length of potential 
variation, we can replace the quantum equation of motion in eq. (2.55) as the 
classical one. Moreover, we assume that the diffusion occurs in one 
dimensional direction along the leading lowest-energy path over a saddle 
point of potential. In case of the diffusion in three dimensional systems, 
there always exists a saddle point between nearest potential-minimum 
points [2.14].  
Considering that the thermal equilibrium is maintained in solids, the 
number of atoms, f (P, R)dPdR, which are located within the volume, dR, 
near the position R and have the momentum P ~P + dP, is given by the 
Boltzmann distribution as f (P,𝐑) = α exp �−β ��P2
2M
� + W(𝐑)��,                   (2.56) 
 
where α represents some constant, M the mass of the atom, and β = 1/kBT .  
When we define dN/dt as the number of atoms that are moving from the 
valley point, R0, to the other one, R2, over the potential barrier at R1, this dN/dt is given by summing atoms with positive momentum as 
�
dN
dt
� = ∫ dP �P
M
� f(P,  𝐑1)∞0                                      (2.57) = α
M
exp�−βW(𝐑1)�∫ dP ∙ P exp �−β P22M�∞0                    (2.58) = α
β
exp�−βW(𝐑1)�.                                      (2.59) 
On the other hand, the constant, α, is related to the total number of the 
particle, N0, which is located around the valley R0. Assuming that the 
34 
 
adiabatic potential, W(R), could be approximately rewritten around the 
valley R0 as W(𝐑) = W(R0) + Mω22 (R − R0)2,                     (2.60) 
 
N0 can be written as shown below: N0 = ∫ ∫ dPdR f (P, R)R0+dR0−d∞−∞                                        (2.61) = α exp�−βW(R0)� ∫ dPexp �−β P22M�∞−∞ ∫ dR exp �−βMω22 (R − R0)2�R0+dR0−d  (2.62) = α �2Mπ
β
exp�−βW(R0)� ∫ dR exp �−βMω22 (R − R0)2�R0+dR0−d ,            (2.63) 
 
where d is the width of the valley, R0. Since the integrand of eq. (2.63) rapidly 
reaches to zero when the position, R, leaves away from the center of the 
valley, R0, d in eq. (2.63) can be replaced by the infinity, ∞. Then, eq. (2.63) is 
rewritten as N0 ≃ 2παβω exp�−βW(R0)�                     (2.64) 
 
Eliminating α with the use of eqs. (2.59) and (2.64), we obtain the Arrhenius 
formula as follows: 
1
N0
�
dN
dt
� ≃
ω
2π
exp[−β{W(𝐑1) − W(𝐑0)}]            (2.65) 
This Arrhenius formula can physically understood as follows; the atom in the 
valley, R0, attaches the barrier with the frequency, ω/2π, per unit of time, 
and it gets over the barrier with the probability of Boltzmann factor related 
to the barrier height, W(R1)–W(R0).  
When one writes the transition probability per unit time in eq. (2.65) as k 
and the distance between R0 and R2 as L, the diffusion constant between R0 
and R2 is given by the Einstein relation as D ≃ k∙L2. In this way, the behavior 
of atom diffusion can be known by studying the variation of adiabatic 
potentials.  
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2.4 Numerical conditions and bulk properties 
In this paper, the adiabatic potential for the metal-atom movement and 
electronic structures during the diffusion are calculated by the 
first-principles method in the density functional theory, using the TAPP code 
[2.15]. As the exchange-correlation energy, we adopt the Perdew-Wang-type 
(LDAPW92) energy [2.9] in the local density approximation for cases of 
graphene and polyacetylene systems, while the Perde-Burkde-Ernzerho-type 
(GGAPBE96) energy is employed in the generalized gradient approximation 
of electron density for cases of oligoacene systems [2.16]. Within the present 
density functional theory, it is thought to be difficult to judge which 
exchange-correlation energy is suitable for the calculation. 
To describe the electron potentials by ionic cores, ultrasoft pseudo- 
potentials are used for C(2s22p2), H(1s1), Al(3s23p1), and Au(4d105s1) atoms, 
where valence electrons are denoted in the parentheses [2.17]. These 
potentials are produced by the conditions shown in Table 2.1, where the 
cut-off radius determines the transferability of pseudopotentials. Namely, 
outside of the radius, the pseudo-wavefunctions roughly coincide with the 
real wavefunctions and the charge norm is conserved correctly.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Table 2.1 Parameters to produce ultrasoft pseudopotentials used in this study. 
 
atom valence orbital local  potential cutoff radius (a.u)
C (LDA) 2s, 2p 3d 1.4
C (GGA) 2s, 2p 3d 1.4
H (LDA) 1s 2p 0.8
H (GGA) 1s 2p 0.8
Al (LDA) 3s, 3p 3d 2.2
Al (GGA) 3s, 3p 3d 2.2
Au (LDA) 6s, 6p, 6d 6d 2.1
Au (GGA) 6s, 6p, 6d 6d 2.1
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Figure 2.3 shows the calculated total energy of bulk graphene as a 
function of the cutoff energy of plane-wave expansion of single-particle wave 
functions in Kohn-Sham equation. It is clearly seen that the total energy 
simply decreases as increasing the cutoff energy and that the converged 
value is obtained when the cutoff energy is larger than 30 Ry. This is because 
the density functional calculation is performed by the variational method. 
However, it is well known that the increase of cutoff energy simply decrease 
the value of total energy and that both the elastic properties such as stable 
atom positions and lattice constants and the electronic structures such as 
band structure are well reproduced even when the cutoff energy is less than 
the converged value [2.17]. Therefore, we adopted the 20.25 Ry cutoff energy 
in the present study, which is justified by checking the bulk properties in the 
following. With respect to the integration in the Brillouine zone, we also 
employed the enough number of k points, which ranges from 1 to 256 
depending on the size of the unit cell.  
Fig. 2.4 Calculated total-energy of bulk (a) graphene, (b) Al, (c) Au, as a function of lattice 
constant. Dot vertical lines indicate the observed lattice constants, respectively.  
(a) (b) (c)
Fig. 2.3 Calculated total-energy of bulk graphene 
as a function of plane wave expansion 
cutoff energy. Dot vertical line indicates 
the value which we adapted in all the 
calculations  
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.These numerical treatments were checked by calculating bulk 
properties organic and metal systems. For example, Figs. 2.4(a), 2.4(b) and 
2.4(c) show the calculated total energies of bulk graphene, Al, and Au, 
respectively, as a function of lattice constant. It is seen that the calculated 
lattice constants well reproduce the observations, 2.50 [2.18], 4.04, and 4.07 
Ǻ [2.19], respectively, as shown by dot lines.  
Next, we show the representative band structures of bulk systems. 
Figure 2.5 shows the calculated band structure of a single graphene sheet 
having a 2×2 unit-cell size. Since the carbon atom has four valence electrons 
and there are eight independent carbon atoms in the unit cell, there appear 
16 valence bands below the Fermi energy, EF. Twelve σ-bonding bands are 
located between -20 and -3 eV. Their energies at Γ point are around -19.5, 
-14.5 (triply degenerate), -13.3 (triply degenerate), -3.5, -7.5. -6.5, -3.5, and 
-2.5 eV. The other four valence bands are π-bonding bands, which energies 
at Γ are -6.5 (doubly degenerate) and -2.5 (doubly degenerate) eV. At K 
point, one can see that valence and conduction bands touch with each other 
and have linear dispersions. This point is often called the Dirac point.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig. 2.5 Calculated band structure of a single graphene sheet. 
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Figure 2.6 shows the calculated band structure of polyacetylene bulk 
solid. The unit cell is made of two polyacetylene chains that are staggeringly 
located with each other. Therefore, there are four C and four H atoms in the 
cell, thus appearing ten electron-occupied valence bands. Four bands located 
between -17.5 and -4 eV and made of C-C σ bonds, while four bands 
between -10 and -5 eV are made of C-H bonds. Highest two valence bands 
between -4 and 0 eV are π-conjugated bands of C-C chains. On the other 
hand, two bands between 0 and +4 eV are anti-bonding π conduction bands. 
It is noticed here that there appears about 0.5 eV band gap between valence 
and conduction bands around D and B points. This occurs due to the Peierls 
transition. As seen in Fig. 2.6, most band have little dispersion along 
Z-C-Y-G-Z and D-B lines, which is perpendicular to the polyacetylene chain, 
On the other hand, they have large dispersions along Z-D and B-G lines, 
which is along the chain. Therefore, reflecting the one-dimensional nature of 
polyacetylene chain, it shows the Peierls transition by alternatively 
changing the C-C bond length along the chain.  
 
 
Fig. 2.6 Calculated band structure of polyacetylene bulk solid. 
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Fig.3.1 Modeling of organic systems concentrating on their geometry. 
 Left: Crystal structures of various organic systems, right: modelings adopted in this work.  
 
 
Chapter 3 
Metal-atom diffusion in graphene and polyacetylene 
3.1 Geometry modeling of organic systems 
There exist millions of organic systems. Each system has unique crystal 
structure and physical properties. However, we are interested in the common 
features in most organic systems. Thus, in this work, we concentrate on the 
two representative geometries often observed in organic systems and study 
how the metal atoms diffuse near these structures. They are (i) hexagonal 
carbon rings and (ii) zigzag carbon chains, which is shown in the left of Fig. 
3.1. To simulate these two geometries, we adopt graphene sheets and 
polyacetylene bundles, which are schematically shown in the right of Fig. 3.1. 
With respect to metal atoms, we adopt Al and Au atoms because they are 
normally used as electrode metals and are representatives having small and 
large electro-negativities, respectively.  
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We use the repeated unit-cell calculation. To separate the metal-atom 
diffusion region, the 2 2 2× ×  and 1 1 2× ×  unit cells are employed in the 
calculation for graphene and polyacetylene systems, respectively. We adopt 
the observed lattice constants for these host systems; a=b=4.92Ǻ for 
graphene and a=4.24, b=7.32, and c=4.92Ǻ for polyacetylene systems [3.1, 
3.2] Since the distance between hexagonal carbon rings is sometimes 
changed by the intercalation or the molecular modification of host organic 
systems [3.3], the lattice constant perpendicular to the graphene sheets, c, 
are artificially changed around the optimized value of 7.52Ǻ in order to study 
how the diffusion behavior depends on the interlayer distance between 
graphene sheets.  
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3.2 Diffusion in graphene sheets 
First, we consider in details the metal-atom diffusion between graphene 
sheets. Figures 3.2(a) and 3.2(b) show the calculated diffusion potentials for 
Al and Au, respectively, while atom positions in these figures are described in 
Fig. 3.2(c). We first consider the case of AA stacking of graphene sheets and 
c=7.52Ǻ. It is seen from these figures that Al atoms are stable at the center of 
carbon ring. Moreover, they prefer to diffuse across the C-C bonds as shown 
in Fig. 3.2(c) with a potential barrier around 0.4eV. On the other hand, Au 
atom stabilizes on the carbon ring, i.e., at the A and E points, and prefers to 
move along the C-C bonds as shown in Fig. 3.2(c) with a small barrier around 
0.05eV, which is comparable to a numerical error in the present study. 
Similar results are obtained when we consider K and Pt metal atoms instead 
of Al and Au, respectively.  
 
 
 
 
 
Fig.3.2 Calculated diffusion potentials between graphene sheets for (a) Al and (b) Au 
atoms, for various interlayer distances, c, and stackings, AA and AB. The 
energies of most stable points are taken to be zero. (c) Atom positions (dots) 
between graphene sheets and diffusion paths (arrows) of Al and Au atoms. 
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It is well known that, when alkali-metal atoms like K and Li are 
intercalated into graphite, the stacking changes from AB to AA and the 
metal atoms are located at the center of hexagonal carbon ring and produce 
the superstructures along the graphene layer such as 2 2×  for C8K [3.4], 
which is shown in Fig. 3.3(a). On the other hand, when Pt atoms are 
deposited on the graphite surface, they are located stable on the carbon 
atoms as shown in Fig. 3.3(b) [3.5]. It is interesting to note that the present 
stable positions of Al and Au agree with these observations of K and Pt, 
respectively.  
 
 
 
 
 
 
 
In order to clarify why the stable position and diffusion behavior is quite 
different between Al and Au, we examine the electronic structures. Figures 
3.4(a) and 3.4(b) show the calculated band structures when Al and Au atoms 
are located at the most stable positions, A and C, respectively. For reference, 
the band structures of graphene sheets having 2 2 2× ×  unit cell are also 
displayed in Figs. 3.4(c) and 3.4(d). Here, we can see that π  and *π  bands 
of carbon rings touch with each other at the Dirac point, K, at 0.0 eV. Since 
there are two graphene sheets in the present unit cell, there appear double 
X-like crossing bands around this point and their degeneracy is slightly 
removed by the interaction between sheets. Electrons occupy the bands 
below these two crossing points.  
Fig.3.3 (a) Schematic view of graphite intercalation compound. Alkali metal atoms like Li 
and K are located at the center of hexagonal carbon rings. (b) STM image and 
schematic picture of Pt atoms on graphite surface. Pt atoms are located on carbon 
atoms and produce triangle lattice. [after refs.3.4 and 3.5]  
 
 
(a) (b)
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In case of Al in Fig. 3.4(a), the graphene-originated X-like crossing bands are 
also seen around the Fermi energy. In addition, there appear new 
Al-originated bands, which are denoted by A1 and A2, and only A1 band is 
occupied by electrons. The most important feature is that the Fermi energy 
position is located about 1eV above the center of crossing points. This 
indicates that some electron transfer occurs from Al atom to *π  states of 
graphene sheets. Such transfer occurs due to the higher energy of highest 
occupied molecular orbital (HOMO) state of Al than that of carbon. This 
situation is schematically displayed in Fig. 3.5(a).  
 
 
  
Au
(a) (b)
Al,K
Fig. 3.4 Calculated band structures around the Fermi energies, EF, when (a) Al and (b) Au 
atoms are located at the most stable positions between graphene sheets, in the case of 
c=7.52Ǻ and AA stacking. (c) and (d): Calculated band structures of the present 
double-layer graphene sheets without metal atoms. Inset shows the Brillouin zone. 
 
Fig.3.5 Schematic pictures to 
explain the change of 
electronic structures when 
(a) Al and (b) Au atoms are 
adsorbed at the most stable 
positions on graphene sheet.  
(a)
(b)
(c)
(d)
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Such electron transfer is also confirmed by examining the electron 
distribution. Figure 3.6(a) shows the change of electron density when Al 
atom is inserted at the most stable position between graphene sheets, which 
is obtained as a difference of electron density between Al+graphene system 
and the sum of Al and graphene systems. It is clearly seen that the electron 
density decreases around Al atom, while it increases around the inner 
boundary of hexagonal carbon ring where *π  states are located. This 
electron transfer produces the ionic coupling between Al and graphene 
sheets and thus stabilizes Al atom at the center of carbon ring. Moreover, 
when Al atom is located on the carbon ring, we found that Al-originated A2 
band lowers the position and becomes partially occupied by electrons. This 
indicates that the electron transfer from Al to graphene sheets decreases. 
Therefore, we can conclude that the diffusion barrier is caused by the 
breakdown of such ionic coupling. 
 
 
 
 
 
 
 
 
 
 
  
Fig. 3.6 (a) Electron density change when Al atom is located at the center of 
hexagonal carbon ring. Density increases/decreases in red/blue regions. 
(b) Total valence electron distribution around Au between graphene 
sheets when Au is located at stable position. Dashed lines in both insets 
show the positions of displaying planes. 
 
(a) (b)
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In case of Au in Fig. 3.4(b), the Fermi energy is located at almost the same 
position as that of graphene sheets, i.e., around the X-like crossing points, 
indicating little electron transfer between Au and graphene sheets. This is 
reasonable because Au has larger electronegativity than Al. However, one 
can see large deformation of π  and *π  bands, especially along the ZΓ line, 
i.e., the c-axis direction, which is caused by the hybridization of electronic 
states between Au and graphene sheets. Figure 3.6(b) shows the total 
electron density when Au atom is located at the most stable position, i.e., on 
the carbon ring. We can see the increase of electron density between Au and 
C atoms, which feature is not seen when Au is located at the center of carbon 
ring. These results indicate that Au s+d and C π -bonding orbitals produce 
covalent-like bonding states, which situation is schematically displayed in 
Fig. 3.5(b). This is the reason why the Au atom is stable on the carbon ring 
and indicates that the breakdown of such bonding induces the potential 
barrier.  
Then, we consider how the diffusion changes when the interlayer distance 
and the stacking of graphene sheets changes, which is also shown in Figs. 
3.2(a) and 3.2(b). When the interlayer distance increases to c=8.94Ǻ, since 
metal atoms are bounded to a single graphene sheet, the barrier decreases to 
about half of the case of c=7.52Ǻ, around 0.2eV for Al. When the distance 
decreases to c=6.52Ǻ, the barrier increases to around 0.8eV for Al, while the 
stable position changes into inner points of carbon ring for Au. These 
changes occur due to the elastic energy loss by the approach of metal atoms 
to carbon atoms. On the other hand, when the graphene sheets become AB 
stacking, i.e., the staggered stacking, the diffusion potentials become almost 
flat with barriers around 0.1 eV. This is because metal atoms are bounded to 
graphene sheets on both sides, and thus the potential variation between the 
center and boundary of the carbon ring is averaged. 
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3.3 Diffusion in polyacetylene bundles 
Next, we consider the diffusion near the polyacetylene chain. Figure 3.7(a) 
shows the calculated diffusion potentials of Al and Au, while Fig. 3.7(b) 
schematically displays their diffusion paths. Note that, although the Peierls 
transition is broken near metal atoms, A and C atom positions are not 
equivalent because metal atoms prefer to move on one side of zigzag chain 
and the other chain in the unit cell is located near the C point. It is seen that 
Al atom diffuses across the C-C bonds with a barrier around 0.60eV, while Au 
atom moves along the C-C bonds with a barrier around 0.25 eV. We also 
found by the electronic-structure analysis that the origins of diffusion 
potentials are the same as the cases of graphene sheets.  
Comparing the results in sections 3.2 and 3.3, we can conclude that the 
metal-atom diffusion near the π -conjugated C-C bonds has the common 
feature, depending not on the geometry of carbon skeletons such as ring and 
chain, but on the electronegativity of metal atoms.  
Finally, we shortly comment on the diffusion coefficient. By using 
calculated potential barriers and simply applying the Ahrenius formulas 
derived in chapter 2, the diffusion coefficients of Al and Au atoms in the 
present various organic systems are respectively estimated ranging as 
10-17-10-14 and 10-12-10-8 cm2/sec at room temperature. The former value is 
comparable to observed one for fast non-reacted diffusion of Al in PTCDA 
[3.6].  
  
Fig.3.7 (a) Calculated diffusion 
potentials near polyacetylene 
chain for Al and Au atoms.      
(b) Schematic view of atom 
positions and diffusion paths 
of Al and Au. 
(a) (b)
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3.4 Effect of van der Waals interaction 
Organic molecules often have closed-shell-type electronic structures, 
which fact is one of reasons for their large band gaps, and thus condense 
with each other by the weak van der Waals interaction, which is the reason 
of their elastic softness. The van der Waals interaction is the electrostatic 
interaction that works even between separate neutral systems. Although the 
neutral systems can virtually polarize with losing the excitation energies, 
such energy loss is fully compensated by the electrostatic attractive 
interaction between the polarized systems. This is the origin of van der 
Waals interaction, which is sometimes called the fluctuation of zero-point 
energy of electromagnetic fields. This interaction is of long range and 
proportional to the inverse of 6th power of the distance between two systems, 
thus being weak compared to other interactions such as ionic and covalent 
ones. The typical magnitude is around 0.02 eV between halogen atoms and is 
0.1eV (/graphite unit cell) between graphene sheets.  
It is well known that the standard density-functional calculations using 
the local density approximation (LDA) and the generalized gradient 
approximation (GGA) cannot reproduce the long-range van der Waals 
interaction because of the locality of density functionals. However, the 
first-principles calculation of van der Waals interaction has been developed 
very recently, which details are described in Appendix B. Since the ionic or 
covalent interaction determines the feature of metal-atom diffusion as 
explained in previous sections, the van der Waals interaction is expected to 
have little effects on the diffusion. However, it is interesting to apply this 
new calculation to the present systems. So, we have calculated the 
metal-atom diffusion with considering the van der Waals interaction.  
Figures 3.8 and 3.9 show the calculated adiabatic potentials for Al and Au 
atoms, respectively, as a function of metal-atom position when these atoms 
are inserted between graphene sheets. Here we adopt the 2 2 2× ×  unit cell 
with c=7.52 Ǻ, which is the same as employed in section 3.2. The results 
with/without the van der Waals interaction are shown by solid/dotted lines, 
while the inset shows the metal-atom position on hexagonal carbon ring.  
It is seen in Fig. 3.8 that the adiabatic potential of Al receives little effects 
by the van der Waals interaction, while we can see a small change of 
potential value, less than 0.1 eV, for Au. Therefore, we can conclude that the 
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van der Waals interaction gives little change to the results obtained in 
previous sections. One of the reasons of the difference between Al and Au 
might be related to the difference of atomic radius between Au (1.34Ǻ) and Al 
(1.18Ǻ). When Au atom is located at A and E points on the carbon ring, the 
distance between graphene sheets increases due to the repulsion between 
atoms. This increase of distance decreases the energy gain by the van der 
Waals attractive interaction and increases the potential energy at A and E 
points compared to that at C point. As a result, the potential barrier 
decreases as shown in Fig. 3.9. Such change is large for Au having larger 
radius, which might contribute to the difference between Al and Au. In any 
way, we need more detailed investigation in the future.  
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Fig.3.8 Calculated adiabatic potentials 
of Al as a function of atom 
position between graphene 
sheets. Blue solid and black 
dotted lines show the results 
with and without the van der 
Waals interaction, respectively. 
The inset denotes the atom 
positions on the hexagonal 
carbon ring. 
Fig.3.9 Calculated adiabatic potentials 
of Au as a function of atom 
position between graphene 
sheets. Red solid and black 
dotted lines show the results 
with and without the van der 
Waals interaction, respectively. 
The inset denotes the atom 
positions on the hexagonal 
carbon ring. 
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3.5 Metal-atom clustering 
As long as the concentration of metal atoms in organic systems is low, 
which corresponds to the initial stage of metal-atom diffusion at 
metal/organic interfaces, it is sufficient to consider the diffusion of a single 
atom. However, when the diffusion process proceeds further and the 
concentration become large, we have to consider the collision of metal atoms. 
For example, the experiments by Sawabe et al. clearly demonstrated that Au 
atoms stop and stay stable as a small particle around the grain boundaries of 
grown organic films [3.7]. In this section, we consider the possibility of 
clustering of metal atoms by analyzing their cohesive energy. 
Figure 3.10 shows the calculated cohesive energies of a single Al and Au 
atoms when they are located between graphene sheets, while Fig. 3.11 
displays those of a pair of Al and Au atoms. As shown in upper panels of 
these figures, the cohesive energy is defined as the energy difference between 
[atom+graphen] system and [atom]+[graphene] systems. It is seen that a 
pair of Al and Au atoms have the values, around -3.2 and -4.4 eV, respectively, 
which are both larger than the twice of the values of single Al and Au atom of 
-0.8 and -1.2 eV. This result indicates that both Al and Au atoms prefer to 
bind with each other and make a pair. Moreover, we note that it needs the 
energies of 1.6 and 2.0 eV to break Al and Au pairs, respectively. 
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Fig.3.10 Calculated cohesive energies of 
single Al and Au atoms between 
graphene sheets. Upper panel 
shows how to calculate the 
cohesive energy.  
 
Fig.3.11 Calculated cohesive energies of a 
pair of Al and Au atoms between 
graphene sheets. Upper panel 
shows how to calculate the 
cohesive energy.  
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The cohesive energies of Al and Au pairs are -1.6 and -2.2 eV/atom. It is 
interesting to compare these values with those of two and three dimensional 
Al and Au bulks. Park calculated the cohesive energies of two-dimensional 
monolayers of Al and Au on graphene sheet and obtained -3.0 and -3.5 
eV/atom, respectively [3.8]. He also obtained -3.8 and -4.5 eV/atom for three 
dimensional bulks of Al and Au. By comparing these values, we know that 
both Al and Au atoms are stable in three dimensional bulks. However, since 
there are no enough spaces between graphene sheets, such three- 
dimensional cohesion is difficult to be realized. On the other hand, since the 
cohesion energy increases as increasing the number of atoms in a cluster, 
both Al and Au atoms are difficult to leave the clusters once they are 
incorporated into the clusters.  
   Hirose et al. measured the diffusion of In at  
In/3,4,9,10-Perylenetetracarboxylicdianhydride (PTCDA) interface into 
PTCDA by a photoemission and found an interesting phenomena that the 
incorporated In atoms never produce the cluster and diffuses anomalously 
fast [3.9]. Based on our calculations, such phenomena might occur due to 
three reasons. The first is the electrostatic repulsion between positively 
charged In atoms. This is because In atom has lower electronegativity than 
Al and thus In atom is more positively charged than Al when it approaches to 
the π-conjugated molecule. The second reason is that the cohesion energy of 
In is smaller than Al as expected from the lower melting temperature. The 
third reason is the constrained geometry in PTCDA. As discussed in the next 
chapter, when the inter-molecule space is reduced in solids, metal atoms are 
difficult to stay nearby with each other. All these contribute to decrease the 
In-In attractive interaction and to avoid the clustering. The origin of this 
non-clustering phenomenon observed in experiments is the interesting 
challenge to be clarified. 
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3.6 Summary 
In this chapter, the metal-atom diffusion in organic systems was studied 
by the first-principles calculation, adopting graphene and polyacetylene 
solids as representative π -conjugated carbon-ring and chain systems, 
respectively. We found that the diffusion behavior is at least classified into 
two groups depending on the electronegativity of metal atoms; the small 
negativity atoms such as Al partially supply electrons to *π  states of C-C 
bonds, are bounded to carbon systems with the ionic interaction, and diffuse 
across the C-C bonds with barriers around 0.4-0.8eV. On the other hand, the 
large negativity atoms such as Au produce covalent-like bonds with π
orbitals of carbon, and prefer to move along the C-C bonds with barriers less 
than 0.2eV. We can reasonably expect that these features are common to 
many organic systems having carbon ring or chain structures.  
   Moreover, we shortly discussed the effects of van der Waals interaction 
and clustering on the diffusion. 
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Chapter 4 
Metal-Atom Diffusion in Oligoacene Systems 
4.1 Modeling of oligoacene systems 
   In chapter 3, we have discussed the metal-atom diffusion in graphene- 
sheet and polyacetylene-bundle solid systems. These systems are made of 
infinite-size two and one dimensional “molecules” and such molecules have 
no edges. However, in most practical organic semiconductors like pentacene, 
the systems are made of finite-size molecules, thus appearing the space 
between molecules. As shown in chapter 3, the metal atoms prefer to locate 
near the organic system to obtain the adsorption energy. Therefore, it is 
easily expected that the diffusion between molecules needs some kinetic 
energy to detach the metal atom from molecules and thus becomes the 
limiting process of the diffusion. In this view, in the present chapter, we 
study the metal-atom diffusion in finite-size molecular solid systems, 
concentrating on the diffusion between molecules. 
    There are a number of organic semiconductors. It is interesting to study 
the electronic structures of respective semiconductors and compare them 
with each other. However, we are interested in common features intrinsic to 
organic systems. Moreover, the organic semiconductors are often made of 
large-size molecules having various chemical-bonding parts, which requires 
enormous calculation cost/time and often hides the fundamental features 
from calculated results. Therefore, we produce a “model organic solid” to 
derive the common features of diffusion. 
   The model system should have reasonable physical properties of organic 
semiconductors from theoretical and experimental views. As shown in 
chapter 3, since the metal-atom diffusions in graphene and polyacetylene 
systems have common features, we adopt the ring-type molecules in this 
study. Pentacene is one of such molecules intensively studied so far. For 
example, it was reported that the crystalline pentacene shows high carrier 
mobility comparable to amorphous Si [4.1]. To save the calculation cost, 
however, we adopt naphthalene instead of pentacene. Naphthalene and 
pentacene molecules are respectively made of one-dimensional array of two 
and five hexagonal carbon rings. However, both molecules belong to the 
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oligoacene group, thus expected to present similar diffusion properties. 
   Although real naphthalene solid has different crystal structure from 
pentacene [4.2], we construct the model solid made of naphthalene molecules 
by imitating the crystal structure of pentacene. Crystal pentacene is often 
grown on some substrates as shown in Fig.4.1 [4.3]. There are a variety of 
crystal structures for pentacene, depending on the substrate and growth 
conditions [4.3, 4.4, 4.5]. In this present paper, we focus on the triclinic 
thin-film-phase structure, which is shown in Fig. 4.2. This structure has the 
crystal parameters as a=5.93, b=7.56, and c=15.65 Ǻ, and α=98.6°, β
=93.3°, and γ=89.8° [4.3]. For the model solid, we arrange naphthalene 
molecules at the similar positions to this pentacene as shown in Fig. 4.3, 
with keeping the same inter-molecule distances in every direction as 
pentacene and adopting the rectangular unit cell for simplicity. The unit cell 
has the lattice constants, a=5.95, b=7.53, and c=15.66 Ǻ, and includes two 
naphthalene molecules. Naphthalene molecules form a straight line along 
the c-axis, while they are located staggeringly in the a-b plane.  
 
  
Fig.4.1 Schematic picture of pentacene 
film grown on oxide substrate. 
[after ref. 4.3] 
Fig.4.2 Schematic pictures of crystalline pentacene 
having thin-film-phase (left) and bulk-phase 
(right) structures. [after ref. 4.3] 
 Fig.4.3 Model organic solid used in the present study. 
(a) side and (b) top views. Naphthalene 
molecules are arranged in the structure 
similar to pentacene thin films.  
(a)
(b)
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4.2 Diffusion around a single naphthalene molecule 
Before considering the metal-atom diffusion in the model solid, we study 
the diffusion around a single naphthalene molecule in this section. This is 
because the model solid is different from the graphene and polyacetylene 
systems in the points that there exist inter-molecular spaces along and 
perpendicular to the molecule axis. Thus, the diffusion in the model solid is 
expected to receive some influences from neighboring molecules, such as the 
repulsion originating from the collision to nearest molecules and the 
attraction caused by the rebonding to nearest molecules. To clarify such 
influences separately, we first discuss the diffusion in the simplest case of 
around isolated naphthalene in this section, then consider the diffusion 
between two molecules in the next section, and finally study the diffusion in 
the solid in section 4.4.  
First, we consider the diffusion of Al atom. Figures 4.4(a) and 4.4(b) show 
the calculated adiabatic potentials of Al atom around a naphthalene 
molecule. It is seen that the potential is low and flat within a region of the 
molecule, while it suddenly changes the value at the molecule edge. The 
energy to detach Al from the molecule is estimated around 1.2eV, which 
means that Al atom is tightly bounded to the molecule. On the other hand, 
within a region of molecule, Al atom prefers to locate at the center of 
hexagonal carbon ring, which feature is the same as that around the 
graphene system. The potential barrier between two carbon rings is about 
0.2eV, which is also as large as the case near an isolated graphene sheet (the 
case of 8.94Ǻ inter-sheet distance).  
Fig.4.4 Calculated adiabatic potentials of Al atom around a naphthalene molecule.  
(a) 3-dimensional view and (b) its contour plot. Contour is plotted with an 
interval of 0.1 eV.  
(a) (b)
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Figures 4.5(a) and 4.5(b) show the potentials of Au atom. It is seen that 
the potential variation is small and gradually changes from within the 
molecule to around the molecule. The energy to detach Au from the molecule 
is estimated around 0.3eV, which means that Au atom is weakly bounded to 
the molecule. Within a region of molecule, Au atom prefers to locate on the 
hexagonal carbon ring, which feature is again the same as that around the 
graphene system. The potential barrier moving around the carbon ring is low 
and about 0.1eV, which is also as large as the case near an isolated graphene 
sheet (the case of 8.94Ǻ inter-sheet distance).  
 
 
In order to clarify the bonding features of metal atoms to the molecule, 
we then analyze the electronic structures. Figure 4.6 shows the band 
structure of the isolated naphthalene molecule. The calculated 
HOMO-LUMO gap is about 3eV, which is much smaller than the observation 
of 5.0-5.4eV [4.2] due to the employment of the DFT calculation. As seen in 
Figs. 4.7(a) to 4.7(d), eleven occupied bands below -10eV correspond to the σ
-bonding states between carbon atoms, while eight bands located from -5 to 
-10eV are made of C-H bonds. Five bands between -1.5 and -5eV correspond 
to π-bonding states spreading over two hexagonal carbon ring. The bands 
above 1.5eV are antibonding-πstates, thus the LUMO-HOMO gap being 
produced by the energy difference between bonding and antibondingπ 
bonds. 
Fig.4.5 Calculated adiabatic potentials of Au atom around a naphthalene molecule. 
(a) 3-dimensional view and (b) its contour plot. Contour is plotted with an 
interval of 0.1 eV.  
(a) (b)
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Fig.4.6 Band structure of isolated naphthalene molecule. 
Fig.4.7 Calculated electron distributions of the band states of isolated naphthalene molecule. 
 The states at Gamma at (a) -18 (1st), (b) –8 (12th), (c) -1.5 (24th), and (d) +1.5 (25th) eV.  
(a) (b) (c) (d)
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Figure 4.8 shows the band structure of Al-adsorbed naphthalene 
molecule, where Al atom is located at the most stable position, i.e., at the 
center of the carbon ring. The Fermi energy is situated at 0eV, where a single 
half-occupied band is located. Since this band is about 3eV higher than the 
next occupied band at around -3eV, it is expected to originate from the lowest 
LUMO band of naphthalene. In fact, as seen in Fig. 4.9(b), this band is the 
antibonding states of carbon ring. On the other hand, as seen in Figs. 4.9(a) 
and 4.9(c), the bands located at -3 and +1eV are theπ-bonding state and the 
Al p-orbital-like state, respectively. This result indicates that, although there 
is some orbital hybridization between Al and naphthalene, roughly speaking, 
one valence electron of Al p-orbital moves to occupy theπ-antibonding state. 
Thus, the bonding between Al atom and the naphthalene molecule can be 
assigned to the ionic bonding caused by the attractive Coulomb interaction 
between electrons in naphthalene and holes in Al, similar to the case of Al 
atom near the graphene sheet. This also explains the large bonding energy 
between Al and naphthalene.  
 
 
 
 
 
 
 
 
 
 
Fig.4.8 Band structure of isolated naphthalene molecule with Al adsorbed at the most 
stable position, i.e., at the center of hexagonal carbon ring, as shown in the left.  
Fig.4.9 Calculated electron distributions of the band states of Al-adsorbed naphthalene. 
The states at Gamma at (a) -3 (25th), (b) 0 (26th), and (c) +1.0 (27th) eV.  
(a) (b) (c)
Al Al@Position A-2
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Figure 4.10 shows the band structure of Au-adsorbed naphthalene 
molecule, where Au atom is located at the most stable position, i.e., around 
on the carbon ring as shown in the inset. The Fermi energy is situated at 0eV, 
where a half-occupied band is located. By comparing Figs. 4.6 and 4.10, we 
note that this band does not exist in Fig.4.6 and is located within the 
LUMO-HOMO gap of naphthalene molecule. In fact, the lowest LUMO and 
highest HOMO states of naphthalene are located at around +1 and -2eV, 
respectively, thus the gap value of about 3eV receiving little change. 
Therefore, this new band is concluded to originate from Au, mainly made of 
Au (s+d)-orbital state as shown in Fig. 4.11(c). On the other hand, it is noted 
that occupied Au d-orbital bands appear just under the highest HOME level. 
As seen in Fig. 4.11(a), these Au orbitals produce the hybridization withπ
-bonding states of naphthalene, which lowers the system energy by 
producing weak covalent-like bonding between Au and naphthalene. This 
fact is the reason why the Au atom prefers to locate around on the hexagonal 
carbon ring, similar to the case of Au near the graphene sheets.  
From these analyses, we can conclude that the breakdown of ionic Al- 
naphthalene bond is the origin of large binding energy of Al to naphthalene, 
while the breakdown of weak covalent-like Au-naphthalene bond becomes 
the origin of small binding energy of Au with naphthalene. 
 
 
  
Fig.4.10 Band structure of isolated naphthalene molecule with Au adsorbed at the most 
stable position, i.e., near on the hexagonal carbon ring, as shown in the left.  
Au@Position C-3Au
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Fig.4.11 Calculated electron distributions of the band states of Au-adsorbed naphthalene. 
 The states at Gamma at (a) -5 (19th), (b) -2 (29th), (c) 0 (30th), and (d) +1.0 (31th) eV.  
(a) (b) (c) (d)
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4.3 Effects of molecular arrays 
In the previous section, we discussed the metal-atom movement around 
isolated naphthalene molecule. However, it is our primary interest how the 
metal-atom diffusion occurs between molecules beforehand. Thus, in this 
section, we discuss the diffusion between molecules.  
 
4.3.1 Vertical array 
    
 
 
 
 
 
 
To study the diffusion between molecules, we first adopted the system 
made of two naphthalene molecules locating nearby along the molecular axis 
(blue arrow), as shown in Fig. 4.12. The distance between two molecules is 
artificially set up as 1.88 and 1.25Ǻ because most of organic systems change 
its inter-molecule distance by the molecular modification and by applying 
some pressure. These values are larger and smaller than the observed one of 
pentacene solid around 1.5 Ǻ. To separate this system in the repeated 
unit-cell calculation, the distances between nearest-neighboring unit cells 
are taken as 15.1 and 12.0 Ǻ perpendiculars to the molecular plane and 
along the side axis of molecule, respectively. Since the geometry is symmetric 
at the center of two molecules, we hereafter consider the atom movement 
around one molecule as indicated by a red circle.  
We fist consider the overall features of adiabatic potentials. Figures 4.13 
and 4.14 show the calculated adiabatic potentials for Al atom in cases of the 
inter-molecular distances of 1.88 and 1.25Å, respectively, while Figs. 4.15 and 
4.16 display the corresponding potentials for Au atom. As seen in these figures, 
Molecular axes
1.25Å
1.88Å
Fig.4.12 Schematic picture of two-molecule system studied in 
this section. Two naphthalene molecules are located 
as a dimmer along the molecule axis (blue arrow). 
The inter-molecule distance is artificially taken to 
1.88 and 1.25 Ǻ. 
(b) 
(a) (b) 
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the potentials show the asymmetry between top and bottom sides of molecule, 
which is not seen in the cases around single molecule shown in Figs. 4.4 and 
4.5. Moreover, it is clearly seen that such asymmetry becomes large as the 
inter-molecule distance decreases. Thus, it is clear that the asymmetry occurs 
due to the existence of neighboring molecule in the top side.  
  
Fig.4.13 Calculated adiabatic potentials of Al atom around one of two naphthalene molecules 
(marked by a red circle in Fig. 4.12) when the inter-molecule distance is 1.88Ǻ.  
(a) 3-dimensional view and (b) its contour plot. Contour is plotted with an interval of 0.1 eV.  
Fig.4.14 Calculated adiabatic potentials of Al atom around one of two naphthalene molecules 
(marked by a red circle in Fig. 4.12) when the inter-molecule distance is 1.25Ǻ.  
(a) 3-dimensional view and (b) its contour plot. Contour is plotted with an interval of 0.1 eV.  
(a) (b)
(a) (b)
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Fig.4.15 Calculated adiabatic potentials of Au atom around one of two naphthalene molecules 
(marked by a red circle in Fig. 4.12) when the inter-molecule distance is 1.88 Ǻ.  
(a) 3-dimensional view and (b) its contour plot. Contour is plotted with an interval of 0.1 eV.  
Fig.4.16 Calculated adiabatic potentials of Au atom around one of two naphthalene molecules 
(marked by a red circle in Fig. 4.12) when the inter-molecule distance is 1.25 Ǻ.  
(a) 3-dimensional view and (b) its contour plot. Contour is plotted with an interval of 0.1 eV.  
(a) (b)
(a) (b)
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Then, we consider the diffusion barrier between two molecules. As 
decreasing the inter-molecule distance from 1.88 to 1.25 Ǻ, the barrier 
simply decreases from 0.76 to 0.58 eV for Al and from 0.21 to 0.18 eV for Au. 
This result indicates that the diffusion between molecules becomes easier as 
decreasing the inter-molecule distance. On the other hand, we also note that 
the barrier change is larger for Al than Au.  
 
 
 
 
In order to clarify why these features appear, we analyze the band 
structures. Figure 4.17(a) shows the band structure of two-naphthalene 
system when the inter-molecule distance is 1.25 Ǻ, while Fig. 4.17(b) shows 
that of the single naphthalene system. It is clearly seen that both systems 
have the similar band structures, though the former one has nearly 
doubly-degenerate spectra because of the existence of two molecules in the 
unit cell. However, we also note that some bands split such degeneracy a 
little due to the interaction between molecules.  
Figures 4.18(a) and 4.18(b) show the corresponding band structures of 
Al-adsorbed naphthalene systems when the adsorption occurs at the most 
stable positions, while Figs. 4.19(a) and 4.19(b) display those of Au-adsorbed 
naphthalene systems when Au atoms are located at the most stable positions. 
From these figures, we note that the degeneracy of energy levels in 
two-naphthalene systems are largely broken because the metal atoms are 
adsorbed only near one of two molecules and produce the asymmetry of 
(a) (b)
Fig.4.17 Calculated band structures of (a) two naphthalene and (b) single 
naphthalene systems. In (a), the inter-molecule distance is 1.25 Ǻ. 
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adsorption. However, the overall features of adsorption such as the 
appearance of metal-originated bands are similar between two and single 
naphthalene systems. This result indicates that the coupling between metal 
atom and naphthalene is ionic and covalent for Al and Au, respectively, 
similar to the cases of the coupling around single naphthalene.  
 
  
Fig.4.18 Calculated band structures of Al-adsorbed (a) two naphthalene and (b) single 
naphthalene systems. In both (a) and (b), Al atoms are adsorbed at the most stable 
position as marked by blue solid circles. The inter-molecule distance in (a) is 1.25 Ǻ. 
Fig.4.19 Calculated band structures of Au-adsorbed (a) two naphthalene and (b) single 
naphthalene systems. In both (a) and (b), Au atoms are adsorbed at the most stable 
position as marked by yellow solid circles. The inter-molecule distance in (a) is 1.25 Ǻ. 
Au@Position C-3AuAu@Position C-3Au(a) (b)
Al Al@Position A-2Al@Position A-2Al(a) (b)
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In case of Al, Al prefers to supply some valence electrons toπ*-orbital 
states of hexagonal carbon ring of naphthalene. Since theπ* states of two 
naphthalenes hybridize with each other due to the inter-molecule interaction 
and extend over two molecules. Thus the supplied electrons are extended 
over two molecules, which is the reason why the potential has lower energy 
around the center of two molecules compared to the bottom side of the 
molecule. In case of Au, on the other hand, Au prefers to produce a weak 
covalent-like bond with theπ-orbital states of naphthalene molecules. Since 
theπ-orbital states are localized compared to theπ* states and such a 
bonding has the localized character compared to the ionic bonding, the 
decrease of potential energy is smaller than that of Al as the inter-molecule 
distance decreases.  
Finally, we consider the adsorption energy of metal atom to two-molecule 
systems, which is derived by moving the metal atom from the bottom 
vacuum region to the most stable position of lower molecule. The adsorption 
energies of Al are estimated 0.77 and 0.88 eV for the inter-molecule distances 
of 1.88 and 1.25 Ǻ, respectively, while those of Au are 0.24 and 0.24 eV. As 
explained in the above, since the coupling between Au and naphthalene has 
localized character, the adsorption energy of Au does not depend on the 
inter-molecule distance. On the other hand, Al supplies electrons mainly to 
theπ*-orbital state of lower naphthalene on leaving toward the vacuum 
region in the bottom side. However, due to the hybridization of theπ* states 
between two naphthalenes, such supplied electrons are also extended into 
the upper molecule, thus needing larger energy to release the Au from the 
lower molecule compared to the case of  single molecule.  
In this way, reflecting the coupling features of metal atoms to organic 
molecules, i.e., the long-range ionic coupling of Al and the short-range 
covalent-like coupling of Au, it is expected that the adsorption energy of Al 
increases as the molecules produce its own group, while that of Au has 
almost the same adsorption energy irrespective of molecular grouping. 
 
 
4.3.2 Side arrays 
Next, we consider the inter-molecule diffusion when two molecules are 
located side by side perpendicular to the molecule axis, as shown in Fig. 4.20. 
The distance (H-H) between molecules is artificially taken as 1 Ǻ. Figures 
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4.21(a) and 4.21(b) show the calculated adiabatic potentials for Al and Au, 
respectively, around the left molecule. It is seen in both figures that the 
potential slope becomes gentle and its height becomes low in the right side 
where the nearest molecule is located. In fact, within the displayed region, 
the potential barriers from the stable point to the left and right edges are 
respectively about 0.8 and 0.6 eV for Al, and about 0.2 and 0.1 eV for Au. It is 
easy to expect that this change occurs due to the existence of nearest 
molecules, similar scenario discussed in the previous subsection.  
 
 
 
 
 
 
 
  
Fig.4.20 Schematic picture of two-molecule 
system. Two naphthalene molecules 
are located side by side perpendicular 
to the molecule axis and parallel to 
each other. The inter-molecule 
distance between hydrogen atoms is 
artificially taken to 1.0Ǻ. 
Fig.4.21 Calculated adiabatic potentials for (a) Al and (b) Au atoms around the left 
molecule when two molecules have the configuration shown in Fig. 4.20. 
Contour is plotted with an interval of 0.1 eV. 
(a) (b)
X
1Ǻ
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Then, we consider the diffusion when two molecules are located side by 
side with the staggered configuration, as shown in Fig. 4.22. The distance 
between the edge hydrogen atom and the nearest molecular plane is 
artificially taken as 2 Ǻ. Figures 4.23(a) and 4.23(b) show the calculated 
adiabatic potentials for Al and Au, respectively, around the left molecule. 
One can clearly see in both figures that the potential slope becomes sharp 
and its height becomes high in the right side where the nearest molecule is 
located, which is completely opposite to the change observed in the 
configuration of Fig.4.20. Within the displayed region, the potential barriers 
from the stable point to the left and right edges are respectively about 0.8 
and 0.9 eV for Al, and about 0.2 and 0.4 eV for Au. This change occurs due to 
the existence of nearest molecule as a geometrical wall for the diffusion. In 
fact, since the π-orbital states of naphthalene is extended about 1.2-1.3 Ǻ 
perpendicular to molecular plane and the atomic radiuses of Al and Au are 
respectively 1.18 and 1.34 Ǻ, they receives the large repulsion from the 
closest molecule. 
 
 
 
 
 
 
 
 
 
 
  
Fig.4.22 Schematic picture of two-molecule 
system. Two naphthalene molecules are 
located side by side perpendicular to the 
molecule axis and staggered to each 
other. The inter-molecule distance 
between hydrogen atom and molecule 
plane is artificially taken to 2.0Ǻ. 
Fig.4.23 Calculated adiabatic potentials for (a) Al and (b) Au atoms around the left molecule 
when two molecules have the configuration shown in Fig. 4.22. Contour is plotted 
with an interval of 0.1 eV. 
(a) (b)
X
2Ǻ
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Finally, we consider the diffusion when two molecules are located side by 
side with their molecular planes perpendicular to each other, as shown in Fig. 
4.24. This configuration is the same as that in Fig. 4.22. In this case, however, 
we consider the diffusion near the right molecule in Fig. 4.22, which 
molecular plane is red shadowed in Fig. 4.24. The vertical distance between 
the molecular plane and the H atom of nearest molecule is artificially taken 
as 4.25 and 3.8 Ǻ, where the distance is considered perpendicular to the 
molecule axis as shown by a blue arrow in Fig. 4.24. These values are much 
larger than that taken in Fig. 4.22. This is because, as shown below, the 
metal-atom diffusion near the red-shadowed molecule remarkably changes 
due to the collision to the edge of nearest molecule.  
Figures 4.25(a) and 4.25(b) show the calculated adiabatic potentials for 
Al and Au, respectively, around the red-shadowed molecule in Fig. 4.24. One 
can clearly see in both figures that the potential becomes high around the 
center of molecule: around 0.4 and 0.6 eV higher for Al and Au measured 
from the most stable positions. This occurs because the nearest molecule 
approaches the red-shadowed molecule, reduces the inter-molecule space, 
and interrupts the diffusion. As a result, the most stable positions move from 
the center of molecule to left/right sides of molecule. As seen in cases of the 
distance with 3.8 Ǻ, which are shown in Figs. 4.25(c) and 4.25(d), this 
tendency becomes much clear as decreasing the inter-molecule distance.  
From these results, we can conclude that the geometrical effect, i.e., the 
inter-molecule space reflecting molecule configuration, largely changes the 
diffusion potentials and becomes one of key origins to determine the diffusion 
Fig.4.24 Schematic picture of two-molecule system. 
Two naphthalene molecules are located 
with their molecular planes perpendicular 
to each other. The vertical inter-molecule 
distance is artificially taken to 4.25 and 
3.8Ǻ. (Blue arrow shows the vertical 
direction.) 
X
Vertical interval 4.25, 3.8Å
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path. In fact, as seen in Figs. 4.25(a) and 4.25(b), when the edge of nearest 
molecule approaches the center, the metal atoms can only stay a little 
outside of molecule edges and diffuse along the molecule side edges. This 
diffusion behavior will be seen in the case of oligoacene solids in the next 
section.  
As seen in Fig. 4.25(a), the desorption energy to move Al from the most 
stable positions to the bottom edge of the figure is around 0.6 eV, which is 
smaller than the values (about 0.8eV) seen in Figs. 4.13 and 4.14. This is 
because, due to the repulsion to the nearest molecule, the most stable 
positions change and their potential energies become higher and approach 
the vacuum value seen in Fig. 4.4. As seen in Fig. 4.25(b), on the other hand, 
such desorption energy of Au is around 0.25 eV, which is comparable to the 
values (0.24eV) seen in Figs. 4.15 and 4.16. This is because the most stable 
positions for Au are located around the molecule even in cases of Figs. 4.15 
and 4.16, and they do not change largely by the approach of the nearest 
molecule.  
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Fig.4.25 Calculated adiabatic potentials for Al ((a) and (c)) and Au ((b) and (d)) atoms around 
the red-shadowed molecule in Fig.4.24. (a) and (b) correspond to the distance of 4.25 
Ǻ, while (c) and (d) to 3.8 Ǻ. Contour is plotted with an interval of 0.1 eV. 
(a) (b)
(c) (d)
71 
 
4.4 Diffusion in oligoacene solids 
In previous sections, we have studied the metal-atom diffusion around 
isolated one and two naphthalene molecules to clarify the fundamental 
characteristics of diffusion near finite-size organic molecules. In organic 
molecular solids, however, since the molecules are arranged near-by with 
their axes pointing to various directions, many factors are expected to work 
and determine the diffusion characters. In this section, we consider the 
metal-atom diffusion in the crystal model solids, and clarify the diffusion 
behavior and the origin of potential barrier. 
We show again the schematic view of the present model solid in Fig. 4.26. 
The unit cell has two naphthalene molecules. Since the C-C σ-bonds of the 
molecule is strong, the molecule skeleton is expected not to be broken by the 
thermal energy. In this case, there exist at least two directions of the 
metal-atom diffusion as shown in Fig. 4.26; one is the diffusion along 
molecule axis and the other is the diffusion perpendicular to the molecule 
axis, which are respectively displayed as red and blue arrows. We first 
consider the former case. . 
 
 
 
 
 
 
 
 
 
  
(a) (a) 
Fig.4.26 Representative diffusion paths in the present model organic solid. (a) side 
and (b) top views. Red and blue arrows indicate the diffusions along and 
perpendicular to the molecule axis, respectively.  
(a) (b)
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4.4.1 Diffusion along molecular axis 
To clarify the diffusion path, we first set a metal atom at the points, from 
① to ⑭, on the center line of molecule shown in Fig. 4.27, then moved it 
toward the most stable position according to the calculated Helman- 
Feynman force with keeping its z coordinate and relaxing its x and y 
coordinates, together with relaxing the coordinates of other atoms, and 
finally realized the optimized atom configuration. The diffusion path is 
obtained by tracing these stable points. It should be noted that the positions 
of two C atoms in a single naphthalene molecule having z=0 coordinate were 
fixed during the optimization to define the z coordinate. Moreover, we fixed 
the size and shape of the unit cell but optimize the inter-molecular distances 
and the slope angle to the z axis.  
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Fig.4.27 Initial atom positions to obtain the 
lowest-energy diffusion path along 
the molecular axis, z.  
Fig.4.28 Calculated adiabatic potentials for Al 
and Au atoms as a function of the 
metal-atom position along the 
molecule axis. Inset below shows the 
metal-atom position corresponding 
to the horizontal axis. 
Model-position 
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Figure 4.28 shows the calculated adiabatic potentials for Al and Au 
atoms as a function of atom positions. Here, the most stable energy that is 
realized at the molecule edge is set to zero and the atom position is displayed 
in the below. First, we consider the diffusion within the molecule; the 
intra-molecule diffusion in Fig. 4.28. It is seen in this figure that Al atom has 
the minimum energy at the molecule edge and the local minimum with 
higher energy around the center of molecule. This feature is completely 
different from the diffusion behavior around isolated molecules seen in Fig. 
4.4, where Al atom prefers to locate at the center of hexagonal carbon rings. 
On the other hand, Au atom has the almost flat potential height within the 
molecule and has the minimum energy at the molecule edge. The former 
feature is consistent with that observed around isolated molecules.  
These features are explained by considering the diffusion path. Figure 
4.29 schematically shows the diffusion paths of Al and Au atoms. It is seen 
that both metal atoms avoid the center line of molecule and move along the 
right edge line of the molecule. This occurs because, as shown in section 4.3.2, 
the space for metal atoms to diffuse remarkably reduces when the wing of 
the nearest molecule approaches to the center line of the molecule. This is 
the true reason why metal atoms prefer to diffuse along the molecule side 
edge in zigzag manner as shown in Fig. 4.29. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.4.29 Schematic figure of diffusion paths and barriers for Al and Au atoms. 
Vertical broad bar in the left indicates the edge of the closest 
molecule. In the right, those of the case in polyacetylene crystal are 
shown for reference. 
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 This situation is also similar to the metal-atom movement seen in Fig. 
4.25 near the staggered neighboring two molecules. In fact, as seen in Fig. 
4.4, the potential of Al at the point, ①, is higher than that at ③ in case of 
an isolated molecule. However, in the present solid, the energy at both ① 
and ③ points have similar energies. This is because Al receives a repulsion 
from the nearest molecule at ③ and has the high energy comparable to that 
at ①, which also indicates the importance of enough space for the diffusion 
in solids.  
It is interesting to note that Al atom diffuses across the C-C bond in the 
side edge, while Au atom diffuses along the C-C bond in the side edge. By 
analyzing electronic structures, we found that such features come from the 
bonding character; Al is bounded to the molecule by supplying its electrons to 
π∗ orbitals of the molecules, while Au is bounded to the molecule by making 
Au-C covalent bond. These features are similar to the case of polyacetylene, 
which was discussed in the previous chapter and shown again in the 
right-hand side of Fig. 4.29. In fact, not only the diffusion path but also the 
potential barrier is quite similar; 0.5 and 0.2eV for Al and Au, respectively, in 
the present model solid, while 0.6 and 0.3eV for Al and Au, respectively, in 
the case of polyacetylene. This is because the unit cell of polyacetylene 
crystal also has two molecular chains that are located in a staggered manner.  
Fig.4.30 Schematic figure of metal atom 
positions. Top (left) and side 
(right) views. 
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Next, we consider why Al and Au metal atoms prefer to locate at the 
molecule edge. The right of Fig. 4.30 schematically shows the side view of 
metal-atom positions. It is seen that the metal atoms are located high from 
the molecule plane at the point, ① in the left of Fig. 4.30, and low at ⑤. 
This occurs because the atomic radius of H (0.4Ǻ) is smaller than that of C 
(0.77Ǻ) and thus the metal atom can approach to the molecule without 
receiving the repulsion from the molecule atoms when it is located around 
the point, ⑤. Reflecting such difference of atomic height, the interaction 
between metal atom and molecule becomes large around the molecule edge 
and promote the stabilization of both Al and Au atoms around the molecule 
edge. This is also examined by comparing the band structures. Figure 4.31 
shows the calculated band structures when Au is located at ① and ⑤ 
points. The band appearing at the Fermi energy originates from the 
covalent-like bond between Au and C. This band has the lower energy at ⑤
than at ①, which indicates the increase of bonding at ⑤.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.4.31 Calculated band structures when Au is located at ① and ⑤ points in Fig. 4.30.  
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Finally, we consider the diffusion between molecules; i.e., the 
inter-molecule diffusion in Fig. 4.26. It is seen that Al has a large potential 
barrier around 0.8 eV, while Au has a barrier of about 0.3 eV. We found that 
the origins of such barriers between molecules are basically the same as 
those observed in cases of isolated molecules, graphene sheets, and 
polyacetylene bundles. In fact, even when Al is located between molecules, Al 
supplies its valence electrons to the surrounding molecules and realizes the 
ionization as Al+ and (C10H8)-, as shown in Fig. 4.32. Since this ionization 
induces the ionic Coulomb attractive interaction between Al and molecule, 
the potential becomes large between molecules where the distance between 
Al and molecule becomes large.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.4.32 Electron-transfer distribution when Al is located between molecules. Electron increases in 
red region, while it decreases in blue region. It is clearly seen that electrons are transferred 
from Al to the surrounding molecules. 
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In case of Au, on the other hand, the Au-C weak covalent bond is 
produced as shown in Fig. 4.33(a) when Au is located around the molecule 
edge. However, when Au moves between molecules, such bond is broken as 
shown in Fig. 4.33(b). In this way, the breaking of Au-C bond is the origin of 
barrier between molecules. Reflecting the difference of character between 
ionic and covalent bondings, the barrier of Al is larger than that of Au. 
Comparing the potential barrier between intra and inter-molecule 
diffusions, we can conclude that the inter-molecule diffusion becomes the 
limiting process for Al, thus the diffusion being sensitive to the 
inter-molecule distance as shown in section 4.3.2 and expected to change 
largely under some pressure. In case of Au, on the other hand, the barrier is 
small and both the intra and inter-molecule barrier contributes to the 
diffusion equally. 
 
 
 
 
 
 
  
Fig.4.33 Total electron density when Au atom is located (a) around the molecule edge and 
(b) between molecules. Covalent Au-C bond seen in (a) is broken in (b). 
(a) (b)
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4.4.2 Diffusion perpendicular to molecular axis 
In this subsection, we consider the metal-atom diffusion perpendicular to 
the molecular axis, as shown as a blue line in Fig. 4.26. In order to determine 
the diffusion path with lowest energy in the xy plane perpendicular to the 
molecule axis, we first set a metal atom at the points, which have the y 
coordinates from ① to ⑥ in the inset of Fig. 4.34 and are located near the 
center molecule in a unit cell, then moved it toward the most stable position 
according to the calculated force with keeping its y coordinate and relaxing 
its x and z coordinates, together with relaxing the coordinates of other atoms, 
and finally realized the optimized atom configuration. The diffusion path is 
obtained by tracing these stable points. It should be noted that the positions 
of two C atoms in a center naphthalene molecule having z=0 coordinate were 
fixed during the optimization. Moreover, we fixed the size and shape of the 
unit cell and defined the long axis as the y axis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4.34 Calculated adiabatic potentials of Al and Au, as a function of metal-atom 
position. Inset shows the schematic top view of the present model solid, 
representing the atom positions. Green lines indicate the molecule planes. 
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 Figure 4.34 shows the calculated adiabatic potentials for Al and Au 
atoms as a function of metal-atom position, while the inset schematically 
shows the metal-atom position. Both metal atoms, Al and Au, show quite 
high potential barriers around 0.9eV at the position, ⑤, thus the possibility 
to diffuse perpendicular to the molecular axis being quite small for both atom. 
Moreover, the potentials have lower energies at ① and ④ because these 
points have large space for metal atoms and possesses no repulsive strain 
from neighboring molecules, compared to the point, ⑤, as shown in Fig. 4.35. 
In this way, the limited space for the diffusion that reflects the molecule 
geometrical configuration is one of leading factors to determine the potential 
barrier. It is interesting to note that Al and Au have almost the same 
potential magnitude, which might reflect that such geometrical factor 
manifests the diffusion perpendicular to molecule axis in the present model 
solid. 
Considering both the results of diffusion along and perpendicular to the 
molecule axis, it is expected around the room temperature that Au atom 
prefers to diffuse only along the molecule axis and shows the large anisotropy, 
while Al atom prefers to locate around the molecule edges and is difficult to 
diffuse along any directions. In addition, we can conclude that not only the 
nature of coupling between metal atom and molecule, i.e., ionic coupling of Al 
and covalent one of Au, but also the geometrical area reflecting the molecule 
configuration are leading origins to produce the potential barriers in organic 
solids.  
 
 
 
  
Fig.4.35 Schematic figure of diffusion paths for Al and Au. 
Blue and red dots indicate the most stable 
positions for each y coordinate along the long 
axis. Green lines denote the molecule planes. 
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4.5 Diffusion on surfaces 
In the previous section, we discussed the metal-atom diffusion in model 
solid, and the results shows the difficulty of diffusion due to the tight 
geometry space in single-crystal solids having realistic density. However in 
practical organic semiconductors, a variety of defects such as grain 
boundaries are often generated, reflecting the small cohesion energy and 
elastic softness that originate from the weak van der Waals interaction and 
depending on the growth conditions. At present, however, there are little 
systematic investigations for crystal structures of grain boundaries. Since 
the grain boundary is exposed to some open space, it is expected to have 
similar feature to the surface. In this view, it is important to know the 
metal-atom diffusion on the surface of organic molecular solids. On the other 
hand, the surfaces of molecule crystal are also important because they 
produce the interfaces when contacted to metal electrodes. In this section, we 
consider the metal-atom diffusion on the surface of molecular crystal 
adopting our model solid. 
As shown in Fig. 4.36(d), there exist three kinds of surfaces for the 
present model solid. They are (a) herring-bone surface, (b) hexagonal-plane 
surface, and (c) hydrogen-edged surface. Figure 4.37 shows the calculated 
adiabatic potentials of Al and Au on the herring-bone surface as a function of 
metal atom position, which y coordinate is shown in the inset, while Fig. 4.38 
schematically shows the diffusion paths of Al and Au where the molecules 
are displayed at the ideal positions.  
 
 
 
Fig.4.36 Schematic figures of surface structures of the present model solid.     
(a) herring-bone surface, (b) hexagonal-plane surface, and      
(c) hydrogen-edged surface. (d) displays the positions of these surfaces. 
a
b c(a) (b) (c) (d)
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It is seen that the potentials have high energies around the points, ⑤ 
and ⑥, while they have low energies between ① and ④. We found that 
such variation is related to the atomic height from the surface; metal atoms 
are located about 1.6Å above the surface around ⑤ and ⑥, while Al and 
Au atoms penetrate into surface by 0.8 and 0.6Å around ③ and ④ points, 
respectively. The former position might occur because the inter-molecule 
space is not sufficient and metal atoms cannot enter the solid. On the other 
hand, the latter sinking motion is realized by shifting and tilting the nearest 
Al Au
Diffusion path Diffusion path
Barrier=0.6eV Barrier=0.5eV
Dive into the solid
Stable 
positionStable position
Fig.4.37 Calculated adiabatic 
potentials of Al and Au on the 
herring-bone surface as a 
function of metal atom 
position. Inset displays the top 
view of the surface and denotes 
the y coordinate of respective 
atom position. 
Fig.4.38 Schematic figures of diffusion 
paths of Al and Au atoms, 
viewed from the surface top.  
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neighboring molecule. Namely, since the surface has enough room to relax 
the molecule configuration geometrically, metal atoms tend to sink into solid 
and stabilize the surface. In this way, the diffusion on the surface occurs by 
moving metal atoms up and down and the potential barriers appear due to 
the deformation of surface molecule configurations. It is interesting to note 
that both Al and Au have similar magnitude of barrier, 0.6 and 0.5eV for Al 
and Au, respectively, which reason has not been clarified yet. This might be 
related to the similar potential values between Al and Au observed for the 
intra-molecule diffusion in Fig. 4.28, where metal atoms move between 
stable positions that are not most stable in case of isolated molecule.  
 
 
 
 
 
4.6 Summary 
In this chapter, we have studied the metal-atom diffusion in organic 
model solid made of finite-size oligoacene (naphthalene) molecules, and 
clarified the characteristics of diffusion and the origins of diffusion barrier.  
 We found that the low-negativity atom such as Al prefers to locate at the 
molecule edge and is difficult to diffuse in solid, while the high-negativity 
atom like Au can diffuse along the molecular axis by hopping between the 
molecule edges, thus the diffusion is highly anisotropic. At least two factors 
become the origins of potential barriers; one is the breaking of atomic 
bonding between metal atom and molecule, i.e., ionic coupling of Al and 
covalent one of Au. The other is the elastic repulsion caused by the 
condensed molecule configuration. The former factor decreases the barrier as 
the inter-molecule distance decreases, while the latter factor decreases the 
barrier when enough space is secured for the diffusion, which size is larger 
than the atomic radius.  
  
83 
 
Chapter 5 
Conclusions 
5.1 Conclusions 
Fundamental knowledge of the metal-atom diffusion in organic systems 
is crucial to develop organic devices having enough reliability. Moreover, 
since the cohesion mechanism is intrinsically different between organic and 
inorganic systems, the understanding of essential difference of diffusion 
between both systems is also interesting in the scientific view. However, 
there have been no theoretical investigations so far. In this paper, we have 
studied the metal-atom diffusion in organic semiconductor systems by the 
first-principles calculations based on the density functional theory.  
There exist enormous numbers of organic semiconductors. To derive 
common features, we produced two kinds of model-solid systems paying 
attention to the geometry of organic molecules and their configurations. 
They are (i) graphene sheets and polyacetylene bundles, which have 
carbon-ring and carbon-chain geometries, respectively, and are made of 
infinite-size π-conjugated molecules, and (ii) oligoacene (naphthalene) solid, 
which has staggered configuration and is made of finite-size molecules. By 
calculating adiabatic diffusion potentials of Al and Au atoms and by 
analyzing electronic structures such as energy spectra and electron 
distribution, we have clarified the following features:  
(1) The diffusion behavior is at least classified into two groups 
depending on the electronegativity of metal atoms; the small negativity 
atoms such as Al partially supply electrons to *π  states of C-C bonds, are 
bounded to carbon systems with the ionic interaction, and diffuse across the 
C-C bonds with barriers around 0.4-0.8eV. On the other hand, the large 
negativity atoms like Au produce covalent-like bonds with π -orbitals of 
carbon, and prefer to move along the C-C bonds with barriers less than 
0.2eV.  
(2) We found that the above features are common between graphene, 
polyacetylene, and oligoacene systems. Therefore, we can reasonably expect 
that these features are common to many organic systems having π
-conjugated carbon ring or chain structures. In addition, they are completely 
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different from the diffusion behavior in inorganic systems like Si. 
(3) In case of oligoacene solid, we found that the low-negativity atom 
such as Al prefers to locate at the molecule edge and is difficult to diffuse in 
solid, while the high-negativity atom like Au can diffuse along the molecular 
axis by hopping between the molecule edges, thus the diffusion is highly 
anisotropic. In addition, it was shown that the diffused Al becomes donor, 
while Au produces deep levels that can capture electron and hole carriers.  
(4) At least two factors become the origins of potential barriers; one is 
the breaking of atomic bonding between metal atom and molecule, i.e., ionic 
coupling of Al and covalent one of Au. The other is the elastic repulsion 
caused by the condensed molecule configuration. The former factor decreases 
the barrier as the inter-molecule distance decreases, while the latter factor 
decreases the barrier when enough space is secured for the diffusion, which 
size is larger than the atomic radius.  
Moreover, we have discussed the effects of van der Waals interaction on 
the diffusion, the possibility of metal-atom clustering, and the diffusion on 
the surface imitating grain boundary. 
 
 
5.2 Future prospect 
In this paper, we have revealed the fundamental properties of 
metal-atom diffusion in semiconducting organic systems. In this section, we 
enumerate various directions to advance the present study. (i) One direction 
is to study the metal-atom movements at various surfaces. In section 4.5, we 
focused on the herring-bone surface, which is typical for organic systems, 
and studied the diffusion on this surface. However, the surfaces have in 
general various directions and their stability depends on the growth 
conditions. To realize such study, one has first to investigate the stability of 
various surfaces, and then clarify the adsorption of metal atoms on the 
surfaces. After these, one can systematically study the diffusion.  
  (ii) The second is to study the metal-atom diffusion across the metal- 
electrode/semiconductor interfaces. Metal atoms in organic systems are 
sometimes supplied from the metal interface. Therefore, we have to clarify 
how the metal atoms in metal electrode penetrate into semiconducting layers. 
In this case, we also have to consider the effects of electric field on the 
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diffusion because such diffusion is considered enhanced when the voltage is 
applied to the electrode. Moreover, the metal electrodes are sometimes 
deposited on organic systems by sputtering. Therefore, we have to clarify 
how the diffusion properties change when the metal atom initially has the 
velocity perpendicular to the interface.  
  (iii) The third direction is to study the nature of impurity levels produced 
by metal atoms in organic systems. Transport experiments proposed that Au 
atoms in pentacene solid produce deep levels within the bang gap and such 
levels act as a current path [1.7]. To clarify the origins of these phenomena, 
we think that the study of chemical trend of metal-atom-induced impurity 
level is important. This will be realized by changing the metal-atom kinds 
and investigate their electronic structures, especially their impurity levels. 
In addition to these directions, considering the real experimental 
situations, the study of In and Pt atom diffusion looks practical and 
interesting because these atoms are also used as electrode materials and In 
atoms show no clustering as discussed in section 3.5.  
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Appendix A  
Multi-mode effects on diffusion 
The diffusion of atoms plays a key role in many physical and chemical 
properties such as the crystal growth, the mixing of materials, and the phase 
transitions. Molecular dynamics (MS) simulations are often used to evaluate 
the diffusion coefficients theoretically, where the diffusion coefficients are 
calculated from the migration distance of atoms in a certain time. Since MD 
simulations move atoms at high temperature, they work well for fast 
diffusion. However, at low temperature, many trials are necessary for the 
MD simulations to move atoms over the potential barrier, they are not 
effective for slow diffusion in crystals [A.1].  
For slow diffusion, a statistical-mechanical approach based on the 
transition-state theory (TST) becomes an efficient method to calculate the 
diffusion constant. In section 2.3, we adopted the classical TST and showed 
that the transition probability for the metal atom to move over the potential 
barrier is given by the Arrhenius formula as 
   1
N0
�
dN
dt
� ≃
ω
2π
exp[−β △ W],                              (A.1) 
where △ W = { W(𝐑1) − W(𝐑0)}  is the potential barrier between the 
potential minimum point, R0, and the potential maximum point, R1,, β
=1/kBT the inverse temperature, and ω0 the vibration frequency of the atom 
around R0. The “classical” here indicates that we assume that the diffusing 
atom is described by a classical point particle because its mass is heavier 
compared to electrons. (In cases of atoms with light masses such as H and He, 
one has to consider the quantum effects such as tunneling effect in diffusion.)  
On deriving eq. (A.1), we consider only one-dimensional movement of 
atom along the diffusion path. However, the movement freedom of classical 
particle is not one but three. In this real case, we have to consider the 
three-dimensional Hamiltonian as  
)(
2
ˆ
2
R
P
W
m
H += ,                                       (A.2) 
where P and R represent three-dimensional coordinate of the atom. The 
potential minimum point, R0, is characterized by the three vibration 
frequencies, ω0,1, ω0,2, ω0,3, all of which are real and positive numbers. On 
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the other hand, the potential maximum point, R1, along the diffusion path 
becomes the saddle point and is thus characterized byω1,1, ω1,2, ω1,3, where
ω1,1 is an imaginary number while ω1,2 and ω1,3 are real and positive 
numbers. Adopting the same calculation as in section 2.3 and noting that the 
integration for the second and third coordinates perpendicular to the 
diffusion path gives the simple pre factor, we obtain the transition 
probability as [A.2]  
]exp[
2
1
)(
1
3,12,1
3,02,01,0
0
W
dt
dN
N
∆−≈ β
ωω
ωωω
π
.                       (A.3) 
Here, 1,1ω  is not included in the formula because such freedom is not 
integrated as seen in eq. (2.56).  
If the minimum and saddle points have the similar vibration frequencies 
perpendicular to the diffusion path, i.e., ω1,2～ω0,2 and ω1,3～ω0,3, eq. (A.1) 
is obtained from eq.(A.3). When the saddle point, R1, has a “narrow” path as
ω1,2>ω0,2 and ω1,3>ω0,3, the atoms prefer to locate near the minimum point, 
R0, for a long time and the transition probability decreases compared to the 
estimation by eq.(A.1). On the other hand, when the saddle point, R1, has a 
“wide” path asω1,2<ω0,2 and ω1,3<ω0,3, the atoms are easy to move and path 
over the saddle point and the transition probability increases compared to 
eq.(A.1).  
    The quantum effects on diffusion for light-mass atoms such as tunneling 
effect and the friction effects by thermal environment on diffusion are 
discussed in details in the review article, [A.2].  
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Appendix B  
Calculation of van der Waals interaction 
Density functional theory (DFT) is now widely applied to various 
materials and describes many fundamental properties of their ground states 
very well, such as cohesion, bonds, electron density, and structures. The local 
density approximation (LDA) for the interaction is approximate for largely 
homogeneous systems such as simple metals and semiconductors, while the 
semi-local density approximations such as generalized gradient 
approximation (GGA) work well for inhomogeneous systems like transition 
metals, ionic crystals, surfaces, interfaces, and organic molecules. Most these 
are dense solid-state-like systems. However, sparse systems such as soft 
matter, organic solids, and bio-materials are at least abundant. They have 
inter-particle separation and need nonlocal/long-ranged van der Waals 
interaction for describing the interaction between separated particles like 
separated molecules. There are many versions for the vdW-DF theory at 
present [B.1]. In this appendix, we shortly explain the van der Waals density 
functional (vdW-DF) theory by Dion et al. [B.2] used in the present study. 
This method is widely applied to various systems. The detailed deviation is 
also seen in ref. [B.3].  
The vdW-DF by Dion et al. starts to divide the correlation energy into 
two parts as 
 
where the first term represents the ordinary LDA using the functional of 
uniform density system, while the second is the difference between exact 
Ec[n] and approximate Ec0[n], where n(r) is the electron density. Ecnl[n] is 
written by  
 
where χ~  is the density response to a full self-consistent potential without 
long-range inter-particle contributions. V is the inter-electronic Coulomb 
interaction, ε  the dielectric function, and u the imaginary frequency. This 
form of Ecnl[n] is exactly proved for layer systems [B.2]. Since εχ =− ~1 V  is 
satisfied for a uniform system, Ecnl[n] represents the energy for the 
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non-uniformity, which includes the vdW interaction.  
    Then, we expand this Ecnl[n] to the second order in 11 −−≡ εS  and 
obtain 
 
As seen in the form with derivative of V, this term includes the correct 
asymptotic form of the ordinary vdW interaction between separated 
particles.  
    Next, we need a simple approximation for S, as a function of the density. 
The approximate S should satisfy the exact relationships: they are (i) the 
asymptotic form: 
'
22
', )/4()( qqqq nmeS −−→ ωπω  for large q and q’, where S and n are 
Fourier transformed, (ii) the f-sum rule: 222
', /8)( qNeiuSdu qq π→∫
∞
∞−
 for large q, 
where N is the number of electrons, (iii) the time reversal invariance: 
qqqq SS −−= ,'', , and (iv) the charge conservation: S is related to the 
exchange-correlation hole. The simplest approximation that satisfies the 
above constraints and is based on the Plasmon-pole model is given by 
]
~~
[2/1 ,'',', qqqqqq SSS −−+⋅=  with  
 
Here, the plasmon pole, )(rq

ω , is a function of )(rn   and should have the 
following asymptotic form to satisfy the above constraints, 
 
Here, 21][ yeyh α−−=  is a smooth function connecting the asymptotic form of 
)(rq

ω  for large and small q, where 9/4πα = .  
The decaying factor, )(0 rq
 , denotes the boundary wavenumber between 
the LDA and vdW ranges, thus estimated from LDA. We first start the 
approximation:  
 
where Eself substracts off the internal Coulomb self-energy of each electron. 
The second equality is obtained by the second-order perturbation of S. When 
one uses the same plasmon-pole model to this equation, the LDA 
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exchange-correlation energy is written by  
 where  
On the other hand, the exchange energy in LDA is written by the same form 
as πε 4/3 2 FLDAX ke−=  where nkF 23 3π= . Therefore, in case of using Ecnl[n], we 
have to use  
 
   In the numerical calculation, it is convenient to describe the formula in 
the real space because the vdW interaction is important at long distance and 
thus the treatment with numerical approximation becomes easier. The 
Fourier transform of S is written by  
 
After the Fourier transformation of these S into real space and 
straightforward and tedious calculation, we obtain Ecnl[n] as a nonlocal 
interaction form:  
with  
Here, T and W are  
  
 
 
 
where ]/[2/)( 2 dyhyy =ν  and ]"/[2/)(' 2 dyhyy =ν  with )(|'| 0 rqrrd

−=  and 
)'(|'|' 0 rqrrd

−= . 
 
    Figure B.1 shows the calculated interaction energy between two Ar 
atoms (dashed curves) and between two Kr atoms (solid curves) [B.2]. It is 
clearly seen that the vdW-DF well reproduces the experiments, while the 
GGA predicts little binding energies.  
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    Figure B.2 shows the calculated total energy of AB-stacking graphite as a 
function of interlayer distance. The GGA (red) and vdW-DF (green) 
calculations are shown, together with experiment. The GGA gives no 
minimum, while the vdW-DF reproduces the observation with errors of about 
0.2 Å and 0.1eV.  
 
 
  
Fig.B.1 Calculated interaction energy 
between two Ar atoms (dashed 
lines) and two Kr atoms (solid 
lines) by the GGA and vdW-DF 
calculations. Experimental data 
are also shown.  [after ref. B.2] 
 
Fig.B.2 Calculated total energy of 
AB-stacking graphite as a 
function of interlayer distance. 
Experimental and another 
calculation data are also shown. 
[after ref. B.4] 
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Appendix C  
List of representative organic semiconductors 
In this appendix, we list representative organic semiconductors that are 
often synthesized in laboratories, following references [C.1].  
1 Molecular series with low molecular weight 
1.1 Acene series 
Acenes, such as Naphthalene, Anthracene, Tetracene, Pentacene, 
Hexacene, and Heptacene, are polycyclic and aromatic hydrocarbons made 
up of linearly linked benzene rings as shown in Fig. C1.1. Since electrons are 
confined in such rings like in a quantum well and their band gaps depend on 
the ring-array length, the longer acenes particularly have potential interest 
in visible-light optoelectronic applications and are actively investigated in 
chemistry and electrical engineering.  
Pentacene has been incorporated into organic field-effect transistors, and 
reaching charge carrier mobilities as high as 5 cm2/Vs, which is comparable 
to that of amorphous Si. On the other hand, the last members, hexacene and 
heptacene, are very reactive and have only been isolated in a matrix. 
However, bis(trialkylsilylethynylated) versions of hexacene and heptacene 
have been isolated as crystalline solids. 
 
 
 
 
 
 
 
 
 
 
 
  
Fig.C1.1 Structures of acene series. From top to bottom: Naphthalene, Anthracene, 
Tetracene, and Pentacene. Inset shows the general structure of acene series. 
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1.2 Oligothiophene series 
Molecules, which are made of two or more thiophene rings and their 
substitutions linked with each other as shown in Fig. C1.2, are called 
oligothiophenes. These compounds possess interesting optical and electronic 
properties like fluorescence, semiconductance, and light emission. Especially, 
since thiophene oligomers are stable molecules, they are easily synthesized 
and their optoelectronic properties are also well reproduced. 
Thiophene is a heterocyclic and aromatic molecule with the formula 
C4H4S having a flat five-folded ring, as shown in Fig. C1.2. Compounds 
analogous to thiophene include benzothiophene, dibenzothiophene, furan 
(C4H4O), and pyrrole (C4H4NH). 
The polymer formed by linking thiophene is called polythiophene. 
However, polythiophene itself has poor processing properties. When 
polymers derived from thiophenes are substituted at the 3- and 3- and 4- 
positions, the polythiophenes become electrically conductive upon partial 
oxidation, namely, they become "organic semiconductor " or "organic metal ". 
 
 
 
 
 
 
 
1.3   Phthalocyanine series 
Phthalocyanine is an intensely colored macrocyclic compound that is 
widely used in dyeing. Phthalocyanines form coordination complexes with 
most elements of the periodic table, as shown in Fig. C1.3. These complexes also 
have intense colors. In particular, their blue and green colors are 
representatives and are well known as phthalocyanine-blue and phthalo- 
cyanine-green, respectively. These are commonly used as a dye in the 
manufacture of traffic signs, the body color of Shinkansen, and high-speed 
CD-R media. 
Phthalocyanine compounds have been investigated as donor materials in 
molecular electronics, which could be useful for organic field-effect 
transistors. 
Fig.C1.2  Structure of 
 Oligothiophene series. 
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1.4 Perylene series 
Perylene is a polycyclic and aromatic hydrocarbon with the chemical 
formula, C20H12, and forms a brown solid. Perylene molecule consists of two 
naphthalene molecules connected by a carbon-carbon bond at the 1 and 8 
positions on both molecules, as shown in Fig. C1.4. All of the carbon atoms 
are sp2 hybridized. When drawing the perylene, however, it is important not 
to represent the center ring as the fifth benzene ring. Namely, two of carbons 
are sp3 hybridized and are not aromatic.  
Perylene or its derivatives may be carcinogenic and sometimes becomes a 
hazardous pollutant. In the cell membrane cytochemistry, perylene is used as 
a fluorescent lipid probe. It is also the parent compound of a class of rylene 
dyes. On the other hand, Perylene displays blue fluorescence. It is used as a 
blue-emitting dopant material in OLEDs, when it is either pure or 
substituted. Perylene can also be used as an organic photoconductor.  
 
 
 
 
 
 
 
 
 
 
 
Fig.C1.3  Structure of 
 Pthalocyanine series. 
 
Fig.C1.4 Structure of Perylene series. 
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1.5 Rubrene 
Rubrene (5,6,11,12-tetraphenylnaphthacene) is a red colored polycyclic 
aromatic hydrocarbon, which structure is shown in Fig. C1.4. Rubrene crystals 
are formed through the competition between rather weak intermolecular 
interaction, i.e., π-stacking, and quadrupolar interaction. Owing to these 
weak interactions, different growth conditions can lead to different 
crystalline structures – a phenomenon common to many organic crystals. For 
example, the growth from vapor in vacuum using sealed ampoules produces 
monoclinic, triclinic, and orthorhombic forms, while that in a two-zone 
furnace at ambient pressure grows another orthorhombic form. 
The major application of rubrene is in organic light-emitting diodes 
(OLEDs) and organic field-effect transistors, which are the core elements of 
flexible displays. Single-crystal transistors can be produced using crystalline 
rubrene grown in a modified zone furnace on a temperature gradient. 
Rubrene is a distinguished semiconductor with the highest carrier mobility, 
40 cm2/ (V·s) for holes which is comparable to poly-Si. This value was 
measured in OFETs prepared by peeling a thin layer of single-crystalline 
rubrene and transferring onto a Si/SiO2 substrate. 
 
 
 
 
 
 
 
 
 
 
1.6 Alq3 series 
Tris(8-hydroxyquinolinato)aluminium is the chemical compound with the 
formula, Al(C9H6NO)3, which is widely abbreviated Alq3. Alq3 is a 
coordination complex wherein Al is bonded in a bidentate manner to the 
conjugate base of three 8-hydroxyquinoline ligands as shown in Fig. C1.6. 
Alq3 is famous for the first component of organic light-emitting diodes 
(OLED's). Variations in the substituents on the quinoline rings affect its 
Fig.C1.5 Structure of Rubrene. 
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luminescence properties. 
 
 
 
 
 
 
 
 
 
 
 
 
1.7 TTF-TCNQ 
Tetrathiafulvalene (TTF) is an organosulfur compound with the formula, 
(H2C2S2C)2, as shown in Fig. C1.7. TTF is produced from the hydrocarbon 
fulvalene, (C5H4)2, by replacement of four CH groups with sulfur atoms. Well 
studied analogues include tetramethyltetrathiafulvalene (Me4TTF), 
tetramethylselenafulvalenes (TMTSFs), and bis(ethylenedithio)tetra- 
thiafulvalene (BEDT-TTF, CAS [66946-48-3]). Studies of these compounds 
conducted the development of molecular electronics 
Although bulk TTF itself has no remarkable electrical properties, 
distinguished semiconducting properties are associated with salts of its 
oxidized derivatives, such as [TTF+]Cl− (Wudl et al) and [TTF]-TCNQ 
(Ferraris et al). TTF can be oxidized twice reversibly as TTF → TTF+ + e− (E 
= 0.34 V) and TTF+ → TTF2+ + e− (E = 0.78 V, vs. Ag/AgCl in MeCN solution). 
Each dithiolylidene ring in TTF has 7 π electrons: 2 for each sulfur atom and 
1 for each sp2 carbon atom. Thus, oxidation converts each ring to an aromatic 
6 π-electron configuration, consequently leaving the central double bond 
essentially a single bond, as all π electrons occupy ring orbitals. 
On the other hand, Tetracyanoquinodimethane (TCNQ) is the organic 
compound with the formula, (NC)2CC6H4C(CN)2, as shown in Fig. C1.7. 
TCNQ is easily reduced electrochemically to give a blue-colored radical 
anion. 
When TTF and TCNQ are combined, stacks of partially oxidized TTF 
molecules are located adjacent to anionic stacks of TCNQ molecules. This 
Fig.C1.6  Structure of Alq3 series. 
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“segregated stack” is responsible for the distinguished electrical properties, 
i.e. high and anisotropic electrical conductivity. These properties can be 
attributed to the following features of TTF: (i) its planarity, which allows π-π 
stacking of its oxidized derivatives, (ii) its high symmetry, which promotes 
charge delocalization, thereby minimizing Coulombic repulsions, and (iii) its 
ability to undergo oxidation at mild potentials to give a stable radical cation.  
In this way, TTF-TCNQ forms the “organic metal”. This salt crystallizes 
as a one-dimensional polymer, consisting of segregated stacks of cations and 
anions of the donors and the acceptors, respectively. 
 
 
 
 
 
  
N N
N N
(Tetrathiafulvalene, TTF) (Tetracyanoquinodimethane, TCNQ)
Fig.C1.7 Structure of TTF (left) and TCNQ (right). TTF becomes a donor molecule, 
while TCNQ an accepter molecule. 
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2 Polymer series having with heavy molecular weight 
2.1   Polythiophene (PTs) 
Polythiophenes (PTs) are produced by the polymerization of thiophenes, 
as shown in Fig. C2.1. The most notable property of these materials is their 
electrical conductivity, which results from the delocalization of electrons 
along the polymer backbone when electrons are added or removed from the 
conjugated π-orbitals via doping – hence the term “synthetic metals” is often 
used. On the other hand, optical properties of these materials sensitively 
respond to environments: for example, dramatic color shifts are observed in 
response to changes in solvent, temperature, applied potential, and binding 
to other molecules. Both color changes and conductivity changes are induced 
by the same mechanism—twisting of the polymer backbone, disrupting 
conjugation.  
These properties make conjugated polymers attractive as sensors that 
can provide a range of optical and electronic responses. Intensive studies 
over three decades matured the field of conducting polymers and awarded 
the 2000 Nobel Prize in Chemistry to Alan Heeger, Alan MacDiarmid, and 
Hideki Shirakawa “for the discovery and development of conductive 
polymers." 
 
 
 
 
2.2   Polyacetylene 
Polyacetylene is an organic polymer with the repeated unit of (C2H2)n, as 
shown in Fig. C2.2. Polyacetylenes are well known to show quite high 
electronic mobility when iodine is doped as accepter and when H atoms are 
replaced with alkyl groups as donor.  
Discovery of the conductive properties of polyacetylene occurred in the 
early 1970s when a graduate student of Prof. H. Shirakawa accidentally 
polymerized acetylene with 1000 times that is the required number for 
catalyst. The resultant polyacetylene was a silver-colored conductive film. 
Fig.C2.1 Structure of Polythiophene. 
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Shirakawa later collaborated with the physicist, Alan J. Heeger, and the 
chemist, Alan G MacDiarmid, and discovered in 1976 that oxidation of this 
material with iodine results in a 108-fold increase in conductivity, which is 
close to the best available conductor, silver. This was one of the first known 
examples of a conductive organic polymer. Those three people were awarded 
the Nobel Prize in Chemistry in 2000 for their discoveries. The high 
electrical conductivity accelerated interest in the use of organic compounds 
in organic electronics. 
 
 
 
 
 
 
 
 
 
 
 
 
2.3  Polyfluorene (PFO) 
Polyfluorene (PFO) is a polymer which building block is the fluorene unit 
as displayed in Fig. C2.3. PFO’s are electroactive and photoactive materials 
with exceptional electrooptical characteristics, i.e., PFO emits strong light by 
electroluminescence. These properties are used for the production of 
light-emitting diodes. In fact, the first blue light emitting polymer diode was 
produced with a substituted PFO (poly(9,9-dihexylfluorene)) and PFO’s can 
emit colors over the whole visible range at present. 
 
 
 
 
 
 
 
 
Fig.C2.2  Structure of Polyacetylene. Top shows the trans-type,  
while bottom shows the cis-type. 
Fig.C2.3 Structure of Polyfluorene. 
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2.4  Poly-Phenylene Vinylene (PPV) 
Poly(p-phenylene vinylene) (PPV, or polyphenylene vinylene) is a 
conducting polymer of the rigid-rod polymer host family, which structure is 
shown in Fig. C2.4. PPV’s are the only conducting polymers that have been 
easily and successfully synthesized in film with high levels of crystallinity. 
Although insoluble in water, its precursors can be manipulated in aqueous 
solution. 
The small optical band gap with bright yellow fluorescence, the high 
conductance, and their variation by doping and inclusion of functional side 
group make PPV a candidate in many electrooptical applications such as 
light-emitting diodes (LED) and photovoltaic devices. For example, in 1989, 
the first polymer-based light emitting diode (LED) with yellow-green light 
emission was developed using PPV as the emissive layer. A different color is 
produced by the substitution. Polymer structures have advantages in LED 
such as ease of processing, reduced tendency for crystallization, and greater 
thermal and mechanical stability. PPV and PPV derivatives (especially 
MEH-PPV and MDMO-PPV) are also found to be suitable as an 
electron-donating material in organic solar cells.  
 
 
 
 
 
 
 
 
 
2.5  Polypyrrole (PPy) 
Polypyrrole (PPy) is a chemical compound formed from a number of 
connected pyrrole ring structures as shown in Fig. C2.5. For example, a 
tetraPy is a compound with four pyrrole rings connected. Methine-bridged 
cyclic tetraPy are called porphyrins. These are conducting polymers of the 
rigid-rod polymer host family, all basically derivatives of polyacetylene, and 
it was the first polyacetylene-derivative to show high conductivity. PPy’s are 
also called pyrrole blacks or polypyrrole blacks, which also exist in nature 
especially as part of a mixed copolymer with polyacetylene and polyaniline in 
Fig.C2.4 Structure of Poly-Phenylene Vinylene. 
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some melanins. 
Iodine-doped oxidized PPy was shown to have high-conductivity, up to 1 
S/cm (1963, DE Weiss et al). Recently, PPy is also being investigated in low 
temperature fuel cell technology to increase the catalyst dispersion in the 
carbon support layers and to sensitize cathode electro-catalysts. In 2006, 
scientists from Brown University (USA) published work on a fast-charging 
and discharging battery chemistry based on PPy’s.  
 
 
 
 
 
 
 
 
 
2.6  Polyaniline (PANI) 
Polyaniline (PANI) is a conducting polymer of the semi-flexible rod 
polymer family, which structure is shown in Fig. C2.6. Among various 
conducting polymers and organic semiconductors, PANI is unique due to its 
ease of synthesis, environmental stability, and simple doping/dedoping 
chemistry. Although the synthetic methods to produce polyaniline are quite 
simple, its mechanism of polymerization and the exact nature of its oxidation 
chemistry are quite complex.  
High electrical conductivity of PANI upon photonic doping was 
reinvestigated in early 1980’s. Conductive polymers such as PANI are still a 
matter of academic interest, providing an opportunity to address 
fundamental issues of importance to condensed matter physics, including, 
for example, the metal-insulator transition, the Peierls Instability, and the 
Quantum decoherence. 
 
 
Fig.C2.5 Structure of Polypyrrole. 
 
Fig.C2.6 Structure of Polyaniline. 
 
102 
 
References 
[1.1] H.Akamatu and H.Inokuchi, J. Phys. Chem.18 (1950) 810.. 
[1.2] F.Wudl, D.Wobschall, and E.J.Hufnagel, J. Am. Chem. Soc. 94 (1972) 670. 
[1.3] J.Ferraris, D.O.Cowan, V.V.wakatka, and J.H.Perlstein, J. Am. Chem. Soc. 95 
(1973) 948. 
[1.4] B.A.Bolt, R.McNeill, and D.E.Weiss, Australian J. Chem. 16 (1963) 1090. 
[1.5] H.Shirakawa, E.J.Louis, A.G.MacDiarmid, C.K.Chiang, and A.J.Heeger, J.Chem. 
Soc., Chem. Commun. (1977) 578. 
[1.6] K.Kudo, M.Yamashita, and T.Moriizumi, Jpn.J. Appl. Phys. 23 (1984) 130. 
[1.7] T.Sawabe, K.Okamura, T.Sueyoshi, T.Miyamoto, K.Kudo, N.Ueno, and 
M.Nakamura, Appl. Phys. A 95 (2009) 225. 
[1.8] S.Machida, Y.Nakayama, S.Duhm, Q.Xin, A.Funakoshi, N.Ogawa, S.Kera, N.Ueno, 
and H.Ishii, Phys. Rev. Lett. 104 (2010) 156401. 
[1.9] Y.Tomita, T.Nakayama, and H.Ishii, e-J. Surf. Sci. Nanotech. 7 (2009) 606. 
[1.10] taken from SONY Home page: http://www.sony.co.jp/Products/SC-HP/cx_pal/ 
vol62/pdf/sideview62.pdf 
[1.11] M. Nakamura, taken from http://mole.te.chiba-u.jp/nakamura/articles/ polytft.pdf 
[1.12] M. Nakamura, taken from http://mole.te.chiba-u.jp/nakamura/articles/ polytft.pdf 
[1.13] taken from AIST HP: http://www.aist.go.jp/aist_j/press_release/pr2007/ 
pr20070523/pr20070523.html 
[1.14] taken from COE HO of Chiba university: http://ulab-www.tf.chiba-u.jp/coe/ 
kenkyunew.htm 
[1.15] taken from AIST HP: http://www.aist.go.jp/aist_j/new_research/nr20080521/ 
nr20080521.html 
[1.16] M.Oda and T.Nakayama, Appl. Surf. Science 244 (2005) 627. 
[1.17] Y. Iwasa, taken from HP: www.riken.go.jp/lab-www/molecule/topics/.../ 
1129P6Iwasa.pdf 
[1.18] taken from TORAY HP: http://www. toray-research.co.jp/jirei/semicon/ 
sem_b001.html 
[1.19] L.Chow, Toshiba Review, Vol.63, No.2 (2008) pp.76-77. 
[1.20] ‘Reliability technology of semiconductor devices’ (in Japanese), ed. T. Ajiki, 
Nikkagiren Publisher, 2000. 
[1.21] Y. Majima, taken from http://www.msl.titech.ac.jp/~majima/research.html 
[1.22] taken from Tech-On HP: http://techon.nikkeibp.co.jp/article/NEWS/20050302/ 
60769/ 
103 
 
[1.23] M. Lanoo and J. Bourgoin, “Point Defects in Semiconductors” Vol. 1,2,(Springer 
Series in Solid-State Sciences), Springer-Verlag , 1981. 
[1.24] S.M.Sze, ‘Physics of Semiconductor Devices’, John Willey & Sons Inc., New York, 
1981. 
[1.25] K. Suemori, M. Yokoyama, and M. Hiramoto, J. Appl. Phys. 99 (2006) 036109. 
[1.26] H. Yoshida and N. Sato, Appl. Phys. Lett. 91 (2007) 141915. 
 
[2.1] P.Hohenberg and W.Kohn, Phys. Rev. B 136 (1964) 864. 
[2.2] W.Kohn and J.L.Sham, Phys. Rev. A 140 (1965) 1133. 
[2.3] M.Gell-Mann and K.A.Brueckner, Phys. Rev. 106 (1957) 364. 
[2.4] E.P. Wigner, Phys.Rev. 46 (1934) 1002. 
[2.5] D.M.Ceperley and B.J.Alder, Phys. Rev. Lett. 45 (1980) 566. 
[2.6] J. P. Perdew and Y. Wang, Phys. Rev. B 45, 13244 (1992) 
[2.7] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996) 
[2.8] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys.Rev.Lett. 78, 1396 (1997) 
[2.9] J. P. Perdew and Y. Wang, Phys. Rev. B 45, 13244 (1992) 
[2.10] C.Herring, Phys. Rev. 57 (1940) 1169. 
[2.11] D.Vanderbilt, Phys. Rev. Lett. 41 (1990) 7892. 
[2.12] M.Born and R.Oppenheimer, Ann. Phys, 84 (1927) 457. 
[2.13] M. Tsukada, “Theory of Surface II, adsorption and dynamical process” (in 
Japanese), Maruzen, 1995. 
[2.14] J.M. Ziman, “Principles of the Theory of Solids”, Cambridge University Press, 
1979. 
[2.15] Tokyo Ab initio Program Package (Tapp) (University of Tokyo, 1983-2011) 
[2.16] J. P. Perdew and Y. Wang, Phys. Rev. B 54, 16533 (1996). 
[2.17] M.T.Yin and M.L.Cohen, Phys. Rev. B 26 (1982) 5668.  
[2.18] Y.X Zhao and I.L. Spain: Phys. Rev. B 40 (1989) 993. 
[2.19] D.Vanderbilt: Phys. Rev. B 41 (1990) 7892. 
 
[3.1] Y. X. Zhao and I. L. Spain: Phys. Rev. B 40 (1989) 993. 
[3.2] C. R. Finder, Jr., C. –E. Chen, A. J. Heger, A. G. MacDiarmid, and J. B. Hastings: 
Phys. Rev. Lett.48 (1982) 100. 
[3.3] For example, H. O. Pierson: Handbook of Carbon, Graphite, Diamonds and 
Fullerenes: Processing, Properties and Applications (Noyes, Mill Road, 1993). 
[3.4] A. Grüneis, C. Attaccalite, A. Rubio, D. Vyalikh, S.L. Molodtsov, J. Fink, R. Follath, 
W. Eberhardt, B. Büchner, T. Pichler, arXiv:0808.1613 (2009). 
104 
 
[3.5] T. Kondo, K. Izumi, K. Watahiki, Y. Iwasaki, T. Suzuki, and J. nakamura, J. Phys. 
Chem. C 112 (2008) 15607. 
[3.6] H. Yoshida and N. Sato, Appl. Phys. Lett. 91 (2007) 141915. 
[3.7] T.Sawabe, K.Okamura, T.Sueyoshi, T.Miyamoto, K.Kudo, N.Ueno, and 
M.Nakamura, Appl. Phys. A 95 (2009) 225. 
[3.8] T. Park and T. Nakayama, private communication. 
[3.9] Y. Hirose, A. Kahn, V. Aristov, and P. Soukiassian, Appl. Phys. Lett. 68 (1996) 217. 
 
[4.1] the same as ref 1.10. 
[4.2] K. Hummer and C. Ambrosch-Draxl, Phys. Rev. B 72 (2005) 205205. 
[4.3] H. Yoshida, K. Inaba, and N. Sato, Appl. Phys. Lett. 90 (2007) 181930. 
[4.4] M.L. Tiago, J.E. Northrup, and S.G. Louie, Phys. Rev. B 67 (2003) 115212. 
[4.5] Y.C. Cheng, R.J. Silbey, D.A. da Silva Filho, J.P. Calbert, J. Cornil, and J.L. Bredas, 
J. Chem. Phys. 118 (2003) 3764. 
 
[A.1] K.Toyoura, Y.koyama, A.kuwabara, F.Oba, and I.Tanaka, Phys. Rev. B 78 (2008) 
214303.  
[A.2] P.Hanggi, P.Talkner, and M.Borkovec, Rev. Mod. Phys. 62 (1990) 251. 
[B.1] Y.Ono, K.Kusakabe, T.Nakayama, J. Phys. Soc. Jpn., 79 (2010) 074701. 
[B.2] M.Dion, H.Rydberg, E.Schroeder, D.C.Langreth, and B.I.Lundqvist, Phys. Rev. 
Lett. 92 (2004) 246401.  
[B.3] T.Thonhauser, V.R.Cooper, S.Li, A.Puzder, P.Hyldgaard, and D.C.Langreth, Phys. 
Rev. B 76 (2007) 125112.  
[B.4] Y.Ono, private communication.  
[C.1] Organic semiconductor, from Wikipedia, the free encyclopedia: http://en.wikipedia. 
org/wiki/Organic_semiconductor/. etc. 
 
 
 
 
 
 
 
 
 
 
105 
 
Acknowledgements 
 
I would like to thank Prof. Nakayama whose enormous support and 
insightful discussions in “Physics” were invaluable during the course of my 
study. I also thank Prof. Muro as the chief examiner of this thesis for fair 
judgment, Prof. Natsume for instructive comments to deeply understand this 
study from fundamental scientific views, Prof. Ishii for valuable comments 
and interesting introduction of the history of organic semiconductors that 
inspires me very much, and Prof. Kurasawa for understanding my sense of 
humor as well as chatting with a cup of aromatic coffee! Moreover, I am also 
indebted to Prof. Ueno who gave me many fruitful comments, cheerful 
encouragements, and anytime warm welcome. I appreciate a lot of kindness 
of all members of GCOE office. 
I would like to express my gratitude to Profs. Kudo, Nakamura, and 
their groups in Chiba University for valuable discussions about their 
pioneering experiments, which motivated the present theoretical study. I am 
also greatly grateful to Profs. Yoshida, Morikawa, Daimon, and Koch for 
valuable discussions of organic systems.  
Special thanks are devoted to Prof. Kohn, who taught me infinite 
scientific explore as well as the importance of the global cooperation in the 
60th Lindau Meeting (June-July 2010, Lindau, Germany). 
 
I also acknowledge the TAPP (Tokyo Ab-initio Program Package) 
consortium for the use of program of pseudopotential total-energy method, 
Dr. Ono for the vdW-DFT code, and the Institute for Solid State Physics 
(ISSP) for use of supercomputing facilities. I would like to thank Japan 
Society for the Promotion of Science (JSPS), Japan Student Services 
Organization (JASSO), and Global COE Program of Chiba University, 
“Advanced School for Organic Electronics” for a financial support by a grant.  
 
Finally, I am deeply grateful to personal financial support as well as 
encouragements from Mr. Hitoshi Sugawara (Stockton, USA), and Mr. and 
Mrs. Tomita (Chiba, JAPAN).  
 
Again, I would like to express my sincere gratitude to all the supports 
above which made it possible to complete this study. 
