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Abstract: Prediction of residual stress profiles after quenching is important for a range of industry 
applications. Finite element method (FEM) models have the capability of simulate the cooling and stress 
evolution during quenching; however, they are very dependent on the heat transfer coefficient (HTC) 
imposed on the surface. In this paper, an analysis of the HTC effect on the accuracy of the residual stress 
profile after quenching a 304L stainless steel Jominy sample was conducted. The FEM model was 
validated in its thermal accuracy using thermocouples and the residual stress profile was measured 
using the contour method. The results show that a thermally validated FEM model may yield results 
which overestimate the tensile residual stress and underestimates the compressive residual stress 
maxima while accurately calculating the maxima positions from the quenched edge. The FEM model 
accuracy was not improved by modifying the HTC or by using a different thermal expansion coefficient. 
The results are discussed in terms of the effect of plasticity due to twinning in the residual stresses 
calculated by the FEM model. 
Keywords: residual stresses; finite element method; stainless steel 
 
1. Introduction 
There are numerous industrial applications where residual stresses generated during 
manufacturing affect the mechanical properties and fatigue life of structural and sensitive elements [1]. 
The generation of residual stress in most manufacturing processes such as forming, rolling and welding, 
can be difficult to model because the complexity of decoupling stressed generated by thermal, 
deformation, and transformation mechanisms. Stress generation during quenching is not an exception, 
although several efforts to properly describe the stress state during and after this process have been 
reported [2–4]. Quenching consists of rapid cooling usually by means of immersion of a hot part in a 
medium, such as water or oil, generating steep temperature gradients between the surface and the center 
of the part. As a result of the rapid cooling, a temperature gradient is established between the part surface 
and center. This temperature gradient, in turn, generates a thermal stress gradient which leads to a 
residual stress distribution after quenching is concluded. This stress distribution is typically compressive 
on the surface and increasingly tensile moving away from the quenching zone [5]. The precise 
distribution and magnitude of the obtained stress profile will depend on factors such as: part geometry, 
material-related phase transformations and heat transfer coefficient (HTC) and of course temperature-
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dependent mechanical and thermal properties. HTC, in particular, can be controlled during quenching 
by modifying the quenching media and temperatures to obtain a wide variety of stress states that cover 
the entire volume of the material [6]. In order to realize the concept of designing the stress state by altering 
the HTC within industrial applications, there is a need to develop and refine models that predict with 
sufficient accuracy the generation of residual stress prior to thermal treatments as a function of HTC.  
The accuracy of the temperature evolution predicted by finite element method (FEM) models is 
extremely sensitive to the quenching conditions [7,8]. In particular, one of the conclusions presented in 
reference [7] is that the HTC is the most critical property to obtain accurate temperature and residual 
stress predictions. In this regard, it has been found that the use of static values of HTC in FEM models 
yields results substantially different compared to models employing temperature-dependent HTC for 
the purpose of simulating cooling curves and stress profiles both in gas [9,10] and liquid quenching [7]. 
Therefore, the use of a temperature-independent HTC should be avoided in oil and water quenching 
baths, although it may be useful in salt baths [11]. There has been a considerable number of papers where 
the characteristic time- and temperature-dependent HTC curves for a Jominy end quench test [12–15] 
have been studied and validated [16,17]. In a recent review [18], it is stated that for simple geometries 
(such as the one studied in this paper), using a temperature-dependent only HTC should be accurate 
enough. Furthermore, this reference suggests using a smooth and continuous HTC and avoid a piecewise 
definition (such as those calculated by inverse methods) to improve FEM model convergence.  
To validate any quenching model, robust measurements of temperature and residual stress are 
essential. The use of thermocouples for temperature monitoring is well established, however, residual 
stress characterization is a field which is still undergoing much development. Most lab based residual 
stress characterization techniques are limited measurements in the close vicinity of the surface, for 
instance X-ray diffraction and incremental center hole drilling (ICHD). However, a relatively novel 
technique, the contour method (CM) [19] is capable of mapping the residual stress in a single direction 
over an entire cross section of a part and is an ideal candidate for model validation [20]. The technique 
involves cutting a specimen that contains residual stresses in such a way that the cutting surface 
undergoes elastic relaxation without the addition of further stress. The surface relaxation is used as 
displacement boundary condition in FEM model to calculate the residual stress required to obtain that 
amount of relaxation. The result is the reconstruction of the original stress profile by means of the 
Bueckner elastic superposition principle [21]. There are two major deterrents for the use of the contour 
method, firstly the sample is irreversibly damaged by the technique and that the technique only 
reconstructs a single component of residual stress, the component perpendicular to the cut plane. Its 
simplicity, at least in principle, allows its use almost without limitations in size and geometry and its 
application has been extended in recent years as well as recommendations for good practices [22,23], 
even when there are no regulations in this regard to date.  
In this work, 304L stainless steel specimens were treated emulating the Jominy test [24] to generate 
a controlled residual stress profile to compare the contour method measurements and FEM predictions. 
Using a temperature-dependent HTC, the FEM model thermal accuracy was validated by comparing the 
calculated and measured thermal history at three different positions within the Jominy specimen. In 
order to assess the effect of HTC variations in the sensitivity of the FEM model residual stress prediction, 
several HTC variations were tested.  
2. Materials and Methods 
This section shows the FEM model used to simulate the heat treatment on an elastoplastic model of 
Jominy samples as well as the contour method application for empirical residual stress measurements. 
2.1. Experimental and Simulated Heat Treatment 
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Heat treatment was carried out following the standard Jominy test [24], 100 mm long and 25 mm in 
diameter AISI 304L samples were maintained at 930 °C for 30 min, followed by fast cooling by waterjet. 
Samples were instrumented with 3 K-type thermocouples at positions T1, T2, and T3 shown in Figure 1a. 
Data was acquired using an Omega® data acquisition system OMB-DAQ-2416 (Omega Engineering Inc., 
Norwalk, CT, USA) and Measurement Computing® software DASYLab 12 (National Instruments 
Corporation, Austin, TX, USA) for data conditioning and writing. Obtained temperature measurements 
were used to validate the FEM model thermal accuracy. 
 
 
(a) (b) 
Figure 1. (a) Real sample geometry and thermocouples position, dimensions in mm; (b) Simplified 90° 
meshed geometry. 
Heat treatment simulations were performed using the commercial software package Deform 3D 11.2 
® (Scientific Forming Technologies Corporation, Columbus, OH, USA) which is capable to solve coupled 
problems simultaneously, which included heat transfer phenomena and thermal expansion. Due to the 
nature of the 304L stainless steel, no phase transformations were considered. A temperature-dependent 
HTC shown in Figure 3 was added as a boundary condition on the bottom surface. For the above, 
temperature-dependent properties were employed (Figures 4–5). 
Symmetry allows to simplify geometry, just a 90° section of the sample were modeled (Figure 1b), 
enabling a higher number of elements (C3D8 type) in the simulation software. The employed mesh was 
obtained by its size refinement during successive simulations until the lower average global uncertainty (𝜕𝜎തതതത(௝ሻ) was reached, which is the root mean square (RMS) of the normal stress computed in surface nodes 
according to Equation (1) [25]:  
𝜕𝜎തതതത(௝) = ඩ1𝑛෍𝜕𝜎(௜,௝)ଶ௡௜ୀଵ  (1) 
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where, (𝜕𝜎(௜,௝)) is the calculated nodal uncertainty in node (i) and determined refinement mesh grade (j) 
(ranges defined as j = 1 [1–2 mm], j = 2 [0.7–1.7 mm], j = 3 [0.5–1.7 mm], and j = 4 [0.3–1.7 mm]) with respect 
to previous, coarser, according to Equation (2) [25]: 
𝜕𝜎(௜,௝) = 1√2 |𝜎(𝑖, 𝑗) − 𝜎(𝑖, 𝑗ିଵ)| (2) 
Finally, the selected mesh has elements ranging from 0.3 to 1.7 mm in size (Figure 1b), according to 
the refinement sequence shown in Figure 2. 
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Figure 2. Mesh refinement for Deform 3D simulation, j stands for refinement mesh grade, following the 
ranges shown in the figure itself. 
The top surface and the cylindrical wall are exposed to natural convection, whereas the bottom 
surface undergoes forced convection cooling due to the effect of the waterjet. In both cases global time-
dependent HTC was used (Figure 3). Values have been calculated using lumped-heat-capacity and 
inverse method by Narazaki, Sugianto and coworkers [16,17]. 
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Figure 3. Calculated heat transfer coefficient (HTC) in Jominy test by Narazaqui. 
In order to assess the effect of effect of HTC variations in the sensitivity of the FEM model residual 
stress prediction under different cooling conditions, several HTC variations were tested. Such altered 
coefficients correspond to the original value [16] ±10 kW/m2 K and ±100 °C offset, generating an overall 
of 8 shifted HTCs as shown in Figure 4. 
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Figure 4. Hypothetical and original HTC (a) Temperature and HTC shifts; (b) Combined shifts. 
Temperature-dependent mechanical and thermo–physical properties, shown in Figures 5 and 6 
respectively, were obtained from literature or calculated through commercial software JMat Pro 9.0 ® 
(Sente Software, Surrey, UK). Atomic emission spectroscopy (AES) was used to obtain the samples 
chemical composition shown in Table 1 and compared to the AISI standard. 
Metals 2019, 9, 1308 6 of 18 
 
0 200 400 600 800 1000
100
120
140
160
180
200
 Young`s modulus
 Poisson's ratio
Temperature (°C)
Yo
un
g`
s 
m
od
ul
us
 (G
Pa
)
0.0
0.1
0.2
0.3
0.4
0.5
Poisson's ratio (ν )
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
0
200
400
600
800
1000
1200
1400
 
800 °C
900 °C
750 °C
500 °C
650 °C
250 °C
Fl
ow
 S
tre
ss
 (M
Pa
)
Strain (%)
25 °C
(a) (b) 
Figure 5. Mechanical properties (a) Young´s modulus [26] and Poisson´s ratio [27]; (b) Flow stress [28]. 
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Figure 6. Thermo–physical properties (a) Heat capacity [27,29]; (b) Conductivity [26]; (c) Linear thermal 
expansion [29]. 
Table 1. AISI 304L chemical composition. 
Composition C Mn P S Si Ni Cr 
Nominal 0.03 2.0 0.045 0.030 0.75 8.0–12.0 18.0–20.0 
Experimental 0.038 1.54 0.027 0.025 0.219 8.0 18.2 
2.2. Contour Method 
After cooling, specimens were cut using the wire EDM technique, employing an Agie Charmiles Cut 
100 ® machine using bronze wire of 0.1 mm in diameter and 1 mm per minute cutting speed. Rigid 
fixation arrangement was necessary to avoid artifacts [22,23,30], in addition, the trajectory of cut started 
from high stressed edge reducing the plastic deformation effects [31–33]. Precautionary measurements 
were taken to guarantee cutting plane stability as: thermal equilibria between sample and surroundings 
prior to cutting, usage of sacrificial material [34] to ensure conductivity between cutting sides avoiding 
transient current effects [35], fixtured set-up can be seen on Figure 7. 
 
Figure 7. Fixture system and sacrificial material on sample. 
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Once cut, the surface profile was measured using a Zeiss Eclipse CMM machine fitted with a 
Renishaw TP8 touch trigger probe (Carl Zeiss AG, Oberkochen, Germany) equipped with an Opto NCDT 
2300 ® laser scanner (Micro-Epsilon Messtechnik GmbH & Co. KG, Ortenburg, Germany) acquiring a 
measurement density of approximately 3000 readings per square millimeter. As first data treatment, 
clouds were cleaned of out-of-boundary points and slight artifacts by means of a Matlab ® R2017a 
(MathWorks, Natick, Massachussets, USA) tool "CM_Clean" developed by Johnson for his thesis 
dissertation [36], then both clouds were averaged in a regular spaced grid of around 500,000 points 
(Figure 8) using pyCM, a Python routine developed by Roy [37]. 
 
Figure 8. Two data sets (orange and yellow) averaged in a single cloud (blue). 
A surface was fitted to the averaged cloud using second grade spline functions and several points 
spacing (knots density) with a characteristic RMS value. The fitted surface was then imposed as 
displacement boundary condition over the nodes in FEM model using Abaqus ® (Abaqus 6.13. Dassault 
Systemes, France) (Figure 9). The mesh in this model has C3D8 elements of 0.3–1.5 mm in size. Only one 
plane of symmetry was used to impose the CMM measurements because of the non-symmetric profile 
obtained. 
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Figure 9. Fitted surface imposed as a boundary condition on contour method model. 
As mentioned earlier, several Abaqus simulations were carried out using different knots density 
(also called fitting level). Following Prime’s method [25], the result with the smallest variation in both 
RMS nodal stress and in RMS data adjustment was selected as the best fitting, as shown in Figure 10. 
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Figure 10. Selected knot density in data fitting. 
3. Results 
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3.1. Quenching Model Thermal Validation 
The FEM quenching model was validated in its thermal accuracy by comparing simulated and 
experimental cooling curves. This is shown in Figure 11. It can be seen that there is a good agreement 
between the temperature values experimentally measured and those calculated in DEFORM 3D FEM 
model for all three thermocouple positions.  
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Figure 11. Experimental and simulated cooling curves validating the FEM thermal response model. 
3.2. Contour Method and Modeled Stress Profiles 
Results of heat treatment model and contour method measurements from Section 2.1. are both 
presented in Figure 12, showing the residual stress normal to the cut surface. The measured residual 
stresses by CM (Figure 12a) show a compressive zone from the end of the quenched bar extending to 
approximately 2 mm. This is followed by a tensile stress zone extending to approximately 10 mm deep 
with a maximum value at around 7 mm from the quenched end. The FEM model calculated residual 
stress profile (Figure 12b) displays a fair coincidence with the CM results, both in stress values and spatial 
distribution. There are some differences, particularly in the symmetry of the residual stress map along 
the y direction. This is related to how the FEM model was calculated, with a symmetrical HTC boundary 
condition imposed on the cylinder lateral surface. It can also be seen that although the measured sample 
had a bored hole on the top surface, it did not affect the residual stress field since it was far from the 
quenched area, where the stresses were near zero.  
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(a) (b) 
Figure 12. Normal-to-surface residual stress plot obtained by (a) Contour method; (b) Deform 3D FEM 
simulation. 
For the sake of a better comparison and taking into account the sample geometry, stress profiles 
along the center line on the cut plane (y = 12.5 mm) will be referred as r = 0 mm and at y = 18 mm, will be 
identified as r = 5.5 mm in both results are presented in Figures 13 and 14. Figure 13 shows that the 
residual stress maximum position is accurately calculated by the FEM model. However, the maximum 
tensile residual stress magnitude is overestimated by approximately 150 MPa (approximately 20%). 
Interestingly, the difference between the calculated and measured maximum compressive residual stress 
is underestimated by approximately 150 MPa as well. As can be seen, the overall error calculated as root 
mean square error (RMSE) is 41.15 MPa for the center line. Although the error can be seen as relatively 
high at 20% at the maximum residual stress peak, it quickly goes down to stay at approximately 5%. The 
position from the quenched end of said maximum residual stress peak is adequately calculated.  
Figure 14 shows a similar plot for a linear stress profile calculated at r = 5.5 mm, displaying a similar 
fitting where the residual stress maxima are in corresponding positions, but the magnitude is 
overestimated by approximately 100 MPa (15%). The RMSE is slightly lower than the one calculated for 
the center line at 33.84 MPa.  
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Figure 13. Normal residual stress comparison between the CM measurements and FEM model at middle 
line (r = 0 mm) and its relative error. 
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Figure 14. Normal residual stress comparison between the CM measurements and FEM model at r = 0 
mm and its relative error. 
3.3. Parametric Analysis of HTC Variation on Residual Stress Profiles  
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Hypothetical heat transfer coefficients were introduced to heat treatment model, calculated residual 
stress profiles and original HTC model results are compared in Figure 15a,b, alongside to its characteristic 
error in Figure 16.  
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Figure 15. Simulated stress profiles on middle line using hypothetical HTC values: (a) ±T and ±HTC; (b) 
±T/±HTC combinations. 
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Figure 16. Residuals relative to original HTC simulated stress profile. 
In Figure 15a, the effect of the hypothetical HTCs (previously presented in Figure 4a) is shown. It 
can be seen that increasing the heat extraction rate by using an HTC with higher values (+HTC line) has 
almost no effect in the residual stress profile. Both the magnitude and position of the maximum tensile 
and compressive residual stresses appear almost unchanged. This also appears to be the case for an HTC 
shifted to higher (+T line) and lower (−T line) temperatures. Decreasing the HTC, on the other hand, has 
a more significant effect in both the magnitude and position of the residual stress peak (−HTC line). Using 
this reduced HTC, however, shifts the maximum tensile residual stress position and decreases the 
simulated maxima of tensile and compressive residual stresses. The maximum compressive residual 
stress was not significantly modified in any of the four hypothetical HTC cases. 
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The combined effect of using a reduced and shifted HTC in the residual stress profile is shown in 
Figure 15b. It can be seen that an increased HTC does not change the residual stress profile when coupled 
with either a shift to higher (+T/+HTC line) or lower temperatures (−T/+HTC). In comparison, a reduced 
HTC (coupled with either a positive or negative temperature shift) does have an effect in the residual 
stress profile, with the maximum tensile stress shifter nearer to the quenched surface and being reduced 
in magnitude. These changes, however, do not improve the accuracy of the simulated compressive 
residual stress maximum, which is still underestimated in all cases.  
The effects of the hypothetical HTCs in the residual stress profile are summarized in Figure 16. It 
can be seen that, as discussed previously, an increased HTC has almost no effect in changing the residual 
profile, while a reduced HTC, coupled with a negative temperature shift has the most important effect in 
the simulated residual stress profile.  
4. Discussion  
It can be seen in the results for all the tested HTCs, that the FEM model does not estimate accurately 
the residual stress maxima and minima, even though the thermal history is properly calculated. A close 
look at Figure 13 confirms that the main difference between the measured and calculated residual stress 
profile is not in the tensile and compressive maxima positions from the edge, but in their magnitude. 
Interestingly, the maximum tensile residual stress value is overestimated by FEM model by 
approximately 150 MPa (around 20%), while the maximum compressive stress value is underestimated 
by the same amount. This is a relatively high magnitude and it may limit the applicability of this kind of 
models in quenching processes. 
In this particular case, thermal-dependent thermophysical properties and expansion were used and 
no phase transformation was considered. Additionally, the HTC used was previously validated using 
the inverse method in this geometry [16,17]. Using these properties and boundary conditions, plots such 
as the ones presented in Figure 11 (thermal validation) and Figure 12 (simulated full-section residual 
stress profile contours) may lead to an erroneous validation of the FEM model, which needs to be 
properly assessed using residual stress line profile comparisons. The differences between the simulated 
and measured residual stress profiles appear unrelated to the thermal accuracy of the model, as shown 
by the results using several HTC values. Reducing the HTC values does not lead to a significantly 
lowered maximum residual stress. Additionally, an increased HTC does not, in turn, increase the 
maximum values for the tensile and compressive residual stresses.  
The previous statements lead to question where the difference between measured and simulated 
residual stress profile is stemming from. Since 304L steel remains austenitic in the quenching range, and 
no important changes in their thermophysical properties are induced by quenching, the difference should 
be arising from the material properties themselves. As stated before, 304L steel is not expected to undergo 
phase transformation during quenching and therefore residual stresses are exclusively thermally 
generated. As a result of this, it was expected that a more severe quench, as enforced by an increased 
HTC, should have an effect in the residual stress profile. As shown in Figures 15 and 16, this was not the 
case. As a result of this, it was decided to explore if the fit between the measured and simulated residual 
stresses could be improved by using a different thermal expansion coefficient. In order to assess this 
effect, a new simulation with a thermal expansion coefficient corresponding to a 316 stainless steel was 
carried out. The thermal expansion coefficient was 1.9 × 10−5 K−1 for the 304L steel (previously shown in 
Figure 6c) while the 316 stainless steel thermal expansion coefficient was 1.7 × 10−5 K−1 [28]. The residual 
stress profile along the sample central line is presented in Figure 17. It can be seen that using a different 
thermal expansion coefficient does not have an important effect in the tensile residual stress maximum, 
rather displacing the position from the quenched end.  
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Figure 17. Residual stress profile along the sample central line for the 304L (α1) and 316 (α2) thermal 
expansion coefficients. 
Since the simulated residual stress maxima is not affected by varying the HTC or the thermal 
expansion coefficient, the difference with the CM measured maxima is probably related to plasticity 
effects. One possibility may be martensite formation. Following the equation proposed by Shen [38] and 
revisited by Sun [39] (Equation (3)), it is possible to evaluate the possibility of martensite formation versus 
twinning generation in stainless steels based on the stacking fault energy (SFE) calculated from the steel 
chemical composition. 
𝛾ௌிாோ் ൬
𝑚𝐽
𝑚ଶ൰ = −53 + 6.5%𝑁𝑖 + 0.7%𝐶𝑟 + 3.2%𝑀𝑛 + 9.3%𝑀𝑜 
 
(3) 
Following Equation (3), the SFE for the stainless steel quenched in this study is 19.32 mJ m−2. 
According to Shen [38], twinning is more favored when the SFE is above 18 mJ m−2, whereas martensite 
formation is more likely to occur when the SFE is below 18 mJ m−2. It can be seen that for this particular 
steel composition, twinning is more favored than martensite formation. This was further analyzed by 
observing the microstructure at the maximum tensile residual stress position. The microstructure is 
shown in Figure 18. The microstructure is fully austenitic, with several twinned austenite grains.  
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Figure 18. Microstructure of the quenched sample at the maximum tensile residual stress zone. 
From Figure 18, it is evident that the quenched sample underwent plastic deformation through 
twinning. This could explain the discrepancy between the calculated and measured residual stress tensile 
maximum. The FEM model was set to calculate the final stress state for the quenched sample, including 
both elastic and plastic deformation. The contour method, on the other hand, by definition can only 
measure elastic relaxation. The FEM model is then overestimating the maximum tensile residual stress 
because it is not limited to calculate the elastic stress only. In fact, the 304L stainless steel yield stress is 
215 MPa, which is just above the 200 MPa tensile residual stress maximum measured by the contour 
method. Previous papers [2,6] comparing measured and FEM calculated residual stresses in quenched 
stainless steel have shown that the tensile residual stress maximum is consistently overestimated by the 
FEM model. 
The underestimation of the compressive residual stress maximum is most likely related to the 
shortcomings of the FEM model, in particular during the calculation of the residual stress at the highest 
cooling rate near the quenched end. In a previous study by Hossain [2], the occurrence of these high 
compressive residual stresses is thought to be related to the high strain rate found in the quenched end 
which may increase the stainless steel yield stress. As previously shown in Figure 5b, the flow stress used 
in the model presented is temperature-dependent but not strain-rate-dependent. 
5. Conclusions 
Current FEM models capable of simulating quenching are readily available, however thermal 
history fit must not be used as the sole parameter to validate the model especially in terms of residual 
stress profiles. The Deform 3D FEM model presented is capable of accurately representing the thermal 
story throughout the quenching process of a 304L stainless steel. Residual stresses maximum (both tensile 
and compressive) positions from the quenched end are in good agreement with the ones measured by 
contour method. Tensile residual stress maximum magnitude is overestimated, while the maximum 
compressive residual stress is underestimated by approximately the same amount (20%). The differences 
in residual stress magnitude could not be corrected by modifying the HTC in the FEM model nor with 
using a different thermal expansion coefficient. Residual stresses in this material should exclusively be 
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thermally generated. However, following stacking fault energy calculations and metallography of the 
quenched area, the sample underwent plastic deformation through twining. This mechanism needs to be 
taken into account in future stainless steel quenching models. 
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