A sample of a nanomaterial contains a distribution of nanoparticles of various shapes and/or sizes. A scanning electron microscopy image of such a sample often captures only a fragment of the morphological variety present in the sample. In order to quantitatively analyse the sample using scanning electron microscope digital images, and, in particular, to derive numerical representations of the sample morphology, image content has to be assessed. In this work, we present a framework for extracting morphological information contained in scanning electron microscopy images using computer vision algorithms, and for converting them into numerical particle descriptors. We explore the concept of image representativeness and provide a set of protocols for selecting optimal scanning electron microscopy images as well as determining the smallest representative image set for each of the morphological features. We demonstrate the practical aspects of our methodology by investigating tricalcium phosphate, Ca 3 (PO 4 ) 2 , and calcium hydroxyphosphate, Ca 5 (PO 4 ) 3 (OH), both naturally occurring minerals with a wide range of biomedical applications.
Introduction
Ubiquitous in agriculture (e.g. herbicides; Pereira et al., 2014) , cosmetics (e.g. sunscreen; Singh & Nanda, 2014) , and medicine (e.g. drug delivery systems; Fang et al., 2014) nanoparticles (NPs) present an ever-expanding field of research and development. It is estimated that, by 2019, the global market for nanomaterials will have reached $4.2 billion (BCC Research LLC, 2014) . Due to their omnipresence and diversity of chemical nature (organic, inorganic or a composite; Froggett et al., 2014) , there is a great demand for a comprehensive characterization of the physical, chemical and biological properties of NPs, especially in relation to human and environmental safety (Friedrichs & Schulte, 2007; Damoiseaux et al., 2011; Nyström & Fadeel, 2012; Savolainen et al., 2013; Oomen et al., 2014; Stone et al., 2014) .
One of the challenges in characterizing NPs is the difficulty to obtain precise structural information. Unlike crystalline materials or single molecules for which atomic positions can be determined via crystallography, nuclear magnetic resonance (NMR) techniques or ab initio modelling, the NP-based materials are typically a distribution of particles of various shapes and forms, including NP aggregates (Crosta et al., 2011; Fernandez Martinez et al., 2014) . Although the knowledge of an NP sample's morphology is not necessary when determining certain properties such as aqueous solubility or partition coefficient, it becomes crucial when performing structureproperty or structure-activity classification (Liu et al., 2011) and assessment (Nel et al., 2013) .
Moreover, the information about structure and/or morphology of a nanoparticle sample can open exciting opportunities for computational modelling of NP characteristics, for example via quantitative structure-property/activity relationships (QSPR/QSAR) approaches (Burello & Worth, 2011) . The QSPR/QSAR methods employ combinations of molecular descriptors in prediction of physical-chemical and/or biological properties of chemical substances, based on statistical models derived from measured data (Puzyn et al., 2009) . QSPR/QSAR modelling for nanoparticles ("Nano-QSAR") is an emerging field focused mainly on predicting (estimating) NP biological effects (Burello & Worth, 2011) .
Without the knowledge of the exact structure of a given NP sample, researchers have explored two approaches to calculate structural descriptors: (i) approximate the structure with a simple model (e.g. bulk structure or a surface models based on the latter), for which some descriptors can be calculated; and (ii) recover partial structural information about a sample of NPs through available experimental imaging techniques, for example via image analysis of photomicrographs of NP samples. Following the approach (i), Kar et al. used hydrophobicity, surface charge, and topological descriptors to estimate the uptake of magnetofluorescent NPs in human epithelial (Kar et al., 2014) pancreatic cells. Similarly, Gajewicz et al. utilized the enthalpy of metal cation formation and Mulliken's electronegativity to predict the toxicity of metal oxides to human keratinocyte cell line .
The approach (ii) typically involves scanning electron microscopy (SEM) or transmission electron microscopy (TEM), which have become standard techniques to investigate microand nano-sized particle structures in the food industry (e.g. comparing milk treatments; Impoco et al., 2012) , mechanics (e.g. investigating combustion byproducts; Coz et al., 2014; Liati et al., 2013; Toth et al., 2013a, b, c) , and medicine (e.g. examining wear particles of artificial joint fillers; Tipper et al., 2006; Schröder et al., 2013; Wu & Peng, 2013; Moro et al., 2014; Nine et al., 2014) . There are various ways of quantifying information contained in SEM and TEM images. Common approaches follow natural human visual inspection when investigating new objects: estimation of size, shape, contour and texture in order to describe the NP samples in terms of length, surface area, circularity, etc. (Tipper et al., 2006; Brun et al., 2010; Impoco et al., 2012; Liati et al., 2013; Toth et al., 2013a, b, c; Coz et al., 2014; Moro et al., 2014; Nine et al., 2014; Schröder et al., 2013; Wu & Peng, 2013) . Extracted NP morphology can be later correlated with physicochemical or biological properties. For example, Adachi et al. examined the relationship between soot (carbon) nanoparticle morphology and their optical properties (Adachi et al., 2010) . They found that open, ramified particles absorb sunlight less efficiently than compact, spherical ones, and will, therefore, contribute to global warming to a lesser degree than their spherical counterparts. Other approaches of extracting particle features from images involve additional mathematical transformations, with examples being wavelet (Kockentiedt & Toennies, 2012) and Fourier descriptors (Rice et al., 2012; Fernandez Martinez et al., 2014) or the Minkowski functionals and valuations, where particles are interpreted as graphs, with faces, edges, and vertices (Zhang et al., 2009) . The application of fractal dimensions (Florindo et al., , 2013 ) is another type of approach to analysing particles. It is also possible to calculate lacunarity (Allain & Cloitre, 1991) -size distribution of the holes in the fractal. An interpretation of the latter group of descriptors is often less intuitive but may be useful in constructing statistical structure-property models.
There is little information the literature has on automated image analysis of nanoparticles. The active contour technique has been used for particle size estimation, assuming ellipsoidal nanoparticle shape in order to cope with particle overlap (Fisker et al., 2000) . A local thresholding technique was proposed for identifying particles with spatially varying intensities (Gontard et al., 2006) . The sequential use of the Laplacian edge detection algorithm in addition to a radius estimation algorithm helped estimate the size distribution of spherical, non-overlapping nanoparticles (Chen & Ho, 2008) . Complicated chain-structured nanoparticle aggregates were analysed by applying a circular decomposition algorithm to their outline (Glotov, 2008) . Automated methods may reduce the computational time of the image analysis, but more often they still require human input and further refinement, making the trade-off quite unrewarding.
Although the emerging nanoparticle-QSPR/QSAR modelling methodology raises hopes and expectations in nanoparticle research, the search for new, alternative sources of NP data continues. In this contribution, we combine computational techniques with empirical approaches and investigate SEM images as a source of NP descriptors using computer vision algorithms (Ballard & Brown, 1982) . We present a framework for extracting morphological information contained in SEM images and converting them into numerical descriptors of particle shape and size. We provide a set of protocols for identifying and selecting most representative SEM images, which are necessary for capturing both diversity and statistics of the nanoparticles present in the full image collection. With the help of statistical tests, we determine the size of the smallest representative image set for each of the morphological properties from NPs. We also illustrate our considerations using images of tricalcium phosphate (TCP) and hydroxylapatite (HAp) nanoparticles.
Materials and methods

Images
The calcium orthophosphate family is a biocompatible and biodegradable group of compounds used both in bulk and nanoparticle form, for example as a component of composite biomaterials (Dorozhkin, 2009) . Herein, we investigate and characterize powder grains (nanoparticle aggregates) two members of that family: β-tricalcium phosphate (TCP), Ca 3 (PO 4 ) 2 , obtained from Sigma-Aldrich, Poland, and calcium hydroxyphosphate (hydroxylapatite, HAp), Ca 5 (PO 4 ) 3 (OH), obtained from Unipress, Poland.
Using Phenom ProX Desktop Scanning Electron Microscope (accelerating voltage: 5000-15 000 V), we obtained two sets of 15 grayscale (8-bit) TIFF images of TCP and HAp grains. At ×400 magnification, the 2048 × 2048 pixels (px) micrographs were scaled to 3.061 px/µm (0.3267 µm/px). The number, density and shape of particles varied among the SEM images as well as the samples (Fig. 1) , and the objects visible in the images were actually micrometre size aggregates of nanoparticles.
Image analysis and particle descriptors
We used an open source Java-based framework known as ImageJ/Fiji software to construct our computer vision workflow (Schneider et al., 2012) . ImageJ offers several tools for image enhancement, segmentation, and feature extraction, including scripting capability easing the analysis of microscopic images.
Image processing and analysis
Prior to any analysis, the SEM images require appropriate pre-processing, such as border improvement and contrast enhancement. In this study, we implemented a workflow with three main processing steps: filtering, thresholding, and segmentation. The graphical output (result) at each stage of the procedure is presented in Figure 2 , with a brief description given as follows:
1. Filtering. Reducing noise (e.g. dust, dirt, artefacts) through smoothing local variations in the image. Artefact elimination prevents false particle identification during the segmentation stage. Method used in this study: anisotropic diffusion (Perona & Malik, 1990 ), a nonlinear filter that homogenizes areas with similar intensity while preserving the edges. 2. Thresholding. Separating the background and the objects based on their pixel intensity (gray-level value, 0-255). Setting an intensity limit aims at eliminating background objects, such as artefacts, specks of adhesive glue, stray fragments of coating film and the like, so that the result contains the foreground objects (aka regions of interest). Method used in this study: intermodes (Prewitt & Mendelsohn, 2006) , an automated thresholding algorithm that iteratively attenuates the pixel intensity (gray-level value) variations from the histogram until there are only two maxima, and uses their average as the threshold value for all the pixels in the image. 3. Segmentation. Identifying the foreground objects in the thresholded image, such as the segmented result most likely corresponding to particles. Method used in this study: discarding objects on image edges or with size smaller than 10 µm 2 (debris, e.g. dust particles).
Nanoparticle descriptors
After identifying and selecting the particles, our algorithm proceeds in extracting morphological features, which here are scalar numerical descriptors (Russ, 2011) . The information contained in each image was converted into a list of nanoparticles, and their respective 10 descriptors-described in Table 1 . The results of a hierarchical cluster analysis performed on the descriptors can be found in Figure S1 .
Image representativeness and nanoparticle statistics
We developed quantitative protocols for assessing the morphological information on NP contained in SEM images. Employing particle statistics, we designed a series of analytical steps, and implemented algorithms using the R statistical software (Team, 2014) . The set of 15 SEM images treated as the reference in our calculations-it was used a source containing information on all 9520 particles and their corresponding descriptor values across. The main steps are described as follows:
Step 1: Calculating the probability density for each descriptor. The probability density function (PDF), describing the relative likelihood for a variable to take on a specific value, is a tool for assessing the range and frequency of descriptor values. For a more detailed description of the probability density function, please refer to the Supporting Information.
The complete set of 15 SEM images was used as input to create a reference curve, such that the probability density for each descriptor was estimated on all the particles from the set (all particles collectively from all images). In this context, we assume that the available set of images exhaustively represent the diversity of the particle sample. In order to estimate PDFs, we assume that the descriptors value range between zero and the respective maximum descriptor value. Within those set boundaries, 1024 evenly spaced points compose the density estimation. The PDF for each descriptor, taking into account all the particles serves as reference curve in our convergence analysis.
Step 2: Determining all the possible image combinations (subsets). In order to perform image selection, we took all possible image combinations (subsets) under consideration. When creating a list of the possible combinations, we started with one-image subsets -taking into account only one image at a time. Following that, we found all two-image combinations (subsets), then all three-image combinations (subsets) and so on -up to 14-image subsets. In total, we found 32 766 possible combinations (subsets) of 15 images.
Step 3: Calculating subset PDFs for each descriptor. Implementing the method described in Step 1, we calculated the PDF of each descriptor for each subset. We used the previously established descriptor bounds (lower and upper range limits) in the subset probability density estimations, thereby ensuring the 1024 sampling point intervals were comparable each time. Additionally, the PDFs here also follow the default implementation, similarly to the smoothing bandwidths for the full set PDF.
Step 4: Calculating the similarity score. In order to find the difference between the overall (y i ) and subset (f i ) descriptor probability distributions at the ith sample point, we calculated the absolute error (AE):
We obtained 10 AE vectors per subset, each for its respective descriptor. Each AE vector contained 1024 values, corresponding to a PDF curve over the sampling intervals. Using the trapezoidal rule (Jones et al., 2009) , we approximated the area under the curve (A n ) in each AE n vector. For a more detailed description of the trapezoidal, please refer to the Supporting Information. As the integral of the probability density function over the entire space is equal to 1, the maximum difference between two PDF curves is equal to 2. Therefore, we normalized all the A values and calculated the similarity score (SS), whereby
The similarity score value ranges between 0 and 1. The higher the SS value, the greater the similarity between the overall probability density curve for a specific descriptor and the probability density curve of a given subset.
Step 5: Performing a two-sample Kolmogorov-Smirnov test (K-S test) . This nonparametric test is used for determining whether two sample distributions are statistically significantly different (Crawley, 2013) by comparing their empirical cumulative distribution function, ECDFs (Brown et al., 2009) . For a more detailed description of the Kolmogorov-Smirnov test, please refer to the Supporting Information.
We chose the standard significance level, α = 0.05, meaning we accepted that the results were within a 5% margin of error. When comparing the overall ECDF 1 (for the complete 15-image set) with the ECDF 2 of a subset, for p ࣘ 0.05 we concluded that the ECDFs are significantly different; therefore, the subset in question is not representative. If a subset received a p-value greater than the threshold α = 0.05, it was considered to be similar to the complete 15-image set and, therefore, sufficiently representative. We applied this p-value-based approach to assessing the representativeness of all image subsets. 
Results and discussion
Particle descriptors
We obtained 10 particle descriptors (Russ, 2011 ) that have been described in Table 1 ; six related to size (area, perimeter, 
Case study 1: Tricalcium phosphate
This study involved the analysis of 15 SEM images representing samples of β-TCP, Ca 3 (PO 4 ) 2 . The particle number per image ranges from 414 particles in Image 12 to 951 particles in Image 3, with the average of 635 particles per image. Figure 3 provides a histogram representing distribution of particles in each image. The total number of particles across all 15 images was 9520.
As illustrated in Fig. 4 the majority of the particles are small, under 100 µm 2 (Fig. 4 : Area) and narrow, under 10 µm (Fig. 4: Ferret's diameter [Max] ). The typical shape was close to circular (Fig. 4 : Circularity) and mostly compact (Fig. 4 : Solidity). The full set of 10 descriptor value distributions can be found in Figure S2 . Figure 5 emphasizes the correspondence between the calculated descriptor values and actual particle features; this example shows the physical representation of two most intuitively interpretable descriptors, one from each descriptor type: the outlines of particles in Figure 5 are coloured by Circularity (shape descriptor) and particle fills are coloured by Area (size descriptor). As shown, Circularity values up to 0.5 correspond to elongated particle shapes (Fig. 5 , outlined in green and yellow hues) whereas particles with shapes closer to a perfect circle (Fig. 5 , outlined in shades of blue and purple), have higher Circularity values -between 0.5 and 1. An additional example of particle shapes and corresponding Circularity values (0.25, 0.5, 0.75, and 1) is shown on the left-hand side of Figure 5 . The interpretation of Area descriptor is quite obvious: the greater the Area value, the larger the actual particle size (Fig. 5 , smallest particles filled with pink and red, largest particles filled with blue hues).
Further investigation of the relationship between a particle's Circularity and its Area revealed an inverse correlation between the two descriptors, illustrated by the two-dimensional histogram in Figure 6 . Smaller particles tend to present higher Circularity (top-left corner; Fig. 6 ). Conversely, large particles are usually more elongated (bottom-right corner; Fig 6) , which corresponds to lower values for Circularity. The descriptor interaction is relevant to the proposed analysis, and a full, 10-descriptor correlation matrix can be found in Figure S3 .
Images varied not only in particle number but also in descriptor value distribution (Fig. 7) . The overall PDF curve representing a collective Circularity value range in all 15 images (black line), and the respective probability density curves for each of the images (various colours, dashed lines) differ significantly. The PDF estimate for Image 7 (orange polygon) almost completely overlaps with the overall PDF curve, meaning Image 7 is the most representative in terms of Circularity. Conversely, the PDF curve for Image 3 (red polygon) visibly differs from the overall, signifying that Image 3 is the least representative of all 15 SEM images. This inter-image variation holds true for other descriptors as well. An overview of the differences in the per-image value distribution for all descriptors can be found in Figure S4 .
Similarity score and image representativeness. As outlined in the previous section, distributions and morphology of nanoparticles can be significantly different between SEM images. These differences often reflect both sample inhomogeneity and deficiencies of sample preparation methods. Assuming that the overall description of the full dataset is more relevant than individual images with potential outliers, we refer to representative images as those presenting particle descriptor distributions that are statistically more similar to the full dataset particle descriptor distribution. In this context, a micrograph containing fewer but more diverse particles may be more valuable than one with a large number of particles differing very little from each other. In any case, it is necessary to use more than one SEM image in order to incorporate the possible variations of a descriptor value (particle feature).
We tackle the problem of quantifying image representativeness using the similarity score (SS), a metric based on the descriptor PDF, to measure the difference between an image combination (subset) and the complete, 15-image set. We calculated the SS separately for each of the 10 descriptors, across all 32 677 identified image combinations (subsets). The similarity score value can range from 0 to 1. The higher the SS value the more similar is that subset to the full image set in terms of a specific descriptor value distribution -the more representative the subset.
As expected, we observe a repeating trend for all descriptors: the similarity score values increase as the subset size augment (Fig. 8 ). There is a noticeable, steady rise in SS: from low values for 1-image subset group (subsets group sized 1, leftmost, dark purple-coloured bars) to high SS values for 14-image subset group (subsets group sized 14, rightmost, dark green-coloured bar). The SS value ranges differ depending on descriptor type: with narrower ranges for size descriptors: 0.8645-0.9968 ( Fig. 8 , panels 1-6) and wider ranges for shape descriptors: 0.8177-0.9972 (Fig. 8, panels 7-10) .
We noticed that certain subsets have higher SS values than others of equal size (i.e. containing the same number of images). In the case of Circularity (Fig. 9A , showing all possible 32 766 image subsets), for example, 10-image subsets, represented by green dots, are spread out vertically -meaning some have lower SS values then others, despite the equal number of images. This difference arises from the fact that these equally sized subsets contain different images which in turn comprise particles with varying shapes (Circularity). Among equally sized subsets, the ones including certain images will be more representative of the whole population (complete image set) than others depending on the criteria under investigation, for example, which NP descriptor should be prioritized.
To further investigate subset quality versus image quantity, we identify the 10-image subset with lowest SS value for Circularity, SS 10 min = 0.9614. This subset included Images 4 through 10, 12, 14 and 15. Following that, we compared this SS 10 min with SS values for all smaller subsets (containing 1-9 images). We found that subsets as small as three images had SS values higher than 0.9614. One of the 3-image subsets we found, with SS3 = 0.9614, included only Images 4, 5 and 9. This implies that Images 6, 7, 8, 10, 12, 14 and 15 from the above-mentioned 10-image set were somewhat redundantthey did not bring additional information that would improve the representatives of the bigger, 10-image, subset. Different from what one could expect, a larger number of images does not always make a subset more representative -the selection of relevant images is important both for eliminating outliers as well as for experimental data compression.
It is worth noting that certain subsets of different sizes have the same SS values. As shown in Figure 9A , there are groups of different coloured dots with the same SS value. The navy blue dashed line represents SS = 0.9804; there are 194 subsets size, all with that exact SS value. This phenomenon occurs in all descriptors. This is further proof that not only the number but also the choice of images has significant influences on a subset representativeness.
As particle shape is one of the established factors determining NP toxicity (Zhao et al., 2013) , reliable morphological characterization is crucial for particle classification (this fact has been also recognized by both European (European Chemicals Agency, 2013) and Northern American (Initiative, 2013) regulatory bodies]. For a given image subset size group, the highest SS value will signify the most representative image combination within this group. In the case of 1-image subsets (i.e. single images), the highest SS score will simply indicate the most representative image for each descriptor (Table 2 highlighted in green). What is interesting, even though some of the images are the most representative for more than one descriptor, for example Image 1 (optimal representation of Area and Perimeter) or Image 8 (optimal representation of both Maximum and Minimum Feret's diameter as well as the Minor Axis), there is no single, 'globally optimal' image, one that would best represent all of the descriptors at the same time. Another noteworthy fact is, that despite containing the largest number of particles, Image 3 was not the most representative for any descriptor (Table 2), proving that particle count is not indicative of feature representation and should not be used as a weighting factor during the image selection process.
For any given subset size, we can select the optimal image combination, based on the similarity score values. In the case of the Circularity descriptor, starting with the smallest subset size group (single images), we observe that Image 7 has the highest similarity score value (Table 3) , meaning it is the most representative of the group. When examining the 2-images sets, we find that the combination of Image 2 and Image 15 is the most representative, as this pair had the highest SS value out of all 2-image subsets. When looking for three most representative Images, we obtained Images 1, 4 and 9, etc.
To assess whether these image combinations would be universally representative, we identify the image subsets with highest SS values in relation to particle Area (Table 4) . Interestingly, we find that the image combinations with the highest SS value are different from the subsets in corresponding size groups for Circularity. Here, Image 1 is the most representative of the whole set, whereas for Circularity it had been Image 7. The two most representative image combination was Images 3 and 13, not 2 and 15, as had been the case with Circularity, 
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and so on. At each subset size level (from 1-image subset up to 14-image subset), different sets of Images were representative for different descriptors. We further investigate this matter by identifying the most representative (highest SS values) image combinations at each subset size level for the remaining eight descriptors. We find that the representative image subsets differed from one descriptor to another. Although there is some overlap -some subsets were found to have highest SS values for more than descriptor -there is not a 'universally representative' image combination. For the sake of brevity, we limited the presentation of our findings to the Area and Circularity only.
Smallest representative image set. The two-sample Kolmogorov-Smirnoff test is used for comparing distributions. The Kolmogorov-Smirnoff test finds the largest difference between the ECDFs of two samples (in our case between the ECDF of an image subset and the overall ECDF), 
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and calculates the probability value, p-value, associated with it. The statistical significance of the differences between the overall and subset's ECDFs can be assessed by comparing the p-value against a significance level, α = 0.05. If the p-value ࣘ α, the difference between the ECDF is significant -the two distributions are different. The number of image subsets significantly different from the complete image set for all descriptors is shown in Table 5 , sorted by subset size group. There are few significantly different subsets for size descriptors (Table 5 , columns 2-7), for example in the case of Area, only 22 out of possible 105 2-image subsets are significantly different from the overall set; whereas in the case of shape descriptors (Table 5 , columns 8-11), there is a significant number of image subset differencing from the complete image set; for example for Solidity, over half of the possible 2-image subsets, that is 60, differ significantly from the complete, 15-image set.
For all but one descriptor, Solidity, is it possible to find a saturation point, a specific subset size that, no matter which images are chosen, their combination will never differ significantly from the complete image set. In order to get a representative set of images for the Area descriptor for example, we need to use at least 11 out of all 15 images at hand, because at that image number, none of the subsets will differ from the whole set.
An example of the differences in ECDF curves between 1-images subsets (i.e. single images) and the overall ECDF curve (black line) for Circularity is presented in Figure 10 . We show that for some of the images, for example Images 7 (orange line), the ECDF curves are close the overall ECDF (black line) -these are the images with a p-value greater than α = 0.05 (not significantly different); whereas the ECDFs of other images, such as Image 3 (red line), are farther away from the overall ECDF curve. The p-value for those images is smaller than 0.05 and they are considered to be significantly different from the complete image set in terms of Circularity value distribution. The per-image differences in ECDFs for the remaining descriptors can be found in Figure S5 . Our main objective is to determine the smallest number of images necessary for obtaining a representative subset. Although the similarity score allows us to rank the most representative images according to their possible subsets of a given size, it does not tell us what the minimum subset size should be. Although winnowing out the best images is crucial, a means of selecting an unbiased image sample is also necessary.
As we mentioned previously, it is possible to find a saturation point, that is, a subset size that, no matter which images it contains, the combination will always be representative. Identifying this threshold for each descriptor will in essence mean finding the smallest representative image set. Each descriptor shows a different minimum representative image number, as shown Figure 11 . When choosing a set of images representative for Area, the framework points out to the selection at least 11 (73%) of the images to create a set sufficiently diverse and representative. Analogously, in order to obtain a set of images representative in terms of particle Perimeter, we should use at least 8 (53%) of them. This logic applies to all descriptors, with exception of Solidity, for which even among 14-image sets there is still at least one significantly different.
Case study 2: Calcium hydroxyphosphate
This study involved the analysis of 15 images representing samples of hydroxyphosphate (hydroxylapatite, HAp), As illustrated in Figure 13 , the majority of the particles are small, under 200 µm 2 ( Fig. 13 : Area) and narrow, under 20 µm (Fig. 13: Ferret's diameter [Max] ). The typical particle shape is close to circular (Fig. 13 : Circularity) and mostly compact ( Fig. 13: Solidity) . The full set of 10 descriptor value distributions can be found in Figure S6 . The SEM images varied not only in particle number but also in descriptor value distribution (Fig. 14) . The overall PDF curve representing a collective Circularity value range in all 15 images (black line), and the respective probability density curves for each of the images (various colours, dashed lines) differ significantly. The PDF estimate for Image 10 (green polygon) almost completely overlaps with the overall PDF curve, meaning Image 10 is the most representative in terms of Circularity. Conversely, the PDF curve for Image 8 (yellow polygon) visibly differs from the overall, signifying that Image 8 is the least representative of all 15 SEM images. This inter-image variation holds true for other descriptors as well. An overview of the differences in the per-image value distribution for all descriptors can be found in Figure S7 .
Similarity score and image representativeness.
As was the case with TCP, we observed a repeating trend for all descriptors: the similarity score values increase as the subset size augment (Fig. 15 ). There is a noticeable, steady rise in SS: from low values for 1-image subset group (subsets group sized 1, leftmost, dark purple-coloured bars) to high SS values for 14-image subset group (subsets group sized 14, rightmost, dark green-coloured bar). The SS value ranges differ depending on descriptor type: with narrower ranges for size descriptors (Fig.  15 , panels: 1-6) and wider ranges for shape descriptors (Fig.  15 panels 7-10) .
As previously mentioned, for a given image subset size group, the highest SS value will signify the most representative image combination within this group, and in the case of 1-image subsets (i.e. single images), the highest SS score will simply indicate the most representative image for each descriptor. As was the case with TCP, even though some of the images are the most representative for more than one descriptor (Table 6 , highlighted in green), for example Image 12 (optimal representation of Perimeter, Maximum Feret's, Major Axis, Aspect ratio and Roundness), here, also there is no single, 'globally optimal' image, one that would best represent all of the descriptors at the same time. It is worth noting that this time the most populated Image, 12, was the most representative for over half of the descriptors but not all of them, and the least populated Image, 3, was the least representative for over half of the descriptors (Table 6), confirming that particle count is not indicative of feature representation and should not be the deciding factor during image selection.
Smallest representative image set. The differences between in ECDF curves for 1-images subsets (i.e. single images) and the overall ECDF curve (black line) for Circularity is presented in Figure 16 . For Image 10 (green line), the ECDF curve is close the overall ECDF (black line) -this image is not significantly different; whereas the ECDFs of Image 8 (yellow line) is the farthest away from the overall ECDF curve, it is significantly different from the complete image set in terms of Circularity value distribution. The per-image differences in ECDFs for the remaining descriptors can be found in Figure S8 . Contrary to TCP, in case of HAp it was possible to the find minimum representative image number for each descriptor (Fig. 17) . Most of the descriptors required 11 or 12 images in a set for a representative sample, with exception of Major Axis, where only five images are necessary, and -surprisinglyroundness, where the minimum representative number of images is four. These observations confirm the need for a minimal image subset selection framework, as the representativeness differs for each chemical substance.
Recommendations
In the absence of specific guidelines on image selection, we suggest the adoption of at least 50% of the total image population, as this was the smallest representative size identified in our study. While setting an arbitrary threshold is hardly ideal, our findings provide a solution to cases in which data compression is inevitable, then offering a quantitative set of protocols to determine image representativeness.
If the descriptors are to be used later in predictive modelling of nanoparticle toxicity (nanoQSAR), the set of features should be extracted separately for each NP phase, as different phases of the same nanoparticle may exhibit different biological activity, e.g. the anatase phase of TiO 2 inducing cytoxicity whereas the rutile phase of TiO 2 does not (Gerloff et al., 2012) .
Conclusions
We provided a computational framework for extracting morphological features of microparticles from SEM images. Using this framework, we analysed 15 SEM images of TCP and calcium hydroxyphosphate (HAp) materials, and investigated their particle distributions in terms of size descriptors: Area, Perimeter, Major and Minor Axes, Maximum and Minimum Feret's diameter, as well as shape descriptors: Aspect ratio, Circularity, Roundness and Solidity.
We have developed a statistics-based approach for image comparison (similarity score, SS), enabling the selection of most representative images and image sets. We demonstrated how to choose a representative set of SEM images, evaluating each descriptor separately. We showed that information quality (feature diversity) is independent of the number of particles in an image, and the most populated images are not always the optimal choice. We observed an inverse correlation between particle shape and size: smaller are usually circular in shape, while larger particles tend to have more evolved, irregular shapes.
We proposed a method of determining the minimal number of images necessary for a representative set, with the help of the two-sample Kolmogorov-Smirnov test. Based on the difference in empirical cumulative distribution function (ECDFs) between image subset and the complete image set, we calculated p-values. Subsets with p-values ࣘ 0.05 we classified as significantly different from the complete image set. For every descriptor there is an image number (subset size) large enough that no matter which random images are combined, the resulting subset will always be representative in terms of that descriptor. Each of the descriptors has a different minimum representative subset size.
In summary, our algorithms provide a framework for analysing images of nanoparticle-form materials and selecting minimal sets of images to correctly represent material samples. Our framework is general and could be applied to various materials, using diverse descriptors corresponding to key features, relevant to specific applications. Our methodology could also be integrated with commercial imaging software, providing immediate, 'live' feedback during the image acquisition process with regard to particle variability. 
