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第１章  
序論 
１.１ 研究背景 
今の IoT 時代では、温度等の環境データ、画像や音声などのデータが、センサやデバイス
を通じてストリームデータとして大量に、継続的に生成される。そのため、ストリームデー
タ処理も継続的に、かつリアルタイムに行う必要がある。 
従来の処理では、全てのデータを溜めてから結果を計算するが、ストリームデータ処理で
は、入力されたストリームデータを溜めることなく、入力時点で処理を開始する。ストリー
ムデータ処理により、例えば、店舗に設置したカメラから顧客の年齢や性別、行動などの、
従来取得できなかった情報をリアルタイムに分析し、顧客の回遊率を向上させることなど
が可能になる。また、製造業や設備管理などでは、センサデータをリアルタイムに分析し、
異常予兆検知が可能になる。また、身近な例で見ると、Twitter や Facebook などの SNS で
は、メッセージやコメントなどがリアルタイムに投稿される。運営者がユーザのニーズに合
わせて常に新しいトピックやニュースを配信する必要がある。駅などにある防犯監視カメ
ラにもストリームデータ処理を活用すれば、リアルタイムに複数イベント処理（CEP：
Complex event processing）で分析し、異常を検知することが可能になる。このように、ビジ
ネスの問題を解決し、新たな可能性を見出せる。 
上述のアプリケーションを開発するためには、流れてくるストリームデータを扱えるア
ルゴリズムを設計する必要がある。ストリームデータを処理するプログラムをストリーム
指向プログラムと呼ぶ。プログラマがストリーム指向プログラムを作成し、用途に合わせて
ストリームデータを分析し処理する分析シナリオを書く必要がある。このようなプログラ
ミングはストリーム指向プログラミングと呼ぶ。これは、様々なデータソースから続々と生
成される大量の構造化・非構造化データをリアルタイムに分析する新しい計算パラダイム
である[1]。 
一方、近年のマルチコア/メニーコアアーキテクチャの急成長により、プログラムは、ア
プリケーションから並列性を抽出し、高速化を図る並列プログラミング手法が現れ、主流に
なった。演算処理の計算量が膨大な各種シミュレーション等、科学技術計算において高い処
理性能が求められてきた。これらの需要を背景として、アクセラレータやメモリに関する高
性能コンピュータ技術は発展してきた。アクセラレータとは、CPU の計算処理を支援し、
特定の演算処理などを加速し、システム全体の処理性能を向上させるデバイスである。例え
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ば、グラフィック処理に特化した GPU(Graphic Processing Unit)、デジタル信号処理に特化し
た DSP(Digital Signal Processor)[2]、内部構成を書き換え可能な FPGA(field-programmable gate 
array)[3]などがある。これらのデバイスのアーキテクチャはそれぞれ異なるが、計算処理の
実行時間の長い部分を CPU に代わって高速に処理させることを目的にしていることは共通
である。 
GPU のようなアクセラレータでは、個々の計算対象データが各演算ユニットに割り当て
られ、並列に計算される。例えば、rc = ra +rbのようにベクトルの和を求める場合、プログラ
マはその計算がベクトルの各要素に分離されることを考えなければならない。すなわち、
rc[id] = ra[id]+rb[id]である。ここで、id はベクトルの要素のインデックスである。各 rc[id]の
計算は各演算ユニットに割り当てられ、複数のベクトルの要素の和の計算が並列に実行さ
れる。演算ユニットの数が rcの長さより大きい場合には、単一の「+」演算を計算するだけ
の処理時間で済む。このように、メニーコアアーキテクチャを利用することで、全体的な計
算時間は大きく減らすことができる。プログラマは、各演算ユニットに割り当てられる各演
算要素のインデックス化、および、依存性なく並列実行できる計算を考慮する必要がある。
このようなインデックス化による処理スタイルは、ストリーム指向プログラミングの 1 つ
の形態である。そのため、GPU のようなアクセラレータを用いることで、膨大なストリー
ムデータを低遅延で処理し、継続的に流入するストリームデータに対して高性能な処理能
力を実現できる。 
上述のように、インデックスベースの計算ができる GPU であれば、大規模なストリーム
データを高性能な並列処理で処理することができ、さらなる性能向上を得ることが期待で
きる。 
従来のストリーム指向プログラミングでは、Cg[4]や Brook for GPUs[5]のプログラミング
言語のように、単一ストリームプロセッサでの小規模な問題の計算に限定されていた。しか
し、GPU クラスタのような並列分散環境において、通信を含むため、従来のストリームコ
ンピューティングのプログラミングインタフェースでの実装は簡単ではない。また、複数の
専用プロセッサに適用される場合も効率的な実装は困難である。そのため、複数のアクセラ
レータを対象としたストリーム指向プログラミングに関しては、新しいプログラミング方
式が必要である。 
アクセラレータを用いた並列プログラミングでは、従来のプログラミングパラダイムと
異なり、ホスト CPU によるアクセラレータの制御が不可欠である。すなわち、実行環境が
異なる制御プログラムと計算プログラムの両方を記述する必要がある。アクセラレータ用
のプログラム開発については、プログラミング言語およびランタイムが提供されている。例
えば、アクセラレータの統合開発環境として、NVIDIA CUDA (Compute Unified Device 
Architecture) [6]や OpenCL (Open Computing Language) [7]などが提供される。しかし、これら
の開発環境では、プログラマはアクセラレータ向けの並列プログラミングを行う前に、アク
セラレータの種類と特徴、並列計算の様々なコンセプト、および、並列プログラミング言語
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のコンセプトなどを理解する必要がある。さらに、最大の並列効率を引き出すには、実環境
のハードウェア構成に適したプログラミングが必要となる。これらの手間はプログラマに
とって低効率で困難な作業となる。そのため、アクセラレータを用いたストリーム指向プロ
グラミングのユーザビリティを向上させる必要がある。 
ストリームコンピューティングのプログラミングインタフェースを提供するプラットフ
ォームとして、Caravela プラットフォームが提案された[8]。プログラマは、カーネルプログ
ラムを含む flow-model というモジュールを作り、引数の I/O 関係とターゲットランタイム
のタイプを指定することで、カーネルプログラムの開発に注力できる。カーネルプログラム
とは、CUDA や OpenCL においての GPU 側に実行させるプログラムのことである。以降、
カーネルと表記する。一般に、CPU の代わりにアクセラレータ上で実行するプログラムと
して理解することもできる。また、CPU 側とアクセラレータ側の両方のプログラミングが
必要な問題を解決するため、CarSh と呼ばれる Caravela フレームワークが、コマンドライン
ベースのプログラミングツールとして提案された[9]。CarSh は、executable または batch XML
を読み込めるシェルのようなインタフェースを提供する。CarSh を使用することにより、プ
ログラマはホスト CPU 側の制御プログラムを作成する必要がなくなり、batch ファイルのみ
を作成すれば実行できる。CarSh フレームワーク上に、アプリケーションを開発するための
GUI も実装された[10]。Flow-model をノードとして、データストリームを接続用の矢印とし
て使用することで、プログラマは複数の flow-model を矢印で接続し、全体として一つの処
理フローを構築できる。このように、ストリーム指向プログラミングのプログラマビリティ
の向上を目指してきた。 
しかし、継続的、かつ大量に流入するストリームデータを効率よく処理するために、処理
フローの中の並列性を最大限に抽出する必要がある。並列性を抽出する際、プログラマはハ
ードウェアの構造や、並列計算のコンセプトを理解する必要がある。そのため、並列ストリ
ームコンピューティングはプログラマにとって極めて困難な作業になっており、並列スト
リームコンピューティングにおけるプログラマビリティ向上は一つ大きな課題となる。 
 
１.２ 研究目的 
プログラムの持つ並列性にはビットレベルや命令レベルの並列性から、データ並列性、タ
スク並列性まで様々なレベルがある。GPU のようなアクセラレータの場合、GPU 内の複数
の演算回路間からカーネル間までの並列性がある。その中で、カーネル間の並列性は複数の
アクセラレータによって性能を引き出すことができる。 
アクセラレータ上でストリーム指向プログラムを開発する際、高性能を達成するために、
アクセラレータの持つ並列性を十分に引き出す高度なプログラミングが必要となる。また、
カーネルレベルの並列性を最大限に抽出するには、アクセラレータを搭載したハードウェ
アの構成に関する知識も必要となる。この点に関しては、ハードウェアを抽象化・標準化す
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る OpenCL などのようなアクセラレータ向けのプログラミングインタフェースを利用する
ことで、ハードウェアの詳細を隠蔽し、一定の高性能化が可能である。一方、現実の並列分
散環境に合わせてカーネル間の並列性を抽出し利用することは、プログラマにとって極め
て困難な作業となる。さらに、複数のアクセラレータ間の通信が必要な場合、プログラミン
グがさらに複雑となる。 
そこで、本研究では、ストリーム指向プログラムの開発の負担を軽減することに着目し、
プログラマが複数のアクセラレータの高い性能を引き出すために、下層ハードウェアの構
成に関する知識を持たなくても、カーネル間の並列性を自動的に引き出すことを主な目的
とする。 
その目的を達成するために、複雑な依存関係を持つ処理フローから最適な順序を決定し、
並列性を抽出する。処理フローが単純な場合、プログラマはカーネル間の並列性といくつか
の並列実行パターンを簡単に見つけることができる。しかしながら、処理フローが大規模ま
たは複雑になると、並列、もしくはパイプライン方式で処理フローを実行するための最適な
順序を決定することは困難である。 
そのため、本研究では、複数のカーネルで構成された静的な処理フローから、カーネル間
の空間的および時間的な並列性を抽出できる新たなアルゴリズム PEA-ST を提案する。ま
た、複数のアプリケーションに本アルゴリズムを適用することで性能評価を行う。 
 
１.３ 本研究の貢献 
本研究の貢献を以下に示す。 
⚫ アクセラレータの高い演算性能を利用するために、プログラマは並列計算の様々な
コンセプトを理解する必要があり、それに連れてプログラマの負担も増加している。
ストリームコンピューティングにおけるプログラマビリティを向上させるために、
本研究では、並列性抽出アルゴリズム PEA-ST を提案した。本アルゴリズムでは、デ
ータ並列化、タスク並列化とパイプライン化により、スループットの向上とレイテン
シの削減で、高い計算能力を実現できることを示した。 
⚫ 三つのアプリケーションを用いて本アルゴリズムの評価を行った。本アルゴリズム
により、大量の処理データを持ち、かつ複数回の演算を必要とするストリーム指向プ
ログラムに向けた、GPU のようなアクセラレータに応用でき、高性能化を実現でき
ることを示した。その結果、PEA-ST アルゴリズムを用いることで、プログラマが並
列実行環境に合わせてカーネル間の実行順序を設計する必要がなくなり、自動並列
化により一定の並列効率が得られることを示し、性能を効果的に改善できることを
示した。 
⚫ 本アルゴリズムの並列パターンと通信パターンの自動生成機能により、プログラマ
が下層ハードウェアの構成を知ることなく効率良いプログラムを開発できる環境を
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整備した。すなわち、データストリームで接続された処理フローがあれば、コードの
中に明示的に並列処理に関する記述を書かなくても、PEA-ST アルゴリズムを用いる
ことで自動的に並列化できることを示した。通信パターンの最適化により、処理フロ
ーにフィードバックがある場合にも対応できる。さらに、静的なロードバランスも考
慮し、さらなる性能向上も得られることを示した。 
 
１.４ 本論文の構成 
本論文は以下のように構成されている。 
第２章では、並列ストリームコンピューティングを本研究の背景として詳しく述べる。ま
ず、並列計算におけるユーザビリティについて概説する。マルチコア/メニーコアアーキテ
クチャや、アクセラレータでの並列コンピューティング環境について述べる。次に、ストリ
ームコンピューティングのプログラマビリティについて概説する。ストリームコンピュー
ティングの現状について述べる。また、Caravela プラットフォームについて述べる。コマン
ドラインベースのプログラミングツール CarSh および開発用 GUI も概説する。最後に、並
列プログラミングにおける課題について論ずる。 
第３章では、並列性抽出アルゴリズム PEA-ST を提案し、本アルゴリズムの設計と実装
について述べる。まず、並列性抽出方法として Spanning Tree の詳細を述べる。Spanning Tree
の定義、および、Spanning Tree を生成するアルゴリズム DFST について述べる。続いて、
アルゴリズムの全体の流れと実装を示す。最後に、まとめを述べる。 
第４章では、並列性抽出アルゴリズム PEA-ST の性能最適化について述べる。まず、計算
環境に対応した並列化手法や通信パターンの自動生成手法を述べる。次に、それらの機能を
実現するための本アルゴリズムへの追加実装について述べる。さらに、通信パターン生成に
おける最適化とロードバランスの最適化についても述べる。 
第５章では、PEA-ST アルゴリズムに関連する研究について述べ、本論文で提出した自動
並列化手法と最適化手法の特徴と優位性について比較しながら論ずる。 
第６章では、PEA-ST アルゴリズムの有効性と性能最適化に関する評価を行う。本アルゴ
リズムの有効性は FFT を用いた画像フーリエ変換、LU 分解の二つのアプリケーションを用
いて示す。本アルゴリズムの性能最適化による効果については、k-means と前述の二つのア
プリケーションを用いて評価する。 
最後に、第７章で本論文のまとめと今後の課題を述べる。 
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第２章  
並列ストリームコンピューティング 
２.１ 並列計算のユーザビリティ 
ユーザビリティ（usability）とは、一般にはユーザに対してある製品やソフトウェアなど
の使いやすさや使い勝手といった意味で使われることが多い。異なる分野では、ユーザビリ
ティの定義は多少異なる。代表的なユーザビリティの定義としては、国際標準化機構による
ISO9241-11 や、ヤコブ・ニールセンによる定義が挙げられる。ISO9241-11 では、ユーザビ
リティを「特定の利用状況において、特定のユーザによって、ある製品が、指定された目標
を達成するために用いられる際の、有効さ、効率、ユーザの満足度の度合い」と定義されて
いる[11]。また、「ユーザビリティエンジニアリング原論」で、ヤコブ・ニールセンは「ユー
ザビリティは学習しやすさ、効率性、記憶しやすさ、エラーと主観的な満足度の 5 つの要素
を持つ」と定義した[12]。この定義は「スモールユーザビリティ」とも言われている。上述
の 2 つの定義から、ユーザに無駄な負担をかけさせない、効率を向上させることをユーザビ
リティの重要な要素として捉える。 
計算コンピューティング領域では、プログラマは、1 つのユーザとして開発言語やツール
を利用し、システムやソフトウェアの開発を行う。その際、プログラマがスムーズかつ効率
的にプログラム開発できることは非常に重要になる。上述のユーザビリティの定義から、プ
ログラマが如何に効率的にプログラムを書くことができるかは、開発言語やツールの使い
やすさによって決まる。優れた開発環境は、プログラムの読み取り、書き込み、保守が容易
であり、より柔軟で強力なプログラムを書くことをサポートでき、安全性も確保できる必要
がある[13]。そのため、多くの研究者たちはプログラマのユーザビリティを向上させる方法
を追求してきた[14]。 
それに合わせたプログラミングの発展により、プログラミングパラダイムは最も基本的
で単純な逐次型プログラミングから、命令型プログラミング[15][13]、構造化プログラミン
グ[16]、関数型プログラミング[17]、オブジェクト指向プログラミング[18]まで様々なパラダ
イムがある。近年、プログラミングパラダイムがさらに進化し、ビジュアルプログラミング
とデータフロープログラミング[19]も現れた。また、複数のパラダイムを含むマルチパラダ
イムプログラミングモデルも存在する。 
次に、各プログラミングパラダイムの定義や、開発、具体例などについて述べる。 
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(1) 逐次型プログラミング 
逐次型プログラミングとは、プログラマがハードウェアに実行させたい処理を順
次に書き、一度に一つの処理が順次に動作することを意味する。これと対照的なプロ
グラミングパラダイムが並列プログラミングである。一般的に、同じ入力データが与
えられると、逐次型プログラムは常に同じ線形命令列を実行し、常に同じ結果を生成
する。すなわち、逐次型プログラムの実行は確定的である。 
歴史的に最初に出現したアセンブル言語は最もローレベルの逐次型プログラミン
グ言語である[20]。機械語は、プロセッサが直接に実行できる言語であるが、実行し
たい計算をハードウェアに依存し、単純な操作に分割したもので、人間として理解し
にくいである。そのため、機械語で直接プログラムを書くことは、プログラマにとっ
て大きな負担になる。そこで、機械語を直接記述するのではなく、簡略化した英単語
や記号に対応させたプログラミングができるアセンブリ言語が開発された。ただし、
ハイレベルなプログラミング言語と異なり、アセンブリ言語はプロセッサに依存す
る。また、アセンブリ言語で記述されたプログラムを自動的に機械語へ変換するコン
パイラをアセンブラと言われる。アセンブリ言語は、プログラミングの入力エラーや
プログラミング時間を減少することができる。そして、プログラムは面倒な作業をす
る必要がなくなった。 
(2) 命令型プログラミング 
命令型プログラミングとは、問題を解決ためのプロセスをコンピュータが実行す
べき命令列として記述することを意味する。実行順序により、計算すべき命令や手続
きは命令型プログラムに記述される。そのため、一般的に命令型プログラミングは、
手続き型プログラミングとも扱われる。 
命令型プログラミング言語は、機械語から発展されてきた。上述したように、機械
語は単純な命令のみ実行できるため、プログラマが複雑なプログラムを構成するに
は困難であった。そのため、一つずつで順に記述した基本的な命令列から、複数の命
令をまとめた手続きをより高いレベルの一つの命令で呼び出す技術が出現した。
1954 年から、初めての高レベルプログラミング言語として、IBM のジョン・バッカ
スが開発された FORTRAN が登場した[15]。FORTRAN は、命令型プログラミング言
語で一般的な他の多くの機能を可能にするコンパイル言語である。1960 年代前後の
間、ALGOL は数学的アルゴリズムをより簡潔に表現できるように開発された[21]。
その後、BASIC[22]や Pascal[23]、C 言語[24]も手続き型プログラミング言語として登
場した。これにより、機械語で記述するのが難しい、複雑で大規模なプログラムを開
発するのがより簡単になった。 
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(3) 構造化プログラミング 
構造化プログラミングとは、大規模なプログラムを作成する際に、全体的な処理を
細かな単位に分割し、それらの処理を連鎖し、階層的な構造となるようにプログラミ
ングを行うことである。構造化プログラミングは、ダイクストラが 1969 年の NATO
のソフトウェア工学会議で提出されたプログラミングパラダイムである。大きなプ
ログラムでも正しさの証明ができる良く構造化されたプログラムや、段階的な抽象
化と詳細化、抽象化データ構造とその上で操作する抽象化文との共同詳細化、および、
プログラムの階層化について述べた[16]。 
また、別の理論として、構造化定理により、全てのアルゴリズムは、順次、分岐、
反復の三つの基本制御構造を組み合わせて表現できる[25]。当然、この三つの要素も
構造化プログラミングの一部である。図２.1 に示すように、順次構造はプログラムに
書かれた順で逐次処理を行う構造である。反復構造は同じ処理を繰り返す場合に使
われる。分岐構造はある条件を判断し、該当する処理を行う構造である 
典型的な構造化プログラミング言語は、C や Pascal 言語などである。これらの構造
化プログラミング言語により、プログラムの構造を明確にでき、アルゴリズムによっ
て生じる間違いを減少することができ、ソフトウェア開発の効率を向上させること
ができる。 
(4) 関数型プログラミング 
関数型プログラミングとは、解決すべき問題に対し、問題の性質を関数の組み合わ
せで記述するプログラミングパラダイムである。すなわち、関数だけで全体が構成さ
れているプログラムを意味する。メインプログラムは、プログラムへの入力を引数と
して受け取り、プログラムの出力を結果として供給する関数を書く[26]。 
 
 
図２.1 順次、反復、分岐の三つの基本制御構造 
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最初の関数型プログラミング言語は LISP 言語である。この言語の特徴は純粋な関
数型モデルを持つことである[27]。その後、宣言型の静的型付けコードを持つ、高度
で純粋な関数型プログラミング言語として Haskell 言語がリリースされた[28]。2013
年から、共通言語ランタイムの出現と伴い、Scala[29]、Clojure[30]、F#[31]などの言語
が開発された。 
論文[26]により、関数型プログラミングの特別な特性と利点は、次のように要約さ
れている。関数型プログラムは代入文を含まれていないので、一度値が与えられると
変数は決して変更されない。関数呼び出しはその結果を計算する以外には効果がな
いため、主要なバグの発生源が排除される。そのため、副作用が式の値を変更するこ
とはないため、いつでも評価できる。これにより、プログラマは制御の流れを規定す
る負担から解放される。さらに、関数型プログラムは従来のものより数学的な扱いや
すくするのに役立てる。 
(5) オブジェクト指向プログラミング 
オブジェクト指向プログラミングは、オブジェクト指向の概念を用いたプログラ
ミングパラダイムの一種である。オブジェクト指向プログラムでは、データとメソッ
ドを一つのオブジェクトとしてまとめて扱い、多数のオブジェクトで構成され、カプ
セル化、継承、多態性と動的束縛の特性を持っている。カプセル化はデータやオブジ
ェクトの振る舞いを隠蔽することを指す。継承により、あるオブジェクトが他のオブ
ジェクトの特性を引き継ぐことができ、コードを再利用できる。多態性は、異なるタ
イプの実体への単一のインタフェースを提供する、または、複数の異なるタイプを表
図２.2 子ども向けのビジュアルプログラミングソフト Scratch 
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すために単一シンボルで標記できる性質である。動的束縛は、オブジェクトにより呼
び出されるメソッド、または、引数付きで呼び出される関数が実行時に名前によって
検索されるコンピュータプログラミングメカニズムである。 
オブジェクト指向を最初に取り入れたプログラム言語は、1970 年代にアラン・ケ
イが開発した Smalltalk である[18]。C++[32]や Java[33] などの C 言語をベースとし
たオブジェクト指向機能を持つ言語は、オブジェクト指向プログラミング用に設計
された代表的なプログラミング言語である。 
プログラムの内部動作や操作手順の詳細を知ることなく利用でき、また、コードの
再利用が容易になるため、ソフトウェアの設計や開発のコストを軽減できる。 
(6) ビジュアルプログラミング 
ビジュアルプログラミングとは、従来のコードでプログラムを書くことではなく、
ビジュアルな操作や直感的なインタフェースでプログラミングできるプログラミン
グ方式である。ほとんどのビジュアルプログラミング言語は GUI を提供する。 
この方式により、プロのプログラマではなく、一般人にも簡単なプログラミングが
できる。ロボット工学や音楽制作などの特定の領域に応用され、特定のプログラミン
グが非常に簡単になる。近年、図２.2 のような子ども向けのビジュアルプログラミン
グソフトも現れ、ドラッグとドロップといった簡単な操作で実際のプログラミング
を体験できる[34]。 
図２.3 LabVIEW 2018 インタフェース 4
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(7) データフロープログラミング 
データフロープログラミングとは、データフローの概念を用いて、有向グラフでデ
ータと処理の流れを表すことによりプログラムを作ることができるプログラミング
パラダイムである。そのプログラムは入力および出力ポートを持つブロックの集合
で構成される。これらのブロックはシステム内に流れている情報のソースや、処理ブ
ロックなどを含む[35]。 
Progprah 言語はより根本的なデータフロー言語であり、入力から出力に線を引くよ
うにグラフィカルにプログラムを構築できる[36]。図２.3 のように、LabVIEW 言語
はより実用的なもので、ハードウェア構成、計測データ、デバッグといった、アプリ
ケーションのあらゆる側面を視覚化するグラフィカルプログラミングアプローチで
ある[37]。 
ビジュアルプログラミングとデータフロープログラミングの融合は、プログラム
を効率的に構成でき、デバッグや自動プログラム修正などが容易になる手段である。 
 
上述では、様々な基本的なプログラミングパラダイムについて述べたが、マルチコア/メ
ニーコアアーキテクチャの急成長により、新しいプログラミングパラダイムが登場した。ア
プリケーションからスレッドレベルの並列性を抽出し、高速化を図る並列プログラミング
手法が現れ、主流になってきている。さらに、LSI（大規模集積回路）チップの CPU コアの
数が増加しており、複数のスレッド/タスクを実行できる環境は、デスクトップ、ラップト
ップコンピュータ、モバイルデバイスでも使用可能になった。このように、マルチコア技術
に関する並列分散コンピューティング技術[38]は生活の中で様々な場所で利用されるよう
になった。 
マルチコア/メニーコアは、シングルコアと言った単一のコアしか持っていないプロセッ
サを発展させて、単一のチップパッケージに複数のプロセッサコアを集積する技術のこと
である。一般的には、マイクロプロセッサでは、パッケージの中に命令レジスタや演算器な
どを組み合わせた、1 つの部品として動作するプロセッサコアをワンセットとして持ってい
る。マルチコアプロセッサは、複数のプロセッサコアを用いて、複数のマイクロプロセッサ
を搭載している。プロセッサコアレベルの並列性を利用することで、性能を向上させること
ができる。また、コア数が 2 個であればデュアルコアと呼ばれ、4 個であればクアッドコア
と呼ばれる。数十個以上のコアを持つ高性能な専用プロセッサがマルチコア/メニーコアと
呼ばれる[39]。 
1999 年に IBM から発表された POWER4 は商用サーバ向けのプロセッサとしたデュアル
コアプロセッサであり、CPU のマルチコア化を先導した[40]。そして、2005 年に、AMD は
大幅にメモリのレイテンシを低減できるメモリ・コントローラを搭載する K8 アーキテクチ
ャを発表し、デュアルコア製品を提供し始めた。さらに、Power Architecture シリーズでのは、
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2006 年に発表された 8 個のコアを持つ Cell [41]や、2010 年に発表された 8 個のコアを持つ
POWER7[42]などがある。続いて、2012 年 8 月に開催された Hot Chips 会議で第 3 セッショ
ン「メニーコアと GPU」の 3 つのプレゼンテーションでも明らかにされたように、マルチ
コアからメニーコアへの移行が進んでいた[43][44][45]。このように、マルチコア/メニーコ
アプロセッサの概念が一般的になり[46]、プロセッサのコア数がさらに増加している[47]。
前述の会議で、インテル社の George Chrysos により、同社の Xeon Phi チップが発表された
[45]。図２.5 に示すように、このデバイスは、50 個以上の x86 プロセッサコアと 4 個の GDDR
メモリと PCI Express 接続を搭載したコプロセッサである。また、各プロセッサはベクトル
演算装置と 512 KBの L2 キャッシュを搭載し、双方向環状バスによってリンクされている。
Xeon Phi により、マルチコア/メニーコアへの進化がさらに飛躍した。 
マルチコア/メニーコアプロセッサはペタフロップス級の演算処理性能を有するスーパー
コンピュータおよび小規模スパコンでの高性能計算、情報家電や画像処理などのメディア
処理、ロボットなどでの組込みシステムや制御等に広く利用されている。そのため、特定の
演算処理などを加速できるハードウェアとしてアクセラレータの概念が出現した[48]。アク
セラレータとは、CPU の計算処理を支援し、特定の演算処理などを加速し、システム全体
の処理性能を向上させるデバイスである。例えば、グラフィック処理に特化した
GPU(Graphic Processing Unit)、デジタル信号処理に特化した DSP(Digital Signal Processor)[2]、
内部構成を書き換え可能な FPGA(field-programmable gate array)[3]などがある。これらのデバ
イスのアーキテクチャはそれぞれ異なるが、計算処理の実行時間の長い部分を CPU に代わ
って高速に処理させることを目的にしていることは共通である。 
図２.6 では、NVIDIA GPU と Altera OpenCL Accelerator の 2 つのメニーコアコンピューテ
ィングシステムのアーキテクチャ例を示している。メニーコアアーキテクチャでは、LSI に
大規模なコンピューティングユニットが実装されている。GPU の場合を図２.6(a)に示す。
図２.5 インテルの Xeon Phi のマイクロアーキテクチャ 
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数百から数千の再構成可能なハードウェアアクセラレータを搭載している。そして、図
２.6(b)に示されているのは OepnCL フレームワークのためのアクセラレータアーキテクチ
ャである[48][49]。GPU の場合と同様に、アクセラレータが並列に動作することにより、高
性能化を実現する。 
チップあたりのトランジスタ数の増加に関連するムーアの法則により、マルチコア/メニ
ーコアアーキテクチャの発展が上述のように促進されている。特にエンターテイメント市
場における動的グラフィックスの高いフレームレートを達成するための高速な計算に活用
されている[50]。このようなグラフィックス処理は、小型の処理ユニットによって実行され
る。その処理ユニットは、ピクセルを計算するために割り当てられ、数百の処理ユニットに
よって同時処理される。このようなグラフィックス処理要求に応じて、メニーコアアーキテ
クチャが発展してきた。 
また、シンプルな演算ユニットを多数搭載している GPU は、CPU と比べて性能比で低
価格、かつ、高いピーク演算性能を持っている。そのため、高度な演算密度や並列性を持つ
処理を行う場合、GPU はより高い処理性能を得ることができる。その高い演算性能を画像
処理以外の領域に応用できるために、NVIDIA は GPU 向けの C 言語の統合開発環境とし
て CUDA[6]を開発した。このように、GPU の特性を汎用的に活用する技術は GPGPU 
(General-Purpose computing on Graphics Processing Units)[51]と呼ばれる。低価格で高い演算性
能を持つ GPU は、高性能コンピューティングプラットフォームを実装するために不可欠な
ツールの 1 つとなっている。 
アクセラレータを用いた並列プログラミング方式では、拡張バスで CPU に結合されてい
るため、従来のプログラミングパラダイムと異なり、ホスト CPU によるアクセラレータの
制御が不可欠である。すなわち、実行環境が異なる制御プログラムと計算プログラムの両方
を記述する必要がある。アクセラレータ用のプロフラム開発については、プログラミング言
語およびランタイムが提供されている。例えば、GPGPU 技術の統合開発環境として、NVIDIA 
図２.6 メニーコアアーキテクチャの例：NVIDIA GPU と Altera OpenCL Accelerator 
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CUDA(Compute Unified Device Architecture) [6]や OpenCL(Open Computing Language) [7]など
が提供される。これらのプログラミングインタフェースは、アクセラレータ側のカーネルプ
ログラムのためのプログラミング言語、および、カーネルプログラムの実行タイミングとプ
ログラムが入力/出力データを制御するためのランタイム関数を提供する。 
CUDA は、NVIDIA が開発された GPU 向けの C 言語ベースの統合開発環境であり、コン
パイラやライブラリなどが提供されている。CUDA では、まず、データをメインメモリから
GPU 用メモリにコピーし、次に、CPU から指示された処理に応じて、GPU 用メモリから計
算データを読み取って各演算コアまで並列実行し、最後に、計算された結果をメインメモリ
にコピーし、計算を完了する。 
CUDA は、図２.7 (a)に示すようなアーキテクチャモデルを想定している。モデルは、CPU
の周辺バスに接続されている GPU を定義する。VRAM は、GPU 上の計算に使用されるデ
ータを保持する。カーネルプログラムは、ホスト CPU によって GPU にダウンロードされ、
データもホストメモリからコピーされる。プログラムは、複数のスレッドがグループ化され、
図２.7 CUDA と OpenCL のアーキテクチャモデルとベクトル和の例 
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スレッドブロック内の 1 つのスレッドとして実行される。スレッドブロックは 1 次元から 3
次元までの行列にタイル化されている。図２.7 では、スレッドブロックが二次元にタイル化
される様子を示す。グリッドサイズは ngrid ×mgridである。各スレッドブロックは、nblock ×mblock
個のスレッドで構成される。図２.7(b)に示されているプログラムは CUDA を使って書かれ
たベクトル和の例である。カーネルプログラムは GPU 上で実行されるように__global __指
令を使用して定義されている。カーネル内では、CUDA ランタイムによって宣言される
gridDim、blockDim、blockIdx、threadIdx のグローバル変数が、それぞれ、グリッドのサイズ、
スレッドブロックのサイズ、スレッドブロックのインデックス、スレッドのインデックスを
指定するために使用される。このカーネル関数は、スレッドの数を指定するホスト CPU プ
ログラムによって<<< >>>記号を用いた指令で呼び出される。 
一方、OpenCL（Open Computing Language）は、OpenCL C 言語の開発環境であり、CPU や
GPU、FPGA、およびその他のアクセラレータで構成される異種プラットフォーム間で実行
できる並列コンピューティングのためのフレームワークである。データおよびタスクベー
スの並列処理を利用できる標準インタフェースを提供する。 
OpenCL は、要素プロセッサおよびメモリ階層を含む一般的なプラットフォームのモデル
を定義する。図２.7(c) では、要素プロセッサのためのプラットフォームモデルを示してい
る。ホスト CPU は、OpenCL のデバイスに接続されている。OpenCL のデバイスは、計算ユ
ニットと呼ばれる個々の要素プロセッサで構成される。計算ユニットに 1 つまたは複数の
ワークグループを含んでいる。さらに、ワークグループは複数のワークアイテムを含む。ワ
ークアイテムは唯一の ID によって識別され、その ID に関連する入力データを処理する。
ワークアイテムの数は、プログラムによってパラメータ NDRange で与えられる。それを 1
次元から 3 次元までに定義できる。図２.7(c)では、NDRangex ×NDRangey個のワークアイテ
ムがある。OpenCL のプログラムは、ホスト CPU 側により、C 言語で記述されている。OpenCL
のリソースは、ランタイム関数で作成されたコンテキストによって得られる。図２.7(d)の場
合、始めに GPU のためのコンテキストは、CL_DEVICE_TYPE_GPU を引数として指定する
ことにより定義される。この引数に使用することで、異なるタイプのアクセラレータを選択
できる。次に、カーネルプログラムが char の配列として定義されるソース文字列によって
提供されるため、その文字列はランタイム関数に渡され、アクセラレータでの実行可能なコ
ードにコンパイルされる。 
そして、I/O データストリーム用のバッファは、CPU 側の「new」または「malloc」のよう
な従来の関数で割り当てられる。プログラマは、バッファをアクセラレータから直接アクセ
スすること、または、バッファミラーをアクセラレータのメモリに割り当てることを選択で
きる。その後に、ホストデバイスにある実際のバッファをポイントしているカーネル関数の
引数ポインタはアクセラレータに渡される。最後に、カーネルが clEnqueueNDRangeKernel
関数によって実行され、アクセラレータのメモリにある出力データストリームがホスト
CPU 側にコピーされる。 
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OpenCL と比べて、CUDA はより柔軟に抽象化され、カーネルの発行を一般の関数呼び出
しに近い簡潔な表記で記述できる。この利点に対し、OpenCL では、カーネルが OpenCL API
により発行するため、ランタイムを準備する作業が必要である。しかし、異なるアクセラレ
ータに共通のインタフェースを提供するクロスプラットフォームな OpenCL と比べて、
CUDA は NVIDIA 製の GPU のみのサポートである欠点があり、アプリケーションの移植が
困難である。 
また、OpenMP[52]、OpenACC[53]、HPF(High Performance Fortran)[54]などの並列プログラ
ミング言語もある。これらを使用した並列プログラミングでは、データ分割などをプログラ
マが明示的に指示する必要がある。 
上述のように、プログラマはアクセラレータ向けの並列プログラミングを行う前に、アク
セラレータの種類と特徴、並列計算の様々なコンセプト、および、並列プログラミング言語
のコンセプトなどを理解する必要がある。高性能化を目指すには、逐次型プログラムを人手
により並列化する場合や、アルゴリズム外部の並列性を考慮する場合などもある。さらに、
最大の並列効率を引き出すには、実環境のハードウェア構成に適したプログラミングが必
要となる。これらの手間はプログラマにとって低効率で困難な作業となる。そのため、並列
計算のユーザビリティは向上させる必要があり、非常に重要な課題となる。 
 
２.２ ストリームコンピューティングにおける 
   プログラマビリティ 
一方、今の IoT 時代では、温度等の環境データ、画像や音声などのデータが、センサやデ
バイスを通じてストリームデータとして大量に生成される。ストリームデータは流入する
データを入力、流出するデータを出力として扱う抽象データ型である[55]。そのようなスト
リームデータは、膨大なデータソースから継続的に生成され。そのため、ストリームデータ
処理も継続的に、かつ時間の経過とともにストリームデータの変化などをリアルタイムに
計算し、更新処理を行う必要がある。 
従来の処理では、全てのデータを溜めてから結果を計算するが、ストリームデータ処理で
は、入力されたストリームデータを溜まることなく、入力された時点で処理を開始する。こ
の特性から、様々な分野でシステム上の検知や分析には適している。例えば、Twitter や
Facebook などの SNS では、メッセージやコメントなどをリアルタイムに投稿される。ユー
ザのニーズに合わせて常に新しいトピックやニュースを配信し、古いトピックを除外する
必要がある。このように、ストリームデータ処理は、随時生成されるデータをリアルタイム
に分析し処理するような応用にに向いている。また、駅などにある防犯監視カメラに対して
も、ストリームデータ処理を活用すれば、リアルタイムに複数イベント処理（CEP）で分析
し、異常を検知することができる。 
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上述のアプリケーションを開発するために、流れてくるストリームデータを扱い、アルゴ
リズムを設計する必要がある。ストリームデータを処理するプログラムをストリーム指向
プログラムと呼ぶ。プログラマがストリーム指向プログラムを作成し、用途に合わせてスト
リームデータを分析し処理する分析シナリオを書く必要がある。このようなプログラミン
グはストリーム指向プログラミングと呼ぶ。様々なデータソースから続々と生成される大
量の構造化・非構造化データをリアルタイムに分析する新しい計算パラダイムである[1]。
膨大なストリームデータを低遅延で処理するために、継続的に流入するストリームデータ
に対して高性能な処理能力を必要とする。そのストリームデータを低遅延で処理すること
をストリームコンピューティングと呼ぶ。データの処理及び分析の速度と精度を高めるた
め、次から次へと流れてくる大量で多様なデータを、保存することなく、リアルタイムにサ
ーバで処理する技術である。 
また、ストリームプロセッシングは、データフロープログラミングやイベントストリーム
処理と同等のプログラミングパラダイムである。これにより、アプリケーションは一定の並
列処理をより簡単に活用できる。ストリームデータが与えられると、カーネル関数がストリ
ーム内の各要素に適用される。GPU や FPGA などの複数の計算ユニットを使用し、割り当
て、同期、または通信を明示的に管理する必要はない。 
図２.6(a)に示すように、GPU において演算器の最小単位をストリームプロセッサと呼ぶ
ことがある。ストリームプロセッサは、アプリケーションによって与えられ、対応するデー
タ要素に対する個々の計算に対応するコンピューティングユニットとして機能する。すべ
てのストリームプロセッサに並列実行を行われることで、高い計算性能を実現できる。GPU
のようなメニーコアアーキテクチャでは、個々の計算対象データが各演算ユニットに割り
当てられ、並列に計算される。例えば、rc = ra +rbのようにベクトルの和を求める場合、プロ
グラマはその計算がベクトルの各要素に分離されることを考えなければならない。すなわ
ち、rc[id] = ra[id]+rb[id]である。ここで、id は、ベクトルの要素のインデックスである。各
rc[id]の計算は各演算ユニットに割り当てられ、複数のベクトルの要素の和の計算が並列に
実行される。演算ユニットの数が rcの長さより大きい場合には、単一の「+」演算を計算す
るだけの処理時間で済む。このように、メニーコアアーキテクチャを利用することで、全体
的な計算時間は大きく減らすことができる。プログラマは、各演算ユニットに割り当てられ
る各演算要素のインデックス化、および、依存性なく並列実行できる計算を考慮する必要が
ある。このようなインデックス化による処理スタイルは、ストリームコンピューティングの
1 つの形態である。すなわち、GPU などのアクセラレータはストリームコンピューティング
における補助であり、性能を向上させることができる。 
2007 年に IBM 社により、System S と呼ばれる体系化されていない大量のデータをリアル
タイムに分析するストリームコンピューティングシステムが発表された[56]。System S のソ
フトウェアは、計算タスクを分割し、結果を再構成することができる。その後、Streaming 
Analytics on IBM Cloud や IBM Streams Quick Start などのストリームコンピューティング製
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品が現在提供されている。 
２.１節で述べた CUDA と OpenCL ストリームコンピューティングパラダイムを含む。そ
の他、BrookGPU[5]、PeakStream[57]、StreamPipes[58]などのストリームコンピューティング
支援ツールがある。Brook for GPUs は、GPU 向けの Brook ストリームプログラミング言語
のコンパイラおよびランタイム実装である。PeakStream は、ATI のグラフィックプロセッサ
向けに並列処理ライブラリである。StreamPipes は 2015 年から提案されたリアルタイムのビ
ッグデータストリームを統合するための単一プラットフォームである。リアルタイムのビ
ッグデータを誰もが利用できるようにするソリューションであり、グラフィカルモデラー
により、ビジネスアナリストはビッグデータの専門家やデータ科学者を必要とせずに、アド
ホックな方法で処理パイプラインを定義することができる。図２.8 に示すように、ストリー
ム処理パイプラインを作成するための Web ベースのユーザインタフェースを通じて、ビジ
ュアルプログラミング方式を提供し、プログラマビリティの向上を注力している。 
アクセラレータのアプリケーションを開発する際に、プログラマは上述のランタイム環
境のいずれかを選択する必要があり、並列ストリームコンピューティングのコンセプトを
理解する必要もあり、コーディング作業が非常に困難である。また、異なるタイプのアクセ
ラレータ間でのプリグラムの移植も困難である。さらに、ストリームコンピューティングに
適用する場合、新しいプログラミング方法が必要とする。それを実現するために、Caravela 
プラットフォームと呼ばれる統一されたインタフェースが提案された[8]。プログラマは、
Caravela プラットフォームを使用することで、アクセラレータ上のローレベルランタイム
を気にせず、カーネルプログラムを開発することができる。プログラマは、カーネルプログ
ラムのコードをパックし、カーネルプログラムの引数の I/O 関係とターゲットランタイムの
図２.8 StreamPipes のインタフェース 
19 
 
タイプを指定する過程だけに注力することができる。この手順に従い、ホスト CPU 側で
Caravela ライブラリ関数を使用すれば、Caravela プラットフォームが自動的にシステムで利
用できるランタイムを選択し、カーネルプログラムを実行する。 
Caravela プラットフォームでは、与えられたタスクをプログラミングするため、flow-model
という新しい概念が使用されている。図２.9(a)に示すように、flow-model は 1 次元の I/O デ
ータストリーム、入力定数、および入力データストリームを処理し、出力データストリーム
を生成するプログラムで構成される。プログラマは、Caravela ライブラリを使用することで、
アプリケーションを設計できる。Caravela ライブラリにより、アプリケーションは、利用可
能なアクセラレータに自動的にマッピングされることができる。図２.10 に記載されている
ように、プログラマは、flow-model 内の指定されたタスクを実行するメソッドを XML ファ
イルに封入することができる。I/Oデータストリームとカーネルプログラムのプロパティは、
テキスト形式で保存されるため、XML ファイル内のタグで指定されることができる。実際
に、カーネル関数は XML ファイル内のランタイムタイプというタグで指定された言語で作
成されており、指定されたローレベルのランタイムを介してアクセラレータで実行される。 
Caravela ライブラリはリソース階層の定義をサポートする。その定義は周辺バスアダプタ
ーのホストマシンである Machine によって階層化される。Adapter は、1 つまたは複数のア
クセラレータを含む周辺バスアダプターである。最後に、Shader はアクセラレータである。
図２.9 (b)では、与えられた flow-model を実行するための基本的な Caravela 関数を示してい
る。プログラマは、これらの関数を使用すれば、flow-model フレームワークを通して複数の
flow-model をシェーダにマッピングするだけで、アプリケーションをより簡単に実装するこ
とができる。 
図２.9 Caravela プラットフォーム(a)アクセラレータで実行される flow-model、
(b)ホスト CPU 側の Caravela ライブラリ 
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図２.10 では、OpenCL のランタイム上で 1024 個の演算ユニットでベクトル和を実行する
flow-model の一例を示している。アクセラレータの実行スタイルは、Caravela ライブラリで
統一された flow-model 実行フレームワークによって提供されている。すなわち、カーネル
プログラムを作成する際に使用されるプログラミング言語が CUDA のようなローレベルラ
ンタイムと異なる場合も、その実行スタイルは変わらない。 
上述のように、Caravela はターゲットアクセラレータに応じてローレベルのランタイムの
差を吸収することができる。しかし、アクセラレータでのアプリケーション開発に、プログ
ラマは依然としてホスト CPU 側とアクセラレータ側の二重のプログラミングをする必要
がある。プログラマがアクセラレータ側で実行されるプログラムのみを作成したいことが
考えられる。そのため、ストリームコンピューティングにおけるプログラマビリティを向上
するため、革新的なプログラミングインタフェース CarSh が開発された[9]。 
CarSh はストリームコンピューティングのためのコマンドラインベースの開発ツールで
ある。CarSh を使用することで、プログラマはホスト CPU 側の制御プログラムを作成する
必要がない。CarSh は executable ファイルを読み込むことにより、その executable ファイル
の I/O データの割り当てに従い、入力/出力データの読み/書きを行う。executable ファイルに
は、Caravela フレームワークの flow-model および I/O 定義がパックされる。この I/O 定義
は、カーネルプログラム内の引数を入力/出力にリンクする。図２.11(a)に示すに、リンクさ
れた I/O 情報が executable ファイルで定義されている。CarSh は executable ファイルから
flow-model およびリンクされた I/O 情報を抽出し、flow-model を実行するために Caravela ラ
ンタイムライブラリに渡す。そして、Caravela ライブラリは、ターゲットアクセラレータに
最も適合するランタイムを選択することにより、flow-model を実行する。 
 
図２.10 OpenCL GPU をランタイムとしたベクトル和を求める flow-model の例 
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executable ファイルを読み込めるように、CarSh は、シェルのようなインタフェースを提
供している。図２.11(b)に示すように、(1) シェル実行スタイル、(2) コマンド実行スタイル、
および、(3) バッチ実行スタイルを提供している。また、CarSh は executable ファイルと batch
ファイルを読み込むことができる。batch ファイルには、executable ファイルおよび I/O バッ
ファに関するコマンドを記述しているシナリオを含んでいる。すなわち、batch ファイルは
CarSh のコマンドをバッチ実行するための XML ファイルのフォーマットである。ここで、
CarSh のコマンドラインの最後に”&”を追加することで、executable ファイル(すなわち、flow-
model)と batch ファイルをバックグラウンドで実行することができる。これは、複数の flow-
model の同時実行を可能にする。 
executable ファイルの XML 記述は、図２.12(a)に記載されている。I/O データは、CSV フ
ァイルによってマッピングされる。また、バーチャルバッファ(virtual buffers) を定義するこ
とができる。バーチャルバッファはバッチファイル内のコマンドによって割り当てられ、中
間の出力データを保存し、次の executable ファイルにバッファ名を渡すことができる。図
２.12(b)に示すように、プログラマは、batch ファイルを作成することができる。 
さらに、CarSh では、flow-model を実行するための制御コマンドを提供している。プロセ
ス管理のためのコマンド ps と kill をサポートしている。また、コマンド virtubuf は、バーチ
ャルバッファの管理インタフェースをサポートしている。コマンド sync を使用することで、
このコマンドの前に呼び出されたすべての executable ファイル、または batch ファイルを同
期させる。コマンド repeat で executable ファイルまたは batch ファイルは指定された回数で
繰り返し実行される。プログラマは、これらのコマンドを executable ファイル、または batch
ファイル中で使用することにより、パイプライン化された処理フローの処理順序の作成に
注力できる。 
図２.11 (a) CarSh システムの概要と(b) コマンドラインでの実行スタイル 
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一般的に、プログラマがアプリケーションを開発する際に、２個以上の flow-model が必
要と考えられる。例えば、2 つの flow-model があり、flow-model1 と flow-model2 である。
flow-model1 の出力データストリームを flow-model2 の入力データストリームとして扱うこ
とで、その 2 つの flow-model を連続して実行することが可能になる。ここで、flow-model の
入出力データストリームをエッジと扱い、カーネルプログラムをノードと扱うことにより、
連結される複数の flow-model を有向グラフと扱うことができる。すなわち、多数の flow-
model で大規模な処理フローを構築できる。しかし、大規模または複雑な処理フローをイメ
ージし、手作業で構築することは困難である。そのために、図２.13 に示すように、Caravela
プラットフォームの GUI が開発された。 
プログラマは、複数の flow-model とそれらの間の接続をグラフィックな方法で全体とし
て一つの処理フローとして構築できる。そして、CarSh に必要な executable ファイルと batch
ファイルを自動的に生成できる。このようなストリームプログラミングはビジュアルプロ
グラミングとデータフロープログラミングの融合に属する。 
さらに、継続的かつ大量に流入するストリームデータを効率よく処理するために、並列プ
ログラミングにより処理フローの中の並列性を最大限に抽出する必要がある。プログラマ
が下層ハードウェアの構成を知る必要がなくなり、コンパイラが勝手に処理フローを並列
化できれば、プログラマビリティを大幅に向上することができると考えられる。 
 
図２.12 (a) CarSh の executable ファイルと(b) batch ファイルの XML 定義 
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２.３ 並列プログラミングの問題点に関する議論 
並列プログラミングを行う際、プログラマは、データの依存性によりプログラムの並列性
を見出す必要がある。データ依存性により、各演算の実行順序は制限される。プログラムの
持つ並列性にはビットレベルや命令レベルの並列性から、データ並列性、タスク並列性まで
様々なレベルがある。 
⚫ まずは、ビットレベルの並列性である。マイクロプロセッサの出現により、コンピュ
ータアーキテクチャはワードサイズの増大をともに進展してきた。ワードサイズと
は、プロセッサが一度に処理できるビット幅のことである。ワードが大きくなるほど、
少数の命令で多数の命令を必要とする大きな変数を処理することが可能になる。 
⚫ 次は、プロセッサが実行すべき命令列に、命令レベルの並列性が存在する。プログラ
ムの結果に影響を与えずに命令を並列に実行することを指す。命令レベルの並列性
はパイプライン化により抽出することができる。パイプラインの各ステージは、独立
し実行できる処理である。各処理を並列化して、全体として処理時間を大きく削減す
ることが可能になる。 
⚫ また、データ並列性は、プログラムのループを対象として、異なる並列計算ノードに
データの一部を分配することで演算を行うことである。すなわち、ループは大きなデ
図２.13 Caravela GUI 
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ータ構造の各要素に同じ処理を行うことで並列化される。一般的に、データ並列性を
持つアプリケーションは多い。 
⚫ さらに、タスクレベルの並列性も並列性の一種である。タスク並列性は、同じデータ
セットまたは異なるデータセットに対して完全に異なる計算を実行できるという並
列プログラムの特徴である。データ群をより小さなデータ要素に分けて同じ処理を
並列実行するデータ並列性と異なり、タスク並列性は大規模な計算をより小さな異
なる計算に分割し、並列化する。タスクレベルの並列性は粗粒度な並列性とも言われ
る。 
さらに、GPU のようなアクセラレータを用いた並列プログラミングでは、GPU 内の複数
の演算回路間からカーネル間までの並列性がある。カーネル間の並列性は複数のアクセラ
レータによって性能を引き出すことができる。複数のタスクが各アクセラレータで独立し
て並列実行するため、理想的な場合、理論上にアクセラレータの数と比例した性能向上が得
られる。理想値に近づこうとし、最大の並列度で並列実行したい場合、アクセラレータの持
つ並列性を十分に引き出す高度なプログラミングが必要とする。また、カーネルレベルの並
列性を最大限に抽出するには、アクセラレータを搭載したハードウェアの構成に関する知
識も必要となる。この点に関しては、ハードウェアを抽象化・標準化する OpenCL などのよ
うなアクセラレータ向けのプログラミングインタフェースを利用することで、ハードウェ
アの詳細を隠蔽し、一定の高性能化が可能である。しかし、このようなインタフェースでは、
処理単位であるカーネル間の依存関係や、現実の並列分散環境に合わせて適切な並列パタ
ーンを考慮した処理を自動生成できない。そのため、カーネル間の並列性を抽出し利用する
ことは、プログラマにとって極めて困難な作業となる。さらに、複数のアクセラレータ間の
通信が必要な場合、プログラミングがさらに複雑となり、プログラマビリティが低下してい
く可能性がある。そこで、本研究ではタスクレベルの並列性を着目し、並列性を抽出する際
のプログラマビリティの向上を目指す。 
したがって、本研究では、アクセラレータ上で高性能なアプリケーション開発の負担を軽
減することに着目し、プログラマが下層ハードウェアの構成に関する知識が持たなくても、
アクセラレータの高い性能を活かしてカーネル間の並列性を自動的に引き出すことを主な
目的とする。その目的を達成するために、複雑な依存関係を持つ処理フローから最適な順序
を決定し、並列性を抽出することに取り込む。 
並列ストリームコンピューティングでは、カーネル間の依存性は空間的な並列性と時間
的な並列性があると考えられる。図２.14 では空間的な並列性と時間的な並列性の簡単な例
を示している。例えば、図２.14(a)の処理フローの例では、A と B の間にはエッジが存在す
るため、直接データ依存性が存在する。そのため、A と B を並列実行できない。しかし、B
と C のように、直接に接続するエッジが存在しない、直接データ依存性がないため、B と C
を並列実行できる。すなわち、実際にカーネル B とカーネル C を同時に 2 つのアクセラレ
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ータでそれぞれ実行することが可能になる。これをカーネル間の空間的な並列性と呼ぶ。処
理フローの中で直接データ依存性がないカーネル間では、空間的な並列性を利用し並列実
行を行うことができる。 
ストリームデータの特性を考慮し、カーネル間には時間的な並列性も存在すると考えら
れる。例えば、図２.14(b)の連続している２つのカーネル間にバッファの読み書きが行われ
る。データが正しく処理するために、A がバッファを書いた後に B がそのバッファを読む
必要がある。前述の空間的な並列性で述べたように、一般的な並列プログラミングでは A と
B を同時に実行できない。しかし、ストリームコンピューティングにおいて、時間軸がある
と考えられる。例えば、図２.14(b)の処理フローでは、A が先に実行し、データの書きが終
われば、B が実行始める。この時点、A はデータを処理せずに待つことになる。ここで、A
に次のデータストリームを処理させ、時間の無駄をなくすことができる。B がデータストリ
ーム n-1 を処理すると同時に、A がデータストリーム n の処理を行うように、時間の流れと
関係する並列性を時間的な並列性と呼ぶ。すなわち、並列ストリームコンピューティングで
は、連続している２つのカーネルの実行について、時間の通過と伴い、現時点のデータスト
リームの処理が終われば、次のデータストリームを処理させ、パイプライン方式での並列実
行ができる。 
上述の例のように、処理フローが単純な場合、プログラマはカーネル間の並列性といくつ
かの並列実行パターンを簡単に見つけることができる。しかしながら、処理フローが大規模
または複雑になると、並列、もしくはパイプライン方式で処理フローを実行するための最適
な順序を決定することは困難である。 
例えば、図２.15 に示すようなストリーム指向プログラムの処理フローを何回繰り返し実
行する際、並列実行順序を見出すのは簡単ではない。例えば、最初の入力データが flowmodel1
に与えられる場合、どの flow-model を最初に実行すべきか、さらに、同時に実行できる flow-
model が存在するかを適切に決定しなければならない。それから、どのように潜在的な並列
 
図２.14 空間的な並列性と時間的な並列性の例 
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性を持っているかを見つけ出す必要がある。図２.15 にカーネル 4 からカーネル 1 までとカ
ーネル 3 からカーネル 1 までのフィードバックがない場合、カーネル 2 と 3、カーネル 4 と
5 の間にエッジが存在しないため、直接データ依存性がないので、空間的な並列性を利用し
並列実行できる。また、カーネル 1 とカーネル 2、カーネル 1 とカーネル 3 は直接データ依
存性があるが、時間的な並列性を利用しパイプライン実行できる。同様に、連続しているカ
ーネル 2 と 4、2 と 5、4 と 6 もパイプライン実行できる。しかし、図２.15 のようにカーネ
ル 4 からカーネル 1 までとカーネル 3 からカーネル 1 までのフィードバックがある場合、
それの影響を考慮する必要がある。カーネル 1 とカーネル 4 が並列実行できるように見え
るが、実際にはフィードバックで接続しているため並列実行できない。カーネル 3 とカーネ
ル 6 のような一見で発見できない並列性も存在している。すなわち、このような複雑な場
合、特にフィードバックを有する場合、プログラマが処理フローの並列性を直接に見つける
ことが困難だと考えられる。 
そこで、ビジュアルプログラミング方式とデータフロープログラミング方式の融合であ
る Caravela プラットフォームを用いて、コンパイラが勝手にカーネル間の並列性を見つけ
て並列実行を行うことにより、マクロなレベルでのプログラミングができれば、プログラマ
が下層ハードウェアの構成やコンセプトを理解する必要がなくなり、並列ストリームコン
ピューティングのプログラマビリティを向上させることができる。そのため、処理パイプラ
インから自動的に並列実行順序を決定し、並列性を見つけるためのアルゴリズムの開発が
極めて重要である。それを実現するために、本研究では、複数のカーネルで構成された静的
な処理フローから、カーネル間の空間的および時間的な並列性を自動的に抽出できる新た
 
図２.15 複雑の処理フローを並列化する例 
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なアルゴリズム PEA-ST を提案する。 
 
２.４ まとめ 
本章では、並列ストリームコンピューティングを本研究の背景として概説した。 
２.１節では、並列計算のユーザビリティについて概説した。まず、一般的なユーザビリ
ティの定義を述べ、計算コンピューティングにおけるユーザビリティの向上について概説
した。逐次型プログラミングから、命令型プログラミング、構造化プログラミング、関数型
プログラミング、オブジェクト指向プログラミング、ビジュアルプログラミング、データフ
ロープログラミングまで 7 つのプログラミングパラダイムを簡単に述べた。この発展によ
り、多くの研究者たちがプログラマのユーザビリティの向上を追求してきたことが分かる。
次に、マルチコア/メニーコアアーキテクチャやアクセラレータについて詳しく述べた。
CUDA と OpenCL を主な例として、並列プログラミングについて述べた。最後に、実環境の
ハードウェア構成に適した並列プログラミングがプログラマにとって低効率で困難な作業
であることを述べた。 
２.２節では、ストリームコンピューティングのプログラマビリティについて概説した。
まず、ストリームコンピューティングの現状や発展について述べた。次に、ストリームコン
ピューティングのプログラミングインタフェースを提供する Caravela プラットフォームの
詳細と flow-model の定義について述べた。また、コマンドラインベースのプログラミング
ツール CarSh および開発用 GUI も概説した。Caravela プラットフォームを用いたことで、
ローレベルのランタイムを気にせず、カーネルの開発に集中できることが確認された。 
0 節では、、並列プログラミングにおける課題について議論し、本研究の目的について述
べた。まず、ビットレベルから、命令レベル、データレベル、タスクレベルまで各レベルの
プログラムの並列性について述べた。次に、カーネル間の並列性を自動的に抽出し、プログ
ラマビリティを向上させることの重要性について述べた。そして、本研究で検討されたカー
ネル間の並列性が空間的な並列性と時間的な並列性に分けられることを例で述べた。最後
に、上述の潜在的な並列性を自動的に抽出できるアルゴリズムの開発を本研究の目的とし
て述べた。 
次章では、並列性抽出アルゴリズムの開発について詳しく述べる。 
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第３章  
並列性抽出アルゴリズムの開発 
本研究では、ストリームコンピューティングにおける並列性を、時間的な並列性と空間的
な並列性の２種類に分類し取り扱う。２.３節で述べたように、時間的な並列性は、複数カ
ーネルのパイプライン実行に適用でき、スループットの向上を図る。空間的な並列性は、マ
ルチ GPU 環境の並列処理に適用でき、レイテンシの削減を図る。コンピューティングリソ
ースの規模を考慮すると、処理フローのカーネル間の空間的および時間的な並列性の自動
抽出技術は、ストリーム指向プログラムの性能を改善し、プログラマビリティを向上するた
めの重要な課題である。 
本章では、並列性抽出に関する課題について論じ、本研究で提案する PEA-ST アルゴリズ
ムの詳細を述べる。 
 
３.１ 並列性抽出に関する問題点と解決法 
並列性を抽出する際には処理の依存関係や、適切な並列パターンを考慮する必要がある。
処理フローが単純な場合、プログラマは flow-model 間の並列性といくつかの並列実行パタ
ーンを簡単に見つけることができる。しかしながら、処理フローが大規模または複雑になる
と、並列、もしくはパイプライン方式で処理フローを実行するための最適な順序を決定する
ことは困難である。本研究では、本アルゴリズムの目標の一つとして、処理フローの並列性
を抽出するために、カーネル間の依存性をすべて自動的に見つけることが必要となる。一般
的に、処理フローはツリーとして扱うことができる。データストリームをエッジとして扱い、
カーネルをノードとして扱うことができる。すなわち、ツリーで表現された処理フローの各
ノード間の関係やエッジの情報をアルゴリズムで見つけ出す必要がある。さらに、ループへ
の対応も一つの問題点である。エッジを分類し、フィードバックやフィードフォワードを見
つけることができればループへの対策も立てられる。 
一方、Spanning Tree という概念が存在する。STP(Spanning Tree Protocol)[59]などの通信ネ
ットワーク分野では Spanning Tree 方式が主に適用されている。Spanning Tree プロトコル
（STP）は、任意のブリッジイーサネットベースのローカルエリアネットワークのためのル
ープのないトポロジを保証するネットワークプロトコルである。リンクの数が最も少ない、
ループを排除した最短ネットワーク経路を検索する際に用いられる。また、[60]で導入され
た Spanning Tree はプログラムの制御フローを定義するために使用される。 
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(1) Spanning Tree の定義 
有向グラフ G(V, E) (V はグラフ G の頂点の集合であり、E はグラフ G のエッジ
の集合である、以下も同様に) において、エッジの部分集合 T が T ⊆ E を満たす、
かつ、グラフ S(V, T) がツリー構造である場合、S(V, T) のことを有向グラフ G(V, E)
の Spanning Tree と呼ぶ。すなわち、S(V, T) はループを持っていないグラフである。 
Spanning Tree が定義されると、元の有向グラフ G のエッジを以下の４種類に分類
できる。ここで、X → Y は X から Y へのエッジのことである。 
⚫ Tree edges: 
Spanning Tree になるエッジの集合。 
⚫ Advancing edges: 
X → Y が Spanning Tree のエッジにならない、かつ、Y が X の子孫ノードである
エッジの集合。すなわち、エッジは、ツリー構造の下部構造にある頂点にジャン
プする。 
⚫ Retreating edges: 
X → Y が Spanning Tree のエッジにならない、かつ、Y が X の先祖ノードである
エッジの集合。すなわち、エッジは、ツリー構造の上部構造にある頂点にジャン
プする。 
図３.1 Spanning Tree の例と DFST アルゴリズム 
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⚫ Cross edges: 
X → Y が上述の 3 種類の中のどちらにも属さないエッジの集合。すなわち、Y
が X の子孫でなく、かつ、Y が X の先祖でもない、残されたエッジの集合。 
 
ただし、Spanning Tree のルートに関する条件が存在する。ノード自身から残りの全
てのノードまで到達できるノードは Spanning Tree のルートになれる。あるノードが
Gの全ての頂点に到達できない場合、そのノードからの Spanning Treeは存在しない。
ルートが固定されていた場合、このルートから生成される Spanning Tree は唯一であ
る。すなわち、同じグラフの異なるルートから、異なる Spanning Tree を生成する可
能性がある。 
図３.1(b)に生成された Spanning Tree の例を示している。C → J は C → I → J → C
のループがあるため、Spanning Tree のエッジにならない。また、J は C の子孫である
ため、C → J は Advancing edge に分類される。H → C および G → D は同じように複
数のループを生成してしまうため、Spanning Tree のエッジになることはできない。相
対的に、H は C、G は D の先祖であるため、この 2 つのエッジは Retreating edge にな
る。E → G と F → G を見ると、ツリー構造の定義により、G は同時に E と F の子
孫になることができないことが明白である。そこで、F → G を Cross edge に分類さ
れる。これらのエッジの分類が終了すると、Spanning Tree が得られる。 
 
(2) DFST アルゴリズム 
図３.1(a)のアルゴリズム 1 は、Tarjan の深さ優先探索アルゴリズム[60]に基づいて
開発された Depth-First Spanning Tree(DFST）と呼ぶアルゴリズムである。DFST 関数
にルートが与えられると、上記の Spanning Tree に関する 4 種類のエッジの定義によ
り、指定された有向グラフのエッジを分類し、Spanning Tree を生成する。 
DFST アルゴリズムでは、各ノードの先行順番号 Npre()と逆後行順番号 NRPost()が
付けられる。先行順番号を付ける手順には、Npre(X)＜Npre(Y)であれば、X は Y の先
祖、あるいは、Y の左側である。逆後行順番号を付ける手順には、NRPost(X)＜
NRPost(Y) であれば、X は Y の先祖、あるいは、Y の右側である。まず、現在のノー
ドに先行順番号を付け、次の接続されたノードの先行順番号をチェックする。それが
ゼロの場合、そのエッジは tree edge として検出される。探索が葉ノードに到達する
と、エッジによって戻り、逆後行順番号を付けていく。この間に、retreating edges、
advancing edges と cross edges を検出する。 
図３.1(b)では、アルゴリズム DFST によって生成された Spanning Tree の一例を示
している。(NPre, NRPost) は各ノードの先行順と逆後行順番号である。A をルートと
して選択する。まず、A の先行順番号が 1 になる。この時点、B の先行順番号がまだ
付けていないので、A → B のエッジは tree edge に分類される。同じく、B → C、C → 
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I、I → J がすべて tree edge に分類される。そして、葉ノードから戻り、逆後行順番号
を付ける。合計 10 個のノードがあるので、逆後行順番号は 10 から始まり 1 つずつ
減少していく。すなわち、最初の逆後行順番号として、J の逆後行順番号は 10 で付
ける。そして、I に戻り、I の逆後行順番号は減少し 9 になる。C に戻り、C → J のエ
ッジを分類する。C の先行順番号の 3 は J の先行順番号の 5 より小さいため、C → J
のエッジは advancing edge に分類される。次に、D、E、G、H まで先行順番号を付け、
tree edge で標記する。H → C のエッジに到達し、C の逆後行順番号はまだ付けていな
いため、H → C のエッジは Retreating edge に分類される。ここで、探索が一旦終わ
り、H の逆後行順番号を 8 で付ける。G → D のエッジも Retreating edge として分類
される。そして、G、E の逆後行順番号を付けて D に戻り、D → F のエッジが tree edge
に分類される。次に、F → G のエッジが cross edge に分類される。最後に、F から D、
C、B、A まで戻り、全てのノードの番号付けが終わった。 
すなわち、全体的には、A → B → C → I → J → D → E → G → H → F の順番で先行
順番号は付けられ、J → I → H → G → E → F → D → C → B → A の順番で逆後行順
番号も付けられる。このように、ノードの先行順番号と逆後行順番号を付ける過程に
すべてのエッジを分類できる。 
 
以上のように、Spanning Tree の生成により、ノード間の関係とエッジの分類情報を効果的
に見つけることができる。 
 
図３.2 ストリーム処理フローへの Spanning Tree のマッピング 
(a)処理フロー         (b) 
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この節の最初に述べたように、並列性を抽出するには、カーネル間の依存性をすべて見つ
ける必要がある。処理フローをグラフと見なし、各ノード間の関係やエッジの情報を自動的
に抽出する必要がある。さらに、フィードバックやフィードフォワードの対応も課題である。
ここで、Spanning Tree を処理フローに適用してみる。例えば、図３.2(a)に示すような入出力
データストリームで接続された処理フローをツリーとして扱い、Spanning Tree を生成する
と、図３.2(b)のようになる。フィードバックの I/O が retreating edges として検出される。す
なわち、各ノード間の依存性を全部発見できることを確認した。 
さらに、各ノードに depth を付けられる。横方向を見ると、B と C、D と E のように、ル
ート A から同じ深さを持つノードの間にエッジを持っていない。すなわち、直接データ依
存性がないため、空間的な並列性を利用し、B と C を 1 つのステージに、D と E を 1 つの
ステージとして並列実行できる。また、縦方向を見ると、直接データ依存性があるため、デ
ータストリームで接続されたノードは時間的な並列性を利用し、パイプライン実行できる。 
したがって、Spanning Tree により、横方向に空間的な並列性があり、縦方向に時間的な並
列性がある特性から、処理フローに含まれるすべてのカーネル間の並列性を非常に効果的
に見出すことができる。本研究では、Spanning Tree を利用し、複数のカーネルで構成された
静的な処理フローから、自動的に時間的な並列性と空間的な並列性を抽出し、パイプライン
実行順序を決定する新たな並列性抽出アルゴリズム Parallelism extraction algorithm with 
spanning tree(PEA-ST)を提案する。 
 
３.２ PEA-ST アルゴリズムの設計 
実行順序と並列性を見つけるために、以下の三つの手順が必要となる。1）最初に実行で
きるノードを見つける。次に、2）I/O バッファが競合しない実行順序を発見する。3）処理
フローから並列性を抽出する。本研究では、flow-model をノードとして扱い、入力/出力デ
ータストリームをエッジとして扱うことで、処理フローを有向グラフとして取り扱う。 
PEA-ST アルゴリズムの全体の流れを図３.3 の例で示す。まず、ルートノードになること
ができるノードを探す。次に、ルートノードから Spanning Tree を生成する。ここで、エッ
ジの分類および consistency shift の計算を行う。そして、consistency shift を適用し、ノード
間の並列性を見つけ、Execute matrix を作成する。最後に、並列実行順序を決定し、Execute 
matrix から startup と repeat batch を生成する。 
以下に PEA-ST アルゴリズムの詳細を述べる。 
 
ステップ１： 最初に実行できるノードの確定 
まず、executable ノードと root ノードの定義を前提として説明する。あるノードへのす
べてのエッジ（すなわち、そのノードの全ての入力ストリーム）が与えられた場合、その
ノードを executable ノードと呼ぶ。また、そのノードから出てくるエッジは、ノードの実
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行が終了した後、初期化された状態になる。ここで、初期化状態はノードに入るすべての
入力データストリームの準備ができた状態を意味する。グラフ内のすべてのノードを実
行する前に、あるノードのすべての入力データストリームが既に初期化された場合、その
ノードを root ノードと呼ぶ。すなわち、root ノードを特殊な executable ノードとして定義
する。 
図３.2 に示すように、あるグラフが kernel4 → kernel1 のようなフィードバックエッジ
を幾つか有する場合、そのグラフのパイプライン実行には、必ずデッドロックが発生する。
この場合、kernel1 → kernel2 → kernel4 → kernel1 のようなサイクリックパス（cyclic path）
の内の 1 つのエッジは初期化されなければならない。有向グラフでサイクリックパスの
最小セットを見つけるためのアルゴリズムは既に提案されている[10]。サイクリックパス
の最小セットを作成する手順を以下のように要約できる： 
 
1. すべてのノードからすべてのサイクリックパスを列挙する 
例えば、図３.2 のすべてのノードからすべてのサイクリックパスは示されている（図
３.4[Step 1]）。 
図３.3 PEA-ST アルゴリズムの流れ 
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2. パスに含まれるノード数によってサイクリックパスを配列する 
各サイクリックパスに含まれるノードの数を比較し、すべてのパスセットをソート
する（図３.4[Step 2]）。 
3. サイクリックパスを最小セットへ減らす 
最小ノード数を持つパスから最大ノード数を持つパスへの比較を行う間に、比較さ
れたパスが現在のものと同じである場合、前者は削除される。最後に残されるパスセ
ットが最小サイクリックパスになる。このセット内のすべてのパスに対し、実行時の
デッドロックを回避するために、各パスの１つのエッジを初期化する必要がある。例
えば、fm1→fm3→fm1 のサイクリックパスを実行する場合、デッドロックを回帰する
ために、fm1→fm3 のエッジあるいは fm3→fm1 をダミーデータで初期化する（図３.4 
[Results]）。 
 
このアルゴリズムにより、すべてのサイクリックパスを発見し、必要なエッジを初期化
した後に、root ノードを発見できる。あるグラフがいくつかの root ノードを持つ場合、そ
のグラフを実行可能な有向グラフ（executable directed graph）と呼ぶ。 
ある実行可能な有向グラフに必ず一個以上の executable ノードが存在する。これらのノ
ードは、グラフの root ノードに対応する。ここで flow-model で構成された処理パイプラ
インを用いて説明する。root ノードは、パイプライン実行の開始に実行される flow-model
と同等である。この初期化方法によると、処理パイプラインの最初に実行できる flow-
model を見つけることができる。 
図３.4 デッドロックの回避の例 
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したがって、前述したアルゴリズムを適用することで、有向グラフのルートノードを定
義できる。最小サイクリックパス内のノードのいずれかをルートノードとして選択する
と、Spanning Tree を生成できる。実行ステップがツリーエッジに沿ってルートノードから
下向きへ進める場合、唯一なツリーパスが得られる。このパスは、flow-models で構成さ
れた有向グラフの実行フローになる。 
 
ステップ２： Spanning tree の生成 
このステップでは、上述のようにルートノードになることができるノードを探し、その
ルートノードから Spanning Tree を生成する。 
例えば、図３.5(a)のような処理フローが与えられ、D → A と C → A は初期化されたこ
とを仮定する場合、A をルートノードとして選択すると、生成された Spanning Tree が図
３.5(b)に示されている。初期化されたエッジは retreating edges に分類される。その他は、
tree edges になる。 
Spanning Tree を生成するアルゴリズム DFST により、(NPre, NRPost) は各ノードの先
行順番号と逆後行順番号である。図３.5 に示されように、A がルートとして選択されたた
め、まず、A → B → D → F → E → C の順番で各ノードの先行順番号は付けられた。次
に、バックワード探索の番号付けの際に、F → D → E → B → C → A のように逆後行順番
号も付けられた。前のステップで、太線の矢印で表示した 5 つの tree edge を発見した。
そして、バックワード探索の間に、retreating edge1 と retreating edge2 は発見された。 
Spanning Tree から並列性を抽出するために、処理パイプラインの depth が定義される。
ノードの depth は、そのノードからルートノードまでのパスにある tree edges の数として 
図３.5 Spanning Tree の生成の例 
(NPre, NRPost) 
(1, 1) 
(2, 3) 
(3, 5) 
(4, 6) 
(5, 4) 
(6, 2) 
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図３.6 ノード間の並列性の抽出の例 
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定義される。例えば、図３.5 の左側にある Spanning Tree の depth を生成する。A → B → 
E のパスに 2 つの tree edge があるため、ノード E の depth は 2 になる。また、A → B → D 
→ F のパスに 3 つの tree edge があるため、ノード F の depth は 3 になる。また、この例
の depth の深さは 4 になる。 
 
ステップ３： ノード間の並列性の抽出 
このステップでは、Spanning Tree の並列度を解析する。ここで、ノード間の並列性を議
論するために、stage と entry を定義する。stage は I/O バッファの競合なしに同時に実行
できるノードの集合である。entry はすべてのノードが含まれているノードの最小集合で
ある。 
depth と stage の定義により、同じ depth を持つノードが同じ stage に加えることができ
る。３.１節で議論したように、同じエッジを共有するノードは I/ O 競合のために同じ stage
に存在できない。すなわち、同じ深さを持つノードの間にエッジが存在しないため、それ
らを同じ stage に加えることができる。ここでは、1 つの tree edge がパイプラインの 1 つ
の stage を有することを定義する。例えば、ノード B と C、D と E の間に I/O 競合が存在
しないため、同じ stage に入り、並列実行できる。Execute Matrix の中に、「下」の方向が
現在の stage より小さい stage 番号を持つ方向を意味し、「上」の方向が現在の stage より
大きい stage 番号を持つ方向を意味する。 
前に生成された Spanning Tree を用いて、並列性を抽出する。まず、同じ depth のノード
を各 stage に埋め、entry0 を A → (B, C) → (D, E) → F のようにパイプラインを構築でき
る。次に、パイプライン実行順序を決定するために entry1 を生成する。普通の直線型パイ
プラインでは、一つ後にシフトすれば、パイプライン実行は成り立てる。しかし、この例
で 1 行下にシフトすると、図３.6(a)のように、パイプラインは A → (B, C, A) → (D, E, B, 
C) → (F, D, E)…。A と C は同じステージになる。Retreating edge2 が存在するため、A が
C の後に起動しなければならないため、C と A は同時に実行できない。すなわち、I/O 競
合が発生してしまう。さらに 1 行下にシフトする、すなわち、2 行下にシフトすると、パ
イプラインは A → (B, C) → (D, E, A) → (F, B, C)…。今回、A と D は同じステージになる。
Retreating edge1 が存在するため、A が D の後に起動しなければならないため、D と A は
同時に実行できない。すなわち、2 行下にシフトしても、I/O 競合が発生してしまう。 
I/O 競合を回避するために、処理グロー中の retreating edges の影響を考慮する必要があ
る。Retreating edge に対して NIR と Consistency shift を定義する。NIR (node in retreating 
edge) を、retreating edgeを含むループに、tree edgeで接続されるノード数として定義する。
例えば、retreating edge1 D → A がループ D → A → B → D にあるため、tree edge で接続さ
れている A → B → D は 3 つのノードを含む。その結果、retreating edge1 の NIR は 3 にる。
同様に、C → A → C のループは 2 つのノードを含んでいるため、retreating edge2 の NIR
は 2 になる。さらに、複数の Retreating edge のために、Consistency shift を定義する。
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Consistency shift は処理フローにある最大の NIR の値である。図３.6 の例では、Consistency 
shift は 3 になる。 
今回、consistency shift で、entry1 を下にシフトする。すなわち、entry1 を 3 行下にシフ
トする。これで、retreating edge1 と 2 があるため、A が D、C と同時に実行できない問題
が解決された。すなわち、I/O 競合なしに並列性を抽出することができた。Entry のすべて
の stage を consistency shift で下にシフトすると、retreating edges に関連するすべてのノー
ドは必ず正しく実行される（定理 1 を参照）。その定理と証明は以下のように記述される。 
 
定理 1 (consistency shift).  spanning Tree の理論により、ある強連結有向グラフのエッジ
をすでに分類された場合、いくつかの retreating edge があり、かつ、その中で consistency 
shift を持つものが存在すると仮定する。execute matrix で entry を consistency shift 行で下
にシフトする場合、consistency shift を持つ retreating edge の新しい終点ノードは必ず旧い
始点ノードの丁度一つ上の stage にあり、かつ、その他の retreating edge の新しい終点ノ
ードは必ず旧い始点ノードのより上の stage にあることになる。 
 
証明.  定理中の consistency shift を持つ retreating edge を M → N と、その consistency shift
を K と仮定する。また、M は stage p にあり、N は stage q にあることを仮定する。 
ノードの表記は「node(stage)」にする。移動後のノードの名前に「′」をつける。 
ゆえに、定理 1 の「consistency shift を持つ retreating edge の新しい終点ノードは必ず旧
い始点ノードの丁度一つ上の stage にあり」は 
補助定理 1. M(p) → N(q) を K 行の下にシフトし、M′(p + K) → N′(q + K) になる場合、
M(p) は N′(q + K) の丁度一つ上の stage にあることになる。すなわち、 
(𝑞 + 𝐾) − 𝑝 = 1                              (3.1) 
を証明することになる。 
M(p) → N(q) は retreating edge であり、かつ、その NIR が K であり、ゆえに、retreating 
edge と consistency shift の定義により、 
𝑝 − 𝑞 = 𝐾 − 1                              (3.2) 
が得ることができる。 
 よって、式(3.1) は 式(3.2)から導出できることにより、同じであることは明確である。 
 ゆえに、命題 1 は証明された。 
 元のグラフに任意の retreating edge：L → O が存在し、その NIR を J と仮定する。ま
た、L は stage r にあり、O は stage s にあることを仮定する。 
 表記は前と同じであれば、定理 1 の「その他の retreating edge の新しい終点ノードは必
ず旧い始点ノードのより上の stage にある」は 
補助定理 2. L(r) → O(s) を K 行の下にシフトし、L′(r + K) → O′(s + K) になる場合、L(r) 
は O′(s + K) の上の stage にあることになる。すなわち、 
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𝑟 < 𝑠 + 𝐾                               (3.3) 
を証明することになる。 
同様、L(r) → O(s) は retreating edge であり、かつ、その NIR が J であり、ゆえに、
retreating edge と consistency shift の定義により、 
𝑟 − 𝑠 = 𝐽 − 1                               (3.4) 
が得ることができる。 
 また、L → O は任意の retreating edge であるため、その NIR：J は必ず consistency shift 
より小さいか等しい、すなわち、 
𝐽 ≤ 𝐾                                 (3.5) 
式(3.4) と式(3.5) によると、 
𝑟 − 𝑠 + 1 ≤ 𝐾 
𝑟 − 𝑠 ≤ 𝐾 − 1 
𝑟 − 𝑠 < 𝐾 
ゆえに、式(3.3) を得ることができる。命題 2 は証明された。 
 すなわち、定理 1 が成立する。 
 
ステップ４： 並列実行順序の決定 
並列度の解析の後、このステップでは前に生成した実行順序を用いて、並列処理 batch を
生成する。並列化されたパイプラインは、2 つの段階に分けられる。Startup と呼ぶ一回だけ
実行する初期段階と、repeat batch と呼ぶ連続して繰り返し実行する段階である。 
Consistency shift の計算が終了すると、startup と repeat batch を分割する。repeat batch 部分
は繰り返し実行されるので、全てのノードを含む必要がある。そこで、repeat batch に含まれ
る stage 数は consistency shift により確定される。残りの startup に含まれる stage 数は depth 
－ consistency shift で計算できる。また、下記の定理 2 の証明により、ステップ 3 の結果の
並列度が変化しても、consistency shift で確定された repeat batch が全てのノードを含む。そ
の定理 2 は以下のように証明される。 
 
定理 2 (Creating startup and repeat batch).  execute matrix がすでに作られた場合、その最終
stage からよりより小さな番号を持つ stage への max consistency shift 行の stages は repeat 
batch 部分になり、残りの上部の stages は startup 部分になる。すなわち、分割された repeat 
batch 部分は必ず entry0 の全てのノードを含む。 
 
証明.  stages が合計 s 行と仮定する。cs は consistency shift の略である。また、下記の証
明において、「下へ」は「より大きな番号を持つ stage へ」の意味であり、「上へ」ことは
「より小さな番号を持つ stage へ」の意味である。 
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図３.7 Execute Matrix の生成の例（定理 2 の証明） 
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1. entry0 が一回のみ下へシフトされた場合（2 つの entry で生成された場合）： 
図３.7(a)に示すように、execute matrix に、entry0 は s 行を占める。entry1 は、entry0
を cs で下へシフトしたものなので、s - cs 行を占める。ゆえに、entry0 の最初の stage 
から s - cs 行は entry1 の最初の stage から s - cs 行と同じである（図３.7(a)に同じ模様
の部分）。よって、entry0 の残りの部分は底部の s - (s - cs) = cs 行である。すなわち、赤
線の中の部分は entry0 の全ての stages を含む。すなわち、底部の cs 行は全てのノード
を含め、repeat batch 部分になる。 
2. entry0 が二回下へシフトされた場合（3 つの entry で生成された場合）： 
図３.7(b)に示すように、execute matrix に、entry0 は s 行を占める。entry1 と entry2 は
entry0 を cs の間隔で下へシフトしたものなので、entry1 は s - cs 行を占め、entry2 は
s – cs*2 行を占める。ゆえに、entry0 の最初の stage から s – cs*2 行は entry1 の最初の
stage から s - cs*2 行、entry2 の各行と同じである（図３.7(b)に同じ模様の三つの部分）。
ゆえに、entry1 の残りの部分は s – cs - (s – cs*2) = cs 行である。同じく、entry0 にそれと
同じ部分を作る（図３.7(b)の entry1 の真ん中の部分）。そして計算により、entry0 の残
りの最後の部分が s - (s – cs*2) - cs = cs 行である。すなわち、赤線の中の部分は丁度に
entry0 の全ての stages を含む。すなわち、底部の cs 行は全てのノードを含め、repeat 
batch 部分になる。 
3. entry0 が k 回下へシフトされた場合（k+1 個の entry で生成された場合）： 
図３.7(c)に示すように、execute matrix に、entry0 は s 行を占める。entry1 から entry k
は entry0 を cs の間隔で下へシフトしたものなので、entry1 は s - cs 行を占め、entry2 は
s – cs*2 行を占め、同じ、entry k は s - cs*k 行を占める。ゆえに、entry0 から entry k - 1 
の最初の stage から s – cs*2 行は entry k の各行と同じである（図３.7(c)に同じ模様の k 
+ 1 個の部分）。ゆえに、entry k - 1 の残りの部分は s - cs*(k - 1) - (s – cs*k) = cs 行であ
る。同じく、entry0 にそれと同じ部分を作る（図３.7(c)の entry1 の真ん中の部分）。こ
の過程を繰り返し、そして計算により、entry0 の残りの最後の部分が 
𝑠 − (𝑠 − 𝑐𝑠 ∗ 𝑘) − 𝑐𝑠 ∗ (𝑘 − 1) = 𝑐𝑠                     (3.5) 
図３.8 並列実行順序の決定の例 
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行である。赤線の中の部分は丁度に entry0 の全ての stages を含む。すなわち、底部の cs
行は全てのノードを含め、repeat batch 部分になる。 
要するに、entry0 の中身を entry1 から entry k との同じ部分で置き換える。最後に entry0
に残りの部分は必ず cs (consistency shift)行である。すなわち、定理 2 を証明した。 
 
図３.8 に示されている例の場合、consistency shift = 3 のため、repeat batch は底部の 3 行の
stage を含む。すなわち、stages (B, C) → (D, E) → (F, A) は repeat batch になる。また、残り
の startup は、depth - consistency shift = 4 - 3 = 1 の計算結果により、最初の stage (A)のみにな
る。このように、構成されたパイプラインにより、同じ stage のノードたちが並列実行し、
startup が一度だけ実行する。そして、repeat batch が繰り返し実行する。 
 
３.３ PEA-ST アルゴリズムの実装 
C-like コードで記述した PEA-ST アルゴリズムを図３.10 に示す。Main 関数では、3 つの
機能を実現した。1）Spanning Tree の生成、2) consistency shift の演算、と execute matrix の
作成、3）startup と repeat batch の作成である。 
最初に node[N]と edge[N][N]のデータ構造を作り、処理フローグラフのノードとエッジの
情報を保存する。ノード情報には、ノードの名前、depth と更新したかどうかを記録する。
エッジ情報には、ノード間に接続しているかどうかを判断する変数とエッジのタイプを記
録する変数がある。 
まず、循環で Spanning Tree のルートノードになれるノードを探す。３.１節で述べたよう
に、他の全てのノードに到達できるノードを Spanning Tree のルートノードになれる。最初
に見つけたルートノードで Spanning Tree を生成する。 
Spanning Tree の作成は、再帰的に呼び出される DFST_Modified 関数によって処理される。
関数内ですべてのエッジは、Spanning Tree によって定義された 4 種類に分類される。エッ
図３.9  PEA-ST アルゴリズムの全体的な例 
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ジが分類されると、tree edges を格納する edges 行列は更新される。エッジが retreating edge
に分類された場合、max_NIR が retreating edge の最大の NIR（すなわち、consistency shift）
に更新される。 
Spanning Tree の作成後に、main 関数では、consistency shift を計算する。Retreating edge が
存在する場合のみ、consistency shift は使用される。Retreating edge が存在しない場合、
consistency shift は 1 になる。これにより、entry と stage を含む execute matrix が作成され、
startup 及び repeat batch も作成する。 
図３.9 を用いて全体の処理を説明する。最初の entry0 のように、同じ深さのノードを各
stage に埋める。2 回目では、最大の consistency shift によって 3 行をシフトし、entry1 の
ように再び stages を埋める。そして、最後の consistency shift 行が repeat batch になり、残
りが startup になる。 
図３.11 と図３.12 に示す 2 つの代表的な例を用いて、PEA-ST アルゴリズムについて記述
する。図３.11 のような直線形の場合、フィードバックがないため、consistency shift は 1 で
ある。execute matrix を生成するため、5 回の繰り返しシフトが必要である。その結果、最大
並列度は 5 になる。また、図３.12 のようなより複雑な場合、入れ子のフィードバックがあ
り、consistency shift が 5 になる。最大並列度は 3 になる。したがって、アルゴリズム PEA-
ST は、フィードバックがない場合とフィードバックがある場合のどちらでも、並列性を抽
出できる。2 つの例の処理ステップを以下のように詳しく示している。 
図３.10 PEA-ST アルゴリズム 
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⚫ 直線型の例 
処理ステップ： 
(1) ルートになることができるノードを探す。この場合、ルートノードになることがで
きるノードは A のみである。パイプライン化した結果は１つのみである。 
(2) DFST Modified 関数により、元の処理フローを Spanning Tree に変換する。結果は太
い線の部分になる。この間に、retreating edge が発見されないため、max_NIR は 0
のままである。 
(3) depth 0 から 4 までの順で図の entry0 のように excute matrix に加える。 
(4) max_NIR が 0 のため、consistency shift はデフォルト値の 1 になる。2 行目から
entry1 を excute matrix の右側に加える。さらに、entry2 のように、entry1 を下 1 行
にシフトして右側に加える。この動作を繰り返す。ただし、stage 4 以後は必要な
い。 
(5) consistency shift が 1 のため、repeat batch は紫の 1 行の部分である。残りの上部の
3 行は startup になる。並列実行順序の結果は図 3.15 右下のように示されている。 
 
 
 
図３.11 直線型の PEA-ST アルゴリズの処理ステップ 
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⚫ フィードバックを有する複雑型の例 
処理ステップ： 
(1) ルートノードになることができるノードを探す。この場合、ルートになることがで
きるノードは A のみである。パイプライン化した結果は１つのみである。 
(2) DFST Modified 関数により、元の処理フローを Spanning Tree に変換する。結果は
太い線の部分になる。この間に、retreating edge を発見し、最長の深度 max_NIR を
探す。この図の場合に、H → C は G → D の外側にあるので、max_NIR は 5 にな
る。 
(3) depth 0 から 6 までの順で図の entry0 のように excute matrix に加える。 
(4) max_NIR が 5 のため、consistency shift も 5 になる。5 行目から entry1 を excute matrix 
の右側に加える。ただし、stage 6 以後は必要ない。 
(5) consistency shift が 5 のため、repeat batch は紫の 5 行の部分である。残りの上部の
2行は startupになる。並列実行順序の結果は図 3.16の右下のように示されている。
これで、C が H の結果を必要、同じ、D が G の結果を必要とすることも対応で
きた。 
図３.12 フィードバックを有する複雑型の PEA-ST アルゴリズの処理ステップ 
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３.４ まとめ 
本章では、並列ストリームコンピューティングにおけるプログラマビリティを向上する
ために、ストリーム指向プログラムのための並列性抽出アルゴリズム PEA-ST の開発につい
て詳しく述べた。 
３.１節では、並列性抽出に関する課題と解決法を述べた。カーネル間の空間的な並列性
を時間的な並列性を自動的に抽出し、スループットの向上とレイテンシの削減を図る。それ
を実現するために、カーネル間の依存性をすべて自動的に見つける必要がある。一方、
Spanning Tree の定義と DFST アルゴリズムを述べたことで、Spanning Tree の生成により、
ノード間の関係とエッジの分類情報を効果的に見つけることができることを確認した。ま
た、フィードバックやフィードフォワードの I/O が retreating edges や advancing edge として
検出されることも確認した。すなわち、Spanning Tree により、各ノード間の依存性を全て発
見できることができる。さらに、横方向にある空間的な並列性と、縦方向にある時間的な並
列性の特性から、処理フローに含まれるすべてのカーネル間の並列性を非常に効果的に見
つけることができることを述べた。 
３.１節と３.３節では、PEA-ST アルゴリズムの設計と実装を詳しく述べた。実行順序と
並列性を見つけるために、以下の三つの手順が必要となる。1）最初に実行できるノードを
見つける。次に、2）I/O バッファが競合しない実行順序を発見する。最後に、3）処理フロ
ーから並列性を抽出する。PEA-STアルゴリズムの全体の流れは図３.3の例で示されている。
まず、ステップ１にルートノードになることができるノードを探す。次に、ステップ２にル
ートノードから Spanning Tree を生成する。ここで、エッジの分類および consistency shift の
計算を行う。そして、ステップ３に consistency shift を適用し、ノード間の並列性を見つけ、
Execute matrix を作成する。最後に、ステップ４に並列実行順序を決定し、Execute matrix か
ら startup と repeat batch を生成する。ステップ３とステップ４の説明において、定理 1 と定
理 2 の提示と証明を行った。C-like コードで記述した PEA-ST アルゴリズムの実装を示し
た。Main 関数では、3 つの機能を実現したことを述べた。1）Spanning Tree の生成、2) 
consistency shift の演算、と execute matrix の作成、3）startup と repeat batch の作成である。 
次章では、PEA-ST アルゴリズムの最適化について詳しく述べる。 
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第４章  
並列性抽出アルゴリズムの 
性能最適化技法 
第３章で述べた並列性抽出アルゴリズム PEA-ST は、複数のアクセラレータ環境に適用す
ることもできる。その場合、実環境に合わせた複数の組み合わせから、最適な解を求める必
要がある。すなわち、並列化結果が実環境に適しているかどうかは重要な評価指標である。 
また、複数のアクセラレータ環境では、通信を考慮しなければならない。本来、実際の計
算環境に合わせた通信パターンはプログラマ自身が考える必要がある。並列ストリームコ
ンピューティングにおけるプログラマビリティを向上するために、通信の自動生成も重要
な課題である。 
さらに、アルゴリズムを実行する際の性能や効率も重要な評価指標となる。本研究では、
ロードバランスにより最適化も行う。 
本研究は上述のように、幾つかの最適化手法を PEA-ST アルゴリズムに適用し、実環境を
考慮しつつ、アルゴリズムの性能効率化を図ることを目的とする。本章は計算環境に基づく
並列化手法と通信パターンの自動生成手法を述べ、その二つの機能を実現した PEA-ST アル
ゴリズムの追加実装を述べ、通信パターンの生成に関する最適化とロードバランスによる
最適化を述べる。 
 
４.１ 計算環境に基づく並列化手法 
３.２節のステップ１：最初に実行できるノードの確定でサイクリックパスについて述べ
た。一般的に、サイクリックパス内のノード数は１つに限られない。また、最小サイクリッ
クパス内の任意のノードは、Spanning Tree のルートノードとして扱うことができる。すなわ
ち、すべてのノードは Spanning Tree のルートになる可能性がある。各ルートから生成され
た Spanning Tree は異なるため、それによって構成されたパイプラインも異なる可能性があ
る。すなわち、ルートが変わると、並列度が変わり、stages の長さも変わる可能性があると
考えられる。例えば、３.２節で使用した例で説明すれば、ルートノード A を除く、他の 3
つのノードがルートノードになることもできる。ノード B、C と D をルートノードとした
場合の生成された Spanning Tree を図４.1 に示す。この例により、ルートノードが変わると、
並列度も変化し、stage 長さも変わることが分かる。 
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図４.1 異なるルートノードから生成された Spanning Tree 
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実際の計算環境は様々であり、プログラマは実環境に合わせタスクレベル並列プログラ
ミングが必要とされる。例えば、GPU のようなアクセラレータの数がコンピュータにより
異なることがあるため、パイプライン化した結果は異なる計算環境に応じて対応できるよ
うにしなければならない。そのため、PEA-ST アルゴリズムがユーザ定義の条件によって適
切な並列パターンを探す必要がある。 
ここで、ユーザが最大/最小並列度、最大ステージ数などを定義できるように、アルゴリ
ズムの 1 つの手順として加える。また、entry を consistency shift 以上の行数で下へシフトす
ることも可能である。そして、PEA-ST アルゴリズムはルートノードを変える方法をベース
に、ユーザ定義の条件に当て嵌まる並列パターンを検索し、結果を出力する。図４.2 に示す
例のように、プログラマが定義した条件に応じて、例をパイプライン化した結果を出力する。
すなわち、PEA-ST アルゴリズムの最後に、ユーザ定義条件をチェックする。その条件に当
て嵌まる場合、並列パターンをアルゴリズムの結果として出力する。当て嵌まらない場合、
アルゴリズムは次のルートノードを探し、Spanning Tree の生成に戻る。 
 
４.２ 通信パターンの自動生成手法 
本節では、複数のアクセラレータ環境における通信の自動生成手法について述べる。この
手法により、実環境に合わせた通信パターンを自動的に生成できる。 
PEA-ST アルゴリズムでは、PE（processing element）は、クラスタのノードまたはアクセ
ラレータの基本となる計算ユニットを意味する。生成された Spanning Tree から得られたエ
ッジ情報に従い、Execute Matrix 内のすべてのカーネルに対し、すべての受信ノードを見つ
図４.2 ユーザ定義条件に基づいた適切な並列化の例 
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けて決定する。フィードバックまたはフィードフォワードは特殊なケースとして扱う必要
があるため、送信先 PE と受信カーネルの名前を含めて送信カーネルと受信カーネルの間の
advancing edge または retreating edge を標記する。Tree edge と cross edge については標記せ
ず、送信先 PE のみを格納する。 
ここで、図４.3(a)と図４.3(b)の簡単な例で説明する。図４.3(a)では直線型処理フローの通
信パターンを生成する例を示す。左側が元の処理フローであり、右側が生成された通信パタ
ーンである。例えば、元の処理フローが A → B → C であり、パイプライン結果が A → (B, 
A) → (C, B, A) → (C, B, A)…であることは簡単に確認できる。次に、データの流れにより、
B → C のエッジが存在するため、通信パターンにはカーネル B が PE0 のカーネル C まで、
データを送信する必要がある。このように、Execute matrix 内のすべてのノードを探索した
後、図４.3(a)の右側のように全体の通信パターンを得ることができる。図４.3(b)では、分岐
のある処理フローの通信パターンを生成する例を示す。この場合、カーネル A はカーネル
B と C へそれぞれにデータを送信する必要があるため、PE0 と PE1 を送信先として格納す
る必要がある。 
 
４.３ PEA-ST アルゴリズムの追加実装 
４.１節と４.２節で述べた計算環境に基づく並列化と通信パターンの自動生成の手順を
PEA-ST アルゴリズムに追加実装を行った。図４.4 に PEA-ST アルゴリズの全体的な流れを
示す。図にある 6 つの処理ステップに合わせ、図４.5 に示すように新しい Main 関数では、
6 つの機能を実現した。1）最初に実行できるノードの確定、2）Spanning Tree の生成、3）
consistency shift の演算、と execute matrix の作成、4）startup と batch の作成、5)ユーザ定
義の要求に応じて結果の更新、6）通信パターンの生成である。この関数ではすべての可能
図４.3 通信パターンの生成の例 
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な Spanning Tree をチェックし、適切な並列化結果を出力する。 
手順 4）では、ルートノードを選択するループをブレークし、適切な startup と repeat batch 
を返す。図４.5 の右側にある上の 2 つの赤いボックス内には、手順 4）を実現した。可能な
ルートノードを循環でトラバースし、entry のシフト行数もインクリメントすることで、す
べての並列パターンを見つけ出す。その過程では、最大並列度などのユーザ定義条件がチェ
ックされる。リソースの制限（アクセラレータの数）によって決定される最大並列度で実行
できる並列パターンを見つけられる。 
通信パターンを自動的に生成するために、図４.5 の左側の赤いボックスのように通信パ
ターンを格納するデータ構造を作成した。PE_id_feedback_or_forward という変数はフィード
バックあるいはフィードフォアド（i.e. retreating edge or advancing edge）の送信先カーネルの
図４.4 PEA-ST アルゴリズの全体的な流れ 
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PE を格納するために使用される。送信先カーネルの名前は第 2 メンバーとして格納される。
また、カーネルからのフィードバックやフィードフォワードがない場合、
PE_id_feedback_or_forward は-1 になり、名前も空になる。特殊な場合を除き、通常（i.e. tree 
edge or cross edge）の送信先は、PE_id_continue に格納する。PE_id_continue は 1 から n（n：
可能な最大分岐数）までである。PEA-ST アルゴリズムの終わりに、Execute Matrix 内の各カ
ーネルの送信先を全部見つけ出し、通信パターンの行列を埋め込む。 
N をノード数、E をエッジ数としたとき、PEA-ST の複雑性は、DFST アルゴリズムをベ
ースにして考えられる。先行順番号と逆後行順番号付けは O(NE) の複雑性を持つ。しかし、
PEA-ST はすべての可能なルートから Spanning Tree を生成する必要がある。したがって、
ルート数を M としたとき、複雑性が O(NEM) になる。 
 
 
図４.5 PEA-ST アルゴリズムの全体的な実装 
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４.４ 通信パターンの生成に関する最適化 
この節では、フィードバックを有する処理フローの通信パターンを考える。各回のループ
の終わりに、フィードバックに従い、ループを継続するか終了するかは、ループの終了条件
に応じて決定する必要がある。すなわち、送信先ノードは未定であり、実行が retreating edge
または tree edge を通過するかどうかに依存する。PEA-ST アルゴリズムは、両方の場合の送
信先ノードを格納する必要がある。 
フィードバックまたはフィードフォワードを有する処理フローの通信パターンを生成す
るために、以下の 2 つのケースを考慮する必要がある。ケース 1：対象ノードが tree edge と
retreating edge の両方のデータストリームを必要とする場合である；ケース 2：もう一つは、
対象ノードが retreating edge のデータストリームのみを必要とする場合である。 
これらの 2 つのケースを図４.6 の例で詳しく説明する。図４.6(a) では、単一のフィード
バックを有する処理フローの例を示す。Retreating edge の C → B の NIR の値は 2 である。
この処理フローを前述のケース 1 として考えると、ノード B は tree edge である A → B と
retreating edge である C → B の両方のデータストリームを必要とする。したがって、PEA-ST
は図４.6(b)のような結果を出力する。パイプライン実行順序は A → B →(C, A) → B → (C, 
A)...になる。ループが stage 6 で終了する場合、パイプライン実行は新しいデータストリー
ムの処理を開始する。 
しかし、図４.6(a)の処理フローをケース 2 として考えると、図４.6(c)の左側のように、ノ
ード B は tree edge の A → B のデータを一回だけ処理した後、retreating edge の C → B のデ
図４.6 フィードバックを用いて通信パターンの最適化を行った例 
通信パターン１ 通信パターン２ 
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ータだけを必要とする。パイプライン実行順序は図４.6(c)の通信パターン 1 で示す。ノード
A は PE0 上のループ中のノード B に送信できないため、通信パターン 1 では並列性が得ら
れない。すなわち、ノード A は、PE0 上のループの完了を待つ必要があり、時間の無駄を引
き起こす。そこで、図４.6(c)の右側のように最適化することができる。Stage 2 では、ノード
C と A が並列に実行され、結果を交換する。ループが PE0 上の stage n-1 で終了する場合、
PE1 上の C の結果は一時的に記憶され、stage n+1 に渡される。そして、ノード A は PE1 上
の stage n で再び実行され、パイプライン実行も継続できる。これにより、通信パターン 2
で処理フローの並列度を高めることができた。 
上述の例では、2 つの PE 上の並列実行に対して通信パターンの最適化を述べたが、これ
を一般化し、p 個の PE で処理する場合について考える。p 個の PE で実行されるフィードバ
ックのある処理フローを考える。PE1 上での実行は、PE0 上のループの完了を待たなければ
ならない。同様に、PE2 上での実行は、PE1 上のループの完了を待たなければならない。す
なわち、PE p での実行は、常に PE p-1 上のループの完了を待つ必要があり、時間の無駄を
引き起こす。そこで、PE の数に応じて n 個の PE 間で結果を交換する方法で通信パターン
生成の最適化を一般化することができる。すなわち、特殊ケースも含めて、すべての処理フ
ローの通信パターンを自動的に生成できる機能を完成できる。 
 
４.５ ロードバランスによる最適化 
より高いパフォーマンスを得るために、ロードバランスを考慮する必要がある。その重要
なポイントは PE アイドル時間を最小限に抑えることである。PE 間でワークロードを均等
に分散させることで、アイドル時間が減少し、パフォーマンスを向上させることができる。 
PEA-ST アルゴリズでは、各 stage の実行時間はその stage にあるカーネルに依存する。一
般的には、各カーネルの実行時間はそれぞれ異なる。該当 stage の実行時間はその中の実行
時間が最も長いカーネルによって決定される。そのため、PE 間の計算のロードバランスは、
PEA-ST アルゴリズムの最適化として考慮する必要がある。 
ここでは、PEA-ST アルゴリズムにおいて静的なロードバランスを考慮する。例えば、図
３.9(c)では、ノード B と C、ノード D と E、ノード F と A はそれぞれの stage で PE0 と PE1
上で実行する。B と C の実行時間、D と E の実行時間、F と A の実行時間が同じである場
合のみ、負荷が均衡している。しかし、実環境では、常に同じ実行時間で終わるとは限らな
い。したがって、PEA-ST アルゴリズムは、カーネルの実行時間をもとに、それらを PE 間
で均等に分散させる方法を考慮する必要がある。 
詳しい説明は 5.2 節のロードバランスによる最適化のところに例で述べる。 
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４.６ まとめ 
本章では、ストリーム指向プログラムのための並列性抽出アルゴリズム PEA-ST の性能を
向上させるための最適化手法について詳しく述べた。 
４.１節では、計算環境に合わせた組み合わせから、適切な並列パターンを選択し出力で
きる機能を PEA-ST アルゴリズムの最適化として実現した。この手法を、複数アクセラレー
タ環境に適用し、プログラマがアクセラレータの数、すなわち最大並列度、を入力するだけ
で並列パターンを決定できる。 
４.２節では、複数アクセラレータ環境でプログラミングする場合、PEA-ST アルゴリズム
が実際の計算環境に合わせた通信パターンを決定する機能を実現した。プログラマが通信
パターンを考える必要がなくなり、複雑な作業から解放される。４.１節の計算環境に対応
した最適化手法を用いて、複数アクセラレータ環境での並列ストリームコンピューティン
グのプログラマビリティを向上させることができる。 
４.３節では、４.１節の計算環境に対応した最適化手法と４.２節での通信パターンの自動
生成手法を PEA-ST アルゴリズムの追加機能として実装した。 
４.４節と４.５節では、PEA-ST アルゴリズムの性能効率化を目的として、フィードバッ
クが存在する場合に生じた並列性が得られない問題に対して最適化を行い、各カーネルの
実行時間を考慮したロードバランスによる最適化も行った。 
次章では、PEA-ST アルゴリズムの性能評価について詳しく述べる。 
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第５章  
関連研究 
第２章で述べたように、アクセラレータを用いた並列プログラミングはプログラマにと
って極めて困難な作業である。そのプログラマビリティを向上するために、様々な言語やツ
ールが開発されてきた。GPU のための並列プログラミング言語については、２.１節に述べ
た OpenCL と CUDA が広く使われている。また、いくつかのほかの手法が存在する。一つ
は、プログラマがプログラムに並列化のための指示文を追加する手法である。もう一つは、
Pareon [61]および ParaWise[62][62]のような、プログラマと並列化ツール/コンパイラの間に
インタラクティブシステムを構築する手法である。 
SkelCL[63]はドイツのミュンスター大学において開発が進められている研究プロジェク
トである。最近の異種並列システムでのプログラミング負担を軽減するための高レベルの
抽象化を提供するライブラリである。マルチコア CPU や GPU などを含む異種並列システ
ムでのプログラミングは、複雑でエラーを招きやすい。CUDA や OpenCL のような既存の
プログラミング言語は、本質的に低レベルである。複数の計算デバイスの取り扱いは複雑で、
手動でこれらの間でデータを移動させる必要がある。そこで、SkelCL ライブラリは、OpenCL
標準の上に構築され、異種並列システムのプログラミングを大幅に簡素化できる反復計算
および通信パターンのスケルトンを提供する。しかし、SkelCL ライブラリでは、抽象的な
ベクトルデータ型とハイレベルデータ型メカニズムを提供するが、ストリーム指向プログ
ラムに適用できない。そのため、自動パイプライン化も提供しない。さらに、処理フローに
フィードバックがある場合、プログラマ自身が手動で処理する必要がある。 
Pareon[61]は、オランダの Vector Fabrics がアプリケーションをマルチコアシステム向けに
最適化するために開発されたツールである。Pareon はスレッド周りのバグ検出を試みる分
析ツールと、開発者がパフォーマンスボトルネックを発見するためのハードウェアモデリ
ングエンジンで構成される。分析ツールにより、プログラムが可視化され、開発者にプログ
ラムの実行、内部依存関係、メモリ動作などを提示する。Point と Click のインタフェースに
より、開発者は並列化したい箇所を追加し、並列化を妨げるコードがあればすばやく特定し、
取り除くことができる。Pareon は単一のマルチコアプロセッサのメモリやキャッシュのボ
トルネック、同期や通信、スレッドスケジューリングのオーバヘッドを考慮した。しかし、
マルチ GPU 環境を考慮していない、ストリーム指向プログラム向けのパイプライン化もサ
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ポートしない。 
ParaWise[62]は、シリアル C および Fortran コードを読み取り、MPI、OpenMP またはその
両方のハイブリッドに基づいて、効果的で拡張性と移植性のある並列コードを生成するこ
とにより、並列ソフトウェア開発のプロセスをサポートする。このコード変換により、スー
パーコンピュータからマルチコアプロセッサまでのような並列システムの性能を引き出し、
アプリケーションのコードを高速化できる。科学者とアプリケーション開発者に対し、
OpenMP での専門知識を必要とせずにアプリケーションコードを高速に並列化できる。しか
し、ParaWise は細粒度の並列性を抽出することができるが、タスクレベルの粗粒度の並列性
は自動抽出できない。また、他のほとんどのツールと同じく、プログラマ自身が並列化した
い箇所を見出し、指示を出す必要がある。 
Copperhead[64]は、Python に埋め込まれたデータ並列言語であり、効率的な並列コードを
作成するコンパイラも組み込まれている。現在、Copperhead コンパイラとランタイムは、
CUDA 対応 GPU、および、TBB（Threading Building Blocks）または OpenMP を用いたマル
チコア CPU をターゲットにしている。Falcon[65]は C 言語の拡張としたグラフ操作言語で
ある。グラフアルゴリズムに関連する Point、Edge、Graph、Set と Collection のデータタイプ
を提供し、CUDA カーネルあるいは OpenMP 指示文を自動に生成できる。Par4All[66]は、C
および Fortran の逐次プログラム用の自動並列化および最適化コンパイラである。コンパイ
ラは完全自動であるが、入力コードに制限があり、静的アフィンループネストのみが変換さ
れる。また、マルチ GPU もサポートしない。そのため、Bones[67]では並列プログラミング
表５.1 関連研究との比較 
研究
複数
GPU
環境
自動
タスク
並列化
自動
パイプラ
イン化
フィードバックや
フィードフォアド
を対応できる
明示的な指示
を書く必要が
ない
通信パターン
の自動生成
ロード
バランス
PEA-ST ○ ○ ○ ○ ○ ○ ○
SkelCL ○ ○ × × × ○ ×
Pareon × × × × × ○ ○
ParaWise × × ○ × × ○ ○
Copperhead × × × × ○ × ×
Falcon ○ × × × × × ×
Par4All × × × × ○ × ○
Bones ○ × × × ○ ○ ×
SkePU 2 △ ○ × × × △ ○
StarPU ○ ○ ○ × × ○ ○
work in [70] ○ ○ × × × ○ ○
StreamIt × ○ ○ × ○ × ○
work in [72] × ○ ○ ○ ○ ○ ○
work in [73] ○ ○ ○ × ○ ○ ○
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のプログラマビリティを向上させるために、並列プロセッサ用のコードを自動的に生成す
る技術を提案した。algorithmic species というプログラムのコード分類手法により、C コード
を CUDA コードに変換できる。効率的なコードを生成するために、Bones はホストアクセ
ラレータ間の転送最適化とカーネル融合を含む。Bones は指示文なしにコード変換の自動化
を実現したが、タスク並列化やパイプライン化などの粗粒度の並列性を考慮していない。 
SkePU 2[68]は SkePU からの進化であり、マルチコア CPU およびマルチ GPU システムの
ためのオートチューニング可能なマルチバックエンドに対応できるスケルトンプログラミ
ングフレームワークである。Map、Reduce、MapReduce、MapOverlap、Scan と Call のスケル
トンを提供する。データ並列化とタスク並列化のスケルトンも提供する。また、同期、通信、
メモリ管理、アクセラレータの使用、その他の最適化などもサポートする。SkePU 2 では、
ローレベルとプラットフォーム固有の詳細情報をカプセル化することで、プログラマビリ
ティを向上させる。しかし、MPI を含んだノード間の通信は実現されていない。ストリーム
指向プログラムに適用できるが、パイプライン化に関するスケルトンも提供していない。 
StarPU[69]はマルチ CPU やマルチ GPU を持つハイブリッドアーキテクチャ用のタスクプ
ログラミングライブラリである。可搬性は、システムの統一された抽象化によって得られる。 
StarPU は、統一されたオフロード可能なタスク抽象化コードレットを提供する。プログラ
マは、コード全体を書き直すことではなく、既存の関数をカプセル化することができる。
StarPU は、複数の GPU を含め、マシン全体で可能な限り効率的にスケジューリングと実行
を行うことができる。明示的にデータ転送に関する指示を書く負担からプログラマを解放
するために、高レベルのデータ管理ライブラリが提供される。コードレットを開始する前に、
すべてのデータが自動的に計算リソースで利用できるようになる。また、プログラマに柔軟
性を提供するために、タスク間の依存関係は、完全に分散された方法で計算される。また、
複数のタスクに対して異なる処理ユニットによって達成される相対的な性能を決定し、そ
れにより処理ユニットに自動的に最適なタスクを実行させる。クラスタで実行する場合、
MPI 通信も自動的に生成できる。したがって、StarPU により、ローレベルの問題を扱うこ
となく、プログラマはアルゴリズムレベルの問題に集中できる。しかし、プログラマが明示
的に指示を書く必要がある。さらに、タスク間での並列性抽出には制限もある。 
論文[70]では、シリアルコードから利用可能なリソースへの計算を適応するタスクスーパ
ースカラ実行環境を使用することにより、並列性とスケーラビリティを実現できるプログ
ラミングモデルを提案する。この研究では、マルチレベルの並列性を利用でき、動的タスク
スケジューリングを提供する。CUDA stream をサポートするが、ストリーム指向プログラム
からパイプライン化することはできない。前述の研究と同じ、プログラマが明示的に指示を
書く必要がある。 
StreamIt[71]はストリーム指向プログラムのためのプログラミング言語であり、大規模な
ストリーミングアプリケーションのプログラミングを容易にするとともに、市販のユニプ
ロセッサ、マルチコアアーキテクチャ、ワークステーションのクラスタなど、さまざまなタ
59 
 
ーゲットアーキテクチャへの効率的かつ効果的なマッピングをより簡単にできるように設
計されている。階層構造化ストリーム、グラフパラメータ化、循環バッファの管理、テレポ
ートメッセージングなど、プログラマのプログラミング効率を向上させる言語構造を持っ
ている。完全自動ロードバランシング、グラフレイアウト、通信スケジューリング、および
ルーティングを備えた最適化コンパイラである。しかし、パイプライン化は実現されている
ものの、複数の GPU 環境での実行は考慮されていない。また、これらの研究は、フィード
バックを有する処理フローに対応していない。論文[72]では、StreamIt プログラムを C およ
び CUDA コードへの変換手法が提案されている。しかし、通信を必要とする複数 GPU 環境
での実行はサポートしていない。また、論文[73]では、タスクレベルの並列性を利用するた
めに、複雑な StreamIt アプリケーションを複数のパーティションに分割できる効率的なグ
ラフ分割アルゴリズムを提案されている。しかし、フィードバックを伴うループを扱うこと
はできない。 
一方、ソフトウェアのパイプライン化は高速実行を実現するためにループを再編成する
手法である。モジュロスケジューリングはソフトウェアパイプライン化のループを生成す
るためのコンパイラ技術であり、効果的な手法として知られている。モジュロスケジューリ
ングの目的は、循環する操作の間に相互依存かつリソース使用競合を発生しない間隔で、パ
イプラインを繰り返すことである。Rau と Glaeser は、最初の多環状アーキテクチャ向けの
ソフトウェアパイプライン機能を持つコンパイラを開発した[74]。また、modulo renaming は
Lam の技術として実際に広く使用されている[75]。これに関する最近の研究として、
Decoupled Software Pipelining(DSWP) と呼ばれる自動スレッド抽出手法がある。DSWP は長
時間で同時に実行しているスレッドを抽出するため、アプリケーションに潜在する細粒度
パイプライン並列性を利用する。DSWP は実行効率を向上させ、大幅なレイテンシの許容
範囲を提供することができる[76]。これらに対し、アルゴリズム PEA-ST はタスクレベルパ
イプライン処理を実現している。 
論文[77]は、ステンシルの通信パターンでタスクの配置を最適化することで並列処理のパ
フォーマンスを向上させることに重点を置かれている。MPI ランク情報に基づいて、コアご
とに実行タスクと通信パターンが決定される。主に MPI ランクごとにコアへのタスクマッ
ピングが構成されるため、複数 GPU 環境での並列実行をサポートしない。それと比べ、PEA-
ST アルゴリズムは、処理フローから MPI 通信パターンを生成する。論文[78]は遺伝的アル
ゴリズムを使用してタスクをリソースへマッピングするが、データ並列化、タスク並列化と
パイプライン化は利用しない。 
ロードバランスに関する問題も長年にわたって研究されてきた。これは、タスクをアイド
ルコアに動的に割り当てる動的ロードバランス[79]と、タスクを実行する前に決定する静的
ロードバランス[80]の 2 種類に分けることができる。PEA-ST アルゴリズムは、カーネルの
実行時間で並列パターンを生成する際に静的ロードバランスを考慮する。 
上述のように、多くのプログラミング言語は、細粒度並列プログラミングとベクトル処理
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のために設計されている。プログラマは、どのように複数のプロセッサにデータを配布する
か、および、どのような並列実行をスケジュールするかを設計する必要がある。PEA-ST ア
ルゴリズムはカーネル間、すなわち、タスクレベルの並列性に注目し、プログラマがタスク
の配布やスケジュールなどを設計する必要がない。 
すなわち、本研究は、空間的並列性、時間的並列性の双方を考慮しており、データ並列化、
タスク並列化とパイプライン化の全てを実現可能な並列化手法であり、スループットの向
上とレイテンシの削減で、高い計算能力を実現できる。また、フィードバックを有する処理
フローに対しても効率良い並列化が可能な点に特徴がある。ストリームコンピューティン
グにおけるプログラマビリティを向上させるために、本研究の並列パターンと通信パター
ンの自動生成機能により、プログラマが下層ハードウェアの構成を知る必要がない。上述の
研究のようにコードの中に明示的に並列処理に関する記述を書かなくても、PEA-ST アルゴ
リズムはデータストリームで接続された処理フローを自動的に並列化できる。また、本研究
により、大量処理データを持つ複数回の演算が必要とするストリーム指向プログラムに向
け、GPU、FPGA のような異なるアクセラレータに応用でき、高性能化を実現できる。 
表５.1 に、本研究と関連研究の特徴、機能の比較を示す。 
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第６章  
性能評価 
本論文では、PEA-ST アルゴリズムの有効性と性能最適化を評価するために、画像処理と
数値解析に関連する 3 つのアプリケーションを開発した。FFT を用いた画像フーリエ変換
と LU 分解のアプリケーションを用いて本アルゴリズムの有効性に関する性能評価を行っ
た。k-means と前述の 2 つのアプリケーションを用いて本アルゴリズムの性能最適化に関す
る性能評価を行った。k-means アプリケーションを用いた評価ではフィードバックを有する
通信パターンの最適化に用いて評価した。また、FFT フーリエ変換と LU 分解の結果を用い
てロードバランスによる最適化の評価に関して説明する。 
全ての実験は、16 ノードで構成されたクラスタで行なった。クラスタのノード間は、
40GByte/秒の Infiniband ネットワークで接続される。各ノードは、12 GB DDR3 メモリを搭
載した Intel(R) Xeon(R) E5645 @ 2.40GHz の CPU と PCI Express 2.0 x16 インタフェースを介
して接続された NVIDIA Tesla M2050 の GPU を持つ。アプリケーションは、OpenCL、およ
び C ++言語を用いて開発し、並列化に関しては、OpenCL1.0 ランタイムと Open MPI ライブ
ラリを使用した。 
 
６.１ PEA-ST アルゴリズムの有効性に関する評価 
 画像フーリエ変換 
(1) アプリケーション概説 
PEA-ST アルゴリズムの性能を評価するために、プログラマが書いた画像フィルタ処理と、
それを PEA-ST アルゴリズムにより並列化した処理フローを比較しながら解説する。図６.1
の左側に FFT を用いた画像フーリエ変換の例を示す。FFT 処理により、画像は空間周波数
に変換され、IFFT 処理により、周波数領域の情報から画像に戻すことができる。したがっ
て、周波数ベースの画像フィルタリングが可能になる。High-pass フィルタリングは、低周
波成分がカットされることを意味し、画像の急激な変化が残る。これは、図６.1 の左上隅に
示すように、「Edge Enhancement」とも呼ばれる。それと反対に、low-pass フィルタリングは、
高周波成分がカットし、図６.1 の左下隅に示すようにエッジがぼかすことを意味する。 
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図６.1 の右側に処理フローの例を示している。本アプリケーションは、13 個、5 種類のカ
ーネルで構成される。Reorder ではビット反転インデックスによって入力データを並べ替え
る。FFT と IFFT では 1D FFT と 1D IFFT 処理を行う。Transpose では、2 次元の行列データ
の転置を行う。Filter では、high-pass または low-pass フィルタリングを行う。 
 
(2) PEA-ST による並列化 
図６.2 では、PEA-ST アルゴリズムによって生成された処理パイプラインを示している。
パイプライン方式では、フィードバックがないため、consistency shift が 1 である場合、処理
フローの最大並列度は 13 になる。ただし、必要な通信量も最大になるため、シリアル実行
に対するスピードアップは最大並列度よりはるかに低くなる可能性がある。 
また、前述したように、PEA-ST アルゴリズムによって生成される並列パターンは、複数
の並列パターンから MAX_PARALLELISM パラメータによって決定される。ここでは、4 個
の GPU を使用する際の並列化手順について説明する。例えば、ユーザ定義条件の
MAX_PARALLELISM が 4 に従い、PEA-ST アルゴリズムにより生成された並列パターンは
図６.2 に示した consistency shift = 4 の場合の結果である。まず、Spanning Tree が生成され、
retreating edge がないため、consistency shift の最小値が 1 になる。すなわち、パイプライン
を作る際に間隔を 1 以上に空ける必要がある。次に、PEA-ST アルゴリズムは、シフト数を
増加させることにより、適切な結果を見つける。execute matrix を生成するには、entry0 の
ように同じ深さのノードで各ステージを埋める。consistency shift が 4 である場合、entry1 の
図６.1 FFT を用いた画像フーリエ変換の処理フローの例 
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ように entry0 を 4 行下にシフトする。同様に、entry2 と entry3 を生成し、execute matrix を
完成する。ここで、consistency shift が 4 になると、並列度は 4 になり、ユーザ定義条件も満
たすため、生成された並列パターンを結果として保存する。PEA-ST アルゴリズムにより生
成された execute matrix は、13 の stage と 4 つの entry を持つ。各 entry は、クラスタの各ノ
ード上で実行される。最後に、execute matrix から startup と repeat batch を生成する。図６.2
に示すように、上の方が startup であり、下の 4 つの stage は repeat batch である。 
また、図６.2 に青色の矢印で通信パターンも示している。各ノードに最後の stage（eq. 
stage 12）の実行が終われば、一時的な結果はノード N（N:1~3）からノード N-1 へ次の stage
に送られる。受信が完了すると、ループは継続する。これらのノード間の通信に関しては、
同期通信と非同期通信の両方で実験した。 
 
(3) 実行結果 
性能を評価するために、シリアル化と並列化の最後の IFFT までの実行時間を測定した。
毎回の実行時間が短いため、どちらの場合も repeat batch のループは 100 回実行した。パイ
プライン化されたバージョンの実行時間は、図６.2 に示すように、Node 0 に最初のステー 
図６.2 FFT 例の並列パターン（consistency_shift = 4 の場合） 
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ジから最終の画像出力まで測定した。OpenCL のランタイム設定やデータファイルの読み込
み/書き込みの時間を含まないが、ノード間の MPI 通信に掛かる時間を含んでいる。入力イ
メージのサイズは、1282から 40962までである。入力イメージの幅は、各カーネルプログラ
ムのスレッド数として設定される。 
図６.3 FFT 例の実行結果（low-pass と high-pass） 
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図６.3 に、low-pass と high-pass による画像フーリエ変換の非同期通信でのスピードアッ
プを示す。各グループの最大値を図中に数値で示し、並列実行効率もスピードアップの隣に
表示している。並列実行効率はスピードアップとノード数の比を百分率で示している。13 ノ
ードで実行する場合、1 つの GPU で 1 つのカーネルのみ実行するため、通信のオーバヘッ
ドが極めて大きいため、実用的な実行パターンとは言えず、参考値として示している。した
がって、FFT を用いた画像フーリエ変換の実験では、並列実行効率は 65%から 95%である。 
通信オーバヘッドのため、各並列パターンのスピードアップは並列度より低いが、PEA-
ST アルゴリズムを使用することにより、自動並列化で性能を効果的に改善できることがわ
かる。すなわち、プログラマが並列実行環境に合わせてカーネル間の実行順序を設計せずに、
PEA-ST アルゴリズにより高速化が可能であることを示した。 
 
 LU 分解 
(1) アプリケーション概説 
PEA-ST アルゴリズムの性能を評価するために、プログラマが書いた LU 分解と PEA-ST
アルゴリズムにより並列化された処理フローを比較しながら解説する。図６.4 の左側に LU
分解の例を示す。LU 分解とは、正方行列 A を下三角行列 L と上三角行列 U の積に分解す
ることである。すなわち、A = LU が成立する時に L 行列と U 行列を求めることを意味する。 
LU 分解のアプリケーションは、Rodinia[81]の LUD ベンチマークプログラムを使用する。
元の行列を幾つかのブロックに分けて計算する。図６.4 の真中に処理フローの例を示して
図６.4 ブロックで実行される LU 分解の例 
図６.5 LU 分解例の並列パターン（consistency_shift = 2 の場合） 
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いる。本アプリケーションは、3 種類のカーネルで構成される。まず、Diagonal では対角ブ
ロック（DB）の分解を行う。次に、Perimeter では対角ブロックを除いた縦横ブロック（PB）
の分解を行う。そして、Internal では残りの内部ブロックの分解を行う。ブロック数に応じ
て、LU 分解処理は 1 つのブロックのみ残されるまで一定回数繰り返し実行する。最後に残
った対角カーネルに対し、Diagonal カーネルは一回実行する。 
本アプリケーションでは、4 個と 16 個のブロックに分ける場合の実験を行った。図６.4
の右側に、それぞれの処理フローが示されている。4 個のブロックに分ける場合、処理フロ
ーは図６.4 の右上に示すように合計 7 個のカーネルで構成される。16 個のブロックに分け
る場合、処理フローは図６.4 の右下に示すように合計 13 個のカーネルで構成される。 
 
(2) PEA-ST による並列化 
図６.5 では、PEA-ST アルゴリズムによって生成された処理パイプラインを示している。
パイプライン方式では、フィードバックがないため、consistency shift が 1 である。4 個のブ
ロックに分ける場合、処理フローの最大並列度は 7 になる。16 個のブロックに分ける場合、
処理フローの最大並列度は 13 になる。ただし、必要な通信量も最大になるため、シリアル
実行に対するスピードアップは最大並列度よりはるかに低くなる可能性がある。 
また、前述したように、PEA-ST アルゴリズムによって生成された並列パターンは、複数
の並列パターンから MAX_PARALLELISM パラメータによって決定される。ここでは、4 個
のブロックに分ける場合、4 個の GPU を使用する際の並列化手順について説明する。例え
ば、ユーザ定義条件の MAX_PARALLELISM が 4 に従い、PEA-ST アルゴリズムにより生成
された並列パターンは図６.5 に示した consistency shift = 2 の場合の結果である。まず、
Spanning Tree が生成され、retreating edge がないため、consistency shift の最小値が 1 になる。
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すなわち、パイプラインを作る際に間隔を 1 以上に空ける必要がある。次に、PEA-ST アル
ゴリズムは、シフト数を増加させることにより、適切な結果を見つける。execute matrix を
生成するには、entry0 のように同じ深さのノードで各ステージを埋める。consistency shift が
2 である場合、entry1 のように entry0 を 2 行下にシフトする。同様に、entry2 と entry3 を生
成し、execute matrix を完成する。ここで、consistency shift が 2 になると、並列度は 4 にな
り、ユーザ定義条件も満たすため、生成された並列パターンを結果として保存する。PEA-
ST アルゴリズムにより生成された execute matrix は、7 つの stage と 4 つの entry を持つ。各
entry は、クラスタの各ノード上で実行される。最後に、execute matrix から startup と repeat 
batch を生成する。図６.5 に示すように、上の方が startup であり、下の 2 つの stage は repeat 
batch である。 
また、図６.5 に青色の矢印で通信パターンも示している。各ノードに最後の stage（eq. 
stage 6）の実行が終われば、一時的な結果はノード N（N:1~3）からノード N-1 へ次の stage
に送られる。受信が完了すると、ループは継続する。これらのノード間の通信に関しては、
同期通信と非同期通信の両方で実験した。 
 
(3) 実行結果 
性能評価を行うために、シリアル化と並列化について最後の Diagonal までの実行時間を
測定した。毎回の実行時間が短いため、どちらの場合も repeat batch のループを 100 回実行
した。パイプライン化されたバージョンの実行時間は、図６.5 に示すように、Node 0 で最
初のステージから最終のステージまで実行した場合の時間である。OpenCL のランタイム設
図６.6 LU 分解の例の実行結果 
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定やデータファイルの読み込み/書き込みの時間を含まないが、ノード間の MPI 通信に掛か
る時間を含んでいる。入力データのサイズは、1282から 20482までである。ブロックの幅は
ブロック数に合わせて設定している。 
図６.6 に 4 個と 16 個のブロックに分けた場合について、LU 分解の非同期通信でのスピ
ードアップを示す。各グループの最大値を図中に数値で示し、並列実行効率もスピードアッ
プの隣に表示している。並列実行効率は、スピードアップとノード数の比を百分率で示して
いる。4 個のブロックに分けて 7 ノードで実行する場合と 16 個のブロックに分けて 13 ノー
ドで実行する場合、1 つの GPU で 1 つのカーネルのみ実行するため、通信のオーバヘッド
が極めて大きいため、実用的な実行パターンとは言えず、参考値として示している。したが
って、LU 分解の実験では、4 個のブロックに分ける場合の並列実行効率は 47%から 70%、
16 個のブロックに分ける場合の並列実行効率は 53%から 80%である。 
通信オーバヘッドのため、各並列パターンのスピードアップは並列度より低いが、PEA-
ST アルゴリズムを使用することにより、自動並列化で性能を効果的に改善できることがわ
かる。 
 
６.２ PEA-ST アルゴリズムの性能最適化に関する
評価 
 通信パターン自動生成の最適化に対する評価 
本節では、４.４節で述べたフィードバックを有する通信パターンの最適化に対する評価
について述べる、評価では、フィードバックを有する k-means アプリケーションを用いた。 
(1) アプリケーション概説 
フィードバックを有する処理フローとして、k-means クラスタリングアルゴリズムによる
カラー画像量子化のアプリケーションを開発した。カラー画像量子化とは、画像のカラーパ
レットを固定数 k 種類の色に低減するタスクである。図６.7 にカラー画像量子化の処理グ
ローの例を示す。処理フローは 4 種類のカーネルで構成される。InitCenterGroup ではランダ
ムに選択されたピクセルグループの中心の初期化を行う。SetGroup ではすべてのピクセル
を k 個のグループに分割する。このカーネルにより RGB ピクセルから各中心までの距離を
計算し、各ピクセルを最も近いピクセルグループに割り当てる。SetNewCenter では 新しい
中心を計算する。そして、新しい中心の値を古い中心の値と比較する。SetGroup と
SetNewCenter はそれらが同じ値に収束するまで繰り返し実行される。ChangeColor では画像
の色を新しいものに変換する。 
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(2) PEA-ST による並列化 
図６.8 に、PEA-ST アルゴリズムにより生成されたパイプライン処理フローを示す。この
図を用いて、PEAST アルゴリズムによって k-means のパイプライン処理フローが生成され
る手順を詳細に説明する。ここで、図６.7 の 4 種類のカーネル構造を図６.8 のグラフに単
純化する。まず、Spanning Tree が生成される。ルートになれるノードは icc ノードのみであ
るため、Spanning Tree は 1 つのみになる。生成された Spanning Tree から、retreating edge の
snc → sg が存在し、NIR は 2 である。retreating edge が 1 つのみであるため、consistency shift
は 2 になる。次に、PEA-ST アルゴリズムは consistency shift を用いて Execute Matrix を生成
図６.7 k-means アプリケーションの例 
図６.8 k-means の並列パターン 
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する。図６.8(b)に示すように、4 つの stage と 2 つの entry が生成された。Startup と repeat 
batch を図６.8 (c)に示す。 
 
(3) 通信パターンの最適化 
k-means の通信パターンを含めたパイプラインの最終結果を図６.9 に示す。Repeat batch
部分では、入力データストリームはカーネル icc の入力として扱われる。次に、カーネル sg
が呼び出される。青色の実線矢印は、PE1 から PE0 へのデータ転送を示す。カーネル snc が
完了すると、実行がフィードバックに達する。カーネル snc の結果を古い中心と比較するこ
とにより、カーネル cc またはカーネル sg のどちらを実行するかを決定する。 
図６.10 に k-means アプリケーションにおいて 3 つの通信パターンを示す。PEA-ST によ
って生成された k-means の通信パターンを左側に示す。しかし、k-means の処理フローは、
４.４節に通信パターンの最適化のところで述べたケース 2 に属する。図６.10 の真中に示す
ように、カーネル sg が snc のデータのみ必要とし、カーネル icg はカーネル cc の後に実行
しなければならない。すなわち、リソースがアイドルになるため、元の通信パターンでは並
列性は得られない。そこで、図６.10 の右側のように PE0 の stage 3 にカーネル sg を追加し、
各ステージの結果を PE 間で交換する。ループが PE0 の stage n-1 で終了する場合、カーネ
ル cc を実行する。PE1 上のカーネル snc の結果が PE0 に送られ、カーネル icg が再び呼び
出される。ループが PE1 の stage n-1 で終了する場合、PE0 でのカーネル snc の結果は一時
的に記憶され、stage n+1 に渡される。そして、カーネル cc の実行と同時に、カーネル icg は
PE1 の stage n で再び実行され、パイプライン実行も継続できる。このような最適化により、
k-means の並列度は 2 まで向上できる。 
図６.9 k-means の例の通信パターン 
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(4) 実行結果 
性能評価を行うために、シリアル化と並列化について最後の ChangeColor までの実行時間
を測定した。毎回の実行時間が短いため、どちらの場合も repeat batch のループは 100 回実
行した。パイプライン化されたバージョンの実行時間は、node 0 で最初のステージから最終
のステージまで実行した場合の時間である。OpenCL のランタイム設定やデータファイルの
読み込み/書き込みの時間を含まないが、ノード間の MPI 通信に掛かる時間を含んでいる。
入力データのサイズは、1282から 20482までである。 
表６.1 に k-means アプリケーションの実行結果を示す。非同期通信での実行時間とスピー
ドアップを示す。並列度が 2 で、2 ノードを使用した場合、1.5 倍のスピードアップが得ら
れた。並列実行効率は約 75％である。通信オーバヘッドのため、スピードアップは 2 に満
たないが、通信パターンの最適化により、フィードバックを有する処理フローに対しても効
率良い通信パターンを生成できることを確認した。 
図６.10 k-means の通信パターン最適化の例 
表６.1 k-means アプリケーションの実行結果 
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 ロードバランスによる最適化に対する評価 
(1) 各カーネルの実行時間と最適化方法 
４.５節で述べたように、実際に各カーネルの実行時間は異なるため、ロードバランスを
考慮した最適化を行った。前述の k-means アプリケーションでは、stage 3 以降に各 PE で同
じカーネルが実行するため、ロードは均衡している。一方、６.１節で実験した画像フーリ
エ変換と LU 分解の例では、ロードが不均衡になっていると考えられる。そこで、各カーネ
ルの実行時間を測定し、ロードの均衡化を図った。画像フーリエ変換の例として high-pass
フィルタを用いた実行時間を示す。 Low-pass フィルタの状況はほぼ同じであるため省略す
る。 
表６.2 では、セルの色が濃いほど、実行時間が長いことを表している。表より、カーネル
の実行時間が互いに大きな違いがあることがわかる。また、並列化バージョンにおいて、ロ
ードバランスしていないことが確認できる。例えば、画像フーリエ変換の例では、最も実行
時間の長いカーネルは FFT と IFFT である。前述の実験では、2 つの IFFT カーネルが node0
で、2 つの FFT カーネルが node2 でそれぞれ実行された。本実験では、ロードバランスをと
るために、表６.2 に示すようにカーネルを 4 つのグループに分けた。すなわち、1∼3/4∼6/7∼
10/11∼13 と 1∼2/3∼5/6∼8/9∼13 とした。 
図６.11(a)にある処理フローは FFT を用いた画像フーリエ変換の例である。ロードバラン
スを考慮した並列パターンは図６.11(b)のようになる。同様に、 LU 分解のアプリケーショ 
表６.2 各カーネルの実行時間 
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図６.11 (a)(c)ロードバランスを考慮しない場合と(b)(d)ロードバランスを考慮
した場合の並列パターンの比較 
74 
 
ンに対して、カーネルを 4 つのグループに分け、並列パターンを図６.11(d)に示すように変
更した。 
 
(2) 結果 
図６.12 に、4 つの GPU で実行した場合の、ロードバランスを考慮した場合としない場合
のスピードアップを示す。図の上部に bandpass フィルタの結果を示す。 
この図から、bandpass フィルタの例では、特にデータサイズが大きい場合、スピードアッ
プは 2.3 から 3.5 に向上した。また、16 個のブロックに分けて実行された LU 分解の例では、
スピードアップは 2 から 3 に向上した。これらの実験結果より、PEA-ST アルゴリズムから
抽出された並列パターンに基づいて、ロードバランスを考慮することにより、さらなる性能
の向上が得られることを確認した。 
図６.12 4 個の GPU でのロードバランスを考慮しない場合と 
考慮した場合のスピードアップの比較 
75 
 
６.３ まとめ 
本章では、ストリーム指向プログラムのための並列性抽出アルゴリズム PEA-ST の性能を
評価した。 
６.１節では、PEA-ST アルゴリズムの有効性を評価するために、画像処理と数値解析に関
連する FFT を用いた画像フーリエ変換と LU 分解のアプリケーションを用いて本アルゴリ
ズムの性能評価を行った。FFT を用いた画像フーリエ変換の実験では、65%から 95%の並列
実行効率が得られた。LU 分解の実験では、4 個のブロックに分ける場合 47%から 70%の並
列実行効率、16 個のブロックに分ける場合 53%から 80%の並列実行効率が得られた。通信
オーバヘッドのため、各アプリケーションにおいて並列パターンのスピードアップは並列
度より低いが、PEA-ST アルゴリズムを使用することにより、性能を効果的に改善できるこ
とを示した。プログラマが並列実行環境に合わせてカーネル間の実行順序を設計する必要
がなくなり、PEA-ST アルゴリズにより一定の並列効果が得られることを確認した。 
６.２節では、PEA-ST アルゴリズムの性能最適化を評価するために、k-means と前述の 2
つのアプリケーションを用いて性能評価を行った。k-means アプリケーションを用いた評価
ではフィードバックを有する通信パターンの最適化に用いて評価した。その結果、並列度が
2 で、2 ノードを使用し、1.5 倍のスピードアップが得られた。すなわち、約 75％の並列実
行効率が得られた。また、FFT フーリエ変換と LU 分解の結果を用いてロードバランスによ
る最適化に関して評価した。画像フーリエ変換の例では、スピードアップが 2.3 から 3.5 に
向上した。16 個のブロックに分けて実行された LU 分解の例では、スピードアップが 2 か
ら 3 に向上した。評価の結果、PEA-ST アルゴリズムから抽出された並列パターンに基づい
て、ロードバランスを考慮することにより、さらなる性能の向上が得られることが確認でき
た。 
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第７章  
結論 
本研究では、ストリーム指向プログラミングに関して、アクセラレータのための高性能な
アプリケーション開発の負担を軽減することを目指し、プログラマが下層ハードウェアの
構成に関する知識を持たなくても、カーネル間の並列性を自動的に引き出して、アクセラレ
ータの高い計算性能を活用できる開発環境を実現することを目的とする。本論文では、複数
のカーネルで構成される静的な処理フローから、並列性を抽出し、処理順序を決定する
Parallelism Extraction Algorithm with Spanning Tree(PEA-ST) と呼ぶ新たな並列性抽出アルゴ
リズムを提案した。本アルゴリズムは、Spanning Tree を使用することで、フィードバックや
フィードフォワードがある場合を含め、処理フローから空間的な並列性と時間的な並列性
を抽出可能とするものである。 
実行順序と並列性を見つけるために、本アルゴリズムには三つの手順があることを述べ
た。1）最初に実行可能なノードを見つける。次に、2）I/O バッファが競合しない実行順序
を発見する。最後に、3）処理フローから並列性を抽出する。また、実際の並列環境に合わ
せて、適切な並列パターンと通信パターンを自動的に生成する。4）ユーザ定義条件をチェ
ックし、適切な並列パターンを選択すること、5）データストリームの流れにより通信パタ
ーンを生成することを本アルゴリズムの手順として追加した。本アルゴリズムの実装も行
った。1）最初に実行できるノードの確定、2）Spanning Tree の生成、3）consistency shift の
演算、と execute matrix の作成、4）startup と batch の作成、5)ユーザ定義の要求に応じて結
果の更新、6）通信パターンの生成という六つの機能を実現した。さらに、フィードバック
に対する通信パターンの最適化と、ロードバランスによる最適化を行った。 
本アルゴリズムの有効性と性能最適化について検証するため、アプリケーションを用い
た性能評価を行った。画像処理と数値解析に関連する FFT を用いた画像フーリエ変換と LU
分解のアプリケーションを用いて本アルゴリズムの有効性に関する性能評価を行った。FFT
を用いた画像フーリエ変換の実験では、65%から 95%の並列実行効率が得られた。LU 分解
の実験では、4 個のブロックに分ける場合 47%から 70%の並列実行効率、16 個のブロック
に分ける場合 53%から 80%の並列実行効率が得られた。プログラマが並列実行環境に合わ
せてカーネル間の実行順序を設計する必要がなくなり、PEA-ST アルゴリズムにより高い並
列効率が得られることを確認した。 
また、k-means と前述の 2 つのアプリケーションを用いて本アルゴリズムの性能最適化に
関する性能評価を行った。前者のアプリケーションを用いてフィードバックを有する処理
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フローに対する通信パターン生成の最適化に関して評価した。並列度が 2 で、2 ノードを使
用し、約 75％の並列実行効率が得られた。これにより、フィードバックを有する処理フロ
ーに対しても高い並列性の抽出が可能であることを明らかにした。また、FFT フーリエ変換
と LU 分解の結果を用いてロードバランスによる最適化に関する評価を行った。画像フーリ
エ変換と LU 分解のアプリケーションでは、計算ノード間のロードバランスを考慮した並列
化を行った場合、4 個の計算ノードを用いて 3 倍以上のスピードアップが得られることを確
認した。評価の結果、PEA-ST アルゴリズムから抽出された並列パターンに基づいて、ロー
ドバランスを考慮することにより、さらなる性能の向上が得られることを確認した。 
今後は、PEA-ST をロードバランスも考慮したアルゴリズムに拡張する予定である。また、
処理フローのノードを stage 間に上下方向で移動させることで、Spanning Tree の等価変形に
よる本アルゴリズムのさらなる最適化も 1 つの課題である。 
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