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Techniques d '_implèmentation du langage Prolog . 1 
Introduction . 
Prolog est un langage de programmation simple mais puissant basé 
sur la logique symbolique. Le present travail a pour objet a · analyser 
la philosophie d ' implêmentation de celui-ci. Cependant, il nous semble 
au prêalable utile de resituer les origines de ce nouveau langage 
ainsi que d · evoquer brièvement quelques applications où il peut 
trouver emploi. 
l. Un courant de pensee . 
Les divers systèmes Prolog dêcoulent de toute une ècole de pensee 
ayant a sa ~ase le calcul des prèdicats crèê il y a plus d · un siècle 
par Gottlob Frege. Au long des ans, ce système original fut amêliore 
par des logiciens tels Bertrand Russell, David Hilbert, Kurt Gôdel, 
Alonzo Church, Alan Turing et surtout Jacques Herbrand dont les 
travaux inspirèrent largement les premiers dèmonstrateurs 
automatiques. 
Les premiers essais buttèrent de suite contre le grave problème 
de la complexitè de calcul. Des recherches visant a sa resolution 
furent donc entreprises et menèrent au dêveloppement de nouveaux 
systèmes logiques, equivalents aux systèmes traditionnels mais 
nettement mieux adaptes a une demonstration autoaatique efficace. Le 
plus remarquable de ceux-ci est certainement le principe de resolution 
de John Adam Robinson. cordell Green proposa egalement 1·emploi de 
systèmes de résolution lors de 1 · implementation de "Query systems" et 
finalement Robert Kowalsky en vint a développer l'interpretation 
procêdurale de la logique qui sera a 1 · origine de 1 · emploi de celle~i 
en tant que langage de programmation. 
La mise en oeuvre a · un tel projet necessita un travail en deux 
temps : 
d'abord, il fallut mettre au point des systèmes logiques 
utilisables pour 1·expression de problèmes grandeur nature; 
ensuite on passa a la construction de dèmonstrateurs adaptes a 
ces logiques et qui purent etre utilises d · une manière pratique 
en tant que machine logique. 
Aujourd ' hui de tels systèmes sont opêrationnels et les plus 
dêveloppes sont les interpreteurs de la famille Prolog. ceux-ci 
proviennent principalement des travaux de deux groupes de recherche : 
le groupe d · rntelligence Artificielle (G.I.A.) de Marseille-
Luminy dont les travaux notamment d ' Alain Colmerauer et de 
Philippe Roussel dans le cadre de recherches sur la comprèhension 
du langage naturel amenèrent la aise sur pied du premier 
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interpreteur . Son aire d"influence est principalement la France. 
1 · rmperial College de Londres et 1· universite d ' Edilllburgh en 
Ecosse avec les travaux de David Warren dont 1 · i.Jnpact porte 
plutôt sur la zone de culture anglo-saxonne . 
De nombreuses autres illlplementations existent. Il serait 
fastid i eux de toutes les recenser mais citons cependant la version 
hongroise, [SZER, 1977], celle de 1 · universite de Waterloo, canada, 
[ROBE, 1977] ou encore les travaux de Maurice Bruynooghe a la K.U.L. 
[BRUY, 1976] , 
2 . Champ g · apPlication du langage. 
Le langage Prolog trouve utilisation dans une multitude .de 
domaines. La motivation premiere de sa creation fut le traitement du 
langage naturel. cependant, Prolog s·adapte assez bien a certaines 
applications en Intelligence Artificielle et son emploi pour la 
realisation de bases de donnêes procure de nombreux avantages 
relativement aux systèmes relationnels. Notons egalement que Prolog 
n · est pas inadapte au traitement classique des données, bien que dans 
ce domaine, le programmeur ressente rapidemment les contraintes 
imposées par la faiblesse du langage en matière de fichiers. 
L' engouement pour le langage est en fait relativement recent et 
date de 1·annonce du "Projet japonais d·ordinateurs de cinquième 
generation" au tout debut des annêes 1980. ce projet vise a developper 
des ordinateurs a très hautes perfonnances, impliquant~en phase ultime 
1·utilisation d ' architectures parallèles. Prolog se trouva etre choisi 
pour en constituer le langage de base principalement en fonction de 
ses nombreuses ouvertures au parallélisme. Actuellement, ce projet a 
débouche sur la mise au point de deux machines, PSIM: Personal 
sequential Inference Machine et PIM: Parallel Inference Machine, aa.is 
le langage a ete fortement modifie pour y aboutir. Le resultat 
pratique de ces recherches laisse d'ailleurs encore une grande partie 
de la communauté scientifique dans le scepticisae. 
3. Plan du travail. 
---
Dans le présent travail, nous nous proposons d·etudier les 
techniques utilisees lors du développement a·un interpreteur du 
langage Prelog. Plutôt que de decortiquer un par un les interpreteurs 
réalises par les auteurs precites, nous avons prèfêré tenter de 
dégager les grandes lignes de la conception a·un systeme Prolog, 
relever les problèmes rencontres au cours de son developpement ainsi 
qu·analyser et comparer les solutions apportees a ceux-ci par 
differents concepteurs. 
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Dans ce but, nous avons organi sê notre ouvrage autour de trois 
grands axes . 
Le premier, constituê des chapitres un et deux, resitue le 
langage Prolog dans le contexte theorique qui est a 1· origine de sa 
creation . Le chapitre un rappelle d · aoord la definition du sous-
ensemble de la logique sur lequel s · appuie le langage tout en en 
arrêtant une syntaxe. Ensuite, nous y relèverons la richesse 
semantique dont bênêficie ce langage. Enfin, les limitations de son 
formalisme seront rapidemment evoquêes . Le chapitre deux nous 
rappelera les mécanismes de base decouverts par John Robinson, a 
savoir 1 · unification et la resolution ainsi que les adaptations qui y 
furent apportees dans le cadre de 1 · interprêteur Prolog. 
La deuxième partie constitue le coeur de notre êtude. Elle 
s · organise en trois chapitres . Le chapitre trois, de loin le plus 
important, exposera les grandes lignes des structures de donnees 
necessaires a 1 · interpreteur, a savoir le code source d·un programme 
et les piles de travail . Nous montrerons que 1·organisation de ces 
dernières est le fruit d · une more réflexion et se revele être la plus 
efficace . Le chapitre quatre, assez bref, etudiera les JDOdes de 
representation des variables. Le sujet est relativement important car 
les choix poses a ce niveau sont très dêterainants pour la 
construction d · un interprèteur. Enfin, le chapitre cinq portera sur un 
point non négligeable, a savoir les méthodes mises en oeuvre pour 
réduire la consommation d · espace de travail. Il s · agit de diverses 
techniques de recuperation de zones de mémorisation devenues sans 
interet. Nous verrons que leur mise en place aboutit a un profil très 
semblable de la zone de travail quelque soient les choix de conception 
posês . 
Le dernier axe reprendra avec le chapitre six un ensemble 
représentatif d·outils fournis au programmeur par tout système Prolog. 
Essentiellement, il s · agira des opérations d · entree et de sortie, de 
moyens de contrôle de 1· interpreteur et des opérations arithllletiques. 
Pour terminer, le chapitre sept recensera diverses voies 
d · amelioration du système. A ce sujet, nous noterons la nécessite de 
compléter 1 · environnement de programmation, nous êtudierons en dètails 
la rèalisation de David Warren ainsi que les ouvertures que prèsente 
Prolog au parallélisme et nous concluerons par un relevé de la 
recherche en matière de retour arrière intelligent. 
Le lecteur interresse trouvera enfin en annexe le développement 
rapide et incrémental d · un petit interpréteur êCrit en Vlisp. 
En utilisant une importante masse de publications sur le sujet, 
nous espérons apporter a celles-ci une unite qui leur fait 
generalement défaut. Nous osons croire que le lecteur trouvera ici un 
outil utile a sa comprehension des mécanisaes profonds de 
1 · interpreteur du langage Prolog. En outre, nous espérons également 
que ce travail pourra servir aux analystes et programmeurs désireux de 
dêvelopper rapidement un èmulateur de Prolog qui lui permettra de 
tester le langage avant 1· acquisition d · un système coniercialiSè. 
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Chapitre l: La reprêsentation des connaissances. 
La représentation des connaissances dans un système Prolog 
ut ilise un sous-ensemble de la logique clausale, en 1 · occurence les 
clauses de Horn. Dans ce chapitre, nous nous proposons d · en 
donner brièvement une syntaxe et la définition pour ensuite en 
aborder la sêmantique. Nous êvoquerons pour terminer quelques 
limitations induites par une telle formulation. 
1. La logique clausale. 
1.1. une syntaxe generale. 
Les objets syntaxiques de la 
part les connecteurs "NON", "OU", 
respectivement "-" "v", ... " et 
litteraux. 
logique clausale sont d·une 
"ET" et "SI" que nous noterons 
":-" et d· autre part les 
Tout littêral note de manière prefixee sera de la forme 
pr (tl, t2 I • • • I tn) avec n 
où le symbole de tete, "pr" est appele prêdicat et où chacun des 
"ti" ( i • l .. n) est un terme. 
Il existe deux categories de termes : 
les termes simples, formês d ' un seul symbole, variable ou 
constante. Une variable est caracterisee par un 
identificateur et un mecanisme de reconnaissance. En 
Prolog, 1·utilisation d·une majuscule ou d·un caractère 
privilegie, generalement placê en tete de 1·identificateur 
sera preferee a la technique des declarations prealables. 
Une constante est quant a elle ou bien une valeur 
numerique ou bien un atome, c·est a dire une chaine 
quelconque de caractères. 
Nota bene. 
----
Dans la suite de ce travail, nous utiliserons toujours 
des lettres capitales pour c011poser les identificateurs des 
variables, reservant ainsi 1·emploi des minuscules et des 
caracteres nwnêriques pour les constantes. 
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les termes composes, de la forme : 
f ( tl , t2 , . . . , tlc) avec 
1 . 2 
k > o 
où "f" est un symbole fonctionnel d . arite le et ses 
arguments , a savoir les "tj" ( j • l .. k} sont eux-mêmes des 
termes . Nous utiliserons une notation prefixee pour la 
simple raison que celle-ci est de pratique plus habituelle 
en logique symbolique . cependant, dans les cas où cela 
n· introduit aucune ambiguite, il serait tout aussi valable 
a · utiliser une notation infixee . 
Remarques. 
l . Un littéral sera parfois appele terme booleen car il est 
lui-même un terme compose dont le symbole fonctionnel est le 
predicat. 
2 . Les constantes peuvent etre considerees comme des symboles 
fonctionnels d "arite nulle. 
1 . 2 . Identite de deux termes . 
---
Deux -termes simples sont identiques si et seulement s'ils 
sont formes du même symbole : mêmes identificateurs pour les 
variables , mêmes valeurs numèriques ou IDêmes atomes pour les 
constantes . 
Deux termes composes sont identiques si et seulement s ' ils 
possedent même symbole fonctionnel et si leurs arguments sont 
respectivement identiques deux a deux. 
Soient deux termes composes 
Tl = sfl ( tll tl2 , . . . , tllc) 
T2 s sf2 (t2l , t22 , ... , t2j) 
Tl est identique a T2 si et seulement si 
sfl est identique a sf2, 
)c - j, 
avec k > o, 
avec j > o. 
pour tout i a 1 .. k, tli est identique a t2i. 
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1 ·1 · La not i on de clause. 
Une clause est une expression logique du type 
Cl V C2 V • •• V cm ( l) 
avec n,m >• o . 
où les "Ci" et les "Aj", ( i • . 1. .m, j • 1. . n) sont des littèraux. 
La disjonction: 
Cl V C2 V••• V cm avec•>• o 
sera connue sous le nom de tête de la clause; les littêraux la 
composant portent le nom de conclusions ou encore consèquents de 
cette clause. La conjonction: 
Al.A2 . ... . An avec n >• o 
formera, quant 
condit'ions ou 
sous le nom 
a elle, son 
antêcêdents 
de prêmisses. 
corps. Ces littêraux 
de la clause, plus souvent 
une formulation êquivalente de (1) est 
Cl V C2 V • • • V Cm V -Al. V -A2 V • • • V An 




Nous en concluons que toute clause est une disjonction de 
littèraux nègatifs et positifs. 
La forme clausale de la logique a la llême puissance 
d ' expression que le calcul des prêdicats. Il est donc toujours 
possible de transformer une formule du calcul des prèdicats en 
une forme clausale. [KOWA, 1979b] et [CLOC et alt., 1984]. En 
effet, toutes les variables apparaissant au sein d·une clause 
sont implicitement gouvernèes par le quantificateur universel 
"pour tout". L· emploi du quantificateur existentiel est quant a 
lui êvitê grace a un artifice consistant a utiliser des 
constantes ou des symboles fonctionnels pour dèsigner certains 
individus (fonction de Skolem). 
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1.4. Les clauses de Horn. 
Une clause de Horn est une clause qui possède au plus un 
seul littéral positif. Autrement dit, une clause du type (1) ou 
(2) est une clause de Horn si et .seulement si m est infêrieur ou 
êgaJ a un. 
Robert Kowalski [KOWA 1979a et b] classe ces clauses selon 
quatre catêgories : 
l . ( m • l et n > o ) • 
c :- Al - A2 - ... - An avec n > o. 
Regle ou axiome. 
2. (m •let n • O). 
C :- • 
Pait ou assertion. 
3 • ( m • o et n > o ) . 
: - Al - A2 - - An avec n > o. 
Dêmenti. 
4. (m•Oet n•O). 
La clause vide . 
2. Sémantique du langage Prolog. 
une. des principales caractéristiques de ce langage est qu·il 
bènèficie d"une triple sémantique. L"interprètation dèClarative des 
clauses de Horn découle d·une manière fort naturelle de la logique. 
Robert Kowalski nous en propose une deuxième, procédurale. La 
troisième interprêtation est celle de la réduction des problèmes, 
gènèralement utilisée dans la gènèration de plans en robotique ou pour 
les rêponses aux interrogations de bases de données. Kowalski la 
prétend, avec raison, identique a la deuxième. 
2.1. ~-interprétation déclarative. 
o·une manière gènèrale, nous pouvons dégager 
1·interprètation déclarative d·une règle que cell~i contienne 
ou non des variables (soient Xl, X2, ... , Xk avec k >- O). 
Quelles que soient les valeurs de Xl, X2, 
Xk (k >• 0), 
si (Al - A2 - - An) est vrai, 
alors (C) est vrai. 
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soit , exprimè d·une autre· manière, que 




littêral positif est 
conjonction des 
Dès lors, si n • o, il s · agira 
inconditionnelle d · oa le nom d · assertion : 
d · une affirmation 
Quelles que soient les valeurs de Xl, X2, 
Xk (k >a 0), 
( C ) est vrai. 
Pareillement, un dêmenti aura la signification : 
Quelles que soient les valeurs de Xl, X2, 
Xlc (k >-= 0), 
(Al· A2 · .. . · An} est faux. 
ou ce qui revient au meme : 
faux . 
Pour aucune des valeurs que puissent prendre Xl., 
X2, . .. , Xlc (k >-= O), 
(Al · A2 · .. . · An) ne sera vrai. 
Par convention, la clause vide s • interpréte toujours en 
Un ensemble a · axiomes et d · assertions constitue un programme 
pour le système. Ainsi que le rèsume David Warren [WARR et alt . , 
1977] , [WARR, 1977], ia semantique déclarative du langage Prolog 
définit 1 · ensemble des prédicats dont on peut affirmer qu · ils 
sont vrais en fonction du programme. 
Dans la pratique, pour comprendre une clause 
dèclarativement, il suffit d·interpréter celle-ci comme 
1 · abrèviation d · une phrase du langage naturel. Chaque symbole 
fonctionnel, et donc chaque littéral, ne porte aucune autre 
signification intrinsèque que celle que le programmeur veut bien 
lui donner. Celle-ci sera unique. 
Ainsi, si nous considérons par exemple 1· enseJBble de clauses 
suivant : 
concatenate (nïl, LA, LA) :- . 
concatenate (cons (X, LA), LB cons (X, LC)) :-
concatenate (LA, LB, LC) . 
reverse (nil, nil) :- . 
reverse ( cons ( X , LA) , LB} :-
reverse (LA , LC) · concatenate (LC, cons (X, nil), LB). 
définissant la concatenation et le renversement de listes, nous 
pouvons appliquer a chaque symbole fonctionnel une 
interprétation, a savoir: 
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les symboles X, LA, LB, LC sont des variables. Chaque 
variable doit être interprêtêe comme un objet arbitraire. 
"nil" dêsigne la liste vide. 
"cons" est un constructeur de 
signifie la liste dont le 
suivants la liste LA. 
liste; ainsi cons (X IA) 
premier élément est X et les 
"concatenate (LA, LB, LC)" signifie la concaténation de la 
liste LA avec la liste LB donne la liste LC. 
"reverse (LA, LB)" veut dire le renversement de la liste 
LA donne la liste LB. 
Il va de soi qu·un programmeur avisé devrait toujours se 
contraindre a dêfinir de manière explicite chacun des symboles 
fonctionnels et des prêdicats de son programme. 
variable est 
de sorte que des 
Notons encore que la portêe de chaque 
limitée a la clause où elle apparait, 
variables de même nom apparaissant dans 
diffêrentes doivent être considérées comme 
rapport entre elles. 
des clauses 
n · ayant aucun 
Par conséquent, notre progranune peut s · interpréter cODDe 
1 · abrèviation des quatre phrases suivantes : 
La concaténation de la liste vide avec la liste ~ est la 
liste LA. 
La liste dont le premier élément est X 
concaténée avec la liste LB donne 
premier élément est x et les autres LC si 
de la liste LA avec la liste LB donne la 
et les autres LA 
la liste dont le 
la concaténation 
liste LC. 
Le renversement d · une liste vide est une liste vide. 
Le renversement de la liste dont le premier élément est X et 
les autres LA est la liste LB si le renversement de la 
liste LA est la liste LC et si la concaténation de LC avec 
la liste dont 1·unique êlêment est X donne la liste LB. 
2.2 . ~ - interprétation procédurale. 
L"interprétation dêclarative du langage ne fait aucune 
référence a 1·ordre des clauses dans le programme ou des 
antécédents dans une clause. cet ordre représente de 
1•information de contrôle et relève de 1·interprêtation 
procédurale des clauses de Born. Celle-ci ressort d·un point de 
vue radicalement diffèrent da a Robert Kowalski. [EMDE et alt., 
1976]. 
Ainsi la clause 
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C :- Al . A2 . ... . An avec n >• o 
que nous pouvons encore ecrire 
pr ( tl , t2 , . . . , tk) •- Al . A2 · . . . · An ( 3) 
avec k > o,n >& o, 
sera traitêe en tant que dêclaration de la procedure de nom "pr". 
Le consêquent sera considêrê comme un point d · entree dans cette 
procêdure tandis que les antecêdents formeront son corps. Chaque 
littêral rtêgatif "Ai" (i • l .• n) sera lui-même interprete comme 
un appel de procédure. 
Dès lors, une clause couane (3) s·interprétera de la sorte 
pour exécuter la procédure "pr" sur les arguments (tl, t2, ... , 
tk) avec k >_0, il suffit d · executer successivement les appels 
~ , A2, .. • , An avec n >• o. Le cas particulier d · une assertion 
sera consideré comme une dêfinition de procédure avec un corps 
vide dont 1 · exécution se termine iuanediatement . 
La dêfinition complète d·une procêdure ou 
ensemble non, vide de clauses de type axiome ou 
toutes le même prédicat dans leur tete. 
Prelog possède de la sorte plus d ' un point 
ensemble de definitons de procêdures 
programme. 
paquet est un 
assertion ayant 
Une procêdure 
d · entree. Un 
constitue un 
L' interprêtation procêdurale met en evidence la façon dont 
un objectif donne sera prouve. L· exécution de cette preuve sera 
declenchee par un dementi dont chaque littêral sera vu conne une 
invocation de · procedure. La clause vide sera quant a elle 
interpretee comme une condition d·arret. 
~-1· Lien entre les deux semantiques. 
Les deux sémantiques présentees ci-dessus possèdent une 
difference fondamentale. L'interpretation dèelarative est d · ordre 
dêfinitionnelle. Par consêquent, 1·ordre des clauses d ' un 
programme ou des littera~ dans le corps a · une clause est sans 
aucune espece d"importance. La semantique procêdurale est a · ordre 
algorithmique. La sequence dés appels dans chaque clause ou des 
clauses au sein de la définition d ' une procêdure garantit le 
rêsultat correct du programme. 
Les interpreteurs Prolog implementent comme nous 1·avons dit 
les deux interprêtations permettant en principe la lecture des 
programmes sous les deux points de vue. Cependant en pratique, la 
semantique déclarative se perd rapide111JD0nt lorsque le programmeur 
fait usage de prédicats evaluables a effet de bord dont 1· usage 
vise d "ailleurs souvent a faciliter la programmation procêdurale. 
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3. Limitations du formalisme. 
Le point de vue central de la programmation en logique est de 
décomposer tout algorithme en une partie logique et une partie de 
contrôle . Pour une grande partie des problèmes courants de 
programmation, la partie logique peut etre spêcifiee sous forme de 
clauses de Horn. cependant une critique generalement adressêe a cette 
logique, et par voie de consequence a un langage de programmation tel 
Prelog, est son aspect restrictif. Qu·en est-il réellement ? Dans 
cette section, nous nous proposons de relever les limitations 
inhérentes a cette forme particulière de la logique mais aussi de 
noter celles dues a 1· utilisation du formalisme logique en soi. 
3.1. Limitations inhérentes aux clauses de Horn. 
Nous avons fait remarquer prêcêdemment que l'utilisation de 
la logique clausale n·induisait aucune perte de puissance 
d ' expression par rapport au calcul des prédicats. 
Cependant, les clauses de Horn portent dans leur définition 
une restriction certaine par rapport a la logique clausale pure : 
jamais il n·est possible d ' exprimer une disjonction dans la 
conclusion. 
A V B •- C 
De meme, en general, il n·est guere aise 
définitions par êquivalence (si et seulement 
partie "seulement si" nêcessite souvent 
disjonction dans la conclusion. [GALL, 1981]. 
de traiter les 
si), parce que la 
1 · emploi d'une 
Cette restriction ne semble toutefois guere gênante la 
majorite des problèmes classiques se formaliserait aisément a 
1·aide de clauses de Horn. [ROY, 1984]. Pour notre part, nous 
bornerons a signaler ces inconvenients aineurs. Le lecteur 
desireux a·examiner un point de vue plus theorique consultera le 
rapport des. A. Tarnlund. [TARN, 1975]. 
Il est cependant gênêralement admis que la logique clausale 
n· est pas d·un emploi aussi naturel que la logique classique. 
ceci peut se comprendre aisement sur un exemple. COlllparons les 




Y) :- parent (X 
parent (X Y) •-
Y). 
z) - ancêtre ( z , Y). 
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X est 1 · ancêtre de Y Bi X est un parent (père ou JDêre) de Y. 
X est 1· ancêtre de Y si X est un parent de z et Bi Z est 
1 · ancêtre de Y. 
a leur formulation quantifiee 
Pour tout X, Y, ancêtre (X, Y) :- parent (X, Y) 
v ( Il existez I parent (X, Z) · ancêtre (Z, Y)). 
de finissant 
Pour toute paire d ' indivi~us {X ,Y}, X est 1 · ancêtre de Y si 
X est un parent de Y ou s ' il existe un autre individu z tel 
que X soit un parent de z qui lui-meme serait 1· ancetre de 
Y. 
La seconde formulation est évidemment plus parlante que la 
première. c · est la raison pour laquelle certains auteurs 
proposent d · exprimer le problème sous cette forme plus naturelle 
pour ensuite en dériver la forme clausale grace a des 
transformations standards. [CLAR et alt., 1977] et [NILS, 1971J. 
1 -~· Limitations du formalisme logique. 
Nous pouvons admettre que le développement d'un programme 
correct et efficace peut se dèeomposer en deux sous-problèmes 
plus simples : 
La première tache est (ou devrait être) la rédaction de 
spécifications correctes du problème a resoudre. 
Ensuite suivra une phase de construction et d·optimisation 
du programme. 
Arguant que la langue naturelle est source d ' imprêcisions, 
d'ambiguitès voire de contradictions, des auteurs conne Bertrand 
Meyer [.MEYE, 1975] et Barbara Liskov [LISK et alt., 1975] 
proposent 1·utilisation de langages formels de spèCifications. 
Reprenant leur point de vue et partant du fait qu·un tel langage 
se doit également d ' être naturel et simple d'emploi, Robert 
Kowalski [KOWA, 1982] prone 1·utilisation de la logique 
symbolique. En outre, celui-ci fait astucieusement remarquer que 
ce langage est, sous une certaine forme, directement 
comprehensible par la machine, ce qui permet aisément de tester, 
corriger et éventuellement compléter les spécifications avant de 
passer en phase de codage. 
De plus, et toujours selon Kowalski, dans le cas particulier 
de la programmation en logique, le langage de spécification sert 
aussi au codage, d"où simplification supplémentaire. En effet, 
tous les problèmes de traduction des spécifications en programme 
sont ainsi évites. En outre dans une aajoritè de cas, le 
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programme 
n · est pas 
structure 
1 · aide de 
obtenu tournera avec une efficacité suffisante. Si tel 
le cas, le programmeur pourra transformer soit la 
de contrôle du programme, soit sa composante logique, a 
quelques outils fournis par le langage . 
Cependant, cette position n · est pas unanime . Baudouin 
Lecharlier [LECH, 1985] relève en effet, qu · etant donne 
1 · objectif de précision absolue qui préside a 1 · e1aboration des 
formalismes, ceux-ci se révèlent tout a fait inadéquats en tant 
que langages de communication. Une specification formelle sera 
soumise a toutes les limitations d · un énonce formel. En ce qui 
concerne la logique du premier ordre, nous en donnerons pour 
preuve la necessitè d " introduire un ensemble de prèdicats 
évaluables par exemple pour le calcul arithmétique et les 
opérations d · entrée et de sortie. Poursuivant par ailleurs son 
raisonnement, Baudouin Lecharlier en arrive a conclure que dans 
la pratique, un langage formel sera toujours aussi inadéquat 
qu · un langage de programmation pour cORUDuniquer a quoi sert le 
programme . Il n · en demeure pas moins que l ' addition de 
specifications formelles a la documentation conventionnelle d · un 
programme permet une vue stéréoscopique du problème. 
L· utilisation des deux mêthodes procure ainsi la possibilité 
d" une ver'ification croisee. ceci est seulement possib1e du fait 
que les deux notations sont tellement différentes que 1 · une ne 
peut être vue coDDDe la traduction de 1·autre. Les deux notations 
ne sont équivalentes qu · a un très haut niveau d "abstraction et 
doivent être dèrivees de la solution conceptuelle indépendamment 
1 · une de 1 · autre, ce qui diminue fortement la possibilité 
qu · elles contiennent la même erreur. 
o · autre part, il est bon de remarquer que, trés souvent, les 
adeptes de la programmation en logique aanquent un peu d · esprit 
critique quant à sa puissance et ses limitations. Une des raisons 
de cet état de chose est certainement que ce type de 
programmation procure a son utilisateur des notations beaucoup 
plus proches de son mode de pensée que les langages classiques. 
Tout d"abord, le programme est dégage des initialisations et 
assignations, ce qui ne peut que contribuer a sa clarté et a sa 
concision. Ensuite, et surtout, il y a la possibilite 
d · utilisation de la logique. Mais sur ce point, peut-être est-il 
bon de ne pas s · emballer. En effet, il n · est certainement pas 
plus aise de développer des specifications formelles correctes, 
même compréhensibles par la machine, que de produire directement 
du code conforme a une certaine specification. La preuve en est 
1 · importance qu · accorde Robert Kowalski a la possibilite de 
tester celles-ci de manière interactive : n · est-ce pas deja la 
une forme de codage? 
Enfin, et en guise de conclusion a un débat qui sort du 
cadre de ce travail, nous noterons que quelques transformations 
de la composante logique ne suffiront généralement pas pour 
supprimer les inefficacités d·un programme; tres souvent il 
pourra également être utile de pouvoir JDOdifier la composante de 
contrôle, ce qui dans l"état actuel des choses est rarement 
possible et en tout cas n · est guère aise. 
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Chapitre 2: Mécanismes de base d ' un système Prolog . 
l. Utilisation habituelle d · un système Prolog . 
La pratique habituelle de Prolog consiste a poser des questions 
au système dans le cadre de 1 · univers dèfini par le prograa.e. une 
question (Ql, Q2, . .. , Qp)? (avec p > o et chaque Qi (i • l . . p) un 
litteral) signifie 
"Est-ce que (Ql - Q2 - . . . - Qp) est vrai dans le 
cadre de la base de connaissances?" 
ou encore s · il y figure des variables conne ce sera très probablement 
le cas 
"Existe-il des valeurs pour les variables Xl, X2, ... , 
Xq (q >= O) telles que (Ql - Q2 • ... - Qp) soit vrai 
dans le cadre de la base de connaissances?" 
La demonstration de telles relations se fait par la aise en 
oeuvre d ' un procède particulier de rèsolution dans le cadre du calcul 
des prêdicats où 1 · unification permet de sêlectionner les clauses 
candidates a une dêduction donnee. Le procède general de rèsolution 
ainsi que l"algorithme d ' unification furent introduits en 1965 par 
John Adam Robinson [ROBI, 1965] et depuis de nOllbreuses versions 
derivees en ont ètè proposees par divers auteurs. 
2 . L' unification. 
~-!• Dèfinitions prêliminaires. 
~-! •! • Substitution. 
Une substitutions est un ensemble fini de couples 
{(tl,Xl) , (t2,X2) , ... , (tn,Xn)} avec n >• o où 
les "ti" (i 
-
1 . . n) sont des termes, 
les "Xi" (i 
-
l. .n) sont des variables, 
pour tout k • 1 .. n, Xk est distincte de tk, 
pour tous k, j • l. .n et k <> j, Xk est distincte de Xj. 
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Chaque variable a laquelle est associê un terme dans 
une substitution est dite liee a ce tenne. Inversement, une 
variable non liêe a un terme est libre . 
Une substitutions peut etre appliquee a un terme t, ce 
que nous noterons (t)S et lirons 1 · instanciation de t dans 
S, pour produire un nouveau terme t · , obtenu en remplacant 
simultanement dans t chaque variable par le terme qui lui 




- X, Y des variables, f, g, h des symboles fonctionnels, 
a, b des constantes; 
un terme t : f ( X , g( Y) , a); 
une substitution s : { (h( Y),X) , (b, Y) } ; 
alors, 
( t )S • f ( h( Y ) , g( b ) , a) 
et 
(( t )S )S • f ( h( b ) , g( b) , a ) . 
1·1·1· Unificateur de deux termes. 
Un unificateur de deux termes tl et t2 est une 
substitution s telle que les deux termes (tl)S et (t2)S 
soient identiques. Lorsqu · une telle subsitution existe, nous 
dirons que les deux termes tl et t2 sont unifiables. 
Exemples 
Les deux termes : 
tl • f (X, h(X) Y) 
t2 • f (g(Z), W Z) 
sont unifiables car il existe une substitution 
S • { (g(Z),X), (Z,Y), (h(g(Z)),W)) 
telle que (tl)S et (t2)S soient identiques. En effet, 
( tl )S • f ( g( Z) , h( g( Z )) , Z) 
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( t2 )S • f ( g( Z) , h( g( Z)) , Z) 
Par contre, les· termes 
t3 • ( f a b) 
t4 • (f X X) 
2 . 3 
ne le sont pas car il n·est pas possible de trouver une 
substitutions permettant d · atfirmer que (t3)S et (t4)S sont 
identiques. 
~ -! ·1 · Unificateur le plus general. 
Un unificateur u de deux termes tl et t2 est dit le 
plus gèneral si et seulement si pour tout autre unificateur 
u· de ces deux termes, il existe une substitution s telle 
que pour tout terme t, (t)u· • ((t)U)S. Autrement dit 
1 · unificateur u· resulte de la composition, au sens où 
Robinson la dêfinit [ROBI, l96S], de 1 · unificateur U et de 
la substitutions : u· • (S o U). 
Lorsque deux termes sont unifiables, 1·unificateur le 
plus general existe toujours. La preuve de cette affirmation 
se trouve dans la reference prêeitèe. 
2.2. Calcul de 1·unificateur le plus 9eneral. 
c·est la le coeur de tout système ayant a sa base le 
principe de re·solution. A ce titre, sa performance est de la plus 
haute importance quant a 1·efficacite de 1·ensemble de 
1 · interpreteur. or, 1·a1gorithme tel qu"il fut initialement 
propose par John Robinson peut se reveler extrêmement inefficace 
et c · est la raison pour laquelle bien des auteurs ont cherche des 
moyens de 1·ameliorer. Nous ne citerons que [MART et alt., 1982] 
où le lecteur trouvera details et references complementaires sur 
ces investigations. Pour notre part, visant essentiellement la 
compréhension des principes qui sous-tendent son developpement, 
nous reprendrons uniquement 1·a1gorithlle original de Robinson, 
bien qu · il soit très theorique. Nous eviterons pour l"instant de 
nous attarder aux détails pratiques de son illlplementation pour la 
simple raison qu·ils sont etroitement lies aux structures de 
representation des termes en memoire, ce qui sera examine dans 
les chapitres ultérieurs. 
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1 ·1 ·1 · Principes sous- jacents! l ' algorithme de Robinson . 
L"idêe centrale de l "algorithme de Robinson pour 
calculer 1 · unificateur le pl~s gênèral d "un ensemble de 
terines (en incluant au moins deux) est d "ètablir 
successivement des substitutions de taille un (c · est a dire 
du type · { (t,X) } dont chacune aura pour but de rendre 
identiques deux sous-expressions de deux termes diffèrents 
et pour ensuite les composer et fournir le resultat . 
Le problème revient donc principalement a identifier 
deux sous-expressions a unifier, a s · assurer que la 
substitution qui les unifie existe bien et, si tel est le 
cas a la construire. Chaque nouvelle substitution ainsi 
constituee est alors composèe avec les autres pour 
finalement former 1 · unificateur cherche. 
Il existe cependant des cas oo cet unificateur ne 
pourra être obtenu 1 · a1gorithae s · arrêtera alors en 
signalant l "êehec. Quels sont ces cas? Trivialement deux 
constantes diffèrentes, deux termes composes de symboles 
fonctionnels non identiques ou d "arite differente ou encore 
une constante et un terme compose ne s · unifient pas. 
Il existe cependant une autre possibilitê d "êChec 
lorsque une variable apparait dans le terme compose qui doit 
lui être liê . En effet dans ce cas, aucune substitution s 
ne pourra rendre une variable X et un terme 
part le fait que (X)S devient un sous-terme 
consêquent, X et t ne peuvent s·unifier. La 
1 · existence d"une telle situation est connue 
"test d "occurence". 
Exemple. 
t identiques, de 
de (t)S. Par 
verification de 
sous le noa de 
La substitutions• { (a,X), (g(Y) , Y)) n · est pas un 
unificateur des termes 
tl • f (X 
t2 • f ( a 
Y) 
g(Y)) 
En effet, (Y)S • g(Y) est un sous-terme de (g(Y))S • 
g(g(Y)) avec pour consequence que les termes 
(tl )S • f ( a 
(t2)S • f (a 
g(Y)) 
g( g( y))) 
ne sont pas identiques. 
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~ -~ -~ - ~ · algorithme d ' unification de Robinson . 
Nous reprenons ici 1 · a1gorithme tel que John Robinson 
le propose reguliêrement , [ROBI, 1965], [ROBI, 1968], [ROBI, 
1971], mais sous une presentation un peu plus commentèe afin 
de permettre au lecteur de se resituer par rapport aux idêes 
maitresses mises en èvidence prêcèdemment. 
Soient { Tl, T2, . . . , Tn } (avec n > l) 1 · ensemble des 
termes a unifier: 
l. (* Initialisations. *) 
s :- {}(*la substitution vide*) 
2 . (* Test de terminaison. *) 
Si (Tl)S - (T2)S - ... - (Tn)S 
alors: Stop; 
sinon: passer a 1· etape 3. ; 
3 . (* Localisation de deux sous-termes a unifier. *) 
Soit k, le plus petit nombre inférieur ou &gal an 
tel que (Tk)S diffère de (T[k-1] )S; 
E :- (Tk)S; P :• (T[k-1] )S; 
Analyser E et P parallèlement et de gauche a droite 
pour localiser la position la plus a gauche telle que 
les termes E et P diffèrent; 
soient E " et p·, les sous-expressions de respectivement 
E et P qui commencent a cette position; 
4 . (* Les deux sous-expressions sont-elles unifiables?*) 
Si ni E " ni p · ne sont des variables 
alors: pas d · unificateur; Stop 
sinon: passer a l "ètape 5 ; 
5 . (* Test d · occurence *) 
Si soit E", soit p · est une variable et qu· elle 
apparait dans 1· autre sous-expression (respectivement 
p· ou E . ) pour autant que cette dernière ne se rèduise 
pas a une variable 
alors : pas d·unificateur; Stop; 
sinon: passer a l "ètape 6 ; 
6 . (* Construction d · une substitution de taille un. *) 
( t, X) : .., un couple (terme, variable) construit a partir 
de E " et p· ; 
7. (* Construction de 1· unificateur le plus general. *) 
S :• { ( t,X) } o S ; 
passer a 1·etape 2 ; 
Techniques d "implêmentation du langage Prolog . 2.6 
Si 1 · a1gorithme se termine a 1 · une des etapes quatre ou 
cinq, alors les termes "Ti" (i • l .. n) ne sont pas 
unifiables . Par contre, si 1 · a1gorithJDe s · arrete a 1 · etape 
deux , la substitutions est un unificateur de ces termes . En 
outre, cet unificateur est le plus gêneral. Le lecteur 
desireux d "obtenir la preuve de cette affirmation la 
trouvera chez Robinson. [ ROBI ,, l %5] . Nous proposons 
cependant en annexe l un calcul detai lle sur les quelques 
exemples cites antêrieurement. 
~ -~·1 · L· unification dans~ système Prolog . 
Nous n·examinerons pas ici 1 · implêmentation de 
1 · a1gorithme d ' unification d · un interpreteur Prolog car 
celle-ci dêpend fortement de celle des accès aux valeurs des 
variables . Nous y reviendrons cependant dans un chapitre 
ultêrieur, apres avoir examinê ces IDêCanismes particuliers. 
Toutefois, nous remarquerons deja que la plupart des 
systèmes existant actuellement sur le aarchè abandonnent le 
test d "occurrence pour des raisons de rapidite. Ainsi, selon 
Alain Colmerauer [cout, 1982], la concatênation de deux 
listes demande un temps proportionnel au carre de la 
longueur de la première lorsque le test d·occurrence est 
implemente, alors que dans le cas contraire, le temps 
d · execution devient lineaire. cette constatation reste 
valable avec des algorithmes d'unification dont 1·efficacite 
est particulièrement etudiee. 
Bêlas, suivant cette option, le système doit s·attendre 
a devoir traiter dans certains cas particuliers des 
structures cycliques correspondant a des termes infinis. Si 
rien n·est prevu, 1 • interpreteur va au devant d · un double 
problème ·: 
1 · unification de deux termes infinis peut 
1 · a1gorithme dans une boucle sans fin; 
la sortie d · un terme infini est impossible. 
lancer 
Actuellement, ces êventualites sont acceptees sur base 
de la constatation que les cas creant des structures 
cycliques sont relativement rares, d·autant plus qu·un 
programmeur avise se tire aisement de ce genre de situation. 
o · autres auteurs préfèrent par contre revoir leurs 
algorithmes pour traiter ces problèmes : [PILG, 1984] , 
[COLM, 1982] , [HARI et alt., 1984] . 
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3 . La rêsolution. 
3.1. Le principe general . 
La resolution est une règle d "inference conçue pour 
travailler sur les formules de la logique clausale et permettant 
de déduire une consequence de deux clauses possédant une certaine 
relation . Le principe en est simple et consiste a construire une 
nouvelle clause par la fusion de deux autres comprenant un même 
litteral, 1 · une dans le consequent, 1 · autre dans les premisses. 
Le litteral dedouble est êgalement effacê du rêsultat. 
Exemple. 
Soient 
Cal V Ca2 V V Cam :-
Cbl V Cb2 V 
A.ai • Aa2 -
V Cbp :-
- Aan avec n,m >• o. (a). 
Abl - Ab2 - - Abq avec p,q >• o. (b). 
Supposons qu·un des "Cai" soit identique a un des "Abj" (i • { 
1 . . n } , j • { 1 . . q } ) . Alors une consequence logique des deux 
clauses (a) et (b) peut s · ecrire : 
Cal v ... v ca[i-1] v Cbl v ... v Cbp v ca[i+l] v ... v cam :-
Abl - .. . - Ab [ j-1 ] - Aal - . . . - Aan - Ab [ j + l ] - . . . - Abq. 
avec ( l •< i •< 11) , ( l •< j •< q ) . 
En fait, le principe de resolution est beaucoup plus 
puissant que ce que pourrait laisser croire cette introduction. 
En effet, il est parfaitement permis de faire correspondre 
simultanément plusieurs litteraux des deux clauses avant d · en 
deduire la consequence. 
o · autre part, 
correspondance en 
d · etre identiques. 
substitution pres. 
1• instanciation des 
permet le calcul de 
nous avons simplifie le principe de 
laissant croire que les litteraux se devaient 
En fait, cette -identite peut s · etablir a une 
Le principe de résolution s·applique alors a 
c_lauses . c· est le procède d. unification qui 
la substitution adequate. 
Les clauses de depart porteront le nom d·hypotheses; toute 
clause derivee au moyen de la resolution sera appelee resolvante. 
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Exemple . 
Considêrons les clauses : 
cafardeux(jean) v mauvaisehumeur(jean) •-
jourouvrable(DATE) - pluie(DATE). 
desagrêable(X) . mauvaisehumeur(X) - fatiguè(X) . 
signifiant : 
Jean est cafardeux ou de mauvaise humeur les jours ouvrables 
oo il pleut. 
Tout qui est de mauvaise humeur et fatigue se comporte de 
manière dêsagreable. 
Dans ces deux clauses, les littéraux 
mauvaisehumeur(jean) 
mauvaisehumeur(X) 
sont identiques a la substitutions - { (jean,X) } près. Nous 
pouvons donc en déduire grace a la résolution une autre clause : 
cafardeux(jean) v désagréable(jean) :-
fatiguè(jean) - jourouvrable(DATE) - pluie(DATE). 
En effet, de nos deux phrases, nous aurions pu dêduire que 
si Jean est fatigué un jour ouvrable oo il pleut, alors celui-ci 
est cafardeux ou se comporte de manière dèsagrèable. 
1 ·1· La réfutation. 
Appliquée aveuglement, la resolution ne garantit jamais de 
déduire une proposition donnèe des hypothèses, meme si celle-ci 
en découle logiquement. Il existe cependant fort heureusement un 
moyen de formuler chaque problème qui peraette a · assurer une 
utilite pratique au procède : la réfutation. 
La mèthode consiste a mettre en oeuvre un algorithme de 
preuve dérivé du "raisonnement par l "absurde" en ce sens que, 
etant donne un ensemble de clauses "EC" définissant les 
hypothèses, si nous voulons en déduire un thêorême "TH", lui-même 
reprêsentè par une clause (que nous nommerons le but), le système 
ne tentera pas de prouver que "EC" implique "TH", mais plutôt que 
"( - TH - EC)" conduit a une contradiction ou autrement dit que 
1 · ensemble de clauses { -TH, EC} est incohérent. 
Est-ce · toujours possible? En fait oui. La principale 
propriètê de 1~ réfutation est sa complétude: si un ensemble de 
cla~se est incohérent, alors il est toujours possible d "en 
dériver grace a la résolution, la clause vide, expression logique 
d · une contradiction. Par consêqUent, si "TH" est un théorème de 
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"EC", 1 · ensemble { -TH , EC } sera incohérent et la réfutation 
pourra le prouver . 
Une seconde propriêtè de ce procèdê est sa cohêrence ou 
correction : il sera tout a fait impossible de déduire une clause 
vide du systeme { -TH , EC } si "TH" n· est pas un théoreme de 
"EC". cependant, dans une telle êventualitê, la réfutation soit 
échouera soit bouclera infiniment. 
3.3. Une résolution linéaire sur des clauses de Horn. 
Si la réfutation peut toujours dèduire la clause vide d·un 
ensemble de clauses incohérent, cela se fait concrètement en 
plusieurs etapes impliquant aussi bien les axi01Des de départ que 
les clauses successivement dérivees de ceux-ci par la resolution. 
Le problème majeur consiste bien entendu a decouvrir la SêqUence 
suivant laquelle ces clauses doivent être utilisées. Nous nous 
proposons d · exposer dans cette partie une stratégie particulière 
que Prolog a adaptée a ses besoins. 
En premier lieu, nous limiterons le type de clauses 
utilisées aux clauses de Horn, tout en regroupant celles-ci en 
deux categories : celles possèdant une tête et celles n·en 
possèdant pas. Nous remarquerons ainsi que la resolution de deux 
clauses possèdant une tête se conclut toujours en une clause du 
même type. Par consèquent, la réfutation devra forcement 
travailler sur un ensemble comprenant au JDOins une clause sans 
tête. Trivialement, il s·agit toujours d · un démenti. 
La resolution linéaire est un cas particulier de résolution 
permettant de construire a chaque etape une nouvelle résolvante 
grace a 
la résolvante précèdente; 
- une clause prise parmi les hypothèses; 
et ceci jusqu·a obtenir la clause vide. Au premier cycle, la 
résolvante est remplacee par le dementi. Puisque ce de.enti 
symbolise le theoreme a prouver, nous dirons que la résolution 
linéaire est d·ensemble support la question posee. 
La resolution lineaire avec ensemble support conserve les 
propriêtês de complétude et de coherence propres au procède 
general. 
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Exemple . 
Soit H, 1 · ensemhle des hypothèses 
p q r. 
q 8 . t . 





La question est de dêterminer si "p" est un thêorême de H. Afin 
de pouvoir appliquer la rêfutation, nous ajouterons donc aux 
hypothèses "-p .. , ce qui se reprêsentera au 1110yen de la clause : 
:- p. 
Dès lors, la rêsolution linêaire s·appliquera de la sorte 
p : - q - r. 
q - r. q . s • t. 
:- s · t · r. s :- . 
r :-. 
t ·- u. 
u ·-
:-. (clause vide.) 
Figure 2.1.. 
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3.4 . Le cas particulier de Prolog . 
Prolog utilise une adaptation particulière du procède de 
resolution linéaire sur .des clauses de Horn . Il est donc aise de 
comprendre la raison pour laquelle toute question au système est 
posee sous la forme d · un dementi. Celui-ci sera ajoute aux 
hypothèses constituees par le programme pour ensuite dèelencher 
la résolution. 
Le procédè laisse cependant encore une double liberté de 
choix : 
l. la sélection du litteral a effacer au cours de la résolution 
suivante; 
2. la sélection d · une hypothèse pour ce faire. 
cette dualité de choix permet d·affirmer que le système 
construit un arbre ET/OU, [WINS, 1984] les noeuds "ET" 
signifiant que tot ou tard, chacun des differents litteraux d · une 
resolvante devra etre efface et les noeuds "OU" représentant 
1 · existence a · hypotheses alternatives pour le faire. Pour ce qui 
concerne 1·avancee, n • importe quelle fonction de Sélection peut 
convenir, pour autant qu · elle assure le choix successif de chaque 
littéral . Un procède heuristique d · assurer cette selection 
consiste a débuter par le "plus difficile", etant donne qu · en cas 
d · echec, il n · y aura plus aucune raison de tenter d "effacer les 
autres. Par contre une seule hypothèse suffisant a effacer un 
litteral donne, la meilleure manière de procèder est de s · arreter 
a la "plus facile" : si elle reussit, la solution la plus simple 
est découverte. 
Prolog n · utilise pas ces methodes dynamiques, aais au 
contraire implémente des choix fixes : 
l. choix du litteral le plus a gauche dans la resolvante; ce 
choix est plus gènéralement designê sous le nom d · avancee. 
2 . utilisation des clauses pouvant servir a son effacement dans 
1 · ordre · chronologique de leur introduction. 
Suivant cette mêthode, il se peut très bien qu·a un JD01Dent 
donne l ' interpréteur ne puisse plus effacer le litteral 
selectionne par 1·avancee, aucune hypothèse ne possédant une 
conclusion s · unifiant avec celui-ci. Dans ce cas, le systeme 
reconsidère son choix de clause le plus recent et reprend son 
raisonnement a partir du point où il etait arrive juste avant 
celui-ci. ce mêcanisme porte le nom de retour arrière 
( backtracking ) . 
Afin de pouvoir ainsi revenir sur ses décisions anterieures, 
le systeme se mênage des points de reprise ou points de choix 
associes a un but. Nous dirons qu · i1 y a possibilité de reprise 
si, lorsqu · une clause est selectionnee pour effacer un but, le 
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paquet restant est non vide. Toutes les clauses permettant 
d ' effacer un but donne font en effet partie d ' un œme paquet. Il 
y a êchec dêfinif de la question dans 1 · eventualitê où il 
n · existe plus de point de reprise. 
Les systemes Prolog sont egalement non-dètenninistes, c·est 
a dire qu · il leur est possible, s ' ils en sont requis, de fournir 
toutes les reponses a une question. Le non-dêterminisme revient 
en fait a activer artificiellement le mecanisme de retour arriere 
apres chaque reponse. 
Remarquons toutefois que le retour arrière systematique peut 
etre ameliore par l ' introduction de procèdes permettant d ' ignorer 
certaines tentatives vouèes de toute façon a 1·echec. Nous en 
evoquerons quelques-uns dans un chapitre ultêrieur. 
La stratêgie de resolution mise en oeuvre par Prolog 
correspond des lors a un parcours en profondeur d·aoord et de 
gauche a droite de 1 · arbre ET/OU. Bien que le procède de 
resolution linêaire soit complet, cette implêmentation 
particulière ne 1 · est pas : il n· est jamais tout a fait sor que 
le système puisse dêriver la clause vide d · un ensemble incoherent 
de clauses. 
ce genre de situation n · est pas toujours facilement 
dètectable. Notre exemple ci-dessous est cependant typique: dans 
1 · une des clauses du programme, il existe une possibilite 
d · unification entre la tete et un des litteraux du corps. 
o · autres cas beaucoup plus vicieux peuvent cependant se 
presenter . une maniere d · eviter ces boucles infinies est de 
limiter 1· interpreteur a une certaine profondeur d·exploration 
dans 1·arbre de resolution. 
Exemple . 
Soit un programme dêfinissant une genealogie sommaire 
gdpêre (X 
~dpêre (X 
Y) • père (X 
Y) •- père (X 
Z) - père ( z 
z) - aère ( z 
Y). 
Y). 
mère ( X , Y) :- mère ( X , z) - frère ( z , Y) . 
mère (marie, paul) :-. 
père ( jean , marie) 
·-.. 
frere (paul, pierre) :-. 
et la question 
:- gdpère (jean, pierre}. 
pour laquelle la réponse "oui" est attendue. Les resolutions 
generees par le système sont representees a la figure 2.2. 
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:- gdpère (jean, pierre). 
gdpêre ( X , Y) :- père ( X , z) · père ( z , Y). 
Avec { ( jean , X) , (pierre , Y) } . 
1 ( jean Z) · père ( z pierre) . 
lpère père ( jean , marie) ·-
-
} . Avec { (marie , Z) 
:l père (marie , pierre) . 
Lee 
père ( jean. , ma.rie) 
·-. 
a 1· unification . 
Retour arrière. 
·- gdpère (jean, pierre) . 
gdpère ( X , Y) :- père ( X , z) · JDère ( z , Y). 
Avec { (jean, X), (pierre, Y) } . 
1 l père (jean Z) • mère ( z pierre). père (jean, aarie) 
Avec {(marie, Z) }. 
·-
.. 
:-L' mère (~ie , pierre) . 
mère ( X , Y) :- mère ( X , z) • frère ( z , Y). L------A v e c { (marie, X), (pierre, Y)}. 
•t lllêre (mar!:r~ ~) · frere (Z, pierre). 
~X , Y) :- lllère (X , z · ) · frère (z· , Y). 
Avec { ( marie , X) , ( z , Y) } . 
1 
:- mère ( marie , z· ) · -frère ( z· , pierre) 
• frère (Z, pierre). 
mère (X, Y) :-mère (X, z· · > · frère cz·· , Y). 
Avec { (marie , X) , cz· , Y) } . 
et le système s · engage dans une boucle infinie ... 
Figure 2. 2. 
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Chapitre 3: Les structures de donnees de l "interpreteur Prolog . 
. 
Dans ce chapitre, nous examinerons 1 · organisation des structures 
utilisêes par 1 · interpreteur aux fins de memoriser les deux categories 
de donnees sur lesquelles il agit : le code source du programme, c · est 
a dire une representation interne de celui-ci qui varie tres peu 
durant 1·execution et un jeu de piles beaucoup plus 1n0uvant dont le 
but est de conserver 1· etat courant de la demonstration. 
±• La représentation des clauses en Prolog. 
1 . 1 . Les termes une structure ~ · arbre. 
Les objets 
1·occurrence les 
generale a·arbre . 
manipules par un 
termes, possèdent 
programme Prolog, en 
une structure tout a fait 
un arbre A est constitue d "un noeud particulier R, appelê 
racine et d·un ensemble ordonne mais eventuellement vide, 
d ' êlèments : {Al., A2, ... , An} avec n >s o, qui sont eux-
memes des arbres . 
Les "Ai" (i-= l .. n) sont des sous-arbres de A et 
arbre d · un "Ai" est egalement un sous-arbre de A. Les 
sous-arbres de A sont les descendants de R. Tout 




Dans la pratique, le symbole fonctionnel d ' un terme compose 
sera representè par la racine d·un arbre, tandis que les sous-
arbres en dêpendant symboliseront les arguments. En Prolog, un 
arbre peut cependant etre partiellement inconnu : dans ce cas, 
une de ses feuilles au moins sera une variable. Les autres noeuds 
terminaux correspondront aux constantes apparaissant dans un 
terme compose. Nous pouvons egalement conclure de cela que tout 
terme simple est represente par un arbre rèduit a sa racine. 
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Exemple. 
Ainsi, le terme 
foo (sfctl(Y) , sfct2(7) a) 




L· efficacitè de la structure de reprêsentation des arbres: 
dèpend fortement de la manière de mèmoriser les identificateurs 
des symboles fonctionnels, constantes et prèdicats. En effet, ces 
derniers ont une taille en caractères très variable et 
apparaissent gènèralement plus d·une fois dans un Blême programme. 
Une façon classique de procèder est de les regrouper dans 
une zone indèpendante, que nous nommerons zone des atomes, dans 
laquelle tout identificateur n · appara1tra qu·une seule fois et 
n · utilisera que le nombre de caractères strictement nèeessaire . 
En outre, une correspondance biunivoque sera ètablie entre chaque 
entrèe dans cette zone et un atome particulier de manière a 
garantir qu · une adresse donnèe rende toujours un seul et aeme 
identificateur et inversèment, qu · un identificateur donnè ne soit 
pas enregistre a deux endroits diffèrents de la zone. 
Nous pouvons ainsi prèsenter les grandes lignes d·une 
structure de donnèes permettant de mèmOriser n · aporte quel 
terme. Ainsi, pour un terme composè, celle-ci reprendra au aoins 
les quatre champs suivants : 
1. Un drapeau indiquant le type de terme dont 
presence de cet èlèment se justifie 
d ' efficacitè. Il permettra en effet de 
rapidemment les divers types de termes 
appara1tront au fil des paragraphes suivants . 
il s· agit. La 
par un souci 
diffèrencier 
composes qui 
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2 . t · aaresse du symbole fonctionnel de ce terme dans la zone 
des atomes . 
3 . Un entier indiquant 1 · aritê de ce dernier . 
4 . Un vecteur dont chaque êlêment aura pour mission de 
memoriser un argument . Le champ precêdent deter111ine donc le 
nombre d · entrees de ce vecteur. 
La reprêsentation des termes simples part de la même idêe, 
mais la structure de donnees peut être nettement silllplifiee 
l. Le drapeau indiquant le type de terme est conserve; la 
distinction suivante sera êtablie 
constante de type atoine, 
constante de type entier, 
variable. 
2 . Un second champ dont 1 · interprêtation depend de la valeur du 
prêcêdent 
pour les constantes de type atome, un pointeur sur 
1 · identificateur dans la zone prevue a cet effet. 
pour les constantes de type entier, la valeur de cet 
entier. 
pour les variables, generalement un entier designant 
son numêro d · ordre d · apparition dans le terme dont elle 
fait partie. La raison d·etre de cette numerotation 
apparaitra êgalement ultêrieurement. 
L' implémentation pratique de ces structures peut donner lieu 
a des variantes justifiees par des soucis d'efficacite. 
Exemple. 
Le terme 
foo ( sfctl( Y) sfct2( 7 ) , a} 
peut se reprêsenter, par exemple, au moyen de la structure de la 
figure 3.2. 
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--------------.::•ICONST. 
Pigure 3.2. 
1.2. Les clauses des termes particuliers. 
La representation des clauses en Jllèmoire ne posera en soi 
aucun probleme de part le fait que ces dernières possèdent 
1 · interessante propriete syntaxiquè d · être des termes composes. 
Nous distinguerons les trois cas suivants. 
l. Une assertion est fonnèe d · un seul litteral. or, 
prêeèdemment, nous avons fait remarquer qu · un litteral 
pouvait syntaxiquement être considère CORUne un terme compose 
dont le prèdicat constituait le symbole fonctionnel. Il 
suffit donc d · exploiter cette particularite pour les 
memoriser. 
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2 . o · autre part, les règles pourront elles-œmes etre 
considèrèes conune des termes composés de symbole fonctionnel 
":-" . L· aritè de ce dernier sera deux, son premier argument 
la tete de la clause et son second argument le corps de 
celle-ci. 
3. Enfin, le corps d · une clause est gènêralement c0111posê d : une 
conjonction de litteraux. Il sera dès lors naturel 
a · envisager un symbole fonctionnel .. . .. a · aritè variant 
suivant la longueur de la conjonction. 
Exemple . 
La règle 
reverse (cons (X, LA), LB) :-
reverse (LA, LC) · concatenate (LC, cons (X, nil), LB). 




X LA reverse concatenate 
De même, la clause: 
reverse (nil, nil) •-
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reverse 
nil nil 
Figure 3.4 . 
L· avantage d · une telle representation est que chaque 
structure, aussi complexe soit elle , est toujours connue 
uniquement par le biais d · une .adresse en memoire celle de 
1 · arbre la symbolisant . 
2. La representation des instanciations . 
~-! • ~ · exemplarisation . 
La resolution telle que mise en oeuvre dans un systeme 
Prolog fait intervenir le mêcanisme d · unification pour instancier 
les variables des clauses selectionnees dans le programme. 
o · autre part, nous savons que la portee d · une variable 
Prolog se limite a la clause dans laquelle elle apparait. Il est 
par consequent indispensable de se doter d·un 1DOyen permettant de 
distinguer les variables de même identificateur utilisees dans 
des clauses differentes ou resultant de la selection repètee 
a · une meme clause du programme . 
La solution la plus directe consisterait evidemment a 
recopier chaque clause en y remplacant tout identificateur de 
variable par un autre, unique. Cependant, ce procède est a 
rejeter de par son coot eleve aussi bien en temps de calcul qu·en 
espace de stockage. 
La preference sera donc donnee a un systeme utilisant une 
codification reentrante de telle façon que toutes les 
utilisations d· une meme clause partagent le code la decrivant. 
Cette mêthode peut être mise en oeuvre en utilisant une technique 
developpee par Boyer et Moore [BOYE et alt., 1972] et connue sous 
le nom de partage de structure, qui consiste a representer par un 
couple (squelette, environnement) 1· exemplarisation d · une clause. 
Le squelette est la memorisation unique de la clause originale 
tandis que 1·environnement est quant a lui un vecteur genere par 
1 · unification et possedant autant d · entrees qu·il n · existe de 
variables dans le squelette associe. Chaque element de ce vecteur 
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permettra de stocker la valeur liee a la variable correspondante. 
Avec une telle structure, obtenir 1 · exemplarisation d ' une 
clause revient a calculer l ' instanciation du squelette dans 
1· environnernent . 
2 . 2. Chronologie des environnements . 
Les environnements possèdent un ordre de crêation au sein de 
la demonstration, ce qui va nous permettre de leur associer une 
chronologie. En effet, 1 · exemplarisation d ' une clause, et par 
consêquent 1·environnement qui lui est associê, est crèèe lors de 
1 · unification de la tete de celle-ci avec un sous-but a resoudre, 
lui-même considère dans un autre environnement. Nous dirons que 
1 · environnement de ce sous-but est anterieur a celui de la clause 
utilisèe par la resolution . 
Cette notion de chronologie nous 
variables les unes par rapport aux 
interet primordial dans le developpement 
de recupêration de memoire . 
2 . 3 . Un exemple explicatif. 
permettra de dater les 
autres, ce qui sera d'un 
de procèdes sophistiques 
Reprenons a ce titre le programme de concatênation de deux 
listes citê au premier chapitre : 
concatenate (nil, LA, LA) :-
concatenate (cons (X, LA), LB , cons (X, LC)) . 
concatenate (LA, LB, LC). 
Tentons maintenant de prouver le but : 
concatenate (cons (a, cons (b, nil)), nil, RES). 
Nous pouvons schematiser la resolution de la manière qui nous est 
maintenant devenue familière : 
--------------- ---- ----
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•- concatenate (cons (a, cons (b, nil)) , nil, RES). 
concatenate (cons (X, LA) , LB, cons (X, LC)) . 
concatenate (LA, LB, LC). 
Avec { ( a , X) , ( cons ( b , nil ) , LA) , ( nil , LB) , 
.. 1 ( cons ( X , LC ) , RES ) } . concatenate (cons (b, nil), nil, LC). 
concatenate (cons (x·, LA. ) , LB. , cons ex·, LC. )) :-
concatenate (LA' , LB . , LC. ). 
Avec { (b, X-), (nil, LA.), (nil, LB ' ), 
1 
( cons ( X- , LC. ) , LC)}. 
•- concatenate (nil, nil, LC' )). l concatenate (nil, LA"~ LA") :-
Avec { (nil , LA") , (LA" , LC' )} . 
Figure 3.5. 
Sur cet exemple, nous pouvons constater que la seconde 
clause du programme a _ ete utilisee deux fois mais que 
1 · unification a associe lors de chacune de ces utilisations des 
valeurs diffêrentes aux variables qui y apparaissent. La première 
clause n·est par contre intervenue qu·une seule fois. 
Physiquement, trois exemplarisations - outre celle de la question 
- ont ete produites et stockêes par le système. celles-ci sont 
reproduites a la figure 3 . 6. où nous lirons "-clause", 1·adresse 
de la representation physique de la clause. 
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G;~=;=-1=-~:::::;:~;~~-~=~====::J 
r~;;:~~:nJ 
z:=:c::c; =:=a:: = 
~--
-] RES : cons (X , 
--·-- -- - ~ ... 
X : a 
LA cons (b , nil) 
LB nil 




-c1ause2 LC· LA" 
-c1:use1 ] -=- ] LA" nil 
-
a= 
F'igure 3 . 6. 
Le lecteur perspicace aura d ' ores et dèja compris la raison 
pour laquelle les variables se voient attribuer un numèro d'ordre 
dans le code source de la clause : cet entier formera la clê 
a · entrêe dans le vecteur d ' environnement, permettant de retrouver 
très rapidemment la valeur a · une variable. 
Techniques d • implementation du langage Prolog . 3 . 10 
1 · Les structures de travail de ~ • interpreteur . 
Dans cette partie, nous nous proposons d · analyser les structures 
nêcessaires a un interpreteur Prelog pour mêmoriser 1 · etat courant de 
la dêmonstration . 
3 . 1 . ~ · algorithme de base. 
1•!•!• ~ -arbre de recherche. 
Les derivations successives de rêsolvantes pratiquêes 
par le procèdè de rêsolution d ' un système Prolog peuvent se 
reprêsenter au moyen d'un arbre "ou", 1 · arbre de recherche, 
dont chaque noeud symbolise la consêquence dèductible de la 
rêsolvante reprèsentee par le noeud père et d · une clause du 
programme. La question constituera la racine de 1· arbre. 
L· ensemble de tous les chemins ayant la racine pour origine 
correspond exactement a 1 · ensemble de toutes les dèductions 
possibles. 
Les noeuds terminaux de 1·arbre correspondent soit a 
des ciauses vides, soit a des dêmentis insolubles. La 
composition de toutes les substitutions effectuees le long 
d · un chemin menant de la racine a un noeud terminal 
correspondant a _une clause vide, appliquee a la question 
initiale apporte une reponse a celle-<:i. 
Exemple. 
A titre d ' exemple, considerons le programme suivant 
p 
·-
q - r. 
p 
·-
s - t. 
q 
·- c. 




L'arbre de recherche, a 
representation des substitutions, 
":- p." est le suivant : 
1· exclusion de la 
produit par la question 
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;- p. 
~ ~ q - r. s - t. 
•- C - r. ·- a - b - r. 
·- r. ·- b • r. 
·- b. 
Figure 3.7. 
1 •! •~ · une recherche en profondeur Q"abord et de gauche a droite. 
Van Emden [EMDE, 1982] obtient un premier interprêteur 
pour un programme Prolog donnê en développant un algorithme 
qui parcourt 1·arbre de recherche en profondeur d"abord et 
de gauchê a droite. 
cependant, pour êviter le calcul exhaustif de cet 
arbre, celui-ci se donne au préalable une fonction capable 
de gènèrer successivement toutes les rêsolvantes dêductibles 
d·un dêmenti donnê, y localisant de la sorte 
/ 1·i.mplêmentation des procèdes d·avancèe et de choix de 
clause. Pour la suite de notre expose, nous nous 
contenterons d·en reprendre les specifications : 
genfils(~ 1 ~) : après avoir ètê initialisé pour le dementi 
"d", s·i1 est possible d"en dêriver n 
rêsolvantes (n >= O), les n premiers appels 
de la procêdure renverront la valeur 
logique "vrai" tout en assignant a la 
variable "r" une résolvante non encore 
envisagêe tandis que tout appel ultêrieur 
renverra la valeur logique "faux". [EMDE, 
1982]. 
A cette fonction, van Emden associe un IDècanisme de 
pile destine a memoriser les resolvantes encore actives, 
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a · un sous-arbre 
incomplètement 
Nous reproduisons cet algorithme ci-après. Dans ce 
dernier, "rcur" désigne la rèsolvante courànte, c · est a dire 
la resolvante active la plus recemment atteinte par la 
recherche. 
l. (* Initialisations. *) 
Initialiser la pile a vide 
rcur :s la question initiale; 
Placer rcur au sommet de la pile 
2. (* Test de terminaison. *) 
Si rcur est la clause vide 
alors: Stop avec succès ; 
sinon: initialiser genfils pour rcur; 
3. (* Exploration a · un nouveau noeud dans la branche. *) 
Si genfils(rcur, x) 
alors: rcur :a x; 
placer rcur au sommet de la pile ; 
brancher en 2; 
sinon: brancher en 4; 
4. (* Exploration a · une nouvelle branche. *) 
Si pile vide 
alors: Stop avec êChec; 
sinon: retirer le sommet de la pile; 
le placer dans rcur; 
brancher en 3; 
cet algorithme, très simple, peut facilement être 
gèneralise pour produire toutes les solutions. 
l·±·l · Critique de ce premier interpreteur. 
Come son auteur le reconnût, cette première solution 
se trouve être terriblement inefficace car très forte 
consommatrice d'espace de stockage. 
En effet, la pile mêmorise une représentation coaplète 
de chaque resolvante active; alors qu · une structure de 
donnèes nettement plus compacte tenant compte de la aèthode 
de resolution utilisée par le système, connue et fixe, 
pourrait avantageusement être utilisée : chaque resolvante 
serait alors exprimée en fonction de son ascendante directe 
et de la résolution intervenue pour sa dèrivation. 
cependant, cet algorithme possède également 1·interêt 
de nous faire remarquer que toutes les resolvantes actives 
sur la pile presentent la particularitè de se trouver sur 
une même branche de 1 · arbre de recherche ayant pour origine 
la racine et menant a la rèsolvante courante. En outre, 
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1 · interprêteur travaille toujours sur cette derniere. 
Toutes ces constatations peuvent etre exploitêes pour 
dêfinir des structures internes de 1 · interprêteur nettement 
plus efficaces . En effet, pour autant qu ·il soit possible de 
definir une structure de donnees compacte permettant 
a · exprimer chaque rêsolvante courante en fonction de son 
ascendante directe et permettant également de reconstituer 
cette dernière si besoin en est, seule la résolvante 
courante doit alors être mémorisée par le système. 
c · est une structure présentant de telles propriétés que 
nous nous proposons maintenant d · examiner. 
3 .2 . Une structure plus efficace. 
1 -~·±· L· arbre de preuve. 
L· arbre de preuve est une structure de données, en 
1 · occurence un arbre "et", qui stocice sous forme non 
redondante un chemin dans 1·arbre de recherche depuis sa 
racine jusqu· a la résolvante courante. ce dernier peut se 
construire de la sorte : 
soit un chemin dans 1 · arbre de recherche, · ch • (RO, Rl, ... , 
Rk) avec k >= O; 
l. si k = o, alors, le chemin ne comprend que la racine de 
1 · arbre de recherche et 1·arbre de preuve s · obtient 
simplement en attachant a une racine symbolique les 
différents sous-buts constituant la question initiale. 
2. si k > o, alors notons : 
SB, le sous-but selectionné dans la résolvante 
R[lc-1}. 
c, une clause du programme telle que sa tete 
s·unifie avec SB et dont la résolution avec R[k-1} 
donne Rk. 
'l', 1·arbre de preuve représentant le cheain (RO, 
Rl, ... , R[lc-1]) avec le >•l. 
dès lors, 1·arbre de preuve représentant le chemin "ch" 
s · obtient a partir de 'l', en y attachant comme fils de 
SB les littéraux formant les prémisses de la clause c 
et en appliquant au travers du nouvel arbre 
1·unificateur le plus général de Cet de SB . 
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Exemple . 
Voici une sequence d · arbre de preuve correspondant au 
parcours progressif de la branche centrale de 1 · arbre de 
recherche de la figure 3.7 . 
* * • • 
1 1 1 
p p p p 
A A A 
-q r A r q r A 




La resolvante courante peut se reconstituer rapidemment 
grace aux noeuds terminaux non vides de 1 · arbre de preuve. 
En outre si 1 · ordre de selection des sous-buts dans une 
resolvante est connu, il est egaleinent très aise de 
reconstituer chacun des ancêtres de celle-ci. 
1•l·l · Implêmentation de 1·arbre de preuve. 
La technique de l'arbre de preuve va permettre la aise 
en pratique des critiques dègagèes au sujet du premier 
algorithme . En effet, chaque resolution dans 1·exèeution 
d · un programme Prolog peut se symboliser par une extension a 
cet arbre. 
Il s·agit cependant de mettre en oeuvre une 
reprêsentation de ce dernier qui soit suffisa.-ent efficace 
pour permettre un calcul rapide de tout autre arbre en 
dependant. Une solution pratique, proposêe par Maurice 
Bruynooghe [BRUY, 1982], consiste a utiliser une pile dans 
laquelle demeure toutefois une possil:>ilite d · acces de 
manière aleatoire. Chaque niveau, dêsigne ultérieurement 
sous le nom de bloc d ' activation, IDèmorisera un ensemble 
d ' informations concernant une partie de 1 · arbre de preuve. 
Le chemin qu·il represente pourra des lors être etendu ou 
contracte très aisement par des ajouts ou des retraits sur 
cette pile. 
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Nota bene Il est absolument indispensable de ne pas 
confondre cette nouvelle pile avec la prêcêdente 
dont chaque niveau enregistrait une rêsolvante 
complète. 
Pour determiner l ' information a placer dans un bloc 
d'activation, il suffit de considerer la mêthode de 
construction de 1 · arbre de preuve. Nous pouvons 
immêdiatement remarquer qu · etendre un chemin dans 1-arbre de 
recherche correspond a 1 •ajout de zéro, un 
noeuds dans 1· arbre de preuve. En outre, a 
extensions, correspond une résolution entre 
courante et une instanciation d · une clause du 
ou plusieurs 
chacune de ces 
la résolvante 
programme. 
Dès lors, une solution naturelle consiste a stocker 
dans chaque bloc d·activation une résolution complète. Pour 
ce, il suffit simplement d · y mèmoriser les instanciations 
des deux intervenants dans 1· unification, puisque les choix 
de resolution sont connus et fixes. 
La représentation de chaque instanciation se fait conune 
nous 1·avons dit au moyen d'un couple (squelette, 
environnement). Pour mêmoriser la clause utilisée, il sera 
donc crèê dans le bloc d'activation un pointeur sur son code 
source, ce qui permet d ' attacher en une seule fois tous les 
nouveaux noeuds a 1 · arbre de preuve, et un vecteur 
d · environnement partagé par tous les noeuds que représentent 
ces littéraux. L'environnement du sous-but sèlectionnê dans 
la résolvante se trouve quant a lui dêja crêê dans un bloc 
d ' activation antérieur; nous reprêsenterons donc la seconde 
instanciation par un couple de pointeurs: 1·un sur le code 
source du sous-but, 1·autre sur le bloc d ' activation 
antérieur contenant 1·environnement de ce dernier. 
En rêsumè, un bloc d'activation reprendra les quatres 
champs suivants: 
APPEL: un pointeur sur le code source du sous-but 
sêlectionnê dans la resolvante antérieure. 
APPENV: un pointeur sur le bloc d'activation oo se 
trouve 1·environnement d'instanciation du précèdent 
sous-but. 
- PROC : un pointeur sur le code source de la clause 
utilisee pour effacer le precèdent sous-but. 
- PROCENV: un vecteur a·environnement pour cette clause. 
Le seul problème a résoudre reste 1·environnement de la 
question, qui peut très bien contenir des variables mais 
n·est pas exemplarisêe lorsque la dêmonstration démarre. 
Pour cela, il suffit de considêrer une clause bidon : 
goal :- "question initiale". 
rêsolvant la question a un but mais sans variable 
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•- goal . 
ce qui justifie la crêation d · un premier bloc d · activation 
oa le vecteur a · environnement reprend les variables de la 
question initiale . 
Exemple . 
Prouvons":- p(RES)" dans le contexte du programme 
p( a) :- q( X , Y) . 
q(V , U) :- r(U , V), 
r(Z ,b) :-
Les rêsolutions successives 
schematisêes a la figure 3.9. 
qui en decoulent sont 
· -Lg~o_a_l_. _________________ goal :- p( RES). 
: -LL~p_(_RE_S_)_. _____________ p(a) :- q(X , Y). 
Avec { ( a , RES) } . 
1 
:- q(X , Y). q(V , U) ·- r(U , V). 
Avec { (X , V) . (Y , U) } . , 
1 
r(Y X). r( Z ,b) ·- ·-. 




L· evolution de la pile · de travail y correspondant est 
reprise a la figure 3.10. 










V : X 
u : y 
-----;:, 




X : X : 





RES . a . RES : a 
Figure 3.10. 
1-~•l• Implémentation du retour arrière. 
3.17 
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V : X 












RES : a 
Nous avons volontairement ignore jusqu·ici 
l "implèmentation du retour arrière dans un but de clarte. 
Nous nous proposons de maintenant combler cette lacune en 
présentant les structures nécessaires a la restauration 
d · une résolvante antêrieure . 
Couune nous 1·avons dit, Prolog explore 1·arbre de 
recherche en profondeur d"abord, travaillant toujours sur la 
résolvante la plus récemment construite. Par conséquent, 
toutes les résolvantes pour lesquelles il existe un point de 
reprise se trouvent sur la branche de 1·arbre de recherche 
menant de la racine a la résolvante courante: ceux-ci 
peuvent dès lors être mèmorisès dans 1·arbre de preuve. 
Les noeuds progressivement ajoutes a 1 · arbre de preuve 
depuis la creation du dernier point de reprise forment ce 
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que nous appelerons le segment courant. En cas de retour 
arrière, ce segment doit etre detruit et les instanciations 
appliquées durant sa croissance défaites. 
Pour ce faire nous introduirons d "abord deux champs 
supplémentaires dans les blocs d "activation correspondant 
aux points de reprise: 
BACKTRACJC: un chainage entre les différents blocs de 
reprise, permettant de retrouver rapidemment le niveau 
de la pile où revenir en cas d · echec. 
NEXTPROC un pointeur sur la série de clauses 
alternatives, ce qui permet de relancer sans trop de 
frais 1 · avancêe. 
cependant ces informations pourraient facilement etre 
recalculées et ne sont donc pas totalement indispensables. 
En fait, le problème majeur posê par le retour arrière 
provient des instanciations de variables a dèfaire. Une 
grande partie des substitutions est détruite avec le segment 
courant. Cependant, les unifications peuvent avoir modifie 
certains environnements contenus dans des blocs d'activation 
antèrieurs au dernier bloc de reprise et celles-ci sont 
nettement moins èvidentes a défaire comme en témoigne 
1 · exemple suivant. 
Exemple. 
Soit le programme : 
p( X) : - q( X , Y ) - r( X). 
q(a , b) :-. 
q(X , C) •-
r( C) :-. 
dans le cadre duquel le but 
·- p( a). 
doit être prouve. La figure 3.11. montre les resolutions 
successives qui mènent a la solution et leur effet sur les 
environnements d"exemplarisation. 
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· - p( a) . 
•- q(a, Y) · r(a). 
Echec a 1·unification. 
Destruction du segment courant . 
p( X) • - q( X , Y) • r( X). 
+-+ 
+= + = -+ 
l.+X: a +Y: + 
+s==-=:r::=-+= ====+ 




l.+X: a +Y: b + 









l.+X: a +Y: b + 
Reprise (erronêe). 
•- q(a , Y) • r(a). q(X , c) :-
~~--------
Echec a 1·unification car 1· environneaent 
numêro l. est incorrectement restaurê. 
Figure 3.11 . 
Nous pouvons très bien voir sur cet exemple que 
1 · instanciation de la variable Y est posterieure a la 
creation du bloc de reprise associe a 1 · effacement du but 
"q(a Y)". comme la zone de travail, c·est a dire la pile est 
globale, cette liaison demeure après la destruction du 
segment courant car rien ne rappelle au système qu·e11e doit 
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être dêfaite. Dès lors , 
incorrectement restaurèe . 
la situation 
3 . 20 
se trouve 
Le problème se rêsoud par l ' introduction dans la zone 
de travail d ' une seconde pile appelêe pile de restauration 
(trail) et dont la fonction est de JDêmoriser la liste des 
variables instanciêes durant la croissance a · un segment 
auquel elles n · appartiennent pas. 
Concrètement, il est assez aisê de distinguer de telles 
variables. En effet, · lorsque 1 · unification provoque 
l ' instanciation d'une variable, il suffit de tester si la 
chronologie de celle-ci est antêrieure a celle d ' un 
environnement qui est celui du point de reprise a utiliser 
lors du prochain retour arrière . Si ce test est positif, la 
variable sera placêe sur la pile de restauration . Dans .le 
cas contraire, ce n · est pas nêcessaire, puisque 
l ' instanciation sera dêtruite avec le bloc d ' activation la 
mémorisant lors de la suppression du segment courant. 
Par consêquent, lors de chaque retour arrière, la pile 
de restauration sera consultêe afin de libérer les variables 
qui doivent l ' être. Pour cela, une information 
supplémentaire décrivant 1 · etat de la pile de restauration 
avant le dêbut de la croissance du segment courant sera 
introduite dans chaque bloc de reprise. t · etat exact de la 
démonstration avant le choix qui aura provoque un echec 
pourra être restaure de la sorte : apres avoir détruit le 
segment courant, le système lira sur la pile de restauration 
les variables a restaurer et les libèrera de leurs 
instanciations; lorsque cette seconde pile sera revenue a 
son niveau initial, . alors seulement 1 · avancee sera relancée. 
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Chapitre 4: Representation des valeurs d · une variable . 
Après avoir examiné 1 · organisation gênêrale dës structures de 
données a · un interpréteur Prelog , nous nous proposons d"en detailler 
un aspect plus particulier, a savoir le mode de reprêsentation de la 
valeur d ' une variable . 
1 . Types d "instanciations. 
Nous distinguerons trois types de liaisons d'une variable a une 
valeur suivant la nature de cette dernière 
la valeur est un terme simple de type constante; 
la valeur est un terme simple de type variable; 
la valeur est un terme compose. 
L' implêmentation physique de ces liaisons soulève divers degrés 
de difficulté. Le premier cas reste cependant trivial : la cellule 
d'environnement enregistrera simplement la représentation d · une 
constante telle que nous 1 · avons presentee dans le precêdent chapitre . 
Les deux autres cas llêritent chacun un examen approfondi. 
I · Liaisons entre variables. 
I •!• Liaison de deux variables libres. 
Lorsque nous aurons a lier deux variables libres, nous 
ferons toujours le choix de creer le lien de la plus recente vers 
la plus ancienne au sens de leurs chronologies respectives. Le 
respect de cette règle aura pour effet de provoquer les 
rêfêrences du sommet de la pile d "environnement vers sa base. 
cette propriete n· est absolument pas négligeable car elle permet 
d·eviter de fastidieuses gestions de pointeurs lors des retraits 
de blocs d · activation de la pile. 
Physiquement, le lien se concretisera par 
rêfêrencant la cellule d · environnement associee 
variable. 
un pointeur 
a la seconde 
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Exemple . 
Prouvons par exemple 
p(b). 
dans le contexte du programme 
p(X) :- q(X , Y). 
q( V , U) :- r( U , V). 
r(Z ,b) :-. 
4.2 
Nous obtenons dans ce cas la pile de travail (limitée a la 
représentation des environnements) reprêsentee a la figure 4.1. 
- ----
+ + 




+ --- + 
+ u + 
+ + 
+ --- + 
+ y + 
+ --- + 




Constatons que chaque bloc d ' activation peut se retirer sans 
jamais provoquer de rêfèrence pendante. 
L' exemple prêcêdent fait apparaitre un important probleme do 
a cette méthode les cascades d'indirections. De fait, pour 
obtenir la valeur associée a la variable Z, il faut accêder 
successivement a trois environnements. Le problème ne fera que 
s·amplifier avec la hauteur de la pile. Il semble donc 
indispensable de mettre au point un procêdê permettant de limiter 
ce genre d'inconvénient. 
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2 . 2 . La dérêfêrenciation. 
La déréfêrenciation consiste a parcourir préalablement a la 
liaison la chaine des indirections et d ' effectuer ensuite celle-
ci directement sur la valeur ultime de la variable. La valeur 
ultime est celle de la dernière variable de la chaine si celle-ci 
est liêe ou cette variable elle-meme si elle est toujours libre. 
La cascade d ' indirections se verra ainsi drastiquement rêduite. 
Dans la pratique, le petit algorithme suivant sera appliqué 
par 1 · unification lors de chaque liaison entre deux variables. 
Pour lier Xl variable libre de El a X2 variable de E2, 
l. calculer Y, la valeur ultime de X2 . I 
2 . si Y est une variable libre, 
alors : si Y est antêrieure a Xl., 
- alors : créer un lien de Y vers Xl ; 
- sinon : crêer un lien de Xl. vers y . I 
sinon : lier Xl. a la valeur Y. 
Dans la pratique, 
variable ne demande 
d ' indirections . 
le calcul de la valeur ultime d·une 
plus que rarement le parcours d · une chaine 
Exemples. 
+ + 
+ z + 
+ + 
+ + 
+ V lb 1 + 
+ + 
+ u + 
+ + 
+ + 
+ y + 
+ + 
+ X 1 b 1 + 
+ + 
Figure 4.2. 
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La figure 4.2. represente la pile obtenue 
precedent si la dereferenciation es appliquèe. 
intermèdiaires sur "Z" et sur "V" ont disparu . 
4.4 
pour 1 · exemple 
Les indirections 
Le procede de dereferenciation ne gênera en rien 
1 · implèmentation du retour arrière de part le fait que tout lien 
d · une variable vers une autre est cree du haut de la pile vers le 
bas . Par consequent, si une variable doit être li.bêrêe de sa 
valeur au retour arrière, il est certain que toute variable qui 
aurait pu etre instanciee a cette même valeur par le biais de la 
derefêrenciation est egalement libêree, soit par destruction du 
segment courant, soit de part sa presence sur le trail. 
Remarquons malgre tout que ce procède ne nous assure pas 
1 · abscence absolue des cascades d "indirections. Ainsi si nous 
prenons le programme 
p( X) :- q( X , Y , Y , a). 
q( U , V , U , U ) • -
pour prouver le but : 


























A 1 a 
Figure 4.3. 
Nous obtenons la pile de la figure 4 . 3. où demeure une 
double indirection sur "V", malgre la dereferenciation. ce cas 
provient des liaisons intermediaires entre variables libres 
auxquelles 1· unification n·associe une valeur qu · u1terieurement. 
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1 · Liaison ~ · une variable a un terme composé. 
La liaison d ' une variable d · environnement a 1 · instanciation d · un 
terme composê dêpend directement de la manière dont ceux-ci seront 
reprêsentês en mêmoire. Nous nous proposons maintenant d ' examiner les 
deux principales techniques utilisêes pour ce faire : 
le partage de structure; 
la recopie intermêdiaire. 
3 . 1 . Le partage de structure. 
ce n · est pas un hasard si cette première technique porte le 
meme nom que celle utilisèe pour la reprèsentation d·une 
exemplarisation : il s · agit en effet d·une seconde application de 
la proposition de Boyer et Moore [SOYE et alt., 1972]. 
cette solution fut adoptée dès le premier interpreteur, 
[BATT et alt., 1973] et reste celle des systemes de David Warren 
[WARR, 1977] et d ' Alain Colmerauer [COLM et alt., 1979]. 
La cellule d ' environnement lllêmorise ce que Warren nomme une 
molècule, c · est a dire un couple de pointeurs, 1 · un vers le code 
source du terme, 1 · autre vers un environnement dèja crèè où se 
retrouvent les substitutions a appliquer aux variables du terme 
prècite. 
Exemple. 
considerons le programme 
p(x) :- q(g(X) , Y). 
q(Z, T) :- r(f(Z)). 
r(U) :- s(U) . 
s(f(g(a))) :-. 
avec lequel nous résolvons le but 
:- p( a). 
L·etat final de la pile après les résolutions successives 
menant a la solution est representè ci-dessous : 
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w--,::ze---::-:-r::-:-wm 
+ ---E3 + 
~:=-~-~-.----) f(Z) 








+ ---El. + 
+ y 1 + 
+ --- + 
+ X I a + 
+ --- + 
Figure 4 . 4. 
4 . 6 
cette technique permet au travers du mecanisme des liaisons 
des variables de creer rapidemment de nouvelles instanciations de 
termes a partir du squelette figurant dans la zone de codage des 
clauses. La place mèmoire necessaire a la representation d · un 
nouveau terme n·est pas fonction de sa longueur. 
Par contre 1· acces a 1 · instanciation complète d · un terme 
ainsi generé est ralenti par la nécessite de parcourir les 
indirections. Ainsi, dans 1 · exemple précèdent, l ' obtention de la 
valeur de la variable u necessite 1 · acces a tous les 
environnements. 
3 . 2. La recopie intermédiaire. 
A 1·oppose du procede precedent, la recopie intermediaire 
consiste, comme son nom l'indique, a generer une copie litterale 
de l'instanciation a·un terme lors de sa liaison a une variable. 
cette liaison peut se concretiser par un pointeur vers la 
representation de cette valeur, placee dans une zone reservee a 
cet effet. 
Les variables rencontrees lors de la construction d ' une 
copie sont traitées de la sorte, [BRlJY, l.982] 
si la variable est toujours libre dans son environnement, un 
nouvel emplacement de memoire est genere et lui est associe. 
La cellule la representant dans 1 · environnement enregistre 
1 · adresse du nouvel emplacement . 
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- si la variable est dêja liêe a une valeur, un emplacement 
est êgalement gênêrê et chargê d "une copie de la 
representation de cette valeur. 
Exemple. 
Prenons par exemple le programme suivant 
p(x) :- q(X, f(Y)) - r(g(Y)) . 
q(UV) :-. 
r(Z) :- t(Z). 
t(g(a)) :- . 
dans le but de prouver 
:- p( a). 
L"êtat final de la pile est reprêsentê ci-dessous 
+ E3 + -Y-
+ z 1 8 1 + 
•=f + --- + 
+ E2 + --Y 
+V 1 e 1 >t f 1 a 1 
+ + 
+ u + 
+ --- + 
+ --E.l + 
+ y 1 
+ + 
+ X a 1 + 
+ + 
Figure 4.5. 
A la difference de ce qui se passe dans le partage de 
structure, la technique de recopie a pour consequence que 
certaines variables se voient associer plusieurs emplacements en 
memoire. Tel est le cas dans notre prêcèdent exemple de la 
variable Y : 
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une initiale dans 1· environnement d · exemplarisation de la 
clause oo elle apparait; 
une deuxième lors de la liaison de V a "f(Y)"; 
une dernière lors de la liaison de z a "g(Y)"; 
ces locations sont naturellement chainées entre elles au fur 
et a mesure de leur crêation, afin que lorsque Y est enfin liêe a 
une valeur, toutes la dêsignent. ce type de phênomêne se 
reproduit a chaque recopie d · un terme où figure au JDOins une 
variable non liêe. 
La technique de la recopie permet cependant une consultation 
un peu plus rapide du terme; néanmoins, sa création demande plus 
de temps et d · espace mêmoire. 
La performance réelle de chacune des deux techniques etant 
etroitement liêe au contexte particulier a · implementation, nous 
approfondirons quelque peu leur comparaison apres avoir envisage 
la mise en oeuvre de certains mêcanismes de gestion de œmoire. 
Techniques d · i.JDplêmentation du langage Prolog . S . l 
Chapitre 5: Gestion optimisêe de la zone de travail. 
L' organisation des piles prêsentêe dans le chapitre prêcêdent ne 
permet une recupêration de 1 · espace de travail que lors du retour 
arrière. Or, les piles peuvent parfois contenir des informations 
devenues superflues . c · est le cas notamment au retour des procêdures 
dêterministes, c · est a dire n · ayant engendrê aucun point de choix. Il 
en sera de même dans certaines conditions, lors des appels terminaux . 
Dans le prêsent chapitre, nous nous proposons d · aoord de passer 
en revue les mêthodes qui ont êtê mises en oeuvre dans diverses 
implêmentations pour permettre des rêcupêrations anticipêes. Celles-
c i sont cependant directement influencêes par le choix de la technique 
de recopie ou du partage de structures pour la reprêsentation des 
instanciations de termes composês. Pour cette raison, nous serons 
amenês a distinguer explicitement le cas de chacune des lDêthodes. 
Ensuite nous nous attarderons a examiner 1 · implêmentation et 
1·utilitê de "garbage collectors" au sein des interprêteurs Prolog. 
l . Le retour ~ · une procêdure dêterministe. 
!•!• Que rêcuperer? 
Lorsqu·un sous-but qui n · a gênêrê aucun point de choix est 
complètement résolu, sa solution est par définition unique. La 
branche y correspondant peut par consequent être êlaguee de 
1 · arbre de preuve car elle n · apporte plus aucune information pour 
la suite de la dêmonstration. En effet, nous garderons toujours 
la même rêsolvante courante et il restera possible de 
reconstruire toute resolvante correspondant a un point de 
reprise. 
Exemple. 
Rêsolvons ":- p( RES) 
programme 
p( a) :- q( X , Y). 
p(b) :- q(b, X); 
q( V , U) :- r( U , V). 
r(Z ,b) •-
t( X) :- • 
t(RES)." dans le contexte du 
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Les resolutions successives qui en decoulent sont schematisees a 
la figure s .1. a. 
·- goal. 
Avec { ( a , RES} } • 
.i q( X , Y ) • t( a ) , 
Avec { ( X , V) ; ( Y , u) } . 
,l r( Y , X ) • t( a ) . 
Avec { ( Y , z) ; ( b , X} ) . 
1 
goal · - p( RES } • t ( RES ) • 
p( a) :- q( X , Y). 
q(V , U) ·- r(U , V). 
r(Z ,b) :-
·- t(a). t(X) •-




L· evolution de la pile de travail y correspondant est reprise a 
la figure 5.1.b. Lorsque le sous-but "q(X, Y)", detenniniste, 
est complètement resolu, tous les blocs d · activation resultant de 
sa demonstration peuvent etre retires de la pile de travail sans 
provoquer de perte a · information pour la suite. 



















V : X 










RES : a 
Figure S. l.b. 
1.2. Le cas du partage de structure . 







• r( U, V) 
-
·ci. 4 . 
. 






-ci. 3. ~---o 
-c1.s. 
V . X . 
u : y X : a 
-p( RES) 
"lf ·p( RES) 
-
- -
· c1.1. ·c1.1. 
X : b X . b . 
y : y : 
nil ~ nil 
nil nil 
·quest ·quest 
RES : a RES . a . 
La mèthode d"implêmentation des liaisons d · une variable 
a un terme compose va, dans le cas du partage de structure 
succiter un probleme non trivial lors· de la aise en 
application des mèthodes de recuperation optimisee d'espace 
mêmoire. 
En effet, lorsque qu · une variable "Xi", libre dans un 
environnement "Ei", devra être liee au terme compose "Tj" 
instancie dans un environnement "Ej", trois cas devront être 
distingues, suivant les chronologies respectives de "Ej" et 
"Ei" : 
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1. "Ei" est plus recent que "Ej "; 
2. "Ej" est plus recent que "Ei" mais "Tj" ne contient 
aucune variable; 
3. "Ej" est plus rêcent que "Ei" et "Tj" .. contient au 
moins une variable. 
Si dans le premier cas, le lien crêe respecte le sens 
de 1 · environnement 'le plus recent vers 1 · environnement le 
plus ancien chronologiquement parlant, il n · en va pas de 
même pour les deux autres où les liaisons se font a 
l "inverse. De la sorte, la valeur de la variable sera 
dependante a · un environnement postêrieur. 
Par consequent, une mise 
arrière peut entrainer des 
section d · environnement de 
pertes qui s · exterioriseront 
pendantes. 
Exemple. 
en dehors du retour 
d"information dans la 
blocs d ' activation, 





Aux fins d"illustrer une telle situation, considérons 
le progranune suivant 
p( X) : - q( X , y) - s( X) - r( y ) • 
q( a , f( z)) :- t( z) . 
t(b) :- . 
s(a) :- . 
r(f(b)) •-
+ --- + 
+ + 
+ + 
+ --- + 
+ El + 




+ --- + 
+ X 1 a 1 + 
-+: + 
Figure 5.2. 
"f( z )" 
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La pile de travail (limitèe a la reprèsentation des 
environnements) issue de la démonstration de" :- p(a)" est 
symbolisée a la figure 5.2 . 
Les executions de "p·· , "q", "s" et "r" sont totalement 
déterministes . Cependant, au retour de la procédure "q", son 
bloc d · act i vation n · aurait pu etre supprimê en raison de 
1· a11ocation d · un pointeur du bloc antérieur vers son 
environnement, auquel cas une référence pendante aurait été 
produite. 
!•1 ·1 · La solution "Col.merauer". 
Pour resoudre ce problème, une solution assez directe 
consiste a scinder les blocs d · activation de façon a en 
exclure le vecteur d · environnement. La zone de travail 
s · organise des lors en trois piles: 
La pile de restauration, dont le contenu reste celui 
qui a precedenunent ete dêfini et n· est llis a jour que 
lors des retours arrière. 
Une pile d·environnements, egalement aise a jour dans 
le seul cas a·un retour arrière. 












cette solution, proposée par Alain Colmerauer [COLM et 
alt . , 1979], manque cependant quelque peu de finesse : elle 
maintient indistinctement sur la pile des environnements les 
liaisons nécessaires a la poursuite de la demonstration et 
celles qui ne le sont plus. cet inconvenient a amene David 
Warren a envisager une seconde nethode. 
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.! •.? •l • La solution "Warren" . 
1 . 2.3 . l . Classification des variables . 
- - - -
David Warren [WARR, 1977] commence par classer les 
variables figurant dans une clause suivant le temps où 
peut être utilisée 1· information qu · elles portent. Il 
aboutit ainsi a en distinguer quatre types : 
l. Les variables 
rêfêrencees a 
Elles possèdent 
sein d·un terme 
globales, qui peuvent être 
tout moment de la demonstration. 
toujours au moins une occurence au 
compose. 
2. Les variables 
possedant pas 
compose, qui se 
trois catégories 
non globales, 
d · occurrence 
repartissent 
c · est 
au sein 
quant a 
a dire ne 
a · un terme 
elles en 
Exemple. 
Les variables passe-partout, qui 
n· apparaissent qu·une seule fois dans la 
clause . Elles satisferont toute unification 
mais ne seront jamais reutilisêes par la 
suite. 
Les variables temporaires apparaissent 
plusieurs fois dans la clause mais en tout 
cas jamais dans les antecedents. Leur utilite 
ne s · etend pas au-dela de 1·unification de la 
tete de la clause avec un sous-but a effacer. 
Les variables locales pouvant elles aussi 
apparaitre plusieurs fois dans la clause mais 
au moins une fois dans un des antecedents. 
ces variables sont utilisées tout au long de 
la démonstration de la clause dont elles font 
partie mais jamais après la terminaison de 
celle-ci. 
Dans la clause: 
p( f( X) , Z , Y , Z , R) · - q( X , R) - r( R). 
les variables "X", "Y", "Z" et "R" sont respectivement 
globale, passe-partout, temporaire et locale . 
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l . 2.3 . 2. Gestion de mêmoire associée. 
- - - -
De cette classification dècoule un certain nombre 
de consèquences . 
En premier lieu, il est absolument superflu de 
mèmoriser la valeur des variables passe-partout et donc 
de leur rèserver un emplacement dans 1 · environnement. 
Les variables temporaires ne seront Blèmorisêes que 
durant le deroulement de 1· unification au cours de 
laquelle elles interviennent. Dès la terminaison de 
celle-ci, elles seront êjectêes puisque leurs valeurs 
ne sont pas nècessaires a 1· interpretation des appels 
du corps de la clause. 
Les variables succeptibles d "intervenir dans les 
liaisons a des termes composes du troisième type 
prècitê peuvent aisèment etre determinêes : ce sont les 
variables globales. 
David Warren propose d "isoler ces variables sur 
une pile afin de pouvoir les gerer distinctement des 
autres. Ainsi chaque environnement se trouve scindè en 
deux parties, 1· une dite globale, 1 · autre locale, où 
les variables sont rèparties suivant leur nature. 
Dans cette nouvelle organisation, la creation d · un 
bloc d · activation est remplacee par la creation d · un 
bloc sur chacune des piles locale et globale. Le bloc 
local reprendra toute 1 · information que contenait 
auparavant le bloc d·activation, a 1 · exclusion de la 
partie globale de 1·environnement remplacêe quant a 
elle par une rèfèrence au bloc qui la llèmOrise sur 
1 · autre pile . 
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Exemple. 
Ainsi, lorsque":- p(a) . " est prouvé dans le cadre 
du programme 
p(X) :- q(X ,Y). s(X). r(Y). 
q( a , f( z)) • - t( z). 
t(b) :-. 
s(a) :-. 
r( f(b)) :-. 
nous obtenons désormais les deux piles reprises a la 
figure 5.3. 
-r:-:-
+ E3 + 
+ + 
+ E2 + 
+ + 
====-= 




+ EO + 
+ y 
+ ~=--=~---~ = == -=-= + --- El+ 
+X + Z I b 1 + 
+ "f( z )" + + 
Pile locale. Pile globale. 
Figure 5.3. 
Avec une telle organisation, la aise a jour de la 
pile locale devient possible lors de tout retour d·une 
procédure déterministe, puisque les rèfêrences s · y font 
désormais toujours soit du haut vers la bas, soit vers 
la pile globale, a laquelle rien n·est retranché si ce 
n·est dans le cas normal a·un retour arrière. 
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~-~•l·l· Un perfectionnement complêmentaire. 
Toutes les variables globales ne gênêreront 
cependant pas nêcessairement une rêfêrence du bas vers 
le haut de la pile de travail. En effet, les termes 
composês sont utilisês soit pour decomposer un terme 




exemple la dèfinition de la 
deux listes deja ènoncee et que nous 
concatenate (nil, LA, LA) :- . 
concatenate (cons (X, LA) , LB, cons (X, LC)) 
:- concatenate (LA, LB, LC). 
peut etre utilisêe de deux façons distinctes, a savoir 
le calcul de toutes les sous-listes d "une liste donnee 
ou le calcul de la concatenation de deux listes. 
Dans le premier cas, par exemple : 
concatenate(Ll , L2 , (a .b.c)). 
le tenne 
cons (X, LA) 
en construit de nouveaux au fur et 
exemplarisations, ceci . par le biais 
incriminees. Au contraire, le terme 
cons ( X , LC) 
a mesure des 
des liaisons 
permet la dèeomposition de la liste initiale "(a.b .c)". 
Dans le second cas, par exemple : 
:- concatenate (( a .b. c) , ( d) , RES) 
les rôles sont inverses, 
cons (X, LA) 
dêcomposant la liste initiale et 
cons (X , LC) 
creant la concatènation. 
Par consèquent, dans le premier cas il aurait 
suffi de placer X et LA sur la pile globale, bien que 
LC soit êgalement globale. Dans le second, seules les 
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variables X et LC devraient aller sur la pile globale. 
En fait, la classification statique de Warren amène a 
considêrer comme globales des variables qui se 
comportent dans certains cas comme des variables 
locales. 
c · est la raison pour laquelle, ce dernier 
introduit dans son implêmentation une option de 
declaration permettant a 1· utilisateur de specifier au 
besoin 1 · utilisation qui sera faite des arguments d'une 
procèdure. L'interprêteur considèrera alors comme 
locales certaines variables qui auraient ete placees 
sur la pile globale. 
Evidermnent, ce procedê possède 1·inconvènient de 
supprimer la rèversibilitê caractêristique d·un 
programme Prolog. c·est sans aucun· doute la raison pour 
laquelle la dèclaration de IDOde n · a aucun caractère 
coercitif. 
1 . 3 . Le cas de la technique de la recopie. 
Le fait de genèrer des copies des termes composes dans une 
zone independante de la pile de travail resoud d ' emblee le 
problème qui se presentait dans le cas du partage de structure. 
En pratique, la zone des recopies est elle-Blême organisee sous 
forme de pile. La liaison d'une variable a un terme compoSè se 
traduit donc toujours par une reference vers cette autre pile. 
Exemple. 
Si nous resolvons la question ":- p( a)." dans le· cadre du 
programme 
p( X) • - q( X , Y ) - S( X) - r( Y ) • 
q(a, f(Z}) :- t(Z). 
t(b) :-. 
s(a) :-. 
r( f(b)) :-. 
nous obtenons au retour de la procedure deterministe "q", 1·etat 
des deux piles symbolise a la figure 5.4. 










+ X 1 a 1 + 
+ + 
:z::z:r:r:r::r::r:-rx 





1 f 1 
5.11 
+ 
b 1 + 
+ 
Pile de recopie. 
Rien n · empêche la récupération du bloc de la pile de travail 
genere par cette procédure déterministe. Dans 1·exemple 
précèdent, nous obtiendrions après cette opération l'état des 








Pile de travail. 
Figure S.S. 
_!.._!. Performances comparées des deux JDêthodes. 
--z-- . + 
f I b 1 + 
+ 
Pile de recopie. 
Comme nous 1 · avons dèja èvoqué, la -technique du partage de 
structure devrait se comporter plus efficacement lors de la 
construction d · instanciations de termes composes alors 
qu · inversement, pour ce qui concerne 1 · accés a ceux-ci, 
1 · avantage reviendrait a la recopie intermédiaire. En effet, en 
partage de structure, chaque variable n · est representee qu·une 
seule fois tandis que la recopie intermédiaire associe a chaque 
occurrence a · une variable dans un terme compose soit une nouvelle 
location, soit la copie d ' un sous-terme instancié. De la sorte le 
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partage de structure semble consommer inoins d · espace sur la pile 
globale que 1·autre JDêthode n · en necessite sur la pile de 
recopie. En contrepartie, 1· acces a un terme deja construit en 
partage de structure se trouvera ralenti par de plus nombreuses 
indirections. 
Nous pouvons des lors en conclure que 1 · utilisation d · espace 
mêmoire par les piles globale et de recopie dependra 
essentiellement des programmes qui seront soumis a 
l "interpreteur. Le partage de structure se JDOntrera en principe 
plus performant avec un programme construisant sans cesse 
d · enormes termes composes sans jamais y acceder tandis que la 
recopie intermediaire 1· emportera dans le cas inverse. Il faut 
cependant s · attendre a ce que les programmes "rêels" se situent 
entre ces deux extremes. 
Pour ce qui concerne la pile d ' environnement, le partage de 
structure 1 · emporte très certainement la plupart du temps. En 
effet , cette technique n· y memorise que les variables locales 
tandis que la recopie intermêdiaire y reprend egalement les 
variables globales. cependant, comme la pile d ' environnement peut 
être reduite au retour des procedures dêterministes, la recopie 
intermediaire sera sans aucun doute avantagee dans le cas de 
programmes hautement dèterministes . 
Au cours de la discussion ci-dessus, nous avons toujours 
presume qu · il etait possible de IDêinoriser une JDOlêcule, c·est a 
dire un couple d'adresses, dans 1 · espace reserve pour la valeur 
d ' une variable, a savoir le plus souvent la plus petite unite 
d · espace adressable sur la machine : le mot. Christopher Mellish, 
[MELL, 1982], fait judicieusement remarquer que si la taille de 
ce dernier est faible, il devient impensable d·y caser deux 
adresses 1 
En fait, ce problème ne peut etre neglige car il se 
tres frequemment. Dès lors, il est bon d ' examiner 
possibilitês de le resoudre. 
pose 
les 
1 . La première solution est brutale : il suffit de reserver une 
entite plus grande pour la valeur d "une variable, par 
exemple deux mots de memoire. 
2. Une alternative est de gerer separement les JDOlèCules sur 
deux mots en les allouant sur la pile globale et en les 
referencant par le biais de la cellule reservee a la valeur 
de la variable. 
Etant donne que nombre de variables ne necessitent pas 1 · emploi 
d'une molecule, la premiere solution est assez dispendieuse. En 
effet, supposons un appel necessitant la reservation a · espace 
pour k variables. Dans le premier cas, 2*k mots seront utilises, 
car a priori, il est impossible de determiner les variables dont 
la valeur sera stockee sous forme de molecule des autres. Par 
contre le second cas ne reservera que k mots et par la suite, 
pour chaque molêcule generee, 2 mots suppleaientaires. Posons le 
Techniques d · implementation du langage Prolog . 5.13 
problème sous forme d · equation : 
2 • k >c k + 2 • X oo x represente le nombre de JDOlecules. 
k >• 2 • x 
x •< k/2 
ce qui signifie que dans la pratique, la seconde solution est 
plus ecomonique tant que au plus une variable sur deux voit sa 
valeur mêmorisee sous forme de molecule. Christopher Mellish 
precise que c · est le cas de tous les essais qu · i1 a pratiques 
[MELL, 1982]. Après examen de ses programmes d · essai, nous 
pouvons raisonnablement conclure que la probabilite de 1· autre 
situation est minime. 
Suivant cette mèthode, 1 · utilisation de la pile globale va 
se trouver accrue. Par consequent, il est très plausible que, a 
programme identique, celle-ci soit plus volumineuse qu · une pile 
de recopie. 
Nous pouvons conclure cette COR1pa.raison par une double 
remarque : 
comme nous pouvions nous y attendre, 1 · avantage d·une 
methode sur 1· autre n· est pas tranche. 
o · autre part, il est interessant de constater qu · un facteur 
significatif de comparaison soit la relation entre la taille 
d · un mot de memoire et celle de 1·adresse de celui-ci. 
2. Transformation de 1·~ terminal. 
La gestion specifique de 1 · appel du dernier antèeêdent d · une 
clause va egalement permettre une rèduction de la conS0&1ation de 
1 · espace de travail. En effet, le bloc d·activation associe a une 
procedure deterministe sera recupèrê non plus cette fois au retour de 
celle-ci mais deja lors de 1·activation de son dernier litteral. 
Les interpreteurs Lisp et notamment ceux developpès a 
1 · universite de Vincennes (Vlisp) par Patrick Greussay, [GREU, 
1977], gerent de manière iterative certains types de recursions. 
Il ne s·agit pas ici d · une transformation syntaxique ou 
semantique au sens où le proposent des auteurs co..e Burstall et 
Darlington, [SURS et alt., 1977], visant a obtenir la version 
iterative a·un programme recursif, mais bien d · une gestion 
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spêciale des ressources necessaires a 1· evaluation. Les 
recursions terminales sont traitees comme des iterations et leur 
execution s · etfectue en espace constant. 
2.2. Transformation de 1·~ terminal en Prolog . 
~·~•±• Conditions ~· application . 
L' application du procede est subordonnee a la 
verification prealable de deux conditions 
l. le littêral doit occuper la dernière position dans le 
corps de la clause. 
2. aucun point de choix n· a ete genere pour les litteraux 
precedents dans le corps. 
La mise en oeuvre de cette transformation est du reste 
possible aussi bien dans le cas de la representation des 
termes composes par partage de structure que par recopie 
intermêdiaire . cependant , 1 · application du procède dans le 
cas du partage de structure se heurte au même problème que 
celui expose pour la recupêration des blocs deterministes. 
La même solution restant d'application, nous ne 
distinguerons plus explicitement les deux implementations. 
Exemple. 
Reprenons 1· exemple de la section precèdente 
:- p( a). 
p(X) :- q(X ,Y) - s(X) - r(Y). 




La figure 5.6 montre la recupêration qui s · effectue des 
1 · appel de "t(Z)", terminal dans la definition de la clause 
"q" . Le bloc d · activation associe a cette clause est 
directement remplace par celui dont la creation est 
consecutive a 1· appel de la procedure "t". 
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+ -- + -----~~ + El + 1-e~+ 
+ X 
+ 
lat + +z lbl + 
-- + "f(Z)" + -- + 
Pile locale. Pile globale. 
Après la transformation. 
Figure S.6. 
2.2.2. Precautions ~-implèmentation. 
L'implêmentation de ce procèdê nêcessite toutefois la 
mise en oeuvre de certaines prêeautions. 
Tout d'abord, les valeurs des variables apparaissant 
dans le dernier littêral doivent être sauvegardêes afin de 
pouvoir mener a bien son exêcution . . Le cas des variables 
locales non liêes lors de cet appel pose problème puisque 
leur emplacement mêmoire a disparu. La solution proposêe par 
David Warren, [WARR, 1980] est de rendre ces variables 
globales. 
o·autre part, le procède peut ègalement fausser 1·effet 
du "eut", un predicat particulier de Prolog ayant pour but 
de rendre deterministe la procèdure au sein de laquelle il 
est exècute. 
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Exemple . 
Considérons la situation décrite par la figure 5.7 . oa 
nous noterons : 
r : la racine de 1· arbre de preuve, 
bi : les blocs d · activation correspondant a des points 
de choix, 
di les blocs d · activation déterministes et, 
si : les sous-buts non encore résolus, 
r r 
/~ / "-... 
bl ss bl s5 
1 A 
d2 S3 S4 
/~ 
83 84 
a . b. 
Figure 5.7. 
Lorsque "s3" et "s4" seront exécutes, il faudra se 
souvenir que leur appel n · a pas ete directement engendré par 
"bl" mais par un bloc intermèdiaire. Par consequent si "83" 
ou "s4" devaient se reveler etre 1· operateur "eut", ce n· est 
pas "bl" qui devrait etre rendu déterministe mais la 
procedure intermédiaire qui 1·etait en fait deja. Pour se 
faire, "bl" sera dote d · un moyen de se faire connaitre comme 
n· etant pas le géniteur du "eut". 
3. Mise en oeuvre d·un "garbage collector". 
En conclusion, nous 
implémentations mettent 
zone de travail, a savoir 
identiques. La figure 
directions des références 
pouvons remarqùer que les diverses 
en oeuvre une organisation semblable de la 
trois piles, mises a jour a des moments 
5.8. résume ces organisations ainsi que les 
entre les diverses structures de données. 
Toutes les references vers les 
trouvent leur origine dans la pile 
recouvrer un bloc sur celle-ci peut, 
disparition de la dernière référence 
piles globale ou de recopie 
d · environnements. Par consequent, 
a certains moments, provoquer la 
a une donnee de 1 · autre pile. 
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Dès lors, lorsqu · un manque de place Dlêmoire se fera sentir, 
1 · usage d · un "garbage collector" sera requis pour recuperer les zones 
inaccessibles. La technique classique du "garbage collection" se 
déroule en deux temps . La première phase passe en revue toutes les 
zones utilisées les marquant au passage, tandis que la seconde 
collecte les locations non marquées, compactant les zones ·marquees. Le 
procède est relativement cooteux en temps calcul, d · abord parce qu · il 
nécessite un double parcours de la zone a nettoyer ensuite parce que 
la compaction implique la nécessite de recalculer tous les pointeurs 
rêfêrencant des zones dêplacêes. 
Exemple. 
La figure 5.9. détaille un exemple de "garbage collection" en 
deux passes . Les zones accessibles sont a·aoord repérées une a une et 
ensuite rêorganisêes sequentiellement, ce qui provoque une 
modification de 1 · adresse de certaines données. A la fin du 
processus, les zones inacessibles se trouvent rassemblées et sont 
réutilisables pour une allocation ultérieure. 
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donn. 2 1 1 donn. 2 1 donn . 3 . 1 
e sww 
donn. l 1 donn. 1. t 
w:::r:mc:: 
Etat initial.-> Marquage. -> Compaction. 
N.B. : Les zones accessibles sont hachurees. 
Figure 5.9. 
5.18 
En Prolog, et dans le cas du partage de structure, nous dirons 
qu· un bloc global est actif si le bloc d · activation correspondant 
existe toujours. Les autres blocs seront passifs. Le "garbage 
collection" ne peut espêrer une recupêration que sur ces derniers qui 
correspondent a des procedures qui ont ête achevees de manière 
dêterministe. Les blocs actifs contiennent les variables qui, 
rappellons-le, peuvent encore etre referencees au cours de la 
démonstration et donc ne peuvent etre êliminees. 
Le marquage démarrera des variables contenues dans les blocs 
locaux. La phase de compaction ne peut être systéaatique ainsi que le 
fait remarquer David Warren [WARR, 1977], car il se peut qu· une 
variable recupêrable soit coincee entre deux autres qui ne le sont 
pas. Dans ce cas, puisqu·un environnement global est un vecteur dont 
les êléments sont accessibles suivant leur position relative, retirer 
la variable fausserait 1·organisation de la structure de donnees. Par 
consequent, seules les variables non marquees et se situant a 1 · une ou 
a 1·autre extremitê du vecteur pourront être recouvrees. 
En ce qui concerne la recopie intermêdiaire, le principe est 
identique, sauf que cette fois, la phase de coapaction ne subit aucune 
restriction. 
sur base de 1·observation que les seules variables locales dont 
la valeur risque encore d·etre réfêrencee sont celles qui apparaissent 
au moins une fois dans la tete de la clause, Maurice Bruynooghe, 
[BRUY, 1984], propose quant a lui un algorithme optiaisant la phase de 
marquage, espêrant par la meme occasion recuperer sensibleaent plus 
d·espace que par la Jlêthode classique. Dès lors, le lecteur perspicace 
pourrait s · intèrroger sur la raison pour laquelle les autres variables 
locales sont conservees sur la pile d · environnement. Maurice 
Bruynooghe argue que le gain d·espace serait aarginal en regard de la 
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complexitè de 1 · opêration de rêcupêrat~on . . 
cette dernière remarque nous permettra de conclure le chapitre en 
fajsant remarquer que de part son coot en temps calcul, le "garbage 
collection" ne devrait être considêrê que comme une opération de la 
dernière chance. Les deux premières techniques sont en effet nettement 
plus efficaces et permettent dêja des gains d · espace mèmoire très 
conséquents . 
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Chapitre 6: Les prêdicats êvaluables. 
Les prédicats evaluables sont fournis dans un systeme Prolog pour 
deux raisons distinctes : 
ce sont des fonctions indispensables dont la dêfinition ne peut 
être obtenue en Prolog pur. Tel est le cas, par exemple du calcul 
arithmétique ou des operations d ' entree et de sortie. 
ce peut aussi être des procêdures d ' usage très frêquent ou 
pratique dont 1 · implêmentation est relativement peu cooteuse pour 
l ' interpreteur mais fournit un outil très appreciable au 
programmeur. 
ces predicats sont le plus souvent êcrits en langage machine et 
il n · est pas rare que leurs arguments soient typês. En outre, leur 
execution peut donner lieu a des effets de bord, c · est a dire que leur 
action sur les structures de travail de l'interpreteur dépasse le 
cadre de simples instanciations de leurs arguments. 
L· exêcution de ces prêdicats ne correspond plus a une rêsolution 
telle que nous 1 · avons vu prêcêdemment; lorsque l ' interprêteur detecte 
leur appel, il génère un branchement a une procêdure êcrite en 
assembleur ou dans un langage de programmation de type classique. Les 
parametres sont le plus souvent passes par reference, ce qui d ' une 
part explique la présence des effets de bord et d ' autre part s·avere 
plus efficace qu·un passage par valeur. 
La détection par 1- interpreteur des appels de ces procédures est 
assez aisèe. Celui-ci verifie que tout prêdicat pour lequel n·existe 
aucun paquet dans le programme n · est pas repris dans une liste des 
prédicats evaluables, auquel cas un branchement vers la routine 
appropriée est execute en lieu et place du rapport d · echec auquel on 
serait normalement en droit de s · attendre. 
La liste que nous proposons ici est loin d · etre exhaustive mais 
elle en reprend cependant les principaux, a savoir les operations 
d·entree et de sortie, quelques prédicats offrant un contrôle sur 
l ' interpreteur, dont le cêlèbre "slash", les prèdicats arithmètiques 
et ceux de gestion dynamique du code source a·un programme. 
1. Les opêrations d·entree et de sortie. 
Jusqu · a prêsent, nous n · avons laisse entrevoir qu · une seule 
possibilite d ' échange d ' information entre un programme Prolog et son 
utilisateur, a savoir poser des questions paramètrêes auxquelles 
l'interpreteur s · efforcait de rependre par le biais de substitutions. 
cependant, dans de nombreux cas, il peut etre interessant de disposer 
d·une interaction plus poussee. c·est la raison de l'introduction de 
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prédicats rêalisant les opêrations a · entrêe et de sortie. 
Les systèmes Prelog reconnaissent une unité courante en êcriture 
ainsi qu · une autre en lecture. Par défaut, ces unités sont 
respectivement l ' écran et le clavier. Cependant, pour permettre 
1 · accês a des fichiers sur a · autres . supports, deux prédicats 
permettent de modifier ces unités. Chaque fichier est ainsi considère 
comme une unité particulière avec laquelle le programme a la 
possibilité de converser. 
ces deux prédicats se spêcifient de la manière suivante : 
Unitêsortie(!) lors d ' un appel, ce prédicat rèussit lorsque la 
variable X est instanciêe au nom de 1·unitè a 
utiliser couramment en sortie. Si X n·est pas 
instancièe lors de 1· appel, le prédicat rèussit en 
lui associant la valeur de 1 · unitè couramment 
utilisèe. 
Unitèentrèe(!) lors d ' un appel, ce prèdicat rèussit lorsque la 
variable X est instanciée au nom de 1·unitè a 
utiliser couramment en entrêe. · Si X n·est pas 
instanciée lors de 1 · appel, le prédicat rèussit en 
lui associant la valeur de 1·unitè couramment 
utilisée. 
Les entrées et sorties effectives sont réalisèes au moyen des 
quatre prédicats suivants : 
incar(!) : instancie la variable X a la valeur a · un caractère lu sur 
1 · unité a · entrèe. 
outcar(!) ècrit sur 1·unité courante de sortie la valeur du 
caractère associé a X. Si X n·est pas instancié a la 
valeur a · un caractère, le prédicat échoue. 
interm(~) instancie X a la valeur a · un terme lu sur 1·unitè courante 
d · entrèe . 
outterm(!) ècrit sur 1·unité courante de sortie la valeur du terme a 
laquelle est instanciee la variable X. Si la variable 
n· est pas instanciêe, le prédicat èchoue. 
En outre, conune en Prolog les fichiers sont principalement 
utilisés pour stocker des progranaes, une primitive particulière, 
consult(~), est ajoutée pour permettre la lecture d·un ensemble de 
clauses sur le fichier dont le nom est instanciè a X et les ajouter au 
programme déja chargè en mêmoire. Notons que certaines 
implémentations permettent que la variable X soit instancièe a une 
liste de noms de fichiers. 
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o · autre part, le predicat save(~) permet de sauver 1 · etat courant 
du programme en cours d·execution, c · est a dire en ce compris 
l ' interpréteur et ses piles, sur le fichier dont le nom est associe a 
X . 
Enfin, 1 · effet de tous ces predicats n· est jamais remis en 
question par un retour arrière. Par conséquent, les instanciations 
comme les modifications au programme et aux fichiers dont ils sont 
responsables ne sont pas défaites. 
2 . Le contrôle de 1 ' interprèteur. 
2.1. Le "slash" ou "eut". 
"Slash", noté"/" ou"!", est le prédicat évaluable le plus 
connu de Prelog. Il s·utilise pour restreindre le nombre 
d ' alternatives permettant d'effacer un but d'où son surn011 de 
"eut" puisqu·il élague certaines branches "ou" de 1 · espace de 
recherche. [WINS, 1984). 
L' effacement du "eut" réussit toujours et possède une double 
consêqUence. o·abord, il rend déterministe la procêàure au sein 
de laquelle il est executè: si la clause qui le contient échoue 
ultèrieurement a cet effacement, aucune autre règle du paquet ne 
sera essayèe. En outre, il agit comme une barrière au sein de la 
règle dans laquelle il apparait fixant définitivement les choix 
poses pour l'effacement des buts qui lui sont antérieurs dans le 
corps de la clause. En cas de retour ·arrière au-dela du "eut", la 
clause échoue donc d ' office. 
Exemple. 









b I C - d. 
f. 
Lors de son appel, la première clause sera d'abord essayée. 
supposons que les buts "a" et "b" aient été prouves, le "eut" est 
alors execute. A partir de la, le système doit absolument prouver 
la conjonction "C d", en utilisant sa technique habituelle, 
pour assurer le succès de la procédure "p". En aucun cas, les 
choix de clauses ayant permis d ' effacer les litteraux "a" et "b" 
ne seront remis en question, et en aucun cas, les deux autres 
clauses du paquet ne seront envisagees. Ainsi, si la conjonction 
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"c · d" devait échouer, la procêdure "p" echouerait avec elle. 
Le predicat "eut" a une double utilité pratique 
Il peut indiquer au systeme qu·il a trouvé, dans cette 
situation particulière, une regle idéale ou encore la· seule 
règle possible pour résoudre un but particulier. 
cet usage permet d "amêliorer la rapidité de 1 · interpreteur 
en lui signalant qu · il est inutile de chercher des solutions 
alternatives soit qu · elles soient inoins bonnes ou 
superflues, soit qu · elles n· existent pas. 
Il permet en combinaison avec le prédicat "fail" dont le 
rôle est d·echouer systématiquement, d"indiquer au systeme 
que s·il est parvenu a un point donné de la démonstration 
d · un sous-but, il doit abandonner la resolution de la clause 
qui a engendre ce dernier sous-but. 
Exemple. 
Suivant le programme 
a:- bl · b2 • b3. 
a:- b4 • b5, 
b2 . cl / fail. 
b2 :- C3 • C4 
le"/ fail" apparaissant dans la première clause du paquet 
"b2" a pour but de forcer 1 · interprèteur a examiner la 
seconde définition de la procédure "a" lorsque "cl" peut 
être prouve. 
ce dernier usage est egalement a la base de 1·implèmentation 
de la negation sur les systèmes où celle-ci n·est pas fournie en 
tant que predicat évaluable. 
not(P) :- P / fail. 
not( P) •• 
Le prédicat "not" echoue si le but P réussit ou vice versa. Cette 
définition porte d·ailleurs le nom de négation par 1·echec. Elle 
se base sur 1·hypothèse du monde fermê signifiant que tout ce que 
le système ne peut prouver est d"office prèsumê faux. 
L· implementation concrète du "eut" revient a supprimer les 
blocs de travail correspondant aux appels precedents dans la 
clause en cours de resolution et a éliminer le point de choix 
eventuellement enregistre pour la clause dont le corps contient 
le "eut". 
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2 . 2 . Le prêdicat "geler". 
L· hypothêse du monde ferme pose par ailleurs souvent 
problème en Prolog. En effet, toute rêponse nêgative peut 
rêsulter soit d · un échec dans la démonstration, soit d · un manque 
d ·inforrnation ne permettant pas de mener celle-ci a son terme, 
auquel cas la réponse est plutôt "je ne sais pas" que "faux". 
Dans la pratique, cette situation peut se revêler gênante : 
1 · echec aurait souvent pu etre èvitè si la décision avait êtè 
reportée, c · est a dire si l ' instanciation de 1· une ou 1 · autre 
variable avait ète attendue pour appliquer une certaine 
procêdure. 
Le problème se resoud en Prolog par une programmation lourde 
et gènèralement au prix de la clartê du programme. c · est la 
raison pour laquelle le Prolog II de Marseille fournit le 
prêdicat "geler" . 
t · appel "geler<:Y, !)", où V sera une variable et T un but a 
résoudre s · efface toujours avec succès, mais deux cas se 
présentent : 
si v est libre, l ' effacement de T est retardé jusqu·a 
l'instanciation de v. Dans la pratique, 1·interprèteur 
rêsoud le sous-but suivant, avant de reessayer a nouveau le 
but "geler (V, T)". 
si V est deja instanciêe, le but Test efface normalement. 
Il reste êvidemment du ressort du progranoeur d · assurer 
l ' instanciation de la variable gelee a un 1D01Dent ou a un autre. 
2 . 3. Quelques autres prédicats de contrôle . 
Nous reprendrons dans cette section une série de prédicats 
gènêralement utiles pour contrôler le déroulement d · un programme 
tels comparaison des deux structures, test d·etat des variables, 
test de types a · arguments. Leur i.mplementation est tres aisée et 
se resume la plupart du temps a un simple test sur le contenu des 
piles de travail de l ' interprêteur. 
assure que les termes Tl et T2 possèdent une 
structure differente. Dans le cas contraire, le 
predicat échoue, provoquant un retour arrière qui 
devrait en principe deboucher sur une IIIOdification 
des instanciations de ces deux termes. "Dif" 
permet souvent d · eviter 1·emploi du "eut" et donc 
de permettre la lecture déclarative du progranne. 
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bound(!) s · etface si la variable X est instancièe, echoue dans 
le cas contraire. 
est le pendant de "bound". Il 




réussit que si la 
est instanciée, il 
integer(!) : reussit si la valeur ultime lièe a la variable X est 
un entier; èChoue dans tout autre cas. 
tuple(!) 
atom(!) 
réussit s~ la valeur ulti.Rle liée a la variable X est un 
réel; échoue sinon . 
réussit si la valeur ultime liée a la variable X est 
un te.ane compose; èchoue autrement. 
réussit si la valeur ultime liée a la variable X est 
une constante de type atomique; echoue sinon. 
3 . Les opêrations arithmétiques. 
Toutes les operations arithmetiques sont realisèes par le biais 
de la règle prédéfinie val(! !) dont le but est a · evaluer des 
expressions notées sous forme fonctionnelle : 
expression_arithmêtique := entier ou operateur(argument, argument). 
argument := expression_arithmêtique. 
Les operateurs qui peuvent etre utilisés pour construire 
1 · expression arithmétique sont les quatre operateurs classiques, plus 
(+),moins(-), fois(*) et divise par(/) ainsi que les operateurs de 
division modulaire (div et JDOd). Les operateurs de c0111paraison (s, 
<>, <, >, =<et>=) sont également disponibles. La valeur "vrai" 
correspond alors a 1· entier let "faux" a o. 
Le succès du prédicat est subordonne a 1·instanciation prealable 
de Y a une structure qui puisse s·interpreter sous for-.e a·une 
expression arithmétique, ceci pour un simple raison a · efficacité: le 
processeur est alors reserve au calcul arithmétique pur, ceci aux 
depens du calcul inferentiel. cette structure est en effet evaluée 
pour donner un entier appelé résultat. En Prolog, le calcul 
arithmétique se limite generalement aux entiers. Remarquons toutefois 
que le Prelog II_V2 de Marseille étend ce calcul aux reels. 
L"évaluation est classique les arguments sont evalUès 
récursivement et doivent eux-memes donner des entiers, ensuite 
1 · operateur leur est applique pour fournir le résultat. Toute erreur 
au cours de 1·évaluation est sanctionnée par un échec du prédicat 
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"val". 
Enfin dans un troisieme temps, le resultat est unifiê a X; la 
primitive "val" réussit ou échoue des lors en fonction du verdict de 
cette unification. 
4 . La gestion du code source. 
Nous dèsignons principalement sous le vocable de primitives de 
gestion du code source les deux prèdicats êvaluables permettant 
1 •ajout et le retrait de clauses dans un progranne . 
assert(! , !) 
retract(!) 
ajoute la clause instanciêe a la variable X dans le 
paquet concern~ a une position prêcisêe par un entier 
associe a Y. Si la structure associée a X n·est pas 
une clause, le predicat èchoue . Si Y est laissee libre 
lors d · un appel, la clause est en general placee a la 
fin du paquet et la varïable instanciêe a son nwnêro 
d · ordre. 
permet de supprimer la première clause du progranne 
s·unifiant a une clause constituant 1 · instanciation de X. 
Si la structure associée a X n · est pas une clause ou si 
aucune clause du programme n·y correspond, le predicat 
êchoue. 
Il est très important de noter qu·en cas de retour arrière sur un 
appel de "assert" ou de "retract", 1 · effet antérieur n· est pas 
supprimé. 
Exemple. 
E"n conséquence, .tout un paquet pourrait se voir èlilRinê par le 
simple jeu des retours arrière. Dans le cas du progranae suivant : 




p(X) . t(V). 
le but : 
:- retract( p(X) :- A. ) - fail. 
où " p(X) :- A. " est une clause dont le corps inconnu est symbolise 
par une variable, aura pour effet d · effacer toutes les clauses du 
programme tout en signifiant un êchec a 1·utilisateur. 
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Dans toutes les versions de Prolog, il existe d · autres primitives 
de gestion du programme. Nous ne les reprendrons pas ici car elles 
sont très spécifiques et dêpendent fortement de 1 · organisation du code 
source de chaqué implêmentation . 
Enfin, en guise de conclusion a ce chapitre, nous rappelerons que 
la liste ci-dessus est loin a · etre exhaustive; elle se limite aux 
principales primitives offertes par chaque système Prolog. Pour etre 
tout a fait complet, nous signalerons 1 · existence de prèdicats 
permettant des opérations sur des chaines de caractères, la 
manipulation de structures complexes telles les listes ou encore la 
gestion du temps (Cfr. Prolog II-V2 de Marseille. [GIAN et alt., 
1985] ) . 
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Chapitre 7: Voies d "améliorations de 1· interpréteur. 
Le grief principal fait a la programmation en logique reste 
encore actuellement 1 · etficacité de ses interpréteurs : il sont tres 
lents comparativement a d · autres langages. c · est pourquoi de 
nombreuses recherches ont été effectuées dans un but d "amêlioration. 
ce chapitre tente de réswner ces travaux. 
Nous débuterons par un recensement des trop rares outils fournis 
par 1 · environnement de programmation. 
L"amêlioration la plus tangible est certainement le système de 
David Warren, conçu a 1 · origine pour les processeurs DEC-10 de Digital 
et aujourd"hui adapte a d·autres machines, offrant outre la 
possihilite de compiler les clauses d · un programme un système 
d ' indexation permettant d·ècarter systèmatiquement les clauses 
inutiles dans certains cas particuliers. 
Dans un troisième temps, nous nous attarderons sur le point focal 
de la recherche actuelle 1·introduction du parallèlisme. Nous 
ètudierons plus particulièrement le Concurrent Prolog de Shapiro qui 
présente le double avantage de constituer un systeme concret et d·etre 
le langage de base du projet japonais d · ordinateurs de cinquième 
generation. 
Enfin pour conclure ce dernier chapitre, nous examinerons 1·etat 
de la recherche dans le cadre de la mise au point d · un retour arrière 
intelligent. 
1. Necessitè g·un bon environnement de programmation. 
La plupart des difficultés rencontrees par les utilisateurs du 
langage Prolog tiennent moins aux performances de 1·interpreteur qu·a 
la carence en un bon environnement de programmation. Nous regrouperons 
sous ce vocable tous les outils d ' aide au developpement de programmes 
tels èditeurs de clauses et systèmes de mise au point, car quoique 
prétendent les inconditionnels de la programmation en logique, les 
erreurs existent toujours en Prolog. 
Prelog devrait aussi permettre 1·accês de 1·utilisateur au 
système d'exploitation residant, ainsi qu·une communication avec 
d·autres logiciels de la machine hôte. La resolution de ces problèmes 
sera sans doute facilitee par 1·apparition de machines dont le langage 
de base sera Prolog lui-même. 
Pour notre part, nous nous bornerons a ênumêrer les solutions 
actuelles, renvoyant le lecteur interesse aux travaux de Marc Tizzano, 
[TIZZ, a p.], sur le developpement d·environnements de programmation 
pour le langage Prelog. 
Techniques d ' implêmentation du langage Prelog . 7.2 
l . l . L' édition des programmes. 
Les éditeurs incorporés, souvent écrits eux-memes en Prelog, 
sont gênèralement très limités et peu pratiques d · usage. Leurs 
pr i nc i pales fonctions se rêsument a gèrer un pointeur de clause 
courante, a éditer, supprimer la règle courante ou encore a 
insêrer une nouvelle règle dans le programme. 
cependant, Prelog permet également 1 · accès a des éditeurs 
extérieurs . L'utilisateur dispose alors d · outils familiers et 
généralement très sophistiqués . 
1 . 2. La mise au point des programmes. 
Deux types de traces sont possibles en Prelog. La première 
est assez sommaire : elle imprime tous les effacements de buts 
qui ont réussi. Bêlas, son principal défaut est d · etre tellement 
volumineuse qu·elle en devient rapidemment inutilisable. 
Toutefois, elle permet a 1·utilisateur de suivre le deroulement 
de son programme au pas a pas. 
un second moyen consiste a faire imprimer la valeur des 
arguments a · un appel avant son effacement. Prelog permet son 
implémentation d ·-une manière relativement rapide. Il suffit en. 
effet d ' une règle dont la fonction est d ' ajouter en tête d ' une 
procédure une clause assurant l'impression de 1 · appel. 
trace(U) assert(l, u outterm(U) 
· outcar(CR/LF) 
· fail. ). 
Pour le reste, il y a les techniques classiques de 
l ' informatique_ c · est a dire relire et tester le programme 
partie par partie 1 ce qui est relativement facilite par la 
modularité des procédures Prolog, ainsi que l ' impression de 
valeurs particulières au cours de la resolution. 
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~ - Le DEC-10 Prelog de David Warren. 
L· implémentation que propose David Warren pour les processeurs 
DEC-10 de Digital, [WARR, 1977) est assez remarquable car elle se 
distingue des systemes anterieurs par deux innovations : 
la possibilité de compiler les clauses Prelog en instructions 
assembleur, ce qui accroit considérablement la vitesse 
d · exécution des programmes. 
un mode particulier d "indexation des clauses au sein des 
procedures permettant d·eviter les essais voues a coup sar a 
1 · échec . 
2.1. La compilation des clauses. 
La compilation des clauses est certainement l"innovation la 
plus importante dans l'implêmentation de David Warren. La methode 
se base sur le fait qu·une exêcution se resume essentiellement a 
une sequence d ' unifications visant, comme nous le savons, a 
mettre en correspondance deux termes a savoir un sous-but a 
effacer et la tête d · une clause du programme, ceci par le biais 
d "instanciations des variables y apparaissant. 
Le principe de la compilation revient a remplacer la 
memorisation littêrale de chaque clause d·un paquet par une 
séquence d·instructions réalisant en premier lieu 1 · unification 
de la tete de celle-ci et ensuite 1·appel de chaque litteral du 
corps. 
La caractéristique principale de ce procède est que la 
procédure a·unification est remplacee le plus souvent par une 
série de simples instructions d · affectation. son origine rèside 
dans les quelques observations suivantes : 
l. Dans toute tête de clause, la première occurrence de chaque 
variable, toujours libre au moment oo dèbute son 
exemplarisation, peut directement être instancièe par le 
terme correspondant dans le sous-but a effacer. 
2. En outre, et comme c · est souvent le cas, si cette variable 
n·a qu·une seule occurrence dans la tête de la clause, il 
n·est pas nêcessaire de lui associer une location IDèmoire 
afin d · y placer sa valeur si elle est de· type passe-partout. 
Aucune opération ne doit donc etre effectuée : le gain est 
relativement considérable. Notons cependant que les 
variables temporaires ne seront JDèmorisêes que jusqu·a 
achèvement des instructions d·unification. L'espace qui leur 
est reservé sera alors directement recuperê. 
3 . La generation du code pour les occurrences ultérieures de 
variables est un peu plus complexe et impliquera 1·appel 
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a · une sous-routine a · unification . Il en va de Jneme pour les 
termes constants . 
4 . Le code produit par les termes composés doit distinguer deux 
cas indiscernables a priori : 
Le terme composé sera unifié a une variable libre du 
sous-but. Dans ce cas , une nouvelle molécule doit etre 
construite et assignée a cette variable . Cette dernière 
sera en outre chargée sur le "trail" ce qu i permettra 
de la libérer en cas de retour arrière . 
- Le terme composé doit etre unifiê a une structure 
différente a · une variable. ce cas comprendra un test 
comparant les symboles fonctionnels principaux des deux 
structures ainsi que leur aritê suivi des instructions 
produites par la compilation récursive de leurs 
arguments. 
5 . Enfin, le corps de la clause peut directement etre remplacé 
par une séquence d · appels de procêdures, chacune avec ses 
arguments respectifs . 
Il est essentiel 
compilation empêche 
"retract" et "assert". 
de noter que 
1·utilisation 
1·emploi de 1 · option de 
dynamique des prêdicats 
Exemple . 
Montrons sur 1 · exemple classique de concaténation de deux 
listes le type de résultat produit par la compilation. 
concatenate (nil, LA, LA) :- . 
concatenate (cons (X, LA), LB cons (X, LC)) . 
concatenate (LA, LB, LC). 
concatenate 
clausel 
initialiser un nouveau bloc local. 
utiliser la "Clausel". 
si succès alors succès de concatenate. 
utiliser la "clause2". 
si succès alors succès de concatenate. 
sinon échec de concatenate. 
déclarer LA temporaire. 
réserver une location pour LA . 
si pas d · unification entre "nil" et le premier 
argument de 1 · appel, 
alors retour avec èchec de clausel. 
sinon 
LA :s deuxième argument de 1 · appel. 
Si pas a · unification entre la valeur de LA 
et le troisième argument de 1 · appel, 
alors retour avec èchec de clausel. 
sinon 
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clause2 
reclamer 1· espace réserve a LA. 
retour avec succès de clause1 . 
dèclarer LB locale . 
rêserver une location pour LB . 
déclarer X, LA, LC globales. 
reserver une location pour X, LA, LC . 
reprèsenter "cons(X, LA)". 
représenter "cons(X, LC)". 
{ si le premier argument de 1 · appel est une 
variable libre 
alors 
construire une molecule représentant 
l "instanciation de "cons(X, LA)" . 
X :• "libre". 
LA :• "libre". 
lier la molecule au premier argument de 
1 · appel. 
placer cet argument sur le "trail" . 
sinon 
si pas d ' unification entre "cons(X, LA)" et 
le premier argument de 1·appel, 
alors retour avec echec de clause2.} 
LB :• deuxième argument de 1 · appel. 
{ si le troisième argument de 1 · appel est une 
variable libre 
alors 
construire une JDOlêcule representant 
l ' instanciation de "cons(X, LC)". 
X :• "libre". 
LC :• "libre". 
lier la molecule au troisième argument de 
1 · appel. 
placer cet argument sur le "trail" . 
sinon 
si pas d ' unification entre "cons(X, LC)" et 
le troisième argument de 1 · appel, 
alors retour avec echec de clause2.} 
appel ( concatenate(LA,LB,LC) ). 
si echec de 1· appel precedent, 
alors retour avec echec de clause2 . 
sinon retour avec succès de clause2. 
David Warren propose de réaliser ces instructions qui ne 
sont naturellement pas toujours très simples au moyen de macros 
parametrêes. 
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l ·l · Indexation des clauses . 
sauf usage explicite du "eut", le principe de base d · un 
système Prolog pour résoudre un appel est a · essayer en séquence 
toutes les clauses du paquet correspondant. Le plus souvent, 
c · est 1 · echec immédiat de 1· unification qui provoque le rejet 
a · une clause a 1· essai. Les performances d · une telle JDêthode se 
dégradent relativement vite pour les procédures CORlprenant un 
très grand nombre de clauses dont une faible proportion seulement 
s · applique a un appel particulier. 
c · est typiquement le 
arguments du prédicat de 
s · agit alors souvent de 
procédures. 
Exemple 
cas de clauses dont de nombreux 
tete ne sont pas des variables. Il 
tableaux de données plutôt que de 
Le prédicat "population" défini ci-dessous qui procure pour 
chaque pays sa population en millions d"habitants en est un 
exemple. 
population(Chine, 825) :-. 
population(Inde, 586) :-. 
population(Urss, 252) :-. 
population(Usa, 212) · -
population(Belgique, 10) :-. 
En pratique, l ' idéal serait que 1·accês a de telles clauses 
soit possible sur un index plus large que simplement le predicat 
de tete. La solution adoptee par David Warren est assez simple et 
consiste, dans la mesure du possible, a indexer les clauses par 
le prêdicat de tete et le symbole fonctionnel du premier argument 
de celui-ci. 
Les clauses d'une procêdure sont, lors de la compilation 
séparees grace a des instructions particulières en deux groupes : 
celles dont le premier argument du prêdicat de tete est une 
variable et les autres. Le premier groupe reçoit le nom de 
section generale et le second de section spêciale. Lorsqu·un 
appel utilise les clauses, celles-ci sont essayées une a une de 
la manière habituelle tant qu·elles font partie de la section 
generale. Au contraire, lorsque des clauses de la section 
spêciale doivent etre utilisees, si le premier argument de 
1 · appel permet d·exploiter le rangement indexé (ce qui n · est pas 
le cas si lui-meme est une variable libre), alors quelques 
instructions permettent d · essayer directement la première clause 
qui a quelques chances de reussite, a savoir celle dont la cle 
a · index correspond a celle fournie par 1·appel ou la prelliere 
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clause suivante appartenant a la section generale. 
Le double choix que represente le JDOde d . indexation, a 
savoir sur le premier argument du predicat et seulement celui-la 
n · est pas purement arbitraire : il resulte de 1 · absolue necessite 
a · etficacite de ce système . Le fait que ce soit le premier 
argument qui est choisi comme complément de cle est assez 
arbitraire mais s · explique par sa simplicite et sa facilite 
d · exploitation. o · autre part, si David Warren a décide de se 
limiter a un seul argument , c · est pour eviter la generation a·un 
trop-plein a · information d · indexation qui n · aurait pour resultat 
pratique que le ralentissement de 1· interpreteur. Le gain obtenu 
a · un cote se perdrait alors a · un autre. Cette décision ne 
constitue pas en soi une restriction pour le programmeur qui 
peut, si besoin est, aisement reecrire le programme pour 
bêneficier a plein des avantages de la technique a · indexation. 
[WARR, 1977]. 
Exemple 
















Celle-ci prendra la forme compilée : 
p : initialiser un nouveau bloc local. 
noter point d·entree section generale. 
utiliser la "clause!". 
si succès alors succes de p. 
utiliser la "clause2". 
si succès alors succes de p. 
sicle d · index utilisable, 
alors 
noter point d · entree section spéciale. 
calculer cle d "index sur 1·appel. 
sicle valide pour cette partie de 
section spéciale, 
alors 
utiliser la "clause [index]" . 
si succes alors succès de p . 
sinon 
brancher a label. 
sinon 
utiliser la "clause3 ... 
si succes alors succes de p. 
utiliser la .. clause4 ... 
si succès alors succès de p. 
utiliser la .. clauses ... 
• 
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label 
si succès alors succès de p . 
annuler instruction suivante. 
noter point d · entrèe section generale . 
utiliser la "clause6". 
si succès alors succès de p. 
sinon echec de p . 
où "clausei", i = 1 . . 6, correspondent aux adresses où ont ètè 
chargees les compilations de chacune des clauses de la procèdure. 
Dans le cas de 1· appel ": ""7 p(Z, T).", toutes les clauses 
seront essayèes si z est une variable libre tandis que dans le 
cas de 1 · appel ":- p(a, t)." les clauses quatre et cinq seront 
laissees de cote . De meme, pour 1·appel ":- p(f , X)" la si.xieme 
clause sera essayee immédiatement après la deuxième. 
3. Le parallélisme en Prelog. 
t · exploitation du parallêlisme est certainement un des points 
centraux de recherche actuelle en programmation logique. La raison en 
est double. D' abord, la baisse des coats du matériel laisse présager 
1· arrivee tres prochaine sur le marché d · architectures 
multiprocesseurs. o · autre part, un langage comme Prolog offre de 
nombreuses opportunités d "introduction du parallêlisme. 
3.1 . Possibilités de parallélisme en Prelog . 
Les deux principales ouvertures du parallélisme a · un langage 
de programmation logique proviennent de la double liberté de 
choix laissee par le procède de résolution lineaire sur les 
clauses de Horn. 
parallélisme "ET" 
pa.rallêlisme "OU" 
t · avancee peut adopter n·illlporte quel ordre 
pour tenter de prouver les différents 
littéraux d · une conjonction, a condition de 
les sélectionner tous. Leur preuve peut 
egalement se pratiquer en parallèle. 
De même, lorsque plusieurs clauses sont des 
candidates potentielles a 1·effacement d ' un 
but, il est tout a fait possible de les 
essayer toutes en parallèle et d · accepter la 
première solution ainsi obtenue. 
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Cette seconde possibilitè n · est pas sans consequences. En 
premier lieu, cela revient a implementer une recherche en largeur 
a · aoord en lieu et place de la recherche en profondeur d ' abord et 
de gauche a droite. Donc, 1 · ordre des clauses dans un prograiime 
perd son importance et puisque les clauses sont utilisées en 
parallèle, il n · y a plus aucun besoin 'd • implêrnenter le retour 
arrière. 
Les problèmes techniques concernant la synchronisation et la 
communication peuvent généralement se resoudre sans trop de 
difficultés. Nous verrons plus loin la solution adoptee par Ehud 
Shapiro pour son système. 
Une troisième possibilité de parallêlisme concerne la 
procédure d'unification. Classiquement, 1·unification des termes 
composes consiste en un double test d ' identite des symboles 
fonctionnels et de leur aritê Sllivi par quelques appels récursifs 
visant a unifier les arguments entre eux. Sur une architecture 
parallèle, tous ces appels peuvent etre menes simultanément, avec 
1 · avantage qu · un eventuel echec est souvent detectê beaucoup plus 
rapidemment. 
Beaucoup de problèmes rèsolus en Prolog se resument a une 
double phase de generation puis de test de solutions en 
coroutinage. Le parallêlisme permet d ' amêliorer 1·efficacitè du 
comportement de 1 · interpreteur pour de tels cas. En effet, tout 
test d·une solution peut s·accomplir pendant la production de la 
suivante. Dans d ' autres cas, la première partie d ' une solution 
peut etre vérifiée tandis la suite est construite. cette 
alternative permet d'éviter la construction integrale de 
solutions qui d · entree de jeu ne répondent pas a la question. 
Enfin, il est egalement possible de combiner 1·utilisation 
des clauses en chainage avant et arrière simultanement. La lllise 
en oeuvre de cette eventualitê est cependant très complexe. 
3.2 . Concurrent Prolog de Ehud Shapiro. 
Le concurrent Prolog de Shapiro, [SHAP, 1983), met en oeuvre 
les deux premières formes de parallélisme et resoud les 
problèmes de communication au moyen de variables partagêes par 
plusieurs buts, tandis que la synchronisation est assurêe en 
empêchant certains processus d ' unifier des variables partagêes a 
des termes constants ou composes. cette dernière propriète est 
prêcisêe par le programmeur en suffixant la variable par un point 
a · interrogation ("?"). Celles-ci porteront alors le nom de 
variables "read-only". 
L' implémentation de 1·annotation "?" consiste en un symbole 
fonctionnel d · arite un et en une extension a 1 · a1gorithJDe de John 
Robinson [ROBI, 1965) qui se dèfinit de la manière suivante : 
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soient {X? , T} les termes a unifier, 
variable, Si Test une 
alors X? et T s · unifient 
, T) ) • 
par le biais de la substitution 
{ < X? 
sinon si X n· est pas une variable, 
alors unifier rêcurssivement X et T. 
- sinon 1 · unification êchoue . 
Cette définition implique que le succes de 1 · unification 
dépend du temps. En effet , toute clause ayant êchouè peut etre 
rêessayee ultérieurement et peut-être rêussir alors. 
Concurrent Prelog prêsente une seconde particularite 
syntaxique par rapport au Prelog standard 1 · operateur "commit", 
note "I". Toute clause de Concurrent Prolog prend de la sorte la 
forme : 
C • Gl • G2 - • • • - Gm I Bl - B2 - • • • - Bn. 
avec n,m >= o. 
oa les "Gi" et les "Bj" (i '"'l .. m , j • l .. n) sont des littéraux. 
La conjonction des "Gi" (i • l . . m) se nomme la garde de la clause 
et celle des "Bi" (i-= l .. n) son corps. Lorsque la garde est 
absente, le "commit" est omis mais reste virtuellement present. 
La signification dêclarative du "commit" est simple il 
agit comme le connecteur ...... Procéduralement, une telle clause 
s ' interprète de la sorte : si un sous-but "A" s·unifie avec la 
tete "C" de la clause, le sous-but peut etre efface au moyen du 
corps de la clause si et seulement si la garde s · est au prêalable 
terminée avec succès. En outre, 1 · exêcution a · un "commit" êlim.ine 
toute alternative a la clause qui le contient. cette 
caractêristigue rejoint en partie 1·effet du "eut" dêerit au 
chapitre precedent. 
Dans la pratique, l'interpréteur de Concurrent Prolog s · axe 
autour de trois types de processus : le "and-dispatcher", le 
"or-dispatcher" et 1 · unifieur. 
L· exêcution debute avec une résolvante qui est passee au 
"and-dispatcher" et se poursuit ensuite de la sorte : 
Un "and-dispatcher" lorsqu·il reçoit une rêsolvante passe 
chaque sous-but de celle-ci a un "or-dispatcher" et attend 
que chacun de ceux-ci se termine et lui rapporte un succès . 
Lorsque tel est le cas, lui-même s · arrete avec succès. 
- un "or-dispatcher", lorsqu ' il reçoit un sous-but a effacer, 
i nvoque pour chaque clause du programme pouvant 
eventuellement convenir, un unifieur de cette clause et du 
littêral correspondant. Le "dispatcher" attend alors que 
1· un des unifieurs signale un succès et lorsque que ce 
succès arrive, il s · arrete en rapportant lui-meine un succès. 
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Chaque unifieur tente en premier lieu de mener a bien son 
unification. Pour ce faire, il l)êmorise les instanciations 
qu · il fait sur les variables non "read-only" dans un espace 
rêservê. Ceci assure la sêcuritê de chacun des unifieurs 
travaillant en parallèle sur un sous-but donnê. Lorsque 
cette unification se termine avec succès, 1 · unifieur invoque 
un "and-dispatcher" avec la conjonction que forme la garde 
de la clause. Enfin, lorsque ce "dispatcher" lui aura 
signale son succes, 1 · unifieur tentera d · assurer le 
"commit". Pour ce faire, 1· unifieur doit en premier lieu 
obtenir du "or-dispatcher" la permission de le faire. ceci 
fait, il tentera d ' unifier les copies des variables placees 
dans son espace rêservê avec celles correspondant a la 
situation rêelle. cette opération vise a empêcher la 
modification de variables qui auraient dêja êtê instanciees. 
En cas de rêussite de ce "commit", les frères de cet 
unifieur ne pourront en tenter un second, ce qui elim.ine 
ainsi les possibilitês alternatives. L·unifieur, quant a 
lui, dêclenche alors un "and-dispatcher" avec le corps de la 
clause. 
4 . Affinement du retour arriere. 
. 
Le retour arrière systematique implemente dans un système Prolog 
peut s · averer assez inefficace. En effet, après avoir constate un 
échec, le système remet simplement en cause le dernier choix qu·il a 
effectue. cependant, dans certains cas, cette solution ne permet pas 
a · eviter que le même echec ne se reproduise. 
Exemple. 
Considèrons 1·execution du programme suivant 





. q(Z) - r(T) - t(Z). 
Dans 1·exemple ci-dessus, dont la figure 7.1. résume les 
resolutions, il est evident que la remise en question de la résolution 
du sous-but "r(T}" ne supprimait pas la cause de l'échec rencontre 
lors de l'effacement de 1 · autre sous-but "t(Z)". une analyse un peu 
plus profonde permet de dêterminer directement que la reprise doit se 
faire au niveau de la resolution du premier sous-but. 
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•- q(Z) . r(T) • t(Z), 
Avec { ( a , z) } • 
J r( T) • t( a). 
Avec { (b , T) } . 
1 
t( a). . 
Echec a1·unification. 
Reprise pour la resolution 
J r( T) · t( a). 
1 
Avec { ( c , T) } . 
1 
·- t( a). . 
1 
· Echec a1·unification. 
Reprise pour la resolution 
1 q( z) . r(T) . t( z) • . 
Avec { ( b , Z ) } . 
1 
r( T) • t( b). 
Avec · { ( b , T) } • 
1 
•- t(b). 
•- La clause vide. 
de r(T). 
de q( Z ). 




















ce type de comportement peut aboutir a ralentir considérablement 
1·interpréteur. c·est la raison pour laquelle plusieurs chercheurs se 
sont penches sur ce problème. En fait, celui~i peut se resoudre de 
deux manières differentes : 
- Au moyen de techniques de retour arrière intelligent, fondées sur 
d'imposantes théories, elles-memes developpèes par deux ecoles a 
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savoir celle de Maurice Bruynooghe et de Luis Pereira , [BRUY et 
alt . , 1984], et celle conduite par Philip Cox, [COX, 1984]. 
Dans la pratique, leurs travaux sont équivalents. 
La seconde méthode est egalement proposêe par Philip cox , un peu 
desabuse par le résultat de ses recherches sur la precedente et 
consiste simplement a fournir au programmeur des outils 
construits au sein du système lui permettant de produire des 
rêgles de sélection entre choix alternatifs au sein du programme 
meme . La recherche dans ce domai ne est ouverte. 
La première méthode se base sur une analyse assez compliquee des 
unifications se déroulant lors de 1 · élaboration de 1 · arbre de preuve. 
Cette technique nécessite d · ailleurs une redéfinition de 1·a1goritrune 
d · unification. En effet, alors que 1 · a1gorithrne de Robinson, [ROBI, 
1965], rapporte 1 · echec de 1 · unification dès qu · une incompatibilité 
est détectée, le retour arrière sélectif se doit de conna1tre toutes 
les causes de cet échec, ceci afin de pouvoir déterminer a coup sar le 
choix de clause qui est a 1·origine de cet echec . 
Maurice Bruynooghe, [BRUY et alt., 1984], a tente de mettre en 
application sa théorie. Sa conclusion est double _: en premier lieu, 
la technique semble s · avèrer profitable dans la pratique; a·autre 
part, il lui est nécessaire de simplifier sa théorie gênèrale 
d · analyse car la mise en oeuvre de celle-ci dans son intègralitè 
engendrerait dans la grande majorité des interpréteurs plus de 
problèmes qu · elle n · en résoudrait . Cependant, la mêthode intégrale 
resterait avantageuse pour des interpréteurs très sophistiques comme 
par exemple ceux utilisant les techniques de parallèlisine. 
[COX, 1984] et [BRUY 
approfondi des travaux sur 





1984] présentent un résume 
Nous y renvoyons le lecteur 
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Conclusion. 
Nous avons donc passe en revue les grands principes de 
1 · implementation d · un interpreteur Prelog. A cet effet, nous avons 
consacre les deux premiers chapitres a quelques rappels thêoriques 
indispensables a la comprehension de la suite de 1 · ouvrage. Ensuite, 
nous avons aborde 1·etude des structures de donnêes de l " interpreteur, 
du mode de representation de la valeur d "une variable et des 
techniques de recupêration de 1·espace de travail inutile. Enfin, 
apres avoir passe en revue une série de prédicats évaluables dont il 
est interessant de doter tout système Prelog, nous nous sommes 
attardes a 1 · examen de quelques possibilites d "amêlioration d · un tel 
systeme . 
Au cours de cette etude, nous nous sommes efforces de suivre la 
progression historique du developpement des interpréteurs Prelog qui 
aboutit finalement a leur sophistication actuelle. Celle;;i nous 
semblait en effet decouler d · une suite logique de nécessites 
successives et nous sommes certains que le lecteur qui realisera son 
propre interpréteur la ressentira lui-meme. Notre propre réalisation -
succinte, nous le concedons volontiers - reprise a 1 · annexe deux en 
est un témoin. 
Le langage Prolog est certainement promis a un bel avenir. Nous 
n · atfirmerons pas qu · il eclipsera un jour ses concurrents, mais sa 
spêcificite en fait toutefois un outil bien agréable face a ces 
derniers. Assurement, bien des améliorations devront encore etre 
apportées a l "interpreteur avant de voir Prolog figurer dans la liste 
des plus repandus, mais qui oserait prejuger de 1 · avenir? 
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Annexe 1: Exemples de calcul d · un unificateur. 
Dans cette annexe sont repris quelques exemples dêtaillês de 
calcul de 1·unificateur le plus gênêral de deux termes. 
1. Premier exemple . 
Soient les termes : 
- tl -= f ( X , h( X) Y ) 
- t2 • f ( g( Z ) , W Z) 
Appliquons 1·a1gorithme de Robinson pour en calculer 1 · unificateur le 
plus gênêral. 
s - {} 
1 . 2. Etape ~. 
.!-1 · 
(tl)S et (t2)5 ne sont pas identiques; 





- E & f(X , h(X) Y) 
F 
-








g(Z) . , 
1.4. Etape!• 
E. est bien une variable 
Passer a 1 · etape s ; 
l.S. Etape ~. 
E- n · appara1t pas dans p· 
Passer a 1 · etape 6 ; 
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1. 6 . Etape ~. 
- ( t , X) • ( g( Z) , X) 
1. 7 . Etape ?_. 
- S • { ( g( Z) , X) } 
- Passer a l "êtape 2 
1.8 . Etape~ . 
- (tl)S et (t2)S ne sont pas identiques 
- Passer a l ' êtape 3 ; 
1.9. Etape 1· 
- k • l. . , 
- E • f( g( z) h( g( Z)) , Y) 
- F • f( g( z) w , Z) . , 
-
E' • h( g( Z)) 
-
p· a: w ; 
l. l.O . Etape ! , 
- p · est bien une variable; 
- Passer a l ' êtape 5; 
l.ll. Etape~. 
- p · n · appara1t pas dans E' 
- Passer a l "êtape 6 ; 
- ( t , X) • ( h( g( Z )) , W) ; 
1.13. Etape 1· 
- S • { ( g( Z) , X) ( h( g( Z)) , W) } ; 
- Passer a l ' êtape 2; 
1.14. Etape ~. 
- (tl)S et (t2)S ne sont pas identiques ; 
- Passer a l ' êtape 3 ; 
1.2 
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1.15. 
~1-
- k • l 
- E • f( g( z) h( g( Z)) Y) 







z . , 
1.16. Etape !• 
- E. est bien une variable; 
- Passer a 1 · êtape 5 ; 
l. l 7 . Etape ~ . 
- E. n· appara1t pas dans p · 
- Passer a 1 · êtape 6; 
1.18. Etape§_. 
(t , X)= (Z , Y) ; 
- S • { ( g( Z ) , X) ( h( g( Z ) ) , W) , ( Z , Y ) } ; 
- Passer a 1 · êtape 2 ; 
1.20. Etape ~. 
- (tl)S et (t2)S sont identiques; 
- Stop. Unification rêussie. 
~- Deuxième exemple. 
Soient les termes 
- t3 • f (a b) 
t4 • f (X X) 
ceux-ci ne sont naturellement pas unifiables comme en têmoigne 
1·a1gorithme de Robinson. 
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~ . _!. Etape l. 




- (t3)S et (t4)S ne sont pas identiques 













a . , 
p· 
-
X . , 
2 .4. Etape !• 
p· est bien une variable; 
Passer a l ' êtape s; 
~-~·Etape~. 
p · n·appara1t pas dans E" ; 
Passer a l ' êtape 6; 
2.6. Etape~ . 
(t , X)• (a , X) 
2.7. Etape 1· 
S a { (a , X) } ; 





(t3)S et (t4)S ne sont pas identiques 




1 . , 
E 
-
f( a b) 
F 
-
f( a a) 
E" • a 
p · 
-
a . , 
1.4 
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2 .10. Etape~ . 
- Ni E" ni p · ne sont des variables. 
- stop . Echec de 1 · unification. 
3. Troisième exemple. 
Enfin, les termes 
t5 == f ( X 
- t6 s f (a 
Y) 
g(Y)} 
mettront en êvidence 1 · utilitê du test a · occurrence. 
3.l. Etape !_. 
- s - {} ; 
3.2. Etape~. 
l•l• 
(t5}S et (t6}S ne sont pas identiques; 




l . , 
E 
-











a . , 
- E · ·est bien une variable ; 
Passer a 1·etape 5; 
- E. n·appara1t pas dans p · 
Passer a 1·etape 6; 
1.5 
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3 . 6. Etape~. 
(t , X)• (a , X) 
~.2_. Etape 2_. 
S • { (a, X) } ; 
- Passer a 1 · êtape 2 
1•!• Etape~. 
(t5)S et (t6)S ne sont pas identiques 
- Passer a 1 · etape 3 ; 






f(a Y) . , 
F • f(a g(Y)) 
E. 
-




1.10. Etape !, 
E. est bien une variable; 
Passer a 1·etape s; 
1-11. Etape ~-
E. apparait dans F. ; 
stop. Echec de 1·unification. 
1.6 
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Annexe 2: Implementation d · un interprêteur succint en Vlisp. 
cette annexe a pour but de montrer qu · il est relativement aise de 
concrétiser les grands principes decrits dans le present ouvrage . Nous 
proéêderons pour ce en trois temps. o · aoord, nous mettrons en oeuvre 
le procedê de rêsolution, ensuite, nous lui adjoindrons une 
implémentation de 1 · a1gorithme d · unification et enfin nous 
introduirons un systeme permettant d . êlaguer certaines branches de 
1 · arbre de recherche. Nous aboutirons ainsi a une maquette sans 
grandes pretentions mais ayant le rnerite a·etre opérationnelle a · un 
interpreteur Prolog. 
Nous utiliserons le langage Vlisp pour programmer les diffêrents 
algorithmes. 
1 . La resolution. 
1.1. Representation du code source. 
Dans ce premier temps, nous nous limiterons uniquement a des 
clauses de Horn -sans variables . Chacune d·elles sera representêe 
au moyen a · un liste dont le premier element sera le consequent et 
les autres formeront le corps. Ainsi les clauses 
d :- a - b • c. 
a ·-
s·êcriront 
(d ab c) 
(a) 
Le programme sera lui-même une liste, valeur a · une variable 
globale que nous identifierons par *BC*. t · adjonction d · une 
clause a celui-ci se fera par le biais de la fonction"+" dêfinie 
de la maniere suivante : 
(dmc+() 
( let (( lu ( read))) 
( ifn ( listp lu) 
)) ) 
(print · cune règle doit être une liste 1 )) 
(setq *BC* (cons lu *BC*)) 
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1 ·1 · Construction du moteur d · infèrences . 
La rèsolution sera dèclenchee par 1 · introduction au moyen de 
la fonction "-" d · une liste de buts qui s · interprètera comme un 
dementi. 
( dmc - ( ) 
{ let {{ lu ( read )) ) 
{ ifn ( listp lu) 
) )) 
(print · {un dèmenti doit etre une liste 1 )) 
(traiter (lu)) 
La fonction "traiter" est chargee a·effectuer la resolution 
(de traiter (listeJ:>uts) 
(if (resoudre liste-buts) 
(print · coui. OK.)) 
(print 0 (Non. Echec.)) 
)) 
La fonction "resoudre" s·assure que la clause vide est atteinte, 
et dans le cas contraire relance 1·avancee au moyen de la 
fonction "dêmontrer" qui contrôle le dèroulement de la preuve et 
les retours arrière. 
(de resoudre (rèsolvante) 
(if {null rêsolvante) 
t 
(dêmontrer rêsolvante *BC*) 
)) 
(de dêmontrer (listeJ:>uts liste_axiomes) 
(cond 
; toutes les clauses ont ete essayees sans succès . 
((null liste_axiomes) nil) 
; le consequent de la première clause correspond 
; au premier but a demontrer. 
((eq (car listeJ:>uts) (caar liste_axiomes)) 
{or 
)) 
; la première clause est appliquèe au premier sous-but. 
(resoudre (append (cdar liste_axiomes) (cdr listeJ:>uts))) 
; le choix n·etait pas bon: il y a reprise. 
(self listeJ:>uts (cdr liste_axiomes)) 
; la première clause du programme ne convenant pas, elle 
; est rejetee. Le reste du programme est essaye. 
(t (self listeJ:>uts (cdr liste_axi0111es))) 
)) 
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1 ·1· Une première critique . 
cette versio~ n· exploite pas la notion de procêdure que nous 
avons mise en évidence dès le premier chapitre . Une Jnanière très 
simple de corriger ce défaut consiste a placer chaque paquet sur 
la P-liste de 1 · ato~e reprêsentant le prèdicat, ceci sous un 
indicateur quelconque. La variable globale *BC* disparait par la 
meme occasion. Il suffit de redêfinir la fonction"+" : 
( dmc + ( ) 
( let (( lu ( read))) 
( ifn ( listp lu) 
(print ·cune règle doit etre une liste 1 )) 
(put (car lu) · règles 
(cons lu (get (car lu) · règles))) 
)) ) 
et d ' adapter les fonctions "rêsoudre" et "dêmontrer". 
(de résoudre (rêsolvante) 
(if (null résolvante) 
t 
(démontrer rêsolvante (get (car rêsolvante) ·règles))) 
)) 
(de démontrer (listeJ>uts liste_axiomes) 
(cond 
; toutes les clauses .ont êtê essayees sans succès. 
((null liste_axiomes) nil) 
; c · est la dernière clause a 1· essai 
((null (cdr liste_axiomes)) 
(résoudre (append (cdar liste_axiomes) (cdr listeJ>uts))) 
; il reste une clause donc création d ' un point de reprise. 
(t {or · (résoudre (append (cdar liste_axiomes) 
(cdr listeJ>uts))) 
(self listeJ>uts (cdr liste_axiomes)) 
)))) 
l· Le pri ncipe d'unification. 
Nous ne disposons pour 1·instant que d'un système sans 
ce qui, il faut bien en convenir n · est guere très puissant. 
section, nous nous proposons d'introduire celles-ci 
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I •l · Les structures de données . 
Nous garderons la représentation d ' une clause sous forme de 
liste. cependant, puisque les littéraux pourront contenir des 
variables il devient impossible de les stocker sous forme 
d ' atomes. Chaque littéral sera donc lui-même une liste dont le 
premi er èlèment sera le symbole fonctionnel et le réste les 
arguments . ceci nous impose de modifier très légèrement la 
fonction"+" . 
( dmc + ( ) 
(let ((lu (read))) 
( ifn ( listp lu) 
(print ' (Une règle doit être une liste 1 )) 
(put (caar lu) · règles 
(cons lu (get (caar lu) · règles))) 
)) ) 
Les termes simples seront reprèsentès sous forme atomique, 
les termes composés en syntaxe Vlisp, c · est a dire préfixée et . 
parenthesée. Les variables feront partie d ' un catalogue fixé au 
préalable par le biais de la fonction "setvar" et pourront être 
détectées au moyen du prèdicat "var?". 
(de setvar (lvar) 
(setq *lvar• lvar) 
(mapc lvar (lambda (x) (put x ' VAR t))) 
( de var? ( x) 
(and (litatom x) (get x ' VAR)) 
) 
Les substitutions seront reprèsentèes par des A-listes, 
associant a chaque variable le terme qui lui est affecté par 
1 · unification. Ce terme pourra éventuellement contenir des 
variables. Il s·agira donc d'une mise en pratique particulière du 
procède de partage de structure . Rappelons que la création des 
valeurs des variables est dès lors très simple, aais que leur 
consultation demande 1·e~loration complète des chaines de 
liaisons. Nous développerons dans ce but la fonction "appsub". 
( de appsub ( subst terme) 
(let ((terme terme) 
( cond 
; Le terme est une variable . 
( ( var? terme) 
(let ((aval? (assq terme subst))) 
(if aval? 
; La variable a elle-même une valeur. 
(appsub (subst (cdr aval?)) 
; La variable est libre. 
terme))) 
Techniques d · implêmentation du langage Prolog . 
; Le terme est une constante . 
((atom terme) terme) 
; Le terme est composé. 
2 . 5 
(t (cons (self (car terme)) (self (cdr terme)))) 
)) ) 
A chaque instant, la valeur d·un terme peut maintenant être 
dêterminee par 1 · intermediaire de la fonction "appsub" a laquelle 
seront communiques le squelette du terme et la substitution a y 
appliquer. 
2.2. La fonction d ' unification. 
Nous pouvons maintenant construire une fonction 
d · unification. Celle-ci recevra en entrêe deux termes a unifier 
ainsi que la pile d · environnements grace a laquelle leurs 
instanciations pourront etre reconstruites. Le resultat sera soit 
un message déclarant que les termes donnes ne sont . pas 
unifiables, soit une nouvelle pile a·environnement, extension de 
la precedente, dans laquelle les deux termes seront identiques si 
nous leur appliquons la fonction "appsub". 
(de unifier (el e2 env) 
(escape impossible 
; Point de sortie immêdiate pour un êehec. 
(concilier (appsub env el) 
( appsub env e2) 
env 
)) ) 
(de concilier (tl t2 env) 
(cond 
; Les deux termes sont deja egaux. 
; Aucune modification a la pile. 
((equal tl t2) env) 
; L·un des termes est une variable. 
; Test d·occurrence et ajout a la pile d·une substitution. 
((var? tl (ifn (occ tl t2) 
(cons (cons tl t2) env) 
( impossible 
(list ·non ·occur_check tl ·dans t2)))) 
((var? t2 (ifn (occ t2 tl) 
(cons (cons t2 tl) env) 
( impossible 
(list ·non ·occur_check t2 ·dans tl)))) 
; L·un des termes est une constante et 1· autre n· est pas une 
; variable. L·unification n·est pas possible. (Etape 4 de 
; 1 · a1gorithme de Robinson). 
(( or ( atom tl) ( atom t2 )) 
(impossible (list ·non tl ·et t2 ·non · unifiables))) 
; Les deux termes sont composes : divide ut regnes 1 
(t (let ((nenv (concilier (car tl) (car t2) env))) 
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)))) 
(concilier (appsub nenv (cdr tl)) 
(appsub nenv (cdr t2)) 
nenv) 
La fonction "occ" effectuera le test d · occurrence 
(de occ (v exp) 
(cond 
((null exp) nil) 
((or (var? exp) (atom exp)) (eq v exp)) 
(t (or (self (car exp)) (self (cdr exp)))) 
)) ) 
~ -1 · Le nouvel interpréteur. 
2 . 6 
Les seules fonctions a modifier sont "résoudre" et 
"dêmontrer". Cependant, nous introduirons une fonction renommant 
les variables apparaissant dans une clause avant son utilisation. 
Celle-ci est necessaire car nous n·avons pas implémente , pour des 
raisons de simplicite, le JDêcanisme des chronologies sur la pile 
d · environnement. La fonction "alpha" creera une nouvelle 
generation de variables, c · est a dire une nouvelle sêrie 
d . identificateurs tandis . que la fonction "alphaconv" les 
substituera aux anciennes. Le but est naturellement de limiter la 
portee de chaque variable a une seule clause . 
( de alpha ( exp) 
( mapc *lvar• 
( lambda ( itv•) 
(let ((newvar (gensym))) 
(put newvar ·w.R · t) 
( set •v• newvar ) 
)) ) 
( alphaconv exp ) ) 
(de alphaconv (exp) 
(cond 
( ( var? exp ) ( eval exp ) ) 
( ( atom exp) exp 
(t (cons (alphaconv (car exp)) (alphaconv (cdr exp)))) 
)) 
Nous pouvons des lors rêecrire les fonctions centrales du 
moteur d · inferences : 
(de resoudre (résolvante env) 
(if (null resolvante) 
; La reponse du systeme est 1·environnement cree . 
env 
; Avancer sur les buts en tenant compte de 1 · environ-
; nement cree jusqu· a1ors et avec une sortie 
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; immediate en cas d · èchec . 
( escape echec 
) )) 
(demontrer resolvante 
(alpha (get (caar resolvante) 
· reg les)) 
env) 
(de demontrer (liste...J:>uts liste_axiomes env) 
(if (null liste_axiomes) 
(echec (list ·no_;natch)) 
( let 
((uni (unifier (car liste...J:>uts) 
(caar liste_axiomes) env))) 
(cond 
; Echec de 1·unification. 
((eq (car uni) · non) 
2 . 7 
(demontrer liste...J:>uts (cdr liste_axiomes) env)) 
; L·unification a reussi. Pas de reprise possible. 
((null (cdr liste_axiomes)) 
(resoudre (append (cdar liste_axiomes) 
(cdr liste.J>uts)) 
uni)) 
; L· unification a reussi. Possibilite de reprise . 
(t 
(let ((essai (resoudre (append (cdar liste_axiomes) 
(cdr liste.J>uts)) 
uni))) 
)) )) ) 
(if (eq (car essai) ·no_ina.tch) 
; Retour arrière. 
(demontrer liste.J>uts (cdr liste_axiomes) 
env) 
; L·essai est transformé 1 
essai))) 
Et naturellement, nous adapterons la repense au problème 
lorsque la question sera dèmontree, nous fournirons cette fois a 
1·utilisateur la substitution qui 1 · etablit. 
(de traiter (liste...J:>uts) 
(let ((repense (resoudre liste-buts))) 
( if ( eq ( car réponse) · no__inatch ) 
(print .(Non. Echec.)) 
(ècrivar liste...J:>uts reponse)) 
)) 
(de ecrivar (texte env) 
(let ((lv (lisvar texte))) 
(if (null lv) 
(print · coui. o~ . )) 
(mapc lv 
( lambda (v) 
(print (list v · • (appsub env v)))) 
} )) } 
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(de lisvar (texte lv) 
(cond 
((var? texte) (if (member texte lv) lv (cons texte lv))) 
((atom texte) lv) 
(t (lisvar (car texte) (lisvar (cdr texte) lv))) 
)) 
Le système ainsi construit ne nous assure pas encore le 
non-déterminisme. En effet, celui-ci s · arrete obstinement a la 
première réponse satisfaisante. Nous pouvons remédier a cet 
inconvénient en perfectionnant la fonction démontrer. Il suffit 
de forcer le retour arrière après chaque réponse. 
(de démontrer (liste...J>uts liste_axiomes env) 
(if (null liste_axiomes) 
(échec (list · no_;natch)) 
( let 
((uni (unifier (car liste...J>uts) 
(caar liste_axiomes) env))) 
(cond 
((eq (car uni) · non) 
(démontrer liste...J>uts (cdr liste_axiomes) env)) 
((null (cdr liste_axiomes)) 




(let ((essai (rêsoudre (append (cdar liste_axiomes) 
(cdr liste...J>uts)) 
uni))) 
(if (eq (car essai) ·noJ1atch) 
; Retour arrière. 
(dêmontrer liste_buts (cdr liste_axiomes) 
env) 
; L'essai est transforme 
(and (êcrivar lu essai) 
(print ·ou ·encore) 
(démontrer liste...J>uts 
(cdr liste_axiomes) env))))) 
)))) 
3. Le prêdicat évaluable "eut". 
Dans cette dernière phase, nous allons donner a 1 · utilisateur la 
possibilite de disposer du prêdicat evaluable "eut" qui permet, comme 
nous le savons d ' élaguer des branches entières de 1·arbre de 
recherche. 
Les modifications a apporter a notre précèdent interpréteur se 
limiteront au fonction "démontrer" et "traiter" . 
Techniques a · implêmentation du langage Prolog. 2 . 9 
(de dêmontrer (listeJ>uts liste_axiomes env) 
( cond 
; Le prochain but est un "eut •r. 
((eq (car listeJ>uts ·;) 
(let ((essai (rêsoudre (cdr listeJ>uts) env))) 
(if (memq (car essai) ·cnoJDatch eut)) 
( slash ratê) 
essai))) 
((null liste_axiomes) (echec (list ·no.Jllatch))) 
( t ( let 
((uni (unifier (car listeJ>uts) (caar liste_axiomes) env))) 
(cond 
((eq (car uni) ·non) 
(dêmontrer listeJ>uts (cdr liste_axiomes) env)) 
((null (cdr liste_axiomes)) 
(rêsoudre (append (cdar liste_axiomes) (cdr listeJ>uts)) 
uni)) 
(t 
( let ( ( essai 
( escape slash 
(cond 
(resoudre (append . (cdar liste_axiomes) 
(cdr listeJ>uts)) 
uni)))) 
((memq (car essai) ·cnoJtatch eut)) 
(demontrer listeJ>uts (cdr liste_axiomes) env)) 
((eq essai ·rate) (echec ·eut))) 
(t (and (ecrivar lu essai) 
(print ·ou ·encore) 
(demontrer listeJ>uts 
(cdr liste_axiomes) env)))) 
))})))) 
(de traiter (listeJ>uts) 
(let ((rêponse (resoudre liste-buts nil))) 
(if (memq (car reponse) ·cno_match eut)) 
(print ·cNon. Echec.)) 
(ecrivar listeJ>uts reponse)) 
)) 
