We consider a stationary moving average process with random coefficients, X t = ∞ k=0 C t,k Z t−k , generated by an array, {C t,k , t ∈ Z, k ≥ 0}, of random variables and a heavy-tailed sequence, {Z t , t ∈ Z}. We analyze the limit behavior using a point process analysis. As applications of our results we compare the limiting behavior of the moving average process with random coefficients with that of a standard MA(∞) process.
Introduction
Many data sets from telecommunications, finance, and economics exhibit heavy tails. A key question is how to fit models to such data. In the setting of a stationary time series with finite variance, autoregressive moving average (MA) processes are sufficient for data analysis, and we may use standard techniques to fit an appropriate one. If the variance is infinite and a data sequence, {X t , t ∈ Z}, is generated by the linear process the reader to [9, Chapter 7] as well as [12] and [14] for further discussion of nonlinear time series. Therefore, in the infinite-variance case, new limit theorems and statistical tests for detecting possible nonlinearities are required. To obtain limit theorems for the models mentioned above, we observe that each of them can be written as a moving average with random coefficients. To be more specific, assume that {Z t , t ∈ Z} is a sequence and that C = {C t,k , t ∈ Z, k ≥ 0} is an infinite array of random variables. Then 
For random variables, X t , defined by (1.4), our main goal is to obtain point process limits for
where δ is the Dirac measure and (a n ) an appropriate normalizing sequence. In order to do this we shall first prove that the tail of X t behaves as if we have considered the standard MA(∞) model (1.1) with coefficients c k = C t,k α := E[|C t,k | α ] 1/α . Hence, in the onedimensional case we generalize the result of [16] and, as a corollary, obtain the tail asymptotics for bilinear processes [8] or stochastic recurrences [11] . We also obtain the tail asymptotics for S n = n t=1 X t , for fixed n, generalizing a result of [11] . Note that in this case the tail asymptotics for S n does not agree with the MA(∞) process, unless α = 1.
Having established the tail asymptotics we may proceed with point process limits. For this it is reasonable to expect that we need stronger assumptions on the dependence structure. We assume that the array C is independent of {Z t , t ∈ Z}. We note that, for the stochastic recurrence model, Konstantinides and Mikosch [11] obtained the point process limit without such an independence assumption. Their approach uses the theory developed in [4] and [5] . However, in the general moving average model (1.4), the conditions of Theorem 2.2 of [5] are rather difficult to verify. By viewing the stochastic recurrence model as a particular case of the moving average process with random coefficients, we may apply well-known techniques for linear processes to provide a unified tool for several types of time series. The point process limit results allow us to point out some differences between the limiting behaviors of the MA(∞) model and the general moving average process (1.4). Also, we obtain a simple rule to check whether or not the stochastic recurrence model (1.3) is linear (i.e. has constant, deterministic Y t ).
The paper is organized as follows. In Section 2 we deal with the tail asymptotics of X t and S n . In particular, we apply our results to bilinear processes and stochastic recurrences with heavy-tailed noise. In Section 3 we obtain the point process limits. Those results are applied in Section 4 to the asymptotic behavior of various statistics.
Moving averages with random coefficients
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Tail asymptotics
In the sequel we write
Moreover, we shall denote by A a generic random variable of any stationary sequence {A t , t ∈ Z}.
We assume that the following conditions hold.
(A) The sequence {Z t , t ∈ Z} is i.i.d.
(B) Z t , t ∈ Z, are heavy tailed; i.e. P(|Z| > x) = x −α L(x), where α > 0, L is slowly varying at infinity, and, for p + q = 1, p, q ≥ 0, we have
Recall that this is equivalent to the vague convergence
and (a n ) is an increasing sequence such that P(|Z| > a n ) ∼ n −1 . Here 1 A (·) denotes the indicator function of the set (or event) A.
(C) For all fixed t ∈ Z, Z t is independent of {C t+k,k , k ≥ 0}. In particular, for fixed t ∈ Z and k ≥ 0, the random variables C t,k and Z t−k are independent.
(D) For each t, if α < 1 then there exists a δ, 0 < δ < α, such that α + δ < 1 and
If α > 1 then there exists a δ > 0 such that
Conditions (A)-(D) imply that the infinite series
∞ k=0 C t,k Z t−k converges almost surely and, hence, that {X t , t ∈ Z} is well defined; see, e.g. [16] . Clearly, from the above we also find that, for all t and k and some δ > 0,
Assume that t ∈ Z is fixed but arbitrary. The main result of this section is as follows.
Proposition 2.1. Assume that conditions (A)-(D) hold. Then
To prove Proposition 2.1 we begin with a series of lemmas. First, by a straightforward extension of [2] we find that
for two independent random variables, Z and Y , such that (B) holds for Z and
Proof. The lower bound follows from
and Lemma 2.1 of [8] . The upper bound may be obtained by the same calculation as in the proof of Lemma A3.26 of [9] , using (2.2) instead of independence.
Lemma 2.2. ([16].) Assume that Z is nonnegative and that
Then there exists an x 0 such that
Lemma 2.3. Assume that (A), (B), and (2.1) hold. Then, for all t and k
we may assume without loss of generality that the random variables are nonnegative. Let ε > 0 and choose k = l. We have
For the first two terms, respectively I 1 and I 2 , by (2.1) and Breiman's lemma we have
which converges to 0 as ε → ∞, since
Proof of Proposition 2.1. For all finite m ≥ 1, we have
Thus, the lower bound follows from Lemmas 2.1 and 2.3 and the standard argument; see, e.g. [13, pp. 228-230] .
To determine the upper bound we use an approach similar to that of [16] . We have
The first term, I 1 , gives the required asymptotics. By Breiman's lemma and (D), I 2 → 0 provided that we can interchange limits with summations. To see this, consider that
which bound is summable, by (D). It remains to show that I 3 = o(1). We may assume that the random variables are nonnegative. First, note that
Using Lemma 2.2, for α ∈ (0, 1) we have
R. KULIK and, hence, I 3 = o(1) follows by dividing the latter expression by P(Z > x) and applying condition (D). Similarly, by using Minkowski's inequality, for α ≥ 1 we have
and condition (D) can again be used to show that I 3 = o(1). This concludes the proof.
To simplify our notation we shall assume, in the remaining part of this section, that all random variables are nonnegative. Thus, in (B), p = 1.
Let S n = n t=1 X t and note that it may be written as
By using the same argument as in Proposition 2.1, we obtain the following result.
Proposition 2.2. Assume that conditions (A)-(D) hold. Then
Now we apply Propositions 2.1 and 2.2 to some special models.
Example 2.1. The result of Proposition 2.1 means that, in the case of heavy-tailed variables Z t and appropriately chosen C t,k , the tail asymptotics of X is the same as it would be if the C t,k were replaced with their α-norms, c k : Moreover, by replacing the C t,k in (2.3) with the corresponding E[C α k ] 1/α , we obtain
that is, the tail asymptotics for the MA(∞) model. Note that (2.4) does not coincide with (2.3) unless α = 1. Hence, in general, the tail of the partial sum in the random coefficient model is not the same as that in the MA(∞) process. Moreover, if α > 1 then, by Minkowski's inequality, E[(
, and the tail of S n in the random coefficient model is asymptotically dominated by the one in the MA(∞) model. 
(we use the convention that −1 i=0 ≡ 1). Therefore, this is the special case of (1.4) with
Assume that (B) holds for Z and that E[Y α ] < 1 and E[Y α+δ ] < ∞ for some δ > 0. Then the above series exists and is well defined; see, e.g. [1] . Moreover, there exists some η, 0 < η < δ, such that E[Y α+η ] < 1; hence, condition (D) is easily verified to hold. Condition (C) is also fulfilled. Therefore, we obtain the following corollary.
Corollary 2.1. ([11].) Assume that (B) holds and that
Moreover, since C j = Y j −1 C j −1 , the first term on the right-hand side of (2.3) is
and the second term is
we obtain the result of Proposition 3.2 of [11] .
Example 2.3. Assume {Z t , t ∈ Z} to be an i.i.d. sequence. The tail asymptotics of the bilinear process may be obtained using our framework. Assuming that (B) holds, that Z 2 is regularly varying with index α/2, and that c is chosen in such a way that c α/2 E[Z α/2 ] < 1, the unique stationary solution is given by (1.4) . Clearly, condition (C) is satisfied, and we hence obtain the following corollary.
Corollary 2.2. ([8].) Assume that (B) holds and that
. 252 R. KULIK
Point process limit
Let E be a locally compact Hausdorff topological space and let M p (E) be a space of Radon point measures on E. The space M p (E) is equipped with vague metric d(·, ·). We say that a sequence of measures, µ n ∈ M p (E), converges vaguely to µ ∈ M p (E) if E f dµ n → E f dµ for all positive continuous functions on E with compact support. The space of all nonnegative continuous functions on E with compact support will be denoted by C +
K (E).
Throughout this section we shall assume that, in addition to (A), (B), and (D), the following conditions hold.
(C ) The array {C t,k , t ∈ Z, k ≥ 0} is independent of {Z t , t ∈ Z}.
(E) For each fixed m, the sequence { (C t,0 , . . . , C t,m ) , t ∈ Z} is strongly mixing.
Assume that the R ∞ -valued random elements C t = {C t,k , k ≥ 0} form the stationary sequence {C t , t ≥ 1}. By (C ), the sequence {X t , t ≥ 1} is stationary. Also, suppose that the R ∞ -valued random elements V t = (V t,0 , V t,1 , . . .), t ∈ Z, are i.i.d. with the same distribution as C 0 .
A Poisson process on E with mean measure ν will be denoted by PRM(ν). It is known that, for the linear process (1.1), 
4). Assume that (A), (B), (C ), (D), and (E) hold. Then
n t=1 δ a −1 n X t w − → ∞ t=1 ∞ k=0 δ j t V t,k in M p ([−∞, ∞] \ {0}).
Theorem 3.2. Under the assumptions of Theorem 3.1 we have
For k = 0, . . . , m, let e k be the kth standard unit vector in R m+1 , i.e. the vector whose kth component is 1, the rest being 0. n,t have the following properties.
• The sequence {A (k) n,t , t ≥ 1} is stationary and strongly mixing, by (E).
• If F m is a distribution of (C t,0 , . . . , C t,m ) , then
by (B) and (C ).
• For all g ∈ C Hence, (3.1) follows by Theorem 2.1 of [7] . Now let 
Self-normalized partial sums
To establish results for partial sums we use normalization constants a n that depend on the tail of Z and, thus, on α. In practice α is very often unknown. Therefore, we consider the limit for self-normalized partial sums (cf. [3] ). By considering two almost-surely continuous mappings acting on the same point process we can treat them as one almost-surely continuous mapping. Therefore, for α ∈ (0, 1), 
