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A colloidal particle placed in an inhomogeneous solution of smaller non-adsorbing polymers will
move towards regions of lower polymer concentration, in order to reduce the free energy of the
interface between the surface of the particle and the solution. This phenomenon is known as diffu-
siophoresis. Treating the polymer as penetrable hard spheres, as in the Asakura-Oosawa model, a
simple analytic expression for the diffusiophoretic drift velocity can be obtained. In the context of
drying films we show that diffusiophoresis by this mechanism can lead to stratification under easily
accessible experimental conditions. By stratification we mean spontaneous formation of a layer of
polymer on top of a layer of the colloid. Transposed to the case of binary colloidal mixtures, this
offers an explanation for the stratification observed recently in these systems [A. Fortini et al., Phys.
Rev. Lett. 116, 118301 (2016)]. Our results emphasise the importance of treating solvent dynamics
explicitly in these problems, and caution against the neglect of hydrodynamic interactions or the
use of implicit solvent models in which the absence of solvent backflow results in an unbalanced
osmotic force which gives rise to large but unphysical effects.
I. INTRODUCTION
Many coatings, from paints to cosmetics, form by the
drying of a thin, initially liquid, film. The liquid film
contains a dispersion of colloidal particles and other non-
volatile species that are left behind after the liquid evap-
orates, and these form a solid film [1, 2]. Due to the
importance of coatings made from drying colloidal sus-
pensions, there is an extensive literature on this process
[3–15]. As the solvent (usually water) evaporates, the
liquid/air interface descends at some speed vev, pushing
the non-volatile species such as colloidal particles and
polymer molecules, ahead of it (Fig. 1).
Drying is a non-equilibrium process, and it creates con-
centration gradients. The concentration of colloid and
polymer particles is high in an accumulation zone just be-
low the descending interface, and lower near the bottom
of the film. When there are concentration gradients in a
mixture, there will be diffusiophoresis. Diffusiophoresis
is the motion of one species in response to a gradient in
the concentration of another. In this work, we focus on
the motion of colloidal particles in response to a gradi-
ent in the concentration of smaller polymer molecules.
We find that this diffusiophoretic motion can be strong
enough to exclude the colloidal particles from a top layer
of the drying film, i. e. it can drive stratification into a
layer of small polymer molecules on top of a layer of the
larger colloid particles.
This stratification mechanism was first discovered in
computer simulations by Fortini et al. [16], who con-
firmed it with experiments. Experimental work on this
mechanism of stratification, and earlier work with evi-
dence for stratification, has recently been reviewed by
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Schulz and Keddie [17]; Makepeace et al. [18] also dis-
cuss the literature on this topic.
Here we argue that diffusiophoresis provides a po-
tential explanation for how stratification occurs sponta-
neously during drying. There are a number of recent
computer simulation and modelling studies of diffusio-
phoresis in drying films [16, 18–22]. However, to our
knowledge nearly all of the these used an implicit sol-
vent, i. e. modelled or simulated the particles as diffusing
in a uniform continuum of some viscosity η, neglecting
hydrodynamic interactions (a notable exception is Cheng
and Grest [23] who use molecular dynamics with an ex-
plicit solvent). In models with an implicit solvent that is
set to be uniform, only gradients in the chemical poten-
tials of the colloidal particles, and hence in the osmotic
pressure, are possible. It is the gradient in the chemical
potential of the small colloidal species, or equivalently in
the osmotic pressure, that drives stratification in these
models [16, 19, 20]. Here we consider the solvent explic-
FIG. 1. A schematic of a drying liquid (cyan) film containing
colloidal particles (dark blue) and smaller polymer molecules
(orange). The evaporation speed is vev.
2FIG. 2. A schematic of a large particle (blue) immersed in
a solution of AO-model polymer (orange) of radius R, in a
solvent of smaller molecules (green). The particle excludes
the polymer from layer of width R (indicated by a dotted
line). Along the horizontal direction, there are gradients of
both the polymer contribution to the pressure (Π), and the
solvent contribution (ps).
itly and find that in an evaporating film the solvent back-
flow leads to a counter-gradient in the solvent pressure,
that we expect to balance the gradient in the osmotic
pressure. Neglecting backflow, as has been done for sim-
plicity in much of the current work, therefore appears to
be an unjustified approximation.
The current resurgence of interest in diffusiophoresis
has largely focused on particles driven by electrolyte gra-
dients, where there are significant effects additionally
arising from diffuse liquid junction potentials [24–36].
However, diffusiophoresis also occurs in gradients of un-
charged solutes [37–42], and we will apply expressions
from this literature to polymer solutions. Our model for
a polymer is the Asakura-Oosawa (AO) model [43–45],
where the polymer itself is ideal (no polymer-polymer
interactions) but is excluded from a layer of solvent of
thickness R around each colloidal particle. The radius
R is comparable to the radius of gyration of the poly-
mer. This is a very simple model, and we believe that
this paper can also serve as a pedagogical introduction to
diffusiophoresis, identifying the molecular origins of the
phenomena and highlighting the importance of solvent
backflow [39, 41, 46–48].
The remainder of this paper is divided into four sec-
tions. In the first section we obtain an expression for the
diffusiophoretic drift velocity of a large colloidal particle
in a solution of much smaller AO-model polymers. Then
we compare our approach in which solvent flow is taken
into account, with earlier work with an implicit solvent,
where solvent flow was neglected. We then study diffu-
siophoresis in a drying film containing colloidal particles
and smaller polymer molecules. Our final section is a
conclusion.
FIG. 3. A schematic of a flat wall (blue) in contact with
AO-model polymer (orange) in a solvent of smaller molecules
(green). The wall excludes the polymer from layer of width
R, the top of this layer is indicated by a dotted line. There
are gradients of both the polymer and solvent concentrations,
parallel to the wall along the x axis. The flat wall is as-
sumed stationary, and then the fluid flows to the left. γ is the
wall/solution surface free energy.
II. DIFFUSIOPHORESIS IN THE
ASAKURA-OOSAWA MODEL
We are interested in determining the diffusiophoretic
drift velocity U of a colloidal particle in a solution of
much smaller polymer. There is a gradient ∇ρp in the
concentration of the polymer. This is illustrated in Fig. 2.
A. Slip velocity at flat hard wall
As we are in the Rc  R limit, the curvature of the
surface of the colloid can be neglected, and we can thus
start by considering the relative, or slip, velocity vs be-
tween a hard wall (surface of large colloid) and the poly-
mer solution. To calculate this we consider the geometry
shown in Fig. 3, where the wall and gradient are along
the x axis. For diffusiophoresis of a solid particle, the
stresses and hence the velocity gradients are localised to
the interfacial region [39]. Here this is a region of width
R. The standard theory of diffusiophoresis [37, 39] yields
the following expression for the wall slip velocity
vs = −kBT
η
[∫ ∞
0
z (e−βϕ(z) − 1) dz
]
∇xρp , (1)
where η is the viscosity (assumed equal to the bulk viscos-
ity), ϕ(z) is the potential between the solute molecules
and the wall, and β = 1/kBT . This result applies to
an ideal solute whose concentration gradient in the fluid
is ∇xρp, and was first identified by Derjaguin and co-
workers in 1947 [46].
For the AO model, the wall potential is just
ϕ(z) =
{ ∞ z < R ,
0 z > R .
(2)
3With this potential, the integral in square brackets in
Eq. (1) is just minus the first moment of the width of the
exclusion region, i. e. 12R
2. Then the slip velocity
vs =
R2kBT
2η
∇xρp (3)
(this basic result can be found in Anderson’s review [39]).
Note that the slip velocity results in flow away from low
concentrations of the polymer and towards higher con-
centrations. This can be understood as a wall-bounded
Maragoni-like flow away from where the surface tension
is low, and towards where it is high [47]. This motion
reduces the total wall/solution surface free energy, as the
region of low AO-model polymer concentration expands.
We show in Appendix A, that the AO-model polymer
contributes ρpkBTR to the surface tension, and so the
surface tension is highest where the concentration of AO-
model polymer is highest, driving flow of the solution to
these high polymer concentration regions.
Eq. (1) rests on the fact that in a mixture relaxing by
diffusion, the hydrostatic pressure p is uniform, so that a
gradient in the osmotic pressure Π is balanced by a coun-
tergradient in the solvent contribution to the pressure.
The hydrostatic pressure is uniform because it is a ‘fast’
variable which relaxes via solvent flow, and so gradients
in p are quickly eliminated. (We also assume other gra-
dients, for example, in the temperature are negligible.)
But the osmotic pressure (and hence counterbalancing
solvent contribution to the pressure) only relax via diffu-
sive motion of the polymer, which is much slower. This
consideration will be crucial in considering implicit ver-
sus explicit solvent models. Details of the gradients in
the interfacial region are in Appendix B.
B. Diffusiophoretic drift of large colloidal particle
For a particle of size Rc  R, curvature of the interface
is negligible. Then, the diffusiophoretic drift velocity of
such a particle in a stationary fluid is U = −vs, where
vs is the above slip velocity at particle’s surface. This
apparently trivial result hides a great deal of subtlety
in terms of the underlying low Reynolds number flow
problem [37, 39, 49]. Thus one has
U = Γ∇ lnφp , Γ = −φpkBT
2ηR
∼ −φpDp . (4)
where we have introduced a diffusiophoretic drift coeffi-
cient Γ. We also define φp ≡ ρpR3 as the dimensionless
polymer concentration (i. e. packing fraction). The final
order-of-magnitude scaling estimate rests on the Stokes-
Einstein expression for the diffusion coefficient of the
polymer, Dp ∼ kBT/(ηR).
The drift is away from the high polymer concentration
regions, i. e. it tends to cause the large colloid to segre-
gate from the smaller polymer. This can be understood
as being driven by the reduction in surface free energy
when the colloid moves to regions of lower polymer con-
centration where the surface tension between the colloid
particle and the polymer solution is lower.
Colloidal particles can also move under the action of
gravity (i. e. in sedimentation). But it is important to
note that diffusiophoretic motion and sedimentation are
fundamentally different [48, 50]. In sedimentation there
is an external force (gravity) acting on the particle and
this causes the falling particle to set up a long-ranged
1/r flow field in the surrounding liquid. By contrast in
diffusiophoresis, the stresses and velocity gradients are
largely localised to the interfacial region (here of thick-
ness R), and the flow outside the immediate interface is
much weaker and decays as 1/r3 [39, 48] .
C. Typical diffusiophoretic drift velocities
We now estimate how fast are typical diffusiophoretic
drift velocities. For water at room temperature, kBT ≈
4 × 10−21 J, and η ≈ 10−3 Pa s. We consider a poly-
mer of radius R ≈ 10 nm, with a maximum concentra-
tion φp ≈ 1. Then the diffusiophoretic drift coefficient
Γ ≈ −200µm2 s−1. Thus if the length scale of the gra-
dient λG = 100µm, then the drift velocity U is of order
1µm per second, and independent of the size of the large
particle [51].
As noted in recent experimental work [27, 32, 36], dif-
fusiophoresis can be considerably more effective than dif-
fusion at transporting micron-sized colloid particles over
large distances. Rates of transport by directed motion
(diffusiophoresis, flow, etc) can be compared to rates by
diffusion via Pe´clet numbers. Here the Pe´clet number
comparing diffusion to diffusiophoretic motion for the
colloidal particle is
Pcoll = UλG
Dc
∼ φpDp
Dc
(5)
where Dc is the diffusion coefficient of the colloid. We
used the scaling result for Γ in Eq. (4) to obtain the final
expression, invoking U = Γ∇ lnφp and ∇ lnφp ∼ 1/λG.
Because of this the Pe´clet number is independent of the
length scale of the gradient in the polymer concentration.
For large colloidal particles Dc  Dp and if φp is not too
small, diffusiophoretic motion will always be faster over
all length scales (larger than Rc) on which there is a
gradient.
III. EARLIER WORK ON DRYING FILMS,
WHERE AN IMPLICIT SOLVENT WAS USED
In earlier work that one of us (RPS) was involved in, an
osmotic imbalance mechanism was proposed to explain
the motion of large colloidal particles in a concentration
gradient of smaller colloidal particles [16, 21]. This model
was used as a possible explanation for the stratification
seen in the drying film experiments [16, 18, 52]. Zhou
4et al. [20] proposed what is in effect a simple dynamic
density functional theory (DDFT), while Howard et al.
[19, 22] proposed a more advanced DDFT; see Appendix
D for a discussion of DDFT. In all these models, there
is no explicit solvent. The Langevin dynamics simula-
tions [16, 19, 21, 22] also use an implicit solvent. There
the solvent is replaced by friction against a stationary
background, plus a corresponding noise term. The mod-
els [16, 19–22] all use the Stokes expression (6piRcηv, at
velocity v) for the drag in a stationary fluid. In the ex-
periments there is, of course, a solvent (water).
The osmotic imbalance mechanism [16, 21] argues that
the gradient in the concentration of the smaller colloidal
species gives rise to an imbalance in the osmotic pres-
sure across the diameter of the large particles, leading
to a drift velocity of the larger colloid. (The same ar-
gument would apply for a colloid particle in a polymer
solution.) The work of Zhou et al. [20] and of Howard et
al. [19, 22] is similar in the sense that they too have mod-
els for stratification, in which there is an implicit solvent.
Earlier work [2] on colloids in evaporating films has also
used an implicit solvent.
In Ref. 16 the size of the effect was estimated as fol-
lows. The osmotic pressure difference across the particle
diameter is of the order Rc∇(ρpkBT ). This gives rise to
a force
F ∼ −R3c ∇(ρpkBT ) (6)
since the area over which the osmotic pressure differ-
ence acts is of order R2c . We see that this is essen-
tially equal to the volume of the large particle multi-
plied by the osmotic pressure gradient, as in the gener-
alised Archimedes principle which applies in sedimenta-
tion equilibrium [53]. Ref. 16 then argued that the force
F leads to a drift velocity U in accordance with the Stokes
mobility, U = F/(6piηRc). Using Eq. (6) this predicts a
velocity
U ∼ −
(Rc
R
)2
× φpkBT
ηR
×∇ ln ρp [incorrect] (7)
where we emphasise that we now regard this result as
containing an incorrect scaling with particle size. Com-
pared to the correct diffusiophoretic drift velocity in
Eq. (4), the result above is a factor (Rc/R)
2 larger, and
would overwhelm the former for Rc/R 1.
However, both this equation and the Langevin dynam-
ics simulations neglect the solvent dynamics. We now
discuss why this is incorrect, and in particular why sol-
vent backflow critically modifies the above result. This
observation is not new, and indeed Ju¨licher and Prost
make the same point in a different context [54]. The
complete story can be found in a tour-de-force analysis
by Brady [50]. Our exposition takes a different, more
informal approach, but we believe the essential point is
the same.
The key point is that the force acting on the particle
should additionally include a contribution from the sol-
vent pressure gradient, as well as the osmotic pressure
gradient from the solute. The solvent pressure gradi-
ent arises from solvent backflow, which must always be
present in a counter-diffusing solute-plus-solvent mixture
(i. e. relaxing by collective or mutual diffusion). Then, it
is relatively simple to demonstrate that the solvent force
apparently perfectly cancels the osmotic imbalance force.
We first recall the fundamental definition of the os-
motic pressure Π, as the difference between the actual
(hydrostatic) pressure p in the system of interest, and
the pressure ps(µs) in a system comprising pure solvent
at the same chemical potential [55, 56], viz.
p = Π + ps(µs) . (8)
When there is a gradient in the concentration of a col-
loidal or polymer species there will be a gradient in the
osmotic pressure Π. However, in the absence of an exter-
nal body force (like gravity, in a sedimentation equilib-
rium), the hydrostatic pressure rapidly relaxes by bulk
flow to become uniform (∇p = 0), on a time scale which
is much faster than colloidal particles or polymers can
diffuse to eliminate a gradient in the osmotic pressure.
If p is uniform, we have that the osmotic pressure and
the solvent pressure have equal and opposite gradients
(∇Π = −∇ps). Applying the above osmotic imbalance
argument we conclude that the force arising from the sol-
vent pressure gradient cancels that arising from the os-
motic pressure gradient, or in other words the net force
R3c ∇p = 0 (since ∇p = 0).
At this point we have apparently argued ourselves into
a corner: if there is no net force, there can be no drift,
and no stratification mechanism. However such a conclu-
sion is incorrect, as the theory of diffusiophoresis shows.
Whilst there is indeed no net force, there is a force dipole
at the wall, arising from the solute structuring by the
wall potential. In the present case (AO model) this can
be turned into a quantitative argument which recovers
the classical diffusiophoretic drift velocity, highlighting
that it is in fact the gradient in the solvent pressure, in
the exclusion layer adjacent to the particle, that causes
the drift in the AO model case. This is explained in
Appendix B.
To complete the story we return briefly to sedimen-
tation equilibrium. In this case, it is the solvent pres-
sure ps(µs) that must be constant, not the hydrostatic
pressure p. The former is constant because in equilib-
rium the solvent chemical potential µs is everywhere the
same; the latter (hydrostatic pressure) is not constant be-
cause there is a body force acting on the fluid as a whole,
due to gravity. Invoking Eq. (8) once more, we see that
∇p = ∇Π in this case, and thus the integrated effect
of the hydrostatic pressure gradient can be accounted to
an osmotic pressure gradient, which leads to a force on
the particle. Balancing this force against gravity recovers
the generalised Archimedes principle [53]. Thus in sedi-
mentation equilibrium it is possible to ignore the solvent
degrees of freedom.
In implicit solvent models, such as the Langevin dy-
namics simulations and the DDFT models used to de-
5scribe film drying [19, 20, 22], solvent backflow is ignored.
Zhou et al.’s [20] model is effectively a simple DDFT. The
result is of course that the effect of ∇ps is thrown out,
leaving the osmotic pressure imbalance force R3c ∇Π. Put
another way, if we simplify a model by using an implicit
solvent that is defined to be uniform (and indeed static),
then unbalanced gradients in the osmotic pressure ap-
pear as though they arise from an external force such as
gravity. As we have just argued, this mistake leads to a
grossly overestimated drift velocity, with the ‘wrong’ size
scaling, as in Eq. (7). Therefore, implicit-solvent models
should be used with caution when applied to dynamical
situations, including interpreting experimental data on
drying films.
Although the above story is complete, there is an al-
ternative viewpoint that is worth touching upon. As
Brady has emphasised [50], another way to think about
the problem is to retain an explicit representation of the
solute particles (polymers, in the AO model), and in-
corporate the correct physics by properly accounting for
hydrodynamic interactions. From this viewpoint, there
is indeed an imbalanced osmotic pressure gradient force
on a colloid particle, and this indeed leads to a ‘primary’
drift velocity in accord with the Stokes mobility. How-
ever, this primary effect is almost completely canceled by
the long-range hydrodynamic interactions, which account
for the solvent backflow.
Returning momentarily to the DDFT modeling, we
show in Appendix D that this formalism gives rise to
chemical potential gradients which can essentially be as-
cribed to unbalanced osmotic pressure gradients. Since
the underlying density functional theories are known to
be very accurate [57, 58], it would be nice to find a way
to incorporate this into the modeling. The ‘missing link’
appears to be in the specification of the Onsager coeffi-
cients which relate the chemical potential gradients to the
fluxes (see Appendix D). In the recent work [19, 20, 22]
the Onsager coefficients were chosen to correspond to in-
dependent Stokes mobilities (i. e. friction against a sta-
tionary background), neglecting hydrodynamic interac-
tions as an obvious simplification. With hindsight, it is
clear that much more careful attention needs to be paid
to this aspect. We leave this for future work.
IV. APPLICATION OF ASAKURA-OOSAWA
MODEL TO FILM DRYING
We now turn to the application of the theory in Sec-
tion II to the problem of stratification of colloid particles
in a drying polymer solution, first considering the sub-
problem of the distribution of the polymer.
A. Distribution of Asakura-Oosawa model polymer
in a drying film
The presence or absence of gradients in the concen-
tration of the polymer, is determined by a competi-
tion between the evaporation speed vev, and diffusion
of the polymer. This is quantified by the Pe´clet number
[2, 11, 16, 21] for the AO-model polymer molecules in
the drying film, Pfilm, which compares the time scale for
diffusion to that for drying of the film. This is defined by
Pfilm = vevH
Dp
(9)
whereH is the film thickness. If Pfilm < 1 drying is slower
than diffusion. Diffusion smooths out concentration gra-
dients, and so here there are only weak gradients. But
if Pfilm & O(1), diffusion cannot keep up with accumula-
tion below the descending interface. Hence gradients will
form and diffusiophoresis will occur.
The analysis is facilitated by a happy coincidence:
since the polymer molecules in the AO model are by def-
inition ideal, we can use the exact solution for a diffusing
ideal gas in front of a moving impermeable wall to repre-
sent the effect of the drying solvent front. This leads us to
consider a diffusing ideal gas between two impenetrable
walls. A diffusing ideal gas satisfies
∂φp
∂t
= Dp
∂2φp
∂z2
(10)
with the z axis normal to the walls. The boundary con-
ditions are the two walls, plus the initial condition that
at time t = 0, we have a uniform distribution of the
polymer, at an initial packing fraction φ0.
The bottom wall is fixed at z = 0. This models the
substrate the film is on. The boundary condition here is
just zero flux. The top wall is the solvent/air interface
and is descending at speed vev. It therefore has a position
zint(t) = H − vevt = (1− t∗)H (11)
at time t, where we have defined the reduced time
t∗ =
vevt
H
( ≤ 1) . (12)
Here the boundary condition is
Dp
(
1
φp
∂φp
∂z
)
zint,t
= −vev (13)
which is just the criterion for a diffusing ideal gas that
the particles actually at the descending interface must be
descending at the same speed as the interface.
In general we must solve for φ(z, t) numerically. How-
ever in the limit we are mostly interested in, where
Pfilm  1, there is range of times t∗ where a gradient
is established but where the gradient is far from the bot-
tom surface, i. e. where the accumulation zone beneath
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FIG. 4. Plots of excess AO-model polymer ∆(z, τ) accumu-
lating in front of a wall moving at speed vev (see Appendix
B). The red curves are the exact solution of Fedorchenko
and Chernov [59], while the blue curves are the approximate
solution in Eq. (14). The solid curves are at the early time
τ = tv2ev/Dp = 0.25 when the gradient is being established,
while the dashed curves are at the later time τ = 5, when the
exponential z dependence is well established. At still later
times, the height of the exponential continues to increase lin-
early, while the width remains constant.
the descending interface has not yet reached the bottom.
Then the profile can be obtained by taking the H → ∞
limit and using the exact solution in that limit of Fe-
dorchenko and Chernov [59], see Appendix C.
The full solution of Fedorchenko and Chernov [59, 60]
is a little complicated, but after short time t∗ = 1/Pfilm,
an accummulation zone is established of constant width
D/vev, and linearly increasing height. In that regime
(t∗Pfilm  1), the solution simplifies to
φp(z, t) ≈ φ0
(
1 + Pfilmt∗ exp
[
−|z − zint|
Dp/vev
])
. (14)
We have plotted profiles in Fig. 4.
The gradient in φp in this regime (t
∗Pfilm  1) is
∂φp(z, t)
∂z
≈ vevφ0Pfilmt
∗
Dp
exp
[
−|z − zint|
Dp/vev
]
. (15)
Both φp and its gradient are a maximum at the interface.
Our model and theory are purely for behaviour in the
bulk. We assume that the top and bottom interfaces are
simply hard walls. It is possible that in experiment one
or both species adsorb at an interface, if so this will not
affect the presence of absence of stratification, because
stratification is a bulk phenomenon. However, it should
be noted that experimental techniques that probe the
surface only, such as AFM [18], may not be able to dis-
tinguish between a surface layer and stratification in the
bulk.
B. Diffusiophoresis in a drying film
We now want to calculate the effect of diffusiophoresis
on colloidal particles in a drying film. To do this we
simply combine the results for diffusiophoresis in AO-
model polymer gradient, Eq. (4), with Eq. (15) for the
gradient in a drying film. This gives the diffusiophoretic
drift velocity
U(z, t) = −vevPfilmφ0t∗ exp
[
−|z − zint|
Dp/vev
]
. (16)
The dynamics of the colloidal particles during drying of
the film are determined by the competition between two
velocities: U and vev. To begin with we keep things
as simple as possible and neglect diffusion (the Dc → 0
limit). In this limit a particle below the interface moves
down with speed U(z, t), while actually at the interface
the descending interface velocity −vev forms an upper
bound to the particle velocity. In other words, at the
interface particles must descend at least as fast as the
interface, but can go faster. Thus in a drying film the
velocity of a colloidal particle is
vc(z, t) ∼
{
min (−vev,−vevPfilmφ0t∗) , (z = zint)
U(z, t) . (z < zint)
(17)
If we look at the behaviour actually at the interface, we
have
vc(zint, t) ∼
{ −vev , (Pfilmφ0t∗ ≤ 1)
−vevPfilmφ0t∗ . (Pfilmφ0t∗ > 1) (18)
There are thus two regimes, the first is for |U | < vev,
where the particles are swept up by the descending inter-
face, forming a layer there. The second is for |U | > vev,
where diffusiophoretic motion is faster than the speed
of descent of the interface. Then the colloidal particles
outrun the descending interface, and no particles accu-
mulate at the interface. In this latter case the colloidal
particles are depleted from a layer of thickness of order
Dp/vev below the interface, this is the thickness of the
accumulated layer of polymer.
C. When Pfilm and φ0 are large, stratification occurs
with depletion of colloidal particles from a top layer
As the reduced time t∗ ≤ 1, then unless the product
Pfilmφ0 > 1 depletion of the particles from the top sur-
face will not occur during drying. In Fig. 5 we show
the (Pfilm, φ0)-plane, and have shaded in blue the region
where depletion has started by the time t∗ reaches 1/2.
This figure follows a similar plot made by Zhou et al.
[20] for their model. The curve separating the regions of
accumulation and depletion is
Pfilm = 1/ (φ0t∗)
(
= 2/φ0 for t
∗ = 1/2
)
. (19)
Note that there is always accumulation of the colloidal
particles at early times as then there are no gradients.
Gradients take time to build up. But at high enough
polymer concentrations and Pe´clet numbers, this turns
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FIG. 5. Plot of the (Pfilm, φ0)-plane, separated into the re-
gion where the large particles accumulate at the descending
interface at the top of the drying film (yellow), and the re-
gion where the large particles are excluded from the region at
the top of drying film just below the interface (blue). Large
values of Pfilm and φ0 give rise to strong diffusiophoresis and
drive particles away from the top of the film.
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FIG. 6. Trajectories z(t∗) of a large particle as a function of
reduced time t∗ (red curves). Two of the trajectories have ar-
rows to indicate the direction of the movement. The position
of the top interface, zint, is shown in blue. The green dashed
curve is the separatrix that divides trajectories that touch the
top interface from those that do not. Colloidal particles are
excluded from the triangular region between the green dashed
curve and the interface. This exclusion zone is shaded in pink.
Calculations are for Pfilm = 20 and φ0 = 0.3.
to depletion of the colloidal particles from the top layer,
later on during drying.
In the absence of diffusion, the velocity vc(z, t) in
Eq. (17) completely describes the time evolution of the
positions of the particles during drying. The height of
a particle at time t is simply obtained by integrating
dz(t)/dt = vC. Using this we further develop our un-
derstanding of the behaviour of the large particles in a
drying film by considering the fate of a set of particles
that at t = 0, are uniformly spaced across the height
of the film. The results are shown as the red curves in
Fig. 6, where each red curve followed upwards traces out
the trajectory of a particle. The blue line is the posi-
tion of the top interface. Trajectories that start near the
bottom of the film (i. e. left hand side of plot) are rel-
atively unaffected and remain close to vertical, those in
the middle of the film are pushed to the left away from
the interface, while those near the top hit the descending
interface for a time, and then later are pushed away from
the top (assuming they can escape the interface).
Note that particles that start near the top of the ini-
tial wet film are caught by the descending interface early
on in drying. But then later as the polymer gradient
increases, these particles are pushed away from the de-
scending interface. For the parameters used in Fig. 6, U
at the surface exceeds vev at t
∗ ≈ 0.17 (being the point
where the green dashed separatrix touches the interface).
At later times there is an expanding zone beneath the de-
scending interface where |U | > vev and so the colloidal
particles are pushed down to further away from the in-
terface. This exclusion region is shown in pink in Fig. 6
and there are no colloidal particles in it, but the con-
centration of the AO-model polymer is highest there. In
this sense the AO-model polymer and the particles have
kinetically segregated in the drying film, with the smaller
AO-model polymer on top. This is as found in earlier
work on mixtures of small and large colloidal particles
[16, 18–21, 52].
Unlike in earlier modelling work we have taken solvent
flow into account. However, our model polymer is simple,
and we have not considered colloid-colloid interactions,
so our predictions may not apply for high colloid pack-
ing fractions. The width of the layer without colloidal
particles is set by the width of the accumulation zone of
the AO-model polymer, which is Dp/vev. For polymer
of radius R = 10 nm in water, Dp ≈ 20µm2 s−1 and so
at an evaporation rate of vev = 0.1µm s
−1 [8, 61], this
gives a top layer 200µm thick. This evaporation rate is
typical for room temperature evaporation of water in still
air, heating [61] can increase this by a factor of 10, which
decreases the top layer thickness to 20µm.
It is worth noting that as typical film thicknesses are
hundreds of microns [1, 8], and evaporation rates range
from 0.1–1µm s−1, that for polymers (or particles) 10 nm
across, film Pe´clet numbers will be in the range 1–
100. Film Pe´clet numbers for larger colloidal particles
will then be in the range 10–104. However, for small
molecules (e. g. ions, co-solvents) we expect film Pe´clet
numbers < O(1) under most circumstances. Thus diffu-
siophoresis due to gradients in small molecules will typi-
cally be small, as there will be no gradients to drive them.
Our Eq. (19) encompasses this, as it predicts stratifica-
tion occurs only for large Pe´clet numbers, which corre-
sponds to large R because Pfilm ∼ 1/D ∼ R (with a
Stokes-Einstein diffusion constant).
We note that significant concentration gradients of
small molecules or ions can be produced by surface evap-
oration in saturated porous media [62]. This suggests in-
teresting diffusiophoretic phenomenon may be observable
in these situations, and indeed the partner phenomenon
8of diffusio-osmosis may be relevant (i. e. pore-scale flow
produced by a wall slip velocity, as in Eq. (1)).
Here we focus on large area (planar) films which dry
uniformly in the direction normal to the surface. How-
ever there is also interest in non-uniform drying, for ex-
ample evaporation of solvent from a particle-laden sessile
droplet on a surface with a pinned contact line leads to
the ‘coffee-ring effect’ [63–66]. The underlying mecha-
nism is that solvent evaporation is more rapid at the
edges of the droplet (simply, due to diffusion in the air
above the droplet), leading to a transverse flow (i. e.
parallel to the surface); this convects particles towards
the contact line. In a more complex multicomponent
case, one might expect non-uniform evaporation to in-
duce transverse concentration gradients, and hence dif-
fusiophoresis of suspended colloidal particles. This is be-
yond the scope of the present work, but it seems possible
in this geometry that polymers and larger colloids may
segregate transversely, perhaps forming concentric coffee
rings.
We have not considered diffusion of the colloidal par-
ticles, but we expect this to only perturb our results. To
observe diffusiophoretic effects we require for the poly-
mer that Pfilm > 1. As the colloidal particle is larger
than the polymer, the relevant Pe´clet number for the col-
loid particle is P ′film = vevH/Dc  1. Therefore, during
drying, the colloidal particle will only be able to diffuse
short distances, the ratio of the distance diffused to H is
(t∗/P ′film)1/2  1.
V. CONCLUSION
Drying of a liquid film is an inherently out-of-
equilibrium process. It will always lead to gradients, and
these gradients can drive diffusiophoresis. To explore this
we studied a very simple model system: diffusiophoretic
drift of large colloidal particles in response to a gradi-
ent in polymer molecules. We used the Asakura-Oosawa
polymer model. Due to its simplicity, we obtained a
very simple analytic expression for the diffusiophoretic
drift velocity, our Eq. (4). Also due to its simplicity,
the physical mechanism is clear: the polymer increases
the surface tension of the interface between the colloid
and the polymer solution. This drives motion of the
particle towards lower polymer concentrations, as in a
wall-bounded Marangoni effect. The velocity gradients
associated with this motion are localised to the interface.
This interface extends out from the particle surface to a
distance of order the polymer size. The resulting diffu-
siophoretic drift is opposed by viscous dissipation largely
localised to this interfacial region.
When there is diffusiophoresis in a drying liquid films
there are two competing velocities: the evaporation ve-
locity vev, and the diffusiophoretic drift velocity U . For
large colloidal particles, when at the top interface vev >
|U | the particles accummulate here, but when |U | > vev
diffusiophoresis pushes particles away from the top inter-
face. This creates a layer beneath the descending inter-
face where there are no colloidal particles.
Since we expect the essential physics to apply also to
mixtures of large and small colloid particles (see below),
this provides an explanation for the experimental results
of Fortini et al. [16], Martin-Fabiani et al. [52] and Make-
peace et al. [18]. They studied dried films made from
mixtures of large and small particles, and found under
some conditions that the large particles were excluded
from the top of the dried film, and there were only small
particles there. The films stratify during drying, with the
small particles on top.
Earlier models [16, 19–21, 52] also predicted this strat-
ification but as discussed in section III these models ne-
glected the effect of solvent backflow. This omission does
not change the direction of stratification, but it does
significantly overestimate the effects of diffusiophoretic
drift. Neglecting backflow results in a drift velocity that
increases as the square of the radius of the particle. When
the solvent backflow is taken into account, the correct dif-
fusiophoretic drift velocity is independent of colloid par-
ticle size, and much weaker. Although this is the case, we
have demonstrated in section IV that the correct diffusio-
phoretic drift velocity still predicts stratification, under
experimentally accessible conditions, and in accord with
experimental observations.
There is growing interest in diffusiophoresis, and not
only is the AO model an especially simple example, poly-
mers have a number of advantages for engineering con-
trolled diffusiophoretic motion. Their effect can be tuned
by varying their size, and as they are larger than ions,
they diffuse more slowly, making it easier to establish the
concentration gradients needed.
In this study we have chosen the AO model due to its
simplicity, but the experiments on drying films use near-
hard-sphere mixtures [16, 18, 52]. The diffusiophoretic
drift coefficient Γ scales as γ/η (where note η should be
the viscosity in the structured layer adjacent to the large
colloid surface). Hard sphere interactions increase both
γ [67] and (bulk) η [68], but neither effect is dramatic
at volume fractions up to around 20–30%. So, at all but
high packing fractions, we expect the AO model to be
roughly quantitatively predictive of the behaviour of col-
loidal suspensions at comparable packing fractions. The
approximations involved in this assumption can be ad-
dressed in part by using more accurate models of hard
sphere suspensions, such as are available from modern
density functional theory (DFT). The resulting dynamic
DFT models are very appealing [19, 22], but it is clear,
as we have identified at the end of section III, that work
needs to be done to address the neglect of solvent back-
flow effects in this approach.
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Appendix A: Wall surface tension in the
Asakura-Oosawa model
Here we calculate the surface tension γ in the AO
model, for a polymer solution against a non-adsorbing
hard wall. The surface tension is the excess (over bulk)
of the grand potential per unit area of the surface
γ = γ0 +
∫∞
0
(ω(z)− ωb) dz (A1)
where γ0 is the surface tension of pure solvent, ω(z) is
the grand potential density at a height z above the wall,
and ωb is the bulk grand potential density.
As the AO model is ideal, the grand potential density
ω[ρ(z)] is just the ideal term plus the interaction with
the wall
ω(z) = ρkBT [ln(ρ/ρb)− 1] + ρϕ (A2)
where ρb is the bulk polymer density. The variational
principle δω/δρ(z) = 0 is satisfied by the Boltzmann dis-
tribution, ρ(z) = ρb exp(−βϕ). So, we have
γ = γ0 − ρbkBT
∫∞
0
(e−βϕ − 1) dz . (A3)
In the AO model this is easy to evaluate, and we get
γ = γ0 + ρbkBTR . (A4)
Thus non-adsorbing polymers increase the surface ten-
sion by an amount equal to the osmotic pressure ρbkBT ,
multiplied by the depletion layer thickness. Note that
the surface excess is∫∞
0
(ρ− ρb) dz = ρb
∫∞
0
(e−βϕ − 1) dz = −ρbR . (A5)
This is negative, thus the increased surface tension can
be viewed as a result of the generic Gibbs adsorption
isotherm result, i. e. ∂γ/∂µ = ρbR where µ = kBT ln ρb.
Diffusiophoretic drift can now be understood as a con-
squence of a wall-bounded surface tension gradient [47].
In particular we can write vs = (L
∗/η)∇γ, as though
the surface tension gradient (force per unit area) is lo-
calised at a height L∗ above the actual surface. In this
simplified picture, the fluid undergoes uniform shear in
the interfacial region 0 < z < L∗. For the AO model,
L∗ = 12R. Compared to the actual flow field solved next,
this picture is certainly oversimplified, but nevertheless
is useful for gaining ad hoc insights.
Appendix B: Flow field in interfacial region
To obtain a better understanding of the molecular ori-
gins of diffusiophoretic drift we consider a polymer so-
lution gradient next to a non-adsorbing wall, as shown
in Fig. 3, and solve for the flow field. In this geometry
the velocity is only along x-direction, and is only a func-
tion of z, i. e. we have to compute vx(z). The relevant
component of the Stokes equation is
η
d2vx
dz2
= ∇xp . (B1)
In the bulk fluid (z > R), the hydrostatic pressure p is
uniform, but in the interfacial region (z < R) the AO-
model polymer is excluded and so in our model the rele-
vant pressure is that of the solvent. Thus although in
the bulk there is no gradient in the hydrostatic pres-
sure, in the interface there is a gradient in the hydro-
static pressure, and this gradient is equal to the gra-
dient in the solvent pressure in the bulk. As we have
asserted in section III, the solvent pressure gradient sat-
isfies ∇xps = −∇xΠ = −kBT ∇xρb where ∇xρb is the
polymer concentration gradient in the bulk. Se we have
∇xp =
{ −kBT ∇xρb , z < R
0 . z ≥ R (B2)
We insert Eq. (B2) in Eq. (B1), and integrate twice ap-
plying the boundary conditions vx = 0 at z = 0 and
dvx/dz → 0 as z → ∞ (in practice, this holds at z = R
in this model). This yields the velocity profile
vx(z) =
{
[z(2R− z)kBT/(2η)] ∇xρb , z < R[
R2kBT/(2η)
] ∇xρb . z ≥ R (B3)
This comprises parabolic (half-Poiseuille) flow in the de-
pletion layer, continuous with plug flow in the bulk. The
resulting wall slip velocity vs = vx(∞) ( = vx(R)) is
identical to Eq. (3).
To anyone familiar with the derivation of the classic re-
sult in Eq. (1) this would not be surprising, but it perhaps
sheds an interesting light on the mechanism in the present
problem. In words: the gradient in polymer concentra-
tion is necessarily associated with a counter-gradient in
the solvent chemical potential (to maintain constancy
of overall bulk hydrostatic pressure). This generates a
real solvent pressure gradient in the depletion layer adja-
cent to the large particle surface. This pressure gradient
drives a thin film flow, resulting in an effective wall slip
velocity on the scale of the particle. This leads to diffu-
siophoretic drift of a suspended particle. As noted, this
drift is in the direction of reducing the interfacial free
energy of the colloid particle in the polymer solution.
Appendix C: Fedorchenko and Chernov solution
Fedorchenko and Chernov obtained an analytic solu-
tion [59, 60] for a diffusing ideal gas in an infinite system
below a descending wall. We are interested in a thin film
not an infinite (H → ∞ system), however we can apply
their result here, but only for Pfilm  1.
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Fedorchenko and Chernov’s solution [59, 60], applied
to our AO-model polymer, can be written in terms of
φp(z, t) = φ0 [1 + ∆(z, t)] (C1)
for φ0 the initial uniform concentration of polymer in the
film. Here ∆(z, t) is given by
∆(z′, τ) =
( τ
pi
)1/2
exp
(
− (z
′ + τ)2
4τ
)
+
1
2
(1− z′ + τ) e−z′ erfc
(
z′ − τ
2τ1/2
)
− 1
2
erfc
(
z′ + τ
2τ1/2
) (C2)
with z′ = |z − zint|/(Dp/vev) and τ = tv2ev/Dp = t∗Pfilm.
After an initial transient, it simplifies to
∆(z, t) ≈ tv
2
ev
Dp
exp
(
−|z − zint|
Dp/vev
)
. (C3)
This holds for τ  1 (i. e. t∗Pfilm  1).
Note that this gives an accumulation zone below the
interface of width Dp/vev = H/Pfilm. When Pfilm  1,
this is much less than the initial film thickness. Thus
the solution in an infinite system is very close to that in
a thin film, except when t∗ is close to one, because the
accumulation zone ends far above the bottom substrate
at z = 0. The time to establish this profile is Dp/v
2
ev,
or in reduced units t∗ = 1/Pfilm. Note that at t = 0 the
concentration is uniform, so there is no gradient.
Appendix D: Dynamic density functional theory
To see how the problem appears from the point of view
of dynamic density functional theory (DFT), we start
with an exact DFT for tracer (i. e. dilute) colloids in an
ideal polymer solution [58],
βf =
∫
dr ρc(ln ρc − 1) +
∫
dr ρp(ln ρp − 1)
− ∫ dr dr′ ρc(r) ρp(r′) fcp(r− r′) , (D1)
where β = 1/kBT . The second term in this accounts for
the colloid-polymer interaction, and features the Mayer
function fcp = e
−βφcp − 1 which we leave general for the
time being. This is essentially also the model proposed by
Zhou et al. [20]. From this the colloid chemical potential
is
βµc =
δ(βf)
δρc(r)
= ln ρc(r)−
∫
dr′ ρp(r′) fcp(r− r′) . (D2)
A similar expression obtains for the polymer chemical
potential. Taking the gradient of βµc we find
β∇µc = (1/ρc)∇ρc −
∫
dr′ ρp(r′)∇fcp(r− r′) ,
= (1/ρc)∇ρc +
∫
dr′ ρp(r′)∇′fcp(r− r′) ,
= (1/ρc)∇ρc −
∫
dr′∇′ρp(r′) fcp(r− r′) ,
≈ (1/ρc)∇ρc + Vcp∇ρp ,
(D3)
where Vcp = −
∫
dr fcp(r) is the excluded volume be-
tween the colloid and polymer, specialising to the AO
model case for which fcp(r) = −1 for |r| ≤ R + Rc and
is zero otherwise. In the last step we assume that the
polymer concentration is weakly varying on the scale
of the colloid diameter. In a similar manner we find
∇µp ≈ (1/ρp)∇ρp + Vcp∇ρc.
Now consider the matrix of Onsager coefficients which
relate chemical potential gradients to fluxes, Ji =
Lij ∇µj . We shall suppose that the leading diagonal el-
ements are Lcc = −ρcDc/kBT and Lpp = −ρpDp/kBT ,
but as an ansatz keep the leading-order off-diagonal effect
Lcp = −ρcρpX/kBT where the prefactor X is unknown
at this point. Then the fluxes are given by(
Jc
Jp
)
= −
(
ρcDc ρcρpX
ρcρpX ρpDp
)(
1/ρc Vcp
Vcp 1/ρp
)(∇ρc
∇ρp
)
(D4)
(cancelling β = 1/kBT throughout). On multiplying
through(
Jc
Jp
)
≈ −
(
Dc ρc(VcpDc +X)
· · · Dp
)(∇ρc
∇ρp
)
. (D5)
In this we have dropped terms in the diagonal elements
which are O(ρc) since we suppose we only have tracer
amounts of colloid. Similarly, the lower left off-diagonal
term is irrelevant since it multiplies ∇ρc and makes a
negligible contribution to Jp under the stated conditions.
Thus we arrive at Jc = −Dc∇ρc − ρc(VcpDc + X)∇ρp
and Jp = −Dp∇ρp. The term proportional to ∇ρp in
Jc is also proportional to ρc. We therefore identify it
as a drift term, corresponding to a colloid drift velocity
U = −(VcpDc +X)∇ρp. Note that although X 6= 0 cor-
responds to a second order term in the Onsager matrix, it
has been promoted to a first order correction in the drift
velocity, essentially because ρp in the Onsager coefficient
cancels 1/ρp in the chemical potential gradient.
If X = 0 the drift velocity can be written U =
−(Dc/kBT )Vcp∇(ρpkBT ), with the interpretation (read-
ing right to left) that the osmotic pressure gradient in
the polymer solution generates a buoyancy force as in
the generalised Archimedes principle, which when multi-
plied by the Stokes mobility gives the drift velocity. This
is the approximation made by Zhou et al. [20], and the
low density limit of Howard et al. [19, 22]’s model, which
now clearly corresponds to the argument made by For-
tini et al. [16]. But our central claim is that this ne-
glects solvent backflow, and overestimates the true diffu-
siophoretic drift velocity. Therefore X = 0 is inadmissi-
ble.
To recover what we claim to be the correct diffusio-
phoretic drift, we therefore expect that the prefactor
X should be negative, and large enough to cancel the
leading size dependence in the bare Stokes result. One
could therefore envisage rather crudely ‘patching up’ the
DDFT by including an off-diagonal Onsager coefficient
consistent with the above arguments. We leave this for
future investigation, though we note that the much more
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sophisticated analysis by Brady [50] identifies the exact way that hydrodynamic interactions conspire to cancel
(most of) the bare Stokes result.
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