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Abstract 
This paper looks at the accuracy of using the built-in camera of smart phones and free 
software as an economical way to quantify and analyse light exposure by producing 
luminance maps from High Dynamic Range (HDR) images. HDR images were captured with 
an Apple iPhone 4S to capture a wide variation of luminance within an indoor and outdoor 
scene. The HDR images were then processed using Photosphere software (Ward, 2010.) to 
produce luminance maps, where individual pixel values were compared with calibrated 
luminance meter readings. This comparison has shown an average luminance error of ~8% 
between the HDR image pixel values and luminance meter readings, when the range of 
luminances in the image is limited to approximately 1,500cd/m2.  
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1 Introduction 
HDR imaging is a processing technique that merges together digital images taken at different 
exposure values to capture a wide range of luminance values within the scene of a single 
image. With the aid of post-processing software, these images can then be converted to 
luminance maps, where individual pixel values correspond to the luminances in the field of 
view (Inanici 2006).  
Though an imperfect alternative to calibrated luminance spot meters, digital cameras can be 
manipulated to capture physical luminance values within an error of ~5% under particular 
lighting conditions (Inanici 2006). Limitations result from a camera’s sensor and optics, but with 
the assistance of software, these limitations can be mitigated and valuable luminance data 
extracted.  
In order to facilitate a large study of lighting conditions in office workspaces, our team 
required a simple process of capturing workspace luminance values without expensive 
equipment or complex procedures. The opportunity to turn the ubiquitous iPhone into a 
luminance mapping device could prove useful in maximising participant numbers in such a 
study. By applying an existing technique of HDR luminance mapping, we were able to test the 
accuracy of a participant’s own smart phone for luminance data acquisition. This paper 
explains the process in detail, along with the theory of its operation.  
The design and approach detailed in this paper is similar to that of Inanici’s HDR luminance 
data acquisition system (Inanici 2006), with the primary difference being the utilised hardware. 
The advantage and finer points of these differences are detailed in section 3, where we 
demonstrate the use of built-in cameras in popular smart phone hardware to produce 
luminance maps.  
 
 
2 Instrumentation 
It was necessary to choose a smart phone that had the ability to override the camera’s 
automatic settings and take manual control. We tested a number of handsets and found this 
was limited to mostly late model smart phones (2012+), albeit sometimes reliant on third party 
applications. In order to maximise the camera’s field of view, the phone was fitted with a wide-
angled fish-eye lens. Numerous inexpensive lenses are readily available for the more popular 
handsets. Finally, to calibrate the smart phone to real world luminance values, a point-to-point 
luminance meter is used. For the purpose of this exercise, we choose a contemporary 
smartphone  (Apple iPhone 4S), fitted with a 0.28x fish-eye lens (Photojojo 180 degree lens), 
shown in figure 1, with comparison luminance values determined with a point-to-point 
luminance meter (Minolta LS-100). 
 
 
 
Figure 1: Apple iPhone 4S fitted with a Photojojo Fish-Eye Lens. 
 
2.1 Camera Response Function 
Prior to taking photographs, all automatic camera controls on the smart phone were disabled 
to ensure the phone did not automatically alter the response curve, white balance, or any 
other capture characteristics that could limit the ability for consistent results. For calibration 
purposes, the camera’s response function (CRF) was first obtained. The CRF determines the 
relative luminance response of the camera for the red, green and blue (RGB) channels 
(Hirning et al. 2010). To obtain the CRF, multiple exposure photographs of a single scene were 
captured, ensuring the scene remained static at all times. Three settings in a camera help 
manipulate exposure: the aperture size, shutter speed and ISO-speed. To extract the CRF, 
the free MAC application, Photosphere (Ward, 2010) was used to computationally derive the 
functions. In addition to this, Photosphere was also used to stitch together exposures to 
create HDR images and produce luminance maps. Examples of the extracted response curves 
are shown below. 
 
𝑅𝑒𝑑 𝑟 =   −1.61155e!! + 7.24198e!! ∗ 𝑟+ 1.66806e!! ∗ 𝑟! + 1.09599 ∗ 𝑟!  
𝐺𝑟𝑒𝑒𝑛 𝑔 = −6.39045e!! + 1.37189e!! ∗ 𝑔− 1.22477e!! ∗ 𝑔! + 9.85926e!! ∗ 𝑔!  
𝐵𝑙𝑢𝑒 𝑏 =       −9.07407e!! + 1.35122e!! ∗ 𝑏− 1.16565e!! ∗ 𝑏! + 9.82351e!! ∗ 𝑏! 
 
These response curves are polynomial functions that model the relation between the amount 
of incoming light and image pixel values (Figure 2). The input RGB values are camera sensor 
values normalized over a 0-1 range, while the output values are related to world luminance 
units. However, these values are contingent on absolute readings and must first be calibrated.  
 
 
 
  
 
 
Figure 2: Camera response curves for an iPhone 4S as determined by Photosphere. 
 
2.2 Calibration 
Calibration was accomplished using the point-to-point luminance meter and focusing it on a 
specific spot within the environment. These readings were then compared to the same spot in 
the HDR image using Photosphere. A constant factor was then applied to the camera 
response curves, which remained valid for subsequent images taken using the same camera 
and lens combination. 
 
2.3 HDR and Luminance Map Generation 
With the CRF and constant factor applied, multiple exposure shots of a scene could be 
converted to luminance maps for analysis. By selecting each exposure, Photosphere stitched 
together the shots to generate a HDR and luminance map (Figure 3, right). The luminance 
values of a spot or region were then scrutinised.  
 
  
 
Figure 3: Single Camera Exposure and Sample Luminance Map. 
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3 Method 
To calibrate our hardware, we aimed the smart phone and luminance meter at a controlled 
and static indoor scene and completed the following steps: 
1. Capture five photographs of same scene at varying exposure 
2. Record the luminance value of a single spot within scene using the luminance meter 
3. Upload the photographs to Photosphere and generate HDR image 
4. Calibrate luminance meter reading with same spot in HDR image 
 
With the hardware calibrated, we moved on to data acquisition, which was completed by the 
following steps: 
1. Capture minimum of three photographs of the indoor scene (electric light only) at 
varying exposure 
2. Record the luminance value of multiple spots within the scene using the luminance 
meter 
3. Upload the photographs to Photosphere and generate HDR image 
4. Convert HDR into luminance map 
5. Compare results in map with readings from the luminance meter 
6. Repeat steps 1 to 5 for an outdoor scene (clear view of sky, no view of Sun) 
 
4 Results 
Upon comparing the luminances measured by the luminance meter to the pixel luminances in 
the HDR images collected, it was evident that the response from pixel values was found to 
diminish at larger angles from the optical axis. This is expected to be a result of lens 
vignetting. Vignetting is a phenomenon in photography where photon energy loss occurs due 
to attenuation by the camera’s optics. A vignetting function can be determined for a camera-
lens combination that will compensate for these losses at the outer edges of the image. Such 
a function is represented in Figure 4 below. 
 
 
 
Figure 4: Example of vignetting function (Inanici 2006). 
 
Vignetting for the smart phone and lens attachment should be achievable by geometric 
calibration (Hirning et al. 2010). However, this was not accounted for in this study. Therefore, to 
minimise its impact, comparative readings were limited to a small field of view surrounding the 
optical axis (as shown in Figure 3, left). For the indoor scene, a number of targets were 
selected for analysis, with their luminance meter values ranging from 1cd/m2 to 120cd/m2 
(Figure 5). Accuracy of luminance map readings were considered reasonable, with an average 
error of 8.2% compared to the luminance meter. 
 
 
Figure 5: Comparison of Luminance Meter and Mapping for Indoor Scene. 
 
For the outdoor scene, targeted luminance meter values ranged from 30cd/m2 to 4000cd/m2 
and the error between comparisons was 23.3% (Figure 6). However, this error is primarily 
attributed to extreme luminance values within the scene (i.e. the logarithmic increase in 
luminance in outdoor light). By constraining to a range to 1,500cd/m2 and omitting anything 
outside, a corrected error of 7.02% results. 
 
 
Figure 6: Comparison of Luminance Meter and Mapping for Outdoor Scene. 
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5 Discussion 
We believe this process has demonstrated the potential to gather reliable approximations of 
luminance values within an environment, without the need for bulky expensive equipment or 
complex procedures. As a result, it opens up the prospect of collecting very large volumes of 
data across diverse locations without the need for researchers to travel and collect luminance 
maps individually. By tapping in to the ubiquitous smart phone as a lighting research tool, 
there is opportunity to collect fast and large samples of lighting conditions across different 
populations. However, while there appears to be good agreement with luminance meter 
measurement (~8% seen here), this is only when the luminance range is in the order of 1,500 
cd/m2. Despite this range result, smart phones still represent a promising technology for 
general lighting research purposes. Further study would address other limitations raised, 
including how to determine and apply a lens vignetting correction. Testing of additional 
devices of the same make and model will be the next stage in this process. This will evaluate 
the extent of variations arising from the camera’s manufacture and how that may impact the 
camera response function for each device.  
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