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A Geometric Approach to
Noncommutative Principal Torus Bundles
Stefan Wagner
Abstract
A (smooth) dynamical system with transformation group Tn is a triple (A,Tn, α), consisting of
a unital locally convex algebra A, the n-torus Tn and a group homomorphism α : Tn → Aut(A),
which induces a (smooth) continuous action of Tn on A. In this paper we present a new,
geometrically oriented approach to the noncommutative geometry of principal torus bundles
based on such dynamical systems. Our approach is inspired by the classical setting: In fact,
after recalling the definition of a trivial noncommutative principal torus bundle, we introduce a
convenient (smooth) localization method for noncommutative algebras and say that a dynamical
system (A,Tn, α) is called a noncommutative principal Tn-bundle, if localization leads to a trivial
noncommutative principal Tn-bundle. We prove that this approach extends the classical theory
of principal torus bundles and present a bunch of (non-trivial) noncommutative examples.
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1. Introduction
The correspondence between geometric spaces and commutative algebras is a familiar and
basic idea of algebraic geometry. Noncommutative Topology started with the famous Gelfand-
Naimark Theorems: Every commutative C*-algebra is the algebra of continuous functions
vanishing at infinity on a locally compact space and vice versa. In particular, a noncommutative
C*-algebra may be viewed as “the algebra of continuous functions vanishing at infinity” on a
“quantum space”. The aim of Noncommutative Geometry is to develop the basic concepts of
Topology, Measure Theory and Differential Geometry in algebraic terms and then to generalize
the corresponding classical results to the setting of noncommutative algebras. The question
whether there is a way to translate the geometric concept of a fibre bundle to Noncommutative
Geometry is quite interesting in this context. In the case of vector bundles a refined version of
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the Theorem of Serre and Swan [27] gives the essential clue: The category of vector bundles
over a manifold M is equivalent to the category of finitely generated projective modules over
C∞(M). It is therefore reasonable to consider finitely generated projective modules over an
arbitrary algebra as “noncommutative vector bundles”. The case of principal bundles is so far
not treated in the same satisfactory way. From a geometrical point of view it is not sufficiently
well understood what a “noncommutative principal bundle” should be. Still, there are several
approaches towards the noncommutative geometry of principal bundles: For example, there
is a well-developed abstract algebraic approach known as Hopf–Galois extensions which uses
the theory of Hopf algebras (cf. [25] or [17, Chapter VII]). Another topologically oriented
approach can be found in [11]; here the authors use C∗-algebraic methods to develop a theory
of principal noncommutative torus bundles based on Green’ s Theorem (cf. [15, Corollary 15]).
Furthermore, the authors of [3] introduce C∗-algebraic analogs of freeness and properness,
since by a classical result (of Differential Geometry) having a free and proper action of a Lie
Group G on a manifold P is equivalent saying that P carries the structure of a principal
bundle with structure group G. In [30] we have developed a geometrically oriented approach
to the noncommutative geometry of principal bundles based on dynamical systems and the
representation theory of the corresponding transformation groups.
As is well-known from classical Differential Geometry, the relation between locally and
globally defined objects is important for many constructions and applications. For example, a
principal bundle (P,M,G, q, σ) can be considered as a geometric object that is glued together
from local pieces which are trivial, i.e., which are of the form U ×G for some open subset
U of M . Thus, a natural step towards a geometrically oriented theory of “noncommutative
principal torus bundles” is to describe the trivial objects first, i.e., to determine and to classify
the trivial noncommutative principal torus bundles. This was done in [31]:
Definition 1.1. (Trivial noncommutative principal torus bundles). A (smooth) dynamical
system (A,Tn, α) is called a (smooth) trivial noncommutative principal Tn-bundle, if each
isotypic component Ak, k ∈ Zn, contains an invertible element.
This definition is inspired by the following observation: A principal Tn-bundle (P,M,Tn, q, σ)
is trivial if and only if it admits a trivialization map. Such a trivialization map consists
basically of n smooth functions fi : P → T satisfying fi(σ(p, z)) = fi(p) · zi for all p ∈ P and
z ∈ Tn. From an algebraical point of view this condition means that each isotypic component
of the (naturally) induced dynamical system (C∞(P ),Tn, α) contains an invertible element.
Conversely, each trivial noncommutative principal Tn-bundle of the form (C∞(P ),Tn, α)
induces a trivial principal Tn-bundle of the form (P, P/Tn,Tn, pr, σ). The crucial point here is
to verify the freeness of the induced action of Tn on P . An important class of examples, which
will also show up in this paper, is provided by the so-called noncommutative tori:
Example 1.2. (a) (Noncommutative n-tori) Let θ be a real skew-symmetric n× n matrix.
The noncommutative n-torus Anθ is the universal unital C*-algebra generated by unitaries
U1, . . . , Un with
UrUs = exp(2πiθrs)UsUr for all 1 ≤ r, s ≤ n.
Moreover, there is a continuous action α of Tn on Anθ by algebra automorphisms, which is on
generators given by
α(t).Uk := t.Uk := tk · Uk for k ∈ Zn,
ON NONCOMMUTATIVE PRINCIPAL TORUS BUNDLES Page 3 of 43
where Uk := Uk11 · · ·U
kn
n . In particular, (A
n
θ )k = C · Uk shows that the triple (A
n
θ ,T
n, α) is a
trivial noncommutative principal Tn-bundle.
(b) The smooth noncommutative n-torus Tnθ is the unital subalgebra of smooth vectors for
the previous action. Its elements are given by (norm-convergent) sums
a =
∑
k∈Zn
akU
k, with (ak)k∈Zn ∈ S(Z
n).
Further, a deeper analysis shows that the induced action of Tn on Tnθ is smooth. Thus, the
triple (Tnθ ,T
n, α) is a smooth trivial noncommutative principal Tn-bundle.
Another hint for the quality of this definition for trivial noncommutative principal torus bundles
is the observation that they have a natural counterpart in the theory of Hopf–Galois extensions:
In fact, up to a suitable completion, they correspond to the so-called cleft C[Zn]-comodule
algebras; loosely speaking, being cleft is a triviality condition in the theory of Hopf–Galois
extensions:
Remark 1.3. (Realtion to cleft Hopf–Galois extensions). An algebraA is a C[Zn]-comodule
algebra if and only if A is a Zn-graded algebra (cf. [5, Lemma 4.8]). Moreover, we conclude
from [25, Example 2.1.4] that a Zn-graded algebra A =
⊕
k∈Zn Ak is a Hopf–Galois extension
(of A0) if and only if A is strongly graded, i.e., AkAk′ = Ak+k′ for all k,k
′ ∈ Zn. Now, a short
calculation shows that a C[Zn]-comodule algebra A is cleft if and only if each grading space Ak
contains an invertible element. For more background on Hopf–Galois extensions, in particular
for the definition of cleft extensions, we refer to [25, Section 2.2] or [30, Appendix A].
In view of the previous discussion, it is the next natural step is to work out a convenient
localization method for non-commutative algebras or, more generally, for dynamical systems.
For this we first note that the idea of localization comes from Algebraic Geometry: Given a
point x in some affine variety X , one likes to investigate the nature of X in an arbitrarily small
neighbourhood of x in the Zariski topology. Now, small neighbourhoods of x in X correspond
to large algebraic subsets Y . For example, let Y be the zero set of some algebraic function f
on X , which does not vanish at x. Then the affine ring K[(X\Y )] is obtained from K[X ] by
adjoining a multiplicative inverse for f , i.e., taking the coproduct of K[X ] with the free ring in
one generator and dividing out the ideal If := 〈1− ft〉; this is called inverting f .
Proposition 1.4. (cf. [18, Chapter II, Proposition 2.2 (b)]) Let X be an affine variety
and f an element in the coordinate ring K[X ]. If Xf := {x ∈ X : f(x) 6= 0}, then the map
K[X ]f → OX(Xf ),
g
fn
7→
(
x 7→
g(x)
fn(x)
)
is an isomorphism of rings.
This construction is not valid for the algebra of smooth functions on some manifoldM . Indeed,
if f ∈ C∞(M) and Mf := {m ∈M : f(m) 6= 0}, then not every smooth function g :Mf → C
is of the form hfn for h ∈ C
∞(M) and some n ∈ N. This is due to the fact that there are
“too many ” smooth functions. Another important remark in this context is that the natural
restriction map rU : C
∞(M)→ C∞(U), f 7→ f|U is in general neither injective nor surjective.
In Section 2 we present a construction which will fix this problem. To be more precise, we
present an appropriate method of localizing (possibly noncommutative) algebras in a smooth
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way, while in Section 3 we are concerned with the problem of calculating the spectrum of such
a localized algebra.
Section 4 is devoted to discussing algebra bundles q : A→M with a possibly infinite-
dimensional fibre A over a finite-dimensional manifoldM . In particular, we show how to endow
the corresponding space ΓA of sections with a topology that turns it into a (unital) locally
convex algebra. The general philosophy here is use the existing results for mapping spaces and
reduce the occurring questions of continuity to mapping spaces.
In Section 5 we finally prove a smooth analogue of Proposition 1.4 for the algebra
C∞(M) of smooth functions on some manifold M . In fact, we even show that if A is a
unital Fre´chet algebra, (A,M,A, q) an algebra bundle and f ∈ C∞(M,R), then the smooth
localization of ΓA with respect to f is isomorphic (as a unital Fre´chet algebra) to ΓAMf . Here,
Mf := {m ∈M : f(m) 6= 0}. This result means that it is possible to reconstruct C
∞(U) by
localization out of data from C∞(M). The crucial idea is to embed U in an appropriated way
as a closed submanifold into R×M and, of course, the methods we use come from differential
geometry, like the regular value theorem (also known as the submersion theorem). Thus, it is
not straightforward if similar results also hold in the context of C∗-algebras.
Section 6 is dedicated to describing the spectrum of the algebra of sections of an algebra
bundle with finite-dimensional commutative fibre. We obtain a beautiful result which connects
algebra with geometry:
Theorem. Let A be a finite-dimensional unital commutative algebra. Further, let
(A,M,A, q) be an algebra bundle. If dimA = n, then the spectrum ΓΓA is an n-fold covering
of M .
In Section 7 we use the ideas of Sections 2 to introduce a method of localizing dynamical
systems (A,G, α) with respect to elements of CGA , i.e., with respect to elements of the
commutative fixed point algebra of the induced action of G on the center CA of A. In fact, this
construction turns out to be the starting point for our approach to noncommutative principal
torus bundles: Given a principal bundle (P,M,G, q, σ) and an open subset U of M such that
PU := q
−1(U) is trivial, we show that the localization of the induced smooth dynamical system
(C∞(P ), G, α) around “U” leads to the smooth dynamical system (C∞(PU ), G, α) which is in
turn nautrally isomorphic to the smooth dynamical system (C∞(U ×G), G, α) coming from
the trivial principal bundle (U ×G,U,G, prU , σG).
The main goal of Section 8 is to present a geometrically oriented approach to the noncom-
mutative geometry of principal torus bundles. As already mentioned a trivial noncommutative
principal torus bundle is a dynamical system (A,Tn, α) with the additional property that each
isotypic component contains an invertible element. In view of the previous discussion, our main
idea is inspired by the classical setting: Loosely speaking, a dynamical system (A,Tn, α) is called
a noncommutative principal Tn-bundle, if it is “locally” a trivial noncommutative principal Tn-
bundle, i.e., Section 7 enters the picture. We prove that this approach extends the classical
theory of principal torus bundles and a present some noncommutative examples. Indeed, we
first show that each trivial noncommutative principal torus bundle carries the structure of a
noncommutative principal torus bundle in its own right. We further show that examples are
provided by sections of algebra bundles with trivial noncommutative principal torus bundle as
fibre, sections of algebra bundles which are pull-backs of principal torus bundles and sections
of trivial equivariant algebra bundles. At the end of this section we present a very concrete
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example.
Another advantage of our approach is that it seems to have a nice classification theory.
Indeed, in [31, Section 4] we gave a complete classification of trivial noncommutative principal
torus bundles (up to a suitable completion). Thus it is, of course, a natural ambition to work
out a classification theory for (non-trivial) noncommutative principal torus bundles. The final
section is therefore devoted to hints and ideas for an appropriate classification theory for (non-
trivial) noncommutative principal torus bundles.
Appendix A is devoted to some results concerning the projective tensor product of locally
convex spaces. In Appendix B we discuss some useful results on the smooth exponential law
which will be used several times within this paper.
Preliminaries and Notations
All manifolds appearing in this paper are assumed to be finite-dimensional, paracompact,
second countable and smooth. For the necessary background on (principal) bundles and
vector bundles we refer to [20]. All algebras are assumed to be complex if not mentioned
otherwise. Given an algebra A, we write ΓA := Homalg(A,C)\{0} (with the topology of
pointwise convergence on A) for the spectrum of A and Aut(A) for the corresponding
group of automorphisms in the category of A. Moreover, a dynamical system is a triple
(A,G, α), consisting of a unital locally convex algebra A, a topological group G and a group
homomorphism α : G→ Aut(A), which induces a continuous action of G on A.
Acknowledgements
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2. Smooth Localization of Noncommutative Spaces
From the viewpoint of Noncommutative Differential Geometry, one might ask whether
Proposition 1.4 is still true for the algebra of smooth function on a manifoldM . Unfortunately,
if f is an element in C∞(M) andMf := {m ∈M : f(m) 6= 0}, then not every smooth function
g :Mf → K is of the form
h
fn for h ∈ C
∞(M) and some n ∈ N. In this section we provide a
construction which will fix this problem. For the following propositions we recall the smooth
compact open topology for smooth vector-valued function spaces of Definition B.1 and the
projective tensor product topology of Definition A.1.
Proposition 2.1. If M is a manifold and A a locally convex algebra, then C∞(M,A) is
a locally convex algebra.
Proof. To prove the claim we just have to verify that the multiplication in C∞(M,A) is
continuous:
(i) For this we first note that the tangent space TA of A carries a natural locally convex
algebra structure given by the tangent functor T , i.e., defined by
(a, v)(a′, v′) := (aa′, av′ + va′).
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If mA : A×A→ A is the multiplication of A, then T (mA) : TA× TA ∼= T (A×A)→ TA is
the multiplication of TA. Iterating this process, we obtain a locally convex algebra structure
on T nA for each n ∈ N.
(ii) For elements f, g ∈ C∞(M,A) the functoriality of T implies that
T n(fg) = T n(mA ◦ (f, g)) = T
n(mA) ◦ T
n(f, g) = T n(mA) ◦ (T
nf, T ng) = T nf · T ng.
In particular, we conclude that the embedding
C∞(M,A) →֒
∏
n∈N0
C(T nM,T nA), f 7→ (T nf)n∈N0 ,
is a morphism of algebras. By [30, Proposition D.5.7], the multiplication on the product algebra
on the right is continuous, which implies the continuity of the multiplication on C∞(M,A).
Remark 2.2. If M is a manifold and E a complete locally convex space, then the
locally convex space C∞(M,E) is complete (cf. [14, Proposition 4.2.15 (a))]. Moreover,
a short observation shows that the subspace generated by the image of the bilinear map
p : C∞(M)× E → C∞(M,E), (f, e) 7→ f · e consists of functions whose image is contained
in a finite dimensional subspace of E. Writing C∞fin(M,E) for this subspace, we conclude from
an example in [Gro55], Chapter 2, §3.3, Theorem 13 that the map
φ : C∞(M)⊗ E → C∞fin(M,E), f ⊗ e 7→ f · e
is an isomorphism of locally convex spaces and can therefore be extended to an isomorphism
Φ : C∞(M)⊗̂E → C∞(M,E) of complete locally convex spaces. The crucial point here is to
use the fact that C∞(M) is a nuclear space. Note that this isomorphism means that the smooth
compact open topology and the projective tensor product topology coincides on C∞(M)⊗ E.
Proposition 2.3. If M is a manifold and A is a complete locally convex algebra, then
there is a unique locally convex algebra structure on the locally convex space C∞(M)⊗̂A for
which C∞(M)⊗̂A and C∞(M,A) are isomorphic as complete locally convex algebras.
Proof. According to Proposition A.4, C∞(M)⊗A is a locally convex algebra. Thus, [30,
Corollary D.1.7] applied to the multiplication map of C∞(M)⊗A implies that C∞(M)⊗̂A
is also a locally convex algebra. If m̂ denotes the multiplication map of C∞(M)⊗̂A and m
the multiplication map of the locally convex algebra C∞(M,A) (cf. Proposition 2.1), then it
remains to verify the identity
Φ ◦ m̂ = m ◦ (Φ× Φ), (2.1)
where Φ : C∞(M)⊗̂A→ C∞(M,A) denotes the isomorphism of locally convex spaces stated
in Remark 2.2: In fact, an easy observation shows that (2.1) holds on C∞(M)⊗A and thus
the claim follows from the principle of extension of identities.
The next definition is crucial for the aim of this paper since it is the beginning of a smooth
localization method:
Definition 2.4. (Smooth localization of algebras). For n ∈ N and a unital locally convex
algebra A we write
A{t1, . . . , tn} := C
∞(Rn, A)
ON NONCOMMUTATIVE PRINCIPAL TORUS BUNDLES Page 7 of 43
for the unital locally convex algebra of smooth A-valued functions on Rn (cf. Proposition 2.1).
We further define for each 1 ≤ i ≤ n and a ∈ A a smooth A-valued function on Rn by
f ia : R
n → A, (t1, . . . , tn) 7→ 1A − tia.
If a1, . . . , an ∈ A, then we write Ia1,...,an := 〈f
1
a1 , . . . , f
n
an〉 for the closure of the two-sided ideal
generated by these functions. Finally, we write
A{a1,...,an} := A{t1, . . . , tn}/Ia1,...,an
for the corresponding locally convex quotient algebra and
π{a1,...,an} : A{t1, . . . , tn} → A{a1,...,an}
for the corresponding continuous quotient homomorphism. The algebra A{a1,...,an} is called the
(smooth) localization of A with respect to a1, . . . , an.
We continue with a bunch of remarks on the smooth localization of an algebra:
Remark 2.5. For n ∈ N and a complete locally convex algebra A, Proposition 2.3, applied
to M = Rn, implies that
C∞(Rn)⊗̂A ∼= C∞(Rn, A)
as complete locally convex algebras. This result corresponds to the classical picture in
commutative algebra of adjoining n indeterminate elements to a ring R by taking the coproduct
of R and the free K-algebra in n generators:
K[t1, . . . , tn]⊗R ∼= R[t1, . . . , tn].
In particular, the algebra C∞(Rn, A) may be thought of the outcome of adjoining n
indeterminates to the algebra A in a smooth way.
Remark 2.6. Unlike in ordinary commutative algebra, where every element of the
“classical localization” Aa of A with respect to a ∈ A can be written in the form
x
an for
some x ∈ A and n ∈ N, we do, not even in the case n = 1, have an explicit description of the
elements of A{a1,...,an}. Moreover, the outcome is, in general, quite different from the classical
localization procedure; for example, if one localizes an algebra A with respect to a non-zero
quasi-nilpotent element a, i.e., an element with spec(a) = {0} which is not nilpotent, then
A{a} = 0 since the function fa is invertible in A{t}. On the other hand we have 0 6=
a
1 ∈ Aa.
We will point out another difference in Corollary 5.6. Nevertheless, by the universal property
of the classical localization procedure, we have a canonical homomorphism from Aa to A{a}.
Remark 2.7. Let A be an arbitrary (possibly noncommutative) unital algebra. Then
localizing A with respect to 0 leads to the zero-algebra, i.e., A0 = 0 and A{0} = 0. On the
other hand, if a in A is an invertible element, then localization of A with respect to a changes
nothing, i.e., there is a canonical isomorphism between A and Aa. This is not clear at all for
the smooth localization A{a}.
Remark 2.8. (Fre´chet algebras). If A is a unital Fre´chet algebra, then the same holds for
A{a1,...,an}. Indeed, this assertion follows from the fact that the quotient of a Fre´chet space by
a closed subspace is again Fre´chet (cf. [6, §3.5]).
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Proposition 2.9. Let A be a complete unital locally convex algebra. Then the map
ev1 : A{t} → A, f 7→ f(1)
is a surjective morphism of (complete) unital locally convex algebras with kernel
I1A := (t− 1) ·A{t}.
Proof. (i) According to [22, Proposition I.2], the evaluation map
evR : C
∞(R, A)× R→ A, (f, r) 7→ f(r)
is smooth. In particular, the map ev1 is continuous. Further, a short observation shows that
ev1 is surjective and a homomorphism of algebras. Therefore, ev1 is a surjective morphism of
(complete) unital locally convex algebras.
(ii) It remains to determine the kernel I := ker ev1: Clearly, I1A ⊆ I. Therefore, let f ∈ A{t}
with f(1) = 0. We define a smooth A-valued function on R by
g : R→ A, g(t) :=
∫1
0
f ′(s(t− 1) + 1) ds.
Now, an easy calculation leads to
f(t) = (t− 1) · g(t),
i.e., to f ∈ I1A and thus I1A = I.
Corollary 2.10. In the situation of Proposition 2.9, the map
ϕ : A{1A} → A, f + I1A 7→ f(1)
is an isomorphism of (complete) locally convex algebras.
Proof. In view of Proposition 2.9 and the definition of the quotient topology, the map ϕ is
a bijective morphism of locally convex algebras. Further, a short observation shows that the
map
ψ := π{1A} ◦ i : A→ A{1A},
where i : A→ A{t} denotes the canonical inclusion, is a continuous inverse of the map ϕ.
In the forthcoming chapter we will need the following property of A{a}:
Lemma 2.11. For all a1, . . . , an ∈ A there is a continuous A-bimodule structure on
A{a1,...,an}, given for all a, a
′ ∈ A and f ∈ A{t1, . . . , tn} by
a.[f ].a′ := [afa′] = afa′ + Ia1,...,an .
Proof. The claim follows from the continuity of the A-bimodule structure on A{t1, . . . , tn},
given for all a, a′ ∈ A and f ∈ A{t1, . . . , tn} by
(a.f.a′)(t1, . . . , tn) := af(t1, . . . , tn)a
′,
and the definition of the quotient topology.
Remark 2.12. (Another localization method). Another interesting localization method can
be found in [21, Chapter 3]. Indeed, given a commutative R-algebra A and an open subset U of
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the real spectrum Homalg(A,R)\{0} of A (with the topology of pointwise convergence on A),
the authors of [21] define AU to be the ring of fractions of A with respect to the multiplicative
subset of all elements in A without zeroes in U , i.e., elements in AU are (equivalence classes
of) fractions as , where a, s ∈ A and s(χ) := χ(s) 6= 0 for all χ ∈ U . In particular, they show
that if A = C∞(Rn,R), then AU = C
∞(U,R) for each open subset U of Rn (cf. [21, Chapter
3, Example 3.3]). Of course, an important restriction of this approach is the commutativity of
the algebra A.
3. The Spectrum of A{a1,...,an}
Before coming up with concrete examples of smoothly localized algebras, we will first be
concerned with the problem of calculating the spectrum of A{a1,...,an} for some unital locally
convex algebra A and elements a1, . . . , an ∈ A. In the following we write ΓcontA for the set of
continuous characters of A. We start with discussing the spectrum of the algebra of smooth
functions on a manifold:
Lemma 3.1. If M is a manifold, then each character χ : C∞(M)→ C is an evaluation in
some point m ∈M .
Proof. A proof of this statement can be found in [30, Corollary 4.3.2].
The next proposition shows that the correspondence between M and ΓC∞(M) is actually a
topological isomorphism:
Proposition 3.2. Let M be a manifold. Then the map
ΦM :M → ΓC∞(M), m 7→ δm.
is a homeomorphism.
Proof. (i) The surjectivity of Φ follows from Lemma 3.1. To show that Φ is injective,
choose elements m 6= m′ of M . Since M is manifold, there exists a function f in C∞(M) with
f(m) 6= f(m′). Then
δm(f) = f(m) 6= f(m
′) = δm′(f)
implies that δm 6= δm′ , i.e., Φ is injective.
(ii) Next, we show that Φ is continuous: Let mn → m be a convergent sequence in M . Then
we have
δmn(f) = f(mn)→ f(m) = δm(f) for all f in C
∞(M),
i.e., δmn → δm in the topology of pointwise convergence. Hence, Φ is continuous.
(iii) We complete the proof by showing that Φ is an open map: For this let U be an open
subset of M , m0 in U and h a smooth real-valued function with h(m0) 6= 0 and supp(h) ⊂ U .
Since the map
δh : ΓC∞(M) → C, δm 7→ h(m)
is continuous, a short calculations shows that Φ(U) is a neighbourhood of m0 containing the
open subset δ−1h (C
×). Hence, Φ is open.
The following observation is well-known, but by a lack of a reference, we give the proof:
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Lemma 3.3. Let A and B be two unital locally convex algebras. Then the map
Φ : ΓcontA × Γ
cont
B → Γ
cont
A⊗B, (χA, χB)→ χA ⊗ χB
is a homeomorphism.
Proof. (i) We first note that Lemma A.3 implies that the map Φ is well-defined. To show
that the map Φ is bijective, we recall that each simple tensor a⊗ b can be written as (a⊗ 1B) ·
(1A ⊗ b). Therefore, every continuous character χ : A⊗B → C is uniquely determined by the
elements of the form (a⊗ 1B) and (1A ⊗ b) for a ∈ A and b ∈ B. In particular, the restriction
of χ to the subalgebra A⊗ 1B, resp., 1A ⊗B corresponds to a continuous character of A, resp.,
B, i.e.,
χ = χA ⊗ χB for χA ∈ ΓA and χB ∈ ΓB.
Hence, Φ is surjective. A similar argument shows that the map Φ is injective.
(ii) Finally, we leave it as an easy exercise to the reader to verify the continuity of Φ and its
inverse Φ−1.
Remark 3.4. (Continuous inverse algebras). (a) A unital locally convex algebra A is called
continuous inverse algebra, or CIA for short, if its group of units A× is an open subset in A
and the inversion map ι : A× → A×, a 7→ a−1 is continuous at 1A. They are encountered in
K-theory and noncommutative geometry, usually as dense unital subalgebras of C∗-algebras.
(b) For a compact manifold M , the Fre´chet algebra of smooth functions C∞(M) is the
prototype of such a continuous inverse algebra. More generally, if M is a compact manifold
and A a continuous inverse algebra, then C∞(M,A), equipped with the smooth compact open
topology, is a continuous inverse algebra (cf. [12, Proposition 7.1]). The example C∞(R,R)
shows that, if A is a continuous inverse algebra, C∞(M,A) need not have an open unit group.
(c) If A is a commutative CIA, then each character χ : A→ C is continuous. Moreover, given
a maximal proper ideal I in A, then I is the kernel of some character χ : A→ C. A reference
for the last two statements is [4, Chapter 2].
We are now ready to prove the following theorem on continuous characters of smooth vector-
valued function spaces:
Theorem 3.5. Let M be a manifold and A be a unital locally convex algebra. Further let
B := C∞(M,A). Then the following assertions hold:
(a) If M is compact and A is a CIA, then each maximal ideal of B is closed.
(b) If A is complete, then each continuous character ϕ : B → C is an evaluation homomor-
phism
χ ◦ δm : B → C, f 7→ χ(f(m))
for some m ∈M and χ ∈ ΓcontA .
Proof. (a) We first note that Remark 3.4 (ii) implies that B is a CIA. Hence, the unit group
B× = C∞(M,A×) is an open subset of B. If I ⊆ A is a maximal ideal, then I intersects B×
trivially, and since B× is open, the same holds for the closure I¯. Hence, I¯ also is a proper ideal,
so that the maximality of I implies that I is closed.
(b) According to Proposition 2.3, we know that C∞(M)⊗̂A and C∞(M,A) are isomorphic as
complete unital locally convex algebras. In particular, C∞(M)⊗A is a dense unital subalgebra
of C∞(M,A), and thus each (continuous) character ϕ : B → C restricts to a character on
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C∞(M)⊗A, which is, by Lemma 3.3, an evaluation in some point (m,χ) ∈M × ΓcontA . This
character is continuous with respect to the projective tensor product topology and can therefore
be uniquely extended to a continuous character on B.
Corollary 3.6. Let M be a manifold and A be a complete CIA. If B := C∞(M,A), then
each continuous character ϕ : B → K is an evaluation homomorphism
χ ◦ δm : B → C, f 7→ χ(f(m))
for some m ∈M and χ ∈ ΓA. In particular, if M is compact, then each character of B is an
evaluation homomorphism.
Proof. The first part of the Corollary immediately follows from Theorem 3.5 (b) and
Remark 3.4 (c), which states that every character of A is continuous. If M is additionally
compact, then Remark 3.4 (b) implies that B is a (complete) CIA. Therefore, the second
assertion (again) follows from Remark 3.4 (c).
Remark 3.7. It would be nice to find a purely algebraic proof of Corollary 3.6, which shows
that, even in the non-compact case, every (!) character of B is an evaluation homomorphism.
By Lemma 3.1 this is, for example, true for A ∈ {R,C} and should also work for function
algebras on compact spaces, i.e., for commutative C*-algebras. For further investigations on
this question, we refer to the paper [23].
Corollary 3.8. IfM is compact and A a complete commutative CIA, then each maximal
proper ideal of B := C∞(M,A) is the kernel of an evaluation homomorphism
χ ◦ δm : B → C, f 7→ χ(f(m))
for some m ∈M and χ ∈ ΓA.
Proof. According to Remark 3.4 (b), B is a commutative CIA. Hence, Remark 3.4 (c)
implies that each maximal proper ideal of B is the kernel of a character of B. Therefore, the
claim follows from Corollary 3.6.
The following theorem shows that, under a certain condition on the continuous spectrum of
A, the bijection of Theorem 3.5 (b) becomes an isomorphism of topological spaces:
Theorem 3.9. Let M be a manifold and A be a complete unital locally convex algebra.
Further, let B := C∞(M,A) and assume that ΓcontA is locally equicontinuous. Then the map
Φ :M × ΓcontA → Γ
cont
B , (m,χ) 7→ χ ◦ δm
is a homeomorphism.
Proof. (i) Since A is unital, C∞(M) is a central subalgebra of B. Moreover, we note that
A is embedded in B as the constant-valued functions. Hence, Φ(m,χ) = Φ(m′, χ′) implies that
m = m′ and χ = χ′, i.e., Φ is injective. Further, Theorem 3.5 (b) implies that the map Φ is
surjective.
(ii) Next, we prove the continuity of the inverse map Φ−1: For this we choose a convergent
net ϕi = χi ◦ δmi → χ ◦ δm = ϕ in Γ
cont
B . Because C
∞(M) is a central subalgebra of B, we
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conclude that δmi → δm in ΓC∞(M). By Proposition 3.2, the last condition is equivalent to
mi → m in M . Since A is embedded in B as the constant-valued functions, we get χi → χ in
A.
(iii) To prove continuity of Φ, let (m0, χ0) ∈M × ΓcontA , ǫ > 0 and f ∈ B. We first choose an
equicontinuous neighbourhood V of χ0 in Γ
cont
A such that
V ⊆
{
χ ∈ ΓcontA : |(χ− χ0)(f(m0))| <
ǫ
2
}
.
Next, we choose a neighbourhood W of f(m0) in A such that
|χ(a− f(m0))| <
ǫ
2
for all a ∈ W and χ ∈ V . Finally, we choose a neighbourhood U ofm0 inM such that f(m) ∈W
for all m ∈ U . Then (m,χ) ∈ U × V implies f(m) ∈ W and χ ∈ V and therefore
|χ(f(m)− f(m0))| <
ǫ
2
and |(χ− χ0)(f(m0))| <
ǫ
2
.
It follows that
|Φ(m,χ)(f)− Φ(m0, χ0)(f)| = |χ(f(m))− χ0(f(m0))|
≤ |(χ− χ0)(f(m0))|+ |χ(f(m)− f(m0))| < ǫ
for all (m,χ) ∈ U × V .
Remark 3.10. (Sources of algebras with equicontinuous spectrum). (a) The spectrum ΓA
of each CIA A is equicontinuous. In fact, let U be a balanced 0-neighbourhood such that
U ⊆ 1A −A×. Then |ΓA(U)| < 1 (cf. the proof of [4, Lemma 2.2.4]).
(b) Moreover, if A is a ρ-seminormed algebra, then [2, Corollary 7.3.9] implies that ΓcontA is
equicontinuous.
Definition 3.11. For a unital algebra A and a ∈ A we write D(a) := {χ ∈ ΓA : χ(a) 6= 0}
for the set of characters which do not vanish on a. Moreover, if a1, . . . , an ∈ A, then we define
D(a1, . . . , an) :=
n⋂
i=1
D(ai).
Lemma 3.12. Each set of the form D(a1, . . . , an) is an open subset of ΓA.
Proof. By the definition of D(a1, . . . , an), it suffices to show that each set of the form D(a)
is open. Therefore, let a ∈ A be arbitrary and note that the function eva : ΓA → C, χ 7→ χ(a)
is continuous. The claim now follows from D(a) = (eva)
−1(C×).
Next we want to describe the spectrum of A{a} for a complete locally convex algebra A and
an element a ∈ A. We first need the following proposition:
Proposition 3.13. Let A be a unital locally convex algebra and let I be a closed two-sided
ideal of A. Further, let π : A→ A/I denote the quotient homomorphism. Then the map
Φ :
{
χ ∈ ΓcontA : χ(I) = {0}
}
→ ΓcontA/I , χ 7→ (a+ I 7→ χ(a))
is a homeomorphism with inverse given by
Ψ : ΓcontA/I →
{
χ ∈ ΓcontA : χ(I) = {0}
}
, χ 7→ χ ◦ π.
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Proof. Since the quotient homomorphism π : A→ A/I becomes continuous with respect
to the quotient topology, the map Φ is well-defined. Now, a short calculation shows that both
maps Φ and Ψ are continuous and inverse to each other.
Theorem 3.14. Let A be a complete unital locally convex algebra such that ΓcontA is locally
equicontinuous. If a1, . . . , an ∈ A, then the map
Φ{a1,...,an} : D(a1, . . . , an)→ Γ
cont
A{a1,...,an}
, Φ{a1,...,an}(χ)([f ]) := χ
(
f
(
1
χ(a1)
, . . . ,
1
χ(an)
))
is a homeomorphism.
Proof. (i) A short observation shows that the map
φ{a1,...,an} : D(a1, . . . , an)→ R
n × ΓcontA , χ 7→
(
1
χ(a1)
, . . . ,
1
χ(an)
, χ
)
is clearly a homeomorphism onto its image.
(ii) To proceed we show that the set X := im(φ{a1,...,an}) is homeomorphic to Γ
cont
A{a1,...,an}
:
For this we first put B := A{t1, . . . , tn} = C∞(Rn, A). Then Proposition 3.13 implies that the
space ΓcontA{a1,...,an}
is homeomorphic to {χ ∈ ΓcontB : χ(Ia1,...,an) = {0}}. Furthermore, Theorem
3.9 implies that this last set is homeomorphic to{
(r1, . . . , rn, χ) ∈ R
n × ΓcontA : χ ◦ δ(r1,...,rn)(Ia1,...,an) = {0}
}
.
Next, we observe that the condition χ ◦ δ(r1,...,rn)(Ia1,...,an) = {0} is equivalent to riχ(ai) = 1
for all 1 ≤ i ≤ n, i.e., we have{
(r1, . . . , rn, χ) ∈ R
n × ΓcontA : δ(r1,...,rn,χ)(Ia1,...,an) = {0}
}
= X.
The corresponding homeomorphism ϕ{a1,...,an} : X → Γ
cont
A{a1,...,an}
is given by
ϕ{a1,...,an}
((
1
χ(a1)
, . . . ,
1
χ(an)
, χ
))
([f ]) := χ
(
f
(
1
χ(a1)
, . . . ,
1
χ(an)
))
.
(iii) The claim now follows from Φ{a1,...,an} = ϕ{a1,...,an} ◦ φ{a1,...,an}.
4. The Space of Sections of an Algebra Bundle as a Locally Convex Algebra
In this section we are dealing with algebra bundles q : A→M with a possibly infinite-
dimensional fibre A over a finite-dimensional manifold M and show how to endow the
corresponding space ΓA of sections with a topology that turns it into a (unital) locally convex
algebra.
Definition 4.1. (Algebra bundles). Let A be a locally convex algebra. An algebra bundle
(with fibre A) is a quadruple (A,M,A, q), consisting of an infinite-dimensional manifold A, a
manifoldM and a smooth map q : A→M , with the following property: All fibres Am, m ∈M ,
carry algebra structures, and each point m ∈M has an open neighbourhood U for which there
exists a diffeomorphism
ϕU : U ×A→ q
−1(U) = AU ,
satisfying q ◦ ϕU = pU and all maps
ϕU,x : A→ Ax, a 7→ ϕU (x, a)
are algebra isomorphisms.
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Definition 4.2. (Sections of algebra bundles). Let (A,M,A, q) be an algebra bundle. Then
the corresponding space
ΓA := {s ∈ C∞(M,A) : q ◦ s = idM}
of smooth sections carries the structure of an algebra. Indeed, given two sections s1, s2 ∈ ΓA
and λ ∈ K, the vector space structure on ΓA is defined by
(s1 + s2)(m) := s1(m) + s2(m) and (λs)(m) := λs(m).
Moreover, the product (s1 · s2)(m) := s1(m) · s2(m) defines a multiplication map on ΓA. If A
has a unit, then the unit of ΓA is given by the section 1(x) := 1Ax . In this case C
∞(M) is a
unital subalgebra of ΓA.
Our next goal is to endow ΓA with a topology.
Construction 4.3. (A topology on ΓA). Let (A,M,A, q) be an algebra bundle and
(ϕi, Ui)i∈I a bundle atlas for (A,M,A, q). We endow ΓA with the initial topology OI generated
by the maps
Φi : ΓA→ C
∞(Ui, A), s 7→ si := prA ◦ϕ
−1
i ◦ s|Ui
for i ∈ I. Here, the right-hand side carries the smooth compact open topology from Definition
B.1. This topology turns ΓA into a locally convex algebra (cf. Proposition 2.1). We will see
soon that the topology on ΓA does not depend on the particular choice of the bundle atlas
(ϕi, Ui)i∈I .
Lemma 4.4. Let (A,M,A, q) be an algebra bundle and (ϕi, Ui)i∈I a bundle atlas for
(A,M,A, q). Moreover, let ϕji := ϕ
−1
j ◦ ϕi (on (Ui ∩ Uj)×A) and si := Φi(s) for i, j ∈ I and
s ∈ ΓA (cf. Construction 4.3). Then the following assertions hold:
(a) If s ∈ ΓA and ŝi(x) := (x, si(x)) for i ∈ I and x ∈ Ui, then ŝj = ϕji ◦ ŝi for each i, j ∈ I.
(b) Conversely, if (si)i∈I ∈
∏
i∈I C
∞(Ui, A) satisfies ŝj = ϕji ◦ ŝi for each i, j ∈ I, then the
map
s : M → A, s(x) := (ϕi ◦ ŝi)(x), x ∈ Ui,
defines a section of the bundle (A,M,A, q) with Φi(s) = si for each i ∈ I.
Proof. (a) This is just a simple calculation involving the bundle charts (ϕi, Ui)i∈I .
(b) Let x ∈ Ui ∩ Uj . Then
(ϕj ◦ ŝj)(x) = (ϕj ◦ ϕji ◦ ŝi)(x) = (ϕi ◦ ŝi)(x)
shows that the map s is well-defined. It obviously defines a section of the bundle (A,M,A, q)
with Φi(s) = si for each i ∈ I.
Proposition 4.5. Suppose we are in the situation of Lemma 4.4. Further, consider the
algebra homomorphism
ΦI : (ΓA,OI)→
∏
i∈I
C∞(Ui, A), ΦI(s) := (Φi(s))i∈I = (si)i∈I .
Then the following assertions hold:
(a) We have
im(ΦI) = {(si)i∈I : (∀i, j ∈ I) ŝj = ϕji ◦ ŝi}.
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(b) The algebra homomorphism ΦI is a topological embedding with closed image.
Proof. (a) The first assertion is a direct consequence of Lemma 4.4.
(b) Clearly, the map ΦI is injective. Moreover, the topology OI just defined in Construction
4.3 turns it into a topological embedding. To see that im(ΦI) is closed, let (sα)α∈Λ be a net in
ΓA such that ΦI(sα) converges to some (si)i∈I ∈
∏
i∈I C
∞(Ui, A). Then limα sα,i(x) = si(x)
for each i ∈ I and x ∈ Ui. From this we conclude that
ŝj(x) = lim
α
ŝα,j(x) = lim
α
(ϕji ◦ ŝα,i)(x) = (ϕji ◦ ŝi)(x)
for all i, j ∈ I and x ∈ Ui ∩ Uj and thus that (si)i∈I ∈ imΦI by part (a).
Remark 4.6. (Smooth compact open topology=initial topology). Given a manifold M
and a locally convex algebra A, the topology OI on C∞(M,A) induced by an atlas (ϕi, Ui)i∈I
of M (consider C∞(M,A) as the sections of the trivial bundle (M ×A,M,A, prM ) and use
Construction 4.3) coincides with the smooth compact opnen topology traditionally considered
on C∞(M,A) (cf. Definition B.1). A very nice proof of this statement (and more background
on topologies on function spaces) can be found in [13, Proposition 4.19 (d)].
Theorem 4.7. Let (A,M,A, q) be an algebra bundle and (ϕi, Ui)i∈I a bundle atlas for
(A,M,A, q). Further, let (ψj , Vj)j∈J be another bundle atlas for (A,M,A, q). Then the identity
map
id : (ΓA,OI)→ (ΓA,OJ)
is an isomorphism of locally convex algebras. In particular, the topology on ΓA does not depend
on the particular choice of the bundle atlas.
Proof. The universal property of the initial topology OJ implies that the identity map id
is continuous if and only if the maps
Φj : (ΓA,OI)→ C
∞(Vj , A), s 7→ sj
are continuous for each j ∈ J . Therefore, we fix j ∈ J and note that the continuity of Φj follows
from Proposition 4.5 (b), Remark 4.6 and the continuity of the map∏
i∈I
C∞(Ui, A)→
∏
i∈I
C∞(Vj ∩ Ui, A) (si)i∈I 7→ (gji ◦ (idVj∩Ui ×(si)|Vj ))i∈I ,
where gji : (Vj ∩ Ui)×A→ A denotes the smooth map defined by the transition function
ψ−1j ◦ ϕi. A similar argument shows that the “inverse” map id
−1 is continuous. Thus, id is
an isomorphism of locally convex algebras.
Corollary 4.8. Let A be a Fre´chet algebra and (A,M,A, q) an algebra bundle. Then ΓA
carries a unique structure of a Fre´chet algebra, when endowed with the topology of Construction
4.3.
Proof. If (ϕi, Ui)i∈I is a countable bundle atlas for (A,M,A, q), then Proposition 4.5 (b)
implies that ΓA carries the structure of a Fre´chet algebra, since the right-hand side is a Fre´chet
algebra and the image of ΦI is closed. That this structure is unique is now a consequence of
Theorem 4.7.
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The following remark can be used to verify that certain maps to ΓA are smooth. We recall
that the space
∏
i∈I C
∞(Ui, A) carries the structure of an infinite-dimensional manifold:
Remark 4.9. (Verifying smoothness on ΓA). If (A,M,A, q) is an algebra bundle and
(ϕi, Ui)i∈I a bundle atlas for (A,M,A, q), then the map
ΦI : ΓA→
∏
i∈I
C∞(Ui, A), ΦI(s) := (Φi(s))i∈I = (si)i∈I
is a smooth embedding. Indeed, Proposition 4.5 (b) implies that the map ΦI is continuous and
linear. Hence, ΦI is smooth. Since ΦI has closed image, we conclude from [14, Lemma 2.2.7],
that a map f : N → ΓA from a manifold N to ΓA is smooth if and only if the composition
ΦI ◦ f is smooth.
5. Smooth Localization of Sections of Algebra Bundles
In this section we finally want to prove a smooth analogue of Proposition 1.4 for the algebra
C∞(M) of smooth functions on some manifoldM . In fact, we show that if A is a unital Fre´chet
algebra, (A,M,A, q) an algebra bundle and f ∈ C∞(M,R), then the smooth localization of ΓA
with respect to f (cf. Definition 2.4) is isomorphic (as a unital Fre´chet algebra) to ΓAMf , where
Mf := {m ∈M : f(m) 6= 0}. To be more precise, we show that the map
φf : ΓA{f} → ΓAMf , [F ] 7→ F ◦
(
1
f
× idMf
)
is an isomorphism of unital Fre´chet algebras. We start with a very useful lemma of Hadamard:
Lemma 5.1. (Hadamard’s lemma). Let E be a complete locally convex space. Further, let
U be an open convex subset of Rk × Rn−k containing 0 and f : U → E be a smooth function
that vanishes on U ∩ ({0} × Rn−k). If prj : R
n → R denotes the projection to the j-th factor,
then
f =
k∑
j=1
gj · prj
holds for suitable smooth functions gj : U → E.
Proof. For x = (x1, . . . , xn) in U we define y := (x1, . . . , xk, 0) and z := (0, xk+1, . . . , xn).
We further define a smooth E-valued curve h on [0, 1] by
h : [0, 1]→ E, h(t) := f(z + ty).
Then h′(t) =
∑k
j=1
∂f
∂xj
(z + ty) · xj , and for gj(x) :=
∫1
0
∂f
∂xj
(z + ty)dt we obtain
f(x) = f(x)− f(z) = h(1)− h(0) =
∫ 1
0
h′(t)dt =
k∑
j=1
gj(x) · xj ,
i.e., f =
∑k
j=1 gj · prj as desired.
Theorem 5.2. (A factorization theorem for algebra bundles). Let A be a complete locally
convex algebra and (A,M,A, q) an algebra bundle. Further, let h = (h1, . . . , hk) :M → Rk be
a smooth function with 0 ∈ Rk as a regular value. If H := h−1(0) is the corresponding closed
submanifold ofM , then the restriction map RH : ΓA→ ΓAH , s 7→ s|H is a surjective morphism
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of locally convex algebras. Its kernel ker(RH) is equal to
〈h1, . . . , hk〉 := {h1 · s1 + . . .+ hk · sk : s1, . . . sk ∈ ΓA}.
In particular, 〈h1, . . . , hk〉 is a closed two-sided ideal of ΓA.
Proof. The proof of this theorem is devided into three parts:
(i) To show that the map RH is a surjective morphism of locally convex algebras, we first
note that RH is obviously linear, multiplicative and continuous as a restriction map. Thus, it
remains to prove its surjectivity: For this we have to show that any section s : H → AH can
be extended to a global section on M . Locally this can be done, since H looks like Rn−k in Rn
(for n = dimM) and s like a smooth A-valued function on Rn−k. To get a global extension we
have to use a partition of unity.
(ii) Next, we show the equality of the kernel of RH and the ideal 〈h1, . . . , hk〉. Since
RH is continuous, this will in particular imply that 〈h1, . . . , hk〉 is a closed ideal of ΓA:
We immediately verify that 〈h1, . . . , hk〉 ⊆ ker(RH). For the other inclusion, let s ∈ ΓA with
RH(s) = 0, i.e., s ≡ 0 on H . We claim that each m ∈M has an open m-neighbourhood U such
that
s|U =
k∑
j=1
hj · s
U
j
holds for suitable sections sUj : U → AU . If this is the case, we choose an open cover (Ui)i∈I of
M such that
s|Ui =
k∑
j=1
hj · s
i
j
holds for suitable sections sij : Ui → AUi and a partition of unity (ψi, Ui)i∈I subordinated to
this cover. Since each section ψi · sij : Ui → AUi can be extended to a section onM (by defining
it to be zero outside supp(ψi)), we conclude that
s =
∑
i∈I
ψi · s =
∑
i∈I
 k∑
j=1
ψi · hj · s
i
j
 = k∑
j=1
hj
(∑
i∈I
ψi · s
i
j
)
∈ 〈h1, . . . , hk〉.
(iii) We now prove the claim of part (ii). For this, let first be m ∈M\H . Then there exists
j ∈ {1, . . . , k} and an open m-neighbourhood U such that hj 6= 0 on U . Therefore, we can write
s|U = hj ·
s|U
hj |U
.
Now, let m ∈ H . By the Implicit Function Theorem we may choose a chart (ϕ,U) around m
such that h ◦ ϕ−1 : Rn → Rk looks like the projection onto the first k-coordinates and s ◦ ϕ−1
like a smooth A-valued function on Rn. If we write Rn = Rk × Rn−k and use Lemma 5.1, then
we conclude that
s ◦ ϕ−1 =
k∑
j=1
(hj ◦ ϕ
−1) · (sUj ◦ ϕ
−1)
for suitable sections sUj : U → AU . In particular, from this we immediately obtain the desired
representation
s|U =
k∑
j=1
hj · s
U
j .
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Lemma 5.3. If (A,M,A, q) is an algebra bundle and N a manifold, then the following
assertions hold:
(a) If (ϕi, Ui)i∈I is a bundle atlas for (A,M,A, q), then the algebra map
Φ̂I : C
∞(N,ΓA)→
∏
i∈I
C∞(N × Ui, A), F 7→ (Φi ◦ F )i∈I
is a topological embedding with closed image given by
im(Φ̂I) = {(Fi)i∈I : (∀i, j ∈ I, n ∈ N) F̂j(n) = ϕji ◦ F̂i(n)}
(cf. Lemma 4.4 and Lemma B.2 ).
(b) If prM : N ×M →M denotes the canonical projection onto M and pr
∗
M (A) the corre-
sponding pull-back bundle, then the map
Ψ : C∞(N,ΓA)→ Γpr∗M (A), Ψ(F )(n,m) := (n,m, F (n)(m))
is an isomorphism of unital locally convex algebras.
Proof. (a) The first assertion immediately follows from [Gl05], Lemma 4.2.6 applied to
Proposition 4.5.
(b) For the second assertion we first note that both spaces, C∞(N,ΓA) and Γ pr∗M (A), carry
the structure of a locally convex algebra and that the map Ψ is an algebras homomorphism. To
see that Ψ is bijective it is enough to note that each section s of the pull-back bundle pr∗M (A)
has the form
s : N ×M → pr∗M (A), s(n,m) = (n,m, Fs(n,m))
for some smooth function Fs : N ×M → A satisfying q ◦ Fs(n, ·) = idM for each n ∈ N , i.e.,
for some Fs ∈ C∞(N,ΓA). It therefore remains to show that the map Ψ is bicontinuous: For
this let (ϕi, Ui)i∈I be a bundle atlas for (A,M,A, q). Then the bicontinuity of Ψ follows from
the definition of the topology on Γ pr∗M (A) (which is induced from the bundle atlas (ϕi, Ui)i∈I)
and part (a) of the lemma.
Proposition 5.4. Let A be a unital locally convex algebra and (A,M,A, q) an algebra
bundle. If f1, . . . , fk :M → R are smooth functions and Mf1,...,fk :=
⋂k
j=1Mfj , then the map
Φf1,...,fk : C
∞(Rk,ΓA)→ ΓAMf1,...,fk , F 7→ F ◦
(
1
f1
× · · · ×
1
fk
× idMf1,...,fk
)
is a surjective morphism of unital locally convex algebras. Its kernel ker(Φf1,...,fk) is equal to
If1,...,fk := {(1− t1f1) · g1 + . . .+ (1− tkfk) · gk : g1, . . . gk ∈ C
∞(Rk,ΓA)}.
In particular, If1,...,fk is a closed two-sided ideal of C
∞(Rk,ΓA).
Proof. The proof of this proposition is divided into three parts:
(i) We first note that 0 ∈ Rk is a regular value for the function
h : Rk ×M → Rk, (t1, . . . , tk,m) 7→ (1 − t1f1(m), . . . , 1− tkfk(m))
In particular,
H := h−1(0) =
{(
1
f1(x)
, . . . ,
1
fk(x)
, x
)
: x ∈Mf1,...,fk
}
is a closed submanifold of Rk ×M . Further, we note that H is diffeomorphic to Mf1,...,fk .
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(ii) Next, Lemma 5.3 (b) applied to the algebra bundle (A,M,A, q) and N = Rk implies that
the map
Ψ : C∞(Rk,ΓA)→ Γpr∗M (A), Ψ(F )((r1, . . . , rk),m) := ((r1, . . . , rk),m, F (r1, . . . , rk)(m))
is an isomorphism of unital locally convex algebras. A similar argument shows that the space
Γ (pr∗M (A))H of sections of the pull-back bundle pr
∗
M (A) restricted to the submanifold H is
isomorphic (as a unital locally convex algebra) to ΓAMf1,...,fs .
(iii) The assertions of the proposition now follow from Theorem 5.2 applied to the restriction
map
RH : Γ pr
∗
M (A)→ Γ (pr
∗
M (A))H , s 7→ s|H
Theorem 5.5. (Smooth localization of sections of algebra bundles). Suppose we are in the
situation of Proposition 5.4. If A is a unital Fre´chet algebra, then the map Φf1,...,fk is open.
Moreover, the induced map
φf1,...,fk : ΓA{f1,...,fk} → ΓAMf1,...,fk , [F ] 7→ F ◦
(
1
f1
× · · · ×
1
fk
× idMf1,...,fk
)
is an isomorphism of unital Fre´chet algebras (cf. Definition 2.4 for the definition of ΓA{f1,...,fk}).
Proof. If A is a unital Fre´chet algebra, then so are ΓA, ΓAMf1,...,fk (cf. Corollary 4.8)
and C∞(Rk,ΓA). In particular, the Open Mapping Theorem (cf. [24, Chapter III, Section
2.2]) implies that the map Φf1,...,fk is open. Since the quotient of a Fre´chet space by a closed
subspace is again Fre´chet (cf. [6, §3.5]), we can use the Open Mapping Theorem again to see
that the map φf1,...,fk is an isomorphism of unital Fre´chet algebras.
Although C∞(M){f} is not the ring of fractions with some power of f as denominator,
Theorem 5.5 yields the desired smooth analogue of Proposition 1.4:
Corollary 5.6. Let M be a manifold and A a unital Fre´chet algebra. Further, let
f1, . . . , fk :M → R be smooth functions and Mf1,...,fk :=
⋂s
j=1Mfj . Then the map
φf1,...,fk : C
∞(M,A){f1,...,fk} → C
∞(Mf1,...,fk , A), [F ] 7→ F ◦
(
1
f1
× · · · ×
1
fk
× idMf1,...,fk
)
is an isomorphism of unital Fre´chet algebras.
Proof. The assertion directly follows from Theorem 5.5 applied to the trivial algebra bundle
(M ×A,A,M, qM ).
We now present a very useful and well-known theorem of analysis:
Theorem 5.7. (Whitneys Theorem). Any open subset U of a manifold M is the
complement of the zeroset of a smooth function f :M → R, i.e.,
U =Mf := {m ∈M : f(m) 6= 0} for some f ∈ C
∞(M,R).
Such a function f is called a U -defining function.
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Proof. A proof for the case M = Rn can be found in [GuPo74], Exercise 1.5.11. A
combination with a partition-of-unity argument proves the general case.
Corollary 5.8. If A is a unital Fre´chet algebra, (A,M,A, q) an algebra bundle and fU a
U -defining function corresponding to an open subset U of M , then the map
φU : ΓA{fU} → ΓAU , [F ] 7→ F ◦
(
1
fU
× idU
)
is an isomorphism of unital Fre´chet algebras.
Proof. This assertion is a direct consequence of Theorem 5.5.
6. The Spectrum of the Space of Sections of an Algebra Bundle
with Finite-Dimensional Commutative Fibre
In the last two sections we were concerned with sections of algebra bundles. The goal of
this section is to describe the spectrum of the algebra of sections of an algebra bundle with
finite-dimensional commutative fibre. We show that if (A,M,A, q) is such an algebra bundle,
then the spectrum of the corresponding algebra ΓA of sections is an n-fold covering ofM (here
n = dimAss).
Theorem 6.1. (Wedderburn-Artin). Each finite-dimensional semisimple unital algebra is
isomorphic to a direct product of matrix algebras, i.e., to
Mk1(C)× · · ·Mkn(C) for some k1, . . . kn ∈ N.
Conversely, each finite direct product of matrix algebras is a semisimple unital algebra.
Proof. For the proof of this statement we refer, for example, to [9, Theorem 2.4.3].
Corollary 6.2. Each finite-dimensional semisimple unital algebra which is commutative
is isomorphic to a direct product of copies of C.
Proof. This assertion is a direct consequence of Theorem 6.1.
If a unital algebra A is not semisimple, it is quite natural to measure the defect for A not
being semisimple. This can be done with the so-called Jacobson radical:
Definition 6.3. (The Jacobson radical). The Jacobson radical An of a finite-dimensional
unital algebra A can be defined as
(a) the largest nilpotent ideal of A.
(b) the intersection of all maximal ideals of A.
(c) the smallest ideal of A such that the quotient algebra A/An is semisimple.
In fact, for the equivalence of these definition we refer to [9, Section 3.1].
Lemma 6.4. Let A be a finite-dimensional unital algebra. Further, let An be the Jacobson
radical of A and Ass := A/An the corresponding semisimple unital quotient algebra. Then the
following assertions hold:
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(a) Each algebra automorphism φ ∈ Aut(A) leaves An invariant, i.e., restricts to an algebra
automorphism φn of An. We write
πn : Aut(A)→ Aut(An), φ 7→ φn
for the corresponding group homomorphism.
(b) In particular, each algebra automorphism φ ∈ Aut(A) descends to an algebra automor-
phism φss of Ass. We write
πss : Aut(A)→ Aut(Ass), φ 7→ φss
for the corresponding group homomorphism.
Proof. (a) The first assertion follows from the Definition of An (cf. Definition 6.3 (a) or
(b)).
(b) The second assertion is a consequence of part (a).
Proposition 6.5. Suppose we are in the situation of Lemma 6.4. Further, let (A,M,A, q)
be an algebra bundle and (ϕi, Ui)i∈I be a bundle atlas for (A,M,A, q). If Uij := Ui ∩ Uj
for i, j ∈ I and gij ∈ C∞(Uij ,Aut(A)) are the corresponding transition functions, then the
following assertions hold:
(a) There exists an algebra (sub-) bundle (An,M,An, qn) of (A,M,A, q) with bundle charts
ϕni : Ui ×An → (An)Ui such that
((ϕni )
−1 ◦ ϕnj )(x, an) = (x, g
n
ij(x).an), where g
n
ij := πn ◦ gij ∈ C
∞(Uij ,Aut(An)).
(b) There exists an algebra bundle (Ass,M,Ass, qss) with bundle charts ϕ
ss
i : Ui ×Ass → (Ass)Ui
such that
((ϕssi )
−1 ◦ ϕssj )(x, ass) = (x, g
ss
ij(x).ass), where g
ss
ij := πss ◦ gij ∈ C
∞(Uij ,Aut(Ass)).
In particular, the algebra bundle (Ass,M,Ass, qss) can be realized as the quotient algebra
bundle of (A,M,A, q) with respect to (An,M,An, qn). The corresponding quotient map is
given by
p : A→ Ass, p(a) := a+ (An)m for a ∈ Am.
(c) We obtain a short exact sequence
0 −→ ΓAn −→ ΓA
Γp
−→ ΓAss −→ 0
of (Fre´chet-) algebras. Here, the second arrow denotes the natural inclusion and
(Γp(s))(m) := p(s(m)) for s ∈ ΓA and m ∈M.
Proof. (a),(b) The first two assertions are a consequence of Lemma 6.4 and [26, Part I,
Section 3, Theorem 3.2].
(c) The third assertion follows from an easy calculation and part (a) and (b).
Remark 6.6. (Finite open cover property). If (A,M,A, q) is an algebra bundle over a
compact manifold M , then it is obviously true that there exists a finite open cover {Ui}1≤i≤m
ofM such that each AUi := q
−1(Ui) is trivial. Note that this property is also true for arbitrary
manifolds:
Indeed [8, Theorem 7.5.16] states that if (A,M,A, q) is an algebra bundle over a manifold
M of dimension n, then there is a cover {Ui}1≤i≤n+1 ofM , such that AUi := q
−1(Ui) is trivial.
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Proposition 6.7. Let (An,M,An, qn) be the algebra (sub-) bundle of Proposition 6.5 (a).
Then ΓAn consists of nilpotent elements, i.e., for each s ∈ ΓAn there exists a natural number
n ∈ N such that sn = 0.
Proof. In view of Remark 6.6 and Proposition 4.5, ΓAn can be embedded into a finite
product of the form
∏
i∈I C
∞(Ui, A). Since each function si ∈ C∞(Ui, A) appearing in the
image ΦI(s) = (si)i∈I of an element s ∈ ΓAn takes values in An, there exists a natural number
n ∈ N such that ΦI(sn) = (sni )i∈I = (0)i∈I . Thus, we obtain s
n = 0 as desired.
Theorem 6.8. Let A be a finite-dimensional unital algebra and (A,M,A, q) be an algebra
bundle. Further, let (Ass,M,Ass, qss) be the algebra bundle of Proposition 6.5 (b). Then the
map
Φ : ΓΓA → ΓΓAss , Φ(χ)(s) := χ(s),
where s ∈ ΓA with Γp(s) = s, is a well-defined homeomorphism with inverse given by
Ψ : ΓΓAss → ΓΓA, Ψ(χ)(s) := χ(s)
for s = Γp(s).
Proof. (i) We first show that Φ is well-defined. For this we have to verify that each character
χ ∈ ΓΓA vanishes on ΓAn (cf. Proposition 6.5 (c)): Indeed, if χ ∈ ΓΓA and s ∈ ΓAn, then
Proposition 6.7 implies that there exists a natural number n ∈ N such that sn = 0. Hence,
χ(s) = 0 follows from 0 = χ(sn) = χ(s)n.
(ii) Now, a short calculation shows that both maps Φ and Ψ are continuous and inverse to
each other.
In the following we describe the spectrum of the algebra of sections of an algebra bundle
with finite-dimensional semisimple commutative fibre:
Lemma 6.9. Let M be a manifold and A = Cn for some n ∈ N. Then the map
Φ :M × {1, . . . , n} → ΓC∞(M,A), Φ(m, k)(F ) = Fk(m),
where F = (F1, . . . , Fn) ∈ C∞(M,A), is a homeomorphism.
Proof. The assertion immediately follows from Theorem 3.9 and the observation that
ΓC = {idC}.
Lemma 6.10. For n ∈ N let In := {1, . . . , n} and A = Cn. Then the following assertions
hold:
(a) We have Diff(In) = Sn, where Sn denotes the symmetric group of order n.
(b) The map
ι : Sn → Aut(A), ι(σ)(z1, . . . , zn) := (zσ−1(1), . . . , zσ−1(n))
is an isomorphism of groups.
(c) Let M be a manifold. If we identify A with C∞(In), then the map
κM : C
∞(M,A)→ C∞(M × In, ), f 7→ f
∧,
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where
f∧ :M × In → C, f
∧(m, k) := f(m)(k)
is an isomorphism of unital Fre´chet algebras.
Proof. (a),(b) The proof of the first two statements is left as an easy exercise to the reader.
(c) The last assertion follows from Lemma B.2 applied to N = In.
Proposition 6.11. Let A be a finite-dimensional commutative unital algebra and
n := dimAss. Further, let (A,M,A, q) be an algebra bundle and (ϕi, Ui)i∈I be a bundle atlas for
(A,M,A, q). If Uij := Ui ∩ Uj for i, j ∈ I and gssij ∈ C
∞(Uij ,Aut(Ass)) are the corresponding
transition functions of (Ass,M,Ass, qss) (cf. Proposition 6.5), then there exists a fibre bundle
(M̂,M, In, p), i.e., an n-fold covering p : M̂ →M with bundle charts ψi : Ui × In → M̂Ui such
that
(ψ−1i ◦ ψj)(x, k) = (x, hij(x).a), where hij := ι
−1 ◦ gssij ∈ C
∞(Uij ,Diff(In))
(cf. Lemma 6.10).
Proof. The assertion of this proposition follows from Lemma 6.10 (b) and [26, Part I,
Section 3, Theorem 3.2].
Proposition 6.12. Suppose we are in the situation of Proposition 6.11. Further, consider
the algebra homomorphism
ΨI : C
∞(M̂)→
∏
i∈I
C∞(Ui × In), ΨI(f) := (fi)i∈I
with fi := f|M̂Ui
◦ ψi. Then the following assertions hold:
(a) If ψij := ψ
−1
i ◦ ψj (on Uij × In), then
im(ΨI) = {(fi)i∈I : (∀i, j ∈ I) fj = ψij ◦ fi}.
(b) The algebra homomorphism ΨI is a topological embedding with closed image.
Proof. The proof of this proposition is similar to the proof of Proposition 4.5.
Proposition 6.13. Suppose we are in the situation of Proposition 6.11. Further, let
ΦI : ΓAss →
∏
i∈I
C∞(Ui, Ass), ΦI(s) := (Φi(s))i∈I = (si)i∈I
be the embedding of Proposition 4.5 applied to the algebra bundle (Ass,M,Ass, qss) and ΨI
the embedding of Proposition 6.12. Then the map
ΩI : ΓAss → C
∞(M̂), ΩI := Ψ
−1
I ◦
(∏
i∈I
κUi
)
◦ ΦI
is an isomorphism of unital Fre´chet algebras. Here, κUi denotes the map of Lemma 6.10 (c)
applied to M = Ui and Ass ∼= C
n.
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Proof. In order to prove the assertion, it is enough to verify that the image of the map(∏
i∈I κUi
)
◦ ΦI is equal to im(ΨI). In fact, this immediately follows from Lemma 6.10 (a) and
(b).
Theorem 6.14. (The spectrum as an n-fold covering). Let A be a finite-dimensional
commutative unital algebra. Further, let (A,M,A, q) be an algebra bundle and (ϕi, Ui)i∈I
be a bundle atlas for (A,M,A, q). If M̂ is as in Proposition 6.11 and δm̂ denotes the usual
evaluation map in some m̂ ∈ M̂ , then the map
ΞI : M̂ → ΓΓA, ΞI(m̂)(s) := δm̂(ΩI(s))
is a homeomorphism. Here, ΩI is the map of Proposition 6.13 and s = Γp(s) (cf. Proposition
6.5). In particular, if n := dimAss, then the spectrum ΓΓA is an n-fold covering of M .
Proof. We first note that the map ΞI is well-defined. Next, let
Φ
M̂
: M̂ → Γ
C∞(M̂)
, m̂ 7→ δm̂
be the homeomorphism of Proposition 3.2 and
ΓΩI : ΓC∞(M̂) → ΓΓAss , ΓΩI (δm̂) := δm̂ ◦ ΩI
the homeomorphism induced by the map ΩI of Proposition 6.13. If Ψ is the homeomorphsim of
Theorem 6.8, then a short observation shows that ΞI = Ψ ◦ ΓΩI ◦ ΦM̂ . From this we conclude
that Ξ is a homeomorphism as it is a composition of homeomorphisms.
Corollary 6.15. Suppose we are in the situation of Theorem 6.14 with A = Cn. Then
the map
ΞI : M̂ → ΓΓA, Φ(m̂)(s) := (si)k(m),
for i ∈ I with m = p(m̂) ∈ Ui, k ∈ In with ψi(m, k) = m̂ and si = ((si)1, . . . , (si)n), is a
homeomorphism.
Proof. This assertion is a direct consequence of Theorem 6.14.
7. Smooth Localization of Dynamical Systems
In this section we present a method of localizing dynamical systems (A,G, α) with respect
to elements of the commutative fixed point algebra of the induced action of G on the center
CA of A. In fact, this construction turns out to be the starting point for our approach to
noncommutative principal torus bundles.
Notation 7.1. Let (A,G, α) be a dynamical system and CA be the center of A. If c ∈
CA, g ∈ G and a ∈ A, then the equation α(g, c)a = aα(g, c) shows that the map α restricts to
a continuous action of G on CA by algebra automorphisms. In the following we write Z for the
fixed point algebra of the induced action of G on CA, i.e., Z = C
G
A . We further write A{z} for
the smooth localization of A with respect to z ∈ Z and
π{z} : C
∞(R, A)→ A{z}
for the corresponding continuous quotient homomorphism (cf. Definition 2.4).
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Lemma 7.2. With the notations from above, the following assertion holds: The map
ρ{z} : A{z} × Z → A{z}, ([f ], z) 7→ [z · f ]
defines on A{z} the structure of a right locally convex Z-module.
Proof. Since Z is commutative, the assertion directly follows from Lemma 2.11.
Proposition 7.3. The locally convex space A{z} becomes a locally convex algebra, when
equipped with the multiplication
m{z} : A{z} ×A{z} → A{z}, m([f ], [f
′]) := [f · f ′].
Proof. This assertion is an easy consequence of the construction of A{z}. Indeed, if m
denotes the (continuous) multiplication map of the algebra C∞(R, A), then the continuity of
m{z} follows from m{z} ◦ (π{z} × π{z}) = π{z} ◦m and the fact that the map π{z} × π{z} is
continuous, surjective and open.
Remark 7.4. (Smooth dynamical systems). We call a dynamical system (A,G, α) smooth
if G is a Lie group and the group homomorphism α : G→ Aut(A) induces a smooth action of
G on A.
A classical example of such a smooth dynamical system is induced by a smooth action
σ :M ×G→M of a Lie group G on a manifold M . In particular, each principal bundle
(P,M,G, q, σ) induces a smooth dynamical system (C∞(P ), G, α), consisting of the Fre´chet
algebra of smooth functions on the total space P , the structure group G and a group
homomorphism α : G→ Aut(C∞(P )), induced by the smooth action σ : P ×G→ P of G on
P . For this and further (non-classical) examples of smooth dynamical systems we refer the
interested reader to the examples of Section 8 or [30].
Lemma 7.5. Let (A,G, α) be a (smooth) dynamical system and M a manifold. Then the
map
β : G× C∞(M,A)→ C∞(M,A), (g, f) 7→ α(g) ◦ f
defines a (smooth) continuous action of G on C∞(M,A) by algebra automorphisms. In
particular, the triple (C∞(M,A), G, β) is a (smooth) dynamical system.
Proof. We first note that the map
evM : C
∞(M,A)×M → A, (f,m) 7→ f(m)
is smooth (cf. [22, Proposition I.2]). Then Lemma B.2 implies that the map β is smooth if and
only if the map
β∧ : G× C∞(M,A)×M → A, (g,m, f) 7→ α(g, f(m))
is smooth. Since β∧ = α ◦ (idG× evM ), we conclude that β∧ is smooth as a composition of
smooth maps. Clearly, β defines an action of G on C∞(M,A) by algebra automorphisms.
Proposition 7.6. If (A,G, α) is a dynamical system and z ∈ Z, then the map
α{z} : G× A{z} → A{z}, (g, [f ]) 7→ [α(g) ◦ f ]
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defines a continuous action of G on A{z} by algebra automorphisms. In particular, the triple
(A{z}, G, α{z}) is a dynamical system.
Proof. If g ∈ G, then α(g)(1A − tz) = 1A − tz implies that the map α{z} is well-defined.
Further, a simple calculation shows that the map α{z} defines an action of G on A{z} by algebra
automorphisms. That this action is continuous is a consequence of the continuity of the map
β : G× C∞(R, A)→ C∞(R, A), (g, f) 7→ α(g) ◦ f
(cf. Lemma 7.5 applied to M = R), α{z} ◦ (idG×π{z}) = π{z} ◦ β and the fact that idG×π{z}
is continuous, surjective and open.
Definition 7.7. (Smooth localization of dynamical systems). Let (A,G, α) be a dynamical
system and z ∈ Z. We call the dynamical system (A{z}, G, α{z}) of Proposition 7.6 the smooth
localization of (A,G, α) associated to the element z ∈ Z.
Example 7.8. Let (P,M,G, q, σ) be a principal bundle and (C∞(P ), G, α) be the induced
smooth dynamical system (cf. Remark 7.4). Further, let U be an open subset of M such that
PU is a trivial principal G-bundle over U , i.e., such that PU ∼= U ×G holds as G-manifolds. If
f is a U -defining function (cf. Theorem 5.7), then h := f ◦ q is a PU -defining function lying in
the subalgebra C∞(P )G. Thus, we conclude from Corollary 5.6 that the map
φU : C
∞(P ){h} → C
∞(PU ), [F ] 7→
(
p 7→ F
(
1
h(p)
, p
))
is an isomorphism of unital Fre´chet algebras. Moreover, the map φU is G-equivariant. In fact,
we have
(φU ◦ α{h})(g, [F ]) = α(g, φU ([F ]))
for all g ∈ G and [F ] ∈ C∞(P ){h}. In particular, the corresponding localized dynamical system
(C∞(P ){h}, G, α{h}) of Proposition 7.6 carries the structure of a smooth dynamical system,
since it is isomorphic to the smooth dynamical system (C∞(PU ), G, αU ) corresponding to the
trivial principal G-bundle PU over U .
In the remaining part of this section we will be concerned with the spectrum of A{z}:
Lemma 7.9. If (A,G, α) is a dynamical system and z ∈ Z, then the map
σ{z} : Γ
cont
A{z}
×G→ ΓcontA{z}, (χ, g) 7→ χ ◦ α{z}(g)
defines an action of G on ΓcontA{z} .
Proof. This claim follows from a simple calculation and is therefore left to the reader.
Remark 7.10. (ΓcontA{z}). Let A be a complete unital locally convex algebra such that Γ
cont
A
is locally equicontinuous. Then Theorem 3.14 implies that the map
Φ{z} : DA(z)→ Γ
cont
A{z}
, Φ(χ)([f ]) := χ
(
f
(
1
χ(z)
))
is a homeomorphism.
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8. Noncommutative Principal Torus Bundles
The main goal of this section is to present a geometrically oriented approach to the non-
commutative geometry of principal torus bundles. As already mentioned in the Introduction,
a trivial noncommutative principal torus bundles is a dynamical system (A,Tn, α) with the
additional property that each isotypic component contains an invertible element. Since the
freeness property of a group action is a local condition (cf. Remark 8.10), our main idea is
inspired by the classical setting: Loosely speaking, a dynamical system (A,Tn, α) is called a
noncommutative principal Tn-bundle, if it is “locally” a trivial noncommutative principal Tn-
bundle, i.e., Section 7 enters the picture. We prove that this approach extends the classical
theory of principal torus bundles and present some noncommutative examples. Indeed, we
first show that each trivial noncommutative principal torus bundle carries the structure of a
noncommutative principal torus bundle in its own right. We further show that examples are
provided by sections of algebra bundles with trivial noncommutative principal torus bundle as
fibre, sections of algebra bundles which are pull-backs of principal torus bundles and sections
of trivial equivariant algebra bundles. At the end of this section we present a very concrete
example.
Notation 8.1. Given a dynamical system (A,G, α), we (again) write Z for the fixed point
algebra of the induced action of G on the center CA of A, i.e., Z := C
G
A . In particular, if P
is a manifold, G a Lie group group and (C∞(P ), G, α) a (smooth) dynamical system, then
Z = C∞(P )G.
Definition 8.2. (Noncommutative principal torus bundles). We call a (smooth) dynamical
system (A,Tn, α) a (smooth) noncommutative principal Tn-bundle if for each χ ∈ ΓZ there
exists an element z ∈ Z with χ(z) 6= 0 such that the corresponding localized dynamical system
(A{z},T
n, α{z}) of Proposition 7.6 is a (smooth) trivial noncommutative principal T
n-bundle
(cf. Definition 1.1).
Remark 8.3. The previous definition of noncommutative principal torus bundles is
inspired by the classical setting. In fact, we will see in Theorem 8.11 that it actually agrees
with the classical definition of principal torus bundles if we identify open subsets U of the base
manifold with the corresponding U -defining functions and use Corollary 5.6.
Remark 8.4. (An equivalent point of view). Given z ∈ Z, we recall that
D(z) := {χ ∈ ΓZ : χ(z) 6= 0}.
Then a short observation shows that a (smooth) dynamical system (A,Tn, α) is a (smooth)
noncommutative principal Tn-bundle if and only if there exists a family of elements (zi)i∈I ⊆ Z
satisfying the following two conditions:
(i) The family (D(zi))i∈I is an open covering of ΓZ .
(ii) The localized dynamical systems (A{zi},T
n, α{zi}) are (smooth) trivial noncommutative
principal Tn-bundles.
Lemma 8.5. Let A be a commutative unital locally convex algebra and (A,Tn, α) be
a noncommutative principal Tn-bundle. Further, let χ ∈ ΓZ and z ∈ Z with χ(z) 6= 0 such
that the corresponding (smooth) localized dynamical system (A{z},T
n, α{z}) is a trivial
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noncommutative principal Tn-bundle. Then the Tn-action map
σ{z} : Γ
cont
A{z}
× Tn → ΓcontA{z}, (χ, t) 7→ χ ◦ α{z}(t)
of Lemma 7.9 is free.
Proof. The assertion follows from fact that each trivial noncommutative principal torus
bundle defines a free action of Tn on its spectrum (cf. [31, Proposition 1.4]).
Reconstruction of Principal Torus Bundles
In this part of the section we show how to recover the classical definition of principal torus
bundles. We start with some general result relating smooth group actions and the corresponding
smooth dynamical systems.
Lemma 8.6. Let P be a compact manifold, G a Lie group and (C∞(P ), G, α) a
smooth dynamical system. Then each character χ : Z → C is the restriction of an evaluation
homomorphism
δp : C
∞(P )→ C, f 7→ f(p) for some p ∈ P.
Proof. Let χ : Z → C be a character. If all functions of I := kerχ vanish in the point p in
P , then the maximality of I implies that I = (ker δp) ∩ Z, i.e., that χ = δp|Z . So we have to
show that such a point exists. Let us assume that this is not the case. From that we shall derive
the contradiction I = Z:
(i) If such a point does not exist, then for each p ∈ P there exists a function fp ∈ I with
fp(p) 6= 0. The family (f−1p (C
×))p∈P is an open cover of P , so that there exist p1, . . . , pn ∈ P
and a smooth G-invariant function fP :=
∑n
i=1 |fpi |
2 > 0 on P . Here, the last statement follows
from the fact that each algebra automorphism of C∞(P ) is automatically a *-automorphism
(cf. [31, Remark 1.8]).
(ii) In view of part (i) we obtain a function fP ∈ I ∩ Z which is nowhere zero. Thus, fP is
invertible in C∞(P ). We claim that its inverse hP := f
−1
P =
1
fP
is also G-invariant: For this we
choose an arbitrary element g ∈ G and note that fP · hP = 1 implies
α(g)(hP ) · fP = α(g)(hP · fP ) = 1.
In particular, α(g)(hP ) = hP . Since g ∈ G was arbitrary, we conclude that hP ∈ Z.
(iii) Finally, part (ii) leads to the contradiction fP ∈ I ∩ Z×, i.e., I = Z as desired.
Proposition 8.7. Let P be a compact manifold,G a compact Lie group and (C∞(P ), G, α)
a smooth dynamical system. Then the map
Φ : P/G→ ΓZ , p.G 7→ δp
is a homeomorphism.
Proof. We divide the proof of this proposition into four parts:
(i) We first note that the quotient P/G is a compact Hausdorff space. Further, the map Φ
is well-defined since each function f ∈ Z is G-invariant.
(ii) Proposition 3.2 and the definition of the quotient topology on P/G implies that Φ is
continuous.
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(iii) The surjectivity of Φ is a consequence of Lemma 8.6 (alternatively we can use [33,
Corollary 2.5]). To show that Φ is injective, we choose elements p, p′ ∈ P with p.G 6= p′.G.
Since P is a manifold, there exist disjoint G-invariant open subsets U and V of P containing
the compact subsets p.G and p′.G, respectively. Next, we choose a positive smooth function f
on P which is equal to 1 on p.G and vanishes outside U . Then the function
F : P → C, F (q) :=
∫
G
f(q.g) dg,
where dg denotes the normalized Haar measure on G, defines a smooth G-invariant function
satisfying
F (p) = 1 6= 0 = F (p′).
Here, we have used that the smooth action map α induces a smooth action of G on P (cf. [32,
Proposition 2.7]). Hence,
δp(F ) = F (p) 6= F (p
′) = δp′(F )
implies that δp 6= δp′ , i.e., Φ is injective.
(iv) So far we have seen that Φ is a bijective continuous map from a compact Hausdorff space
onto a Hausdorff space. Thus, the claim follows from a well-known theorem from topology
guaranteeing that Φ is a homeomorphism.
For a compact manifold P , a compact Lie group G and a dynamical system (C∞(P ), G, α)
we write pr : P → P/G, p 7→ p.G for the canonical quotient map. Moreover, we identify D(z)
with an open subset of P/G via the homeomorphism of Proposition 8.7 and define
PD(z) := pr
−1(D(z)).
For the following lemma we recall that DA(z) := {χ ∈ ΓA : χ(z) 6= 0}:
Lemma 8.8. Let P be a compact manifold, G a compact Lie group and (C∞(P ), G, α) a
dynamical system. If A = C∞(P ) and z ∈ Z, then the map
Φz : PD(z) → DA(z), p 7→ δp
is a homeomorphism.
Proof. This lemma is an easy consequence of Proposition 3.2.
Proposition 8.9. Suppose we are in the situation of Lemma 8.8. Then the map
Ψ{z} : PD(z) → Γ
cont
C∞(P ){z}
, Ψ{z}(p)([F ]) := F
(
1
z(p)
, p
)
is a homeomorphism. In particular, ΓcontC∞(P ){z} becomes a smooth manifold when endowed with
the smooth structure turning the map Ψ{z} into a diffeomorphism.
Proof. The claim is a direct consequence of Remark 7.10) and Lemma 8.8. Indeed, we just
have to note that Ψ{z} = Φ{z} ◦ Φz..
Remark 8.10. (Freeness is a local condition). Let σ : X ×G→ X be an action of a
topological group G on a topological space X and let pr : X → X/G be the corresponding
quotient map. Then a short observation shows that the action σ is free if and only if there
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exists an open cover (Ui)i∈I of the quotient space X/G (with respect to the quotient topology)
such that each restriction map
σi : XUi ×G→ XUi , σi(x, g) := σ(x, g),
where XUi := pr
−1(Ui), is free.
Theorem 8.11. (Reconstruction Theorem). For a manifold P , the following assertions
hold:
(a) If P is compact and (C∞(P ),Tn, α) is a smooth noncommutative principal Tn-bundle,
then we obtain a principal Tn-bundle (P, P/Tn,Tn, pr, σ), where
σ : P × Tn → P, (δp, t) 7→ δp ◦ α(t).
Here, we have identified P with the set of characters via the map Φ from Proposition 3.2.
(b) Conversely, if (P,M,Tn, q, σ) is a principal Tn-bundle, then the corresponding smooth
dynamical system (C∞(P ),Tn, α) is a smooth noncommutative principal Tn-bundle.
Proof. (a) We first note that the induced action map σ is actually smooth (cf. [32,
Proposition 2.7]). Since Tn is compact, σ is proper and in view of the Quotient Theorem
(cf. [28, Kapitel VIII, Abschnitt 21]), it remains to verify the freeness of σ: For this, we first
note that the map σ is free if and only if there exists an open cover of ΓZ of the form (D(zi))i∈I
such that each restriction map
σi : PD(zi) × T
n → PD(zi), σi(δp, g) := σ(δp, g)
is free (cf. Remark 8.10). Moreover, Proposition 8.9 implies that
Ψ{z}(σ(δp, t)) = Ψ{z}(δp ◦ α(t)) = Ψ{z}(δp) ◦ α{z}(t) = σ{z}(Ψ{z}(δp), t)
holds for each z ∈ Z, p ∈ P and t ∈ Tn. Therefore, the freeness of σ is a consequence of Remark
8.4 (i) and Lemma 8.5.
(b) Conversely, we have to show that the condition of Definition 8.2 is satisfied: This will be
done in the following three steps:
(i) We first note that Z ∼= C∞(M) (cf. [32, Proposition 2.4]). Hence, ΓZ is homeomorphic
to M by Proposition 3.2.
(ii) Next, we choose an open cover (Ui)i∈I of M such that each PUi is a trivial principal G-
bundle over Ui, i.e., such that PUi
∼= Ui × Tn holds for each i ∈ I. Further, we choose for all i ∈ I
a Ui-defining function fi and note that each function hi := fi ◦ q is a (smooth) PUi -defining
function.
(iii) For p ∈ P we choose i ∈ I with q(p) ∈ Ui. Then hi is an element in Z with hi(p) 6= 0
and we conclude from Corollary 5.6 that the map
φi : C
∞(P ){hi} → C
∞(PUi), [F ] 7→
(
p 7→ F
(
1
hi(p)
, p
))
is an isomorphism of unital Fre´chet algebras. Moreover, the map φi is T
n-equivariant. In fact,
we have
(φi ◦ α{hi})(g, [F ]) = α(g, φi([F ]))
for all t ∈ Tn and [F ] ∈ C∞(P ){hi}. In particular, the corresponding localized dynamical system
(C∞(P ){hi},T
n, α{hi}) carries the structure of a smooth trivial noncommutative principal
Tn-bundle, since it is isomorphic to the smooth trivial noncommutative principal Tn-bundle
(C∞(PUj ),T
n, αUi) corresponding to the trivial principal T
n-bundle PUj over Ui.
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Example 1: Trivial Noncommutative Principal Bundles
We show that each trivial noncommutative principal Tn-bundle carries the structure of a
noncommutative principal Tn-bundle:
Theorem 8.12. (Trivial noncommutative principal torus bundles). Each trivial noncom-
mutative principal Tn-bundle (A,Tn, α) carries the structure of a noncommutative principal
Tn-bundle.
Proof. If (A,Tn, α) is a trivial noncommutative principal Tn-bundle, then 1A ∈ Z and
χ(1A) = 1 6= 0 holds for each χ ∈ ΓZ . In particular, Corollary 2.10 implies that A{1A}
∼= A
holds as unital locally convex algebras. Therefore, (A,Tn, α) is a noncommutative principal
Tn-bundle in its own right.
Example 2: Sections of Algebra Bundles with Trivial
Noncommutative Principal Torus Bundles as Fibre
We show that if A is a unital Fre´chet algebra and (A,Tn, α) a smooth trivial noncommutative
principal Tn-bundle such that Z = CT
n
A is isomorphic to C, then the algebra of sections of each
algebra bundle with “fibre” (A,Tn, α) is a noncommutative principal Tn-bundle. We start with
the following proposition:
Proposition 8.13. If (A,Tn, α) is a (smooth) trivial noncommutative principal Tn-bundle
and M a manifold, then the triple (C∞(M,A),Tn, β) of Lemma 7.5 is also a (smooth) trivial
noncommutative principal Tn-bundle.
Proof. The claim directly follows from the fact that the algebra A is naturally embedded
in C∞(M,A) through the constant maps. In fact, if k ∈ Zn, then the corresponding isotypic
component C∞(M,A)k is equal to C
∞(M,Ak) and thus contains invertible elements.
Definition 8.14. (The automorphism group of a dynamical system). Let (A,G, α) be a
dynamical system. The group
AutG(A) := {ϕ ∈ Aut(A) : (∀g ∈ G)α(g) ◦ ϕ = ϕ ◦ α(g)}
is called the automorphism group of the dynamical system (A,G, α).
Example 8.15. If A = C∞(M ×G), then [Ne08b], Proposition 1.4.8 implies that
AutG(A) = C
∞(M,G)⋊γ Diff(M),
where γ : Diff(M)→ Aut(C∞(M,G)), γ(ϕ).f := f ◦ ϕ−1. In particular, if A = C∞(G), then
AutG(A) ∼= G.
Example 8.16. If Tnθ is the smooth noncommutative n-torus and (T
n
θ ,T
n, α) the
corresponding smooth dynamical system of Example 1.2 (b), then
AutTn(T
n
θ )
∼= Tn.
Page 32 of 43 STEFAN WAGNER
Indeed, we first recall that Tnθ is generated by unitaries U1, . . . , Un. If now ϕ ∈ AutTn(T
n
θ ),
z ∈ Tn and Ur (1 ≤ r ≤ n) is such a unitary, then
z.ϕ(Ur) = ϕ(z.Ur) = ϕ(zr · Ur) = zr · ϕ(Ur)
leads to ϕ(Ur) = λr · Ur for some λr ∈ C×. Since Ur is a unitary and ϕ is a ∗-automorphism (Tnθ
is a ∗-algebra), we conclude that λr ∈ T. In particular, each element in AutTn(T
n
θ ) corresponds
to an element in Tn and vice versa.
Proposition 8.17. (Cocycle description of bundles). Let (A,G, α) be a smooth dynamical
system and M a manifold. Further, let (Ui)i∈I be an open cover of M and Uij := Ui ∩ Uj for
i, j ∈ I. If (gij)i,j∈I is a collection of functions gij ∈ C
∞(Uij ,AutG(A)) satisfying
gii = 1 and gijgjk = gik on Uijk := Ui ∩ Uj ∩ Uk,
then the following assertions hold:
(a) There exists an algebra bundle (A,M,A, q) and bundle charts ϕi : Ui ×A→ AUi such that
(ϕ−1i ◦ ϕj)(x, a) = (x, gij(x).a).
(b) The map
σ : G× A→ A, (g, a) 7→ ϕi(x, α(g).a0),
for i ∈ I with x = q(a) ∈ Ui and a0 ∈ A with ϕi(x, a0) = a, defines a smooth action of G
on A by fibrewise algebra automorphisms.
Proof. (a) A proof of the first statement can be found in [26, Part I, Section 3, Theorem
3.2].
(b) The crucial point is to show that the map σ is well-defined: For this let i, j ∈ I with
x = q(a) ∈ Uij , a0 ∈ A with ϕi(x, a0) = a and a
′
0 ∈ A with ϕj(x, a
′
0) = a. Then a0 = gij(x).a
′
0
leads to
ϕi(x, α(g).a0) = ϕi(x, α(g)(gij(x).a
′
0)) = ϕi(x, gij(x)(α(g).a
′
0)) = ϕj(x, α(g).a
′
0).
Further, a short calculation shows that σ defines an action of G on A by fibrewise algebra
automorphisms. Its smoothness follows from the local description by a smooth function.
Proposition 8.18. Suppose we are in the situation of Proposition 8.17. Then the map
β : G× ΓA→ ΓA, β(g, s)(m) := σ(g, s(m))
defines a smooth action of G on ΓA by algebra automorphisms. In particular, the triple
(ΓA, G, β) is a smooth dynamical system.
Proof. That the map β defines an action of G on ΓA by algebra automorphisms is a
consequence of Proposition 8.17 (b). To verify the smoothness of β, we first choose a bundle
atlas (ϕi, Ui)i∈I of (A,M,A, q) and use the definition of the smooth structure on ΓA: In fact,
Remark 4.9 implies that the map β is smooth if and only if each map
Φi ◦ β : G× ΓA→ C
∞(Ui, A), (g, s) 7→ α(g) ◦ si
is smooth. Next, we recall that each map
αi : G× C
∞(Ui, A)→ C
∞(Ui, A), (g, f) 7→ α(g) ◦ f
is smooth by Lemma 7.5. Since Φi ◦ β = αi ◦ (idG×Φi) for each i ∈ I, each map Φi ◦ β is
smooth as a composition of smooth maps.
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Remark 8.19. For the next theorem we recall that the smooth dynamical systems
(Tnθ ,T
n, α) of Example 1.2 (b) provide a class of examples of trivial noncommutative principal
Tn-bundles for which CT
n
Tn
θ
is isomorphic to C.
Theorem 8.20. Let A be a unital Fre´chet algebra and (A,Tn, α) a smooth trivial
noncommutative principal Tn-bundle such that CT
n
A is isomorphic to C. Further, let M be a
manifold, (Ui)i∈I an open cover of M and Uij := Ui ∩ Uj for i, j ∈ I. If (gij)i,j∈I is a collection
of functions gij ∈ C
∞(Uij ,AutTn(A)) satisfying
gii = 1 and gijgjk = gik on Uijk := Ui ∩ Uj ∩ Uk,
then the smooth dynamical system (ΓA,Tn, β) of Proposition 8.18 is a noncommutative
principal Tn-bundle.
Proof. (i) We first note that Z := CT
n
ΓA
∼= C∞(M). In particular, the spectrum ΓZ is
homeomorphic to M .
(ii) Next, we choose for each i ∈ I a Ui-defining function fi. Further, for m ∈M , we choose
i ∈ I with m ∈ Ui. Then fi is an element in C∞(M) with fi(m) 6= 0 and we conclude from
Corollary 5.8 that the map
φUi : ΓA{fi} → ΓAUi , [F ] 7→ F ◦
(
1
fi
× idUi
)
is an isomorphism of unital Fre´chet algebras. Moreover, the map φUi is T
n-equivariant. In fact,
we have
(φUi ◦ β{fi})(t, [F ]) = β(t, φUi([F ]))
for all t ∈ Tn and [F ] ∈ ΓA{fi}. Since the natural isomorphism between the space ΓAUi
and C∞(Ui, A) is also a T
n-equivariant isomorphism of unital Fre´chet algebras (cf. Propo-
sition 8.17 (a)), it follows from Proposition 8.13 that the corresponding dynamical system
(ΓA{fi},T
n, β{fi}) of Proposition 7.6 carries the structure of a smooth trivial noncommutative
principal Tn-bundle.
Example 8.21. (Non-triviality of the previous construction). In this example we show that
the previous construction actually leads to non-trivial examples. For this we apply Theorem
8.20 to the trivial noncommutative principal Tn-bundle (Tnθ ,T
n, α). In view of Example 8.16
we have
AutTn(T
n
θ )
∼= Tn. (8.1)
In particular, a similar argument as in [30, Proposition 2.1.14] implies that there is a one-to-
one correspondence between the algebra bundles arising from Proposition 8.17 and principal
Tn-bundles. Thus, if (A,M,Tnθ , q) is such an algebra bundle which corresponds to a non-
trivial principal Tn-bundle, then also (A,M,Tnθ , q) is non-trivial as algebra bundle. We claim
that the associated smooth dynamical system (ΓA,Tn, β) of Proposition 8.18 is a non-trivial
noncommutative principal Tn-bundle. To prove this claim we assume the converse, i.e., that
(ΓA,Tn, β) is a trivial noncommutative principal Tn-bundle. For this, we rename the open
subsets Ui of M of Theorem 8.20 to Oi in order to avoid an abuse of notation and proceed as
follows:
(i) We first recall that Tnθ is generated by unitaries U1, . . . , Un and that its elements are
given by (norm-convergent) sums
a =
∑
k∈Zn
akU
k, with (ak)k∈Zn ∈ S(Z
n).
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Here,
Uk := Uk11 · · ·U
kn
n .
(ii) For each 1 ≤ r ≤ n let (ΓA)r be the isotypic component corresponding to the canonical
basis element er = (0, . . . , 1, . . . , 0) of Z
n. Then the definition of the action β implies that
(ΓA)r = {s ∈ ΓA : (∀z ∈ T
n) z.s = zr · s}
= {s ∈ ΓA : (∀m ∈M) s(m) ∈ (Tnθ )m,r},
where (Tnθ )m,r denotes the isotypic component of the fibre (T
n
θ )m corresponding to er. Since
(ΓA,Tn, β) is assumed to be a trivial noncommutative principal Tn-bundle, we may choose in
each space (ΓA)r an invertible element sr :M → ΓA.
(iii) If sr,i := prTn
θ
◦ϕ−1i ◦ sr |Oi : Oi → T
n
θ (cf. Construction 4.3), then sr,i = λr,i · Ur for some
smooth function λr,i : Oi → C×. Moreover, the compatibility property for (sr,i)i∈I and (8.1)
imply that |λr,j | = |λr,i| for all i, j ∈ I. Hence, we may choose a section sr :M → ΓA which is
locally given by λr,i · Ur for some smooth function λr,i : Oi → T.
(iv) We now show that the map
ϕ :M × Tnθ → A,
(
m, a =
∑
k∈Zn
akU
k
)
7→
∑
k∈Zn
aks1(m)
k1 · · · sn(m)
kn
is an equivalence of algebra bundles over M . Indeed, ϕ is bijective and fibrewise an algebra
automorphism. Moreover, the map ϕ is smooth if and only if the map
ψi := prTn
θ
◦ϕ−1i ◦ ϕ|Oi×Tnθ : Oi × T
n
θ → T
n
θ ,
(
x, a =
∑
k∈Zn
akU
k
)
7→
∑
k∈Zn
aks1,i(x)
k1 · · · sn,i(x)
kn
is smooth for each i ∈ I. Since
ψi(x, a) =
∑
k∈Zn
akλ1,i(x)
k1 · · ·λn,i(x)
knUk,
we conclude that ψi = α ◦ ((λ1,i, . . . , λn,i)× idTn
θ
), i.e., that ψi is smooth as a composition of
smooth maps. A similar argument shows the smoothness of the inverse map.
(v) We finally achieve the desired contradiction: In view of part (iv), A is a trivial algebra
bundle contradicting the construction of A, i.e., that A is non-trivial as algebra bundle. This
proves the claim.
Remark 8.22. In this remark we want to point out that there exist non-trivial algebra
bundles which are trivial as noncommutative principal torus bundles: In fact, [16, Corollary
12.7] implies that the 2-tori A2θ are mutually non-isomorphic for 0 ≤ θ ≤
1
2 . Further, if θ
is rational, θ = nm , n ∈ Z, m ∈ N relatively prime, then A
2
θ is isomorphic to the algebra of
continuous sections of an algebra bundle over T2 with fibreMm(C) (cf. [16, Proposition 12.2] or
[30], Proposition E.2.5 for the smooth case). Therefore, the (continuous) bundle corresponding
to such a rational quantum torus A2θ, θ rational with 0 < θ ≤
1
2 , is non-trivial as algebra
bundle. Since the smooth noncommutative 2-torus T2θ is a dense subalgebra of A
2
θ, the same
conclusion holds for the (smooth) bundle corresponding to T2θ. Nevertheless, the associated
dynamical systems (A2θ,T
n, α) and (T2θ,T
n, α) of Example 1.2 are trivial noncommutative
principal T2-bundles.
Example 3: Sections of Algebra Bundles which are Pull-Backs of Principal Torus Bundles
We show that if A is a unital Fre´chet algebra with trivial center, (A,M,A, q) an algebra
bundle and (P,M,Tn, π, σ) a principal Tn-bundle, then the algebra of sections of the pull-back
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bundle
π∗(A) := {(p, a) ∈ P × A : π(p) = q(a)}
is a noncommutative principal Tn-bundle. We start with the following lemma:
Lemma 8.23. If A is a unital locally convex algebra and M a manifold, then the map
α : G× C∞(M × Tn, A)→ C∞(M × Tn, A), (t, f) 7→ (t.f)(m, t′) := f(m, tt′)
defines a smooth action of Tn on C∞(M × Tn, A) by algebra automorphisms. In particular,
the triple (C∞(M × Tn, A),Tn, α) is a smooth trivial noncommutative principal Tn-bundle.
Proof. For the proof we just have to note that the algebra C∞(M × Tn) is naturally
embedded in C∞(M × Tn, A) through the unit element of A. The smoothness of the map
α can be proved similarly to Lemma 7.5.
Lemma 8.24. If (A,M,A, q) is an algebra bundle, (P,M,G, π, σ) a principal bundle and
π∗(A) the pull-back bundle over P , then the map
σ : π∗(A)×G→ π∗(A), ((p, a), g) 7→ (p.g, a)
defines a smooth action of G on π∗(A).
Proof. We first note that the map σ is well-defined. Its smoothness follows from local
considerations and we leave the details to the reader.
Proposition 8.25. Suppose we are in the situation of Lemma 8.24. If A := Γπ∗(A), then
the map
α : G×A → A, α(g, s)(p) := σ(s(p.g), g−1)
defines a smooth action of G on A by algebra automorphisms. In particular, the triple (A, G, α)
is a smooth dynamical system.
Proof. An easy calculation shows that the map α is a well-defined action of G on A by
algebra automorphisms. Next, we choose a bundle atlas (ϕi, Ui)i∈I of (A,M,A, q) with the
additional property that each Vi := π
−1(Ui) is trivial. Then (π
∗(ϕi), Vi)i∈I is a bundle atlas of
the pull-back bundle π∗(A) over P and we can use the definition of the smooth structure on
A to verify the smoothness of the map α: In fact, Remark 4.9 implies that α is smooth if and
only if each map
Φi ◦ α : G×A → C
∞(Vi, A), (g, s) 7→ si ◦ (σg)|Vi
is smooth. For this we note that each map
αi : G× C
∞(Vi, A)→ C
∞(Vi, A), (g, f) 7→ f ◦ (σg)|Vi
is smooth and further that Φi ◦ α = αi ◦ (idG×Φi) holds for each i ∈ I. Thus, each map Φi ◦ β
is smooth as a composition of smooth maps.
Theorem 8.26. Let A be a unital Fre´chet algebra with trivial center, (A,M,A, q) an
algebra bundle and (P,M,Tn, π, σ) a principal bundle. If π∗(A) is the pull-back bundle over
P and A := Γπ∗(A), then the smooth dynamical system (A,Tn, α) of Proposition 8.25 is a
smooth noncommutative principal Tn-bundle.
Page 36 of 43 STEFAN WAGNER
Proof. (i) We first note that CA ∼= C∞(P ) and therefore that Z = CT
n
A
∼= C∞(M) (cf. [32,
Proposition 2.4]). In particular, the spectrum ΓZ is homeomorphic to M .
(ii) Next, we choose an open cover (Ui)i∈I ofM such that both AUi and Vi := PUi are trivial,
i.e., such that AUi
∼= Ui ×A and Vi ∼= Ui × Tn hold for each i ∈ I. Further, we choose for each
i ∈ I a Ui-defining function fi and note that each function hi := fi ◦ q is a (smooth) Vi-defining
function fi.
(iii) For p ∈ P we choose i ∈ I with q(p) ∈ Ui. Then hi is an element in Z with hi(p) 6= 0
and we conclude from Corollary 5.8 that the map
φVi : A{hi} → AVi , [F ] 7→ F ◦
(
1
hi
× idVi
)
is an isomorphism of unital Fre´chet algebras. Moreover, the map φVi is T
n-equivariant. In fact,
we have
(φVi ◦ α{hi})(t, [F ]) = α(t, φVi([F ]))
for all t ∈ Tn and [F ] ∈ A{hi}. Since the natural isomorphism between the space AVi and
C∞(Ui × Tn, A) is also a Tn-equivariant isomorphism of unital Fre´chet algebras, the dynamical
system (A{hi},T
n, α{hi}) carries the structure of a smooth trivial noncommutative principal
Tn-bundle (cf. Lemma 8.23).
Example 8.27. (Non-triviality of the previous construction). In this example we show
that the previous construction actually leads to non-trivial examples. Therefore let SU3(C) be
the special unitary group of rank 3. It is a well-known fact that SU3(C) is a 1-connected,
i.e., connected and simply-connceted, Lie group (cf. [19, Proposition 16.1.3]). Moreover,
SU3(C) contains a maximal torus of dimension 2. Identifying T
2 with this torus leads to a
non-trivial principal bundle (SU3(C), SU3(C)/T
2,T2, pr, σ), where pr : SU3(C)→ SU3(C)/T2
denotes the canonical quotient map and σ is the natural subgroup action. Next, let us
consider the trivial algebra bundle over SU3(C)/T
2 with fibre Mn(C). The pull-back along
(SU3(C), SU3(C)/T
2,T2, pr, σ) leads to the trivial algebra bundle over SU3(C) with fibre
Mn(C). We claim that the associated smooth dynamical system (A,T2, α) of Proposi-
tion 8.25 is a non-trivial noncommutative principal T2-bundle. Here we have, of course,
A = C∞(SU3(C),Mn(C)). To prove this claim we assume the converse, i.e., that (A,T2, α)
is a trivial noncommutative principal T2-bundle and proceed as follows:
(i) Since (A,T2, α) is assumed to be a trivial noncommutative principal T2-bundle, there
exist invertible elements F ∈ A(1,0) and F
′ ∈ A(0,1).
(ii) Part (i) now implies that f := Det(F ) ∈ C∞(SU3(C)). Since F is invertible, so is f , i.e.,
f takes values in C×. In view of [31, Proposition 1.9], we may assume that f takes values in
T. Moreover, the function f satisfies
(t1, t2).f = (t1, t2).Det(F ) = Det(t1 · F ) = t
n
1 ·Det(F ) = t
n
1 · f.
The same construction applied to F ′ gives an invertible element f ′ ∈ C∞(SU3(C)) which takes
values in T and satisfies
(t1, t2).f
′ = (t1, t2).Det(F
′) = Det(t2 · F
′) = tn2 ·Det(F
′) = tn2 · f
′.
Here we have used that the action of T2 on A restricts to an action on CA ∼= C∞(SU3(C)).
(iii) Let pn : T→ T, t 7→ tn be the n-fold covering map of the 1-torus. Since SU3(C) is simply
connected, we can lift f to a smooth function f˜ : SU3(C)→ T satisfying pn ◦ f˜ = f . Further,
a short observation shows that (t1, t2).f˜ = t1 · f˜ . In particular, we obtain an invertible element
f˜ ∈ C∞(SU3(C))(1,0) which takes values in T. A similar construction leads to an invertible
element f˜ ′ ∈ C∞(SU3(C))(0,1) which takes values in T.
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(iv) Finally, part (iii) leads to the desired contradiction: Indeed, we conclude that the smooth
functions f˜ and f˜ ′ define an equivalence of principal T2-bundles over SU3(C)/T
2 given through
the map
ϕ : SU3(C)→ SU3(C)/T
2 × T2/, M 7→ (pr(M), f˜(M), f˜ ′(M)).
This is not possible, since SU3(C)/T
2 is simply-connected.
Remark 8.28. (a) For a discussion on infinitesimal objects for the noncommutative space
C∞(SU3(C),Mn(C)) we refer to [Mas08], Section 3 or [30, Section 11.3].
(b) The same argument as in Example 8.27 works for every principal bundle (P,M,Tn, q, σ)
which has a simply connected total space P .
Example 4: Sections of Trivial Equivariant Algebra Bundles
We now consider again a principal bundle (P,M,G, q, σ) and, in addition, a unital
locally convex algebra A. If π : G× A→ A defines a smooth action of G on A by algebra
automorphisms, then
(p, a).g := (p.g, π(g−1).a)
defines a (free) action of G on P ×A and one easily verifies that the trivial algebra bundle
(P ×A,P,A, qP ) is G-equivariant. Moreover, a short observation shows that the map
α : G× C∞(P,A)→ C∞(P,A), (g.f)(p) := π(g).f(p.g)
defines a smooth action of G on C∞(P,A) by algebra automorphisms. We recall that the
corresponding fixed point algebra is isomorphic (as C∞(M)-module) to the space of sections
of the associated algebra bundle
A := P ×pi A := P ×G A := (P ×A)/G
overM . In fact, we refer to [30, Construction 2.1.13] if A is finite-dimensional. If A is not finite-
dimensional, then one can use that bundle charts for (P,M,G, q, σ) induces bundle charts for
the associated algebra bundle.
Lemma 8.29. The above situation applied to the trivial principal bundle (M ×
Tn,M,Tn, qM , σTn) leads to a smooth trivial noncommutative principal T
n-bundle (C∞(M ×
Tn, A),Tn, α) with fixed point algebra C∞(M,A).
Proof. For the proof we again just have to note that the algebra C∞(M × Tn) is naturally
embedded in C∞(M × Tn, A) through the unit element of A. The smoothness of the map α
can be proved similarly to Lemma 7.5.
Theorem 8.30. If (P,M,Tn, π, σ) is a principal bundle, A a unital Fre´chet algebra with
trivial center and π : G×A→ A a smooth action of G on A, then the smooth dynamical
system (C∞(P,A), G, α) is a smooth NCP G-bundle.
Proof. (i) We first note that Z ∼= C∞(M) (cf. [32, Proposition 2.4]). Hence, ΓZ is
homeomorphic to M by Proposition 3.2.
(ii) Next, we choose an open cover (Ui)i∈I ofM such that each Pi := PUi is a trivial principal
Tn-bundle over Ui, i.e., such that Pi ∼= Ui × Tn holds for each i ∈ I. Further, we choose for all
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i ∈ I a Ui-defining function fi and note that each function hi := fi ◦ q is a (smooth) Pi-defining
function fi.
(iii) For p ∈ P we choose i ∈ I with q(p) ∈ Ui. Then hi is an element in Z with hi(p) 6= 0
and we conclude from Corollary 5.8 that the map
φPi : C
∞(P,A){hi} → C
∞(Pi, A), [F ] 7→ F ◦
(
1
hi
× idPi
)
is an isomorphism of unital Fre´chet algebras. Moreover, the map φPi is T
n-equivariant. In fact,
we have
(φPi ◦ α{hi})(t, [F ]) = α(t, φPi([F ]))
for all t ∈ Tn and [F ] ∈ C∞(P,A){hi}. Since the natural isomorphism between C
∞(Pi, A) and
C∞(Ui × Tn, A) is also a Tn-equivariant isomorphism of unital Fre´chet algebras, the dynamical
system (C∞(Pi, A){hi},T
n, α{hi}) carries the structure of a smooth trivial noncommutative
principal Tn-bundle (cf. Lemma 8.29).
Remark 8.31. (Non-triviality of the previous construction). Non-trivial examples can be
constructed similarly as in Example 8.27.
Example 5: A Very Concrete Example of a Noncommutative Principal Torus Bundle
Let π : R→ T be the universal covering of T, A = C∞(T2) and note that the map
γ : Z→ Aut(A), (γ(n).f)(z1, z2) = f(z1, z
n
1 z2)
defines a (smooth) action of Z on A. We thus can form the associated algebra bundle
q : A := R×γ A→ T, [r, f ] 7→ π(r), (8.2)
with fibre A.
Proposition 8.32. The space ΓA of section of the bundle (8.2) carries the structure of a
non-trivial noncommutative principal bundle T-bundle.
Proof. The proof of this claim is divided into the following five steps:
(i) We first note that the map
Ψ : C∞(R, A)Z → ΓA, Ψ(f)(π(r)) := [r, f(r)],
is an isomorphism of unital Fre´chet algebras. Indeed, both C∞(R, A)Z and ΓA are unital Fre´chet
algebras. An easy calculation shows that the map Φ is an isomorphism of unital algebras, and
its continuity is a consequence of the topology on ΓA (cf. Definition 4.3). Finally, the Open
Mapping Theorem (cf. [24, Chapter III, Section 2.2]) implies that Ψ is open.
(ii) From Lemma B.2, we conclude that
C∞(R, A)Z = {f : R→ A : (∀r ∈ R, n ∈ Z) f(r + n) = γ(−n).f(r)}
is isomorphic (as a unital Fre´chet algebra) to
{f∧ : R× T2 → C : (∀r ∈ R, (z1, z2) ∈ T
2, n ∈ Z) f∧(r + n, z1, z2) = f
∧(r, z1, z
−n
1 z2)}. (8.3)
(iii) The action of Z on R× T2 corresponding to (8.3) is given by
σ : R× T2 × Z→ R× T2, ((r, z1, z2), n) 7→ (r + n, z1, z
n
1 z2).
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Moreover, this action is free. To verify its properness, we take two compact subsets K and L
of R× T2. Then there exists n0 ∈ N such that the projection of K onto R is contained in the
interval [−n0, n0]. This implies that the set {n ∈ Z : K ∩ L.n 6= ∅} is finite and thus that σ
is proper (cf. [Ne08b], Example 1.2.2 (a)). In view of the Quotient Theorem (cf. [28, Kapitel
VIII, Abschnitt 21]), we get a Z-principal bundle
(R× T2,M,Z, pr, σ),
where M := (R× T2)/Z and pr : R× T2 →M denotes the canonical quotient map. In partic-
ular, we conclude from (i), (ii) and the previous discussion that ΓA is canonically isomorphic
to C∞(M).
(iv) Next, one easily verifies that the map
σ′ :M × T→M, ([(r, z1, z2)], z) 7→ [(r, z1, z2z)]
defines a smooth action of T onM , which is is free and proper. We thus get a T-principal bundle
(M,M/T,T, pr′, σ′), where pr′ :M →M/T denotes the canonical quotient map. In particular,
Theorem 8.11 (b) implies that the triple (C∞(M),T, α) is a smooth noncommutative principal
bundle T-bundle.
(v) It remains to show that M is non-trivial as principal T-bundle over M/T ∼= T2. For this
it is enough to show that π1(M) ≇ Z
3. Indeed, if M ∼= T3, then π1(M) ∼= Z3. We proceed
as follows: Let R ⋉S R
2 be the (left-) semidirect product of R and R2 defined by the
homomorphism
S : R→ Aut(R2), S(r)(x, y) := (x, y + rx).
Then the assignment
(r, x, y).n := (n, 0, 0)(r, x, y) = (r + n, x, y + rx), r, x, y ∈ R, n ∈ Z,
is the lifting of the action σ of part (iii) to (the universal covering)R3 (∼= R⋉S R2 as manifolds).
In particular, the homogeneous space defined by the discrete subgroup Z ⋉S Z
2 of R⋉S R
2 is
diffeomorphic to M , i.e.,
(R ⋉S R
2)/(Z ⋉S Z
2) ∼=M.
We thus conclude from the corresponding exact sequence of homotopy groups (cf. [Br93],
Theorem VII.6.7 or [Ne08b], Theorem 6.3.17) that the map
δ1 : π1(M)→ π0(Z ⋉S Z
2) ∼= Z ⋉S Z
2, δ1([γ]) := (n,m,m
′),
where (n,m,m′) ∈ Z ⋉S Z2 is such that γ˜(1) = γ˜(0).(n,m,m′) holds for a continuous lift
γ˜ : [0, 1]→ R ⋉S R2 of the loop γ in M with γ˜(0) = (0, 0, 0), is an isomorphism of groups.
This proves the claim.
9. Outlook: Towards a Classification of Noncommutative Principal Torus Bundles
In Section 8 we have introduced the concept of (non-trivial) noncommutative principal torus
bundles. Since we gave a complete classification of trivial noncommutative principal torus
bundles in [31, Section 4], it is, of course, a natural ambition to work out a classification theory
for (non-trivial) noncommutative principal torus bundles. To be more precise, the problem is
the following:
Open Problem 9.1. (Classification of noncommutative principal torus bundles). Let B
be a unital locally convex algebra. Work out a good classification theory for noncommutative
principal Tn-bundles (A,Tn, α) for which AT
n
= B, i.e., classify all noncommutative principal
Tn-bundles (A,Tn, α) for which AT
n
= B.
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As is well-know from classical differential geometry, the relation between locally and globally
defined objects is important for many constructions and applications. For example, a (non-
trivial) principal bundle (P,M,G, q, σ) can be considered as a geometric object that is glued
together from local pieces which are trivial, i.e., which are of the form U ×G for some (arbitrary
small) open subset U of M . This approach immediately leads to the concept of G-valued
cocycles and therefore to a cohomology theory, called the Cˇech cohomology of the pair (M,G).
This cohomology theory gives a complete classification of principal bundles with structure
group G and base manifold M (cf. [28, Kapitel IX.5]).
Open Problem 9.2. (A noncommutative Cˇech cohomology). In view of the previous
discussion, a possible approach to the Open Problem 9.1 is to work out a noncommutative
version of the Cˇech cohomology. For this, it is worth to study the paper [10]. Moreover, ideas
of the classification methods for loop algebras of [1] might be of particular interest. Also,
a possible point of view for the relation between locally and globally defined objects in the
noncommutative world can be found in [7]; their subspaces are described by ideals and one
glues algebras along ideals, using a pull-back construction.
Remark 9.3. (Classification of locally trivial Hopf-Galois Extensions). A classification
procedure for noncommutative principal torus bundles may as well lead to a classification
theory of so-called locally trivial Hopf–Galois extensions (cf. P.M. Hajac (editor): Quantum
symmetries in noncommutative geometry, in preparation).
Appendix A. The Projective Tensor Product
This part of the appendix is devoted to some results concerning the projective tensor product
of locally convex spaces.
Definition A.1. (The projective tensor product). Let E and F be two locally convex
spaces. Further, let E ⊙ F be the algebraic tensor product of E and F . The projective tensor
product E ⊗ F of E and F is the algebraic tensor product E ⊙ F equipped with the strongest
locally convex topology for which the canonical “projection”
π : E × F → E ⊙ F, (e, f) 7→ e ⊙ f
is continuous. The corresponding completion of E ⊗ F with respect to this topology is denoted
by E⊗̂F .
Remark A.2. (Universal property of the projective tensor product). We recall that the
projective tensor product E ⊗ F of two locally convex spaces E and F has the following
universal property: For every locally convex space Z the canonical (algebraic) isomorphism of
the space of bilinear maps of E × F into Z onto the space of linear maps of E ⊗ F into Z induces
an (algebraic) isomorphism of the space of continuous bilinear maps of E × F into Z onto the
space of continuous linear maps of E ⊗ F into Z. In particular, a bilinear map ϕ : E × F → Z
is continuous if and only if there exists a continuous linear map ψ : E ⊗ F → Z satisfying
ψ ◦ π = ϕ. A nice reference for these statements can be found in [29, Part III].
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Lemma A.3. Let E,E′, F and F ′ be four locally convex spaces. Further, let α : E → E′
and β : F → F ′ be two continuous linear maps. Then the linear map
α⊗ β : E ⊗ F → E′ ⊗ F ′, α⊗ β(e ⊗ f) := α(e)⊗ β(f)
is continuous.
Proof. If π′ : E′ × F ′ → E′ ⊗ F ′, (e′, f ′) 7→ e′ ⊗ f ′ denotes the canonical “projection”,
then the claim follows from the fact that π′ ◦ (α× β) is continuous as a composition of
continuous maps.
Proposition A.4. Let A and B be two locally convex algebras. Then A⊗B becomes a
locally convex algebra, when equipped with the multiplication
m : A⊗ B ×A⊗B → A⊗B, m(a⊗ b, a′ ⊗ b′) := aa′ ⊗ bb′.
Proof. (i) Suppose that the algebra structure on A is given by the continuous bilinear map
mA : A×A→ A, aa
′ := mA(a, a
′)
and that the algebra structure on B is given by the continuous bilinear map
mB : B ×B → B, bb
′ := mB(b, b
′).
Then Remark A.2 implies that the map mA, resp. mB, induces a continuous linear
mA : A⊗A→ A, a⊗ a′ 7→ aa′,
resp.
mB : B ⊗B → B, b⊗ b′ 7→ bb′.
(ii) To show that the map m defines the structure of a locally convex algebra on A⊗B, we
use Remark A.2 again: Indeed, the bilinear map m is continuous if and only if the linear map
n : A⊗A⊗B ⊗B → A⊗B, n(a⊗ a′ ⊗ b⊗ b′) := aa′ ⊗ bb′
is continuous. Here, we have used the canonical isomorphism
A⊗B ⊗A⊗B ∼= A⊗ A⊗B ⊗B.
Now, a short observations shows that n = mA ⊗mB, and therefore Lemma A.3 implies that
m is continuous.
Appendix B. The Smooth Exponential Law
In the last part of the appendix we discuss some useful results on the smooth exponential
law which will be used several times in this paper.
For arbitrary sets X and Y , let Y X be the set of all mappings from X to Y . Then the
following “exponential law” holds: For any sets X,Y and Z, we have
ZX×Y ∼= (ZY )X
as sets. To be more specific, the map
ZX×Y ∼= (ZY )X , f → f∨
is a bijection, where
f∨ : X → ZY , f∨(x) := f(x, ·).
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The inverse map is given by
(ZY )X → ZX×Y , g 7→ g∧,
where
g∧ : X × Y → Z, g∧(x, y) := g(x)(y).
Next we consider an important topology for spaces of smooth functions:
Definition B.1. (Smooth compact open topology). If M is a locally convex manifold and
E a locally convex space, then the smooth compact open topology on C∞(M,E) is defined by
the embedding
C∞(M,E) →֒
∏
n∈N0
C(T nM,T nE), f 7→ (T nf)n∈N0 ,
where the spaces C(T nM,T nE) carry the compact open topology. Since T nE is a locally convex
space isomorphic to E2
n
, the spaces C(T nM,T nE) are locally convex and we thus obtain a
locally convex topology on C∞(M,E).
It is natural to ask if there exists an “exponential law” for the space of smooth functions
endowed with the smooth compact open topology, i.e., if we always have
C∞(M ×N,E) ∼= C∞(M,C∞(N,E)) (B.1)
as a locally convex space, for all locally convex smooth manifolds M , N and locally convex
spaces E. In general, the answer is no. Nevertheless, it can be shown that (B.1) holds if N is
a finite-dimensional manifold over R. To be more precise:
Lemma B.2. Let M be a real locally convex smooth manifold, N a finite-dimensional
smooth manifold and E a topological vector space. Then a map f :M → C∞(N,E) is smooth
if and only if the map
f∧ :M ×N → E, f∧(m,n) := f(m)(n)
is smooth. Moreover, the following map is an isomorphism of locally convex spaces:
C∞(M,C∞(N,E))→ C∞(M ×N,E), f 7→ f∧.
Proof. A proof can be found in [22, Appendix, Lemma A3].
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