Some quartz transducers designed and fabricated at the National Bureau of Standards as transmitters of ultrasonic power appear to be sufficiently stable and linear to serve as standards. Therefore, an international intercomparison of measurements of the continuous-wave (cw) power emitted by these standards was arranged. Each of the seven participating laboratories performed such measurements using one or more methods representing its practice and reported the results to the National Bureau of Standards which served as the pilot laboratory. We present the results mostly in the form of tables. Some remarks on stability are appended.
Introduction
In 1974, Thomas L. Zapf, [11' of the then Electromagnetics Division of the National Bureau of Standards in Boulder, CO, U.S.A., described a method for the measurement of the radiation conductance of an ultrasonic transducer by means of high-accuracy impedance measurements made with a twin-T null circuit. Also described were some quartz transducers designed and constructed so that they could be expected to be stable over long intervals of time. By the spring of 1975, Helmut M. Altschuler of the Electromagnetics Division of NBS Boulder was actively arranging the international comparison of ultrasonic beam-power measurements utilizing the new standards; the technical direction of the project was to be Zapf's responsibility. In the fall of 1976, when many of the arrangements with the participating laboratories had been completed, the responsibility for the project was transferred to Donald G. Eitzen, chief of the then Ultrasonic Standards Program Team in Washington, as a result of a management decision to consolidate some of the work in ultrasonics at NBS. Also transferred, besides some equipment, were 14 quartz transducers, having operating frequencies of *Mechaical Production Meirology Division, Center for Manufacturing Engineering, National Engineering Laboratory. **Present address 12 Granville Dr., Silver Spring, MD 20901. 'Figures in brackets denoW literature references at the end of this paper.
2, 3, 5, 10, and 15 MHz. These were calibrated by the modulated radiation-pressure method [2] over the ranges of ultrasonic power output from 1 to 8 mW up to 1 to 528 mW, and the transducers were found to be linear (i.e., power output proportional to square of voltage), so that each transducer could be characterized by a single radiation conductance (G,). Furthermore, this G,. proved to be the same, within the estimated experimental errors, as that determined at very low power by the twin-T null method. Other transducers were also calibrated by a calorimetric method, using an instrument designed and built by Zapf et al. [31 at NBS Boulder and modified at NBS Washington 2 . Each transducer was calibrated (twice) at only one power level which varied, from case to case, over the range 50 to 750 mW. Again, the values of G. agreed, within the estimated uncertainty, with those obtained by the other methods.
Procedure
Four ultrasonic transducers were selected for the intercomparison. They were intended to be operated at the fundamental series-resonance frequencies; these, together with the designations, follow: ' The modifications, which were rather extensive, were made by Franklin R. Breckenridge and Carl E. Tscbiegg. The active element of each was a half-wave resonant, air-backed, x-cut quartz disc, having a "wrap-around" outer electrode to provide some electrostatic shielding. The discs were cut, polished, and plated (gold over chromium) by a commercial supplier. The transducers are shown in figure 1. 12.
Operating Frequency
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The instructions to the participating laboratories are reproduced in the Appendix. Each laboratory used its own method or methods, a total of eight. The methods are listed together with their code designations in table 1. Optical fRaman-Nath) 0
Impedance, twin-T null T Impedance, Q-meter Q Reciprocity R
Results
The results are given in tables 2, 3, 4, and S for transducers [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] 18 , 20, and 22, respectively. In the column headed "Code" the arabic numeral following the method designation (as in e.g., RD-I) denotes one of the participating laboratories. In cases in which a laboratory used several methods, the associated numeral is different for each method. Each laboratory was furnished a key that enabled it to identify its own work, but not that of others. An exception is the pilot laboratory, NBS, for which RM-1 and T-1 are used.
In these tables, U. is the fractional uncertainty in the measurement of input voltage, and Ub is that in the radiation conductance, taking into account that in the voltage, See the Appendix for details. Each investigator, acting in accordance with instructions, estimated these uncertainties by his own methods, so that the several laboratories have not reported on a common basis.
Inspection of tables 2, 3, 4, and 5 reveals that by and large, there is rather remarkable agreement in the measurement of ultrasonic beam power at the power levels specified among the several laboratories and methods (or cases))' In order to see this better, it is convenient to look at the dep arture of each result from some sort of grand average of all results. The question is how to weight the individual averages of the radiation conductance Gr, in the calculation of the grand average, 0 r. Our first thought was to use weights inversely proportional to the estimated errors, but we discarded this because, as has been pointed out, the reported errors are not comparable. We eventually decided to use purely statistical weights, that is, weights equivalent to the reciprocal variances. However, it was easier to use an approximation to the variance calculated from the range (max-mint in tables 2, 3, 4, and 5) and the mean value of the ratio of the range to the standard deviation (square root of the variancel; this ratio dependson the number of data. Values of itare given in table 2.4.1 of Snedecor [4] . N'o deep significance is attached to the grand averages, Gr; we present them as being perhaps good enough for the present purpose. Data for which the ranges were not given were not used in the calculation of the grand average, nor were those averages used which were calculated from fewer than three data. The deviations from the grand average were given in table 6. ' Some o! the methods udeA by bhe pnticipetig labcratnmes, e.g., steady radiation presate and alorindiric, are hi prioetpal capable of assuring awrage puised power. n seime applications, sadl as medical innqig, scmh average powr niht )be m muh Inwer tabt thoseused in these tm13 and the c.. dcuson woud not apply.
We can consolidate the material given in table 6 in the  form of table 7 , in which the number of oases where the absolute value of the deviation, HlGr -G.)G, I is less than various amounts (in percent). A method of measurement by a particular laboratory forms a case, and the results are presented separately for the two nominal frequencies; the values for transducers 3-16 and 3-18 are lumped in one column and those for 3-20 and 3-22 in the other. We see that at 2 MHz the deviations are lessthan I percent in 11 percent of the cases and less than 3 percent in 33 percent of the cases. For 5 MHz the peak is sharper; the values are 40 and 80 percent of the cases, respectively. At both frequencies, more than 90 percentof the cases have G, within 9 percent of Or and if one case (RD-3) were ignored. the figure would be 100 percent.
We can only speculate as to why the data are better at 5 than at 2 MHz. Perhaps the increased absorption at 5
MHz eases the requirements on the anechoic materials, the performance of which is almost always less than one might hope.
It is worth noting that in each case except one IRD-3i the deviation iof the overall average for a case from the grand averagel is less than the experiuenter's estimate of the error. This would mean little if in most of the cases the results were all too high or all too low. But in consideration of the diversity of the methods employed, this is not likely, and it would seem that most of the experimenters have made conservative estimates of their errors.
The results are, on the whole, gratifying. They lead us to believe that one can really measure with acceptable accuracy the total cw sound power output of transducers in the frequency range 2-5 MHz and in the power range 2.5-2500 mW. Unfortunately, the same conclusion cannotbe extended into the fractional milliwatt range that is important to applications (such as medical diagnosis characterized by high peak but low average power. The prospects for extending agreement to microwatt levels of average power are probably good.
Stability
As shown in table 3 and its footnote n, one of the participants noticed a substantial change, between runs, of the value of Gr for transducer 3-18. Extensive measurements on this transducer were made upon its return to the pilot laboratory, but no significant changes from the pristine value were detected even after a three-day submersion of the operating face in water.
We have had a similar experience ourselves. A transducer of nominally identical construction as [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] 'All voltages in this group were reported as peak-to-peak and converted to rms by the pilot laboratory. 'The estimated enors were not symmetrical, that is, the positive values were not quite equal to the negative. 'For RF-4, the first number, e.g., 9, is the nunber of independent groups into which the second number, e.g., 20, which is the number of measurements, is divided. Furthermore, each of the (say) 20 measrements is the average of 4 power readings at the same voltage, two taken as the voltage was switched on, and two as it was switched off. hSystem described as "relatively unproven." iNot given.
'Not given but very low, kAccording to the investigator, "These resus re included for the record but are not regarded as part of the principal measurements." 'Same as Idl but average is 12.25. ' The investigator considers that the data form two independent groups, here designated-.l and-. 
and "See footnotes to tables 2,3,4, and 5. (although a 3-rather than a 2-MHz unit) exhibited a large shift in the measured G,. Upon autopsy it was found to have suffered a small crack in the epoxy seal and therefore a small leak. Upon being dried out and recemented the transducer yielded its original G,.
One could speculate that a small leak occurred while transducer 3-18 was at the participant's laboratory and that on the way back to the pilot laboratory the transducer dried out. Sixteen months later, when the last measurements were made, the transducer was still behaving properly, at least under the pilot laboratory conditions. While we were at it, we took additional measurements on the other transducers as well. AUl of the measurements made by the modulation radiationpressure method at the pilot laboratory are summarized in table 8.
From the material in table 8, we could conclude that whatever drifts occur in either the transducers or the ap-paratus itself are of no great consequence. However, 6.1 Equipment Supplied by NBS close examination, using standard statistical tests, shows that the disparities are not entirely random. Indeed, the regressions of Gr on time show trends which are significant although not overwhelmingly so. To elucidate this question will require a carefully planned experimental design carried out over several years, and this is under serious consideration. This document provides instructions and a typical procedure for the intercomparison of ultrasonic beam power measurements. The intercomparison is being conducted by circulating to participating laboratories four transfer standards, namely, half-wave resonant, airbacked, quartz transducers. removing the transducer from the water.
3. The transducer connectors are not waterproof, and should not be submerged. 4. The front faces of the transducers are gold plated.
They should be carefully wiped with lens tissue to remove water. Avoid excessive force.
Measurements To Be Made
The quantity to be measured is the total cw beam power radiated by a transducer (the supplied transfer standard) into a reflectionless water load at a specified temperature, frequency, and sinusoidal input voltage to the transducer. At the power levels to be used in the intercomparison, the beam power is proportional to the square of the applied voltage. Each participant is responsible for obtaining a suitable rf voltmeter and having it calibrated at the voltages and frequencies required.
The following table indicates the specified frequency, fa, and the specified voltage, V 5 , at which each measurement is to be made. The actual frequency, fm, of the measurement should be within ±0.02% of fJ. The measured voltage, Vm, should be within ±50% of V, (subject to the 350 Vmaximum limitation). The voltages are arbitrary, but have been chosen to cover the range of interest.
Reporting
Please use the reporting form included herewith.
Report the test data in the sequence in which the data 101 were taken. the specified range. The estimate of Ur should be based The pilot laboratory will accumulate and summarize the results from all participating laboratories. As discussed in the following paragraphs, numerical results from each participant should be reported in a manner to allow comparison on a common basis.
An error can result from attenuation in the water coupling medium between the transducer and the receiver target. The radiated beam power, Pi,, equals the received power measured by the participant's equipment, Pm' plus the power loss in the coupling medium.
This loss should be determined by measurement or calculation, and applied as a correction as indicated below. To correct for the attenuation, the following formula may be used:
where d is the water path distance in centimeters between the transducer and the point at which the power measurement is made, and 4m is the measurement frequency in Hz.
The temperature of the water coupling medium should be as close as possible to 23 OC, and in the range of 20 "C to 26 0 C. A correction to a common-basis temperature and voltage should be applied as follows:
where Pb is the "common basis power" that would be measured at 23 CC with the common basis voltage, V., applied to the transducer, Vm is the measured applied voltage, Tm is the measurement temperature in "C. The coefficient 0.0016 is related to the temperature dependence of the Qc of water.
So that the fractional uncertainty, Ub, associated with the common-basis power is properly determined at each test point, the participant should estimate the fractional uncertainty, U,, in the radiated power, taking into account the uncertainty in measuring or calculating the loss in the coupling medium, For example, if Pr is 0.137 watts and the uncertainty in P, is ±0.004 watts, then U., = ±0.004/0.137 = ±0.03, or ±3%. The commonbasis power uncertainty, Ub, is then calculated as
where U, is the fractional uncertainty in the voltmeter calibration and the factor 2 is a result of the square-law relationship between voltage and power. Uncertainties associated with the application of the temperature correction will be negligible if temperatures are kept within on the participant's experience with his equipment; it should not be influenced by the variations observed in the present intercomparison.
Provide a brief description of each set of equipment and method of measurement used in the intercomparison. If more than one method of measurement is used, please report each on a separate data sheet.
If the quantities Vm and Pm are inappropriate to the method of measurement used, then please supply at least the following information for each measurement: temperature of the measurement, Tm; frequency of the measurement, f.; the radiation conductance, G., measured for the transducer; and the estimated uncertainty, Ub, of the measured G,..
Precautions
The transducer must be oriented so that the entire ultrasonic beam will be received by the participant's measuring equipment. Reflections that would cause ultrasonic energy to return to the transducer must be reduced to a negligible level to prevent interference at the face of the transducer that may change the characteristics of the transfer standard.
Care should be exercised to avoid the presence or formation of bubbles on the transducer face during test.
The use of degassed water may eliminate this problem.
Typical Procedure
The following information is included but may be disregarded if not applicable:
Typical equipment provided by participants: 3. Signal generator. A stable generator must drive the power amplifier with a cw sinusoidal waveform of low distortion (preferably less than 0.5%). 4. Frequency counter. This is needed to set the frequency of the signal applied to the transducer.
Typical procedure sinusoidal waveform. Set the frequency controls of 1. Interconnect equipment as indicated in figure A-1 to be made by all participants. The number of measurements to be made at each point is not specified, although a number from 3 to 10 would seem practical. 
Introduction
Robust estimation of location has become an important tool of the data analyst, due to the recognition among statisticians that parametric models are rarely absolutely precise. Much discussion has taken place to determine the "best" estimators ("best" in a certain sense, such as low variance across several distributional situations). Estimators which were designed to be robust against departures from the Gaussian distribution in. a symmetric, long-tailed fashion were investigated indepth by Andrews et al. in 1970 Andrews et al. in -1971 .' Subsequent to this, Gross and Tukey compared several other estimators in the same fashion, one of which they called the biweight [2] . It was designed to be highly efficient in the Gaussian situation as well as in other symmetric, long-tailed situations. The first reference of its practical use appears two years later [31. Gross showed that the biweight proves useful in the "t"-like confidence interval for the one-sample problem [4] and for estimating regression coefficients [51; Kafadar showed that it is efficient for the two-sample problem also [6].
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Many scientists collect data and perform elementary statistical analyses but seldom use summary statistics other than the sample mean and sample standard deviation. This paper is therefore addressed to two audiences. It provides a brief introduction to the field of robust estimation of location to explain the biweight in particular (section 2). Those who are familiar with the basic concepts may wish to proceed directly to section 3 which raises the specific questions about the biweight's computation and efficiency that are answered in this paper.
Section 4 describes the results of a Monte Carlo evaluation of the biweight. An example to illustrate the biweight calculation is presented in section 5, followed by a summary in section 6.
Robust Estimation of Location; M-Estimates.
Given a random sample of n observations, Xl,...,X , typically one assumes that they are distributed independently according to some probability distribution with a finite mean and variance. For convenience, the Gaussian distribution is the most popular candidate; representing its mean and variance by St and a', it is well known that the ordinary sample mean and sample variance are "good" estimates, in that, on the average, they estimate 11 and a' unbiasedly and with minimum 105 variance. Often, however, this Gaussian assumption is not exactly true, owing to a variety of reasons (e.g., measurement errors, outliers). Ideally, such departures from the assumed model should cause only small errors in the final conclusions. Such is not the case with the sample mean and sample variance; even one misspecified observation can throw these estimates far from the true y and a' (e.g., see Tukey's example in [7] ).
It is important, then, to find alternative estimators of location and scale. Huber 18, p. 5] lists three desirable features of a statistical procedure:
1. reasonably efficient at the assumed model; 2. large changes in a small part of the data or small changes in a large part of the data should cause only small changes in the result (resistant); 3. gross deviations from the model should not severely decrease its efficiency (robust).
A class of estimators, called M-estimators, was proposed by Huber [9] to satisfy these three criteria. This class includes the sample mean in the following way. Let T be the estimate which minimizes
£i5 Q(XFT)
We therefore define the biweight as the solution to the scale-invariant equation If Q(u) = u 2 , then (1) defines the sample mean X (and X is therefore called least squares estimate). It can be shown that M-estimates are maximum likelihood estimates (MLE) when Xl,...,X, have a density proportional to exp{-f t'(u)du} (e.g., X is MLE for the Gaussian distribution), but their real virtue is determined by their robustness in the face of possible departures from an assumed Gaussian model. Many suggestions for PV have been offered, one of which is the biweight 4'-function:
otherwise.
FIGURE 1
The lack of monotonicity in the biweight 'P-function leads to its inclusion in the class of the so-called "redescending M-estimates," a term first introduced by Hampel [1, p. 14]. Typically, the defining P-functions have finite support (i.e., are 0 outside a finite interval); hence, redescending M-estimates have the property that the calculation assigns zero weight to any observation which is more than c multiples of the width from the estimated location. To see this, we define the weight function corresponding to any M-estimate, w( ), by the following equation: (Fig. 3) , which may or may not correspond to realistic applications. also known as the bisquare weight function, is shown in figure 2 , where it is clear that zero weight is assigned to any value outside (To-es, T + es). Henceforth, P and w will always refer to the biweight M-estimator.
e.e Because of the non-monotonicity of the biweight 'Yfunction, multiple solutions to (3) are possible. It has been argued that an iteration based on (4) will not converge to all of the solutions to (3) and therefore will not get trapped by local minima of (1) [10]. In addition, the iteration suggested by eq (4) is more stable than a root finding search suggested by (3). These two facts encourage the use of (4), called the w-iteration, in calculating T.
Use of the Biweight in Practice
There has been considerable discussion on the practical usefulness of the biweight, and of redescending Mestimates in general. Huber points out that they are more sensitive to scaling (i.e., prior estimation of s in (4)), and warns of possible problems in convergence [8, pp. 102-103]. In addition, unlike the monotone 4'-functions, an estimate defined by a redescending 4'-function is not a maximum likelihood estimate for any density function, for it is constant outside a finite interval and hence does not integrate to 1. The central (non-.e
Nonetheless. the popularization of the biweight demands a careful assessment of its performance. This paper, therefore, documents its efficiency in three distributional situations using small-to moderate-sized samples.
The study reported below involved a Monte Carlo simulation of three situations, and three sample sizes, in order to determine the variance of the biweight using four different scalings and seven different values of the tuning constant. This section provides details on the calculation of the biweight, a description of the underlying situations in the Monte Carlo study, and the efficiency criterion on which it was evaluated.
Calculation and Scalings
Taking (3) as the definition of T for this study, we calculate the biweight iteratively: after the kth iteration, (5)
Two forms of scale functions were considered in connection with iterations (5) and (6). The median absolute deviation about the current estimate
or "MAD," has been used frequently in many robustness studies, including Andrews et al. [1] . In the Gaussian situation, the average value of the MAD is roughly two thirds of the standard deviation, so we really use 1. ' again for reasons of convenience, is taken here as 1.5 x MAD. Equation (8) is designed to yield the ordinary sample variance when the tP-function is the identity (least squares); hence the use of the "-1" in the denominator. Other values besides -1 have been investigated [11] but have proved less satisfactory. Equation (5) may also proceed without any scale updates (i.e., (7) and (8) calculated once and used throughout the iteration). Figure 4 illustrates four possibilities for scale evaluated in this study. and the subscript on each refers to the iteration at which the estimate is calculated.
Distributional Situations
The variance of the biweight was calculated on three distributional situations: The general term "situation" is applied particularly for the One-Wild, as the observations are not independent (n-1 "reasonable-looking" observations suggest that the next is almost sure to be "wild"). The Slash distribution is a very stretched-tailed distribution like the Cauchy, but is less peaked in the center, making it a more realistic situation. These three situations were chosen for two reasons. First, characteristics of sampling distributions of the various statistics may be estimated efficiently through a Monte Carlo swindle described by Simon [12] when the underlying distribution is of the form Gaussian/(symmetric positive distribution). Second, the three situations represent extreme types of situations for real-world applications ("utopian," outliers, and stretched tails); if an estimator performs well on these three, it is likely to perform well on almost any symmetric distribution arising in practice [13] . Additional characteristics about these distributions may be found in [14] . 
Efficiency Comparisons
In assessing the performance of a location estimator, one typically hopes for (i) unbiasedness, and (ii) minimal variance. It is simple to see that any M-estimate defined with an antisymmetric uP function will be unbiased in symmetric situations. Furthermore, Huber has shown that under some regularity conditions, an M-estimator has an asymptotically Gaussian distribution with a finite variance, even for underlying distributions having infinite mean and variance [8, pp. 49-501. Thus, it is reasonable to compare the variance of the biweight with the variance of the unbiased location estimator having minimal variance, if it exists, for a given situation.
It is known that the minimal variance that is attainable for an unbiased location estimator in the Gaussian situation is simply I/n, or Var (Jn X) = VG =1.
Minimal variances for the One-Wild and Slash, however, are not so simple. Theoretically, one might determine the variance of the maximum likelihood estimate for the One-Wild density but the derivation is not straightforward. A simple remedy is to pretend that one knows an observation is wild, which one it is, and eliminate it from the sample. Then the "near-optimal" variance would be Vw = n/(n-1 ).
A "near-optimal" variance for the Slash density
where 
Results
All computations were performed on a Univac 1108. One thousand samples of sizes 5, 10, and 20 were generated. Uniform deviates were obtained using a congruential generator [16J; the Box-Muller transform was applied to these to obtain Gaussian deviates [171. The iteration in (4) was terminated when the relative change was less than 0.0005, or if the number of iterations exceeded 15 (in which case, 1 15 ) became the estimate of location). Tables 1, 2 , and 3 provide the variances, their sampling errors (SE) and deficiencies of the biweight for the Gaussian, One-Wild, and Slash situations. The most immediate observation is the low deficiency of the biweight in the Gaussian situation: using c = 4, as recommended in Mosteller and Tukey [18] , the biweight is never more than 10 % less efficient than the optimal sample mean for any of the scalings here (except n=5, where it loses 15% for fixed sbi). As c increases, the deficiency is even lower. At c = 6, even for n = 5, the deficiency is less than 6%. As noted by Mosteller and Tukey, relative differences in deficiency of less than 10% are essentially indistinguishable in practice [18, p. 2061.
Comparing the scalings, Sbi typically provides lower variances than does 1.5 x MAD. The only exception to this is in some of the values computed for the Gaussian, where the differences are so small as to be unimportant (at c = 4, largest difference = 4.9%; at c = 6, 2.7%). The differences in deficiency can be quite sizeable for the One-Wild and Slash situations (e.g., at c = 4, a difference of almost 20% for Slash, n = 20).
In addition, one notes that the additional computation in updating the scale estimate with each iteration is not terribly worthwhile, as deficiencies are only trivially higher in most cases. In fact, such updating can cause considerable deficiency. As a check on the convergence of the iteration, table 4 shows the number of samples, out of 1000, that did not satisfy the convergence criterion. Most of the non-convergences occurred with the iterative scales, particularly the iterative MAD. Figures 5, 6, and 7 provide graphs of deficiency as a function of the tuning constant, for sample sizes n = 5, 10, and 20. The uncertainty limits on these graphs, plotted with dotted lines, are given by
-["minimum" variance]/[var(biweight) + SE],
where SE refers to the Monte Carlo sampling error in the calculation of the biweight variances. These reveal that, across these three situations, c = 4 to c = 6 is a practical value of the tuning constant, for larger values tend to yield extremely high deficiencies for the Slash.
The biweight deficiencies computed here scaled by 1.5 x MAD (fixed) differ from those computed by Holland and Welsch [19] in part because of the difference in starting value (they took 'PO) = least absolute deviations estimate), and in convergence criterion (they took Tes as their solution). Asymptotically, c = 4.685 yields 95% asymptotic efficiency at the Gaussian [i.e., \/3iT converges in distribution to N(0,1.0526)1; within two sampling errors, the results in tables 1, 2, and 3 are consistent with this value.
As noted earlier, 115) became the estimate of location in cases of non-convergence in the study. This only increases the variance of the biweight that we are likely to see in practice, because this situation occurred typically when the iteration alternated between two equally distant values from M. In practice, one should examine the sample to determine the cause of non-convergence, and possibly settle on the median and 1.5 x MAD as expedient location and scale estimates.
An Example
To illustrate the calculation of the biweight, we use some chemical measurements collected at the National Bureau of Standards. These data were taken from Notice that, by virtue of the central limit theorem, one would expect that these averages would be approximately normally distributed and a higher value for the tuning constant, say c =5, would be reasonable. The third column of Panel A reveals three somewhat anomolous values: -20, 56, and 28. Notice that the low value corresponds to ampoules in set 21 and the high value to those in set 20. Since the sets were filled sequentially, there may have been some aspect of the filling procedure which caused these odd values. Also, the data are listed in the order in which they were measured, so the low value for the first ampoule may have resulted from some problem in the measuring equipment on the first day.
The iteration initiates with the median, TPO = 7, and Sbi is calculated from the median and 1.5 x MAD (= 12.0), yielding a scale estimate of 17.2. The convergence criterion in this calculation is relative to the estimated scale; i.e., the iteration ceases when either k >Ž In this case, there is little difference between the two procedures, and either may be reported. Had there been a substantial difference, one would want to examine the data more closely to understand the reason. This is an important step in data analysis, and robust methods offer easy, objective procedures for making this comparison and illustrating possible anomolies in the data.
Conclusions
This paper establishes the variance of the biweight as a location estimator across three distributional situations, for small to moderate sample sizes. In terms of scaling, sbi performs more satisfactorily than does 1,5 x MAD, and need not be recalculated with subsequent iterations.
Three to six iterations of the w-iteration are typically required to attain satisfactory convergence (< .0005 x SOThe minimum efficiencies of the biweight across the three situations for sample sizes, 5, 10, and 20 at c = 4 are 46%, 83%, and 85% respectively; atc = 6 they are 33%, 67%, and 61% respectively. Gaussian efficiencies are considerably higher: at c = 4, 86%, 91%, and 92%; at c = 6, 94%, 97%, and 98%.
A final comment concerns the results on n = 5. For such a small sample size, it is encouraging that the biweight (c = 4) is only 14% less efficient than the optimal sample mean if the underlying population is really Gaussian. In fact, Sbi can be very misleading in a small (between 2% and 5% for the situations listed here) but influential proportion of the time. Conditioning on some ancillary statistic, such as the average value of the weights, would undoubtedly increase the efficiency for all three situations when n = 5. 
Introduction
Coulometry is an absolute method of analysis based on Faraday's Laws of Electrolysis which relate electric current (i), time (t), and chemical equivalent weight (mole) through the equation:
The constant of proportionality, F, is the Faraday, the exact value of which has been the subject of intense research over the years at the National Bureau of Standards (NBS) [14] '. The parameters which define the analytical system are based on measurements of physical quantities, the national standards of which are maintained by NBS, i.e., volt, ohm, second, and gram. This paper is another from a series of investigations designed to develop highly precise and accurate analytical procedures based upon the coulometric technique. Earlier papers have described the coulometric titrations of acids and bases [5], halides [6] , and potassium dichromate [7] . The method described here has been developed for highprecision analysis of uranium metal and its compounds, which are of great scientific, industrial, and commercial importance. Some portions of this investigation have been previously reported at the 1965 EURATOM Conference Among the multitude of existing methods for analysis of uranium, only a few are sufficiently precise for assaying relatively high purity materials. The classical methods involve preliminary reduction of uranyl ion to a mixture of tri-and tetravalent uranium by either passing it through a Jones reductor or reducing the uranyl ion at a mercury or gold amalgam cathode, followed by air oxidation of U(III) to U(IV) and finally oxidation of U(IV) to U(VI) with an oxidant such as K 2 Cr 2 0 7 [9,10]. One variation involves potentiometric titration of a mixture of trivalent and tetravalent uranium (obtained from a Jones reductor) first to U(III) -U(IV) endpoint and then to U(IV) -U(VI) endpoint. The uranium content is calculated from the difference between the two endpoints [11] . In another variation, U(III) -U(IV) mixture is titrated potentiometrically to the first endpoint, then solid dichromate is added in excess and the excess dichromate is determined coulometrically [121. Another method involves the dissolution of uranium metal in orthophosphoric acid, followed by a titration with dichromate using no prereduction [13] . Recently a precise titrimetric method for uranium was reported by Leon Pszonicki [141. In this method U(VI) is reduced to U(III) in hydrochloric acid solution, using an amalgamated cadmium reductor. Orthophosphoric acid is used to oxidize U(III) to U(IV) followed by quantitative oxidation with dichromate to U(VI). All of the aforementioned procedures involve the use of potassium dichromate as the quantitative oxidant converting U(IV) to U(VI). Most require pre-reduction 117 and pre-titration steps to prepare the analyte for the acTo add further complexity to the reduction process, it tual assay.
An alternative to the oxidative assay of U(IV) to U(VI) is one based on a quantifiable reduction of U(VI) to U(IV). Such a procedure requires a strong reductant obtainable in a purified and stable form and deliverable in discrete quantities during the course of a titration. Of the possible chemical species meeting these requirements, titanous ion (Ti(III)) has proved to be the reductant of choice for this application. Several articles have been written describing conditions for the generation of Ti(III) [15] [16] [17] . The first successful coulometric titration method for uranium with the use of electrogenerated Ti(III) was reported by Lingane and Iwamoto 118] . This method uses a mercury-pool cathode at elevated temperatures to effect complete and efficient reaction.
Kennedy and Lingane proposed another coulometric procedure employing a platinum cathode and a catalyst.
Their procedure was intended to circumvent the drawbacks associated with a mercury cathode and high temperatures [19, 20] . In the present paper, a method based on the work of Kennedy and Lingane is described. The existing procedure has been refined to improve the precision and accuracy of the assay of uranium and to make it applicable to the certification of Standard Reference Materials (SRMs).
Summary of Method
The method is based on the coulometric reduction of hexavalent uranium, U(VI), to the tetravalent state, U(IV), using titanous ion, Ti(III), as the intermediate reductant and Fe(II) as a catalyst. This reduction takes place in a solution of 1 mol/L titanyl sulfate and 9 mol/L sulfuric acid at a platinum cathode in the controlledcurrent mode. The current density of the cathode is maintained at or below 2.5 mA/cm 2 . The standard potentials of the reduction reactions are: At the beginning of the titration, direct reduction of U(VI) to U(IV) is the principal cathodic reaction. As the uranyl ion concentration is depleted, coreduction of titanyl ion begins. The generated titanous ion in turn acts as a reductant for the remaining uranyl ion in the bulk of the solution. Finally, as the endpoint is approached, titanous ion generation becomes the principal cathodic reaction. Under these conditions, the overall reduction of U(VI) to U(IV) occurs with 100 percent current efficiency.
has been reported by various authors, and verified in our laboratory, that the rate of reduction of U(VI) by TiI(II) is a slow process. Lingane and Kennedy [191 pointed out that in a sulfuric acid medium the reduction of U(VI) to U(V) proceeds rapidly, but further reduction to UIV) is the slow and rate-detenmining step. They found that small amounts of ferrous ion catalyze the reduction of U(V) to U(IV) facilitating the titration at room temperature. Ferrous ion reduces U(V) to U(IV) more rapidly than does Ti(III) and in turn the ferric ion produced in this reaction is reduced relatively rapidly by the trivalent titanium.
Unfortunately, even in the presence of ferrous ion, the kinetics of this reaction are not sufficiently favorable for high precision work. The approach to equilibrium is slow. The rate expression derived by Kennedy and Lingane for this reaction in a sulfuric acid medium is:
It is apparent that since the rate of the reaction is of the first order with respect to U(VI) concentration and of the second order with respect to Ti(III) concentration, the equilibrium is established more rapidly in the presence of excess Ti(III). Accordingly, it is advantageous to overtitrate by generating a slight excess of Ti(III) and then, when equilibrium is established, to extrapolate back to the equivalence point after determining the response factor of the indicator electrode.
The principal modifications to the method which are described in the paper and which have resulted in increased precision and accuracy are: * a more stable endpoint detection system composed of a platinum versus saturated calomel electrode pair in the amperometric mode, rather than the dual platinum biamperometric technique;
* highly stable and accurate current-controllers and timing circuitry to assure accurate integration of charge; * improved dissolution procedures for uranium metal and oxides; * overtitration to improve the kinetics at the endpoint.
Experimental
Apparatus
The apparatus used in this work is described in detail in previous publications [2, [21] [22] [23] [24] . The constant-current sources are of two types. The first employs a commercially-available power supply operated in the constant-current mode. The instrument has a maximum A modified cage-type platinum electrode was used as output of 60 V and a current rating of 0 to 2 A. The stability of this power supply is on the order of 0.001 percent per 8 hours and its reliability proven through its use in high-precision coulometric iodimetry [211 and on the determinations of the atomic weights of gallium [22] and zinc [23] . The second type of current-source, used in the later stages of this experiment, was designed and built at NBS in connection with a redetermination of the Faraday via 4-aminopyridine [241. It is powered by batteries to minimize problems associated with ac ripple and ground loops and is stable to better than 0.001 percent per 8 hours.
The output of either current source is adjusted such that the current flowing through a standard resistor (which is in series with the coulometric titration cell) produces a potential equal to the emf of a Weston saturated cell. Balance is monitored with a null-point detector such as a microvoltmeter or galvanometer, and maintained manually.
The standard resistors are of the NBS-type, devoid of their metal containers and immersed in a large oil-bath to ensure temperature stability. The Weston saturated cells were enclosed in a thermostated box. The cells and resistors are periodically calibrated against the national working standards of voltage and resistance maintained at NBS. A commercially available electronic frequency meter was used as the timer, its operational mode set to count the cycles of the NBS 10 kHz standard frequency. The current-source and timer are integrated through a switching system, designed and built at NBS. In the standby position, the current flows through a surrogate load resistor comparable in resistance to that of the titration cell, and the timer gate is open; in the active position, the current is channeled to the titration cell, and the timer gate is closed.
The titration cell, similar to one used in previous highprecision coulometric research at NBS [21, is constructed of two 180 mL tall-form beakers connected by two intermediate chambers with fritted-glass separaters. A silicic acid gel plug was prepared in the last compartment of the titration H-cell by mixing sodium silicate solution with sulfuric acid directly in the compartment. The volumes of solutions used in gel preparation were selected such that the amount of gel produced would fill one-half of the 180 mL beaker, completely covering the glass frit of the connecting chamber. Sulfuric acid (2 mol/L) was poured over the silicic acid plug. The titration cell was further extended through a U tube, containing another silicic acid plug, to a 180 mL beaker filled with saturated KCI solution and serving as the anode compartment. The saturated calomel reference electrode of the indicator circuit was also dipped into this compartment. the cathode. It consisted of a platinum foil cylinder concentrically located within a platinum strip cage. The apparent area of the former was 28 cm', and of the latter 12 cm', yielding a total area of 40 cm'. Early experiments showed that the platinum cathode will perform less than satisfactorily if its surface is not properly prepared. Consequently the conditioning procedure described below was scrupulously followed: After several titrations, it was sometimes necessary to strip the surface of the electrode by dipping it in aqua regia for 5 minutes and then reconditioning it according to the above procedure. The anode was a silver cylinder made from 2 mm thick foil and having a surface area of 100 cm'. The amperometric indicator system consisted of a platinum foil electrode (1 cm 2 ) and a saturated calomel electrode (SCE) with a flushable liquid junction. A polarograph was used as the source of the applied emf as well as for recording the indicator current. The value of applied emf was determined by running a currentvoltage scan using the indicator electrode versus the SCE in the titration cell containing a solution similar to that expected at the equivalence point of an actual titration ( Figure 1 ) The flat portion of this voltammogram typically extended from about +0.2 to +0.3 V versus SCE, which represents the useable window for the applied emf. Since this window is rather narrow (due to the oxidation of Fe(III at voltages more positive than +0.3 V and the reduction of Ti(IV) at voltages below +0.2 V) and has a tendency to shift slightly from titration to titration, it is important that the potentiostat of the polarograph be very stable to achieve linearity in the endpoint current readings.
All weighings were performed on a 20 g capacity microbalance and were precise to 0.003 mg. The weights of all samples were corrected for air buoyancy.
Either nitrogen or argon was passed through the supporting electrolyte prior to and during the titration to keep atmospheric oxygen out of the cell. This purging gas was purified and conditioned by bubbling it through a chromous sulfate solution and then through a tower con- 
Reagents
The uranium which was assayed in this work was of two forms: the pure metal cast in dingots, one lot of which became Standard Reference Material 960; and the oxide of uranium of nominal stoichiometry U 3 0 8 including samples of SRM 950a and SRM 950b.
The supporting electrolyte in the cathode compartment was a solution of 9 mol/L sulfuric acid and 1 mol/L titanyl sulfate. It was prepared according to the following procedure: purified liquid titanium tetrachloride is partially hydrolyzed (50% by weight) by slowly adding it to distilled water which is being well stirred and cooled in an ice-bath. The reaction is vigorous and exothermic. It must be carried out in a fume hood, because hydrogen chloride gas is liberated. The resulting solution is approximately 2.6 molal Ti(IV). This hydrolyzed titanium solution is then added slowly to concentrated (95%) sulfuric acid (ACS reagent-grade) (750 g Ti(IV) solution per liter of sulfuric i acid). Once again HC1 is evolved rather vigorously. When addition is complete, the solution is purged with nitrogen to remove all traces of HCL. A clear solution should result. Dilute with distilled water such that the final solution is 9 mol/L H 2 SO 4 and 1 mol/L Ti(IV). [Note: After several weeks, a white precipitate of TiO 2 will form due to the hydrolysis of the titanyl sulfate. Since this effectively depletes the Ti(IV) available for reaction, the solution should be discarded and fresh electrolyte prepared.] The acids and the hydrogen peroxide used in the dissolution of uranium were ACS-reagent grade, as was the ferrous ammonium sulfate hexahydrate used to catalyze the reduction of U(VI).
Preparation and Dissolution of Uranium Metal
Using bolt-cutters, the dingot is cut into pieces weighing approximately 1 gram each. Surface oxide and impurities are removed by dipping the uranium sample in 8 mol/L HNO, for 10 minutes, rinsing in distilled water, etching in 3 mol/L HCI for 5 minutes, rinsing in distilled water, and drying in a vacuum desiccator. The sample is weighed on a calibrated analytical balance before the oxide reappears, correcting for the buoyancy of air (density of uranium, 19.05 g/cm 3 ). The sample is placed into a 125 mL Erlenmeyer flask and dissolved slowly in 2-10 mL of 6 mol/L HCI, warming if necessary on a hot plate. It has been found most convenient to rest the flask in an inclined position in a small crystallizing dish throughout the dissolution process. An inverted 50 mL beaker is placed over the top of the flask to catch any possible spattering. After the metal has dissolved and only a small amount of black residue remains, 2 mL of 16 mol/L HNO, are slowly added to oxidize all of the uranium to the hexavalent state, U(VI). The black residue will also dissolve. The beaker serving as the splash guard is rinsed with 5 mL of distilled water, this water being added to the sample flask. The walls of the flask are then rinsed with 5 mL of distilled water. Next, 5 mL of concentrated HSO, (95%) are carefully added to the sample. The solution is then evaporated down to SO, fumes three times with the addition of 5 mL of water after each fuming. It is imperative that all traces of chloride and nitrate be removed from the solution. (Nitrate is reduced at the cathode and as such would pose a serious interference in the subsequent coulometric titration.)
To avoid the repetitive fumings required to eliminate nitrate, hydrogen peroxide can be used instead of nitric acid to oxidize the uranium. With this procedure, after the metal has dissolved in HCI, 1 mL of H 2 0 2 (30%) is added slowly. A light yellow precipitate (a peroxide of uranium) may form but is unstable and is rapidly reduced back to U(VI) upon heating, resulting in a clear brilliant yellow solution. To destroy the excess hydrogen 120 6 peroxide the solution is evaporated nearly to dryness. the amperometric indicator current is recorded. This The sides of the flask are then rinsed with distilled water and 5 mL of H 2 SO 4 (95%) are added to the solution. The solution is then evaporated to S03 fumes. If allowed to stand a day or two, a crystalline percipitate may appear. Distilled water should be added to redissolve the precipitate, with subsequent evaporation to SO 3 fumes again before analyzing.
Blanks containing the same volumes of reagents used in the dissolution of the uranium samples were put through the same evaporation procedure. To some of these blank samples were added 30.31 peq of uranium from a stock solution.
Preparation and Dissolution of Uranium Oxide (U308)
A sample of the uranium oxide (approximately 1.5 g) is placed in a platinum boat and ignited in a furnace for 1 hour at 900 OC (SRM 950b was fired at 800 0 d). After the firing process, the sample is allowed to cool for 15 minutes, and stored in a desiccator. After cooling, the boat plus sample is weighed on a calibrated analytical balance, the sample is dumped from the boat into a 125 mL Erlenmeyer flask, and the empty boat is reweighed. The mass of the sample is calculated by difference, corrected for the buoyancy of air (density of uranium oxide 8.3 g/cm 12 mol/L HCl on a warm hotplate overnight (8 to 12 hours). Care should be taken to avoid evaporating the solution to dryness. As described earlier, the flask is in an inclined position with a beaker over the top. After the uranium oxide sample is dissolved (some black residue may remain), the sample is carried through the oxidation and fuing procedures outlined in section 3.3. Either nitric acid or hydrogen perioxide may be used, with the latter being preferred.
Coulometric Titration
Prior to delivery of the sample, 75 mL of supporting electrolyte are added to the cathode chamber of the cell togetehr with 100 mg of ferrous ammonium sulfate hexahydrate. Nitrogen or argon is then passed through the compartment and into the chamber for one-half hour to remove air. After purging, the catholyte is permitted to flow into the intermediate compartments to the extent that it just covers the bottom of each compartment, thus establishing electrolytic connection between the anode and cathode chambers.
A small amount of uranyl sulfate solution, about 5peq, is then added to the cathode chamber and is pre-titrated by passage of small increments of charge equivalent to 1 peq using 3-10 mA. At the conclusion of each increment, current, small and essentially constant up to the equivalence point, exhibits a curvature in the vicinity of the equivalence point and becomes a linear function of the concentration beyond the equivalence point. After the first excess of Ti(III) is noted, the solution is permitted to equilibrate for one-half hour, after which increment-wise generation is resumed. The linear portion of the indicator current is extrapolated graphically and its intersection with the zero-current line is taken as the endpoint.
After completion of the pre-titration, the intermediate cell chambers are rinsed by repeatedly emptying and filling the chambers with electrolyte, applying suction or nitrogen pressure as required. The final reading of the indicator current is recorded and this reading is used to determine the amount of overtitration of the pre-titration step.
Following the pre-titration, the intermediate compartments are completely filled with catholyte and the sample, which has been deaerated, is delivered into the cathode chamber by applying nitrogen pressure to a specially designed polyethylene siphon system.
The sample is titrated using 101 mA current for a precalculated period of time corresponding to a few microequivalents in excess of the stoichiometric amount. The middle compartments are again emptied into the cathode chamber using nitrogen pressure. The sample flask, which is still connected to the cathode chamber through the siphone tude, is rinsed several times with the catholyte by alternately applying vacuum and pressure to the siphon system.
Following the one-half hour equilibration period, small increments of charge are again passed as already described in the pre-titration procedure and the indicator current is recorded after each addition. The indicator current curve is again extrapolated to locate the virtual endpoint. The charge required to reduce the uranium is the amount to the endpoint plus the excess resuiting from the preceding pre-titration.
Results and Discussion
As in any precise chemical analysis, it was necessary to determine the blank resulting from reagents used in the sample preparation. It is quite apparent that any of the ions which are reducible by Ti(Ill) will be titrated along with uranium, yielding high results. It should be noted, however, that reducible impurities in the supporting electrolyte do not contribute to the overall blank since they are removed in the pre-titration step.
To evaluate the bias arising from chemical treatment of the sample, a number of titrations were made of samples containing 30.31 peq of uranium which had been processed with the same quantities of acids as in the larger sample preparation. The results for titrations of 1! aliquot samples gave a blank value of +0.27 *keq ± 0.17 teq. In addition, a study was made of the relationship between the sample size and the assay. This study indicated a systematic increase of the assay value as the sample size decreased. The plot of the difference between the calculated and found number of equivalents verses sample size for 30 determinations of the uranium content in dingot metal yields a linear relationship that, upon extrapolation to zero sample size, gives an intercept close to 0.35 peq (Fig. 2) , well within the uncertainty of the value obtained in the blank titrations. On the basis of these two pieces of experimental evidence, a 0.27 1eq bias must be subtracted from all titrations. A summary of the titration data of dingot uranium, corrected for the bias, is given in Table 1 . The data were subdivided into four groups, encompassing different sample sizes: Group I -up to 100 mg of U; Group II -100 to 500 mg of U; Group III -500 to 100 mg of U; and Group IV -higher than 1000 mg of U. The can be seen that for larger samples, the precision remains constant.
It should be kept in mind that the assay reported here represents the reductometric value for the material, and as such would include iron and any other impurities in the uranium which would be reduced by trivalent titanium.
Uranium metal, issued by NBS as SRM 960, was analyzed independently by two analysts who used this method. The results are shown in table 2. Excellent agreement is obtained between the two analyses, indicating no operator bias. A correction of -0.0108 weight percent must be applied to this reductometric assay due to two electroactive impurities known to be present, 42.1 ppm iron and 4 ppm vandium. Thus this material is certified at 99.975 weight percent uranium. for uranium analyses. The other materials are for use in the preparation of uranium isotopic standards. The atomic weights were calculated from the isotopic abundances of uranium in the various samples. All of the materials were "pure" in that the total of metallic impurities did not exceed 0.01 percent.
Summary
An improved method for the coulometric assay of uranium and uranium oxide has been developed based on the electrogeneration of titanous ion in sufluric acid. Ferrous ion is used as a catalyst. The endpoint using an amperometric system is determined by extrapolation after a slight overtitration which increases the reaction rate and guarantees complete reaction. Hydrogen peroxide is employed as the oxidant in the dissolution procedure in lieu of nitric acid which if not completely destroyed would greatly interfere with the subsequent coulometric titration. The method has been applied to the analysis of several preparations of uranium metal and uranium oxide, including S&M's. The demonstrated precision for the assay of the metal as represented by the standard deviation of the individual measurement ranges from 0.004 to 0.008 weight percent, and that for the assay of the oxide from 0.006 to 0.027 weight percent.
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