In this paper, we describe how user-adapted explanations about drug prescriptions can be generated from already existing data sources. We start by illustrating the two-step approach employed in the first version of the natural language generator and the limitations of generated texts, that we discovered through analytical and empirical evaluations. We claim that, although style refinement would be needed in these texts, particular care should be devoted to implementing some of the persuasion techniques that doctors employ in their explanations. This would require either thoroughly revising the text planning techniques employed or converting to a multistep generation architecture. We justify why we selected this second alternative and propose some heuristics to repair problems found in the first version of the generator. Some final considerations about the advantages of this approach and the possibility of generalizing it to other domains conclude the paper.
Introduction
Text generation systems have been developed in many application areas. In the first prototypes, the generation process was made up of a phase of text planning, in which information content and order and rhetorical structure were established, followed by a phase of linguistic realization, in which the plan was translated into an understandable, coherent message [24] . More recently, the limitations of this approach have become apparent [26] and several authors are now investigating how to bridge the gap between the two phases. Methods proposed introduce a phase whose most popular name is sentence planning between the previous two [25, 27, 35] . In this intermediate phase, 'local' refinement techniques are applied to increase the quality of the generated text. For example: determining the sentence scope, aggregating clauses or elements internal to a clause, defining how to realize rhetorical relations and so on [13, 40, 42, 50] . As most systems that have been developed are still in a prototype phase, not many of them have been evaluated in a real world environment, to assess whether the texts produced correspond to what speakers and addressees would expect from them. Moreover, existing evaluations often consist of an examination of the results driven by linguistic criteria.
It is our opinion that, although there is a real need for style refinement in the generation of a complex text, other communicative requirements may take priority in specific cases. For example, in instructional texts, which are the subject of this paper, persuasive strength is essential to ensure that explanations achieve their goal: all generation phases (including sentence planning) should therefore be aimed at making texts really convincing to the addressee.
In this paper, we describe our experience in a specific application domain: generation of explanations about drug prescription. Evaluation of texts that were generated by a two-phase process (planning and linguistic realization) demonstrates once again that an intermediate phase is needed; such a phase involves revision of the plan at both 'local' and 'global' levels and should be guided by persuasion rather than, or in addition to, style improvement purposes. The local and global plan revision techniques that we propose are represented in a set of rule-based heuristics which we think can be easily generalized to other instructional texts; an alternative to this multistep approach would require a revision of text planning methods and knowledge representation which still appears to be theoretically difficult.
The work reported in this paper is the continuation of a European Research Project, OPADE [17] , which started in 1991 and was aimed at prototyping a decision support system in the domain of drug prescription. A text generator was designed as part of the Project, from a corpus of explanations provided by doctors. Generated texts were submitted to informal and formal evaluations, which demonstrated the potential value of the explanation system but also revealed a number of methodological limitations. In this paper, after describing the structure of our generator (Section 2), we examine these limitations (Section 3) and the features of the generator which are responsible for them (Section 4). In illustrating the new version of the generator (Section 5), we describe how we could solve some of the problems simply by revising plan operators and linguistic realization methods, whereas others required more complex plan revision techniques. In Section 6, we describe these techniques by showing examples of results and by contrasting them with related research. We finally say something about the current state of the system (Section 7) and discuss whether the proposed approach could be generalized to other instructional texts (Section 8).
Explanation generation in OPADE
OPADE was a European Community Project aimed at prototyping a 'watch-dog' decision support system to be employed in primary and hospital care [46] . Like in any medical decision support activity, explanations are an important by-product of this system, as they substantiate its suggestions, by favouring, at the same time, compliance and correct treatment performance [5, 8, 9] . To achieve their goals, these messages have to be formulated in a clear and convincing way and their arguments have to be adapted to the addressee. An additional desirable requirement for such systems would be to generate these texts by exploiting information from already established sources, rather than requiring ad hoc data collection. OPADE met this requirement by considering the decision support as one of the components of a wider medical information system which included among other sources, a European Drug Database based on the information which is routinely produced in European Union countries.
User and task analysis
The main purpose of the explanation sheet is to help ensure that the prescription is performed and is performed correctly. Explanations may be addressed to the three participants who contribute, with different roles, to put the prescription in effect: doctors, nurses and patients. The generator had to produce texts with distinct characteristics, for the three types of users. We call these final users of the explanation indirect users (IU), as they do not interact with the system, whereas the only direct user (DU) is the prescribing physician who validates the texts before delivering them to the IUs.
Text generation design, in OPADE 1 , relied on a preliminary user and task analysis and, subsequentlv, on evaluation. As a first step, we examined the information needs of nurses and patients and tried to find out what information doctors think should be included in explanation texts [2, 38] . In comparing the results of the two studies, we discovered a gap between the patients' information interests and the doctors' propensity to talk about particular topics. The most significant example of this discrepancy concerns side effects, which are considered to be 'of high interest' to the patients, whereas doctors tend to omit them or downplay them, probably because they fear that knowing about them might negatively influence patient compliance [4] . Data collected from the two cited studies were employed to set up the two User Models, for the indirect and the direct user.
A corpus of explanations was also collected from a group of physicians in the UK (our representatives of DUs). Those who agreed to take part in the study were asked to make a prescription for a given clinical case and then explain it, orally, to three hypothetical addressees: a patient, a nurse and a colleague. The explanations were recorded on a tape recorder and later transcribed. The corpus of English explanations that were eventually employed for the design of the system included 36 texts, produced by six doctors on four clinical cases (two cases of angina in a male and a female aged patient, a case of tuberculosis and a case of subacute thyroditis). The transcripts of the explanations were analyzed by using discourse segmentation and tagging techniques [48] and by applying Rhetorical Structure Theory (RST) [31] . For the purposes of this paper, only explanations addressed to patients are considered: for a more detailed description of the variations among texts addressed to different IUs, the reader may refer to [14] . Fig. 1 shows an example of the transcript of an explanation addressed to a patient, for a case of angina (Mr Fictif is a fictitious name).
This text is representative of the texts collected: the structure of these texts is rather independent of the doctors who produced them; they mainly varied in the degree of detail with which individual items are treated. Though we asked physi- cians to 'formulate a prescription for a case illustrated in a scenario and to explain this prescription', all doctors began their explanation by illustrating the health problem, with a large use of 'enlistening techniques': this corresponds to what other studies proved to be an essential condition for making a medical text acceptable to patients [20] . Only after this introduction, did doctors illustrate their prescription by describing, for each drug, the expected positive effects, the possible negative ones (side effects, contraindications, interactions with other drugs) and the administration details.
Text planner
The design of OPADE's text generator had to respect the previously mentioned requirements of using existing data sources and matching direct and indirect users' needs at the same time. The first requirement had significant consequences for the availability of data: some of the items that might have been useful for explanation purposes were not available in our databases and the values assumed by others were different from those needed. This is, typically, the case of the general drug 'indication', which was sometimes different from the reason why that drug was selected in the specific case (we will see an example later on, for aspirin). Also, the first requirement considerably constrained the surface generation process. We had to produce linguistically acceptable texts by employing data which ranged from single words to complete clauses or sentences. In addition, we had no control whatsoever over the content of the database fields with respect, for instance, to verbal forms or similar issues. As we knew from the beginning that these bindings would result in various limitations in the generated text content, style and lexical correctness, we decided to concentrate on high level processing rather than on surface generation. To compensate for this limitation, we gave the DUs the opportunity to revise interactively the generated text, before delivering it to the IU. There is support for this decision from Reiter, who claims that '. . . much of the real value-added of many NLG systems may be in the high level processing, not in ensuring correct syntax . . . ' and that all real world NLG systems that he is aware of allow the human user to modify the generated text [43] .
OPADE's explanation component has the 'classical' architecture of first generators: a text planner and a surface generator, with the peculiarity of two User Models (see Fig. 2 ). Planning aims at including in the text what is important for at least one of the users, although controlling the document complexity.
The design of the plan operator library followed the RST analysis: each operator represents a rhetorical relation applied between a nucleus and one or more satellites. However, the planning process is driven by intentional rather than rhetorical knowledge. An example of an operator is given in Fig. 3 : the Header slot represents intentional knowledge and guides the goal expansion. Constraints on the applicability of the operator help selecting among concurrent operators; they are classified either as Domain or Intentional although, apart from their semantics, there is no substantial difference in how the two categories are dealt with and they were separated only for optimization purposes. The Decomposition slot represents how the goal is decomposed: the subgoals assume the roles of nucleus and satellites of the relation expressed in the Rhetorical Relation (RR) slot, according to the RST definition of the relation. Also, each satellite may be labelled either as 'obligatory' or 'optional', all nuclei of the RRs being obligatory.
The operator in Fig. 3 , for example, specifies that a speaker (S) may include the definition of one of the side effects (?x) of a generic drug (?y) when the addressee (IU) does not know about it: this may be achieved by the speaker informing the addressee about the side effect's sign, whereas its severity, frequency and intensity may complete the description if needed. If at least one of the satellites is included, it is linked to the nucleus by a RR of Elaboration Object Attribute. The effect of the successful application of the operator is that the addressee will know about the side effect.
The planner proceeds by first determining a minimal text plan, to which details are added progressively. In the first step, only obligatory nodes are expanded. In the subsequent steps, satellites are expanded according to their level of importance to the users: first, those which are very important for both of them; next, those which are important for at least one of them, the considered level of importance (high, medium, low) decreasing with the increasing level of detail. Notice that, as all the nuclei of every relation are mandatory, the planner produces, from the first step, a 'coherent' discourse, according to Mann, Matthiessen and Thompson's [31] definition of the 'essence' of a text: the subsequent steps only add details to this essence. After each step, the plan complexity is evaluated, to decide whether to go on. This complexity is a function of the number of 'leaves' generated so far: it is not estimated in absolute terms, but relative to the complexity of the prescription to which it refers. The number of health problems diagnosed and the number of drugs prescribed thus contribute to establishing an 'acceptable' complexity value for the explanation. A small meta-rule set drives the planning process by formalizing decision criteria on whether to proceed to the next detail step. These meta-rules enable us, in particular, to decide whether to give more importance to what the DU wants to say (Scrivener mode), to what the IU wants to know (Advocate mode) or to a compromise between the two attitudes (Judge mode). For examples of these meta-rules refer to [14] . The consequence of our planning method is that there is no unequivocally defined relationship between information available and message content. Some side effects of a drug might be omitted, as well as some secondary details of the administration mode and so on. Only when the planning process has been concluded the message content is established in a precise way.
Surface generator
To allow some variability in the texts, though using pre-established phrase fragments, the surface generator was built as a library of augmented transition networks (ATN) [36, 52] . The exploration of the plan tree, in a depth-first fashion, guides the selection of a network from the library: each RR associated with intermediate nodes corresponds to the start state of an ATN. When a network is invoked, actions associated with the arcs may cause the production of a piece of text or the invocation (PUSH) of a new ATN. When a pushed ATN reaches its final state. the control is returned to the one which called it. The leaves of the plan tree, which correspond to basic utterance types, activate ATNs producing the corresponding piece of text, after collecting the information from the appropriate database. Adaptation to direct and indirect users is made in this phase too, by associating further conditions on ATN's arcs. For instance, each item can be realized in a 'verbose' or a 'concise' way according to the DU preferences; the language may be defined (in the current version, either English or French), the way leaves are verbalized is customized to the IU's features such as age, sex, level of instruction; the linguistic markers of the RRs are tailored to the depth of subtree of which they are the root and so on.
An example of the ATN for the CauseEffect is given in Fig. 4 . In the figure, soon after being invoked, the ATN PUSHes the correspondent network for the analysis of the first subgoal of the relation. When control returns to it, conditions about the category of the subgoal analysed (satellite or nucleus) lead to different states of the network, each causing the production of different linguistic markers. Afterwards, the analysis of the second subgoal is performed, which is the ATN's concluding task. In the figure, some conditions on the arcs are omitted for the sake of clarity and only few phrasing alternatives are presented.
An example of output
An example of the top part of a plan tree is shown in Fig. 5 ; this plan includes the following main components:
a Description of the Patient Status, which summarizes the main problems that the prescription intends to solve and is aimed at persuading the patient about the need for treatment; a Request to perform the treatment, with information about the number of drugs in the prescription; this is a 'leaf' of the plan-tree and therefore is framed into a rectangle; a detailed description of the treatment plan. Drugs are considered in sequence by introducing, for each of them:
a definition of the drug preparation, with a Request to administer the indi6idual drug and a description of its characteristics; a segment aimed at persuading that the drug is useful and not harmful, with an Illustration of its positi6e effects (efficacy) and of the negati6e ones (side effects, contraindications, interactions with other drugs). a segment aimed at enabling the patient to perform the treatment correctly, with a detailed Description of drug administration modalities. In the figure, goals encircled with an oval represent intermediate goals, expanded in a further subtree, whereas goals in a box represent leaf nodes; the circular arrow denotes 'iteration' of the subtree, for all drugs in the prescription. Fig. 6 shows an example of text generated from this plan. It is subdivided, for explicative purposes, into discourse segments (DS1, . . . , DS8) which are the expansion of the encircled goals in Fig. 5 , from left to right, with the exclusion of the ExplainContraindication one. A closing sentence (DSf) is added at the end of each explanation. Note also, in DS1, how the application of the ATN in Fig. 4 caused the linguistic marker resulting from to be used to express a relation of CauseEffect. Grammatical errors are present in the text: together with the poor style, they are due to the above mentioned problem of using unverified pieces of texts. In addition, as we anticipated in Section 2.2, the indication for the prescription of aspirin, which is the standard one contained in the Drug Database, does not obviously apply to this case.
Related work
OPADE's generator is focussed on producing a text with an acceptable content and rhetorical structure rather than in a linguistically tidy form. As in the majority of Health Care Explanatory Systems, its aim is to reduce the workload of health staff (in our case, direct users) though considering the needs of indirect users.
The first release of OPADE's text generator follows the line of several previous systems (among others [24, 34, 37] ). Its most relevant feature is that the considered application field is not a 'toy domain'. The corpus of texts examined is not large: however, differently from other generators (see for instance [47] ), we collected ad hoc texts rather than examining published documents. Such a task was not simple: some time was spent between the first contact with doctors and the actual collection of the texts and the analysis of oral material, although the texts showed a rather constant intentional and rhetorical structure, had to deal with a large variety of degree of detail. As mentioned before, the system's strength is the use of existing data sources, which makes it potentially more acceptable to users [44] ; however, this is also the main cause of the limitations in the generated texts, especially from the surface point of view. Nevertheless, as direct users would have taken the responsibility of revising texts before delivering them in any case, we preferred to leave doctors the last word on the generated explanation, by developing a friendly interface with which they can easily make changes to the text content and style.
That does not mean, however, that the system will accept passively the DU's changes: by using the intentional structure represented in the discourse plan, the generator has the ability to reconstruct the reasons for its choices and to interpret the request of change as a conflict. It can therefore undertake (if needed) a negotiation dialogue with the DU to justify its choices [15, 16] .
Another distinguishing feature of OPADE's generator is the use of two User Models in which, as in [28] not only knowledge and belief are represented but also IUs' 'knowledge interests' and DUs' propensity to talk about topics' and 'style preferences'.
Planning by increasing levels of detail allows maximization of the impact of the message on the addressee by controlling, at the same time, its complexity; this has some similarities to Zukerman and McConachy's [53] approach to plan avoiding 'boredom' and 'overload', although in their system the DUs are the final message receivers and may interact with the system to get more details or clarifications, whereas OPADE generates a one shot document.
Evaluation
Generated texts were submitted to several types of evaluation. A first, informal evaluation was made at the end of the Project, by representatives of OPADE partners and final users of the five countries involved in the Project (Belgium, France, Italy, Sweden and UK). People interviewed considered it 'surprising' that different explanation texts addressed to doctors, nurses and patients could be obtained without an ad hoc database organization. Generated texts were judged to reproduce rather faithfully the overall content and rhetorical organization of corpus texts, whereas their style was much less satisfying. Subsequently two more formal studies were performed: in a first analytical evaluation, the artificial texts were compared once again with the corpus of explanations provided by doctors, focussing, this time, on the identification of the speaker's aims and argumentation techniques: in a second empirical study, a selection of produced texts was presented to a sample of patients, by varying information content and order, in order to draw some hints on how cognitively and intentionally effective texts should be structured.
The following subsections present the result of the two studies.
Cues from analytical e6aluation
There are several limitations in the generated texts: the Describe drug administration segment, which is aimed at instructing the IU on how to perform treatment, includes overloading repetitions which would provide rich material to those who study how to produce 'clear and concise' texts. We concentrated, however, on the persuasion power of these texts and will focus the next sections on this aspect, to detail changes that are demanded of our generator. Although the computer generated explanations reproduce the overall intentional and rhetorical structure of natural messages, several elements contribute to limit the persuasive strength of the generated messages.
Enlistening techniques in the Describe patient status
The In addition, when the disease is mild and the patient might presume that treatment is not needed, the Solutionhood RR which links the two main discourse segments becomes a Concession, to convey the idea that this is not the case: Example 3. 'This condition is mild, but we have to treat it . . .'
Persuasion elements in the Request to perform the treatment
The goal Request to perform the treatment is achieved by a simple sentence which provides information about the number of drugs in the prescription. In the corpus of texts examined, elements of persuasion are introduced, in this segment, by means of several techniques:
1. Predisposing favourably the Addressee towards the Request: by anticipating the positive aspects of treatment (especially when the diagnosis is serious), if treatment has a high expected effectiveness: Example 4. 'So, the good news is that we do have tablets that are very effective against TB . . . '/'The good thing is that we have many drugs which can be used to tackle it . . . '/'I hope that with the treatment we'll give you, we can bring all these things back to normal . . .' or if it is, at least, expected to have a positive effect on symptoms:
Example 5. 'we can give you something to make you feel more comfortable . . . '/'I'm sure you'll feel better once you've been put on treatment . . . ' 2. Preventing a non-collaborative attitude towards treatment: by anticipating aspects on which a high compliance is needed, especially if treatment is long and complex:
Example 6. 'We have to undertake quite a long course of treatment'/'The problem with this infection, is that it takes a very long time to eradicate' 3. Promoting the remembering of significant items: by synthesizing information items which are common to several drugs' before detailing the treatment: Example 7. ' . . . two drugs which are very similar: they both aim to open the blood vessels up.'/'I'm going to ask you to take two tablets . . . '/' . . . some tablets to take twice a day . . . '/' . . . two tablets to take regularly...'/' . . . and you will have to take them for some months'.
or by means of a final synthesis of this detailed description: Example 8. 'So, in summary, we'll give you tablets to help the spasm of the blood vessels'.
In the previous examples, the communicative goal of Requesting to perform the treatment is not directly realized with a 'Request' surface speech act, but with a more complex discourse segment which aims at reinforcing the intention and memory of the addressee.
Persuasion elements in the Request to administer the drug
This purpose is achieved by minimizing about the drug dosage: or by emphasizing the use of drugs with which patients are familiar and that they might know to be harmless:
Example 10. 'The drug that I'm going to ask you to take is aspirin, just ordinary aspirin . . . '
Strengthening or attenuation techniques in the Explain side effects of the drug
This is achieved by minimizing negative aspects, such as the number of side effects: As to the frequency of the mentioned techniques: minimizations are the most frequent (all doctors use them, somewhere); introductory syntheses are employed in 50% of the cases, as well as emphasizing the positive aspects, in treatment and in side effects. Less frequent (about 30% of the cases) is the introduction of elements of empathy.
Cues from empirical studies
At the University of Reading, several empirical studies were carried out which examined the effects of varying the type of information given about the possible side effects of prescribed medication and the order of information within the explanation. Specifically, the studies investigated whether judgements of how good explanations were thought to be and of perceived likelihood of taking the medication, were affected by whether the medication was said to cause severe as opposed to mild side effects and whether the information about possible side effects was presented relatively early or relatively late in an explanation. Memory for the presented information was also measured.
In the studies (which are reported in full in [3] ), several texts were prepared, by combining the following components of an OPADE explanation: the patient's health status, the prescribed medication, information about the medication (its class and action), details of drug administration, its side effects and contraindications. The components were generated by the OPADE system. Eight different texts were prepared: two included descriptions of eight relatively severe side effects, two included descriptions of eight relatively mild side effects. Two included descriptions of four relatively severe side effects and two included descriptions of four relatively mild side effects. There were two different orders of presentation of information. All explanations began with information about the patient's health status and the prescribed drug. In one case this was followed by information about side effects, then contraindications. then drug administration. In the other case, information about drug administration preceded information about contraindications, which preceded information about side effects. The actual wording of the resulting explanations was tidied up to make sure that it read smoothly. Nearly 500 participants were tested in the studies.
The first finding of relevance to the present paper concerns the order of presentation of information. In general, participants recalled more information about drug administration when this was presented relatively early in the explanation (i.e. before information about the side effects). However, memory for information about side effects depended on both the order of the information and the number of side effects described. When there were only a few side effects, people remembered more about side effects if they came before rather than after the information about drug administration. In contrast, order had no effect when there were many side effects. The implication of this finding is that the optimal order of presentation of the information cannot be established in a rigid way, but depends on the overall explanation content (in this case, the amount of information about side effects).
The second finding from the Berry and colleagues' study of relevance here concerns the ratings of the 'perceived likelihood of taking the medication' and of 'how good the explanation is', as a function of the severity of the side effects. The experiments showed that people rated the explanations as being less good and said they would be less likely to take the prescribed medication, when the explanation referred to the occurrence of severe side effects (such as diabetes. hypertension and thinning and crumbling bones) rather than mild side effects (such as tiredness, a rash and increased appetite). In addition, people's perceived need for additional information in the explanation also increased when they were presented with the explanations describing the severe side effects.
If we take the 'memory for information in the text' as a measure of the effect of the instructional text on the cognitive attitude of the addressees and the ratings of 'perceived likelihood of taking the medication' as a measure of their intention to follow the treatment, we can conclude from these experiments that:
as the order of information in the text affects the first attitude, one should define this order according to the importance which is attached to remembering each item;
as the level of detail affects the second one, one should add details according to how important and how difficult it is to convince the patient about the suggested treatment.
Limitations of the first version of OPADE's generator
A preliminary question is: should we introduce in our artificial texts the same persuasion elements that doctors introduce in their texts? We think we should: artificial texts will be revised by doctors, who would not like a message with a much different tone from their own. On the other side, the indirect user needs to be convinced even more, if the received explanation has an artificial origin. In [11, 45] it is claimed that 'since artificial interlocutors clearly have fewer possibilities to make reliable assessments of their audience's ability to 'get the message' than do their human equivalents, then expressions of the message often need to be more explicit than would be ideal'.
In approaching the release of a new version of OPADE, the limitations of the first version needed to be considered.
Limitations of the planning method
As discussed above, the information content and presentation order of the texts are established as a function of data available and users attitudes, through incremental construction of a minimal plan. When deciding whether to apply a specific plan operator, the plan expansion module does not know what the overall content of the final text will look like. For example: when the subtree concerning one of the side effects of a specific drug is being expanded, the planner does not know yet how many of the side effects of the drug will be actually mentioned in the explanation, let alone their seriousness, frequency and so on. The discourse structure and its content will be established entirely only when the plan is completed: problems mentioned in Section 3 will only then become manifest. In addition, items in the Decomposition slot of the plan operators are expanded in strict order rather than dynamically: consequently, to introduce context-dependent variability of the order of information presentation, plan operators should be duplicated.
Limitations of knowledge representation
In complex domains, planning is interleaved with evaluation to assess whether goals are fully satisfied or whether the achieved state contains 'objectionable results': in this case, a replanning step is needed, to avoid the undesirable effects or, as for Hammond's CHEF [22] , to apply some repair heuristics to the plan. At the end of the planning process, a simulation step produces a detailed final state description: for example in CHEF's domain (cooking recipes) the state description involves the states of ingredients employed, compounds created and final products.
This description is not purely qualitative, but is characterized by quantitati6e parameters, like 'savory intensity'. Comparing this description with a detailed description of the goal, enables discovering partial failures and recovering from them by appropriate repair strategies, such as altering event sequences, by inverting the order of two steps, detailing a step into several ones, adding new steps by an adjunct planning, or substituting old steps with new ones.
These repair strategies would be extremely useful for OPADE. However, in order to apply them, the discourse goal should be expressed as a detailed description of the intentional and knowledge state of the indirect user, whereas in OPADE the goal is defined as a 'DU intention' (for example 'Explain Therapy'). A goal fails only when some essential information is not available and, at the end of the planning process, no evaluation of the result in quantitative terms can be made. Changes in the indirect user's mental state after communicative acts are represented in a purely qualitative way in plan operators. For instance, in the example in Fig.  3 , the Define single side effect operator produces the same change in the knowledge status of the IU irrespective of whether satellites in the Decomposition are all expanded or not.
Nevertheless, a similar knowledge representation is common to the majority of discourse planners (see among others [1, 7, 34, 37] ), with which OPADE shares the same problems: 1. main effects of elementary and complex communicative acts are not represented adequately: negative as well as positive effects should be mentioned and should be described in a quantitative way (degree of persuasion and knowledge and so on). 2. side effects of acts are not mentioned; for example: the Describe drug administration increases the IUs' degree of knowledge about how to perform the action, but may affect, at the same time, their intention to perform the action; 3. effects produced by the communicative acts are not correlated to the situation; for example: the Request produces, in the Hearer, a lower increase of the degree of persuasion to perform the action if H is 'hostile' towards S, if the action is 'unpleasant' and so on. These limitations in plan operator representation introduce incorrect hypotheses in the text planning process: subgoals are considered as mutually independent or serializable 2 , whereas it is not difficult to make examples in which these hypotheses do not apply. This is especially true in persuasive texts, as opposed to informative ones: if the knowledge acquisition process can be considered as 'linear' and only 'knowledge overloading' factors might interfere with a correct learning, this is not the case of persuasive argumentation, where, if the text is complex (like in OPADE), the variation of user attitudes is not monotonic. Consider the following situation: I describe to a patient her health problems and tell her that she has to 2 Two subgoals are independent if we can partition the complete operator set into subsets such that the operators in a given subset are only relevant to a single subgoal. A set of subgoals is serializable if there exists an ordering among the subgoals such that the subgoals can always be solved sequentially without ever violating a previously solved subgoal in the order [29] .
follow some effective treatment (she may well be convinced so far). Then I have to warn her that this treatment has some side effects . . . and she becomes much less convinced: to compensate this decrease of persuasion, I must introduce new arguments, whose strength should be a function of her health problems' seriousness and of the treatment effectiveness.
To treat the graded nature of the persuasion process, we should represent degrees of belief in the IU model and should attach strengths of argument to information items, as proposed by [41] . Examples of strengths are; 'numerical measures of the impact of an utterance on the Hearer' in [21] and 'quantitative fuzzy measures' (a combination of 'support' and 'plausibility' of a proposition) in [53] . If modelled this way, the plan enrichment process involves some scalar value of 'mounting evidence' or 'increasing conviction' and stops when the system considers that the Hearer has been reasonably informed or persuaded. There are, however, several difficulties in applying such a method to argumentation to convince someone to perform an action: 'degrees of belief' become 'degree of desire or intention' and a sophisticated theory of persuasion is needed to handle these quantitative measures, similar, for instance, to the utility theory proposed in [49] , able to deal with the cases of decreasing, other than increasing, strength.
Reed and colleagues renounce treating this variation, claiming that a quantitative theory of the persuasion process (how agreeing or disagreeing arguments combine)
has not yet been established. And also from the discourse structure point of view, Walker and Rambow say that 'when the text to be generated is more complex than the brief single-sentence utterance of a dialog system, hierarchical structure of the text interacts with attentional state in ways that have not been fully explored in the literature today'. These authors conclude that their model 'does not appear to be easy applicable to complex domains, mainly because it requires including in the U(ser) M(odel) features which are difficult to estimate, either subjectively or objectively' [49] .
Limitations of the surface generator
In contrast to the majority of linguistic realizers, which employ sophisticated surface generators, such as Penman [39] , after setting up an ad hoc database, our surface generation method is based on ATNs and is built on an existing information system. Using pre-existing data sources considerably limits grammatical and lexical choices and reduces the possibility of introducing elements of empathy, emphasizing-de-emphasizing techniques and 'user-tailored' definitions of medical terms. We should stress here that the crucial issue is not the use of canned texts rather than Penman-like surface generators: people working at the HealthDoc project [18] demonstrated that qualitatively good texts can be produced by relying almost exclusively on sentence planning techniques applied to pre-authored texts. Nevertheless, their sources are, once again, set up ad hoc for the purpose of generation, whereas OPADE has to do its best with the pieces of textual information that the European Drug Database and the other sources have.
Another characteristic of the surface generation with ATNs is that it is responsible for some tasks that other systems attribute to a sentence planning module; for example, the decision of how many items to put in a single sentence, which is implicitly taken by means of conditions on ATNs arcs deciding about whether to terminate a sentence.
Finally, the lack of a sentence planning module prevents OPADE from making those stylistic improvements that would better render its texts.
Towards a new version of the generator
To try and solve some of the problems mentioned in Section 3 and overcome some of the limitations shown in Section 4, the task of releasing a new version of the OPADE's text generator was undertaken.
In order to introduce persuasion elements in the text, a knowledge base was built upon the existing databases to connote data items in terms of their relevance for persuasion and memory. Moreover, the IU model was enriched by representing attitudes that might influence these aspects.
Also, the planning process was improved at various levels: plan operators and ATNs were refined and an intermediate phase between planning and surface realization was introduced, involving modules performing local and global plan revision.
Impro6ing the organization of knowledge
Information items that should be considered in generating explanations may be categorized in two classes: 1. rele6ant-for-compliance items, such as:
1. 
Enriching the plan operators library
New operators enriched the former OPADE's library to deal with some of the problems mentioned in Section 3.
For instance, to 'convince the patient that treatment is needed when the disease is not serious', we just add to the plan library a new operator whose Header is the 'main goal' and whose RR is a Concession: this RR produces a 'but' linguistic marker rather that an 'in order to solve this problem', like in the Example 3, Section 3.2. The planner selects the operator which best suits the context by verifying the Constraint slot, which, in the case of a Concession, includes the following conditions:
whereas, in the case of a Solutionhood, it includes: 
Enriching the planning meta-rules set
New heuristics were introduced to guide the planning by detail levels; these heuristics vary the degree of detail in the explanation of the patient's health status or of the drug side effects according to how serious they are (see results of the empirical evaluation study). For instance, the following rule can be used to expand to a further level of detail, even though both DU and IU consider, in principle, this information as irrelevant:
R1
IF one of the side effects of the prescribed drugs is severe AND the patient is anxious, THEN add details about long term side effects and ways to prevent or alleviate them.
Re6ising the ATNs library
To introduce empathy elements in the text, we modify the generation of individual sentences by applying heuristics of the following type (after each rule, the example from Section 3 that the rule is meant to solve is expressed): These heuristics are similar to those employed by Haimowitz to produce 'emotionally empathetic responses' [21] . There is, in fact, a surprising similarity between our data and Haimovitz's examples of 'hypothetical dialogue', such as the use of 'only three days' to downplay the length of hospital stay, or 'unfortunately, the Bactrim does leave a rash'. Heuristics are implemented by introducing, on ATNs' arcs, conditions on the IU attitudes and on the domain KB, which establish when and how the sentence accent should be modified by detensifier or intensifier adverbs or adjectives. Example: one of the ways of adding, to a surface speech act of (Inform S IU (Diagnosed ?d ID)), some empathy and some de-emphasizing of unfavourable aspects produces the following sentence: instead of the sentence in DS1 in Fig. 6 . Similar tricks can be applied to the ATNs that inform about test results ('a little bit of cholesterol'), recall symptoms or diseases ('a mild form of angina') or describe treatment ('a little tablet') or side effects of a drug ('a little bit cold').
Introducing a plan re6ision phase
After carefully considering pros and cons about the planning issue, we decided to apply plan revision techniques rather than revising the planning method. This choice is also supported by complexity considerations, as Hovy suggests: aggregating repetitions by post text planning grouping rules. rather than before structure planning, has the advantage that, while in the second approach, the algorithm should 'inspect every pair of input elements for each aggregation rule' (with an order of n 2 operations per rule), 'if performed after structuring, it needs to inspect only the pairs of elements within each leaf of the paragraph structure' [23] .
The plan revision modules can be classified either as local or global, depending on the portion of the plan tree that is involved. Here follows a brief description of the three tasks that were undertaken, while a more detailed description of the modules is delayed until the next section.
Treating repetitions
This is one of the main problems faced by the new, intermediate phase. It is a local task, as it requires considering portions of the plan tree with limited depth. As we mentioned in Section 3, treatment of repetition plays a crucial role, for instance, in minimizing concern about side effects and contributes considerably to the persuasion process.
Highlighting rele6ant subjects
As we saw in Section 3, introduction of synthesis elements has three main purposes:
increase the patient confidence on the possibility of solving health problems mentioned in the previous discourse segment, before describing treatment; predispose patients to a good compliance, by anticipating the aspects of treatment which require their active participation; promote correct treatment execution, by anticipating aspects which are relevant for taking the drug correctly. The technique we employed first finds out items to be highlighted and then introduces a new discourse segment before the Detail Treatment Plan segment, in which these items are synthesized appropriately. It is a global plan revision task, as it needs to explore the whole plan tree and introduces a new branch into the tree itself.
Reordering text spans
The main finding of empirical evaluation studies is that the order of presentation of Administration Modalities and Side Effects has to be established according to the number and severity of the side effects of prescribed drugs. The text planner is responsible for assuring that the most preferable ordering among items is chosen but, as for other situations we mentioned before, it could be the case that the text produced does not achieve the mentioned requirements. A reordering task may, in this case, be necessary: it is, again, global, because large parts of the tree may be required to move.
Local and global plan revision
Local and global plan revision transformed OPADE's generator from a two-step architecture (text plan+ surface realization) into a multistep one. Heuristics employed in these tasks are tree-rewriting rules which apply to discourse subplans to produce new subplans. The left-hand sides of rules are logical combinations of conditions on the communication goal and the RR associated with the subplan root, the semantic properties of information associated with its leaves and the addressee's attitudes. Their right-hand sides correspond to tree-restructuring algorithms, which vary according to the task to be performed.
Some definitions need to be given first. Let L= {l 1 , . . . , l n } be a collection of leaves of a plan tree T, then: Definition 1. the minimal subtree producing L (MS L ) is obtained by tracing up T, starting from all the leaves belonging to L, until a unique node of T is reached and then considering the whole subtree originating from that node. Notice that MS L will produce, in general, other leaves that are not included in L. eliminate from N k+1 all repetitions and all elements equal to the 3.2.
root of MS L and go to step 3; prune out, from MS L , all unmarked nodes; 4.
5.
trace down MS L , from its root, by pruning out all intermediate nodes which have only one child and by connecting the initial to the final node in each simplified path, so as to restore connectivity in the tree.
The set of nodes in MS L obtained after this procedure make up the pruned minimal subtree producing L, that is the minimal plan tree which insures generating a coherent text that includes all nodes in L.
Having completed the description of preliminaries, we are now ready to detail the three algorithms.
Treating repetitions
From examples in Section 3.2, it appears that the decision on whether to aggregate repetitions or to emphasize them should be made by considering the global aim of the sentence and not only its readability; in addition, considerations about the relevance of subjects help establish the order in which items should be presented to maximize the persuasion effect.
In the discussion below, the following text segment, that was produced by the first release of our generator, is considered:
Howe6er, I must inform you that this drug may cause some side effects. The first one is nausea; it is serious, it occurs infrequently, in a strong form, in sensiti6e patients. The second one is headache; it is serious, it occurs infrequently, in a strong form, in sensiti6e patients. The third one is insomnia; it is not serious, it occurs frequently, in a strong form in sensiti6e patients.
This text includes several repetitions, some of which are concerned with 'positive' aspects, other with 'negative' ones. These repetitions originate from subtrees having a multinuclear RR associated with their root node (in the example, an Ordinal Sequence). Their treatment may be described by the two following heuristics:
R7
IF the subtree Explain negati6e effects of a drug includes favourable items with equal values, THEN emphasize them by stressing these repetitions.
R8
IF the subtree Explain negati6e effects of a drug includes unfavourable items with equal values AND the patient is anxious towards the pain THEN aggregate these repetitions.
Implementing these heuristics requires classifying the objects mentioned in the nuclei according to their characteristics, described in the satellites; this can be made by an algorithm which consists of four main steps:
Step 1.
Find the subtree whose root node is the Explain Side Effects. The RR associated with this node is an Ordinal Sequence and the subtrees originated from it have a similar structure, each of them describing a single side effect. In the example, this step extracts, from the plan tree in Fig. 5 , the SubTree shown in Fig. 7 .
Step 2.
Classify leaves. The classification is made in two stages: Identify the most nuclear part of each sub-subtree and label these 2.1. leaves as objects; label remaining leaves as characteristics. In the example, there are three nuclei (one for each Inform Sign leaf) whose values are nausea, headache and insomnia. Each of them has four characteristics: severity, frequency, intensity and risk-category. Classify objects according to the values of their characteristics and 2.2.
identify characteristics whose values are the same in all objects (uniform characteristics) or only within a class (class-uniform characteris-tics). In the example, frequency and severity are class-uniform characteristics; risk-category and action are uniform characteristics. Decide which characteristics to aggregate and which one to repeat.
Step 3.
In the example, strong intensity is an unfavourable item, infrequent frequency is a favourable one; the first one is therefore aggregated, the second one is duplicated.
Step 4.
Restructure the subtree: 4.1.
Prune uniform unfavourable characteristics; add a new super-root (i) whose name is the name of the original root; (ii) whose attached RR is an ElaborationObjectAttribute and (iii) whose children are the original root (renamed) and as many children leaves as are the unfavourable uniform characteristics that have been singled out;
4.2.
Rearrange the nuclei in the original Ordinal Sequence according to classes of similar objects (that is, objects with equally unfavourable, class-uniform characteristics). For each class which contains more than one object, create a new intermediate node and define an Ordinal Sequence among objects within it; 4.3.
Apply recursively steps 4.1. and 4.2. within each class. Fig. 8 shows how the subtree in Fig. 7 is transformed by this algorithm. Using the new ATNs library, empathy can also be added to the surface generation of this segment, producing the following text:
Howe6er, I must inform you that this drug may cause some side effects. A first group of them includes nausea, which occurs infrequently and only in particularly sensiti6e patients and headache which, again, occurs infrequently and only in particularly sensiti6e patients; these side effects are both serious. Then, you may ha6e insomnia: it is not serious but can be frequent; howe6er, once again I would like to reassure you that it occurs only in particularly sensiti6e patients. All these side effects can occur in a strong form.
Highlighting rele6ant subjects
Heuristics applied to find out and highlight relevant subjects in an introductory summary are the following:
R9
IF at least one leaf of the plan tree is a 'relevant for compliance' item AND this item takes a favourable value AND the patient is non-cooperative OR his/her memory level is low, THEN substitute the Request to perform treatment with a sentence which emphasizes the most significant of these items. IF at least one leaf of the plan tree is a 'relevant for correct R10 treatment' item AND the patient is aged THEN substitute the Request to perform treatment with a sentence which introduces the most significant of them, by aggregating those which take the same values.
An outline of the algorithm implementing these heuristics is:
Identify 'relevant for compliance' items in the plan tree: for each Step 1.
subtree of the Detail treatment plan subtree (which describes an individual drug), find out the leaves which are relevant for compliance and assume a favourable value; these will be typically found among the leaves of the ExplainPositiveEffects subtree. Some examples are: ((EfficacyForPrognosis ?drug) HIGH) or ((EfficacyForSymptoms ?drug) HIGH). Insert these items in a PERSUASION LIST; Identify 'relevant for correct treatment' items in the plan tree:
Step 2.
Classify leaves of the Detail treatment plan tree which are relevant 2.1.
for correct treatment according to their values. These will be leaves of the DescribeDrugAdministration subtree. For example: (Administration Form ?drug); (Intake Modality ?drug) and so on.
2.2.
Find out leaves with the same value: these leaves will describe equal characteristics of administration for different drugs;
Insert these values in a MEMORY LIST; 2.3.
Identify the list L H of items to be highlighted, by selecting a few Step 3.
items from both PERSUASION and MEMORY lists; Step 4.
Introduce a highlighting summary: substitute the Request to Perform Treatment leaf with PMS L H , the pruned minimal subtree producing L H . After applying the Treating repetition algorithm, this subtree will produce, in the surface generation phase, a summary sentence in which the main items relevant for compliance and for correct treatment will be highlighted.
To illustrate results of this algorithm, let us consider the subtree in Fig. 9 (a), which is an expansion of Fig. 5 and let us imagine that the second drug (which is not described in this figure) is very effective, like the first one (see DS4) and has to be taken by mouth and with water, again, as the first one (see DS7). In this case, the highlighting algorithm (followed by some adding empathy in the surface realization) will produce a pruned minimal subtree which is made up of two identical components, each being described in Fig. 9(b) . This will enable us substituting, the sentence in DS2:
To sol6e these problems, there are two drugs I would like you to take.
with the following sentence:
The good thing is that, to sol6e these problems, we ha6e some 6ery effecti6e drugs, which ha6e to be taken by mouth, with water. Fig. 9 . Extraction of the highlighting subtree.
Reordering text spans
To define when the order of two discourse segments of our text has to be changed, we apply some heuristics of the type:
IF the side effects mentioned are many and most of them are serious R11 THEN make sure that the administration details are mentioned before the side effects of the drug.
Implementing heuristics like this requires that two subtrees in the plan tree exchange their places. Although our heuristics are clearly domain dependent, we tried and made the swapping algorithm on the right side of the rule more general: to assure that the text produced after swapping is still coherent, the algorithm is not a mere prune and paste of the subtrees involved.
Some assumptions are needed before describing it: Assumption 1. A RR existing between two large spans 4 of text also holds between the most nuclear parts of the two spans. A similar hypothesis can be found in [33] .
Assumption 2.
If a text span is the most nuclear part of two different RRs, then the two RRs can be exchanged and so can their satellites, without losing coherency. Some consideration about the strength of this assumption will be presented at the end of this Section. 
}).
Exchange of satellite children. The reader may verify that, because of the assumptions made, no other case is possible. Let us illustrate how the algorithm applies to an example taken from Fig.  7 , which produces, for the second side effect, the sentence:
The second one is headache; it is serious, it occurs infrequently, in a strong form, in sensiti6e patients.
Let SPAN 1 ={InformSe6erity} and SPAN 2 = Case 1.1.
{InformRiskCategory}. In this case, the root of the minimal subtree MS L 12 is DescribeSingleSE2 and the RR associated with it is mononuclear (ElabEvCircumstance). The main nucleus is just the leaf InformSign, so it has empty intersection with both the spans. The exchange of satellite children will create a node DescribeSingleSE2% associated with a RR ElabObjAttr whose nucleus is DefineSingleSE2 and whose satellites are {InformSe6erity, InformFrequency, InformIntensity}. DescribeSingleSE1 and SPAN 2 be a (sub)set of leaves generated by DescribeSingleSE2 (for instance the two InformSign corresponding to the first and the second side effect). The minimal subtree's root is ExplainSideEffect and the RR associated with it is multinuclear. Then, an inversion between DescribeSingleSE1 and DescribeSingleSE2 is executed, which produces an inversion in the order of presentation of the two side effects of this drug.
We tested the algorithm on the texts produced by our planner and its outputs show the coherence required. Nevertheless, some considerations hold.
The only multinuclear relations we used assumed an uninfluential order among nuclei (e.g. Joint, Sequence, etc): the last case of the algorithm would not work, for instance, in rhetorical relation such as a Temporal Sequence, when a precise order is considered to be the correct one. However, we cannot think of any situation in which a pre-established order among the nuclei of such a relation needs to be changed, without changing the whole meaning of the text (and then the rhetorical relation itself).
As it was anticipated, the algorithm may move more information than it is necessary: in the example, swapping the side effect's severity and its risk category resulted in moving all the attributes of the side effect together with its severity.
Assumption 3 prevents a span to be chosen as an arbitrarily big set of adjacent tree leaves. A different algorithm would be needed if one or both spans extend across both nucleus and satellite of the root of the minimal subtree that generates them; however, in this case as well, we suspect that for such a situation to occur the whole meaning of the text would need to change and another rhetorical structure tree would prove to be more appropriate.
Assumption 2 needs to be studied more: we cannot be sure that the swapping works well only because of the particular genre of our texts: the performance of the algorithm should be tested on other kinds of text. Moreover, the fact that exchanging administration details and effects of the drug works particularly well is probably due to the couple of RRs involved (see the pattern for the schema Motivation +Enablement in [32] ).
Related research
The importance of persuasion in medical explanations has been proved by several authors who declared that 'enlistment of the patient by the physician is promoted by the use of inclusive language, that is, language that explicitly recognizes patients' competence and thus treats them with respect . . . such language increases the physician's (and therefore also the prospective system's) chances of having the patient hear the diagnosis and treatment recommendations' [20] . In her paper about the generation of 'empathetic responses' in a dialogue about medical treatment, Haimovitz [21] argues that to produce texts suited to the direct and the indirect users' needs, sentences with a given information content should be generated so as to 'stress favourable information while downplaying or offsetting unfavourable information'. This effect can be obtained by exploiting knowledge about the indirect user's 'concerns and worries', in addition to domain knowledge about the possible 'impact' of information items. A 'very sensitive test' or a 'non-invasive treatment' are examples of favourable information, whereas 'a very long hospital stay' or 'a painful procedure' are examples of unfavourable ones. The 'cost' of an utterance is calculated as a function of the addressee's characteristics (for example: anxiety about pain); the 'accent' of a sentence is then modified by joining sentences with appropriate conjunctions, or by introducing 'detensifier' or 'intensifier' adverbs. Our emphasizing methods are similar to those employed by these authors: we just apply them by introducing some conditions on ATN's arcs.
As far as the new intermediate phase between text planning and linguistic realization is concerned, our modules differ somehow from those suggested in the literature. The main purpose of what the majority of authors call 'sentence planning' is to prepare an input to linguistic realization, by transforming a semantic structure produced by the planner into an adequate syntactic structure [42] . A sentence planner takes the list of propositions produced by the text planner and determines how to express them in natural language [40] . This means determining the sentence scope (how to assemble clauses into larger sentences through embedding, paratactic coordination and so on) and make lexical, grammatical and reference choices by choosing appropriate RR markers. It means, as well, optimizing the shape of sentences by ordering locally related clauses and avoiding repetitions through aggregation (the most thorough investigation to date on this topic is due to [12] ).
The majority of sentence planning methods have been developed for texts which are aimed at illustrating a subject to the user. The expected effect of these texts is, once again, to increase the user's level of knowledge and the role of sentence planning techniques is to increase the audience's ability to 'get the message', by improving its accessibility [45] and assimilation [19] . Methods employed aim at reducing the risk of ambiguities and at making the text more concise [53, 6] or more streamlined [19] . Less frequent are systems aimed (like OPADE) at convincing the user to perform some action, by employing persuasion techniques. In this case, as [51] suggests, reasons such as emphasis might be taken into account for the decision about whether a sentence planning task is appropriate.
As to global plan revision algorithms, to our knowledge there is no similar mechanism in other text generation systems. It can be argued that, especially for the ordering task, a more sophisticated planning technique would make this task unnecessary. Nevertheless, we maintain that, even in this case, the suitability of the plan produced could not be taken for granted. Moreover, it is important to consider the trade off between the cost of implementing a sophisticated planner and the one of 'adjusting' the output of a simpler planner by using a posteriori techniques.
With these considerations in mind, we think that a multistep text generation approach is, for the time being, a more practical solution to the kind of problems that we discovered in our evaluation studies. This is especially true in cases like the one we describe in this paper, when the text generator uses a pre-defined (and potentially extremely big) data base about the domain, rather than an ad hoc one: in this case, employing a simple top-down planner to collect and order the information content of the explanation and subsequently refining the plan by applying some persuasion-increasing strategies, is still to be preferred. Our heuristics-based method of plan refinement contributed to making the output of our text generator more effective, though keeping it simple enough. The approach carries all the shortcomings of a meta-rule approach in contrast to a 'purer' one, including the fact of being too domain-dependent. But we think that our heuristics can be generalized with little effort to consider argumentative texts in every domain.
Current state of the system
We designed and tested separately the modules described in the previous Section, by applying them in turn to the first version of OPADE's output. To come to an integrated new system, we have to define how to combine the described techniques and which is the appropriate architecture to combine the various modules: a pipeline [42] , a blackboard [50] , a parallel processing [40] or something else.
Finally, we should evaluate if the new texts are really preferred by indirect users: evaluation experiments often reserve surprises; an enlighting study about whether 'naturalness' increases effectiveness of automated telephone dialogues, for instance, proved that 'lengthy stretches of interactional language are inappropriate for human -machine dialogues' and that 'a natural dialogue between a human being and a machine should not (. . . ) attempt to mimic human dialogues, but should take full account of the non-human nature of the machine' [10, 30] .
Final remarks
OPADE's generator relies on the corpus of transcripts described in Section 2.1: this corpus includes a limited number of texts, on a limited number of diseases by a limited number of doctors and that certainly caused some of the problems revealed by the evaluation studies. A first step towards a possible generalization would be to enrich the plan operator library, by increasing the corpus of transcripts with other scenarios or by analyzing them with other techniques [48] . However, generalization of the considerations in this paper to a larger number of diseases and doctors and to other languages and cultures should be made with care.
The planning and the surface generation module of OPADE are domain-independent; the library of plan operators and of ATNs are not. Evaluation studies gave useful indications of the limitations of texts generated in the drug prescription domain and defined Local and Global Plan Revision heuristics are a direct consequence of these studies. However, we maintain that similar limitations might be found in any instructional text generated by a two-step procedure and that similar heuristics might be applied to increase the persuasion strength of these texts. For instance: 'if the subtree that explains an action to be performed includes several leaves that are labelled as 'unpleasant', then find out items that are labelled as 'positive for compliance' in the same subtree and add an introduction to emphasize them' and similarly for treating 'relevant for compliance' items. We can say, in general, that the left side of our heuristics (expressing the conditions in which they should be applied) are strictly domain-dependent and should therefore be adapted to the specific application context; algorithms in their right sides are domain-independent or can be made so with minor changes.
To conclude, we share Wanner and Hovy's [25] opinion that 'the generation process is even more complex than originally viewed' and that 'this complexity centrally affects the planning procedures'. A totally domain-independent improvement in the discourse generation process could only be obtained by reconsidering text planning as a non-linear and non-monotonic process, in which strong interactions between subgoals exist. This would require representing 'communicative actions' in a more fine-grained way than at present, by specifying their negative as well as their positive main and side effects. In argumentative texts, in particular, graduality in the persuasion process could be obtained by introducing degrees of goal adoption and degrees of belief holding in the mental model of the addressee.
With the text planning techniques that are applied at present, we claim that several plan repair tasks are needed to counteract the negative effects of not considering subgoal interactions: sentence planning is only one of them. We acknowledge the importance of style refinement, but we contend that other, more argumentative tasks are important as well and that knowledge about the domain and about the addressee play a crucial role in all of them. In the medical field, this knowledge concerns not only what addressees presumably know, want or prefer, but also emotional factors such as, for instance, fear about disease prognosis or anxiety about pain.
