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ABSTRACT 
The purpose of this paper is to consider the most compli- 
cated problem related to computer network design, and especially 
to the so-called "gateways": the definition and estimation of 
the logical correctness of protocols. While the simple terminal 
connection of a computer to a computer system necessitates only 
the emulation of the chosen terminal, the very complicated inter- 
connection of several computer networks requires the definition 
and implementation of a whole hierarchy of protocols. Naturally, 
all the protocols of each level must be rigorously specified 
and carefully verified before being implemented into soft-, 
firm-, or hardware. In order to achieve this goal, a technique 
based on a top-down approach, involving stepwise refinement and 
verification of the protocol actions in various situations, is 
proposed in this paper. This technique requires the formalism 
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ON THE SPECIFICATION AND VERIFICATION 
OF COMMUNICATION PROTOCOLS 
A. Petrenko 
1 . INTRODUCTION 
The formal specification and verification of communication 
protocols would seem to be one of the most important and diffi- 
cult tasks when considering the problem of computer network 
design. The significance of this task is a consequence of 
the fact that the correctness and proper implementation of 
protocols determine the working capacity of the network ele- 
ments and of the network as a whole. The difficulties which 
arise in connection with the specification and verification of 
protocols are due to the necessity of demonstrating both the 
completeness and the consistency of the protocol. The com- 
pleteness of a protocol means that all the possible situations 
which could arise under specific conditions have been foreseen; 
protocol consistency guarantees simple protocol implementation 
and determinism of the behavior of the network elements. While 
the last protocol property is ascertained fairly easily using 
formal languages (as opposed to natural ones), the proof of 
completeness involves a thorough analysis of numerous situ- 
ations, which are supposed to occur in the real system, if all 
of them can be predicted. 
The whole spect rum of t echn iques :  s t a t e  t r a n s i t i o n  
languages ,  programming languages  and hyb r id  models ,  have 
a l r e a d y  been t e s t e d  f o r  p r o t o c o l  s p e c i f i c a t i o n  and v e r i f i -  
c a t i o n  [ I ] .  Those t e chn iques  u s ing  t h e  t o t a l  sys tem s t a t e  
t r a n s i t i o n  g raphs  have weak r e p r e s e n t a t i v e  means due t o  t h e  
" s t a t e  exp los ion"  e f f e c t .  Programming languages  p o s s e s s  t h e  
d i s advan t age  t h a t  t h e y  burden t h e  p r o t o c o l  d e s c r i p t i o n  w i th  
unnecessary  d e t a i l s ,  from t h e  v e r i f i c a t i o n  p o i n t  o f  view, 
and a p r o t o c o l  s p e c i f i c a t i o n  o f  t h i s  k ind  d i f f e r s  s l i g h t l y  
from t h e  s o f t w a r e  implementa t ion of a  p r o t o c o l .  The re fo re  
t h e  hyb r id  models seem t o  have a wider  p e r s p e c t i v e .  Using 
t h e s e  models,  bo th  t h e  connec t i on  c o n t r o l  phase  and t h e  d a t a  
t r a n s f e r  phase  o f  p r o t o c o l s  can  be  d e s c r i b e d .  The model used 
i n  t h i s  paper  be longs  t o  t h i s  model c l a s s  and is  based  on 
P e t r i  n e t s  ( P N s ) .  P N s  have a l r e a d y  been used by t h e  a u t h o r s  
o f  s e v e r a l  p r ev ious  pape r s  [2,3,4,5,6]. These i n v e s t i g a t i o n s  
have shown t h e  n e c e s s i t y  of  modifying t h e  o r i g i n a l  P N  f o r  
p r o t o c o l  s p e c i f i c a t i o n  and v e r i f i c a t i o n  purposes .  A t  t h e  
same t i m e ,  t h e  c h o i c e  o f  t h i s  m o d i f i c a t i o n  must n o t  rest r ic t  
t h e  modeling power o f  t h e  P N ,  which h a s  been c a r e f u l l y  and 
e x t e n s i v e l y  s t u d i e d  and which would appear  t o  be  ve ry  rele- 
v a n t  t o  o u r  g o a l s .  
T h i s  paper  d e s c r i b e s  t h e  t e chn iques  t o  be employed i n  
p r o t o c o l  s p e c i f i c a t i o n  and v e r i f i c a t i o n  based on P e t r i  n e t s  
w i th  p r e d i c a t e s  (PNP) and,  u n l i k e  o t h e r  pape r s  ( f o r  example 
[ 7 ] ) ,  a  n e t  f o r  t h e  whole sys tem o f  communicating p r o c e s s e s  
has  been c o n s t r u c t e d  w i thou t  imposing s p e c i a l  r e s t r i c t i o n s  
on t h e  t r a n s i t i o n  e x e c u t i o n  r u l e s ;  t h i s  a l l ows  new p r o p e r t i e s  
o f  p r o t o c o l s  t o  be e s t a b l i s h e d ,  due t o  t h e  f u l l  employment o f  
a l l  t h e  P N ' s  means. 
The proposed approach i n  t h i s  paper  i s  d e s c r i b e d  w i t h  
t h e  h e l p  o f  a  well-known example [8]  i n  o r d e r  t o  have a b a s i s  
f o r  comparison w i t h  v a r i o u s  o t h e r  e x i s t i n g  t e chn iques .  
2. GOALS OF PROTOCOL SPECIFICATION AND VERIFICATION 
The main purpose of protocol verification is to demon- 
strate that it fulfills the designer's intention, i-e., it 
does give the service required to the user or higher level 
protocol, and that it is logically correct. When verifying 
protocols, the unreliability of the data transmission medium 
(or lower level protocol) must be borne in mind, namely: 
errors, messages lost, change in the order of messages, and 
also possible situations arising in the communicating entities 
such as wrong timeout expiration, arbitrary initiation of 
entitites, and so on. A rigorous definition of protocol 
correctness cannot be obtained without having a formal proto- 
col specification; but the initial requirements for this are 
usually postulated in a verbal description. Therefore, proto- 
col verification comes down to demonstrating that the protocol 
has (or does not have) certain properties. Of these properties, 
the following [ I ]  have been considered: 
1. freedom from deadlocks; 
2. self-synchronization; 
3. correct termination; 
4. progressiveness; 
5. freedom from overflow. 
Some of these can be formulated easily if the formal tools 
are available, but others involve the interpretation of the 
protocol specification by the designer. For instance, the 
progressiveness of the protocol means the absence of cyclic 
behavior, during which no useful activity takes place. How- 
ever, the usefulness of the activity can only be estimated 
after an analysis of a particular situation has been made. 
Consequently, it is the opinion of the author that a rigorous 
definition of the protocol properties should be made, only with 
the features of the specification tools and the protocol itself 
in mind. 
The specification tools to be used must describe con- 
current processes, because a verified protocol involves the 
interaction of at least three subsystems, two communicating 
entities and a transmission medium. These tools then have to 
permit the representation of the system in a top-down fashion 
at various levels of abstraction and detail. It is also 
desirable that these tools be oriented toward further proto- 
col implementation into soft-, firm-, or hardware. The Petri 
net formalism largely meets these requirements. 
3. PROPERTIES OF PROTOCOLS AND PETRI NETS 
Petri nets are widely used tools for representing con- 
current systems in a top-down fashion at various degrees of 
interpretation [8 I . 
A Petri net (PN) can be defined as a bipartite directed 
graph N = (T,P,A), where 
T = {tl,t2, ... ,tn) is a set of transitions, repre- 
sented by bars; 
p = {pl,p2,...,pm} is a set of places, represented 
by circles; 
A _C {T x P)U{P x T )  is a set of directed arcs. 
A marking M of a PN is the mapping M:P -+ {0,1,2, ... 1 .  
M assigns tokens to each place in the net. A marking M is 
represented by a vector MI where M(pi) represents the number 
of tokens assigned to pi. 
Let I (t) = i p (  (p,t) E A) be a set of input places, and 
O(t) = ( t , p ) ~ ~ )  be a set of output places of a transition t. 
A transition t is said to be activated under a given 
marking M of M (p) > 0 for all p E I (t) . The activated 
t 
t r a n s i t i o n  t can f i r e ,  changing t h e  marking M -+ M I :  
i f  p  E O ( t ) ,  p  & I ( t )  
i f  p ~ I ( t ) ,  pcZO( t )  
o t h e r w i s e  
I n  t h i s  c a s e  w e  s a y  t h a t  M '  i s  r e a c h a b l e  from M. I n  a  sys tem 
o f  communicating p r o c e s s e s :  t h e  t r a n s i t i o n s  of PN r e f e r  t o  
c e r t a i n  e v e n t s  o r  a c t i o n s ,  such a s  a r r i v a l  of  commands and messages ,  
and t i m e o u t  e x p i r a t i o n ;  t h e  p l a c e s  o f  P N  c o r r e s p o n d  t o  cer- 
t a i n  c o n d i t i o n s ;  and a  marking r e f e r s  t o  a  p a r t i c u l a r  c o n t r o l  
s t a t e  o f  t h e  sys tem.  Thus, i f  R ( M )  i s  a  set  o f  markings  
which a r e  r e a c h a b l e  from M ,  t h e n  it must a l s o  b e  a  set o f  a l l  
t h e  c o n t r o l  s t a t e s  o f  t h e  modeled sys tem.  
Marked PN, N = (TIPIAIM) i s  l i v e  i f ,  f o r  a l l  M I  E R ( M )  , 
t h e r e  e x i s t s  an  a c t i v a t e d  t r a n s i t i o n .  A l i v e  PN o f  a  p r o t o -  
c o l  shows t h e  absence  of p r o t o c o l  d e a d l o c k .  I t  i s  c o n v e n i e n t  
t o  r e p r e s e n t  R ( M )  by means o f  a  marking g r a p h  G ,  t h e  a r c s  o f  
which a r e  l a b e l e d  by c o r r e s p o n d i n g  t r a n s i t i o n s .  
I f  g raph  G h a s  a  f i n a l  node ,  t h i s  node r e p r e s e n t s  a  f i n a l  
c o n t r o l  s t a t e  o f  t h e  system. T h e r e f o r e  it i s  p o s s i b l e  t o  
e s t a b l i s h  t h e  t e r m i n a t i o n  p r o p e r t y  o f  t h e  p r o t o c o l .  When 
a n a l y z i n g  t h e  c y c l e s  of  g raph  G ,  w e  a r e  a l s o  a b l e  t o  s t u d y  
o t h e r  p r o p e r t i e s  of  t h e  p r o t o c o l ,  such  a s  p r o g r e s s i v e n e s s  
and s e l f - s y n c h r o n i z a t i o n .  
A marked P N  i s  s a i d  t o  be  k-bounded i f  M1(P)  - < k f o r  a l l  
M I  E R ( M )  and a l l  p E  P. PN i s  s a f e  i f  k  = 1. An unbounded PN 
i m p l i e s  t h a t  t h e  c o r r e s p o n d i n g  communication s y s t e m  h a s  an 
i n f i n i t e  number o f  s t a t e s .  T h i s  p r o p e r t y  o f  PN i s  v e r y  u s e f u l  
f o r  a n a l y z i n g  t h e  over f low o f  t h e  p r o t o c o l .  
t l  t2 
L e t  M1 -+ M 2 ,  and M1 -+ M 3 ( M 2  # M 3 ) .  I t  i s  assumed, however,  
t h a t  t l  i s  n o t  a c t i v a t e d  under  M j ;  n e i t h e r  i s  t2 a c t i v a t e d  under  
M2. I n  t h i s  c a s e  w e  r e f e r  t o  t h e  t r a n s i t i o n s  t l  and t2 a s  b e i n g  
i n  c o n f l i c t .  How t o  r e s o l v e  t h i s  c o n f l i c t  depends on t h e  i n t e r -  
p r e t a t i o n  of  PN. S i n c e  R ( M )  o f  P N  r e p r e s e n t s  a  set  of  c o n t r o l  
states of the system, such a conflict must be resolved by 
means of data (values of context variables) to be used by the 
protocol. With the transitions ti,tj in conflict, we associ- 
ate enabling predicates Pi and P where P A P = false; j ' j 
P 1  VP, = true. The introduced predicates depend on certain 
I J 
variables, the values of which can be determined by actions 
associated with the transitions. Applying the firing rule, 
it follows that a transition t will in this case be activated, 
under the additional condition that'its enabling predicate is 
true. 
Let the transitions in conflict be tl,t 2,...,tk, and the 
enabling predicates which resolve this conflict be P1,P2, ... Pk. 
For completeness and consistency, the following conditions 
require to be satisfied: 
p 1  v P 2  v ... vPk = true 
Pi A P j  = false, for all i f j (1 - < if j - < k). 
We call the above defined PN the Petri Net with Predicates (PNP). 
Clearly, at a high level of abstraction, it is sufficient 
to use pure PN to construct a net for the modeled system. Using 
this kind of PN, the set R ( M )  represents a set of the total 
states of the system. If conflicts arise at the lower level 
specification, then a total state will be determined by a 
control state and by the values of the variables used in the PNP. 
The introduction of predicates into the PN does not 
restrict its power, but on the contrary permits a large class 
of protocols to be modeled. Using the PNP it is possible to 
represent, not only the connection control phases, but also the 
data transfer phase. 
An explanation of our approach to the problem using the 
PNP is given below, based on a well-known simple protocol [ 8 1 .  
This protocol has been used in a number of papers [4,9,10] ; 
therefore it is possible to compare the technique adopted in 
this paper with previous ones. 
4 .  SPECIFICATION AND VERIFICATION OF THE 
ALTERNATING B I T  PROTOCOL 
4 . 1  The A l t e r n a t i n g  B i t  Pro toco l  
This  p r o t o c o l  is  a po in t - to -po in t  p r o t o c o l  which uses  a 
communication medium a l t e r n a t i n g  i n  both  d i r e c t i o n s .  I f  w e  
cons ide r  t h e  d a t a  t r a n s f e r  from t h e  Sender subsystem t o  t h e  
Receiver subsystem, t h e  procedure  i s  a s  fo l lows :  t h e  Sender 
sends a message con ta in ing  t h e  u s e r ' s  d a t a  and t h e  sequence 
number s eq  E {0 ,1 ) .  The Receiver ,  having ob ta ined  t h e  message, 
compares i t s  number wi th  t h e  expected one exp E { 0 , 1 ) ,  and then  
sends an acknowledgement ack E { 0 , 1 ) ,  which i s  e q u a l  t o  t h e  
r ece ived  message number. The Sender w a i t s  f o r  an acknowledge- 
ment b e f o r e  t h e  nex t  p i e c e  of d a t a  i s  s e n t .  The system 
recove r s  from t r ansmis s ion  e r r o r s  d e t e c t e d  by means of  a 
redundancy check,  and from l o s t  messages by means o f  a t imeout  
i n  t h e  Sender. I n  bo th  c a s e s  r e t r a n s m i s s i o n s  a r e  involved.  
The P N  (F igure  1 )  d e p i c t s  t h i s  p r o t o c o l  from t h e  p o i n t  of 
view of  t h e  s e r v i c e  it p rov ides  t o  t h e  u s e r s  o r  t o  t h e  h i g h e r  
l e v e l  p r o t o c o l  and i s  less s u i t a b l e  f o r  an a n a l y s i s  of  i t s  
p r o p e r t i e s .  
4 . 2  Normal Operat ion 
I f  we c o n s i d e r  a r e l i a b l e  t r ansmis s ion  medium w i t h  n e i t h e r  
l o s s e s  nor  e r r o r s ,  w e  can o b t a i n  a PN d e s c r i b i n g  t h e  whole sys-  
tem (F igure  2 ) .  I n  t h i s  n e t ,  t h e  t r a n s i t i o n  t l  r e p r e s e n t s  a 
message t r a n s f e r ;  t2 - i t s  r e c e p t i o n ;  t3 corresponds t o  t h e  
fo l lowing  a c t i o n s  o f  t h e  Receiver :  t r a n s f e r e n c e  of  t h e  d a t a  
t o  t h e  u s e r ,  a l t e r a t i o n  o f  t h e  va lue  of t h e  v a r i a b l e  
~ X P :  = (exp + l  )mod2 and t r a n s f e r e n c e  of an acknowledgement 
t o  t h e  Sender ack = exp; t4 corresponds t o  t h e  a r r i v a l  of t h e  
acknowledgement; t5 corresponds t o  t h e  change of t h e  sequence 
number seq: = ( seq  + l ) m o d 2 t  and a l s o  t o  t h e  r e c e p t i o n  of t h e  
nex t  p i e c e  of d a t a  t o  be t r a n s m i t t e d  from t h e  Sende r ' s  u s e r  
t o  t h e  Rece ive r ' s  u se r .  
L e t  t h e  c o n t r o l  s t a t e  ( p 1 , p 4 ) ,  which i s  t h e  marking 
(1001000) be  t h e  i n i t i a l  s t a t e  o f  t h e  sys tem.  The v a r i a b l e s  
have t h e  fo l l owing  v a l u e s :  s e q  = 1 ,  exp = 0. The marking 
graph  G (F igu re  3 )  d e p i c t s  a l l  t h e  c o n t r o l  s t a t e s  r e a c h a b l e ,  
assuming a  r e l i a b l e  t r a n s m i s s i o n  medium. Th i s  g raph  i s  a  
s imple  loop ;  eve ry  p l a c e  h a s  no more t h a n  one t oken ,  t h e r e -  
f o r e  t h i s  PN i s  l i v e  and s a f e .  The graph of  t h e  c o n t r o l  
s t a t e s  can e a s i l y  b e  t rans formed  i n t o  t h e  t o t a l  s t a t e  g raph  
(F igu re  4 ) ,  which g i v e s  a  d e t a i l e d  d e s c r i p t i o n  of  t h e  
dynamics o f  t h e  system. However it i s  s u f f i c i e n t  o n l y  t o  
have t h e  marking graph of  t h e  P N  i n  o r d e r  t o  v e r i f y  t h e  
fo l l owing  p r o p e r t i e s  o f  t h e  sys tem working on t h i s  p r o t o c o l :  
-- absence of  dead locks ;  
-- prope r  t e r m i n a t i o n  (from eve ry  c o n t r o l  s t a t e ,  
t h e  sys tem a r r i v e s  a t  ( p l , p 4 ) ) ;  
-- absence of  u n d e s i r a b l e  c y c l e s  ( t h e  on ly  l oop  
goes  th rough  t h e  t r a n s i t i o n s  t5 and t3);  
-- absence of over f low (PN i s  s a f e ) .  
I t  should  be borne  i n  mind t h a t  t h e  above p r o p e r t i e s  on ly  
ho ld  t r u e  under a  r e l i a b l e  t r a n s m i s s i o n  medium and under 
p rope r  i n i t i a l i z a t i o n  o f  bo th  e n t i t e s .  
4.3 E r r o r  Recovery 
L e t  u s  now a n a l y z e . t h e  system assuming t h a t  t h e  medium 
does  n o t  l o s e  messages b u t  can d i s t o r t  t h e  message be ing  t r a n s -  
m i t t e d .  I n  t h i s  c a s e  t h e  p r o t o c o l  i s  adequa t e ly  d e s c r i b e d  by 
t h e  P N  of  F igu re  5 ,  and t h u s  d i f f e r s  from t h e  PN of F i g u r e  2 
i n  t h a t  it has  two t r a n s i t i o n s  t6,t7. T h e i r  a c t i o n s  correspond 
t o  t h o s e  of  t h e  Sender and Receiver  when e r r o r s  i n  t h e  d a t a  o r  
numbers a r i s e .  The t r a n s i t i o n  t6 s t a n d s  f o r  keeping t h e  v a l u e  
o f  t h e  v a r i a b l e  s eq  and i g n o r i n g  t h e  r e c e i v e d  acknowledgement; 
t s t a n d s  f o r  exc lud ing  t h e  r e c e i v e d  message and send ing  t h e  7  
acknowledgement ack=exp. The t r a n s i t i o n s  t5 and t6 a r e  pro- 
duced under t h e  same c o n d i t i o n  p7 (acknowledgement h a s  been 
r e c e i v e d ) ;  hence t h e y  a r e  i n  c o n f l i c t .  To r e s o l v e  t h i s ,  w e  
a s s o c i a t e  t h e  e n a b l i n g  p r e d i c a t e s  P 6 [ E r r o r  V(ack  # s e q ) ]  w i th  
t6 and P5 =lP6 with t5. In the same way, we associate the 
enabling predicates P7[Error V(seq # (exp + l)mod2 )I with t7, 
and finally, the predicate P = 1 p 7  with tj. 3 
The introduced transitions (or events) do not change the 
structure of the control state graph (Figure 6), and therefore 
the main protocol properties remain even, if transmission 
errors arise. In fact, undesirable cycles of operation, i.e., 
those which do not have the sequence of the main transitions 
t3 and t5, can only exist when the following assertion holds 
true (this should be compared with the invariant in [Ill): 
P6 [Error V(ack # seq) l VP7 [Error V (seq # ( e ~ p + l ) ~ ~ ~  )I = true. 
From this it follows that undesirable cycles of operation can 
repeat themselves as long as transmission errors exist. The 
only way of terminating such a cycle is to establish a maximum 
number of retransmissions and to notify the user that correct 
data transmission is impossible. 
This protocol is also self-synchronizing. In fact, if 
the entitites have not been properly initialized, i.e., (p1,p2) 
is still the initial state, but seq = exp, then according to 
the graph in Figure 6, the system loses only the first trans- 
mitted message, and after that, the action of the entitites 
is synchronized. 
4.4 Message Recovery 
We now consider the operation of the system, assuming 
that the transmission medium can lose the messages trans- 
mitted through it. The PNP of Figure 7 is a suitable abstrac- 
tion of the medium. The transition t* represents the message 
transmission with or without errors, and leads to the con- 
dition p2 (data sent); t corresponds to message lost and has 
no output places, because the medium is not able to inform 
anyone of the data lost. These transitions are in conflict 
and it is impossible to associate any deterministic enabling 
predicates with them, since the result of the transmission 
depends on the medium properties and other factors. For 
analysis purposes, we assume that the event t is possible 
if P(1oss) = true, and that t* is possible if P* = 7,',~(loss) = 
true. 
If we incorporate the medium models (transitions t8,tg) 
and the timeout model (tlO) into the PNP of Figure 5 and, if 
for simplification of the net, we combine the transitions 
tZ,t4 with t*, the resultant PNP will be as shown in Figure 8. 
In order to resolve the conflict, we introduce the predicates: 
We first assume that the timeout value T can be 
chosen in such a way that the transition t10 will only occur 
after a transmission loss has occurred (transitions tartg). 
It should be noted that in [4] this protocol has only been 
verified with such a constraint; later on we consider the 
operation of the system without it. 
As can be seen from the marking graph of the PNP in 
figure 9, the transitions t8 and tg lead the system into the 
control state (p3,p4), which would be a deadlock state, if 
there were no timeout mechanism. The timeout expiration allows 
the system to return to the initial state; hence the PNP in 
Figure 8 is safe and live. 
From Figures 6 and 9, it follows that the system has 
additional undesirable cycles (1,2,6) and (1,2,3,4,6) until 
the following condition is satisfied: 
[Pa (loss) v Pg (loss) 1 A PIO (T=O) = true 
These cycles, just as those mentioned in Section 4.3, cease 
after transmission improvement, or after the maximum number 
of retransmissions has been exceeded. 
4.5 Operation with Wrong Timeout Expiration 
When the timeout value in the Sender is not properly 
adjusted, or the arrival of the acknowledgement has been 
delayed, it is possible that the timeout transition of the 
Sender will occur in state (pJ,p5) or (p3,p4,p6) I i.e., before 
the expected response of the Receiver actually arrives. For 
a clear analysis, we assume that the Sender retransmits the 
message only once, due to timeout expiration of this kind. 
The proposed technique does enable the modeling of more 
complicated situations; however this case is of most practical 
interest. All the possible control states of the system are 
represented by the graph in Figure 10. It can be deduced from 
the graph that the PNP in Figure 8 is live; therefore it will 
not indicate deadlock situations. The system only returns to 
the initial state (plIp4) if 
P8 (loss) V Pg (loss) = true 
In the situation under consideration, the probability of message 
loss in the transmission medium is much higher than that in 
the normal operation, since after wrong timeout expiration, 
the system moves definitely into the state 7 (p2.p3,p4,p6), 
which characterizes duplex transmission; however, in accordance 
with the protocol requirements, the entities should use the 
transmission medium alternatively. If such usage of the medium 
leads to loss of the message (the transitions t8.0r tg), then 
the system returns to the normal cycle of operation. Here we 
have the rather exceptional case that the loss of the message 
actually improves the operation of the system. 
If after wrong timeout expiration the medium does not 
lose the transmitted messages, then the operation of the sys- 
tem can be represented by the simpler marking 'graph without 
t8,tg (Figure 11). It follows from this graph that, after 
the event tlO, the system can remain for an infinitely long 
p e r i o d  i n  t h e  s t a t e s  6 , 7 , 8 ,  ..., 16,  p a s s i n g  t h r o u g h  one o f  t h e  
f o l l o w i n g  c y c l e s :  
The Sender  r e t r a n s m i t s  e v e r y  message t w i c e  o v e r  t h e s e  c y c l e s ,  
even i f  t r a n s m i s s i o n  errors do  n o t  t a k e  p l a c e .  F i g u r e  12 
i l l u m i n a t e s  t h e  s i t u a t i o n .  T h i s  k i n d  o f  o p e r a t i o n  i s  i n  f a c t  
an  o p e r a t i o n  w i t h  o v e r f l o w  o r  w i t h  d o u b l e  t r a f f i c .  The 
s t a t e s  (p3  , p 4  ,p6  , p 6 )  and (p2 ,p2  ,p3  , p 4 )  a r e  t h e  o t h e r  i n d i -  
c a t i o n s  o f  o v e r f l o w ,  s i n c e  t h e  p l a c e s  p6 and p2 have two 
t o k e n s  (PNP i s  n o t  s a f e ) .  W e  d o  n o t  have a  m o r e  a d e q u a t e  
t r a n s m i s s i o n  medium model t h a n  t h e  one  drawn i n  F i g u r e  7; 
t h e r e f o r e  w e  may presume t h a t  t h e  t r a n s m i s s i o n  medium would 
n o t  b e  a b l e  t o  manage t h i s  t r a f f i c ,  and l o s s  p r o b a b i l i t y  
would b e  n e a r  t o  one.  
4.6 S e l f - S y n c h r o n i z a t i o n  
I n  S e c t i o n  4 .3  it was mentioned t h a t  wrong i n i t i a l  v a l u e s  
of t h e  v a r i a b l e s  e x p  and s e q  would l e a d  t o  normal  o p e r a t i o n ,  
e x c e p t  f o r  t h e  l o s s  of  t h e  f i r s t  message. With r e g a r d  t o  
a r b i t r a r y  i n i t i a l  s t a t e s  o t h e r  t h a n  ( p 1 , p 4 ) ,  t h e s e  can  b e  
up t o  27 ,  assuming t h a t  e v e r y  p l a c e  h a s  no more t h a n  one  
token.  A l l  o f  t h e s e  s t a t e s  c o u l d ,  o f  c o u r s e ,  n e v e r  o c c u r  i n  
t h e  r e a l  sys tem;  o n l y  a  l i m i t e d  se t  o f  s t a t e s  can  be  i n i t i a l  
s t a t e s .  W e  w i l l  presume t h a t  t h e  t r a n s m i s s i o n  medium i s  empty 
a t  t h e  b e g i n n i n g  o f  t h e  o p e r a t i o n  ( c o n d i t i o n s  p 2 , p 6  a r e  n o t  
v a l i d ) ,  and w i l l  a n a l y z e  t h e  p o s s i b l e  combinat ion  o f  t h e  o t h e r  
c o n d i t i o n s .  The Sender can  s t a y  i n  one of  t h r e e  i n i t i a l  s t a t e s :  
p1 ,p3  o r  p 7 ,  and t h e  r e c e i v e r  i n  o n e  o f  two: p4  o r  p5. Thus 
t h e  i n i t i a l  s t a t e  o f  t h e  sys tem c a n  b e  one  of  t h e  f o l l o w i n g :  
( P ~ I P ~ ) ~  ( ~ ~ 1 ~ 5 )  I ( ~ 3 1 ~ 4 )  I ( p 3 t p 5 ) t  ( p 4 t p 7 )  I ( p 5 t p 7 )  The s t a t e s  
( p l  , p 4 )  , (p3  ,p5) , ( p 4  , p 7 )  a r e  i n c o r p o r a t e d  i n t o  t h e  normal c y c l e  
of  o p e r a t i o n ;  t h e  sys tem l e a v e s  t h e  s t a t e  ( p 3 , p 4 )  due  t o  t i m e -  
o u t  e x p i r a t i o n .  I f  t h e  sys tem h a s  been i n i t i a t e d  i n  t h e  
states (pl ,p5) or (p5,p7), then under certain conditions 
(see Section 4.5) it will operate with double traffic. 
5. CONCLUSIONS 
In this paper we have analyzed a system designed in 
accordance with the alternation bit protocol in the following 
situations: 
-- normal operation; 
-- error transmission; 
-- message loss; 
-- wrong timeout expiration; 
-- arbitrary initial state.. 
The technique adopted has allowed us to establish that 
the protocol shows undesirable properties (operation with 
double traffic) only in the last two situations, and only 
if certain conditions are valid. It should be noted that 
this operation mode has not been rigorously specified in 
previous papers [4,9,101. 
Our approach has been based upon a top-down specification, 
which refines the protocol step-by-step. At every step in the 
iterative process of specification and verification, new situ- 
ations have been taken into consideration. The enabling predi- 
cates have allowed us to find out the conditions under which 
the protocol will show certain properties. Our reachability 
analysis has dealt only with the control states of the system. 
This has the advantage over the state machine models that the 
number of control states in the system is much less than the 
number of total states. Thus the technique we have proposed 
combines the advantages of assertion proof methods and state 
machine languages, it does not burden the description protocol 
with unnecessary details, and it is subject to a lesser degree 
to the state explosion effect. The above can be proved when 
more sophisticated protocols are taken into consideration. 
The formalism adopted is useful, not only for proving 
the logical correctness of the protocol, but also for making 
a performance analysis of the system designed under the 
protocol. It is also possible to estimate the timeout value 
and certain parameters which characterize the protocol 
performance [ 1 2 1 .  
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