Abstract. A companion of Ostrowski like inequality for mappings whose second derivatives belong to L ∞ spaces is established. Applications to composite quadrature rules, and to probability density functions are also given.
Introduction
In 1938, Ostrowski established the following interesting integral inequality (see [15] ) for differentiable mappings with bounded derivatives: 
The constant 1 4 is sharp in the sense that it can not be replaced by a smaller one. Motivated by [12] , Dragomir [8] proved some companions of Ostrowski's inequality, as follows: 
hold for all x ∈ [a, 
It's shown in [1] that the constant 
In (1.6), the authors pointed out that the midpoint x = a+b 2 gives the best estimator, i.e., 1 2
In fact, we can choose f (t) = (t − a) 2 in (1.7) to prove that the constant
For other related results, the reader may be refer to [2, 3, 4, 5, 7, 9, 11, 13, 14, 16, 17, 18, 19, 20, 21] and the references therein.
Motivated by previous works [1, 6, 8, 10] , we investigate in this paper a companion of the above mentioned Ostrowski like integral inequality for twice differentiable mappings. Our result gives a smaller estimator than (1.7) (see (2.9) below). Some applications to composite quadrature rules, and to probability density functions are also given.
A companion of Ostrowski like inequality
The following companion of Ostrowski like inequality holds: 
for all x ∈ [a, and x = a.
Integrating by parts, we have
Also upon using (2.3), we get
Now using (2.7) we obtain 1 2 
, and referring to (2.8), we obtain the result (2.1). The sharpness of the constant .1), we recapture the sharp inequality (1.7). If we take x = a in (2.1), we obtain the perturbed trapezoid type inequality
which has a smaller estimator than the sharp trapezoid inequality
Remark 2. Consider gives the best estimator, i.e.,
the right hand side of which is smaller than that of (1.7).
Application to Composite Quadrature Rules
In [10] , the authors utilized inequality (1.6) to give estimates of composite quadrature rules which was pointed out have a markedly smaller error than that which may be obtained by the classical results. In this section, we apply our previous inequality (2.1) to give us estimates of new composite quadrature rules which have a further smaller error.
], and
and the remainder R(f, I n , ξ) satisfies the estimate
Proof. Inequality (2.1) can be written as
Now summing over i from 0 to n − 1 and utilizing the triangle inequality, we have
and therefore (3.1) holds. , then we have
Remark 3. It is obvious that inequality (3.3) is better than [10, inequality (3.1)] due to a smaller error. In particular, we have: 
Application to probability density functions

