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Abstract 
Suppose that X(t), IE [0, 7J, is a centered differentiable Gaussian random process, 
X 1 (t ), , X,(t) are independent copies of X(t). An exact asymptotic behavior of large devi- 
ation probabilities for the process xi(t) = CT= 1 hfXf(t), where h,, h,, , h, are positive 
constants is investigated. It is assumed that the variance of the process attains its global 
maximum in only one inner point of the interval [0, T], with a nondegeneracy condition. 
K~JJYIYI&: Extreme values; Crossings; Gaussian fields; Chi-square processes 
1. Introduction and main result 
Suppose that X(t), t E [O, T], is a centered differentiable Gaussian random process, 
X1(t), . ,X,(t) are independent copies of X(t). Throughout this paper we assume 
that the variance of the process attains its global maximum in only one inner point of 
the interval [0, T]. Given positive numbers hl, h2, , b,, we introduce a generalized 
chi-square process. 
n 
x;(t)= 1 bfX;(t). 
i=l 
This concerns an exact asymptotic behavior of large deviation probabilities for the 
process xi(t). The investigation of the problem was initiated by the studies of high 
excursions of an envelope of a Gaussian process, see Belyaev and Nosko (1969), and 
also, Lindgren (1980a, b, 1989) for several generalizations. Berman’s approach (1982) 
was developed by Albin (1990, 1992) to obtain an asymptotic behavior of large 
deviation probabilities of a stationary generalized x2-processes. We apply asymptotic 
methods for investigation of large deviation probabilities of Gaussian process and 
fields, especially the so-called ‘double sum method’ of Piterbarg (1988), where ideas of 
the classic asymptotic analysis have been transformed to be designed for stochastic 
objects. Since that book is written in Russian, this presentation is made independent 
of that book. 
We formulate the main result of the present article. 
1994 Elsevier Science B.V. 
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Theorem 1. Let X(t), tE [0, T], be a Gaussian square mean differentiable as. 
continuous centered random process. Suppose that there exists a unique to ~(0, T) such 
that 
sup a’(t) = cJ2(to) = 1, 
[O.Tl 
where 02(t) = Var X(t) is twice continuously diferentiable at the point to with 
o’(to) = 0 and a”(to) < 0. 
Suppose also that 
EX’(t,)2 > 0. 
Let 
bl=b2= . . . =bk>bk+,>bkf22 ... kb,,>O, O<k<n, 
be positive numbers. Then 
P sup X;(t) > x 
10. Tl 
as x+ cc, where b = b,. 
The idea of the proof of this theorem is summarized as follows. We consider 
a Gaussian random field 
Y(t, u) = blXl(t)u, + ... + b,X,(t)u,, u = (u,, . . . ,u,) 
on the cylinder 
CT = CO, Tl xS,-1, 
whereS,_,=(u=u:+ ... + u,’ = 1). In fact, by the definition of a norm 
sup &(L) = sup Y( t, u). 
[‘J,Tl Cl 
Methods of evaluations of large deviations probabilities of Gaussian processes we 
present here is founded on an observation that a large deviation may occur dominantly 
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in only one randomly located set of a small diameter. The location of the set is 
distributed everywhere over the parametric set in the case of a stationary (homogene- 
ous) process. On the contrary, the location is distributed dominantly in a neighbor- 
hood of a subset of the parametric set in the case when the variance of the process 
reaches its absolute maximum in points of the subset. This observation is founded on 
a series of strong results due to J. Pickands, S. Berman, M. Talagrand, Yu. Belyaev 
and V. Piterbarg, see for references Berman (1982), Piterbarg (1988) Adler (1990) 
Fatalov (1983). 
The variance of the field Y(t, u) reaches its global maximum in all points of the 
sphere 
where Sk-r = (u = u: + ... + u i = 1). Section 3 deals with a correlation structure of 
the field in a neighborhood of the sphere. We observe that the field Y is homogeneous 
with respect to rotations of the sphere Co. Further, we deduce in Section 3 that in 
a sense has been defined that the correlation structure of Y is locally similar to the 
structure of a Gaussian field 
‘1(&U*, .” ,&I) = 
M(Lu*, “’ 347) 
1 + co(t - to)* + I;=,+, CiU2’ 
where t(t,u2, . . . , u,) is a homogeneous centered Gaussian field on Iw”-’ and b, cO, 
ck=,, . . . , c, are some constants. Probabilities of large deviation of such a field are 
studied in Section 2. Techniques of the studies are compiled from the techniques for 
stationary Gaussian processes, see Pickands (1969) Belyaev and Piterbarg (1972) 
Quails (1973) and for the techniques for nonstationary processes see Piterbarg and 
Prisjainjuk (1979) and Piterbarg (1984). The proof of the theorem has been concluded 
in Section 4. Using Bonferroni inequalities, Slepian comparison lemma and Bore11 
inequality we pass from above standardized field q to the field Y as well as from small 
parametric sets to the whole set Cr. 
Section 5 contains two Fatalov’s results without proof. They complete general 
picture of behaviors of large deviation probabilities of generalized c*-processes 
constructed from the considered Gaussian process X. 
2. Auxiliary results 
Theorem 2 (Bore11 inequality). Let x(t), t E T, T some index set, he a real separable a.s. 
bounded Gaussian process and let 
CT* = sup Var X(t), m = sup Ex( t) sups - Ex(t) 2 a 
T T T 
Then for all x 
where 
All Gaussian processes and fields in this article are a.s. bounded on any compact set, 
so constants, C, m and a will always exist. 
As mentioned above the problem of investigation of a supremum of a x2-process 
can be easily reduced to that problem for appropriated Gaussian field on a cylinder in 
Euclidean space. The corresponding field is nonstationary for a generalized x2-pro- 
cess and its variance attains the global maximum in all points of some sphere. This 
section concerns an approximation class of nonhomogeneous Gaussian fields on 
Euclidean space. 
Let t(t), t = ( tl , . , t,) E R”, be an a.s. continuous homogeneous centered Gaussian 
field with covariance function r(t). Suppose that 
r(t) = 1 - ltl2 + o(lt12), t+ 0. 
We consider a Gaussian field 
5(t) 
V(f) = ~ 
1 + B(t)’ 
tE[W”, 
where B(t) = P(tl, ,t,) = I;= 1 flit:, p, 2 0, . 
(1) 
(2) 
pn 2 0. 
Lemma 3. Let q(t), t E R”, satisfy all the assumptions of this paragraph. Then, ji)r all 
;,, 2 0, , ;,, 2 o, p, I o, . , ~1~ I o, 8, 2 0, , /A 2 0 the limit relation 
P 
c 
max V(f) > x 
pc,Sxt,Si,.i=l . . n 1 
-Jkexp 2 (-4 A2 n iJJl H!l'(Pi>i*i)(l + o(1))3 
as x + cc, is calid, where 
ffP,(p,;.) = Eexp 
( 
max ($<t - (Ir + l)t2 
L&n1 1 
and t is a standard Gaussian tiariahle. 
311 
Proof. The equality pi = 2i means a passage to smaller dimension, and therefore we 
may consider the case pi < &, i = 1, . , n, without loss in generality. Letting 
M, = (t: pi I xti I ii, i = 1, , n) 
we have, 
m(1'2'r2P maxv](t) > xlq(O) = u 
MX 
XP ~w~~(t)rxl~(0)=x-s/x 
where the substitution 0 = x - s/x has been made. Let us introduce a family of 
Gaussian fields, 
z!(t) = x(q(t/x) - x) + s, tc M, x 2 0, (3) 
conditioned on Z!(O) = 0, where 
M = xM, = (t: pi I ti I ii, i = 1, . . . ,n). 
Then the last integral can be rewritten as 
(4) 
Using well known formulas for conditional moments of Gaussian distributions, we 
have 
E(Zgr)lZ~(O) = 0) = x(E(q(t/x)IZ(!(O) = 0) + s 
= - Y 2 l- 
( 
r(tlx) 
1 ( 
+s l- 
r(t/-u) 
1 + b7tl-u) 1 + /?(f/x) ; 1 
E(Zfc(0) 1 z:(o) = 0) = E(zf(o)2 I Zfc(0) = 0) = 0; (6) 
v?r(Zc(u) - Z!(u) 1 Z{(O) = 0) (7) 
(5) 
=x ’ ( Var(v(ulx) - ~(0)) - ( 44.xl 44x) 2 1 + /?(u/x) - 1 + /?(u/x) I! . 
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It follows from these equalities and the expansion (1) that 
E(Z~(t)(Z~(O) = 0) = - ItI2 - b(t) + s 
( 
1 - 
r(t/x) 
1 + P(tlx) 1 
+ o(l), (8) 
and 
Var(Z!J(u) - Z!(u)lZ!(O) = 0) = 21~ - u12(l + o(l)), (9) 
as x -+ cc. Here the two o( 1 )‘s are uniform with respect to t, U, u E M and independent 
of s. In addition, it follows from (9) that 
Var(Zt(u) - Z!(u)lZCJ(O) = 0) I31u - u(‘, 
for all sufficiently large x. So this inequality combined with the relations (6), (8), (9) 
gives us the weak convergence of the family (3) conditioned on Z!(O) = 0, in the space 
C(M) of continuous functions on M to the distribution of a Gaussian random field 
Z(t) - /3(t). Second-order characteristics of the field Z(t) are equal to 
EZ(f) = - It12, cov(z(U),z(u)) = lu12 + Iv12 - IU - VI2 = 2(&U). 
Thus, for all s 
lim P 
( 
max Z{(t) > s I Z!(O) = 0 = P 
x-x M 
Furthermore 
P maxZt(t) > s/Z!(O) = 0 
M 
( maxZ(t) - P(t) > s M 1 
<P maxZt(t)--s l- 
( ( 
r(tlx) 
M 1 + B(t/x) 1 
>s-scx(x)~z~(o)=o , 
1 
where a(,~) + 0 as x -+ co. By virtue of (5))(7) parameters of the conditional Gaussian 
field under the symbol max are independent of s, and therefore Theorem 2 is easily 
applicable to the latter probability. Substituting x in Theorem 2 by ~(1 - (x(x)) we 
achieve a dominated convergence under the integral (4) and the limit of the integral (4) 
equals 
maxZ(t) - P(t) > s ds = Eexp maxZ(t) - b(t) 
M ) (M J7 
as x + CC. The distribution of the Gaussian field Z(t) coincides with the distribution 
of the field 
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where 4i, i = 1, , n, are i.i.d. Gaussian standard variables. Therefore 
Eexp maxZ(t) - p(t) = Eexp 
( 
max f: ($ti<i - (1 + Bi)[i2) 
M 1 ( M i=l 1 
= Eexp f max ($ti<i - (1 + Pi)t’) 
i=l [p,,&l 
= i@ Eev ( ,~~~l(fi~iti - (1 + B,)t?), 
and the lemma follows. 0 
Lemma 4. If fi > 0 and 5 is a standard Gaussian variable, then 
lim Eexp max (JZ<t - t2 - pt2) 
A-00 [-1.11 
Zf /I = 0, then 
lim L E exp 
n-m2A 
max (a& - t2) 
1-n.n1 
Proof. We have for all b > 0 
ir2 max (JZSt-t2-/?t2)=~ 
(-m.+mj w + 1) 
and 
E(exp(&))=g< CC. 
The first assertion follows now from monotone convergence theorem. The second 
assertion is well known, see for example Bickel and Rosenblatt (1973). 0 
In line with the idea mentioned in Section 1 we pass from the infinitesimal 
parametric set in Lemma 3 to usual sets. It has been done in Lemma 6. Lemma 5 deals 
with the probability that two events from Lemma 3 occur simultaneously. Denote by 
B(E) the ball centered at the origin, radius of which equals E, and by p(A, B) the 
Euclidean distance between the sets A and B. 
Lemma 5. Let t(t), t = ( tl, . . , t,) E KY’, be U.S. continuous homogeneous GaussianJield. 
Suppose that its covariation function satisfies (1). Let E, 4 > E > 0, be a constant such 
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that 
for all t E B(E). Then there exists a constant h, such that 
P 
( 
sup 5(t) 2 xx, sup 5(t) 2 Px 
x-‘K(A) x~‘(to+K(A)) 1 
I h(a + /?)*‘-l fJ Xx-’ 
xexp(-+(a+/I)2~2- &(x + 8)*p(K(J*)>&l + K(A))*) 
for any parallelepiped 
.(A)=[-:,21x .. . x[ -;,+I, %,2 1, i= l,..., n, 
all vectors to such that K(%) n (to + K(i)) = 4, and for all LY 2 1, /I 2 1, x 2 x0, where 
x0 = inf{x: x-‘K(A) c B(&/2),x-‘(to + K(A)) c B(42)). 
Proof. Let us consider a Gaussian field Y(t,s) = l(t) + t(s), (t, S)E R” x R”. The 
probability under estimation does not exceed the probability 
P max V&S) > (a + B)x , 
(t,s)Ex-‘~rlxB) 1 
where A = K(A), B = t,, + K(i). The variance of the field Y(t, s) is equal to 
o*(t,s) = 2 + 2r(t - s). Since tEB(e/2), SEB(E/~), we have It - SI I E and 
Therefore 
inf 
(f,s)Ex-‘(AxB) 
02(t,s) 2 4 - 4; = 3, 
and 
sup o*(t,s) I4 - p(x-‘A,x-‘B)* = 4 - X-*p(A,B)*. 
(f..S)~x-‘AxB 
Considering a normalized field 
Y(CS) 
Y*(t,s) = ~ 
d&S)’ 
(t,s)Ex-‘(A x B), 
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we have 
P 
i 
sup Y(t,s) > (2 + P)X 
(f,s)tx~‘(AxB) 1 
IP sup Y*(t,s) > 
(x + P)x 
(f,S)EX~‘(AXB) J~-x-~~(A,B) 
Using inequalities (a + h)2 I 2a2 + 2h2, E < i and the triangle inequality we get 
E Y(cs)- Y(j,,s,) ( 1 
2 
= 
a(& s) 
+ ~(~,,.Q)(~(~,s)~’ - g(t,,sl)y’) 
I 2E (Y(Cs) - y(jl>sl))2 
a(& s)2 
+ 20(t,,si)2(a(t,s))’ - o(tr,sr))‘)2 
2 
< 
- info(t,s)l 
(E(Y(Cs) - Y(j1,s1))2 + (o(j,s) - o(j1,s1))2) 
532E(((t) - i’(tr))2 + 2E(((s) - 4(si))2 + E( Y(t,s) - Y(r,,s,))2) 
5 54(Ui’(j) - 4(j1))2 + E(5(s) - i’(s1))2) I ll(lt - tl 12 + 1s - si 12) 
because E(t(u) - [(u))~ = 2 - 2r(u - u) I 41~ - u12. Let us consider a couple of 
independent centered Gaussian homogeneous fields vi(t), q2(f) on R” with covari- 
ation functions both equal to exp( - 221 tl’). It follows from above estimations that 
for all x 2 x0 the covariation function 
+(exp(- 2212 - t, I’) + exp(- 221s - s,12)), 
of the Gaussian homogeneous field 
is majorized by the covariance function of the field Y * (t, s), (t, s) E x ’ (A x B). Besides 
variances of the fields coincide, so by Slepian’s Theorem, 
P 
( 
sup Y*(t, s) > x* 
(1.S)EX-1(AXB) 1 
IP sup 2 m”2(ull(r) + r/2(s) > x* , 
(~,s)Ex~‘(AXB) 
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where 
x* = (a + Bb 
&I - x -2p(A, B)2’ 
The standardized homogeneous field 
r?(t’,s’) = 2-1’2(vll(t) + rlz(s)). 
where 
t’ = Jilt, s’ = fis, 
has the covariation function 
f(exp(- 21t’I’) + exp(- 2ls’l’)), 
moreover 
sup rl(t’,s’) > x* 2 (10) 
(f’,S’) 
where the latter supremum has been taken over the set 
(x*))‘(x*x -‘fi(A x B)). 
Let us cover the parallelepiped 
H=x*x-‘fl(AxB)= a+P 
J4-xm2p(A,B)’ 
fl(K(3.j x (to + K(2))) 
by mutually disjoint unit cubes, intersected with H and construct an upper boundary 
of the probability in the right part of (10) as the number of the cubes multiplied by 
a probability for any of them. The number of the cubes is not more than 
Jll(~ + B)j.i ’ 
+l 
1 
= N. 
4-xm2p(A,B)’ 
By definition, for all x 2 x0 we have, 
Y2p(A, B)’ I l/4. 
Besides C( 2 1, B 2 1, 1i 2 1, i = 1, . . , n, SO 
N I 11”(~$))2”(~ + /3)2” fi 2.’ = (176/15)“(a + /I)‘” fi I.‘. (11) 
i=1 i=l 
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By homogeneity of the field q( t’, s’), 
P sup u](t’,s’) > x*) I (176/15)“(a + fi)2” fi %!I’ sup q(t’,s’) > x* ) 
(x*)-‘H i=l (x*)- 1Ko 
where K, is a unit cube. By Lemmas 3 and 4, there exists a constant h’ such that for all 
x* >o, 
P ( sup P/(t’,s’) > x* (x*)-‘& 1 I h’(x*))’ exp 1 ( 1 - z x*~ ifiI A: 
Further 
*2 _ (@ + PJ2x 2 
x - 
4 - x_2p(A,B) 
2 2 ; (c! + fl)“x”(l + (2x) _2p(A, B)2). 
Therefore 
P sup ?/(t’,s’) > x* 
(x*)-‘K,, 
This inequality combined with (11) implies the assertion of the lemma. 0 
Again, consider the Gaussian field r(t) from Lemma 3, see (2). From this point on 
we intend to fix the nonzero /Ii’s. Therefore we give a refined definition of the function 
B(t): 
Btt) = Ptt13 ... ,tn) = E Pit?3 
i=m+ 1 
(12) 
where bi > 0 for all i = m + 1, . . , n, 0 I m I n. Note that stationarity case m = n is 
well known. The term ‘a set has piecewise smooth boundary’ means below that the set 
is an intersection of finite number of sets with differentiable boundaries. 
Lemma 6. Suppose that a Gaussian field q(t), TV T c R”, is given by (2) with t(t) 
satisying (1). Let T be a direct product of two open sets with piecewise smooth 
boundaries, T, c R”,T,_, c RP”‘, and 
T= T,,,x T,_,. 
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Suppose that 
diam T < ~12, 
where E is the number from Lemma 5. If QE T, then 
,im P(suPrV(t) > x) 1 
fi Jm V,( TM)> 
X + m -w”~‘exp(-~~J2)=~~~=~+~ 
where V,,,( T,,,) denotes the m-dimensional volume qj” T,,,. 
Proof. In order to apply Lemmas 3 and 5 we construct a partition of R” 
into congruent cubes which side length equals to i/x, 2 > 0, that is a cubic 
lattice -W[IJx] in KY. Assume that one of the cubes is centered at the origin. 
We distinguish two groups of coordinates of different types. The coordinates 
of the first group are (t, + 1, . . , t,), the coordinates of the second group are (t, , . , t,). 
In line with this the partition is represented as a direct product of cubic lattices in the 
two groups of coordinates. The initial cube of the second 
lattice, 
K(0) = 
[ 
2 
--< tm+l 5’ x “’ x 
*I [ 
2 /I 
2x - 2x --stt,<g 2.x 1 
is called the principal cube. We denote by K(v) shifted cubes from the second lattice, 
where v = (v,+r, . . . ,v,)EZ nmm is a vector with integer coordinates. The first lattice 
has no principal cubes. We denote by K’( v’), v’ = ( vl, . , v,) E 2” cubes from it. So, 
any cube from the partition of R” is represented as a product. 
K’(v’)x K(v) (v,v’)~Z”. 
We call cubes K’(v’) x K(0) for all v’ principal cubes. Other cubes are called 
non-principal cubes. We consider two subsets of the constructed partition. The 
first one, denoted by X -, is the set of all cubes contained in T and second one, 
denoted by X + , is the set of all cubes which have nonempty intersections with T. We 
have, 
P(sup&t) > x) I CKE*+ fwp,vl(t) > x; 
P(suPTul(t) > xl 2 CKE.r P(SUPKul(f) > xl 
-C K’EX+K”Ex+ P(sup,,q(t) > x,sUpK”du > xl (13) 
where the double sum has been taken over all pairs of noncoinciding cubes. 
Below we shall estimate all members in right parts of inequalities (13). 
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2.1. Estimation of a probability for a nonprincipal cube 
Using an elementary inequality Y - 3 2 fr, which is valid for every natural number 
Y, we have for all t~K’(v’) x K(v), 
(14) 
I=m+l 
Therefore 
P 
( 
sup V/(t) > x sup 5(t) >x* 9 
K’(v’)xK(v) K'(v')xK(v) 
where 
x* =x ( 1 + $ ,_i: B.ivY J-m+1 1 
By Lemma 3, 
P 
( 
sup r(t) > x* 
K'(v')xK(v) 
for all x large enough. Besides, 
x* 2 x, X*2 2X2 +g ,_i fljVf. 
J-m+1 
By Lemma 4, there exists &, > 0 such that Hs( - A, i) I 2& for all 1, 2 &. Therefore 
the right part of (15) does not exceed 
for all 3. 2 lo, and all large enough x. Taking into account that I? # 0 for nonprincipal 
cubes, we have for all large enough i and x, 
where 0 < K, -c 0.25 min(pj, j = m + 1, . ,n) and the constants C1 and K~ do not 
depend on I+, x, and V. 
2.2. Estimation of double sum probabilities in (13) 
We denote by p(v’, v; p’, p), the probability under the double sum in (13), where the 
first pair of indexes corresponds to the cube K’ and the second pair to the cube K”. 
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Given A there exists x0 as in Lemma 5 such that all cubes from X ’ are contained in 
B(42), so we can apply Lemma 5 uniformly on K’, K”. 
2.2.1. Neighboring principal cubes 
Consider the cubes K’(v’) x K(0) and K’(p’) x K(0). In this case we may assume 
without loss of generality that pi = v1 + 1 and faces of the cubes K’(v’) and K’(p’) 
defined by the coordinate Ii have common points. Assume that /z > 1 and consider the 
parallelepiped 
K;(p’) g 
2 - 
+ -gals A+$ 
I. 2 
= 1 x ... x 2x [ -gst,sg 1 
Denoting K;(p’) = K’(p’)\K;(p’) we have, 
4 p(K;b’), K’(v’)) = 2x. 
Besides 
p(v’,O;$,O) 
IP 
( 
sup q(t)>x +P 
1 ( 
sup n(t) ’ x, sup v](t) ‘X 
K;(~‘)xK(O) K’(V’)XK(O) K;(lr’) XK(O) 1 
(17) 
The first summand in the right part is considered below. The second summand does 
not exceed 
P sup 4(t) > x, sup C(t) > x . 
1 
(18) 
K’(V’)XK(O) K;(p’)xK(O) 
Our intention now is to apply Lemma 5 which has been formulated for a couple of 
congruent parallelepipeds. To be able to do this we increase the parallelepiped 
K; (11’) x K (0) to a cube congruent to a standard one, without decreasing the distance 
between the increased parallelepiped and the cube K’(v’) x K(0). We have, 
p(xK’(v’) x K(O), xK;(p’) x K(0) = xp(K’(v’) x K(O), K;(p’) x K(0) = G/2. 
(19) 
Setting CI = /I = 1 in Lemma 5 we obtain that 
P sup q(t) ’ x7 sup q(t) ’ x 
K’(v’)xK(O) K;(P’)xK(O) 
12 2n~1C4n~exp( -g)exp( -A), (20) 
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which still holds of course for all x large enough and for all pairs of neighboring 
principal cubes. 
2.2.2. Other double sum probabilities 
By inequality (14) 
p(v’,v;p’,p) = p ( sup I?(r) > x, sup V(t) ’ x K’(V’)XK(V) K’(W’)xK(/l) ) 
IP sup 4(r) > ax sup 5(r) >Px > 
K’(!J’)XK(V) K’(fl’)xK(~) 
where 
In addition, by well known correspondence between 1’ norm and 1 m norm: 
P(XK’(V’) x K(v),xK’W) x K(p)) 
22 max maXIV;-_~l,maxIvi--iI -1 
( ( j ) ) 
(21) 
Thus, applying Lemma 5 and using stationarity of 4(t), we have, 
P SUP 5(f) > ax, sup 5(t) > Bx 
K’(v’)xK(v) K’(w’)xK(ul 
(x + fl)‘x’ 
- 8 
xexP( -g(max( mpn,;-/,;l,(m~xl,i-,i)- I)‘)). 
The expression under the first exponent can be bounded from below by 
x’(c( + B)’ 
8 
Here, at least one of the numbers Vj,pj, j = m + 1, . . , n, max(maxjI vi - p>I, 
maxi I vi - ,Ui I) - 1 is not equal to zero. In fact, if the cubes are neighbors, then at least 
one of them is a nonprincipal one. Since 
( ) 
2 
max aj >‘iaf 
1 <j<n n,,l 
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for any nonnegative numbers ai, i = 1, . . . , n, we have finally 
S?exp( -G)exp( 
xexp(-rcK,EG2(Iv’-~ 
for some Cj, K~, JC~, such that 
O<K,<~min(fij,j=m+l,..., n), O<K&, 
for all i 2 & and for all large enough x. 
2.3. The asymptotics for a principal cube 
By the invariance of the distribution of the field n(t) with respect to shifts along first 
m coordinates, all probabilities in the single sums in (13) for the principal cubes are 
equal to each other. Applying Lemma 3 with v’ = 0 we have 
P sup rl(t) ’ x 
K’(V’)XK(O) 
(23) 
as x -+ co. Now it is time to turn back to the right part of (17). We have by analogy 
with (23), 
P sup q(t) ’ x 
K;(v’)xK(O) 
asx+co. 
2.4. 
(24) 
We apply bounds obtained in Sections 2.1-2.3 to all probabilities in the inequalities 
(13). At first we consider single sums in (13). Using for X - and X ’ a common 
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notation X we have, 
4 P sup q(t) > x X K’(“‘)XK(\,) 
= 
= ( 
P sup 
X,\‘=o K(V’)XK(O) 
r!(r) >x)+,;*&p( s;J_‘?(r) =). (25) 
Since the set T, has a regular boundary, the number of principal cubes both in X 
and in Xf is related to the m-dimensional volume of the set through the relation 
{number of principal cubes in X (or in X ’ )) 
= $g (1 + o(1)) as x--t co. 
.X 
Hence. 
= ( P sup n(t) > x x.v=o K’(V’)XK(O) 1 
=,x”UL) 1 
A” J%xexp (26) 
as x + cc, where H denotes the corresponding constant in (23). Consider the second sum 
in the right part of (29, i.e. the sum over all nonprincipal cubes. Given v the number of 
summands over v’ in the sum does not exceed the number of principal cubes, so replacing 
this number by a constant times the above asymptotics of the number of principal 
cubes and using (15) we obtain for some Cr , all A 2 A0 and all x large enough, 
sup V(f) > x 
K ’ ( \a ’ ) x K ( 1’ ) 
Now collect the estimates for the double sum probabilities in (13). We consider the 
part C; of the double sum over all neighboring cubes separately, the remaining part 
Cl; over all nonneighboring cubes. By (20) and (24), the part C; of the sum over 
neighbor principal cubes is bounded for all /z 2 A0 and large enough x by 
x 22"-1hi.4" exp 
i 
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for some constant C. By Lemma 4, we have for some constant CZ, all i 2 A, and all 
large enough x, 
xrnVm(Tm) 1 
CiIC2 Am -exp( -~)(A’“cxp( -&)+~m-l+l12), 
X 
The remaining sum C’; can be rewritten as a triple sum, 
C; = 1 C Cp( j',v; j' + k’,p). 
Y,W k' j 
For fixed v, p,k’, the number of summands over j’ does not exceed the number of 
principal cubes. By (22), we have for all 1 2 A0 and all large enough x, 
xm-l V,(T,) 
c;sc3 “m 
n 
n \ 
x C exp - rc2A2 i (Vi"+/lj)- K33.' 1 (vj-Pj)2 ) 
V,P \ j=m+l j=m+l / 
xCexp(- K,lk'1'i2). 
k' 
Bothe exponential series converge and at least one of them does not contain the unit. 
Indeed, suppose that k’ = 0, then v # p, and at least one of them does not equal zero. 
Therefore the first series does not contain the unit. Thus, 
xm-l V,( T,) 
c;12c3 “m cxp 
A ( 1 
-g exp(- 6A2) 
for some 6 E (0, min(lc,, K~, l/32), /1 2 & and all large enough x. 
Dividing all parts of the inequalities (13) by x”~ ’ exp( - x2/2), letting x go to 
infinity and taking into account the asymptotics (23) and all the above estimates we 
have, 
lim sup 
P(suprrl(t) ’ x) V,( T,) 
H + e-622, 
x+m xm-l exp(- x2/2)’ finm 
and 
lim inf P(sup,y(t) > x) > Vm( TM) (H _ e -6’J.’ _ e -6’1 _ C2Am- 1 + l/z), 
x+2 xmpl exp(x2/2) - film 
for some positive 6’ < 6 and all large enough i. In these inequalities we let A go to 
infinity and use Lemma 4 to get 
(27) 
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3. Correlation structure of X and Y 
Lemma 7. Let a Gaussian process X(t), t E [0, T], satisfy assumptions of Theorem 1. 
Then for its correlation function the following asymptotic expansion is fulfilled, 
p(t,s) = 1 - D(t,s)(t - s)2 + o((t - s)2), t+ t(), s+ to, 
therewith the function D(t, s) is continuous in a neighborhood of the point (to, to) and 
D(to, to) = +EX’(t0)2 > 0. 
Proof. It follows from the assumptions of the theorem that 
o(t) = 1 + +o”(t,)(t - t,)2 + o((t - to)2), t + t,. 
Using relations 
X(t) - X(s) 2 
E(X(t) - X(s) - X’(s)(t - s))~ = (t - s)~E 
t-s 
- X’(s) 
= o((t - s)2), 
as t+ t,, s+ t,, we have in a neighborhood of the point (to, to): 
1 - p&s) = 1 - 
EX(t)X(s) = E(X(t) - X(s))’ - (a(t) - 4s))2 
o(t)o(s) 2o(t)a(s) 
EX’(s)2(t - s)~ + o((t - s)‘) - c’(s)2(t - s)~ + o((t - s)~) 
Wt)a(s) 
zz ““~~;:,(y’(t - s)2 + o((t - s)2), 
as t-+ to, s + to. The function 
D( t, s) = 
Ex’(s)2 - o’(s)2 
Mt)a(s) 
is continuous in a neighborhood of the point (to, to), limit passage obviously follows from 
Theorem 1 assumptions. 0 
Consider a Gaussian random field 
Y(t,u) = blX,(t)u, + ... + b,X,(t)u,, 11 = (ul, . . . ,u,J, 
on the cylinder 
CT= CO,TlxL,, 
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where S,_ 1 is the unit sphere in R”. By the definition of a norm, 
max Xb( t) = max Y( t, u). 
to. 7-1 CT 
The expectation of Y equals zero, and its covariation function equals 
r(t,u;s,u) = r(t,s)(b:u,u, + “. + b;unun) 
= r(t,s)(b:u,v, + “. + UkUk) 
+b2 k+lUk+lUk+l + “’ + b,2wd. 
By assumptions of Theorem 1 the variance 
Z’(t,u) = r(t,u;t,u) = g(t)“(bI(u; + ... + u:) 
+ b2 k+ld+l + ... + b,2u,2) 
attains its absolute maximum equal to bf = b2 at all points of the (k - 1)-dimensional 
unit sphere 
co = {to} x {u: 24: + ... + uk” = l} c cr, 
contained in the hyperplane 
{t = to, z&+1 = ... = u, = O}. 
The function r(t,u;s, u) is invariant under the rotations of the sphere Co, therefore it will 
be convenient to use the following expansion for C2( t, u), 
Z’(t,u) = o(t)'(b2 - (b2 - b;+l)u;+l + ... + (b2 - b,2)u,2) 
= b2 + b20”(to)(t - t0)2 - i (b2 - bf)uj2 + o (t - t0)2 + i uj’ , 
j=k+l j=k+l 
(28) 
as t-+t0,C~=k+luj2+0. 
We study the correlation structure of the field Y(t,u) to show a local similarity of the 
structure to that of the field y(t) of Lemmas 3 and 6. First of all we narrow the parameter 
set of the field Y(t, u). To this end let us consider a neighborhood Ch of 
Co, h >o, 
ch = cTn (t,u,, . ,u,): - b20 “(to)(t - t0)2 + i (b2 - b;)uf < 2h2 . 
j=k+ 1 
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Lemma 8. Under the assumptions of Theorem 1, for 
we have 
P(supc, Y(t,u) ’ x) ~ 1 
P(supc, Y( t, U) > x) ’ as x + *. 
Proof. In view of (28) by the assumptions of the theorem we have on the set c,, = CT\CL, 
C2(t,u) I b2 - h2(x) 
for all x large enough. By Theorem 2 for some C and a, 
P supY(t,u)>x ICexp b2- 
(m 1 ( 
2a2x X2 
~~~exp~-S~e~p~~_~l*l’l’l 
1 
SCexp(-$)exp($%). 
On the other hand, (to, l,O, . . . ,O)E C,,, and 
P 
( 
supY(t,u)>x >P(Y(t,,l,O )...) O)>x) 
Ch ) 
=&exp ( 1 -$ (1 + o(l)), 
as x + co, and the lemma follows from comparing the above two displayed relations. 0 
Lemma 9. Under assumptions of Theorem 1 for the correlation function of thejield Y( t, u), 
(t,u)EC,,, we have, 
P(t,u;s,u) = 1 - D(t,s)(t - S)’ - i(l + O(1)) E t;(Ui - Vi)’ + O((t - S)2), 
i=l 
ast~to,C~=,+,uj2~Oands~t,,~J=,+,v~~O. 
Proof. We have, 
p(t,u;s,u) = 
r(t,u;s,u) 44 s) Cr= 1 biZuivi =p 
c(t>U)c(s,u) o(t)O(S)(=& b?v;C;=lb;v,Z)‘/2’ 
328 V.I. PirerbarglSrochasric Processes and their Applicarions 53 (1994) 307-337 
Denoting 
and using a simple identity uu = i( u2 + v2 - (U - u)~), we obtain, that 
1 - f(cc(u, + a(u)) IF= 1 bf(Ui - Ui)2 
= (1 - c((~))“~(l - U(U))” - 2b2(l - a(~))“~(1 - ~(u))“~’ (29) 
The first fraction in the right part of (29) is close to 1. In fact, it is easy to check that 
1 - f(du) + du)) 
(1 - cx(u))“2(1 - N(U))“2 
_ 1 
(4U) - cf4u))2 
= 4(1 - tx(U))“2(1 - M(U))“2(1 - f(a(u) + a(u)) + (1 - a(u))“2(1 - (x(u))“2)’ 
The Cauchy-Bounjakovsky inequality gives for the numerator, 
(a(u) - Lx(u))” = i 7 (u2 - 22)) 
i=k+l 
cx 
PI !234 i !y/ui+L’i)2 
i=k+l i=k+l 
Hence, 
= 2(@xu) +4u)) c 
i=k+l 
E$ (Ui _ 42, 
1 - 1/2(LY(U) + a(u)) 
O I(1 - a(u))“2(1 - a(u))“’ - I 
a(u) + a(u) n 
I2(1 - a(u))1’2(1 - a(~))“‘(1 - f(a(U) + cI(U)) i=k+l c h2 (& _ “i)2. b2 
(30) 
Combining Lemma 7, (29) and (30) we obtain the assertion of the lemma. 0 
Since 1 u; s, u 1 does not have to tend to zero in Lemma 9, to use Lemma 6 we have to 
partition Co into sets of small diameters. Let Y[e] be a cubic lattice in [w x R” where e is 
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its size (edge length). We construct the division {AS} as the set of all intersections of Co 
with cells of the lattice excluding single points. Denote by 6s arbitrary element of the 
division and by /I 6s 11 the maximum diameter of the division elements. The following 
properties of the division {AS} are obvious, 
divl: the number of elements of the division is finite; 
div2: for any 6S, maximum number of its neighbors does not exceed M = 3”+r - 1; 
div3: every 6s has piecewise smooth boundary. 
Division { SS} generates in a natural way the division (SC} of the cylinder C,,. Corres- 
ponding element of the latter division may be represented as 
6C=Chn{6SxR”- k+1}={Chn6S}x{C,nR”~k+‘}, (31) 
where Rn-kfl = iw x [Wnmk is the subspace {ui = ... = uk = 0). 
Taking into account the invariance of r( t, u; s, u) with respect to rotations of the sphere 
Co we can assume that (t,, l,O, . . , 0) is an inner point of 6s. It is necessary to note that in 
the case k = 1 the sphere Co has dimension equal to 0, so it consists of two points (to, 1) 
and (to, - 1). In this case the partition { SS} consists of two one-point sets; all assertions 
below take place in this case too. If /I 6s 11 is small enough then the set 6C can be 
one-to-one projected on the hyperplane (ui = l} in the space R x R”. Denote by g the 
corresponding projector and consider a Gaussian field 
We denote u’ = ( u2, ,u,),so,g(t,u) = (t,l,u’).Forbrevitysakeweset(t,u’)=(t,l,u’), 
and write Y( t, u’) instead of Y( t, 1, u’). 
Lemma 10. Under the assumption of Theorem 1, for any E’ > 0 there exist x0 > 1 and 
~?>Osuchthatif(t,,,l,O,... , 0) is an inner point of 6S, /I 6s j/ < 6 and x > x0 then for the 
correlation function of the field 
Y(t,u’), (t,u’) = g(t,u)EgX 
the following inequalities hold, 
where D = D(to, to) is as in Lemma 7. 
Proof. We have 
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Using the Cauchy-Bounjakovsky inequality we have for (t, u), (s, u) E 6C, 
(ur - ur)2 = (J_ - J-)2 
= (u’ - v’,u’ + vf,2(J_ + J_, -2 
I Iu’- 13’12111’ + V,,z(Jv + J1_lv’12))2. 
The function 
/?(u’,u’) = Iu’ + “~l’(J~ + J1_lv’12))2 
can be made arbitrarily small by choosing II 6s II correspondingly small. So Lemma 10 
follows from Lemma 9. 0 
4. Proof of Theorem 1 
Choose an arbitrary small E” > 0. Using the expression (28) we have on the set Ch for 
large enough x 
C(t,u) 2 
b 
1 + ( - +a”(&,) + E")(t - to)2 + &+l U; 
b 
(32) 
Consider a couple of Gaussian fields 
Yi(t,u) = 
bY(t,u)lC(t,u) 
1 + +‘(&,)fE” 
b2-bT ,, ’ 
(33) 
(t-&,)2+C;=k+l +‘” nj’ 
where (t, u) E Ch. We assume that E” > 0 is so small that all above coefficients are positive. 
By virtue of (32) 
lim sup 
P(supc,, Y’(r,u) > x) ~ 1 I liminfP(suPC” Y_(r,u) > x 
x- CCI P(SUPCh Y(r,u) > x) x+ 30 P(supcII Y(t,u) > x) 
(34) 
Correlation functions of the fields 
Y+(t,u), Y(r,u), Y-(&U) 
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coincide for all (t,u)~ C,,, so assertion of Lemma 10 still holds for both Y’ and Y-. 
Therefore, the computations below are indentical for both of them, we shall use for brevity 
sake the following common notation: 
YC(t,u) = 
bY(t,u) 
c(t,u)(l + co(t - t0)2 + CT=,+, CjUf)' 
keeping in mind the definition (33). Consider the field Y’(t,u) on the set 6C. Using 
one-to-one correspondence property of the g for small enough 116s 11 we have, 
P sup Y’(t,u) >x 
( ) ( 
= P sup Y’(t, u’) > x (35) 
6C 9 6C 
Let 5 * (t,u’), (t, u’) Eg 6C, be a couple of Gaussian homogeneous centered fields with 
covariation functions equal to 
r’(t,u’) = exp 
( 
- (D f &‘)(f - s)2 - 
( 1 
$E ig2 $ bi - ui12)9 
respectively, where E’ is the number from Lemma 10. Then we have by Lemma 10, for all 
large enough x, small enough I/ 6C 11 and for all (t, u’), (s, u’) Eg 6C, 
r+(t - s,u’- u’) 5 p(t,u’;s,u’) I r (t - s,u’- u’). (37) 
Consider another couple of Gaussian fields on g 6C, 
$f(t,u’) = 
bt’(t,u’) 
l + co(t - t0)2 + Cl=,+, Ci~” 
(38) 
Variances of both of them are identically equal on the set g 6C to the variance of the field 
Yc( t, u’) and the correlation functions of the fields $3 (t, u’) and ~‘3 ‘(t, u’), respectively 
majorizes and minorizes the correlation function of the field Y’(t, u’) on the set g K. 
Hence by Slepian’s Theorem the corresponding inequalities are valid for the investigated 
probabilities, 
p svv-(t,u’) >x s P sup YC(t,u’) >x 2 P Suprf-+(t,u’) >x 
( 4 CT 1 ( 
. 
9 6C 1 ( 96C 1 
(39) 
Below, using Lemma 6 we obtain asymptotic behaviors of the probabilities in the left and 
right parts of (39) next, using (35) we pass to field Y on 6C, and finally we consider Y on 
C,,. Using Lemma 8 we will extend these asymptotics to Y( t, u), (t, u) E CT, and therefore 
to E?(t), tE CO, Tl. 
Again, in order to consider both ~‘3 + and ~‘3 - simultaneously we rewrite the definition 
(36) of r * in common symbols, 
rd( t, u’) = exp 
( 
- d~(t - S)’ - ~ d?(Ui - Ui)2 ) 
i=2 ) 
(40) 
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and also symbols td, qc,d are < - or 4 + , and y“’ ’ or $3 -, respectively. We have, 
P sup f?qt, 28’) > x supq(t-tto,d)>; , (41) 
9 6C dg 6C 
where d is a linear transformation of the space [w x lF!“- ’ generated by the diagonal matrix 
d = diag{de,d,, . . ,d,}, 
and v] is the field from Lemma 6 with renumbered pi’s, 
PI=;, l=O,k+ l,..., n. 
Remember now that the set 6S lies in the hyperplane {t = to, uk+ 1 = ... = u, = 0}, and 
note that g projects 6s into the hyperplane {t = t,,, u1 = l,uk+ r = ... = u, = 0). There- 
fore 
Vk-i(dg6S) = Vk-,(gGS) fi di. 
i=2 
Take an arbitrary small E”’ > 0 and choose /I 6s 11 so small that 
1 _ e” < Vk-l(fiS) 
- V,_,(gSS) s l + &“. 
According to (31) we substitute in Lemma 6 m = k - 1, T, = Ch n SS, 
T _ 
tdtm 
= C,, n FYk+'. Taking I/ dg GC II < s/2, it follows from (41) in virtue of Lemma 6, 
ptsuPgacrlc~d(t~~‘) > x) 
“m+‘zp (1 + c’“)(x/b)k-“exp( - x2/(2b2)) 
P(sup, &+‘d( t, U’) > x) 
“l,mtf(l - s’“)(x/b)kP2exp( - x2/(2b2))’ 
It is not unreasonable to repeat definitions of the symbols, 
co = - ; #(to) f &‘I, 
b2-b! ,, 
cj = L + & 
2b2 - ’ 
i = k + 1, . . ,n, 
(42) 
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Combining (34) (39) and (42) we get after simple calculations that 
P(SUP,c Y(4u) > x) 
lim_s~p(x/b)k~zexp( - x2/2b2)) 
and 
P(sup,c Y(r, u) > x) 
‘If?:’ (x/b)k-2 exp( - x2/2b2)) 
Finally, for any E > 0 and small enough lI6C II we have 
P(SUP,c Y(t, u) > x) 
1i~s~p(x/b)k~2exp( - x2/2b2))(1 + E) 
(43) 
P(SUPdC V&U) > x) 
’ ‘i,“ff (x/b)k-2 exp( - x2/2b2))(1 - E)’ 
Now we extend the relations (43) to the whole set C,, to obtain the exact asymptotic 
behavior for Y on C,,. First we estimate another double sum of probabilities, 
c2 = 1 P supY(t,u)>x, sup Y(l,U)>X ) 
6S’#6S” ( dC’ bC ” 1 
where both 6s’ and 6s” are elements of the partition { SS} of the sphere Co and both 6C’ 
and 6C” are the respective elements of the partition (&I} of the cylinder C,,. In the case of 
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6s’ and SS” are not neighboring, i.e. 
p(SS’,SS”) = p(SC’,SC”) 2 p > 0, 
for some p, we have by Theorem 2, 
P 
( 
sup Y(t,u) > x, sup Y(t,u) > x 
6C’ 6C II 1 
IP ( sup Y( t, u) + Y(s, u) > 2X K’XdC” 1 
ICexp - 
( 
(2x)2 
2supBc,xac-E( Y(r,u) + Y(s,u))” + 6 1 ’ 
(44) 
where small enough 6 > 0 will be choosen somewhat below, and C = C(6) is the 
corresponding constant. Furthermore, by Lemma 9 
E( Y(r,u) - Y(s,u))~ 2 K((r - s)~ + IU - ~1’) 
for some K and all (t, U) E Ch, and therefore 
sup E( Y(t,.) + Y(s,u))2 
dC’X6C” 
<4b2 - min E( Y(t,u) - Y(s,u))~ I 4b2 - Kp’. 
I(Lu)-(s.v)l>P 
Taking in (44) 6 < i Kp 2 in view of (43) we see that any double sum probability in the left 
part of (44) is an infinitesimal small variable with respect to both 
P(~~Y(&u)>x) and P(;~Y(r;u)>x). 
Since by diul the number of elements in {AS} is finite, the sum, say C;, of all double 
probabilities, taken over all nonneighboring elements, can be bounded by, 
C;lCexp - x2 
( 2(02 - 6,) 1 . 
(45) 
for every 6r ~(0,iKp’ - 6), some corresponding constant C = C(6,) and all x > 0. 
Now we consider neighboring elements 6s’ and 6s”. Let us take /I 6C I/ as small as 
inequalities (43) hold for any unions 6C’ u 6C”. Denoting 
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we have by (43) 
lim sup 
P(sup,,, Y(t,u) > x,sup,,,~ Y(t,u) > x) 
x-m A(x) 
= lim sup 
P(sup,,, Y(t,u) > x) + P(sup,c,, Y(t,u) > x) 
x+cC ( A(x) 
P(SUP6C’“SC” Y(r,u) > x) 
A(x) 
5 ( ~k-l(ds’)(l + &“‘) + (~,_,(~s”)(l + &“‘) - ~k-,(6s'Uds")(1 -Em)) 
= 2Ern( 1/,_,(6S’) + Vk_,(6S”)). 
By the property div2 of the partition i&S}, adding the inequalities (42) for all pairs of 
neighboring elements 6s’ and 6s” we have 
limsupC’;/A(x) 5 4Ms”‘Vk_i(Sk_i), 
x+cC 
(46) 
where C; denotes the remaining part of the double sum. 
Now we may add the relations (43) over all elements 6s of the partition and receive, 
lim c P(sup Y(t,u) > x)/A(x) = V,_,(S,_,). 
X’cc dC dC 
Again, taking into account the Bonferroni inequalities, 
(47) 
p 
( 
supY(t,u)>x ICP supY(t,u)>x ) 
Ch 1 ( dC dC ) 
p sup Y(t, u) > x 2 CP sup Y(t,u) > x - c2 
( Ch 1 ( dC 6C 1 
combining (43))(46), we obtain 
lim P(sup Y(t,u) > x)/A(x) = HZVk-l(Sk-l). 
x-a: Ch 
The theorem follows now from the formula Vk _ i (Sk i ) = 27rk”/P( k/2) and Lemma 8. 
A passage to the process xi is elementary. 0 
5. Fatalov’s result 
To complete this account on the generalized x2-process the author likes to present 
a result proved by Vadim Fatalov. It is a consequence of a general result by Fatalov 
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on a Gaussian field whose variance reaches its absolute maximum in only finite 
number of points, whereas the variance of the Gaussian field Y( t, u) introduced here, 
reaches its absolute maximum on a whole (k - 1)-dimensional sphere in I&!“+ ‘. Thus 
Theorem 1 requires an original construction of the Double Sum. 
Let us consider the more general process 
XbJt)= i IbiXi(t)lP “‘> 
( i=l > 
where 1 < p < 2 or p > 2. 
Theorem 11. Under Theorem 1 assumption, for p > 2, we have 
For 2 r p > 1 we have 
x exp 
where 
(2 - P)l2P 
. 
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