In this paper, we investigate vision-based navigation using the Self-organizing Hierarchical Optimal Subspace Learning and Inference Framework (SHOSLIF) that incorporates states and a visual attention mechanism. The problem is formulated as an observation-driven Markov model (ODMM) which is realized through recursive partitioning regression. A stochastic recursive partition tree (SRPT), which maps an preprocessed current input raw image and the previous state into the current state and the next control signal, is used for e cient recursive partitioning regression. The SRPT learns incrementally: each learning sample is learned or rejected \on-the-y". The proposed scheme has been successfully applied to indoor navigation.
Introduction
Much progress has been made in autonomous navigation of mobile robots, both indoors and outdoors. Among various sensory data, visual input is the most important for human drivers. Many of the early vision-based navigation systems followed roads by using either road edge detection or road region segmentation 18]. However, due to variation of environmental conditions, or the condition or nature of driveways, road edges or road regions are not always detectable and thus these edge or region based approaches face robustness problems.
To handle a variety of environmental conditions, several experimental navigation systems have employed some adaptation mechanisms, ranging from simple adaptive color thresholding to more complicated learning mechanisms such as arti cial neural networks (ANN) 24, 27] . Investigation around the Navlab project 31] developed di erent adaptation mechanisms for di erent outdoor driving environments. A navigation system called SCARF 31] was designed to handle various roads with adaptive color classi cation. Another navigation system YARF 31] dealt with structured roads by explicitly modeling available constraints and features, since a single technique for road detection may fail on di erent roads. Dickmanns' group 8] used Kalman ltering for feedback control with visual detected road features as observations.
In Meng and Kak's work for indoor navigation 19], the Hough transform was used to detect edges from intensity images which was then fed into neural networks to produce a qualitative output for high-level semantically based planning.
These above systems prede ne the type of features that the system will use. Another type of methods does not require human programmer to specify what features to use for navigation. They can be adapted to di erent environment through a learning process. At least two ANNbased navigation systems belong to this category: ALVINN 24, 32] , a multi-layer perceptron (MLP) trained by a back-propagation learning algorithm, maps input images to an output steering signal for autonomous navigation; ROBIN 27] , an ANN alternative, uses a radial basis function neural network (RBFN) to map a low-resolution input image into the output steering signal. These neural network methods are computationally simple and real-time navigation speed can be achieved. ALVINN has been successfully tested in a variety of conditions for road following.
Extensions of ALVINN include the use of virtual cameras (VCs) 14], which allows better driving performance, lane transition and intersection traversal. Lane markings can be used to greatly enhance the adaptability of a driving system, as shown in RALPH 25] .
Appearance-based subspace methods, which apply high-dimensional statistical methods directly to image space, belong to the type of methods that do not require prede ned features. They have gained popularity in recent years starting with applications in face recognition 33]. These methods were applied to vision-based navigation independently by two groups of researchers. Hancock and Thorpe 11] used eigen-subspace for their global linear regression method in outdoor road following. Chen and Weng's SHOSLIF 4, 36, 35] used eigen-subspaces for local adaptive regression realized by a recursive partition tree (RPT), which is generated automatically from training samples. Each time a new sample is used to query the RPT, the best-matched learning samples are retrieved, and their associated control vectors are used by a local adaptive regression method to generate the next vehicle control signal. Learning by SHOSLIF can be accomplished incrementally with a very low logarithmic time complexity, on-line, in real-time 35] . SHOSLIF uses local nonparametric regression 10] and stable statistical tools such as principle component analysis. Consquently, it can handle high-dimensional spaces for more complex navigation controls than the global parametric regression used by MLP and RBFN. Our recent work 36] demonstrated a performance comparison between SHOSLIF and MLP and RBFN and showed the advantages of SHOSLIF. We call the latter type of methods appearance-based methods because they learn directly from image intensity patterns. MLP and RBFN are arti cial neural networks, while SHOSLIF uses high-dimensional statistical tools.
However, appearance-based methods developed so far for autonomous navigation can only deal with monolithic views in that the entire scene is treated as a single entity. For example, there are many cases where two global views of two scenes are very similar. The di erence is salient in a local view{a part of the global view. A system without state will not be able to use such di erent views correctly. Consequently, a stateless appearance-based system can not distinguish many di erent complex scenes, and has a limited generalization power.
In this paper, we present a systematic framework through which system states can be de ned and learned online to deal with situations which a stateless system can not handle, such as where visual attention is required. The learning-based approach allows the teacher to de ne states online during learning, instead of preprogramming control rules into a static control scheme. Thus, the same learning scheme can potentially handle more complex navigation scenes, such as those challenging ones associated with indoor navigations.
The remainder of this paper is organized as follows: In Section 2, we show that the framework can be formulated as an observation-driven Markov model realized by nearest neighbor regression. The nearest neighbor regression is computed e ciently by our stochastic recursive partition tree (SRPT), as shown in Section 3. Issues related to vision-based indoor navigation is discussed in Section 4. Section 5 presents some experimental results. Section 6 compares the new state-based SHOSLIF with two ANN-based approaches. Finally, some conclusions and future work are discussed in Section 7.
State and Attention: Observation-Driven Markov Model
It is well known that landmarks are important for navigation. A landmark does not have to be an actual object. It can be a subpart of a scene. Without a capability to attend to appropriate subparts of scene at the right situation, there will never be enough training samples to deal with complex visual scenes. In Fig. 1 , (a1) and (b1) show two images taken around a corner along the navigation path of a robot. These two images are similar judged from the entire image. In the context of appearance-based methods, this implies that the distance (e.g. Euclidean) is small. However, they require very di erent actions: one straightahead, the other turning left. But if we look at the upperleft subregions marked with white boxes in Fig. 1 , we can see that their di erence is more salient. To visualize how each view is useful in sensing the error in heading direction, we compute the crosscorrelation between two global views (a) and (b) as shown in Fig. 1(c) and that of two local views (a3) and (b3) as shown in Fig. 1(d) . The cross-correlation was computed by sliding one image on another in both directions assuming pixels are zeros beyond image boundaries. A white point in (c) and (d) indicates a high correlation value and a black point indicates a low correlation. Therefore, the larger the white blob at the center, the less the sensitivity of the views is to the change in robot heading direction and translation in depth (the camera is xed on the top of the robot). The height of the white blob roughly indicates the sensitivity to translation in depth and the width indicates roughly the sensitivity to changing in heading direction. Comparing Fig. 1(c) and Fig. 1(d) , we can see that these local views exhibit a smaller blob than the corresponding global views and thus are more sensitive to changes in heading direction and translation in depth. The height of the white blob in Fig. 1(d) is especially smaller than that in Fig. 1(c) . Therefore these local views are particularly sensitive to indicate the timing to make the left turn. Also notice that the partial wall on the left that indicates the end of the left wall at a left-turn corner. Of course, we know that not all local views have such advantages over the global views. For example, a local view of a uniform wall will be much worse than the global view. Therefore, we can see that a partial view, selected by an attention window, if properly chosen, can greatly facilitate navigation to deal with complex scenes. A partial view that was chosen improperly may confuse the system. It is extremely di cult for the system to automatically determine such attention windows without knowing the environment beforehand. In this work, we introduce an on-line training method for training a system to use local views based on an appearance-based method (appearance-based methods are those that use normalized intensity pixels directly without requiring humans to de ne what features to extract). Although appearance-based methods published so far have the advantages of automatically deriving features from training samples and being able to adapt to virtually any scenes, incorporation of local views for autonomous vision-guided navigation has not been studied yet. We propose a statebased SHOSLIF which has a stochastic nite-state machine embedded into the appearance-based methods.
In typical indoor navigation along hallways, global views are su cient for making navigation decisions most of the time. Partially views are needed only for di cult sections, e.g. corners and intersections. How does the system know that it is time to use local views, and how does it act di erently for global and local views? These problems can be solved by using system states which keep history information.
In vision-based navigation, the system accepts observation image I t 2 I at time t, where I denotes the space of all possible images. I t can be a global view of the scene or a local view speci ed by the state of the current system. I t is a vector of pixels, where each component is equal to the intensity of the corresponding pixel after a normalization process which linearly transforms intensity of all pixels so that all the pixels have a zero mean and a unit variance. The system has a set of states S, a set of prede ned control signals C for navigation and a set of control signals for attention selection A. The outcome of the system at time t consists of (S t ; C t ; A t ) 2 S C A.
Let X t and Y t be the observations and the outcome random covariates at time t respectively. Let D t be a vector of the present and past input images and past outcomes, i.e. D t = (a1) (a2) (a3) Figure 1 : Why states and attention? (a1) and (b1) show two images around a corner. White boxes in (a2) and (b2) are attention windows of (a1) and (b1) respectively. The attention images of (a1) and (b1) are further shown in (a3) and (b3). (c) and (d) show the correlation image of (a1) with (b1) and (a3) with (b3) respectively, after zeros are padded to the periphery. The training set consists of triples of form (X t ; Y t?1 ;Ỹ t ), t = 1; 2; ; n, where n is the total number of learning samples. X t , Y t?1 andỸ t are the current observation, the previous outcomes, and the current outcome respectively. For e ciency under high dimensional X t , we use recursive partition tree (RPT) to approximate function m. Let 26] , i.e. the transition probability does not depend on input. Here the transition probability of an observation-driven Markov model explicitly depends on observations at each time step. Therefore observation-driven Markov model is nonstationary. Furthermore, autonomous navigation using vision sensor, rather than sonar range sensor, is much more di cult. Vision sensors have much higher dimensionality. Image intensity does not give range information and it is not directly related to spatial range information that is convenient for navigation. Very similar images may requires quite di erent navigation actions.
In our vision-based navigation, three outcomes are required: state (s), control signal (c) for mobile robot, and visual attention signal (a) used to choose the attention window. The observation is a preprocessed input image (I t ) at each time step. Thus, in our model, X t = I t and Y t = s t?1 .
Three estimators are needed for the following regressions:
m s (I; s) = E(s t j(I t ; s t?1 ) = (I; s)) m a (I; s) = E(a t+1 j(I t ; s t?1 ) = (I; s)) m c (I; s) = E(c t+1 j(I t ; s t?1 ) = (I; s)) (3) Among them only the rst equation is an observation-driven Markov model, since the outcome is the next state. The other two are normal mapping functions without recurrence of variables. In practice, we use a single RPT approximator to approximate these three estimators. The output vector from the RPT has three components: one for each of the three estimators.
The overall architecture for vision-based navigation is shown in Fig. 2 . A single RPT tree is used for estimating s (state), c (control signal) and a (attention signal). The current input image I t and the previous state s t?1 are used to derive the next control signal c t+1 and next attention signal a t+1 , and the current state s t . During real navigation, c t+1 and a t+1 are used to control next motion of mobile robot and to extract the subsequent attention windows from the video camera respectively. Attention action is to extract a partial view from the global view of the camera.
Stochastic Recursive Partition Tree for Nearest Neighbor Regression
The main challenge here is that I t has a very high dimensionality (a few thousands). The number of samples is typically smaller than the dimensionality. Thus, traditional classi cation and regression trees, such as CART 2], C4. 5 23] and OC1 20] are not applicable, since they are designed for relatively low dimensional space. We will describe how SHOSLIF addresses this problem.
Navigation as a Content-Based Retrieval Problem
A navigator is trained to perform a complicated function which maps a high-dimensional input (image and state) into the corresponding low-dimensional output (control signal, action, the new state, etc). In the training phase, a set of training images is used to build an RPT, in which each learned sample records a desired input-output pair. The RPT is constructed in the following way. We rst consider batch training in that all the training samples are available for RPT construction. Although the input image I t 2 I has a high dimensionality, all the possible images may be contained in a linear subspace I 0 I with a relatively low dimensionality. The RPT automatically builds a space partition hierarchy to recursively partition space I 0 without explicitly detecting it.
Each training sample has two parts (X i ; Y i ), where X i is the input part X i = (I t ; S t?1 ) and Y i = (S t ; a t+1 ; c t+1 ) is the output part. The root of the RPT takes all the training samples. All the input parts X 1 ; X 2 ; ; X n are used to compute the principal components V 1 ; V 2 ; ; V m which are the unit eigenvectors of the sample covariance matrix R of X 1 ; X 2 ; ; X n associated with the largest m eigenvalues. These m eigenvectors indicate m orthogonal directions of sample distribution along which the samples have the most variations. To minimize the number of projections to be computed while reaching the furthest space partition, we choose m = 1, which results in a binary tree. All the samples X 1 ; X 2 ; ; X n are projected onto V 1 to give i = V T 1 X i (i = 1; 2; ; n).
Compute the mean of the projections = 1 n P n i=1 i . V 1 and is used as split at root. It is a hyperplane. For all the sample X, if V T 1 X < , X belongs to the left child; otherwise, X belongs to the right child. Each child partitions its space in a similar way. At each child node, all the samples assigned to it are used to compute the rst principle component vector, which is used as the normal of the hyperplane and the mean of all the projections on the normal is the point that the hyperplane passes. The split further partition the region belonging to the node into two subregions. Such partition continues recursively until all the training samples falling into the node have the same output part. We quantized the output part so that only a few di erent vectors are possible for state, attention and control signals.
In the performance phase, each newly grabbed input I t with the current state s t?1 is used to retrieve the best-matched input from the RPT. At each node, the hyperplane is used to decide which child the input X belongs to should be further explored. Such a single-path exploring process is continued recursively until a leaf node is reached, whose output part Y is used as the estimated output for the input X.
As can be seen, the principle component analysis can automatically guide the hyperplane split so that it only cuts across the direction in which the samples of the corresponding subcell have the most variation. In other words, the RPT automatically neglect directions along which samples only vary little. But the above single-path search through the RPT does not necessarily always nd the nearest neighbor in the original space of input X, although mostly it does lead to a good match. In practice, we explore K > 1 parallel paths. We measure the distance from the projection of X along the principle component V 1 to the mean of the projections of the samples in the child node.
In addition to the search path explained above, K ? 1 additional child nodes are also explored if the distance is among the K ?1 smallest. Consequently, K leaf nodes are obtained and the nearest leaf node is found among them as the best-matched node.
The average time complexity for each retrieval from a given input X using the binary RPT is roughly O(d log(n)) where d is the dimensionality of input X and n is the number of leaf nodes in the tree, since the RPT tends to build a balanced tree, thanks to the principle component analysis at each internal node. This logarithmic time complexity is crucial for the real-time application here.
Incremental Training
The above batch training is suitable only for a relatively simple task where the number of samples is relatively small. Our task at hand is very complex and the number of samples can be too large to store. Furthermore, a batch training mode does not allow the trainer to dynamically select cases according to the current performance and mistakes, since the training has to be started from scratch whenever the training set is changed.
With incremental learning, the trainer does not need to store the entire training set. The RPT is updated if needed, one sample at a time. As soon as the training sample has been used it is discarded.
An incremental way of computing eigenvector is as follows. First, the data covariance matrix C is estimated from n input column vectors x 1 , x 2 , , x n asĈ =
x is the average the n samples. Then the dominant eigenvector of the estimatedĈ is computed by 1 . Each A k is almost surely bounded and symmetric and the A k matrices are mutually statistically independent with EfA k g = A for all k.
2. The largest eigenvalue of A has a unit multiplicity.
3. k 0, P 2 k < 1, P k = 1.
4. Each A k has a probability density bounded away from zero uniformly in k in some neighborhood of A in R n n .
Then, u k tends to the eigenvector associated with the largest eigenvalue almost surely as k ! 1.
For each inner node, the incremental learning of a new sample can be conducted recursively. When learning a new sample, the mean and dominant eigenvector are updated incrementally. For the corresponding child nodes, only the changes caused by this update need to be processed. Let old list and new list be the old and new sample lists going into a child node respectively, m k and H k be the mean vector and the dominant eigenvector of the child node. Then the processing for each child node can be done recursively as shown below: 
A Case Study for Indoor Navigation
Compared with outdoor road following, vision-based indoor navigation faces tremendous challenges because there are no stable features (e.g. oor edges are often occluded) and no stable contrast pattern along typical navigation paths. This type of environment may cause severe problems in function approximation due to the complexity of the function itself.
For our indoor navigation, the corridor types are shown in Fig. 4 . In this gure, we use the following brief notation to indicate corridor types: \L" for left turn; \R" for right turn; \LZ" for left Z junction; \RZ" for right Z junction; \X" for four-way intersection; and \S" for straight corridor. For each corner or intersection, the situations are further grouped into states: approaching, entering, and exiting a corner or intersection. To reduce the number of states, some of the states can be merged. For example, an indoor corridor section with types \L", \LZ", \R" and \RZ" can be represented by a six-state model, as shown in Fig. 5 . Here approaching corners or intersections is represented as a single state, ambiguity state (\A"). After transition to \A" state, the next transition can loop to itself or jump to \L", \LZ", \R" or \RZ", depending on current visual image I t and previous state s t?1 . The transition from each state depends on the current observation and the previous state estimated by the RPT. Visual attention for local view is needed only at state \A" to disambiguate possible next states. This is true because when approaching any of these turns, global views are all very similar, given the nite number of samples and the desired capability of generalization. A local view during this period can greatly disambiguate the type of turns and whether the turn should be made immediately. In our case the raw input image is of 60 80 pixels: it is averaged with 2 2 window and reduced to half size (30 40) to get the global view; the left and right local attention windows are subregions of the raw input image centered at (15, 22) and (15, 55) respectively but with the same size (30 40). For this arrangement, the attention signal needs only a binary ag to specify whether global view or local view will be used. models. They de ne states on the spatial grid of the hallway paths. Therefore a large number of states are needed. If similar HMMs are directly applied to our vision-based navigation, the complexity of training HMMs will be extremely high, since here the dimensionality of intensity images is much higher than that of sonars. Our vision-based navigation task is much more challenging than sonar-based navigation, since the visual images do not relate to control as directly as range data. On the other hand, with the use of visual images the number of states is greatly reduced in our method, since visual input provides richer information and our system does not need odometer information. For our ODMM model shown in Fig. 5 , the input and output representation is shown in Fig. 6 . S 0 to S 5 are binary elds representing states 0 to 5 respectively; s t is the predicted current state; a t+1 is the predicted attention selection, which is a binary ag indicating whether global view or attention window will be used; c t+1 is the associated output control signal for current (I t ; s t?1 )
pair. The elds marked with solid boxes are concatenated to form a single long 1D vector as input to SRPT. Those elds in dashed boxes are either predicted or associative quantities.
The training data are a collection of quadruples of (s t?1 ; I t ; s t ; a t+1 ; c t+1 ). The control signal of mobile robot consists of the required heading direction and the speed. All the state transitions in our observation-driven Markov model need to be trained . 
Experimental Results
Our mobile robot Rome (RObotic Mobile Experiment), built on a labmate made by TRC, was used to test our algorithms. In our experiments, we trained the robot to navigate along the loop shown in Fig. 7 , which is on the third oor of the MSU Engineering Building. The oor plan covers an area of approximately 136 116 square meters. Along corridors, there are six types of local corridor structures shown in Fig. 4 : \L", \R", \LZ", \RZ", \T" and \S." Some sample training images around corners and junctions are shown in Fig. 8 . As can be seen, the appearances of these scenes are quite di erent, and the widths of straight corridor segments are di erent too. Navigation using only a single camera in this environment is very challenging for methods that use prede ned features, since the presence of features are very irregular. We interactively trained the robot along the corridors. At each location, an input image is grabbed. It is associated with the previous state. The desired control signal is the di erence between current heading and the heading after interactive correction. Heading directions were read from the robot's internal register. The human supplied the current state. As explained earlier, the input image was normalized to have a zero mean and a unit variance to suppress the e ect of absolute lighting brightness and contrast variation to some degree. Then this preprocessed raw input image and the previous state information were used to query the RPT. If the retrieved output was within error tolerance, the new sample was rejected without being learned; otherwise, the new sample was used to update the RPT. This process avoids unnecessary updating the tree when the tree is good enough.
Under human interactive control, the robot took signi cant amount of training samples around each section of the loop, with a goal to cover basic variation of the scene. As soon as the robot rejected most recent samples, it moved on to learn new sections. When the robot rejected all samples along all the paths, we set Rome free.
Rome roamed at a speed of 40 cm/s. It slowed down when the correction in heading direction is larger than 10 or it entered a non-straight state. There behaviors of course were trained interactively by the human trainer.
In order to remove the spurious state transitions without resorting to higher order Markov models, a voting scheme was used. We kept the state history up to ve steps (image frames). A histogram of history states was computed. The state transition was con rmed only when the number of votes was more than two out of ve; otherwise the current state was unchanged. Fig. 9 shows sample state transitions of more than two passes along the tested loop. As shown in Fig. 5, around each corner or intersection, a transition to state \A" always precedes the con rmed corner or intersection state. From Fig. 9 we can see that the smoothing scheme did help in achieving a stable navigation behavior. To provide a visualization of navigation behavior, some sample control signals with associated states are showed in Fig. 10 . The robot turned left in Figs. 10(a) and (c). In Fig. 10(b) , the robot turned right then left around corner 4, which is an \RZ." From Fig. 10(d) , it can be observed that along a straight section, the robot turned with much smaller magnitude which resulted in a smooth navigation behavior.
Are states and attention necessary? We trained the system in a similar way except that the state vector was absent. We call it a stateless SHOSLIF. As we explained earlier, this means that it can not use local views either. Without the use of states, stateless SHOSLIF experienced di culties in guiding the robot to navigate through the tested loop. It failed to make the 4th corner, which is an \RZ." Fig. 11 shows how it failed by displaying plots collected from sample navigation trajectories. Figs. 11(a) and (b) show two failure cases when states were not used. Fig. 11(a) shows a case when the robot retrieved images with left turn around critical turning points, since the visual appearances around these positions are similar to some other images around a left turn, e.g. the 6th corner. The robot turned left and then ran toward the wall. Fig. 11(b) shows another case where the robot underturned right and failed to make the 4th corner. Fig. 11(c) shows how the robot performed after the state information was incorporated: the robot successfully made the turn with state-based SHOSLIF. The states were crucial in disambiguating critical scenarios. In order to provide a sense about how smoothly the robot navigates and how stable the behaviors are, we measured the robot's navigation trajectories with di erent starting positions. Each time the robot started from a di erent location away from the center of the hallway. Fig. 12 shows detailed plots of six sample drives around corner 4, which is an \RZ" turn and turned out to be the most di cult turn in the entire tested loop. These trajectories were collected by attaching a marker to the center of the rear bumper. The coordinates of sample trajectory points were manually collected at the test site. The accuracy of the data plot is within 1 inch. Fig. 12 indicates how these trajectories with di erent starting positions tend to display less deviation after making the turn and covering more distance. Fig. 13 shows how the robot navigated around the fth corner. Fig. 14 shows the mobile robot's views when it navigated around corner 5. An image was grabbed and used to update the control at every single time step.
The content-based retrieval of each input (I t ; s t?1 ) was performed at a frequency of 6 HZ on the onboard SUN SPARC-1 workstation onboard the robot. The incremental learning was conducted using the same workstation. In a separate batch training experiment, a set of 272 samples took about 26 seconds on a SUN SPARC-10 workstation. The time record is shown in Fig. 15 . The maximal response time per learning sample is within 1 second. For most of the training samples, the incremental learning took less than 0.3 second per image frame. But the incremental learning time is not uniform for each training sample, since it depends on the number of samples which need to be redistributed at the internal nodes of the RPT along the searched path, as the algorithm of Fig. 3 indicates. We have conducted test repeated runs to observe the performance stability of the learned robot. One pass of autonomous navigation along the tested loop took about 20 minutes. The robot was observed to continuously run for longer than 5 hours several times before the onboard batteries, which provided the power, were low. In dozens of such tests conducted so far, the robot all performed well without hitting the wall or the hallway doors. During these navigation tests, passers-by were allowed to pass naturally. The mobile robot was not confused by these passers-by largely because it uses automatically derived principle components as features, which cover the entire image. 6 Comparison with Two ANN-based Approaches SHOSLIF is used here as a general computational tool for approximating a function f: X ! Y where X is a high dimensional space. Two popular arti cial neural networks that have been used for vision-based navigation are multilayer perceptron (MLP) by ALVINN 24] and radial basis function network (RBFN) by ROBIN 27] . We compared our SHOSLIF with these two types of neural networks. We used two separate sets of data, Set 1 and Set 2, for comparison. Both sets of data were collected on two separate occasions on the 3rd oor of our Engineering Building. Training with either set of training samples resulted a SHOSLIF RPT which gave successful performance when tested in the trained loop. Set 1 and Set 2 contain about 500 and 300 samples of (I t ; s t?1 ; s t ; c t )
respectively. Set 1 is more redundant and covers more scenes than Set 2 does.
To map (I t ; s t?1 ) into current heading c t , we used the same output representation as ALVINN and ROBIN: the output pattern of each training sample is a Gaussian distribution peaked at the desired heading. In our simulation implementation of MLP and RBFN, the output layer has 21 to 31 nodes with a resolution of two degrees apart. A sample training input{output pair is shown in Fig. 16 . After the neural network is trained, the output heading is taken as the peak of a Gaussian t to the outputs of neurons at the output layer.
Multilayer Perceptron
For simulation of a two-layer feedforward neural network, we used \trainbpx" function in the MATLAB neural network toolbox. This function can adaptively adjust learning rate. Similar to ALVINN, we used four to nine hidden nodes in our simulation. Our simulation showed that for our complex indoor images it was very unlikely for multilayer perceptron (MLP) to converge to reasonable weights if it starts with random initial weights. To clearly study this we used three sets Set B A full set of 318 (30 40)-pixel real images. This set of images was used in our training of SHOSLIF-N for vision-based navigation. It includes 210 images from straight hallway sections and 108 images from corner sections. Images were collected from corners 1 and 2 and three straight sections connected to these two corners.
Set C Synthetic data set. We generated a road map for navigation, where the road is white and the other parts of the scene are all black as shown in Fig. 17(a) . Given the road, synthetic sample images were generated with di erent orientations and translations along the trajectory. For square road map in Fig. 17 , a typical set consists of 100 (30 40 (a) Road map. The dark area is nonroad and the white area is the road.
(b) Synthesized sample images. Figure 17 : Some synthesized sample images generated at di erent locations and with di erent orientations along the simulated navigation path. These images were generated using a perspective projection camera model.
When the size of problem is small, i.e. the number of images is small and the size of image is also small, the training of feedforward network went successfully. We trained a few MLP, each starting from a di erent random initial weights. The best MLP gives a reasonable error rate. But we found that when the input dimension is increased to, e.g. 30 40, the MLPs starting with random initial weight would not converge to reasonable solutions. We ran our MATLAB script les 100 times, each time with a di erent random guess of initial weights. The training epoch was set to 10,000, large enough to converge to a local minimum. Fig. 18 shows the sum of errors for these 100 MLPs using Set A. Here we used four hidden nodes as indicated in 24]. Fig. 18 shows that the weights did sometimes converge to a good solution for the training set, although only very few trials provided solutions with small sum-of-squares (SSE) errors as shown in Fig. 18(a) . Our simulation with Sets B and C got similar results: the learning process easily got stuck to poor local minimums and resulted in large SSEs. To avoid these problems with random initial guess for weights, we proposed to use a more sophisticated way of generating initial weights, the one that is similar to the spirit of SHOSLIF. It is called principal component regression (PCR) 9]. The weights for hidden nodes are initialized with the principal components of the input patterns, while those of the output nodes are initialized with linear regression between desired outputs and the response of the hidden nodes. This way of initialization of MLP using PCR led to much better convergence in our experiments. One example is shown in Fig. 19 . Set A was trained with 1000 epoches. The learning process converged quickly and resulted in very small sum-of-square error. Comparing Fig. 18 with Fig. 19 we can see that the network output initialized with PCR is much smoother and the network output gives less errors. ] used K-means clustering algorithm for center selection but the results were not satisfactory. So they used \forced-clustering" by manually assigning subset of input patterns as centers. Their procedure was implemented in our comparative study except that here we used orthogonal least squares (OLS) 3] to do the automatic center selection for a better performance.
Comparison
In this section, we report our result of comparison for SHOSLIF, MLP and RBFN discussed above. We used Set 1 to for training and Set 2 for testing. The heading error histograms are plotted in Fig. 20 , for all three methods. SHOSLIF always gets perfect retrieval for the training set, so the error histogram concentrates on a single bin with zero errors.
In addition to heading error comparison shown in Fig. 20 , we also compared the accuracy of state-prediction for the three methods. Here the current image and previous state (I t ; s t?1 ) is mapped into current state s t which is a state label. This mapping is classi cation, rather than regression which maps (I t ; s t?1 ) into a numerical number c t . Therefore networks for classi cation, instead of regression, should be used. An MLP with a linear output layer 34] has been known to perform discriminant analysis or classi cation. We used a three-layer MLP, with two hidden layers, for state prediction. The number of output nodes is the same as the number of states, which are coded as binary patterns. For network output, the node with the highest response corresponds to the predicted state. In our tests, the number of nodes in the rst hidden layer ranged from 4 to 15, while the number of nodes in the second hidden layer ranged from 4 to 10. RBFN can also be used for classi cation. Similar to MLP, the states are coded as binary patterns and the number of output nodes is the same as the number of states. The output node with the highest response gives the predicted state. As explained earlier, the centers are automatically selected using the orthogonal least squares technique 3].
We used one set of data for training and the other for testing, and then reverse the role of train set and test set for cross-validation. The accuracy of state prediction is reported in Table 1 . For MLP, it has a tendency to over t the training data, which usually results in poor generalization performance for the test set. Therefore, we determine the number of epochs using a simple crossvalidation process: check the state prediction accuracy of both the train set and the test set. The number of epochs which leads to a balanced performance for both the train and test sets was chosen. Since Set 1 is more redundant then Set 2, training with Set 1 leads to better performance when tested with the disjoint Set 2. From Table 1 The response speeds of these three methods are reported in Table 2 . After training with each learning mechanism with Set 2, the response time in milliseconds was recorded on a SUN SPARC-10 workstation. The recorded time is the CPU time spending in mapping input to output, not including time required for grabbing images from camera. For ANN-based methods, the response time was that of C programs for network computation using the learned parameters computed by the MATLAB.
MLP RBFN SHOSLIF Response time 5.9 ms 84.0 ms 28.3 ms A qualitative comparison among MLP, RBFN and SHOSLIF is summarized in Table 3 . The major power of SHOSLIF stems from its local adaptive nonparametric regression, which is more exible than global parametric regression. Its recursive partition tree provides a good tradeo between speed and performance. Projection pursuit 12] is another well known adaptive algorithm for function approximation, but with a very high computational complexity. Friedman 10] provides an excellent discussion on this subject. Both MLP and RBFN use global parametric regression and try to minimize the global least squares error. When a learned MLP is exposed to more scenarios, it performance for previously learned samples may deteriorate. This is known as the \memory loss" problem. RBF network for navigation has been shown to experience less memory loss problem by Rosenblum and Davis 27] . With SHOSLIF, the memory loss problem is further alleviated due to its use of local nonparametric regression and dynamically increased tree nodes. With MLP or RBF network, our experiments showed that there was little problem in training the network to deal with one corner. However, when the network was exposed to several corners and intersections, the situation deteriorated. Both MLP and RBFN often failed to navigate through the tested loop, especially around corners 3 and 4 in Fig. 7 , although all three methods used the same set of training data. ALVINN experienced similar problems when exposed to various road conditions. Pomerleau 24] used a rule-based method to arbitrate individual networks trained for speci c roads. The integration or arbitration of several networks is a di cult task. Here we use state information to systematically accomplish the task. No explicit rule for network arbitration is involved using the state-based SHOSLIF method.
According to our experience in the experiments, SHOSLIF is advantageous in at least two aspects: (1) ease of training; (2) better performance after it is trained. Although the MLP could give a reasonable performance, many random trials are needed for initial weights if random initial weights are used. The RBF network does provide a better performance than the MLP, but is not as good as SHOSLIF. When most of the training samples are used as centers, the RBF network will act like a nearest neighbor estimator, but then the computation complexity will be prohibitive when the number of training samples is large. On the other hand, our SHOSLIF gives superior performance with ease of training, it has to pay extra cost in storing prototypes of training samples. It seems that the payo from extra storage enables state-based SHOSLIF to reach a good performance accuracy with a real-time speed under challenging indoor environment. The training of SHOSLIF is also signi cantly faster than MLP and RBF network.
Mapping of SHOSLIF into ANN Architecture
The learning algorithm used in SHOSLIF can be easily mapped into ANN architecture. The most dominant eigenvector for binary partition of each inner node can be computed by various neural learning algorithms (e.g. Oja 22] and references therein). The tree structure of SHOSLIF can also be mapped into an ANN architecture 28]. Suppose that we have a binary tree with t splits and t + 1 leaves. Each split can be implemented by weighted sum with a threshold mechanism. Thus, the ANN architecture for SHOSLIF has the same network topology as the tree itself.
Conclusions and Future Work
The characteristics of the proposed algorithm can be summarized as follows: (1) An observationdriven Markov model for vision-based navigation. The state information and visual attention have been incorporated systematically into the proposed framework to deal with more complex scenes. (2) The ODMM is realized by a nonparametric approach|the SHOSLIF regression method. A stochastic recursive partition tree is used for e ciently computing the best matches for the highdimensional visual input data in real-time. The overall learning algorithm is a local nonparametric adaptive regression, which exhibits more exibility and better performance than global parametric regression used in both MLP and RBF network. (3) The appearance-based method. Compared with other navigation approaches using sonar or odometer sensors, the use of visual intensity image provides richer information and hence the number of states is greatly reduced. The appearancebased method automatically derives the best features as the principal component features, as used in a at space by Kirby and Sirovich 15] and Turk and Pentland 33] . Consequently, it does not require humans to de ne features, which is a di cult and ad hoc task.
Some future researches will be conducted: (1) More extensive tests will be conducted, especially under di erent navigation environments. The capability of appearance-based approach in dealing with factors such as lighting is an issue common to MLP-and RBFN-based road following. Although recent studies such as the use of discriminant analysis 30] have demonstrated a power to deal with unrelated factors, further studies on this important issue are needed. (2) The use of direction commands which allows to make di erent turns at the same intersection. This can be done using our current framework by allowing states to include information about the desired turning direction.
The feasibility of the proposed framework can be further utilized in these future studies.
