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Abstract
Human-robot collaborations have been recognized as an essential component for future factories. It remains challenging to properly
design the behavior of those co-robots. Those robots operate in dynamic uncertain environment with limited computation capacity.
The design objective is to maximize their task efficiency while guaranteeing safety. This paper discusses a set of design principles
of a safe and efficient robot collaboration system (SERoCS) for the next generation co-robots, which consists of robust cognition
algorithms for environment monitoring, efficient task planning algorithms for reference generations, and safe motion planning and
control algorithms for safe human-robot interactions. The proposed SERoCS will address the design challenges and significantly
expand the skill sets of the co-robots to allow them to work safely and efficiently with their human counterparts. The development
of SERoCS will create a significant advancement toward adoption of co-robots in various industries. The experiments validate the
effectiveness of SERoCS.
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1. Introduction
1.1. Human-Robot Collaboration in Manufacturing
In modern factories, human workers and robots are two ma-
jor workforces. For safety concerns, the two are normally sep-
arated with robots confined in metal cages, which limits the
productivity as well as the flexibility of production lines. In
recent years, attention has been directed to remove the cages
so that human workers and robots may collaborate to create a
human-robot co-existing factory [1, 2] as illustrated in Fig. 1.
The potential benefits of uncaged robots are huge and exten-
sive. For example, they may be placed in human-robot teams in
flexible production lines [3, 4]. It is observed that the empha-
sis in manufacturing will shift from mass production to mass
customization, as consumers’ interest in personalized products
keeps increasing [5]. In response to such shifts, many research
and development efforts have been directed to flexible automa-
tion [6, 7]. However, it is difficult to make the current pro-
duction lines with robots truly flexible, due to the rigidity of
the current generation of industrial robots. On the other hand,
including human workers in the human-robot teams will bring
flexibility, intelligence and versatility to automation.
Automotive manufacturers such as Volkswagen [8] and
BMW [9] introduced human-robot cooperation in final assem-
bly lines in 2013. In BMW’s factory in Spartanburg, South Car-
olina, robot arms cooperate with human workers to insulate and
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Figure 1: Flexible production lines in the future, which involve human-robot
co-operation and co-inhabitance.
water-seal automobile doors in final door assembly. The robot
spreads out and glues down material that is held in place by the
human worker’s more agile hands. Before the introduction of
these robots, workers had to be rotated off this uncomfortable
and physically straining task after one or two hours to prevent
elbow strain. In addition to cooperative robot arms, other types
of cooperation are attractive [10]. For example, cooperation
among automated guided vehicles (AGVs) and human workers
[11] in factory logistics. Such cooperation will be key to mak-
ing the factories of the future productive and competitive, which
will revitalize the production system and enhance the world’s
economy.
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1.2. Co-Robot: State of the Art
There are several commercialized safe cooperative robots
or co-robots on the market, such as UR5 from Universal
Robots (Denmark) [12], Collaborative Robots CR family from
FANUC (Japan) [13, 14], Baxter from Rethink Robotics (US)
[15], NextAge from Kawada (Japan) [16] and WorkerBot from
Pi4 Robotics GmbH (Germany) [17]. Most of these robots en-
sure safety using two protection mechanisms: 1) motion shut-
down when a potential collision is predicted; and 2) impact re-
duction if a collision takes place. These mechanisms are very
primitive. The current design approach for co-robots 1) sacri-
fices efficiency for safety and 2) require extensive programming
in order to adapt these robots to different tasks, which is not de-
sirable from the viewpoint of productivity.
In literature, several successful implementations of non-
industrial co-robots have been reported, e.g., home assist robots
[18], museum tour guide robots [19, 20] and nursing robots
[21]. To enable interactive behaviors, complex software archi-
tectures are developed to equip the robots with various cogni-
tion, learning, and motion planning abilities. However, these
robots are mostly of human-size or smaller with slow motion,
which may not be cost-efficient for industrial applications as
discussed in section 1.1. To fully realize a human-robot co-
existing factory, the software design methodology for high per-
formance industrial co-robots, especially those that are large in
size, with multiple links and complicated dynamics, needs to be
explored.
On the other hand, safety of industrial robots during physi-
cal human-robot interactions (pHRI) also attracts attention from
standardization bodies [22], research communities [23, 24, 25],
as well as major robot manufacturers [26, 27]. However, ex-
isting researches mainly focus on intrinsic safety, i.e., safety
in mechanical design [28], actuation [29, 30, 31] and low level
motion control [32, 33, 34]. Behavioral safety during collabora-
tions and interactions, which depends on a clear understanding
of the environment and the ability to generate responsive mo-
tions, still needs to be explored.
In addition to safety, the task efficiency of industrial robots
is also important. As production lines become more flexible,
robots need to be able to adapt to various tasks. The emphasis
of motion planning is shifting from rigid methods such as hard
coding to flexible skill-based methods [35], e.g. robots should
understand certain generalized skills to perform various tasks
and be able to generate motion in different environments.
1.3. The Design Challenges
Moving robots from cages poses new challenges in robotics
as robots and human workers now directly interact with each
other. A prerequisite for successful collaboration between hu-
mans and robots is to guarantee the safety of the humans. At the
same time, it is important to ensure that robots collaborate with
humans with the best performance possible, i.e., the robot mo-
tion should be both safe and efficient. In well-defined and de-
terministic environments, safety and efficiency can be achieved
by the state of art. However, interactions with human work-
ers bring a lot of uncertainties to the system. Moreover, the
SafetyEfficiencyDesign Objective
UncertaintyComputationDesign Challenges
Figure 2: The challenges in designing the behavior of the co-robots.
onboard computation power is limited to allow the robot to ac-
count for all possible scenarios during real time interactions.
These represent major challenges faced by the co-robots as
summarized in Fig. 2. This paper discusses methods to design
the behavior of those co-robots in dynamic uncertain environ-
ment with limited computation capacity in order to maximize
task efficiency while guaranteeing safety.
1.4. Contributions of the paper
This paper discusses a set of design principles of a safe and
efficient robot collaboration system (SERoCS) for the next gen-
eration co-robots, which consists of robust cognition algorithms
for environment monitoring, efficient task planning algorithms
for safe human-robot collaboration, and safe motion planning
and control algorithms for safe human-robot interactions (HRI).
The proposed SERoCS will address the design challenges and
significantly expand the skill sets of the co-robots to allow them
to work safely and efficiently with their human counterparts.
The development of SERoCS will create a significant advance-
ment toward adoption of co-robots in various industries.
The remainder of this paper is organized as follows. Sec-
tion 2 provides an overview of SERoCS. Sections 3 to 5 discuss
each module in details. Section 6 provides both theoretical and
experimental evaluations of SERoCS. Section 7 concludes the
paper.
1.5. Nomenclature
xR Robot state (xR for corresponding trajectory)
uR Robot control input (uR for corresponding trajectory)
xH Human state (xH for corresponding trajectory)
xe Environment state (xe for corresponding trajectory)
piR Sensory information
t Time (s)
k Time step
T Planning horizon (s)
ts Sampling time (s)
N Planning steps = T/ts + 1
Γ Constraints on the robot trajectory
Ω Constraints on the robot input
J Cost function
XS The safe set
p Human plan
Ps Source point cloud set
Pt Target point cloud set
g Grasp pose
2
t The center of grasp
R The orientation of grasp
F The convex feasible set
φ The safety index
RS Safety constraint on the robot state space
US Safety constraint on the robot control space
2. Overview of SERoCS
This section provides an overview of SERoCS. The behavior
design problem during human-robot collaboration is described
mathematically, followed by the introduction of the SERoCS
architecture that solves the problem. An example is provided to
illustrate the desired performance.
2.1. The Mathematical Problem
For simplicity, this paper focuses on the scenario with one
robot and one human. The methodology extends to scenarios
with multiple robots and multiple humans. Denote the robot
trajectory from current time t to time t +T as xR := xR(t : t +T ).
The planning horizon T can either be chosen as a fixed num-
ber or as a decision variable that should be optimized up to
the accomplishment of the task. Similarly, the trajectories of
the human and the environment from t to t + T are xH and xe.
The sensory information piR contains information up to current
time t. To obtain desired motion trajectory for the robot during
human-robot collaborations, the following optimization prob-
lem is considered,
min
xR
E [J(xR, xH , xe) | piR] , (1a)
s.t. xR ∈ Γ, (1b)
P ({(xR(t), xH(t), xe(t)) ∈ XS } | piR) = 1,∀t, (1c)
where (1a) is the expected cost for task performance. The cost
function J evaluates the trajectories of the robot, the human,
and the environment. Equation (1b) represents the feasibility
and dynamic constraint on the robot trajectory. The planned
trajectory should be executable by the robot hardware, consid-
ering the robot dynamics
x˙R(τ) = f (xR(τ)) + h(xR(τ))uR(τ), (2)
which is assumed to be affine in the control input. The functions
f and h are assumed to be smooth. Then Γ = {xR : ∃ uR(τ) ∈
Ω, s.t. x˙R(τ) = f (xR(τ))+h(xR(τ))uR(τ), ∀ τ ∈ [t, t+T ]}. The set
Ω is assumed to be convex. Equation (1c) is a chance constraint
for safety. The safe set XS is a subset of the system’s state space.
The system state should belong to the safe set with absolute
certainty.
There are two steps in generating a desired robot motion tra-
jectory:
• Formulation of the problem (1);
• Solving the problem (1) for xR.
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Figure 3: Safe and efficient robot collaboration system (SERoCS).
During problem formulation, the trajectories xH and xe need to
be predicted, which will be handled by an environment monitor-
ing module. The cost function J needs to be constructed given
current task progress, which will be handled by a task plan-
ning module. Finally, the optimal trajectory will be obtained by
solving problem (1) in a motion planning module. The three
modules are the main components in SERoCS, which will be
discussed in detail below.
2.2. The Architecture of SERoCS
The architecture of the SERoCS is shown in Fig. 3, which
depicts the tasks in a one human worker and one robot situation,
but can also extend to multi-agent situations.
T1. Environment Monitoring with Human Motion Prediction
The input of this module is the sensory information piR. The
output consists of the current states xH(t) and xe(t) as well as
the predicted trajectories xˆH and xˆe. To generate high fidelity
prediction, a learning-based method is used. Offline deep learn-
ing is employed to construct cognition models for human plan
recognition and human motion prediction. Online learning is
designed to adapt the models to time-varying behaviors and
quantify the uncertainties in the prediction.
T2. Task Planning with Skill Library Learned from Human
Demonstration
The input of this module is the sensory information piR and
the predicted trajectories xˆH and xˆe. The output is parameters
in the cost function J, especially the target pose or trajectory
reference that a robot show arrive at or follow. In order to adapt
to various tasks and environment, the robot learns offline to per-
form different tasks from human demonstration and record the
knowledge in their motion skill library. During online execu-
tion, the robot adapts to different environments by generating
corresponding objectives using the motion skill library.
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(a) Step 1: Learning the human behavior and constructing a cognition model in order to predict the human motion online (T1). (i) The human
assembles the two workpieces together. (ii) The human picks the tool. (ii) The human uses the tool to fasten the assembly.
(b) Step 2: Learning to grasp the tool by lead-through-teaching (T2). (i) The configuration before teaching. (ii) Human drags the robot to the
desired grasping point. (iii) Human guides the robot to grasp and lift the tool.
(c) Step 3: Online human-robot collaboration enabled by human motion prediction (T1) using the cognition model constructed in step 1, task
planning (T2) using the learned skill in step 2, and online motion planning (T3). (i) The human assembles the two workpieces together and the
robot stays away from the human. (ii) The human finishes the assembly and the robot recognizes that the human needs the tool. (iii) The robot
moves toward the tool. (iv) The robot picks up the tool. (v) The robot passes the tool to the human. (vi) The human fastens the assembly using
the tool and the robot steps back.
Figure 4: Illustration of the expected performance of the SERoCS in human-robot collaboration. The robot helps the human performing an assembly task by passing
a tool. Human subjects and environment configurations vary in different steps.
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T3. Safe and Efficient Motion Planning and Control in Real
Time
The input of this module is the optimization problem (1),
where the objective function is given by task planning in T2
and the safety constraint depends on the predicted trajectories
in T1. The output is the desired motion trajectory xR. To en-
sure real time computation of a feasible and safe trajectory, a
parallel planning and control architecture is developed, which
consists of a long term efficiency-oriented planner and a short
term safety-oriented controller. Real time algorithms are devel-
oped to solve the problems efficiently and make the SERoCS
scalable.
2.3. Example
The expected performance of SERoCS is illustrated through
an example of human-robot collaborative assembly in Fig. 4.
There are three steps. In the first step, the robot learns the hu-
man behavior (in the example, the procedure for assembling the
workpieces). In the second step, the robot learns to grasp the
tool by human lead-through teaching. In the third step, the robot
helps the human in finishing the assembly task which it learned
in the first step by passing the tool to the human. The first two
steps are called offline learning, while the last step is called on-
line execution. The learned human behavior in the first step is
recorded in the cognition model library, while the learned skill
in the second step is recorded in the skill library. During online
execution, the motion planning problem is formulated accord-
ing to the outputs of the two libraries. The motion trajectory is
then computed in real time.
3. T1: Environment Monitoring
Environment monitoring aims to detect both workpieces (as
static objects) and humans (as moving objects). As factory en-
vironment is highly structured, detailed CAD models of the
static objects are usually available, which simplifies the recog-
nition and detection of the workpieces. It is more challenging
to monitor moving objects, i.e., human. This section discusses
methods to track and predict the human plan p, and the human
trajectory xH .
The human plan p corresponds to different ways to com-
plete a task. Assuming there are K different plans, then p ∈
{1, 2, ...,K}. The robot needs to know what plan the human is
executing for smooth collaboration. For example, in Fig. 4,
once the robot realizes that the human’s plan is to assemble
the two workpieces, it then passes the right tool to the human
to let him fasten the assembly. By predicting the human plan,
the robot can make corresponding long-term plans in advance,
which improves task efficiency. Human trajectory consists of a
sequence of the human’s joints positions. Prediction of the hu-
man trajectory helps the robot determine the safety constraint
(1c). Accurate prediction improves safety as well as task ef-
ficiency. In this paper, we use Kinect to detect human’s joint
positions.
To predict the human’s plan and trajectory, learning-based
methods are used. A cognition model library for human plan
Human 
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Recognition
Plan 𝑝 Human motion 
prediction 
model
predictions of 
human motions
Human Skeletal 
Trajectory
Figure 5: Environment monitoring diagram.
recognition and human motion prediction is built offline by
learning different human behaviors. Online algorithm is de-
veloped to make predictions of time-varying human behaviors
using the trained models in the library. The process is shown in
Fig. 5. The human plan recognition model takes the previous
human trajectory and predicts the plan p. The human motion
prediction model takes the previous human trajectory and the
predicted plan to predict the future human trajectory.
3.1. Trajectory Based Plan Recognition
A plan is a sequence of actions, e.g., picking, screwing the
hinge, etc. There may be many plans for a human to complete
a task. For instance, if the human needs to go to two places, A
and B, he or she can either go to place A first, or go to place B
first, which correspond to two different plans. Plan recognition
is to predict which plan the human is conducting. It is better to
have accurate recognition as early in time as possible.
The human trajectory provides information on the plan that
he or she is conducting. In a highly structured factory environ-
ment, different plans lead to different motions, especially when
the task is location-sensitive. In this sense, we can recognize
plans robustly and accurately using only trajectories as inputs.
The state-of-the-art deep learning method provides highly ac-
curate image classification. Taking the advantage of the deep
learning method, we transform the 3D trajectories into colored
images, then train a convolutional neural network model for
plan recognition. The way to transform the trajectories is shown
in Fig. 6. The trajectories of human for each time step are pro-
jected to the XY plane, the YZ plane, and the ZX plane. These
three images are then put into RGB channels respectively to get
the training images. The training images together with manu-
ally assigned labels are then used to train an Alexnet [36].
The trained model will be used for online prediction of the
human plan p. The identified task plan will be sent to T2 for
robot task planning, and be used in human motion prediction.
3.2. Motion Prediction
3.2.1. State Transition Model
Sample the human trajectory by rate ts. At current time step
k, x∗H(k) denotes human’s past trajectory at time steps k, k −
1, . . . , k − N + 1. xH(k + 1) denotes human’s future trajectory at
time steps k+1, k+2, . . . , k+N. Note that xH(k) = x∗H(k+N−1).
The dynamics of human motion are described by the following
equation
xH(k + 1) = f ∗(x∗H(k), p) + wk, (3)
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(b) Three view of the trajectory.
(c) The RGB image by combining the three view images.
Figure 6: Transforming a trajectory into an image.
where f ∗(x∗H(k), p) : R
3N × N1 → R3N is assumed to be an an-
alytical function, representing the transition of the human mo-
tion. The noise wk ∈ R3N is zero-mean Gaussian and white.
The nonlinear function f ∗(x∗H(k), p) is modeled using a two-
layer Neural Network
f ∗(x∗H(k), p) = W
T max(0,UT sk) + (sk), (4)
where sk = [x∗H(k)
T , pT , 1]T ∈ R3N+2 is the input vector to
the Neural Network. max(0,UT sk) is the activation function.
(sk) ∈ R3N is the function reconstruction error that goes to
zero when the neural network is fully trained. W ∈ Rnh×3N , and
U ∈ R(3N+2)×nh where nh ∈ N is the number of neurons in the
hidden layer of the neural network [37].
3.2.2. Quantifying Uncertainty in Prediction
Due to humans’ time varying behaviors and individual differ-
ences among difference people, the state transition model is also
adapted online. For simplicity, we only adapts W and keeps U
(𝑥#∗ 𝑘 , 𝑝)input	layer 𝑥# 𝑘 + 1output	layer
𝑈 W
hidden layer
Figure 7: Two layer neural network for human motion transition model. The
activation function for hidden layer is x 7→ max(0, x).
constant. To provide safety guarantees, we also quantify the un-
certainty of W during online adaptation [38]. Reshape the ma-
trix W to a vector θ ∈ R3Nnh by stacking all the column vectors
of W. To account for time varying behaviors, θ is considered a
time varying parameter, where θk denotes its value at time step
k. Define a new data matrix Φk ∈ R3N×3Nnh as a diagonal con-
catenation of N pieces of max(0,UT sk)T . Using Φk and θk, (3)
and (4) can be written as
xH(k + 1) = Φkθk + wk, (5)
Let θˆk be the estimate of θk at time step k and θ˜k = θk − θˆk be
the estimation error at step k.
State estimation. The a priori estimate of the state and the es-
timation error is
xˆH (k + 1|k) =Φkθˆk, (6)
x˜H (k + 1|k) =Φkθ˜k + wk. (7)
Since θˆk only contains information up to the (k − 1)th
time step, θ˜k is independent of wk. Thus the a pri-
ori mean squared estimation error (MSEE) Xx˜x˜ (k + 1|k) =
E
[
x˜H (k + 1|k) x˜H (k + 1|k)T
]
is
Xx˜x˜ (k + 1|k) = ΦkXθ˜θ˜(k)ΦTk + Var(wk), (8)
where Xθ˜θ˜(k) = E
[
θ˜kθ˜
T
k
]
is the mean squared error of the pa-
rameter estimation.
Parameter estimation. The parameter is estimated as
θˆk+1 = θˆk + FkΦTk x˜H (k + 1|k) , (9)
where Fk is the learning gain. Since the system is time varying,
∆θk = θk+1 − θk , 0. The parameter estimation error is
θ˜k+1 = θ˜k − FkΦTk x˜H (k + 1|k) + ∆θk. (10)
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The estimated parameter is biased and the expectation of the
error can be expressed as
E
(
θ˜k+1
)
=
[
I − FkΦTk Φk
]
E
(
θ˜k
)
+ ∆θk
=
k∑
n=0
k∏
i=n+1
[
I − FiΦT (i) Φ (i)
]
∆θn. (11)
The mean squared error of parameter estimation follows
from (10) and (11):
Xθ˜θ˜ (k + 1)
=FkΦTk Xx˜x˜ (k + 1|k) ΦkFk − Xθ˜θ˜(k)ΦTk ΦkFk − FkΦTk ΦkXθ˜θ˜(k)
+ E
[
θ˜k+1
]
∆θTk + ∆θkE
[
θ˜k+1
]T − ∆θk∆θTk + Xθ˜θ˜(k). (12)
Since ∆θk is unknown in (11) and (12), it is set to an average
time varying rate dθ during implementation.
At step k, the predicted trajectory xˆH(k + 1|k) together with
the uncertainty matrix Xx˜x˜(k +1|k) is then sent to T3 to generate
the safety constraint (1).
4. T2: Task Planning
Given the prediction of the human plan as well as the envi-
ronment information, the objective of task planning is to gen-
erate a set of reference actions of robots to assist the human.
As shown in the aforementioned example in Fig. 4c, the robot
realizes that the human needs a tool to fasten the assembly, then
it grasps and delivers the correct tool to the human. In this sce-
nario, the task planning module needs to find the appropriate
object from the clustered environment and determines the best
pose for grasping. The framework of task planning is shown in
detail in Fig. 8. A skill library for robot grasping is trained of-
fline, which stores grasp examples learned from human demon-
stration. During online operation, the robot registers the target
object with a learned sample, and transforms the grasp pose on
the sample to a grasp pose on the target object.
Although the stored grasp examples can provide good grasp-
ing points on the source objects among the examples, it is non-
trivial and not data-efficient to collect grasp examples for all
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Figure 9: The robot grasp transfer through non-rigid registration.
objects. We classify objects in a typical assembly line into sev-
eral categories. Objects in each category share similar topolog-
ical structures but may be different in shape and size. In this
paper, the category of the target object will be classified by its
similarities towards the source objects. Then the grasp pose is
transferred from the identified source object to the target ob-
ject. Both the similarity measure and the grasp pose transfor-
mation require the alignment between the target object and the
source object. This task is formulated as a point set registra-
tion problem. An example concerning grasping of a toy robot
manipulator is given in Fig. 9. In the training scene, five good
grasp poses are taught on the toy manipulator and labeled in the
point cloud. In the test scene, the same toy manipulator with
different configuration is given. The point registration aligns
the point cloud of the trained object with that of the target ob-
ject, and the corresponding transformation maps the grasp pose
from the source object to the target object.
Given variation and deformation between the source object
and the target object, the mapping should be more flexible than
rigid transformation. In the meantime, the topological structure
of the point sets must be preserved during the alignment so that
the grasp pose can be transferred to a reasonable location. In
this work, we use the coherent point drift (CPD) algorithm [39]
to perform a smooth non-rigid registration.
4.1. Non-Rigid Point Registration by Coherent Point Drift
Assume the source object and the target object are repre-
sented by two point cloud set, Ps = (ps1, · · · , psN) ∈ RN×D and
Pt = (pt1, · · · , ptM) ∈ RM×D, where psn and ptm are the n-th source
point and m-th target point, respectively. In order to align the
source object toward the target object, CPD considers source
points in Ps as the centroids of Gaussian mixtures, and trans-
forms them to fit the target points in Pt coherently. The source
points are assumed to deform toward the target points accord-
ing to a continuous displacement field v(·), and the transformed
source point is written as
T (psn) = psn + v(psn), (13)
where T : RD → RD is a non-rigid transformation. The goal
of CPD is to retrieve the displacement field v that maximizes
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the alignment between the target point set Pt and the trans-
formed source point set T (Ps). The alignment is modeled by
the Gaussian mixture model, where each point in T (Ps) serves
as a Gaussian centroid and likelihood of Pt sampling from the
Gaussian mixture can be quantitatively analyzed. Meanwhile,
a smoothness regularization on the transformation T is im-
posed, which constraint regularizes the points Ps to move co-
herently and have a smooth deformation to its neighbors. The
log-likelihood function of the Gaussian mixture model with
smoothness regularization can be constructed as,
L(v, σ2) = −
M∑
m=1
log
N∑
n=1
exp
(−1
2σ
‖ptm − T (psn)‖2
)
+
λ
2
‖v‖2F ,
(14)
where the first term penalizes the deviation between target
points and source points after applying transformation, and the
second term regularizes the function smoothness by a frequency
domain norm, ‖v‖2F =
∫
RD
|V(s)|2
G(s) ds [40]. V(s) is a Fourier trans-
form of v and G(s) presents a symmetric filter that approaches to
zero as s→ ∞. The overall Fourier domain norm here basically
captures the energy of high frequency components of V(s). In-
tuitively, the larger the norm ||v||F , the more ‘oscillating’ v will
be, i.e., less smoothness. λ ∈ R+ is a weighting coefficient that
represents the trade off between the fitting of the point sets and
the smoothness constraints on the transformation.
It can be proved by variational calculus that the optimizer of
(14) has the form of the radial basis function [39],
v(z) =
N∑
n=1
wng(z − psn), (15)
where g(·) is a kernel function retrieved from the inverse Fourier
transform of G(s), and wn is the unknown kernel weights. In
general, g(·) can be any formulation with positive definiteness,
and G(s) behaves like a low-pass filter. For simplicity, a Gaus-
sian kernel is chosen so that g(z − psn) = exp(− 12β2 ||z − psn||2),
where β ∈ R+ is a parameter that defines the width of smoothing
Gaussian filter. Larger β corresponds to more rigid transforma-
tion, whereas smaller β produces more local deformation. Sub-
stituting (15) to (14), the regularized negative log-likelihood
function can be further derived to
L(W, σ2) =
−1
2σ2
N∑
n=1
M∑
m=1
P(n|ptm)‖ptm − psn −
N∑
k=1
wkg(psn − psk)‖2
− D
2
N∑
n=1
M∑
m=1
P(n|ptm) logσ2 −
λ
2
tr(WTGW), (16)
where G ∈ RN×N is a Gramian matrix with element Gi j =
g(xi − x j) and W = [w1, · · · ,wn]T ∈ RN×D is the vectorization
of kernel weights in (15).
Equation (16) is now parameterized by (W, σ2), and the EM
algorithm can be performed to estimate the parameters by iter-
atively minimizing the negative log-likelihood function [41].
E-step: The posterior probability P(n|ptm) is calculated by
using the previous estimated parameters. To add robustness to
outliers, an additional uniform probability distribution is added
into the mixture model, and the posterior is given by
p(n|ptm) =
exp
(
− ‖ptm−psn−v(psn)‖22σ2
)
∑N
n=1 exp
(
− ‖ptm−psn−v(psn)‖22σ2
)
+ (2piσ2)D/2 µ(1−µ)
N
M
,
(17)
where µ ∈ [0, 1] reflects the amount of outliers.
M-step: Take ∂L/∂W = 0 and ∂L/∂σ2 = 0 to obtain a
new estimate of (W, σ2). The closed-form solution for M-step
requires further mathematical derivation, more details can be
found in [39, 42].
After L is converged, the point set of the source object Ps can
be aligned toward the target object by
T (Ps) = Ps + GW. (18)
The transformation T is further used in measuring the object
similarity as well as the grasp pose transferring.
4.2. Target Object Cognition by Similarity Measure
Given a desired source object category to grasp, the robot
needs to find the target among all the object candidates placed in
the workspace. By measuring the similarity between the source
object Ps and each target object candidate Pt, the most similar
pair will be selected to determine target object to grasp. In our
work, since CPD can be applied to warp the source points Ps to
T (Ps) which is aligned with Pt, the residual similarity between
T (Ps) and Pt instead of the similarity between Ps and Pt will
be checked to provide a more robust category classification.
The average minimum distance between the two point sets
can be designed as:
d(T (Ps),Pt) = 1
N
N∑
n=1
min
m∈[1,M]
||T (psn) − ptm||, (19)
where ||T (psn) − ptm|| is the Euclidean distance between point
T (psn) and ptm. Equation (19) is an error function that is com-
monly used for point cloud alignment. However, (19) is asym-
metric. The similarity between a source object and a target ob-
ject can be formulated as
D(Ps′,Pt) = d(Ps′,Pt) + d(Pt,Ps′), (20)
where Ps′ = T (Ps) is the source points warped toward Pt by
CPD. The function D(·, ·) sums the two asymmetric similarity
measurements together so that D is symmetric to its input argu-
ments, i.e. D(Ps′,Pt) = D(Pt,Ps′).
Suppose there are K object candidates, the most possible that
the target object to grasp is determined by
k∗ = arg min
k∈[1,K]
D(Ps′,Ptk). (21)
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4.3. Grasp Pose Transferring
After finding the target object to grasp, the mapping from Ps
to the Pt is also calculated through CPD. As shown in Fig. 9,
the demonstrated grasp poses on Ps will also be transferred to
achieve new grasp poses that are suitable for object Pt.
Denote the grasp poses as g = (t, R) ∈ RD ⊗ SO(D), where
t ∈ RD is the center of the grasping point, R ∈ SO(D) repre-
sents the grasping orientation.
The grasp pose transformation can be decomposed to two
parts: the position transformation and the orientation transfor-
mation. Regards to the position transformation, the non-rigid
transformation T (·) can directly map the center of grasp from
grasp example to the target object by
t ← T (t s), (22)
where the superscript s denotes as the grasp on the source ob-
ject. As for the orientation, it can be considered as transferring
x, y, and z axes of the original grasp orientation to the new ob-
ject space. One natural way to transform a vector v at a point
t through a function is to multiply the vector with the gradient
of T (t) [43], i.e. ∇T (t)v. Considering the properties of the
special orthogonal group, the new orientation of the grasp is
constructed by the singular value decomposition (SVD),
R← UVT , (23)
where UΣVT = svd(∇T (t s)R), U,V are the orthonormal basis
of the matrix, and Σ is a diagonal matrix that consists of the
singular values of the matrix.
Hence, the new grasp pose on the target can be transferred by
g = (t, R)← (T (t),UVT ). (24)
The transferred grasp pose is then sent to T3 for motion plan-
ning. For example, given a desired grasp pose, the objective
function J in (1) is designed to be
J(xR, xH , xe) =
∫ t+T
t
‖xR(τ) − g‖2dτ +
∫ t+T
t
‖x˙R(τ)‖2dτ. (25)
5. T3: Motion Planning
Given the information from T1 and the task plan from T2,
the objective of motion planning is to generate safe and effi-
cient motions to realize the task plan in order to assist human.
As it is computationally expensive to obtain the optimal solu-
tion of the motion planning problem (1) for all scenarios offline,
the optimization problem is computed online given information
obtained in real time. However, there are two major challenges
in real time motion planning. The first challenge is the diffi-
culty to plan a safe and efficient trajectory when there are large
uncertainties, especially in humans’ behaviors. As the uncer-
tainty accumulates, solving the problem (1) in the long term
might make the robot’s motion very conservative. The second
challenge is the difficulty to compute the trajectory in real time
with limited computation power since the problem (1) is highly
non-convex. We design a unique parallel planning and control
architecture [44] to address the first challenge and develop fast
online optimization solvers to address the second challenge.
Estimates from T1
+ +
Efficiency 
Controller
Safety  
Controller
xR
xˆH xˆe
Task plan from T2
g
Motion 
Planning (T3)
Figure 10: The parallel planning structure with an efficiency controller for long
term planning and a safety controller for short term planning and control.
5.1. The Parallel Planning and Control Architecture
There are two planning themes to generate robot motion,
long term planning and short term planning. In the long term
planning, accumulation of uncertainty will make the robot mo-
tion very conservative. On the other hand, the uncertainty will
not accumulate too much for a short term planner. However,
using a short term planner alone is also problematic. The robot
can easily get stuck in local optima, due to lack of a global
perspective. Although it is possible to construct a globally-
converging local policy for robots with simple dynamics in spe-
cific environments [45], it is in general hard to obtain a globally
converging local policy for robots with complicated dynamics
in complicated environments.
This paper adopts a parallel planner which consists of a long
term (global) planner as well as a short term (local) planner to
leverage the benefits of the two planners. The idea is to have
the long term planner solving (1) without considering uncer-
tainties, and have the short term planner addressing uncertain-
ties. The long term planning is efficiency-oriented and is called
the efficiency controller, while the short term planning is safety-
oriented and is called the safety controller. The two controllers
run in parallel as shown in the block diagram Fig. 10.
The computation time flow for the parallel planners is shown
in Fig. 11, together with the planning horizon and the execu-
tion horizon. Three long term plans are shown, each with one
distinct color. The upper part of the time axis shows the plan-
ning horizon. The middle layer is the execution horizon. Only a
portion of the planned trajectory is executed. The bottom layer
shows the computation time. The computation is done before
the execution of the plan. Once computed, a long term plan is
sent to the safety controller for monitoring. The mechanism in
the safety controller is similar to that in the efficiency controller.
The planning horizon, the executed horizon and the computa-
tion time for the same short term plan are shown in the same
color. A short term plan can be computed with shorter time.
The sampling rate in the safety controller is much higher than
that in the efficiency controller. Though the execution horizon
in the safety controller is one time step, the planning horizon is
not necessarily one time step.
This approach can be regarded as a two-layer model predic-
tive control (MPC) approach. Coordination between the two
layers is important. To avoid instability, a margin is needed for
the safety constraint in the efficiency controller so that the long
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Figure 11: The time flow in the parallel planners.
(a) Iteration 1. (b) Iteration 2.
(c) Iteration 3. (d) Converge to a local optimum.
Figure 12: Illustration of the convex feasible set algorithm.
term plan will not be revoked by the safety controller if the long
term prediction of the human motion is correct. Nonetheless,
the successful implementation of the parallel control architec-
ture highly depends on computation. It is important that the op-
timization algorithm finds a feasible and safe trajectory within
the sampling time. The algorithms for real time non-convex
optimization will be discussed in Sections 5.2 and 5.3.
5.2. Efficiency-Oriented Long Term Planning
The optimization problem (1) in a clustered environment is
highly nonlinear and non-convex, which is hard to solve in real
time even without consideration of the uncertainties. Generic
non-convex optimization solvers such as sequential quadratic
programming (SQP) [46] may not meet the real time require-
ment as they neglect the unique geometric features of the prob-
lem. A convex feasible set (CFS) algorithm [47] is proposed
to convexify the problem considering the geometric features.
For simplicity, this sub-section assumes that the cost function
is convex with respect to the robot state and control, and the
system dynamics (2) are linear. The method to convexify a
problem with nonlinear affine dynamics is discussed in [44].
5.2.1. Convexification of the Motion Planning Problem
Sample the continuous robot trajectory xR = xR(t : t + T )
by rate ts. For simplicity, set current time t = 0. Denote the
variables at time step k (or time kts) as xR(k), uR(k), xH(k), and
xe(k). Let xdR and u
d
R denote the discrete trajectories for robot
state and robot control at time step 0, 1, . . . ,N−1. The predicted
trajectories from T1 are xˆH and xˆe which contains predictions at
step 1, 2, . . . ,N. As the system dynamics are linear and observ-
able, udR can be computed from x
d
R, i.e., u
d
R = L(xdR) for some
linear mapping L. Rewriting (1) in the discrete time as
min
xdR∈Γe
Jd(xdR), (26)
where Jd(xdR) is the discretized cost function. When the
sampling time ts goes to zero, Jd(xdR) = J(xR, xˆH , xˆe).
The constraint Γe := {xdR : udR = L(xdR), and uR(k) ∈
Ω, (xR(k), xˆH(k), xˆe(k)) ∈ XS , ∀k}, which corresponds to con-
straints (1b) and (1c). Since J is convex, Jd is also convex.
The non-convexity mainly comes from the constraint Γe. The
geometry of the problem is illustrated in Fig. 12. The contour
represents the cost function Jd, while the gray parts represent
the complement of Γe. The goal is to find a local optimum
(hopefully global optimum) starting from the initial reference
point (blue dot). To make the computation more efficient, we
transform the problem into a sequence of convex optimizations
by obtaining a sequence of convex feasible sets inside the non-
convex domain Γe. As shown in Fig. 12, the idea is imple-
mented iteratively. At current iteration, a convex feasible set
for the current reference point (blue dot) is obtained. The opti-
mal solution in the convex feasible set (black dot) is set as the
reference point for the next iteration.
5.2.2. Convex Feasible Set Algorithm
The general method in constructing convex feasible set is dis-
cussed in [47]. As L is linear and Ω is convex, we only need to
convexify the safety constraint (xR(k), xˆH(k), xˆe(k)) ∈ XS . For
each time step k, the infeasible set in the robot’s state space
is Ok := {xR(k) : (xR(k), xˆH(k), xˆe(k)) < XS }. Then the safety
constraint in (26) is equivalent to d∗(xR(k),Ok) ≥ 0 where
d∗(xR(k),Ok) is the signed distance function to Ok such that
d∗(xR(k),Ok) :=
{
minz∈∂Ok ‖xR(k) − z‖ xR(k) < Ok
−minz∈∂Ok ‖xR(k) − z‖ xR(k) ∈ Ok .
(27)
The symbol ∂Ok denotes the boundary of the obstacle Ok.
Note that if Ok is convex, then the function d∗(·,Ok)
is also convex. Hence d∗(xR(k),Ok) ≥ d∗(rk,Ok) +
∇d∗(rk,Ok)(xR(k) − rk) for any reference point rk. Then
d∗(rk,Ok) +∇d∗(rk,Ok)(xR(k)− rk) ≥ 0 implies that xR(k) < Ok.
If the obstacle Ok is not convex, we then break it into several
simple convex objects O jk such as circles or spheres, polygons
or polytopes. The O jk’s need not be disjoint. Then d∗(·,O jk) is
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the convex cone of the convex set O jk. Suppose a reference tra-
jectory is r := [r0; r1; . . . ; rN−1], the convex feasible set F (r)
for Γe in (26) is defined as
F (r) := {xdR : udR = L(xdR), and uR(k) ∈ Ω, (28a)
d∗(rk,O jk) + ∇d∗(rk,O jk)(xR(k) − rk) ≥ 0,∀k, j}, (28b)
which is a convex subset of Γe.
Starting from an initial reference trajectory x(0)R , the convex
optimization (29) needs to be solved iteratively until either the
solution converges or the decrease in cost is small.
x(i+1)R = arg min
xdR∈F (x(i)R )
Jd(xdR). (29)
It has been proved in [47] that the sequence {x(i)R } converges to
a local optimum of problem (26). The computation time can be
greatly reduced using the convex feasible set algorithm. This is
due to the fact that we directly search for solutions in the feasi-
ble area. Hence 1) the computation time per iteration is smaller
than existing methods as no linear search is needed, and 2) the
number of iterations is reduced as the step size (change of the
trajectories between two consecutive steps) is unconstrained.
Applications of the CFS algorithm can be found in [48].
5.3. The Safety-Oriented Short Term Planning
Suppose a reference trajectory xdR is received from the effi-
ciency controller. uoR is the control input to execute the trajec-
tory. The safety controller needs to ensure that the safety con-
straint (1c) will be satisfied after applying this input. Hence the
short-term planning problem can be formulated as the following
optimization,
u∗R = arg minuR
‖uR − uoR‖2Q, (30a)
s.t. xR ∈ Γ, (30b)
P ({(xR(t), xH(t), xe(t)) ∈ XS } |piR) = 1,∀t, (30c)
where ‖uR − uoR‖Q = (uR − uoR)T Q(uR − uoR) penalizes the de-
viation from the reference input, where Q should be designed
as a second order approximation of the cost function J, e.g.
Q ≈ d2J/d(uR)2. The constraints are the same as the constraints
in (1). The safe set and the robot dynamics impose nonlin-
ear and non-convex constraints which make the problem hard
to solve. We propose to transform the non-convex state space
constraint into convex control space constraint using invariant
set.
5.3.1. The Safety Principle
According to the safe set XS , define the state space constraint
RS for the robot as RS (xH , xe) = {xR : (xR, xH , xe) ∈ XS }, which
depends on the human state and the environment state. Without
loss of generality, we ignore xe in the following discussion for
simplicity. Suppose the estimation of the human state is xˆH and
the uncertainty range is ΓH from T1, then the constraint on the
robot state can be posed differently,
R1S ={xR : xR ∈ RS (xH) for some xH}, (31a)
R2S ={xR : xR ∈ RS (xˆH)}, (31b)
R3S ={xR : xR ∈ RS (xH),∀xH ∈ ΓH}. (31c)
(a) (b)
Figure 13: Illustration of the state space safety constraints XS , R1S , R
2
S and R
3
S .
In (31a), it is assumed that the human will take care of the safety
issue by choosing xH to satisfy the safety constraint XS given
the robot state xR. The robot only needs to make sure that the
human always has such a choice. However, to make the sys-
tem reliable, the safety problem should be taken care of by the
robot as shown in (31b) given the estimate xˆH . To account for
uncertainties, the robot state should be constrained in a smaller
set (31c). The set ΓH is computed from the MSEE Xx˜x˜ in (8).
In practice, we choose the 3σ set to bound the uncertainty [38].
Figure 13a illustrates the safe set XS and the state space con-
straints R1S , R
2
S and R
3
S . It is clear that R
3
S ⊂ R2S ⊂ R1S .
The safety principle [38] requires that the robot control input
uR(t) should be chosen such that XS is invariant, i.e., x(t) ∈ XS
for all t. Given the uncertainty ΓH(t), we need to ensure that
xR(t) ∈ R3S (t) for robust safety.
5.3.2. The Safety Index
In addition to constraining the state in the safe region R3S , the
robot should also be able to cope with any unsafe human move-
ment. Given the current configuration in Fig. 13a, if the human
is anticipated to move upward, the robot should go right in or-
der for the combined trajectory to stay in the safe set. To cope
with the safety issue dynamically, a safety index is introduced
as shown in Fig. 13b. The safety index φ : X → R is a function
on the system state space such that 1) φ is differentiable with re-
spect to t, i.e. φ˙ = (∂φ/∂x)x˙ exists everywhere; 2) ∂φ˙/∂uR , 0;
3) The unsafe set X \ XS is not reachable given the control law
φ˙ < 0 when φ ≥ 0 and the initial condition x(t0) ∈ XS .
The first condition is to ensure that φ is smooth. The second
condition is to ensure that the robot input can always affect the
safety index. The third condition provides a criterion to deter-
mine whether a control input is safe or not, e.g. all the control
inputs that drive the state below the level set 0 are safe and un-
safe otherwise. The existence of such an index is proved in [49].
5.3.3. The Set of Safe Control
To ensure safety, the robot’s control must be chosen from
the set of safe control US (t) = {uR(t) : φ˙ ≤ −ηR when φ ≥ 0}
where ηR ∈ R+ is a safety margin. By the dynamic equation
in (2), the derivative of the safety index can be written as φ˙ =
∂φ
∂xR
huR +
∂φ
∂xR
f + ∂φ
∂xH
x˙H . Then the set of safe control is
US (t) = {uR (t) : L (t) uR (t) ≤ S (t, x˙H)} , (32)
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where
L (t) =
∂φ
∂xR
h, (33a)
S (t, x˙H) =
 −ηR − ∂φ∂xH x˙H − ∂φ∂xR f∞ φ ≥ 0φ < 0 . (33b)
The vector L(t) points to the “safe” direction, while the scalar
S (t, x˙H) indicates the allowed range of safe control input. The
scalar S (t, x˙H) consists of three parts: a margin −ηR, a term to
compensate human motion − ∂φ
∂xH
x˙H and a term to compensate
the inertia of the robot itself − ∂φ
∂xR
f . In the following discussion
when there is no ambiguity, S (t, x˙H) denotes the value in the
case φ ≥ 0 only. Under different assumptions of the human
behavior, S (t) varies. The sets of safe control correspond to RiS
are U iS = {uR(t) : L(t)uR(t) ≤ S i(t)} where
S 1 (t) = max
x˙H
S (t, x˙H), (34a)
S 2 (t) =S
(
t, ˆ˙xH
)
, (34b)
S 3 (t) = min
x˙H∈Γ˙H
S (t, x˙H) , (34c)
where ˆ˙xH is the velocity vector that moves the current configu-
ration xH of human to xˆH and Γ˙H is the set of velocity vectors
that move xH to ΓH . Computationally, ˆ˙xH(k) =
xˆH (k+1)−xˆH (k)
ts
.
Obviously U3S ⊂ U2S ⊂ U1S . When the uncertainties in the es-
timation of ˆ˙xH reduce, U3S converges to U
2
S . For robust safety,
U3S is the best design.
The difference between RS and US is that RS is static as it
is on the state space, while US is dynamic as it concerns with
the “movements”. Due to introduction of the safety index, the
non-convex state space constraint RS is transformed to a convex
state space constraint US . Since Ω is convex, the problem (30)
is transformed to a convex optimization,
u∗R = arg minuR
‖uR − uoR‖2Q, (35a)
s.t. uR ∈ Ω ∩ U3S . (35b)
The robot can either sent the modified trajectory or the control
input to the robot hardware for execution. Applications of the
method can be found in [49, 38].
6. Integration and Evaluation
The proposed SERoCS is evaluated in a human-robot col-
laborative desktop assembly task as illustrated in Fig. 1. Sec-
tion 6.2 shows the experiment result of human motion predic-
tion in T1. Section 6.3 validates the grasping skills learned in
T2. Sections 6.4 and 6.5 present integrated experiments. In
Section 6.4, the robot is in idle, while it collaborates with the
human worker in section 6.5.
6.1. Experiment Setup
The experiment platform is shown in Fig. 14. The robot
manipulator is FANUC LR Mate 200iD/7L. There are one
Robot
Kinect
Components
Desktop Case
Helmet
Ensenso
Camera
Ensenso
Camera
Figure 14: Experiment Setup.
Kinect sensor to monitor the dynamic environment and two En-
senso cameras to capture the static components placed in the
workspace. For simplicity, the desktop case and the helmet are
attached markers so that Kinect can directly retrieve their loca-
tion in real time. All the algorithms are implemented in MAT-
LAB on a Windows desktop with an Intel Core i5 CPU and
16GB RAM. The robot controller is deployed on a Simulink
RealTime target.
6.2. Validation of the Environment Monitoring
In order to verify the proposed environment monitoring ap-
proach in section 3, a series of experiments are conducted to
complete a task with different plans. Human and robot collab-
orate to assemble a desktop. Human has two plans in mind:
inserting the RAMs in the motherboard first and then assem-
bling the disk to the desktop case, or assembling the disk to
the desktop case first and then inserting the RAM to the moth-
erboard. The robot may collaborate with the human by hand-
ing the other RAM to the human if the human is assembling a
RAM, or bringing the screwdriver to the human if the human is
assembling the disk. To simply test the performance of T1, the
robot is not plugged in in this experiment.
Human worker’s trajectories of right wrist joint are retrieved
automatically from the Kinect sensor, the rate of which is about
15 frames per second. By applying a simple averaging filter,
the smoothed trajectories are generated, which are further used
to train the plan recognition classifier and the motion prediction
models, the number of neurons of the hidden layer is set to be
40. 50 trajectories for each plan is collected, among which 5
are randomly chosen to be in the test set.
The learning curve for the trajectory based plan recognition
is shown in Fig. 15, and the learning curve for the motion pre-
diction model is shown in Fig. 16, which indicate a quick con-
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Figure 15: Learning curve for the trajectory based plan recognition classifier.
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Figure 16: Learning curve for the neural network of the motion prediction.
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Figure 17: The human subject conducts the first plan. (a) Reaching for the
RAM. (b) Getting closer to the RAM. (c) Holding the RAM. (d) Assembling
the RAM.
vergence in both training process. The trajectory-based plan
recognition classifier can get right predictions when the test tra-
jectory is about 10% of the whole process. From the model
trained by the neural networks, we get 0.015 m mean squared
Motherboard
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Figure 18: The human subject conducts the second plan. (a) Reaching for the
disk. (b) Getting closer to the disk. (c) Holding the disk. (d) Assembling the
disk.
error, which is satisfactory.
In the test set, we combine the plan recognition and the mo-
tion prediction. The predicted plan of the human worker is an
input for the neural network model. Figure 17 shows how hu-
man conducts the first plan. Figure 18 shows how human con-
ducts the second plan. For each moment of the images in Fig. 17
and 18, the prediction of the motion is shown in Fig. 19 and 20.
6.3. Validation of the Grasp Transferring
In order to verify the proposed grasping approach in Sec-
tion 4, a series of experiments are conducted to grasp various
objects that used in the desktop assembly task.
The point clouds are retrieved from the dual Ensenso stereo
cameras. By applying the snapshot of the empty workspace as
a filter mask, the point clouds of objects are extracted from the
background. Then by running the density-based spatial cluster-
ing application with noise (DBSCAN) algorithm [50], the point
clouds can be separated to several clusters to represent different
objects. A voxel grid filter with step size 5 mm is implemented
to uniformly downsample the point clouds.
Five categories of objects, including PCB boards, screw-
drivers, cooling fans, cable adapters, and pliers, are tested in
the experiment (Fig. 21). Note that neither CAD models nor
mesh files were used in this work. For each category, a specific
source object is selected, and the human operator teaches the
preferred grasp poses on it through kinesthetic teaching. The
point cloud of the object and the demonstrated grasp poses are
recorded as training database.
At the test stage, target objects with different sizes and con-
figurations across all the categories are randomly placed in the
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Figure 19: Motion prediction result for plan one corresponding to Fig. 17.
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Figure 20: Motion prediction result for plan two corresponding to Fig. 18.
workspace. For example, multiple types of PCB boards, screw-
drivers and cooling fans are tested for grasping. The pliers are
either open or closed. The cable adapter is twisted to various
shapes. Figure 22 shows the grasp transferring results on the
target objects. Although the shapes and configurations of target
objects are different to the ones of the source object, they share
the similar structures. Therefore, the grasp poses on the source
object could be transferred to reasonable locations on the target
objects. The grasp poses taught by kinesthetic teaching had the
intuition from human such as the task specific consideration and
fairly good grasping quality, and CPD transferred the insight to
the target objects. Therefore, the test can be successful in most
of the cases.
6.4. Performance of the Safety Controller in the Idle Mode
When the robot is in the idle mode, i.e., staying in the neutral
position, it can still respond to potential dangers as illustrated
in Fig. 23a, Fig. 24a, and Fig. 25. In this experiment, we are
using a simplified environment monitoring module. Markers
are placed on the human’s helmet such that the robot can track
its position. In addition, a safety distance margin of 20 cm is
required. Human motion is predicted using a constant speed
model, which assumes that the human moves at the same speed
in the near future. The Kinect runs at 10 Hz, while the safety
controller runs at 1 kHz. Uncertainties are computed using a
predefined maximum acceleration.
Figure 23a is a series of pictures taken during the experiment.
The robot was in the idle mode, while the human was working
on an assembly task. In the second figure, the human reached
out to pick a workpiece on the other side of the table. The hu-
man did not notice the potential collision with the end effector
of the robot arm. As the robot has been actively monitoring the
human movement, it moved up to give way to the human. No-
tice that the upward movement of the robot was most efficient
given the prediction of the human movement. After the human
got the workpiece, he went back to the sit position. Then the
robot went back to its neutral position.
In Fig. 24a, the red sphere represents the location of the hel-
met or the location of the human head. The blue sphere repre-
sents the distance margin that we enforce for the critical point.
In this case, the critical point is the robot end point. The trans-
parency of the objects (red sphere, blue sphere, and the robot
arm) corresponds to different time steps, the lighter the earlier
in time. The three configurations correspond to the first three
figures in Fig. 23a. The helmet is moving towards the robot
arm. To stay safe, the robot arm moves up to avoid collision.
Figure 25 shows the command from the safety controller, the
joint velocity command sent to the robot (which includes the
command from both the safety controller and the efficiency con-
troller), the Cartesian position of the control point (in this case,
the robot end point), and the minimum distance profile between
the human and the robot. The shaded areas in the time axis cor-
respond to the moment that the safety controller is in effect due
to collision avoidance. The nonzero commands from the safety
controller outside those shaded areas in Fig. 25a are due to the
velocity regulation, instead of collision avoidance. There are
four shaded areas. Figure 24a corresponds to the second shared
area. The collision avoidance strategy adopted by the robot is
similar in the four scenarios, that is to move the end effector
up, as shown in Fig. 25c. The minimum distance between the
human and the robot is always kept greater than 0.2 m as shown
in Fig. 25d.
6.5. Performance in Human-Robot Collaborative Assembly
The performance of SERoCS is also evaluated in a human-
robot collaborative assembly task. In this task, the human was
working with the cable assembly for inside the desktop. Then
the robot inferred that he needed to insert the motion board.
As the motion board was out of the reach from the human, the
robot then picked the motherboard and handed it to the human.
The performance of the robot is illustrated in Fig. 23b, Fig. 24b,
and Fig. 26. In this experiment, we are still using the simpli-
fied environment monitoring module discussed earlier. While
the safety controller runs at the same sampling rate as in the
previous experiment, the efficiency controller runs at 5 Hz.
Figure 23b is a series of pictures taken during the experi-
ment. At the beginning, the human was doing assembly inside
14
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Figure 21: T2 Experiment: The grasp examples taught by demonstration.
(a) (b) (c) (d) (e)
Figure 22: T2 Experiment: The grasp pose transferred by CPD.
the desktop, while the robot decided to reach to the mother-
board. The robot made the decision through human plan infer-
ence in T1. It grasped the motherboard using the skill learned
in T2. While the robot was approaching the motherboard, the
distance between the human and the robot was above thresh-
old. Hence the safety controller was silent. The joint velocity
command was generated by the efficiency controller, which per-
formed online motion planning from the current position to the
grasp position specified in T2. After grasping the motherboard,
the robot then carried the motion board to its slot for assem-
bly. However, as the human was too close, the robot could not
directly deliver the motherboard. The efficiency controller gen-
erated a detour in order to place the workpiece from the right
hand side of the human worker, which was shown in Fig. 24b.
However, it was still not safe as the human worker was moving
around. Thus, the safety controller pushed the robot arm away
from the human worker. After the human finished his task in-
side the desktop and stayed away from the desktop, the robot
inserted the motherboard using the skill learned in T2.
Figure 24b illustrates the configurations in the computation
model. The context behind the geometric objects is the same as
explained in section 6.4. The three configurations correspond
to the third, the fourth, and the last figures in Fig. 23b.
Figure 26 shows the command from the safety controller,
the joint velocity command sent to the robot (which includes
the command from both the safety controller and the efficiency
controller), the Cartesian position of the control point (in this
case, the robot end point), and the minimum distance profile
between the human and the robot. The shaded areas in the time
axis correspond to the moment that the safety controller is in
effect due to collision avoidance. The safety controller for col-
lision avoidance was triggered only once. As the robot was
finishing certain tasks, the joint velocity contained much richer
spectrums as shown in Fig. 26b. The task phase of the robot can
be interpreted from the location of the end effector as shown in
Fig. 26c. The end effector both started and ended at the neu-
tral position. Robot approached the motherboard in phase A,
grasped the motherboard in phase B, moved the motherboard
to the desired location (above the slot) in phase C, placed the
motion board in phase D, and returned to the neutral position in
phase E. Due to occlusion, there were moments that the robot
lost track of the human as shown in Fig. 26d. In the short
term (less than 1 s), the uncertainty induced by occlusion can
be compensated in Task 1. However, it may put the human sub-
ject in great danger when the robot loses track of the human in
a long time horizon. Avoidance of occlusion and compensation
of the uncertainty induced by occlusion in the long term will be
studied in the future.
7. Conclusion
This paper discussed a set of design principles of the safe
and efficient robot collaboration system (SERoCS) for the next
generation co-robots, which consisted of robust cognition al-
gorithms for environment monitoring, optimal task planning
algorithms for safe human-robot collaborations, and safe mo-
tion planning and control algorithms for safe human-robot in-
teractions. As demonstrated by the experiment, the proposed
SERoCS addressed the design challenges and significantly ex-
panded the skill sets of the co-robots to allow them to work
safely and efficiently with their human counterparts. The de-
velopment of SERoCS will create a significant advancement to-
ward adoption of co-robots in various industries. In the future,
we will apply SERoCS to diverse industrial tasks in addition to
the laptop assembly task demonstrated in this paper.
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(a) Robot in the Idle Mode. (b) Human-Robot Collaboration.
Figure 23: T3 Experiment.
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(a) Robot in the Idle Mode. (b) Human-Robot Collaboration.
Figure 24: View from the computation model.
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0 5 10 15 20 25 30−0
.2
0
0.
2
Time [s]
Jo
in
tV
el
oc
ity
[r
ad
s−
1 ]
θ˙1 θ˙2 θ˙3
θ˙4 θ˙5 θ˙6
(b) The joint velocity command applied to the robot.
0 5 10 15 20 25 30
0
0.
5
1
Time [s]
Po
si
tio
n
[m
]
x y z
(c) The Cartesian position of the control point.
0 5 10 15 20 25 300
.2
0.
4
0.
6
0.
8
Time [s]
D
is
ta
nc
e
[m
]
(d) The minimum distance.
Figure 25: The performance of the safety controller in the idle mode.
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Figure 26: The performance of SERoCS during collaboration.
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