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a b s t r a c t
We investigate a flow problem of relevance in bioremediation and develop amathematical
model for transport of contamination by groundwater and the spreading, confinement,
and remediation of chemical waste. The model is based on the fluid mass and
momentum balance equations and simultaneous transport and consumption of the
pollutant (hydrocarbon) and nutrient (oxygen). Particular emphasis is placed on the
study of processes involving the full coupling of reaction, transport and mechanical
effects. Dimensional analysis and asymptotic reduction are used to simplify the governing
equations, which are then solved numerically.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Over the past few decades, numerous studies on groundwater flow have been developed with the aim of predicting the
arrival times and spatial distribution of pollutants in the subsurface. The current study aims to couple groundwater flow to
the model describing the degradation of pollutants in the subsurface.
We consider the transport of pollutants in a saturated phreatic aquifer below ground surface in the form of dissolved
compounds or particulates in water. These pollutants percolate downward and horizontally into the aquifer due to gravity
forces [1–3] and dispersion [4,5]. At this stage, there is little that can be done to control their spread and bioremediation is
the cheapest remedial procedure to clean the aquifer utilizing indigenous bacteria [6]. In particular, some bioremediation
procedures involve addition of nutrients to support the existingmicrobial activity. Examples are oxygen [7,4] and nitrate [8],
which are typical factors that limit the activity of bacteria.
In the aquifers, bacterial populations grow in aqueous environments while adhering to each other and to surfaces or
interfaces as biofilm [9,10] or colonies [11]. Sometimes the biofilm can cause plugging in the regions where nutrient and
pollutant concentrations are high, [8,12]. As a result, laboratory tests are sometimes carried out to determine the optimal
amounts of nutrients to add. Too little nutrient will result in ineffective growth rates while toomuch can lead to the clogging
of the aquifer. For example, [13] designed an experimental nutrient addition strategy that can dampen excessive growth
of bacteria at the injection point while at the same time minimising the concentration of pollutant at the end of a given
period of time. Most existing mathematical models consider clogging under laboratory setups [8,14], or no bio-clogging
under uniform flow velocity [15,7]. Here wewish to incorporate the processes of advection, dispersion, sorption andMonod
kinetics [4,5,7,16], in the context of groundwater flow with bio-clogging under field conditions. Pore clogging is introduced
by expressing biomass concentration as a nonlinear function of medium porosity [8,17].
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Fig. 1. Porous medium boundaries and the moving boundary of the model problem.
To obtain the pollutant advective and dispersive fluxes, wemust know the fluid (i.e., the carrier) velocity. Thus we couple
the biodegradation model to the necessary flow model. The flow domain, often referred to as the ‘‘dam problem’’, has
received considerable attention in the scientific engineering literature (cf. [18, Ch. 4], [19], [20, Ch. 13], [21]). We remark
that all of these studies were aimed at finding accurate ‘steady state’ solutions for the free boundary. In the present study,
the free boundary is allowed to move owing to the change in the physical properties of the porous medium.
We begin in the next section by introducing the mathematical model under investigation. The model is rendered
dimensionless in Section 3 and in Section 4 we present a reduced model. An approximate solution to the reduced model
is obtained in Section 4.1 using matched asymptotic expansions and later (in Section 6) we present numerical solutions to
both the reduced model and the correction terms. A complete two dimensional model which includes the full coupling of
reactions and flow is presented in Section 5.
2. The mathematical model
To formulate a feasible model, we assume that
1. the site has an adequate supply of nutrients, is at a suitable temperature and contains no chemicals that inhibit the
biodegradation process,
2. there is no grazing of bacteria and there are no toxic substances present,
3. there is one species of bacterium, a single contaminant and a single nutrient,
4. the biofilm is treated as a continuum and all variables are described by averaging quantities such as concentrations and
volume fractions,
5. the aquifer is assumed to be very long compared to the reservoir height H , H  L, we define δ = H/L, where L is the
horizontal length scale of the aquifer. See Fig. 1,
6. the aquifer is of sufficient extent (in the z direction in Fig. 1) that a two dimensional model is appropriate.
2.1. The flow
We consider two dimensional transport of pollutants and nutrients in a homogeneous porous medium from a polluted
reservoir, Fig. 1. The domain is an aquifer with a moving boundary (phreatic surface) serving as the upper boundary and
impermeable surface as the lower boundary.We assume the zone below themoving boundary is a saturated porousmedium
with no moisture above it.
In the saturated domain, we model flow using Darcy’s law which relates the liquid velocity u∗(u∗, v∗) to the pressure p∗
in the following way,
u∗ = −k
∗(θ)
µ`θ
∂p∗
∂x∗
, v∗ = −k
∗(θ)
µ`θ
(
∂p∗
∂y∗
+ ρ`g
)
, (1)
where u∗ and v∗ are the velocity components in the x∗ and y∗ directions, θ is the volumetric liquid fraction, µ` is the liquid
dynamic viscosity, ρ` is the liquid density, g is the acceleration due to gravity and k∗(θ) is the biomass affected permeability.
The asterisk represents variables with dimensions. Conservation of the liquid requires that
∂θ
∂t∗
+∇∗ · (θu∗) = 0, (2)
assuming there are no sources and sinks within the saturated medium and that the change in density of the liquid (caused
by presence of dissolved solutes) is negligible.
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2.2. The biodegradation
We consider equations modeling the interaction of three quantities: the mass of substrate per unit volume of pore water
s∗ (g/m3), mass of nutrient per unit volume of the pore water a∗ (g/m3), and mass of microbial cells per volume of the
pore m∗ (g/m3), see for example [17,8]. Following numerous bioremediation models in the literature (cf. [22,16,23]), the
governing equations are
Rs
∂
∂t∗
(θs∗) = −div[θu∗s∗ − θD∗∇∗s∗] − kmφm∗ s
∗
Ks + s∗
a∗
Ka + a∗ , (3)
∂
∂t∗
(θa∗) = −div[θu∗a∗ − θD∗∇∗a∗] − Xkmφm∗ s
∗
Ks + s∗
a∗
Ka + a∗ , (4)
∂m∗
∂t∗
= −b(m∗ −m∗0)+ Ykmm∗
s∗
Ks + s∗
a∗
Ka + a∗ , (5)
where Rs is the substrate retardation factor, m∗0 (g/m3) is the indigenous microbial concentration, X (g/g) is the
stoichiometric constant for nutrient consumption, Y (g/g) is the yield, km (1/day) is the maximum rate of substrate
utilization, Ka (g/m3) is the half saturation constant for nutrient a∗, Ks (g/m3) is the half saturation constant for substrate s∗,
b (1/day) is themicrobial decay coefficient andD∗ (m2/day) is a diagonal dispersion-coefficient-matrix with entries D∗l and
D∗t corresponding to the longitudinal and transverse hydrodynamic dispersion respectively. Following [16], the retardation
factor Rs = 1 + ρbKd/θ , where Kd (m3/g) is the distribution coefficient and ρb (g/m3) is the aquifer bulk density. The
expression corresponds to linear equilibrium isotherm or adsorption equation.1 Eqs. (2)–(5) are coupled by including the
changes in porosity due to the growing biomass.
Note that the reaction terms in the equation involve the pointwise concentrations rather than the average concentration
in a Representative Elementary Volume (REV), see [18].
In this study, we adopt the macroscopic approach [8], which makes no assumptions about the microscopic biomass
distribution. A microscopic model for pore clogging will be a combination of the biofilm, microcolonies and plugs near
throats. Consider a representative elementary volume U (m3/m3). Then the volumetric fraction of the liquid phase in the
medium is,
θ = U`
U
= U − Us − Um
U
= φ − Um
U
= φ − φm
∗
ρm
= φ
(
1− m
∗
ρm
)
, (6)
where U`, Us and Um are the volumes occupied by liquid phase, the solid matrix and the biomass respectively, ρm is the
constant density of the biomass. We use φ = 1− θs to denote the constant medium porosity neglecting the presence of the
biomass. Thus (6) relates the change in biomass concentration to medium porosity. The expression assumes the solid phase
can be separated into volume occupied by biomass and volume occupied by the soil matrix with all the biomass responsible
for degradation attached to the soil matrix.
We close this system using an expression relating the liquid fraction to the porous media permeability. Following [17],
we write
k∗(θ) = k∗(φ)
(
θ
φ
)19/6
,
where k∗(φ) is the medium permeability in the absence of biomass. We define k∗(φ) = k0 = constant, which is consistent
with a nondeformable saturated porous media in the absence of biomass.
2.3. Boundary and initial conditions
We need boundary conditions to solve Eq. (2) in the saturated domain. On the solid impermeable surface u∗ · nˆ = 0,
i.e., the normal velocity is zero. At the Earth’s surface or the saturation level in the ground the pressure can be taken as zero
i.e., p∗ = 0 after subtracting off atmospheric pressure. A moving boundary occurs where we have an interface between a
liquid and a gas. We ignore flow in the unsaturated region so that the moving boundary position is given by the kinematic
condition and water flows between the impermeable surface and the moving surface at y∗ = h∗(x∗, t∗). We therefore need
to solve the flow equations subject to the following boundary conditions
v∗ = 0 on y∗ = 0,
1 Isotherms are adsorption relations between the liquid phase concentration, say C and sorbed phase concentration, say C¯ . The semi-empirical relation
to represent the equilibrium sorption in [24], is given by C¯ = KdCn where Kd is the distribution coefficient and n is the Freundlich exponent. If n = 1, the
Freundlich isotherm reduces to the linear isotherm.
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p∗ = 0, v∗ = ∂h
∗
∂t∗
+ u∗ ∂h
∗
∂x∗
on y∗ = h∗(x∗, t∗),
p∗ = ρ`g(H − y∗) on x∗ = 0,
p∗ = 0 on x∗ = L.
The last condition assumes no ponding (i.e., no body of water exists) at the seepage face so that the boundary is at
atmospheric pressure.
We consider a bioremediation model where the porous medium is assumed to have an average nutrient inflow concen-
tration a0 at x∗ = 0 and constant background concentration of the biomass m0. The substrate leaks through the saturated
porous media from the left reservoir to the right at an average concentration s0, (see Fig. 1). Thus along the side AB, there is
continuity of the pollutant and nutrient flux. The boundary is assumed to be stationary so that
[u∗(c0 − c∗)+ D∗∇c∗] · nˆ = 0,
where c∗ denotes the concentration of either the nutrient or the substrate.
Along AD, the surface is impervious to flow of both the pollutant and the nutrient so that the normal velocity is zero. The
boundary condition for substrate and nutrient is (∇c∗) · nˆ = 0.
Along CD, there is a seepage face. Polluted water emerges from the porous medium into the environment and no porous
medium exists on the external side. At this outflow boundary, we have a continuity of the diffusive flux across the boundary
so that (∇c∗) · nˆ = 0 for both the substrate and the nutrient.
Along the phreatic surface BC , i.e., y = h∗(x∗, t∗), there is an interface between two fluids. Below the interface there is a
saturated porous medium and the region below is assumed to be unsaturated (occupied by air). The boundary is stationary
and there is no diffusive flux normal to the surface. The boundary condition along this surface is (D∗∇c∗) · nˆ = 0.
The initial conditions assume a pollutant and nutrient free (after subtracting off the background concentration) porous
media with a background biomass concentrationm0.
3. Non-dimensionalisation
The system of equations is rendered dimensionless by introducing the following scaled variables
x = x
∗
L
, y = y
∗
H
, p = p
∗
ρ`gH
, u = u
∗µ`L
k0ρ`gH
, v = v
∗µ`
k0ρ`g
,
t = t
∗k0ρ`gH
µ`L2
, k = k
∗
k0
, s = s
∗
s0
, a = a
∗
a0
, m = m
∗
m0
. (7)
In addition, we also scale θ with φ. The dimensionless equation governing the liquid flow is
δ2
∂θ
∂t
= δ2 ∂
∂x
(
k(θ)
∂p
∂x
)
+ ∂
∂y
(
k(θ)
[
∂p
∂y
+ 1
])
, (8)
with the following boundary conditions
∂p
∂y
= −1 on y = 0,
p = 0, δ2 ∂h
∂t
= −
(
k(θ)
[
∂p
∂y
+ 1
])
+ δ2k(θ)∂p
∂x
∂h
∂x
on y = h,
p = (1− y) on x = 0,
p = 0 on x = 1,
where k(θ) = (1−mχ)19/6 and χ = m0/ρm. The ratio χ is a measure of the effects of biomass growth onmedium porosity.
A small value of χ implies that the initial biomass mass per unit volume of the porous medium is very small so that it has
no effect on medium porosity and permeability.
The dimensionless biodegradation equations are
Rs
∂
∂t
(θs) = −∇ · uθs+ div(θD∇s)− λ1m s
κs + s
a
κa + a , (9)
∂
∂t
(θa) = −∇ · uθa+ div(θD∇a)− λ1λ2m s
κs + s
a
κa + a , (10)
∂m
∂t
= −λ1λ4(m− 1)+ λ1λ3m s
κs + s
a
κa + a , (11)
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where u = (u, v/δ2) is the velocity, Rs = 1+ A/θ is the substrate retardation factor (A is a constant), D = diag(εl, εt/δ2) is
a diagonal matrix, κs = Ks/s0 and κa = Ka/a0. The dimensionless parameters are
λ1 = m0µ`L
2
s0k0ρ`gH
km, λ2 = X, λ3 = s0Ym0 , λ4 =
s0b
m0km
, Pel = k0ρ`gH
µ`Dl
, Pet = k0ρ`gH
µ`Dt
(12)
and we will write εl = 1/Pel and εt = 1/Pet .
The corresponding boundary conditions are as follows: along x = 0 we have
εl
∂s
∂x
= u(s− 1), εl ∂a
∂x
= u(a− 1),
along the moving boundary y = h(x, t)we have
−εl ∂h
∂x
∂s
∂x
+ εt
δ2
∂s
∂y
= 0, −εl ∂h
∂x
∂a
∂x
+ εt
δ2
∂a
∂y
= 0,
along the seepage face x = 1, we have
∂s
∂x
= 0, ∂a
∂x
= 0,
and along the impermeable surface y = 0, we have
∂s
∂x
= 0, ∂a
∂x
= 0.
In Section 5, we consider some solutions of these two dimensional equations. In the next section we present both
numerical and approximate analytical solutions to the reduced one dimensional equations in the limit of χ  1, δ2  1
and ε`  1.
4. The reduced model
Tomake some analytic progress, and as one issue of relevance is an estimate of the time taken for the pollutants to travel
through the aquifer, wewill first seek approximate one dimensional solutions in the spirit of shallowwaterwaves [25] (with
c ≈ c(x, t)) based on the smallness of δ. These solutions would be appropriate for the case of small aspect ratio, where the
boundary condition at x = 0 is approximately constant or where the vertical Peclet number is large enough to make the
concentration approximately one dimensional [26]. We thus assume that c ≈ c(x, t), a ≈ a(x, t) and m ≈ m(x, t) which
satisfies the boundary conditions.
4.1. Approximate one dimensional equations
In the first instance we will neglect the effect of pore clogging and take χ ≡ 0. Thus we will assume that the medium
permeability k = 1, the retardation factor Rs ≈ Rˆs = 1+ A = constant and the porosity θ = 1. The flow is governed by the
equation
δ2
∂2pˆ
∂x2
+ ∂
2pˆ
∂y2
= 0, (13)
with the following boundary conditions
∂ pˆ
∂y
= −1 on y = 0, (14)
pˆ = 0, δ2 ∂ hˆ
∂t
= −
[
∂ pˆ
∂y
+ 1
]
+ δ2 ∂ pˆ
∂x
∂ hˆ
∂x
on y = hˆ(x, t),
pˆ = (1− y) on x = 0,
pˆ = 0 on x = 1.
The corresponding reduced bioremediation equations (after applying the mass conservation equation) are
Rˆs
∂ sˆ
∂t
= −uˆ ∂ sˆ
∂x
+ εl ∂
2sˆ
∂x2
− λ1mˆ sˆ
κs + sˆ
aˆ
κa + aˆ , (15)
∂ aˆ
∂t
= −uˆ∂ aˆ
∂x
+ εl ∂
2aˆ
∂x2
− λ1λ2mˆ sˆ
κs + sˆ
aˆ
κa + aˆ , (16)
∂mˆ
∂t
= −λ1λ4(mˆ− 1)+ λ1λ3mˆ sˆ
κs + sˆ
aˆ
κa + aˆ . (17)
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The boundary conditions are as follows: at x = 0 we have
εl
∂ sˆ
∂x
(0, t) = uˆ(0, t)[sˆ(0, t)− 1], εl ∂ aˆ
∂x
(0, t) = uˆ(0, t)[aˆ(0, t)− 1], (18)
and at x = 1 we have
∂ sˆ
∂x
(1, t) = 0 and ∂ aˆ
∂x
(1, t) = 0. (19)
The initial conditions are
sˆ(x, 0) = 0, aˆ(x, 0) = 0, mˆ(x, 0) = 1. (20)
It will be shown later how, at leading order, the flow model is reduced to finding the moving boundary position only.
The reduced perturbation model can be solved in two stages: solving for the steady state flow velocity and then using the
result in the biodegradation equations. In fact, the leading order approximation reduces themodel from amoving boundary
problem to a free boundary problem.
4.1.1. Solution to the reduced flow problem
Considering the equations above, we choose a distinguished limit δ2 = √εl and seek solutions of the form
pˆ = ψ0 +√εlψ1 + O(√εl2), and hˆ = f0 +√εlf1 + O(√εl2). (21)
Substituting Eqs. (21) into (13), at leading order we have
∂2ψ0
∂y2
= 0,
which, together with the boundary conditions, can be solved to give
ψ0 = f0 − y. (22)
At the next order we obtain:
∂2ψ1
∂y2
= −∂
2f0
∂x2
, for
∂ψ1
∂y
= 0 on y = 0,
which reduces to
∂ψ1
∂y
= −y∂
2f0
∂x2
. (23)
Note that Eqs. (22)–(23) can be combined to give the Dupuit–Forchheimer equation, i.e.,
∂ f0
∂t
= ∂
∂x
(
f0
∂ f0
∂x
)
, (24)
with left side boundary condition f0(0, t) = 0. It is not obvious what boundary condition to use on the seepage face since
from Eq. (22) we require that f0(1, t) = y. This will be overcome by obtaining a numerical solution to the full problem.
However, from expressions (22) and (23) it can be deduced that the flow velocity is given by
uˆ ≈ −∂ f0
∂x
, vˆ ≈ √εly∂
2f0
∂x2
, (25)
which are the expressions that relate flow velocity to the free surface. From a numerical point of viewwe only need to solve
the flow problem once in order to obtain a solution to the reduced model. In particular, we have to find the position of the
free boundary y = f0(x).
The flow problem can be solved by the Dupuit assumptions based on the approximation that the aquifer is long and thin
as outlined in [20], in which case the flow is essentially in the horizontal direction. In the case of phreatic flow, the phreatic
surface always terminates at a point above the water table of the body of open water present outside the flow domain. This
region (CD in Fig. 1), is known as the seepage face. The approximation in [20] does not apply in regions where vertical flow
cannot be neglected such as at the seepage face. Using this approximation, the free surface can be found to be f0 = (1−x)1/2.
In fact the velocity profile will be found to be infinite at x = 1 using Eq. (25). However, it can be shown that
f0 =
√
1− νx,
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Fig. 2. (a) Pressure profile computed for
√
εl = 0.05. (b) Grid used to resolve the seepage face. Note the mesh refinement towards the seepage face.
4.1.2. Computing the exact position of the free boundary
The flow equations are discretized in space at node (i, j) using a centered finite difference approximation. The discretized
finite difference approximations are substituted into the governing equations to give a set of algebraic equations that are
solved using the SOR (Successive Over Relaxation)method. In particular, we discretize themedium so that the nodes always
terminate on the free boundary (see [27]). A variable grid is used in all directions.
4.1.3. Numerical strategy
1. Choose an initial guess for the surface y = hˆi(x), and solve (8) in the regionΩ enclosed by 0 ≤ x ≤ 1 and the free surface
y = hˆi(x). The boundary conditions are given in (14).
2. Find the pressure pˆΓ = pˆ(x, y = hˆi(x)), i.e., pressure on the grid points along the free boundary.
3. If the pressure pˆΓ = 0, stop: then the phreatic surface is given by y = hˆi(x), otherwise go to step (4).
4. If |pˆΓ (x, hˆi(x))| > Λ, whereΛ is a small positive number, move the points on the free boundary according to
hˆi+1 = hˆi + CpˆΓ (x, hˆi(x)),
where C is a positive constant; then go to (2) and repeat with a new and better approximation y = hˆi+1(x).
The pressure is positive inside the saturated region and negative outside it.2 Thus steps (3) and (4) in the numerical
algorithmdepend onwhether the point is inside or outside the saturated region. At the free boundarywe have two boundary
conditions, see Eqs. (14). Thus our numerical algorithm has to satisfy the two conditions simultaneously. The iterative
process involves solving for pˆ in a region with fixed boundaries at every stage.
To resolve the seepage face accurately and efficientlywe have used a non-uniform grid. Given that the height of the face is
not known in advance, we have constructed a grid based on the interface when there is no seepage face, i.e., h(x) = √1− x.
This is the most singular situation and so provides a suitable grid in the general case. We simply take a uniform partition in
the y direction and map that into the x direction, that is, we uniformly discretize y and then solve for x via y = √1− x. This
procedure gives xi = (1 − (i/N − 1)2), where there are N grid points on the interval [0, 1], and defines a geometric grid
with excellent resolution near the seepage face, see Fig. 2.
The resulting phreatic surface is given in Fig. 3(a). In particular, we fitted the approximate solution hˆ = √1− νx to
the numerical solution. The best fit gave ν = 0.992. In the figure, we also give a comparison of the approximate solution
hˆ = (1− x)1/2, [20, Ch. 13] (no seepage face) and the fitted numerical result. Fig. 2(a) gives the pressure profile for the case
with a seepage face, and Fig. 3(b) gives the relationship between horizontal distance and velocity in the x direction. If we
had used the boundary condition hˆ(1, t) = 0, then the free surface would be perpendicular to the x-axis at x = 1. In fact
using (25), the horizontal velocity using (25) is uˆ ≈ − 12 (1− x)−1/2 which is infinite at x = 1.
4.1.4. Approximate solution to the reduced biodegradation equations
In this section we will consider the method of matched asymptotic expansions to obtain an approximate solution to
the biodegradation equations. The initial conditions assume a pollutant and nutrient free porous medium and constant
indigenous biomass concentration mˆ = 1. The boundary and initial conditions are given in (18)–(20).
2 In partially saturated regions, water is held under surface tension adhering to the porous media grains and any flow occurs (between grains) through
micropores. The surface tension provides a pressure less than atmospheric. But atmospheric pressure is used as datum to measure soil water pressure,
thus values less than atmospheric are at negative pressure (or tension).
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Fig. 3. (a) Comparison of the approximate solution and the numerical solution. The broken line is the approximate solution and the solid line is the fitted
numerical solution. The approximate solution is given by hˆ = (1− x)1/2 and√εl = 0.051. Height of seepage face is 0.0920. (b) Longitudinal velocity with
dimensionless distance.
4.1.5. Outer solution
Consider the dimensionless governing equations given in (15)–(17) in the limit of large Peclet number, εl  1.We choose
a distinguished limit λ1 = α√εl, α = O(1), so the governing equations reduce to
Rˆs
∂ sˆ
∂t
= −uˆ ∂ sˆ
∂x
− α√εlmˆ sˆ
κs + sˆ
aˆ
κa + aˆ , (26)
∂ aˆ
∂t
= −uˆ∂ aˆ
∂x
− αλ2√εlmˆ sˆ
κs + sˆ
aˆ
Ka + aˆ , (27)
∂mˆ
∂t
= −αλ4√εl(mˆ− 1)+ αλ3√εlmˆ sˆ
κs + sˆ
aˆ
κa + aˆ , (28)
with boundary conditions
sˆ(0, t) = 1, aˆ(0, t) = 1, ∂ sˆ
∂x
(1, t) = 0, ∂ aˆ
∂x
(1, t) = 0,
and initial conditions
sˆ(x, 0) = 0, aˆ(x, 0) = 0, mˆ(x, 0) = 1.
In Eq. (26), the initial and boundary conditions introduce a discontinuity or shock moving at speed s′(t) satisfying
ξ ′s(t) =
[uˆsˆ]+−
[Rˆssˆ]+−
, (29)
where the square brackets represents a jump in the enclosed quantity between its value on the left side (−) and the right
side (+) of the shock. The shock position is given by ξs(t) = tu−Rˆs satisfying the initial condition ξs(0) = 0. For simplicity we
will use uˆ = uˆ− = constant in the approximate solution. Computing the outer solution up to O(√εl) terms, we obtain
sˆ(x, t) =
1−
√
εl
αx
uˆ−
1
κa + 1
1
κs + 1 , 0 ≤ x ≤ uˆ−t/Rˆs;
0, x > uˆ−t/Rˆs,
aˆ(x, t) =

1−√εl αλ2xuˆ−
1
κa + 1
1
κs + 1 , 0 ≤ x ≤ uˆ−t/Rˆs;
1, uˆ−t/Rˆs ≤ x ≤ uˆ−t;
0, x > uˆ−t,
mˆ(x, t) =
1+ αλ3
√
εl
1
κa + 1
1
κs + 1 t, 0 ≤ x ≤ uˆ−t/Rˆs;
0, x > uˆ−t/Rˆs,
for λ1 = α√εl. Here we observe that the effects of the reaction terms occur in the O(√εl) terms.
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4.1.6. Inner solution
Consider Eq. (15) governing the substrate concentration, i.e.,
Rˆs
∂ sˆ
∂t
= −uˆ ∂ sˆ
∂x
+ εl ∂
2sˆ
∂x2
− α√εlmˆ sˆ
κs + sˆ
aˆ
κa + aˆ . (30)
We introduce the interior-layer coordinates x¯ = [x − ξs(t)]/εnl and t = τ where ξs(τ ) is a single (smooth) curve across
which the outer solution is discontinuous. We also use sˆ(x, t) = c(x¯, τ ), aˆ(x, t) = g(x¯, τ ) and mˆ(x, t) = η(x¯, τ ) to denote
the solution in this layer. Balancing terms requires n = 1/2, so we have
Rˆs
∂c
∂τ
− Rˆs ξ
′
s(τ )√
εl
∂c
∂ x¯
= − uˆ−√
εl
∂c
∂ x¯
+ ∂
2c
∂ x¯2
− α√εlη c
φκs + c
g
φκa + g , (31)
on x¯ ∈ (−∞,∞). The boundary conditions come from matching with the outer solution. That is
c → As, as x¯→−∞ and c → 0, as x¯→+∞, (32)
where As = 1 − √εl αxuˆ− 1κa+1 1κs+1 . We assume that c(x¯, τ ) = c0(x¯, τ ) + O(
√
εl), g(x¯, τ ) = g0(x¯, τ ) + O(√εl) and
η(x¯, τ ) = η0(x¯, τ )+ O(√εl) so that the O(1) equation (in the inner layer) for the pollutant transport gives
[uˆ− − Rˆsξ ′s(τ )]
∂c0
∂ x¯
= 0
and since ∂c0
∂ x¯ 6= 0, we have ξ ′s(τ ) = uˆ−Rˆs which determines the shock position, i.e., ξs(τ ) = uˆ−τ/Rˆs satisfying ξ(0) = 0. This
solution agrees with the shock position obtained from the outer solution, see (29). Analysis of the first order terms gives the
solution in the inner layer. Applying the boundary conditions we have
sˆ(x, t) = As
2
− As
2
erf
x− uˆ−t/Rˆs√
εl
√
Rˆs
4t
 ,
which is the leading order approximate solution for the substrate equation. A similar analysis of the equation governing the
acceptor concentration gives the shock location at ξa(τ ) = uˆ−τ . Similarly, for the nutrient we have
aˆ(x, t) = Aa
2
− Aa
2
erf
(
x− uˆ−t√
εl
√
1
4t
)
,
whereAa = 1−√εl αλ2xuˆ− 1κa+1 1κs+1 .
Consider the equation governing the decay andproduction of biomass. The solution mˆ(x¯, τ ) follows from the approximate
solutions sˆ(x¯, τ ) and aˆ(x¯, τ ). In the inner region we have:
∂η
∂τ
− ξm(τ )√
εl
∂η
∂ x¯
= −αλ4√εl(η − 1)+ αλ3√εlmˆ c
κs + c
g
κa + g . (33)
We seek a solution to (33) in the form η(x¯, τ ) = η0(x¯, τ )+√εlη1(x¯, τ )+ · · · for c(x¯, τ ) ∼ c0(x¯, τ ) and g(x¯, τ ) ∼ g0(x¯, τ ).
The O(1) expansion gives ξm(τ ) = 0, since ∂η∂ x¯ 6= 0, satisfying the initial condition ξm(0) = 0. The O(
√
εl) expansion gives
∂η0
∂τ
= 0.
Using the initial condition η0(x¯, 0) = 1 we have, at leading order, η0(x¯, τ ) = 1. The O(εl) terms are
∂η1
∂τ
= −αλ4(η0 − 1)+ αλ3η0 c0
κs + c0
g0
κa + g0 .
But η0(x¯, τ ) = 1 and c0(x¯, τ ) and g0(x¯, τ ) are given above, so we have
∂η1
∂τ
= αλ3η0 c0
κs + c0
g0
κa + g0 ,
where x¯ ∈ (−∞,∞). Integrating gives:
η1 =
∫ τ
0
αλ3η0
c0
κs + c0
g0
κa + g0 dτ ,
i.e.,
mˆ = 1+√εlαλ3
∫ t
0
sˆ
κs + sˆ
aˆ
κa + aˆ dt.
To verify these results we use the numerical method of lines. This involves discretizing the equations in space to obtain a
set of ordinary differential equations which are then integrated using MATLAB routine ode15s. For all the simulations we
set both the relative and absolute error tolerance to 10−6.
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Fig. 4. Comparison of the numerical solution and the approximate solution for (a) εl = 0.015 and t = 1.0, (b) εl = 0.0015 and t = 0.7.
Fig. 5. Inner nodes system.
4.1.7. Sensitivity to εl
To demonstrate the accuracy of the numerical solution, in Fig. 4 we plot the asymptotic solution and numerical solution
for a fixed value of t and different values of εl. In general, the two solutions are so close that their fronts are indistinguishable
for εl = 0.0015. The sharpening of the shock layer as εl decreases is also evident.
In Appendix, we show how the effects of small pore clogging on the flow field can be investigated.
5. The full model
Finite difference and finite elements methods have been used in many problems involving free or moving boundaries
[3,27]. Chapwanya and O’Brien [3] used a trial free boundary method to predict the position of a free surface. This method
is based on making an initial guess at the position of the free boundary, Γ (k) say. Then an approximation for the pressure
field inside the saturated porous domain is computed using the given conditions for the ‘fixed’ boundaries together with
one of the two conditions on the free boundary. The improved free boundary position Γ (k+1) is found by demanding that
the remaining free boundary condition is satisfied. The process is terminated when all the Γ s agree to a given degree of
accuracy.
In the present study, both explicit and implicit finite difference methods are used to simultaneously compute the
position of the moving boundary and the concentration profiles. The discretized finite difference expressions will allow
for a non-uniform grid space in all the directions. The corresponding nodal discretization is shown in Fig. 5 which leads to
a modification of the derivatives in the governing equations. Introducing the Lagrangian formulation requires
d
dt
= ∂
∂t
+ y˙ ∂
∂y
+ x˙ ∂
∂x
, (34)
to describes the change while moving along the space coordinate. The dot denotes a derivative with respect to time. We
discretize the equations by replacing the space derivatives as follows; for the non-uniform grid we have
∂
∂y
(
θ
∂s
∂y
)
≈ 1
aj−1/2
{
θi,j+1/2
si,j+1 − si,j
aj
− θi,j−1/2 si,j − si,j−1aj−1
}
, (35)
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Fig. 6. (a) The moving boundary position at t = 1.0. (b) The moving boundary position at t = 10.
Table 1
Selected input data for the simulations.
Symbol Description Value Units Reference
Ks Hydrocarbon saturation constant 2.00 g/m3 [16]
Ka Oxygen saturation constant 1.00 g/m3 [16]
m0 Background biomass concentration 12.8 g/m3 [8]
s0 Influent hydrocarbon concentration 26.0 g/m3 [16]
a0 Influent oxygen concentration 16.5 g/m3 [16]
b Microbial decay constant 0.10 1/day [22]
km Utilization constant 1.20 1/day [16]
Dl Longitudinal diffusion constant 0.25 m2/day [16]
Dt Transverse diffusion constant 0.25 m2/day [16]
ρm Biomass density 2.5× 103 g/m3 [8]
ρ` Liquid water density 1.0× 106 g/m3 [20]
ρb Bulk aquifer density 1.60× 106 g/m3 [8]
µ` Dynamic viscosity 8.64× 104 g/day/m [20]
k0 Permeability 2.00× 10−11 m2 [20]
Y Microbial yield coefficient 0.50 – [16]
φ Porosity 0.39 – [8]
X Stoichiometric constant 2.40 – [16]
Dimensionless parameters:
A 0.208
λ1 0.407 Eq. (12)
λ2 2.400 Eq. (12)
λ3 0.645 Eq. (12)
λ4 0.645 Eq. (12)
χ Biomass ratio 0.0051
εl Longitudinal diffusivity 0.0015 Eq. (12)
εt Transverse diffusivity 0.0066 Eq. (12)
δ2 Aspect ratio 0.051 Section 2
where aj−1 = yj− yj−1, aj−1/2 = (aj+ aj−1)/2, θj+1/2 = (θj+ θj+1)/2 and θj−1/2 = (θj+ θj−1)/2. For the first derivatives we
apply a three-point backward formula
∂(uθs)
∂x
≈ 3[uθs]i,j − 4[uθs]i−1,j + [uθs]i−2,j
bi−1 + bi−2 . (36)
The other partial derivatives are discretized in the sameway. The resulting semi-discretization is fully second order accurate
in space and leads to a system of ordinary differential equations for the discrete solution values which we then integrate in
time using Matlabs stiff solver ode15s. We set both relative and absolute error tolerances for ode15s to 10−8.
5.1. Simulations
Fig. 7 gives the profiles for the velocity, pollutant concentration, nutrient concentration, biomass concentration and the
concentration history at a point x = 0.10 and y = 0.42. In all the figures, we use the parameter values given in Table 1.
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Fig. 7. All the profiles were taken at t = 10. In (d), the concentrations were taken at the point (x = 0.1, y = 0.5).
In Fig. 6, we show simulations for the moving boundary position at two different time intervals. There is a significant
increase in biomass concentration in the regions where the nutrient and pollutant concentrations overlap, see Fig. 7. This
has the direct effect of decreasing the height of the phreatic surface which is consistent with the predictions from the
approximate one dimensional solution, see Appendix.
6. Conclusions and future work
We have considered a model for bioremediation applied to the seepage of pollutants through an earth wall. The model
involves a full coupling of the fluid velocity and the degradation process. As opposed to idealized situations in the literature,
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the current model is solved for field flow conditions. The numerical solution is validated by obtaining an approximate
solution in the limit of low background biomass concentration. The bio-clogging phenomenon, as given by the correction
terms, suggests a lowering of the moving boundary position and a decrease in the solute injection concentrations.
Studies of steady state flow problems of seepage through earth walls are available in the literature, see for example [21].
Such problems may be solved, to a reasonable degree of accuracy, by the Dupuit approximation. However, in the present
formulation the Dupuit approximation fails to predict the seepage face height which is an integral part of the physical
application of the model. Thus we have presented a numerical strategy which computes the seepage face and the position
of themoving boundary.We note that the correction terms predict no change in the seepage height, see boundary conditions
to Eq. (48) and the two dimensional simulations.
The equations being solved are complex and the approximate solution involved a double expansion for χ  1 and
εl  1 in the distinguished limit, δ2 = √εl. This model and solution strategy can clearly be extended to more general
systems including more nutrient and biomass species as well both fully two- and three dimensional aquifers.
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Appendix
A.1. The effect of nonzero O(χ) on the flow
In Section 4.1 we computed the leading order solution for flow in the form
pˆ = hˆ− y, uˆ ≈ −∂ hˆ
∂x
, vˆ ≈ √εly∂
2hˆ
∂x2
,
where hˆ = hˆ(x), sˆ = sˆ(x, t), aˆ = aˆ(x, t) and mˆ = mˆ(x, t) are all known. Here we investigate the effect of small pore clogging
on the flow by seeking expansions of the form c ∼ cˆ + χ cˆ2. The O(χ) equation governing the correction to the pressure
field is given by
√
εl
∂2pˆ1
∂x2
+ ∂
2pˆ1
∂y2
= √εlκ ∂
∂x
(
mˆ
∂ hˆ
∂x
)
−√εl ∂mˆ
∂t
, (37)
with the following boundary conditions
∂ pˆ1
∂y
= 0, on y = 0, (38)
pˆ1 − hˆ1 = 0, √εl ∂ hˆ1
∂t
= −∂ pˆ1
∂y
+√εl ∂ hˆ
∂x
[
∂ pˆ1
∂y
+ ∂ hˆ1
∂x
− ∂ hˆ
∂x
κmˆ
]
, on y = hˆ, (39)
pˆ1 = 0, on x = 0, (40)
pˆ1 = 0, on x = 1. (41)
The corresponding O(χ) biodegradation equations are given by
Rˆs
∂ sˆ1
∂t
= −uˆ∂ sˆ1
∂x
+ εl ∂
2sˆ1
∂x2
+ Fs(x, t)− λ1Γm(x, t) (42)
∂ aˆ1
∂t
= −uˆ∂ aˆ1
∂x
+ εl ∂
2aˆ1
∂x2
+ Fa(x, t)− λ1λ2Γm(x, t) (43)
∂mˆ1
∂t
= −λ1λ4mˆ1 + λ1λ3Γm(x, t), (44)
where
Fs(x, t) = Rˆssˆ∂mˆ
∂t
− Rˆs1 ∂ sˆ
∂t
− uˆ1 ∂ sˆ
∂x
− εl ∂mˆ
∂x
∂ sˆ
∂x
,
Fa(x, t) = aˆ∂mˆ
∂t
− uˆ1 ∂ aˆ
∂x
− εl ∂mˆ
∂x
∂ aˆ
∂x
,
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Fig. 8. (a) The corrected moving boundary position at t = 1.0. (b) The corrected concentration profiles at t = 1.0 for εl = 0.0015. In both figures we
adjust χ to 0.1 to highlight the effects of clogging.
and
Γm(x, t) = mˆaˆsˆ1 + (mˆaˆ1 + mˆ1aˆ)sˆ
(κa + aˆ)(κs + sˆ) −
mˆaˆsˆaˆ1
(κs + sˆ)(κa + aˆ)2 −
mˆaˆsˆsˆ1
(κs + sˆ)2(κa + aˆ) ,
and Rˆs1 = Amˆwhere sˆ(x, t), aˆ(x, t) and mˆ(x, t) are the known leading order solutions obtained for√εl  1. The boundary
conditions at x = 0 are
εl
∂ sˆ1
∂x
= uˆsˆ1 + uˆ1(sˆ− 1), εl ∂ aˆ1
∂x
= uˆaˆ1 + uˆ1(aˆ− 1),
with the initial conditions
sˆ1(x, 0) = 0, aˆ1(x, 0) = 0, mˆ1(x, 0) = 0.
To complete the model, the velocity components are
uˆ1 = −∂ pˆ1
∂x
+ κmˆ∂ hˆ
∂x
, v1 = −∂ pˆ1
∂y
. (45)
where κ = 19/6. Similar to the approach at leading order, we only need to solve for the moving boundary correction to find
a correction to the flow velocity. Note that the moving boundary correction is now time dependent.
A.2. Solutions
Using the distinguished limit δ2 = √εl we seek a solution for the pressure in the form
pˆ1 = ϕ0 +√εlϕ1 + O(√εl).
From Eq. (37), we have
∂2ϕ0
∂y2
= 0,
which can be integrated to give
ϕ0 = hˆ1, (46)
satisfying the boundary condition ϕ0(x, h0) = hˆ1 and ∂ϕ0∂y (x, 0) = 0. The O(
√
εl) terms in (37) give
∂2ϕ0
∂x2
+ ∂
2ϕ1
∂y2
= κ ∂
∂x
(
mˆ
∂ hˆ
∂x
)
− ∂mˆ
∂t
,
which can be simplified to yield
∂2ϕ1
∂y2
= κ ∂
∂x
(
mˆ
∂ hˆ
∂x
)
− ∂mˆ
∂t
− ∂
2hˆ1
∂x2
. (47)
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Integrating (47) together with the boundary conditions leads to
∂ hˆ1
∂t
= −hˆ
[
κ
∂
∂x
(
mˆ
∂ hˆ
∂x
)
− ∂mˆ
∂t
− ∂
2hˆ1
∂x2
]
+ ∂ hˆ
∂x
[
∂ hˆ1
∂x
− ∂ hˆ
∂x
κmˆ
]
. (48)
The boundary conditions to (48) come from (40) and (41), i.e.,
hˆ1(0, t) = hˆ1(1, t) = 0.
To complete the analysis, we find a numerical solution to Eqs. (42), (43), (44) and (48). In particular, Eq. (48) gives a correction
to the position of the moving boundary in the presence of growing biomass population. Eq. (46) completes the solution.
The O(χ) equations together with the leading order solution give the approximate solution to (9)–(11) in the form
s(x, t) ≈ sˆ + χ sˆ1, a(x, t) ≈ aˆ + χ aˆ1, and m(x, t) ≈ mˆ + χmˆ1. Interestingly, this (crude) model predicts a decrease in the
height of the phreatic surface as biomass concentration increases since less water flows into the domain. This phenomenon
is evident in Fig. 8 where there is a significant decrease in pollutant and nutrient concentration at the inflow boundary.
Note that for χ = 0.0051, the corrected boundary position and the leading order solution are indistinguishable. Thus, for
illustrative purposes, Fig. 8 is shown for χ = 0.051.
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