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1. Introduction
In the attempt to tackle the issue of climate change, governments across the world have agreed to
set global carbon reduction targets. For instance, the UK has agreed to reduce the green house gas
emissions by 80% of 1990 levels by 2050 [1]. In the pursuit of the carbon reduction, there has been
a continuous shift towards the de-carbonisation of major infrastructures such as transport and energy,
and an uptake of renewable power generation.
An increasing proportion of renewable energy introduces new challenges for the transmission
and distribution system operators. The intermittent nature of the renewable energy resources impacts
their power output, causing imbalance in supply and demand across the power system. Since the
proportion of inverter-fed generation is also likely to increase, the natural inertia of the system would
reduce. This in turn causes the grid’s frequency to become less stable and deviate from its target more
rapidly than in the present day.
Electrification of major infrastructures will cause an additional demand for electricity, which could
potentially coincide with existing demand peaks. Furthering this peak demand imposes additional
strain on the distribution network, which pushes both its thermal limits and its voltage constraints.
Energy storage is often viewed as a silver bullet to buffer the differences between the demand
and supply. Additionally, it can improve network operation. With advancements in energy storage
technologies, today’s catalogue of energy storage systems offers a wide range of applications to choose
from, where all yield some benefit at different levels throughout the entire network.
The collection of manuscripts in this editorial provides an insight into some of the cutting edge
research on the control of energy storage for power systems.
2. Short Review of the Contributions in This Issue
The special issue of the MPDI Energies on “Control of Energy Storage” is focused on the control
methods of energy storage for a range of applications and degrees of complexity. Specifically, the this
special issue addresses the following topics:
• Control of energy storage.
• Energy storage systems for transport.
• Energy storage systems for grid support.
• Intelligent coordination of storage elements in the grid at micro and macro levels.
• Monitoring, modelling, and other performance assessment methodologies for the control of
energy storage.
• Explorations of the future of energy storage systems and associated control problems.
The success of energy storage relies on the inclusion of the technical constraints and economic
feasibility into the control strategies for the energy storage applications. The research articles included
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in this special issue cover the full range of aspects for the energy storage applications: from energy
storage technology modelling for more predictable performance in real-life applications to micro and
macro control strategies for energy storage in power systems of a range of sizes.
2.1. Modelling
Telaretti et al. [2] developed a multi-vector model for energy storage operation taking into account
technical, economic, and financial aspects. Along with the model, the paper proposes an energy storage
scheduling strategy designed to maximise the profit for the energy storage owner by providing price
arbitrage services subject to the technical constraints of the energy storage system (e.g., rating, efficiency,
and depth-of-discharge). The performance of the proposed strategy was assessed in a simulation of
three energy storage technologies: lithium-ion (Li-ion), sodium-sulfur (NaS), and lead acid.
Looking into more detailed modelling, the performance and lifespan of modern battery
chemistries depend on the internal temperature and the voltages on individual cells during the
operation. Gao et al. [3] proposed a thermal model and equivalent circuit of a LiFePO4 battery to
accurately estimate the state-of-charge and temperature of the battery during operation. The proposed
model have been validated on experimental results and shown to have high accuracy cell voltage
estimation on a multi-cell LiFePO4 battery.
2.2. Automotive Industry
Energy storage application in automotive industry is presented with unique operational
conditions. Bruen et al. [4] presented a study on the effect of vibration on the lifespan and performance
of nickel manganese cobalt oxide (NMC) Li-ion batteries, commonly found in electric vehicles (EVs) and
plug-in hybrid electric vehicles (PHEV). The results of the study were used to develop an equivalent
circuit model for the cells and provide recommendation on the battery management strategies.
Moving on to control strategies for energy storage integrated into power systems, three research
articles addressed the application of energy storage for improving the performance and economic
efficiency of transport systems. Pietrosanti et al. [5] proposed a power management strategy for the
control of a flywheel energy storage system on a rubber tyre gantry crane. A power management
strategy was proposed in order to reduce the overall cost of energy that is required to operate the
gantry crane. This strategy balances the power demands for container lifting operations, and the
recovered energy when lowering the same. Due to the random duration of each such operation,
the developed power management strategy was implemented using statistical load distributions.
Numerical calculations using MATLAB/Simulink models of the required systems show increased
energy savings and reduced peak power demand with respect to current control strategies.
Lin et al. [6] proposed a control strategy for super-capacitor installation to recover breaking energy
fromurban rail trains. Introducing variable thresholds for the wayside energy storage system allowed
the recuperation to make best use of the train’s breaking V-I characteristics. Using a dual-loop control
method enabled the authors to achieve the best energy-saving effect, which was verified through
simulations and an experimental test on the Batong Line of the Beijing subway, using 200 kW wayside
supercapacitor energy storage prototypes. Xia et al. [7] proposed a solution for super-capacitor sizing,
placement, and control strategy for improving the efficiency of a metro line and improving voltage
profile. The proposed solution is based on a novel optimisation method, combining genetic algorithms
and simulation platform of an urban rail power system, including network, train, and energy storage
system modelling.
2.3. Network Support
Energy storage also has potential to perform energy management and network support in
standalone or grid-connected electricity distribution system—microgrids. Zangs et al. [8] proposed an
improvement on the additive increase multiplicative decrease (AIMD) algorithm for enabling voltage
support services from distributed energy storage devices in a low-voltage distribution network.
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The improved algorithm—AIMD+—uses local voltage measurements against location-adjusted
thresholds to improve voltage and thermal constraints on the network whilst providing more equal
energy storage utilisation.
Nguyen et al. [9] proposed a model predictive control (MPC) system for power control of battery
energy storage systems (BESS) in a micro-grid environment. Two variations of MPC—the proposed
purely predictive power control and predictive current control with proportional-integral (PI )—are
compared against the traditional PI control technique for BESS inverter control. The performance of
the control techniques was assessed using MATLAB/Simulink models of a microgrid with a mix of
generation sources, two energy storage systems, and a lump load, both in grid-connected and islanded
modes. Results showed that MPC-based power control methods are best applied for BESS applications
in power import/export control and frequency regulation in a microgrid, and the predictive current
with inner PI control loop is more suitable BESS control for smoothing the wind power fluctuations.
Chae et al. [10] highlighted the difference between simulated and actual performance of islanded
power systems. Authors presented results from economic feasibility studies of typical island power
systems and microgrid island power systems. A representative model of a typical island power system
supplied with diesel generators was assessed in a feasibility study tool called HOMER. The results
of the study showed that the most economical operational costs remained the same—between 20%
and 70% of energy supplied from renewable resources. Study of a planned power system on the test
island showed that 91% of the energy will be supplied from the renewable resources, giving an 81%
reduction in average fuel consumption. The real operational data showed the 82% of the energy was
supplied from renewable resources, achieving fuel consumption savings of 80%. Discussion by the
authors highlights the differences between the feasibility study against the actual observations and the
effect of microgrid operation on the power quality and operational efficiency of the power system.
2.4. Demand-Side Management
One of the fundamental functions of energy storage is to shift energy usage in time. Demand-side
management (DSM) can be viewed as equivalent to energy storage: the energy usage by a controllable
load is managed with an aim to minimise the impact on the network (e.g., supply unbalance,
frequency regulation, or network support) whilst maintaining the required function of the load
for the benefit of the consumer.
Gelazanskas and Gamage [11] proposed a method for scheduling of domestic hot water heaters
to compensate for the errors in day-ahead wind generation forecasts. The control system schedules the
heating periods every 5 min for the next 12 h to adjust the demand to fill the gap or absorb the excess
in supply. An artificial neural network is used to predict the loading of the water heater, allowing
the heating periods to be scheduled without causing discomfort to the user. Results showed that the
forecasting of energy usage by water heaters combined with scheduling lowers the energy requirement
for hot water preparation and reduces the imbalance in supply for wind power generation.
On a larger scale, Kies et al. [12] addressed the issue of demand and supply unbalance in
a simplified model of a fully renewable European power system by investigating the impact of DSM on
the need for backup generation. Authors use ten years of weather and historical data to perform power
flow analysis of several combinations of scenarios for transmission links capacities and distribution of
generation capacity across Europe to assess DSM as an energy storage equivalent.
2.5. Frequency Regulation
Imbalance in supply and generation at the grid level causes deviation of frequency from the statutory
range. Excess power generation allows the speed of rotating machines (e.g., steam turbines on coal
and gas power plants) to increase, which in turn increases the grid frequency. Similarly, lack of supply
leads to a decrease in frequency. Significant deviation from the statutory limits could lead to blackouts,
as the generation plants and loads will be disconnected from the network by frequency-sensitive
relays. Large-scale energy storage devices or coordinated behaviour of multiple small-scale energy
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storage devices could provide frequency regulation services to assist with maintaining the frequency
within the nominal range.
Fu et al. [13] proposed a distributed control algorithm for the coordination of frequency regulation
provided by multiple distributed resources. The algorithm uses an agent-based consensus control
protocol, where each agent represents a system component capable of providing active power support
and, through communication, aims to converge to a new common frequency state. Gatta et al. [14]
present an application of LiFePO4 BESS for primary frequency control. Electrical-thermal circuit
models were developed for evaluation purposes, taking into account the cycle-life and auxiliary energy
consumption. Numerical simulations then showed the trade-off between expected lifetime and overall
system efficiency when performing droop controlled frequency control. Yang et al. [15] presented an
optimal scheduling algorithm for an energy storage device providing frequency regulation service.
The control algorithm uses particle swarm optimisation to compensate for the errors in state of charge
estimation and adjust the operation of the energy storage device to maximise profit whilst ensuring
availability for the automatic generation control signal.
3. Conclusions
The research articles in the special issue on “Control of Energy Storage” presented contributions
from micro to macro scale of energy storage applications. Several works presented models for the
prediction of performance and lifespan of the selected energy storage technologies. Control techniques
for energy storage applications in transport and microgrid were presented, focusing on improvement
of operation efficiency and power quality. On the larger scale, three articles addressed the aspects of
frequency regulation provided by energy storage and demand response systems.
The collection of the research articles included in this special issue have demonstrated the wide
range applications for energy storage and the role of modelling in delivering effective control systems
for energy storage. Energy storage is expected to play an important role in keeping the lights on
in the future low-carbon electricity networks. Further integration of renewable generation and low
carbon technologies would require greater flexibility from the energy consumers and producers to
ensure balance of supply and demand. Energy storage deployed throughout the network levels has
the potential to provide the required flexibility and support network operation.
Acknowledgments: The authors are grateful to the MDPI Publisher and the members of the editorial team of
“Energies” for the invitation to act as guest editors for the special issue.
Author Contributions: Timur Yunusov and Maximilian J. Zangs have reviewed the works included in the MDPI
special issue on Control of Energy Storage and wrote the editorial. William Holderbaum is the academic editor for
the special issue and have guided and reviewed the writing of the editorial.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. The Stationary Office. Climate Change Act (c. 27); The Stationary Office: London, UK, 2008.
2. Telaretti, E.; Ippolito, M.; Dusonchet, L. A simple operating strategy of small-scale battery energy storages
for energy arbitrage under dynamic pricing tariffs. Energies 2016, 9, 12, doi:10.3390/en9010012.
3. Gao, Z.; Chin, C.S.; Woo, W.L.; Jia, J. Integrated equivalent circuit and thermal model for simulation
of temperature-dependent LiFePO4 battery in actual embedded application. Energies 2017, 10,
85, doi:10.3390/en10010085.
4. Bruen, T.; Hooper, J.M.; Marco, J.; Gama, M.; Chouchelamane, G.H. Analysis of a battery management
system (BMS) control strategy for vibration aged nickel manganese cobalt oxide (NMC) lithium-ion 18650
battery cells. Energies 2016, 9, 255, doi:10.3390/en9040255.
5. Pietrosanti, S.; Holderbaum, W.; Becerra, V.M. Optimal power management strategy for energy storage with
stochastic loads. Energies 2016, 9, 175, doi:10.3390/en9030175.
4
Energies 2017, 10, 1010
6. Lin, F.; Li, X.; Zhao, Y.; Yang, Z. Control strategies with dynamic threshold adjustment for supercapacitor
energy storage system considering the train and substation characteristics in urban rail transit. Energies 2016,
9, 257, doi:10.3390/en9040257.
7. Xia, H.; Chen, H.; Yang, Z.; Lin, F.; Wang, B. Optimal energy management, location and size for stationary
energy storage system in a metro line based on genetic algorithm. Energies 2015, 8, 11618–11640.
8. Zangs, M.J.; Adams, P.B.E.; Yunusov, T.; Holderbaum, W.; Potter, B.A. Distributed energy storage control for
dynamic load impact mitigation. Energies 2016, 9, 647, doi:10.3390/en9080647.
9. Nguyen, T.T.; Yoo, H.J.; Kim, H.M. Application of model predictive control to bess for microgrid control.
Energies 2015, 8, 8798–8813.
10. Chae, W.K.; Lee, H.J.; Won, J.N.; Park, J.S.; Kim, J.E. Design and field tests of an inverted based remote
microgrid on a Korean Island. Energies 2015, 8, 8193–8210.
11. Gelazanskas, L.; Gamage, K.A.A. Distributed energy storage using residential hot water heaters. Energies
2016, 9, 127, doi:10.3390/en9030127.
12. Kies, A.; Schyska, B.U.; Bremen, L.V. The demand side management potential to balance a highly renewable
European power system. Energies 2016, 9, 955, doi:10.3390/en9110955.
13. Fu, R.; Wu, Y.; Wang, H.; Xie, J. A distributed control strategy for frequency regulation in smart grids based
on the consensus protocol. Energies 2015, 8, 7930–7944.
14. Gatta, F.; Geri, A.; Lamedica, R.; Lauria, S.; Maccioni, M.; Palone, F.; Rebolini, M.; Ruvio, A. Application of a
LiFePO4 battery energy storage system to primary frequency control: Simulations and experimental results.
Energies 2016, 9, 887, doi:10.3390/en9110887.
15. Yang, J.S.; Choi, J.Y.; An, G.H.; Choi, Y.J.; Kim, M.H.; Won, D.J. Optimal scheduling and real-time
state-of-charge management of energy storage system for frequency regulation. Energies 2016, 9,
1010, doi:10.3390/en9121010.
c© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
5
Article
A Simple Operating Strategy of Small-Scale Battery
Energy Storages for Energy Arbitrage under Dynamic
Pricing Tariffs
Enrico Telaretti *, Mariano Ippolito and Luigi Dusonchet
Department of Energy, Information Engineering and Mathematical Models, University of Palermo,
Viale delle Scienze, 90128 Palermo, Italy; ippolito@dieet.unipa.it (M.I.); dusonchet@dieet.unipa.it (L.D.)
* Correspondence: telaretti@dieet.unipa.it; Tel.: +39-091-238-602-62; Fax: +39-091-488-452
Academic Editor: William Holderbaum
Received: 9 October 2015; Accepted: 16 December 2015; Published: 25 December 2015
Abstract: Price arbitrage involves taking advantage of an electricity price difference, storing electricity
during low-prices times, and selling it back to the grid during high-prices periods. This strategy
can be exploited by customers in presence of dynamic pricing schemes, such as hourly electricity
prices, where the customer electricity cost may vary at any hour of day, and power consumption can
be managed in a more flexible and economical manner, taking advantage of the price differential.
Instead of modifying their energy consumption, customers can install storage systems to reduce
their electricity bill, shifting the energy consumption from on-peak to off-peak hours. This paper
develops a detailed storage model linking together technical, economic and electricity market
parameters. The proposed operating strategy aims to maximize the profit of the storage owner
(electricity customer) under simplifying assumptions, by determining the optimal charge/discharge
schedule. The model can be applied to several kinds of storages, although the simulations refer
to three kinds of batteries: lead-acid, lithium-ion (Li-ion) and sodium-sulfur (NaS) batteries.
Unlike literature reviews, often requiring an estimate of the end-user load profile, the proposed
operation strategy is able to properly identify the battery-charging schedule, relying only on the
hourly price profile, regardless of the specific facility’s consumption, thanks to some simplifying
assumptions in the sizing and the operation of the battery. This could be particularly useful when
the customer load profile cannot be scheduled with sufficient reliability, because of the uncertainty
inherent in load forecasting. The motivation behind this research is that storage devices can help to
lower the average electricity prices, increasing flexibility and fostering the integration of renewable
sources into the power system.
Keywords: price arbitrage; battery energy storage system; optimal operation; hourly electricity prices;
energy management
1. Introduction
Electricity customers will face significant challenges in the near future due to the most recent
developments in the energy market sector. These changes have been mainly driven by the increasing
penetration of renewable and distributed energy sources in the power system, which can positively
contribute to a reduction of CO2 emissions. The diffusion of renewable sources has been made possible
thanks to the introduction of support policies, such as those put in place for the photovoltaic (PV)
and wind technology [1–4]. Clearly, the transition from the current centralized electricity market
structure towards a decentralized market model will require major investments in the electricity grid
infrastructure, in order to ensure an adequate level of quality and reliability of the energy supply.
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In the spot markets, the electricity price varies stochastically from one day to the next and
systematically between seasons. The marginal cost of producing energy has become much more
volatile in the last decade, mainly due to the recent moves toward competitive liberalized markets.
Indeed, the competition among actors has increased the range of variability in electricity prices,
expanding the difference between on-peak and off-peak prices. Normally, electricity users are not
exposed to these fluctuations but pay a constant price. In an attempt to reduce demand peaks,
several utilities are moving from a conventional fixed-rate pricing scheme to new market-based
models, where the electricity cost is free to fluctuate depending on the balance between supply
and demand. Such dynamic pricing schemes reflect the prices of the wholesale market and are
able to lower demand peaks and the volatility of the wholesale prices [5]. A first example of
dynamic pricing tariff is time-of-use (TOU) pricing, which provides two or three periods of different
electricity price (generally “on-peak”, “mid-peak” and “off-peak” prices), depending on the hour of
day. Electricity users are advised in advance about electricity prices that are not normally modified
more than once or twice per year. A more flexible electricity-pricing scheme is real-time pricing
(RTP), for which the retail electricity price closely reflects the wholesale energy price. In this case,
customer electricity prices can vary hourly depending on the wholesale market and electricity users
can manage their power consumption in a more flexible and economical manner, taking advantage
of the price differential. The real-time prices can be notified to electricity customers with different
timing, depending on the specific utility’s RTP program. For example, with Ameren’s RTP program
(an Illinois’ Electric Utility), hourly prices for the next day are set the night before and are communicated
to customers so they can modify their power consumption in advance. Differently, with ComEd’s
RTP program (another Illinois’ Electric Utility), hourly prices are based on the average of the twelve
five-minute prices for each hour, and electricity users are notified in real-time, only when the hour
has passed. Later on in this article, the RTP prices will be considered as day-ahead hourly prices,
so electricity customers are advised a day before and can modify their power consumption accordingly.
The highly volatile behavior of the electricity price can be exploited by using an energy storage
device in order to capture the price differential. Indeed, if an electricity customer is charged at an
hourly-dependent rate, a storage system can be adopted with the aim to shift portions of consumption
to different hours than those where they actually occur. The electricity is simply stored when it is
inexpensive and resold back to the grid at a higher price [6,7].
The object of this article is to analyze, develop and demonstrate a charge/discharge
scheduling method able to maximize the arbitrage benefit of a storage system, subject to technical
constraints. The storage system is described by means of its performance parameters, such as the
charge and generation capacity, the charge/discharge efficiency, the rated charge/discharge rate,
the depth-of-discharge (DOD), etc., which are sufficient to evaluate the arbitrage potential of a storage
system. The scheduling strategy is based on the definition of an objective function, able to maximize
the arbitrage benefit of the storage owner subject to technical constraints, allowing the battery to be
charged/discharged at different DOD, as further detailed in Section 4. The developed model is valid
for any kind of storage, although the simulations refer to a lead-acid, a lithium-ion (Li-ion) and a
sodium-sulfur (NaS) battery. Test results show that the proposed operating strategy is effective to
maximize the profit for the customer. Unlike the studies reported in the literature, often requiring an
estimate of the end-user load profile, the proposed operation strategy is able to properly identify, for
each daily period, the charge/discharge hours relying only on the hourly spot market price profile,
regardless of the specific facility’s consumption. This is made possible thanks to some simplifying
assumptions in the sizing and the operation of the battery energy storage system (BESS), as further
details in Section 3. This could be particularly useful when the customer load profile cannot be
scheduled with sufficient reliability because of the uncertainty inherent in load forecasting. In these
cases, identifying a BESS operating strategy that does not depend on the user’s power profile can be
an important task, since the deviation of the scheduled power profile from the effective one could
affect the results obtained using more complete methods. Furthermore, the proposed management
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strategy requires a low computational burden and can be implemented in simple and available
software, for instance in a spreadsheet, representing a friendly but effective instrument to optimize the
charge/discharge schedule of a storage device.
The next section summarizes existing literature on the topic of optimal operation of storage
systems. In Section 3, the customer energy system used in this paper is briefly described and the basic
operational assumptions are outlined. In Section 4, the problem formulation is provided, showing the
objective function to be maximized and defining the constraint equations. In Section 5, a case study is
presented and the technical and economic parameters for each storage device are provided. Section 6
shows the simulation results and some important remarks about the operating schedule of the storage
devices. Finally, Section 7 summarizes the conclusion of the work.
2. Current Literature
Traditionally, most of the studies address the optimal operation of a storage system based on
linear programming [8–11], nonlinear programming [12], dynamic programming [13–16] and multipass
iteration particle swarm optimization approach [17]. Other charge/discharge strategies are described
in [18–25].
2.1. Linear and Nonlinear Programming
In [8], the authors study the optimal operation of an energy storage unit installed in a small power
producing facility using a conventional linear programming technique. In [9], the authors determine
the optimal charge/discharge schedule by using a linear optimization model of the battery systems
(based on Li-ion and lead-acid technology) for arbitrage accommodation. They found that the cost and
the efficiency of the storage systems have the highest impact on simulation results. The developed
model is linear and can thus be solved without much computational effort. Bradbury et al. [10] studied
seven real-time US electricity markets and 14 different storage technologies, finding that the optimal
profit-maximizing size of a storage device (i.e., hours of energy storage) depends largely on its
technological characteristics (round-trip charge/discharge efficiency and self-discharge), rather than
the magnitude of market price volatility, which instead increases internal rate of return (IRR).
The arbitrage benefit is maximized using a simple linear programming, subject to technical constraints.
Graves et al. [11] emphasize the fact that using average peak and off-peak prices does not account
for the variability in prices and thus leading to significant errors in the optimal management strategy.
They also discuss the use of a linear programming for determining the optimal operation strategy.
In [12], the authors present an optimal operation strategy of BESSs to the real-time electricity price
in order to achieve maximum profits of the BESS. The algorithm is based on a sequential quadratic
programming method as to maximize the profits for the customer. The strategy is promising although
operating and maintenance costs of the BESS are not taken into account.
2.2. Dynamic Programming
Linear programming is often considered to be too inflexible, as it typically does not capture the
stochastic nature of load profiles. In order to overcome the restriction, dynamic programming methods
are employed to capture the uncertainties in load profiles and electricity prices [13]. The algorithm
developed in [14] is a multipass dynamic programming that ensures the minimization of the electricity
bill for a given battery capacity, while reducing stress on the battery and prolonging battery life. In [15],
the authors address the problem of organizing home energy storage purchases as a Markov decision
process, showing that there exists a threshold-based stationary cost-minimizing policy. The battery
is charged up to the threshold, when the battery level is below the threshold, and discharged when
the level is above the threshold. The proposed strategy is interesting, even though the system cost is
not considered. In [16], the authors propose a self-learning optimal operating control scheme based
on adaptive dynamic programming for the residential energy system with batteries. The algorithm is
effective in achieving minimization of the cost through neural network learning. The main feature
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of the proposed scheme is the ability of the continuous learning and adaptation to improve the
performance during real-time operations under uncertain changes in the environment or new system
configuration of the residential household.
2.3. Other BESS Management Strategies
In [17], a modified particle swarm optimization (PSO) algorithm (called multipass iteration PSO)
is used to solve the optimal operating schedule of a BESS for an industrial TOU rate user with wind
turbine generators. Thanks to the high computational efficiency, the algorithm can be used to evaluate
the optimal operating policy of a BESS in real-time applications, based on the load condition of the
user, the energy left in the BESS, and the output of wind turbines. In [18], the authors estimate the
benefit of using energy storages for aggregate storage applications, such as energy price arbitrage,
TOU energy cost reduction, ancillary services, and transmission upgrade deferral. The maximization
of the arbitrage benefit is carried out by maximizing an objective function, under the assumption
that the electricity prices are both dependent/independent on the battery operation. In [19], a simple
methodology to charge/discharge a residential battery system for energy arbitrage in presence of
TOU prices was described. The statistical variability of the household consumption was accounted
through a Monte Carlo method. The economic feasibility of the storage system was determined
in the context of the Australian retail electricity market, showing that, for various BESSs, the load
shifting strategy can be profitable. In [20], the authors present an estimation of the economic feasibility
of electricity storage in the west Danish power market, exploiting a simple operation strategy of
the BESS in the spot market. The strategy includes two main conditions: (1) the price for buying
must be less than the price for selling times the round trip efficiency (in order to ensure positive
incomes) and (2) the amount of power bought in a given time period must equal the amount of power
sold times the round trip efficiency (in order to ensure the balance of energy). Shcherbakova et al.
(2014) [21] simulated the operation and resulting profits of small storage batteries (NaS and Li-ion) in
South Korea using a charge/discharge strategy based on Hotelling rule. They concluded that neither
technology generates a sufficient amount of arbitrage revenue to cover the battery’s capital costs.
Purvins and Summer [22] presented an optimal battery system management model in distribution
grids for lithium-ion battery system used in stationary applications. The proposed approach is based
on three management priorities, the first being the maximum utilization of renewable energy sources
(RES) energy in distribution grids (preventing situations of reverse power flow at the distribution level),
followed by efficient battery utilization (charging at off-peak prices and discharging at peak prices)
and residual distribution grid demand smoothing. Finally, in [23,24], the authors evaluate the capacity
of storage and active demand side management (DSM) to increase the self-consumed electricity in
the residential sector, using a lead–acid battery. The operating strategy is based on self-consumption
maximization, reducing the use of the grid and supplying the highest amount of energy from PV
generation. In [25], the authors present a home energy management system model that uses a heuristic
algorithm to manage and control home appliances based on a combination of energy pricing models
including TOU and RTP tariffs. The algorithm aims to minimize overall usage and cost of energy
without significantly degrading consumer comfort.
3. Energy System Description and Operational Assumptions
The customer energy system consists of a passive user (end-user), interconnected to a storage
system through a bidirectional converter, as depicted in Figure 1. The bidirectional converter consists
of a rectifier AC/DC (the battery charger) and an inverter DC/AC [26,27]. The battery system is
handled in order to ensure an economic benefit for the customer, exploiting a load shifting strategy.
Since the system marginal price (SMP) value is available one day ahead and it is defined each hour,
the electricity prices are considered as hourly-dependent prices, where each hour of the day has a
different electricity price. The reference period used in the study is one day, i.e., the battery operation
is defined starting from a vector of 24 elements as input data.
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Three different operating modes are considered for the storage system: charging mode, activated
when the electricity prices are low; standby mode, in which the power grid supplies directly the
end-user without contribution of the storage; and discharging mode, activated when the electricity
prices are high, where part of the load is supplied from the battery.
The following assumptions have been made:
- The end-user is allowed to buy the consumed energy at an hourly tariff (RTP tariff), defined by
the utility on a daily basis. The RTP tariffs are assumed to be proportional to the SMP values, by
applying a percentage increase to incorporate the benefit for the utility and taxes (electricity tax
and value added tax (VAT)).
- The power flow is always directed from the grid to the load. The stored energy can only be used
by the customer for load compensation and cannot be sold to the utility.
- The hourly electricity prices are known in advance in a finite horizon setting (daily period) and
the use of the storage device does not influence the prices of electricity in the energy market
(small price taking storage devices). Predictions about future electricity rates are not part of this
work since the aim is to show results based upon the current electricity prices.
- Battery self-discharge is disregarded.
- Battery capacity is assumed constant throughout the battery life, without degradation.
- The common frictions during battery operation are accounted for by incorporating imperfect
charging and discharging efficiency;
Figure 1. Grid-connected customer energy system operating in parallel with the storage system.
- The charge/discharge rate of the battery is assumed constant and equal to the rated power
capacity of the device. Doing so, the storage charge/discharge constraints are automatically
satisfied (i.e., the energy charged/discharged into the battery at any time t cannot be more than
the rated power capacity of the device). It is worth noting that both the battery capacity and
the battery life are influenced by the charging rate. Indeed, at very high rates the capacity cell
and the battery life are reduced. Fast charging may also have negative consequences on the
battery efficiency [28]. Therefore, the use of a battery at constant charge/discharge rate helps
to prolong the battery life, to preserve the rated capacity and to keep the battery efficiency at
appropriate values.
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- The charging time is assumed equal to the discharging time, in each operating cycle. According
to the last two mentioned hypotheses, the battery returns to the initial state-of-charge (SOC) at
the end of each operating cycle. Such an operation means that the battery energy constraints are
automatically satisfied (i.e., the storage level of the battery cannot be more than the rated energy
capacity of the device).
- The DOD of the battery can take different discrete states, depending on the value of the
objective function.
- The storage capacity is assumed equal to the facilities’ energy consumption during peak
times (i.e., the hours where electricity prices are the highest) on the day of the year of lowest
consumption [29]. In other words, the battery is sized so that it can supply the entire customer
load during peak price hours, on the day of the year of lowest consumption, and only a portion of
the customer’s load on the other days. The choice of the storage capacity is driven by a trade-off
between gaining more arbitrage savings during days with relatively high peak loads and wasting
idle capacity during days with low peak loads. Among all the possible solutions, the one that
ensures the minimum upfront investment cost for the storage owner has been chosen. The aim of
this article is to identify a battery operating strategy able to maximize the profit of the storage
owner (under the considered assumptions), without attempting to identify the optimal BESS
capacity. In other words, the battery has been sized according to a criterion of minimum cost,
which is not necessarily the optimal one. As a consequence of this statement, the BESS can be
operated regardless of the specific facility’s load profile and the power flow is always directed
from the grid to the load, without selling to the utility.
4. Problem Formulation
4.1. Preliminary Considerations
The optimal operating strategy of the storage device is able to uniquely determine the daily
charge/discharge intervals so as to maximize the economic saving for the customer. Figure 2 shows
typical daily profiles of SMP (the national single price of the Italian day-ahead market) for a reference
weekly period (from 31 March to 6 April 2014) [30]. The profiles clearly show a first couple of min/max
prices in the first semi-daily period and a second couple in the second half of the day. The battery thus
will be charged only once a day, twice a day or it will remain idle, depending on the maximization
of the objective function. Since the RTP tariffs are assumed to be proportional to the SMP values,
hereinafter will be referred as RTP prices. It is worth noting that weekdays RTP values have a first
price peak at about 8:00–10:00 a.m. and a second peak at 8:00–9:00 p.m. Differently, Sunday only
retains the second peak at 9:00 p.m. As a result, we can expect that the BESS could be charged two
times on weekdays (including Saturday), only one time on Sunday.
Since the battery can be charged/discharged at different DOD, the algorithm calculates the
moving average (MA) of RTP prices (MA RTP) corresponding to each charge/discharge time, d, where
d is a discrete variable denoting the charge/discharge time of the battery (corresponding to different
DOD values). For example, assuming that the charge/discharge time, d, can take D different discrete




n“h RTP pnq {d h “ 1, . . . , 24 ´ d ` 1 ; d “ 1, . . . , D ; i “ 1, . . . , 365 (1)
where d is an index denoting the charge/discharge time of the battery, i is an index denoting the day
of the year, h is an index denoting the hour of the day, D is the maximum charge/discharge time of
the battery (corresponding to the maximum DOD) and MARTPi,d phq is the MA of RTP prices in hour
h, corresponding to the charge/discharge time d in the day i. In the following, all equations will be
referred to a generic day i, and the variability of the index over the year will be omitted.
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Figure 2. System marginal price (SMP) for the weekly period from 31 March to 6 April 2014.
Since the charge/discharge rate of the battery, PBESS, is assumed constant, the following relation
exists between the DOD and the discharged time, d:
DOD “ EBESS
Cap
“ PBESS ¨ d




where EBESS is the energy discharged from the storage device, Cap is the rated energy capacity of the
BESS, and Dmax is the maximum theoretical discharging time of the battery, corresponding to a full
discharge (this is a theoretical discharging value, since the battery can never fully discharge).
Since the battery can be charged once or twice a day, depending on the maximization of the
objective function, the algorithm takes into account two MA RTP profiles for each charge/discharge
time d, the first referred to a daily period, the second to a semi-daily period. In other words,
the algorithm scans both the daily and the semi-daily MA RTP profiles, with the aim of verifying
whether the maximum of the objective function corresponds to only one cycle or to two cycles per
day. Figure 3a,b shows the daily profile of MA RTP related to a daily period or to a semi-daily period,



















d “ 1, . . . , D (4)
where AverMAi,d is the daily average value of the MA RTP profile and AverMApkqi,d
is the semi-daily
average value of the MA RTP profile (in the semi-daily period k of the day i, with k “ 1, 2). Figure 3a,b
also shows the min/max values of MA RTP profiles in the daily/semi-daily period:
MARTPi,d,min , MARTPi,d,max ; d “ 1, . . . , D (5)
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is the couple of min/max MA RTP values in the semi-daily period k of
the day i, respectively. The average values and the min/max MA RTP values are calculated for each
charge/discharge time d and for each day i. The daily profile in Figure 3 corresponds to the RTP prices
when d “ 1, to the MA of RTP prices when d ‰ 1.
4.2. Optimization Problem Formulation
Since the battery can be charged once or twice a day, depending on the value of the objective
function, the algorithm calculates the benefit for the storage owner (electricity customer) in both
cases, verifying in which situation the objective function takes the maximum value. In the following
sections, the objective function will be defined in both situations, by considering a daily or a semi-daily
periodicity, respectively.
 
Figure 3. Daily profile of moving average of RTP prices (MA RTP) with daily average (a) and semi-daily
average values (b).
4.2.1. Semi-Daily Periodicity
Under the assumption of semi-daily periodicity, the storage device will perform two charging
cycles per day, according to the MA RTP profile shown in Figure 3b. For each battery cycle, the problem
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where SpkqBESS,i,d is the saving per kWh obtained charging/discharging the BESS over time d,
in the semi-daily period k of the day i and CBESScycled,d is the storage cost per kWh cycled,
obtained charging/discharging the BESS over time d.























where EpkqBESS,i,d is the energy discharged from the storage device over time d, and μc and μd are the
charge/discharge efficiencies of the battery, respectively.
The storage cost per kWh cycled can be expressed as:
CBESScycled,d “
CTOTBESS
Cap ¨ NFull cycle,d (9)
where CTOTBESS is the total cost of the storage and NFull cycle,d is the number of equivalent full cycles of
the battery, corresponding to a charge/discharge time d.



























are not independent variables, since they are linked to the DOD.
The DOD is thus the only variable to be optimized and the search space is the set of all possible
charging/discharging times, namely all integers between 1 and D. Ultimately, the maximization of the
objective function allows one to obtain the DOD value that maximizes the customer’s benefit, for each
semi-daily charging/discharging cycle.
4.2.2. Daily Periodicity
In the same manner as was done in the previous section, in presence of a daily periodicity of the













The maximization of the objective function allows one to obtain the DOD value that maximizes
the customer’s benefit, for each daily charging/discharging cycle.
4.2.3. Constraint Equations
As already stated in Section 3, the battery charging and discharging constraints are automatically
satisfied, since the charge/discharge rate of the battery is assumed constant. The storage energy
constraints are also satisfied, since the battery returns to the same initial SOC at the end of each
charge/discharge cycle (namely the energy discharged is equal to the energy charged, in each battery
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cycle). Furthermore, charging/discharging periods should not overlap each other. This might happen
when the battery performs two operating cycles per day. If this is the case, the charging/discharging
period will be reduced accordingly.
The charge/discharge cycle of the battery would only be worth it if the difference between the
maximum and minimum values of MA RTP is higher than the cost of cycling energy plus the cost of
the energy losses in the charge/discharge process. Expressed differently, Equations (11) and (12) must
take positive values for the battery operation to be profitable:
OFpkqi,d ą 0 , OFi,d ą 0 (13)
If the constraints in Equation (13) are not satisfied, the battery will remain idle, since the arbitrage
benefit is not enough to compensate for the cost of cycling energy plus the cost of the energy losses.
In the following, the term “eligible” will be used to indicate an objective function whose value is
greater than zero.
4.2.4. Selection of the Charging/Discharging Intervals
Once Equations (11) and (12) are calculated, the algorithm checks, for each day of the year, if the
summation of the eligible objective functions corresponding to each semi-daily cycle is greater than
that corresponding to the daily cycle, namely:
2ÿ
k“1
OFpkqi,d ě OFi,d d “ 1, . . . , D (14)
If Equation (14) is satisfied, the battery is charged in the first half of the day, in the second half or
in both, depending on the number of the eligible objective functions, OFpkqi,d . The DOD for each battery
cycle is selected according to Equation (11). If Equation (14) is not satisfied, the battery will make
only one cycle per day. The corresponding DOD is selected according to Equation (12). Finally, if all
the objective functions have negative value (i.e., there are no eligible objective functions), the battery
remains idle in the day i.
It is worth noting that the proposed operating strategy allows maximizing the customer’s benefit
under the assumptions described in Section 3. More complex and complete models could lead
to higher benefits for the storage owner. Furthermore, the proposed method leads to an effective
maximization of the objective function only if the SMP profile is assumed to have a convex form in the
charging/discharging intervals, as in most spot electricity markets. If the price profile differs from a
convex form, the proposed procedure could lead to suboptimal results, but it was verified that the
error margin is narrow.
5. Case Study
The number of equivalent full cycles cannot be estimated directly, as it mainly depends on the
energy cycled by the batteries, namely by the DOD. For most batteries, manufactures show in their
datasheets the curves of number of cycles to failure, N cycle,d vs. the DOD (for given temperature value),
as shown in Figure 4, derived for a lead-acid battery [31].
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Figure 4. Typical cycles to failure vs. depth-of-discharge (DOD) curve for lead-acid-batteries.
The number of equivalent full cycles performed by the battery at a given DOD can be obtained
as [32]:
NFull cycle,d “ DOD¨ N cycle,d (15)
where N cycle,d is the number of cycles to failure, as derived from Figure 4.
For most of electrochemical batteries, the number of equivalent full cycles remains constant
(for given operating temperature) and does not depend on the DOD. Expressed differently, the total
Ah a battery can deliver over its life is approximately constant. However, the relationship deviates for
some electrochemistries, especially at low DOD. With a view to highlight the changes, Figure 5 shows a
comparison of cycles to failure vs. DOD curves for three different BESS technologies (lead-acid, Li-ion
and NaS battery).
Figure 5. Cycles to failure vs. depth-of-discharge (DOD) curve for three different battery technologies.
Let us assume Dmax “ 5 h, which corresponds to a discharging time D “ 4 h at a DOD = 80%.
The number of equivalent full cycles, for each selected DOD (ranging from 1 to 4 h), is reported in
Table 1, for each of the selected battery technologies. The values were calculated using Equation (11).
The number of cycles to failure, Ncycles_ d, was deduced from the typical cycles to failure vs. DOD
curve, for each battery option [31,33,34]. Table 1 also shows the percentage increment, ΔNFull(%), with
respect to the value corresponding to a DOD = 80%. It is worth noting that the percentage increment is
minimum for lead-acid, maximum for Li-ion battery.
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Table 1. Number of equivalent full cycles for each selected DOD, for the three battery technologies.
Lead-Acid Battery Li-Ion Battery NaS Battery
DOD(%) NFull cycles,d ΔNFull p%q NFull cycles,d ΔNFull p%q NFull cycles,d ΔNFull p%q
80% 540 2400 3592
60% 570 5.56 2640 10 4269 18.85
40% 590 9.26 4040 68.3 5445 51.58
20% 660 22.22 10000 316.7 8253 129.76
The analysis has been carried out by referring to a typical medium-scale public facility
(Department of Energy, Information engineering and Mathematical models (DEIM), University of
Palermo). For the selected facility, a reference weekly period has been considered, from 31 March to 6
April 2014. The SMP for the reference weekly period have already been reported in Figure 2.
The proposed strategy can be applied to several kinds of storages, but the test results refer
to three kind of batteries, lead-acid, Li-ion and NaS, that are, nowadays, the most suitable to be
used in residential, commercial or industrial buildings, for load shifting applications. Among the
three technologies, Li-ion batteries are the most promising in terms of cost reduction and cycling
performance [35]. The technical and economic parameters are reported in Table 2 for each of the
selected battery technologies.
Table 2. Technical and economic parameters selected for the three battery technologies.
Components Specifications
Technology Lead-Acid Battery Li-Ion Battery NaS Battery
Energy capacity (kWh) 20 20 20
Power rating (kW) 5 5 5
Roundtrip efficiency (%) 82 90 81
Operating temperature (˝C) (´20)–(+50) (´20)–(+45/+60) 300–350
Healthy DOD (%) 80 80 NA
Cycles to failure (80% DOD) 1100 3000 4500
BESS cost (€/kWh) 171 844 256
PCS cost (€/kW) 172 125 171
BOP cost (€/kW) 70 0 53
The storage cost and the charge/discharge roundtrip efficiency have been selected calculating
the arithmetic mean between low and high literature values [36]. In Table 2, the total storage cost
has been decomposed as the sum of the power conversion system (PCS) cost, the BESS cost and the
balance-of plant (BOP) cost [37]. The operating temperatures and the healthy DOD were derived
from [29]. The rated energy capacity (equal to 20 kWh for each battery) was selected referring to the
facility’s energy consumption during peak price hours, on the day of the year of lowest consumption,
as already specified in Section 3.
The storage costs per kWh cycled are on average higher than the difference between maximum and
minimum electricity prices. Indeed, the average storage costs per kWh cycled are equal to 0.171 €/kWh
cycled for lead-acid, 0.103 €/kWh cycled for Li-ion and 0.096 €/kWh cycled for NaS batteries, as against
a maximum value of 0.1 €/kWh for the difference between maximum and minimum electricity price.
For this reason, a grant equal to 75% of the upfront investment cost is considered in this analysis.
The storage costs per kWh cycled have been obtained considering average values of CBESSkWh and
NFull cycle, according to [36].
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6. Simulation Results
For each day of the reference period, the algorithm handles the MA RTP prices, corresponding to
each DOD, calculating the value of the objective functions and verifying the fulfillment of condition in
Equation (14).
The values of the objective functions together with the charge/discharge time, for the three
battery technologies, are reported in Table 3. If Equation (14) is satisfied, Table 3 reports the value ofř2
k“1 OF
pkq
i,d and the column d shows a couple of values, (x,y), denoting the charging/discharging time
of the first and the second half day period, respectively. If Equation (14) is not satisfied, the value of
the daily objective function, OFi,d, is reported and the column d shows a single value denoting the
charging/discharging time in the daily period. Finally, if all the objective functions have negative
value (i.e., there are no eligible objective functions) the battery remains idle and the corresponding
values of the objective function and the charging/discharging times are missing in Table 3.
Table 3. Values of the objective functions in the reference weekly period.
Lead Acid Li-ion NaS
OF d OF d OF d
31/03/2014 0.038 4,4 0.036 2,1 0.122 4,4
01/04/2014 - - - - 0.049 4,4
02/04/2014 - - 0.002 -,1 0.047 4,3
03/04/2014 - - - - 0.018 3,2
04/04/2014 - - 0.004 1,- 0.042 4,-
05/04/2014 - - 0.001 1 0.043 4,4
06/04/2014 0.028 -,4 0.01 -,4 0.071 -,4
Weekly OF 0.066 0.053 0.392
The values reported in Table 3 lead to the following fundamental results (valid under the
assumption that a subsidy equal to 75% of the upfront investment cost is granted to the storage owner):
- Among the three considered storage options, the use of NaS batteries leads to the maximum
benefit for the storage owner (the value of the weekly objective function is around six times the
one observed for the lead-acid battery); indeed, although NaS batteries have an acquisition cost
higher than lead-acid, the number of cycles to failure is more than three times higher than that of
lead-acid battery (see Table 2).
- The lead-acid technology appears to be the least convenient for arbitrage applications, despite its
lower cost. This is essentially due to the low number of equivalent full cycles compared to
the other battery technologies. The Li-ion technology also has a low profitability for arbitrage
applications, essentially because of the high upfront investment cost. However, the situation
could rapidly change since Li-ion batteries are the most promising in terms of cost reduction and
cycling performance [31].
- Lead-acid battery remains idle during most of the days, since the gap between maximum
and minimum electricity price is not enough to compensate for the low number of equivalent
full cycles.
- As previously stated in Section 4.1, NaS battery is charged two times per day on weekdays
(except on Friday), and only one time on Sunday. This is because weekdays have two price peeks,
and the gap between max/min electricity price is high enough to compensate for the cost of
cycling energy plus the cost of the energy losses in the charge/discharge process.
- The NaS battery often performs two operating cycles, whereas the Li-ion battery performs two
operating cycles only on Monday. This is essentially due to the high upfront investment cost of
Li-ion battery compared with NaS technology, and to the lower number of equivalent full cycles.
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- On Sunday, the batteries perform only one cycle in the second half of the day, lasting four hours
(as previously stated in Section 4.1).
It is worth noting that the battery cycle lasts four hours when the objective function takes a high
value, i.e., when the gap between high and low electricity prices is large. Indeed, in this case the first
term of the objective function prevails over the second term and the higher DOD resulting from the
greater discharge duration offsets the number of equivalent full cycles.
Finally, it is possible to assert that, at the current price of storage technologies, the use of batteries
for arbitrage applications is not profitable for the storage owner. The battery is charged once a day or
twice a day depending on the shape of RTP profiles, being the BESS operating cycle dependent on the
specific battery technology.
In order to highlight the advantages of the proposed approach compared to other simple methods,
a comparison is made with respect to a simple strategy (base case) where the battery is operated
in the hours where the gap between the lowest and the highest prices is maximized. The base case
differs from the proposed operating strategy since the battery can be operated at different hours,
not necessarily uninterrupted, but always regardless of the facility’s load profile. Besides, in the base
case, the battery is operated always at its maximum DOD (4 h), if the discharge duration is compatible
with the objective function values, under the fulfillment of constraint conditions.
The values of the objective functions together with the charge/discharge time, in the base case,
are shown in Table 4. When the objective functions have negative value, the corresponding values and
the charging/discharging times are missing in Table 4.
Table 4. Values of the objective functions for the base case.
Lead acid Li-ion NaS
OF d OF d OF d
31/03/2014 0.038 4,4 0.014 4,4 0.122 4,4
01/04/2014 - - - - 0.049 4,4
02/04/2014 - - - - 0.046 4,4
03/04/2014 - - - - 0.013 4,4
04/04/2014 - - - - 0.042 4,-
05/04/2014 - - - - 0.043 4,4
06/04/2014 0.028 -,4 0.009 -,4 0.071 -,4
Weekly OF 0.066 0.023 0.386
% weekly increase - 130% 1.5%
It was found that the percentage increase of the weekly objective function, compared to the base
case, is 130% for Li-ion and 1.5% for NaS batteries, as reported in Table 4.
According to the values reported in Table 4, the comparison between the proposed operating
strategy and the base case leads to the following considerations:
- For lead acid battery, the values of the objective function are the same (the weekly percentage
increase is zero). Indeed, this kind of battery performs the same charging/discharging cycles
both in the proposed operating strategy and in the base case.
- For Li-ion battery, the weekly percentage increase of the objective function is large (130%).
Indeed, in the base case the Li-ion battery remains idle for most of the days and the value of
the objective function on Monday is more than halved compared with the corresponding value
reported in Table 3.
- For NaS battery, the weekly percentage increase of the objective function is 1.5%, as a result of an
increase of the objective functions on Wednesday and Thursday.
The last conclusion is particularly meaningful since it confirms that operating the battery at low
DOD can be advantageous for the storage owner when the gap between high and low electricity prices
is limited (e.g., when the objective function takes a small value).
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Figure 6a,b show the graphic comparison between the objective function values of the two
approaches, for NaS and Li-ion battery, respectively.
 
Figure 6. Graphic comparison between the objective function values of the two approaches: (a) NaS battery
and (b) Li-ion battery.
The results obtained from the proposed approach show the effectiveness of the proposed operating
strategy compared to the base case.
Finally, the effect of the proposed operating strategy on the daily curve of the energy extracted
from the main grid is evaluated. To this aim, the power consumption of the department was registered
over a reference period of one week (from 31 March to 6 April 2014).
Figure 7 shows the DEIM power diagram for the reference period, without (Figure 7a) and with
(Figure 7b) storage contribution.
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Figure 7. Power diagram of the department without (a) and with storage contribution (b).
Figure 7b shows power spikes due to the BESS charging/discharging. The maximum weekly peak
load is increased at 23 kW (against a value of 18 kW without storage) when the proposed operating
strategy is applied. Conversely, the minimum weekly peak load is reduced to zero when the storage is
operated (against a value of 5 kW without storage). Therefore, the implementation of the proposed
strategy does not lead to a flattening of the power profile but to an increase in the gap between peak
and off-peak loads.
7. Conclusions and Future Work
This paper develops a detailed storage model linking together technical, economic and electricity
market parameters. The storage system is described by means of its performance parameters,
such as the charge and generate capacity, the charge/discharge efficiency, the rated charge/discharge
rate, the DOD, etc., which are sufficient to evaluate the arbitrage potential of the storage device.
The proposed operating strategy aims to maximize the profit of the storage owner (electricity customer)
by determining the optimal charge/discharge schedule. Unlike the studies reported in the literature,
often requiring an estimate of the end-user load profile, the proposed operating strategy is able to
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identify the proper charging schedule of the device regardless of the specific facility’s consumption.
This is made possible since the battery is sized referring to the facilities’ energy consumption during
peak price hours, on the day of the year of lowest consumption. Under this assumption, the storage
will be able to supply the entire customer load during the day of the year of lowest consumption,
but only a portion of the customer’s load on the other days. This could be particularly useful when
the customer load profile cannot be scheduled with sufficient reliability, because of the uncertainty
inherent in load forecasting. In these cases, identifying a BESS operating strategy that does not depend
on the user’s power profile can be an important task, since the deviation of the scheduled power
profile from the effective one could affect the results obtained using more complete methods. In order
to highlight the advantages of the proposed approach compared to other methods, a comparison is
made with respect to a simple strategy (base case) where the battery is charged only one time per day
at its maximum DOD (equal to four hours). The results obtained from the proposed approach show
the effectiveness of the proposed operating strategy. The proposed model can be applied to several
kinds of storages but the test results refer to three electrochemical technologies: lead-acid, Li-ion and
NaS battery. The simulation results show that the operating schedule of the storage device differs in
the various days of the week and it depends on the specific battery used (the most critical parameters
being the acquisition cost of the battery bank and the number of cycles to failure). The operating cycle
lasts four hours (i.e., the maximum available charge/discharge time) when the objective function takes
high values. However, in the days when the objective function has a lower value, the storage device is
operated at a lower discharging time. This is because the higher gap between high and low electricity
prices and the higher value of equivalent full cycles fully offset the less benefit due to the lower DOD
(which results in a lower energy discharged). Simulation results show that, at current prices, no BESS
technology is cost effective, due to the high upfront investment costs. However, if a subsidy is granted
to reduce the initial investment cost, the use of NaS batteries leads to the maximum benefit among
the three considered storage options. This is essentially due to the high number of equivalent full
cycles (four times higher than that of lead-acid batteries). Conversely, the lead-acid technology appears
to be the least convenient for arbitrage applications, despite its lower cost. This is essentially due
to the low number of equivalent full cycles compared to the other battery technologies. In addition,
the Li-ion technology has a low profitability for arbitrage applications, essentially because of the high
upfront investment cost. However, the situation could rapidly change since Li-ion batteries are the
most promising in terms of cost reduction and cycling performance.
In a future work, the authors will evaluate the effect of load forecasting uncertainty on the accuracy
of storage operating strategies, in order to demonstrate that often the deviation of the scheduled power
profile from the effective one could affect the results of more complete methods.
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Abbreviations
BESS Battery Energy Storage System
BOP Balance-of Plant
DEIM Department of Energy, Information Engineering and Mathematical Models
DOD Depth-of-Discharge
DSM Demand Side Management
IRR Internal Rate of Return
Li-ion Lithium-Ion
MA Moving Average
MA RTP Moving Average of RTP Prices
NaS Sodium-Sulphur
PCS Power Conversion System
PSO Particle Swarm Optimization
PV Photovoltaic
RES Renewable Energy Sources
RTP Real-Time Pricing
SMP System Marginal Price
SOC State-of-Charge
TOU Time-of-Use
VAT Value Added Tax
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Abstract: A computational efficient battery pack model with thermal consideration is essential for
simulation prototyping before real-time embedded implementation. The proposed model provides a
coupled equivalent circuit and convective thermal model to determine the state-of-charge (SOC) and
temperature of the LiFePO4 battery working in a real environment. A cell balancing strategy applied
to the proposed temperature-dependent battery model balanced the SOC of each cell to increase the
lifespan of the battery. The simulation outputs are validated by a set of independent experimental
data at a different temperature to ensure the model validity and reliability. The results show a root
mean square (RMS) error of 1.5609 × 10−5 for the terminal voltage and the comparison between the
simulation and experiment at various temperatures (from 5 ◦C to 45 ◦C) shows a maximum RMS
error of 7.2078 × 10−5.
Keywords: lithium-ion battery; battery management system; convective thermal model; cell model;
state-of-charge
1. Introduction
In recent years, interest has increased for lithium-ion (Li-ion) batteries [1–3] in power generation
and renewable energy applications such as solar energy systems, wave-operated electrical generation
systems, wind turbines, battery electric vehicles (BEVs), and portable power storage devices.
Compared with other commonly used batteries like lead acid, nickel cadmium (NiCd) and nickel
metal hydride (NiMH), LiFePO4 is popular due to its high capacity, low self-discharge current,
wide temperature operation range, and long service life that make them better candidates for
many applications. However, lithium-ion batteries are sensitive to overcharging or discharging
that could deteriorate the performance resulting in a shorter lifetime [4]. The accurate SOC estimation
is, therefore, necessary for a properly functioning LiFePO4 battery power system.
Since there is no sensor available to measure SOC directly, it is estimated from physical
measurements (such as the current, voltage and temperature) via the battery management system
(BMS). Currently, a large variety of methods for battery SOC estimation is proposed in the literature.
First, the standard measurement-based estimation approaches, such as the coulomb counting method
or ampere-hour (Ah) methods, as well as the open-circuit voltage (OCV) and impedance measurement
methods [5–9] give a more intuitive and reliable estimation. Second, the machine learning-based
estimation method (also called black-box method), such as artificial neural network (ANN) and
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fuzzy logic (FL) methods [10–17] require high computational effort for extensive training on a large
dataset. Lastly, the state-space model-based estimation using Kalman filter (KF) [18–20] increases
the computational load of the BMS. Hence, these methods have its advantages and disadvantages.
They mostly focus on estimating the SOC of a single cell and terminal voltage estimation without
considering the SOC and temperature differences between the cells in a battery [13]. Few works have
been performed to explore the SOC predictions of the battery pack (or multiple cells) system with
temperature variations due to the ambient condition and cells. However, the temperature-dependent
battery model with the convective heat transfer between the cells are often too complicated to realize
for the actual application, and the simulation model is not available.
In this paper, the battery pack model is proposed to simulate the influence of temperature [14,15]
between cells and the effect of ambient temperature acting on the cells that are necessary for developing
a more reliable SOC estimation and cell balancing algorithm. A total of 12 LiFePO4 cells in a series are
used for the modeling and parameter identification process. The parameters are estimated online by a
series of lookup tables to provide a good compromise between the high fidelity and computational
effort for integrated BMS implementation, where the lookup table uses an array of data to map input
values to output values, approximating a mathematical function. If the lookup table encounters
an input that does not match any of the table’s pre-defined input values, the block interpolates
or extrapolates the output values based on nearby table values. Since table lookups and simple
estimations can be faster than mathematical function evaluations, using the lookup table method
can result in a faster computational time. The SOC estimation algorithm of the battery pack and
cell balancing strategy are implemented and validated using the experimental data collected in a
laboratory. The battery model under different temperatures is included to improve the battery model.
The experiment results show the feasibility of the proposed model for simulation prototyping before
the actual implementation.
In summary, the contributions of the paper include a 12-cell temperature-dependent battery
model with the convective heat transfer between cells to estimate the SOC of each cell for automatic
passive cell balancing. This work also provides a battery simulation prototyping platform to allow
different algorithms and battery cells to be simulated and implemented quickly using the Simulink
Coder to generate and execute C code from Simulink with less programming needed. The experiments
verify the battery model in both near zero and room temperatures (from 5 ◦C to 45 ◦C) using the actual
duty cycle.
The paper is organized as follows: Section 2 models the battery pack. It is followed by Section 3
that deals with the experimental setup and data acquisition. The simulation model validation using
independent experimental data, SOC estimation of the proposed battery pack and cell balancing are
presented in Section 4. Finally, Section 5 concludes the work with the future plan.
2. Battery Cell Model Description
The electrochemical model is the most accurate battery model for estimating the SOC.
However, the electrochemical models are quite complex and involve partial differential equations [13]
to solve in real-time. The black-box models using machine learning have recently been proposed.
However, they use much computational effort for training large datasets for real-time embedded
applications that slow down the system’s output and performance in real-time. The alternative
approach is to use the equivalent circuit models (ECM) with a combination of voltage sources, resistors,
and capacitors to model the battery behaviors that will provide an interpretable structure for online
estimation and implementation.
2.1. Equivalent Circuit Model
The number of RC blocks typically ranges from one to two for various applications. The dynamic
voltage responses of 1 RC model and 2 RC model are compared in Figure 1, as well as the experimental
data which is from the LiFePO4 battery cell test. It is obvious that a higher number of RC increases the
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computational resources without significantly improving the model accuracy. Therefore, 1 RC battery
cell model is proposed for the embedded applications in this paper, the model structure is shown in
Figure 2.
Figure 1. Comparison of 1 RC and 2 RC fitting.
Figure 2. Equivalent circuit model.
The nonlinear mapping from the battery’s SOC to the open circuit voltage (OCV) is represented
by a voltage-controlled voltage source (VCVS) denoted as Uoc. R0 as the internal resistance. The R1
and C1 are polarization resistance and polarization capacitance to simulate the transient response
during a charge or discharge process. The whole-charge capacitor is denoted as Cb, its value is the
battery capacity in unit (A·s), the self-discharge energy loss due to long time storage is represented by
Rsd. The voltages across C1 are denoted as U1. The terminal voltage and current are denoted as system
output UL and system input I, respectively. Define I > 0 when charging; I < 0 when discharging.
The governing equation of the battery model is as follows.
UL = UOC − I × R0 − U1 (1)
As the temperature affects the battery cells’ performance, the critical parameters such as
OCV, R0, R1 and C1 are function of both SOC and temperature T. The lookup tables are used to
establish a direct correlation between electrochemical phenomena inside the cell and the circuit
elements. The method can capture nonlinear electrochemical phenomena and yet avoid lengthy
electrochemical process calculations to make the model suitable for embedded applications besides
the simulation environment.
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SOC is one of the most important variables in the BMS to manage the lithium-ion batteries to their
optimal performance. It is necessary to monitor the SOC of the battery cell in real-time to prevent the
battery cell from either undercharging or over-discharging as any of these conditions could damage
the battery cell permanently. In this paper, the Ah method is used to compute the SOC.





where SOC(0) is the initial SOC, Cn is the nominal capacity of the battery pack, T is the sampling
period, i(t) is the load current at time t, η is coulombic efficiency, and Sd is the self-discharging rate.
For LiFePO4 battery used in this experiment, η > 0.994 under room temperature [1]. In this paper,
η = 1, and Sd = 0 are assumed.
The series connected cells’ capacity is the quantity of electric charge stored in the cells.
Theoretically, the series battery capacity is given by the sum of the minimum capacity that can





((SOCi − 1)·Ci) (3)
where Cseries is the usable capacity of the series battery pack, Ci is the capacity of the i cell, SOCi is
state of charge of the i cell, m is the number of cells connected in a series.
2.2. Lumped-Capacitance Thermal Model of the Battery Cell
In this paper, the commercial LiFePO4 26650 cylindrical cells are selected to be the research objects,
which are constructed in a multilayer structure in which the radial thermal conductivity is lower than
the axial one. Nevertheless, the thermal resistance by the radial conduction is still much less than the
convective thermal resistance, as air is used as the coolant (i.e., the Biot number, Bi = Lch f /ks < 0.1).
Therefore, a lumped-capacitance thermal model for battery cells assuming a uniform temperature in
each cell is sufficient without compromising accuracy of the numerical analysis. The thermal energy
balance of the battery cell is modeled by using the first law of thermodynamics:
dU
dt
= Qgen(t)− Qloss(t) (4)
where U represents the internal energy and is the total energy contained by a thermodynamic system
(in joules). Qgen(t) is the generating heating rate, i.e., the rate of the heat generation occurring in the cell.
On the other hand, U can be determined by the following.
dU = m × CP × dTcell (5)
where m is the mass of the cell (in kilograms), dTcell is the temperature variation of the cell with time
(in kelvin), and CP is the specific heat capacity of the cell (in J/kg/K).
The volume heat generation rate in a battery body is the sum of numerous local losses such as
active heat generation, reaction heat generation, and Ohmic heat generation. In this paper, Qgen(t)
is characterized only by ohmic losses because of their simplicity to the model in the embedded
applications. Ohmic losses are expressed as follows.
Qgen(t) = R0 × (I)2 + R1 × (I1)2 (6)
where I is the battery current, I1 is the current going through by R1.
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Moreover, Qloss(t) is a value of all the heat transfers as a result of a temperature difference between
the cells and the connections of the cells and consists of two parts: convective heat transfer Qconv and
conductive heat transfer Qcond.
Qloss = Qconv + Qcond (7)
1. Convective heat transfer
The convective heat transfer Qconv from the cell to the surrounding is determined by
Qconv = hconvSarea(Tcell − Tair) (8)
where hconv is the convective heat transfer coefficient, Sarea is the area of heat exchange, Tcell is
the cell temperature and Tair is the ambient temperature.
2. Conductive heat transfer
The convective heat transfer Qcond represents the thermal diffusion through cell to cell electric





where Tcell2 and Tcell1 are the temperature of battery cell 2 and battery cell 1, respectively. Rcond is
the thermal resistance of the connection, which includes the top and bottom connection of the
battery cell.
In Li-ion battery, the cross-plane thermal conductivity is much smaller than the in-plane thermal
conductivity. Heat conduction through the top and bottom of cells are important to the practical
system. However, in this study, the experimental battery cells are all brand new, assuming that they
are all with good uniformity. The temperature difference ΔT = Tcell2 − Tcell1 is ignored. As a result,
the conductive heat transfer is also neglected in the model in the paper.
2.3. Coupled Equivalent Circuit Model (ECM) and Thermal Battery Model
A coupled electro-thermal model of the LiFePO4 battery is proposed. In this model, the inputs
are the current battery I and the ambient temperature, Tair. In the coupled model, both thermal and
electrical are considered since the temperature affects the four main parameters (OCV, R0, R1 and C1).
As shown in Figure 3, the parameters at different temperatures provide two-dimensional lookup tables
for the ECM to compute the terminal voltage and SOC of each cell while the thermal model determines
the temperature within the cells due to convection.
 
Figure 3. Coupled equivalent circuit model (ECM) and thermal model.
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3. Experiment Tests for Battery Characterizations
A test environment for battery characterizations has been built in the laboratory as shown
in Figure 4. The commercial LiFePO4 battery cells (ANR26650M1-B from A123 System with
Nanophosphate® lithium-ion chemistry) were used in the experiments. The key specification of
the battery cell is tabulated in Table 1. Battery cell or battery pack was placed in the temperature
chamber as seen in Figure 5 to perform a series of tests under different controlled temperatures.
The ambient temperatures 5 ◦C, 15 ◦C, 25 ◦C, 35 ◦C and 45 ◦C were used to determine the model
parameters of the 12-cell battery. The load current is created using a programmable DC electronic load,
and a programmable DC power supply for charging the battery cells. The power supply is utilized
as a controlled voltage or current source with the output voltage from 0 to 36 V and current from 0
to 20 A. A current sensor LEM 50-P is used to measure the charge and discharge current. The NTC
temperature sensors are utilized to measure the temperatures of the battery cells and the ambient
temperature. The National Instruments DAQ device controlled all input and output data. The host PC
communicates with the DAQ device to monitor the power supply and charge and discharge status of
the battery in real-time. As the data acquisition rate is limited in the embedded system, it is one sample
per second. The host PC performs the model simulation and algorithm development using the battery’s
data received. A custom-designed pulse relaxation that includes the transient part and non-transient
part (rather than simple constant current cycles often adopted in the literature) is employed in the SOC
estimation as seen in Figure 7.
Figure 4. Battery test bench.
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Figure 5. Temperature chamber.
Table 1. Battery cell and thermal specifications.
Cell Dimensions (mm) Ø 26 × 65
Cell Weight (g) 76
Cell Capacity (nominal/minimum) (0.5 C Rate) 2.5/2.4
Voltage (nominal, V) 3.3
Recommended Standard Charge Method 2.5 A to 3.6 V CCCV for 60 min
Cycle Life at 20 A Discharge, 100% DOD >1000 cycles
Maximum Continuous Discharge 50 A
Operating Temperature −30 ◦C to 55 ◦C
Storage Temperature −40 ◦C to 60 ◦C
Specific Heat Capacity of the Cell Cp (J/kg/K) 810.53
Convective Heat Transfer Coefficient hconv (W/m2/K) 5
Surface Area of Heat Exchange Sarea (m2) 0.0149
Ambient Temperature Tair (◦C) 25
3.1. Static Capacity Test
As compared to the nominal capacity, the static capacity of a battery cell varies with the load
current and the ambient temperature. The battery capacity testing determines the battery cell capacity
in ampere-hours at a constant current (CC) discharge rate. This test provides a baseline for a battery
cell for the advanced battery management algorithm development (e.g., SOC, SOH, and cell balancing).
The test procedure follows the constant current constant voltage (CCCV) protocol and consists of the
following steps.
1. Charge the battery at 0.8 C rate (2 A) to the fully charged state in CCCV mode under the specified
temperature. The battery is fully charged to 3.6 V when the current reaches 1 mA.
2. Apply a 15-hour relaxation period before discharging the battery cell.
3. Discharge at a constant current 0.8 C rate until the voltage reaches the battery minimum
limit of 2.5 V.







where Qd is the static capacity, Id is the discharge current in ampere, and td is the discharge time
in second.
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3.2. Pulse Discharge Test
The pulse discharge test characterizes the battery voltage response (cell dynamics) at various
SOCs and temperatures. The test comprises a series of discharge pulses across the full SOC range
under specified temperature points. The test procedure is summarized as follows.
1. Charge the battery to a fully charged state, follow step 1 in Section 3.1.
2. Apply a 15-hour relaxation period before discharging the battery cell.
3. Discharge the battery cell at a pulse current 0.8 C rate with 450 s discharging time and 45 min
relaxation period, until the terminal voltage reaches the cut-off voltage 2.5 V.
4. Record the data and proceed to model validation and simulation.
3.3. Cycling Aging Test
Cycling aging is a major factor that causes the battery to degrade and lose its capacity. When the
capacity reduces to 80% of the beginning life capacity, the battery is considered to have reached its end
of life (EOL). The static capacity of the battery is a non-linear function of charge-discharge cycling,
Qd = f (Nc) (11)
where Nc is the charge-discharge cycling number.
The procedure of the one cycling test is illustrated as follows. The initial state of the battery is
assumed to be fully discharged.
1. Charge the battery to a fully charged state, follow step 1 in Section 3.1.
2. Allow the battery to rest for 15 min until its temperature stabilized.
3. Discharge at a constant current 0.8 C rate until the voltage reaches the battery minimum
limit of 2.5 V.
4. Record the data and proceed to another cycle after the battery rests for 15 min.
Based on the cycling aging testing designed above and the manufacturer’s specifications in Table 1,
the test will take around one year to perform. Thus, it is quite time-consuming to conduct such test.
Since new battery cells were used in the experiment, the aging effect of the cells is therefore neglected.
4. Battery Model Identification and Results
4.1. Temperature-Dependent Battery Cell Parameters Identification
Many parameter identification methods are proposed in the literature. With its limitation in the
embedded system resource, the lookup table approach was implemented in the battery pack model to
allow more computation time to perform the SOC estimation and cell balancing. The static capacities
of the battery cell were identified from the results of the static capacity test. Table 2 and Figure 6
illustrate the results of the static capacity test under the specified ambient temperatures, respectively.
As seen in Figure 6, the static capacity of the battery cell increases as the ambient temperature increases.
It reaches a steady state value at around 35 ◦C.
Table 2. Static capacities under specified ambient temperature
Temperature (◦C) 5 15 25 35 45
Static capacity (Ah) 2.2369 2.4474 2.5642 2.5693 2.5706
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Figure 6. Static capacity under specified ambient temperature.
The value of OCV is identified from the results of the pulse discharge test (PDT) in this paper.
The relaxation process example of battery PDT under 25 ◦C is shown in Figure 7. From the figure, it is
obvious that the difference of the terminal voltage between 45 min and 3 h is 0.02 mV (0.06% of the
nominal voltage). Hence, to save the experiment time, 45 min was thought to be enough for relaxation
due to the small change in the terminal voltage after 45 min for the selected LiFeO4 battery.
Compared with low-rate current charge/discharge method, the proposed PDT method to obtain
the OCV at certain SOC intervals (e.g., 10%) can reduce the measurement time by around 90%.
The comparison of C/50 low-rate discharge profile and the 10% SOC step incremental OCV curve
at 25 ◦C is shown in Figure 8.
Figure 7. Relaxation process example of battery pulse discharge test (PDT).
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Figure 8. Comparison of C/50 low-rate discharge profile and the 10% state-of-charge (SOC) step
incremental open-circuit voltage (OCV) curve (25 ◦C).
Figure 9 shows a full voltage curve sample of PDT with 45 min relaxation at 25 ◦C. OCV approximates
the terminal voltage of the battery at equilibrium state of every relaxation period. The OCV-SOC
relationship curves under different temperatures are shown in Figure 10. As observed in Figure 10a,
there is a higher OCV for the SOC value from 0.1 to 0.9. Also reflected in the close view as shown in
Figure 10b, is a different OCV between various temperatures. When SOC is 0.2, the maximum OCV
is approximately 25 mV with SOC error of 10% which is between 5 ◦C and 45 ◦C. Therefore, the OCV
cannot be represented by simply a curve fitting method (that is commonly adopted in the literature) to
improve the accuracy of the OCV-SOC curve. From the Figure 8, 11 OCV data points can be gained for
a full discharge period, which is 0~1 with the 10% SOC intervals. However, they might be insufficient
to reflect all electrode features due to the low resolution. Interpolation is a common method to yield
additional data. Here, we applied interpolation method for better resolution and as a result of reducing
measurement time. Therefore, a lookup table with interpolation techniques is applied to obtain the
real-time OCV under different temperatures. The lookup table is created and stored in the embedded
microcontroller. The curves of the OCV are illustrated in Figure 11. With various SOCs and temperatures,
the corresponding OCV can be obtained from the lookup table.
Figure 9. Terminal voltage of pulse discharges test.
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Figure 10. (a) OCV-SOC relationship curves under different temperatures; (b) detailed view from
SOC 0.1 to 0.4.
Figure 11. OCV-SOC value curves.
In this Section, R1, C1 and R0 are identified from the results of PDT. Figure 12 is the relaxation cycle
used to identify these parameters. The DC internal resistance R0 is calculated from the instantaneous





where Un is the terminal voltage of sample n, and I is the discharge current.
Figure 12. Relaxation period after the discharge pulses.
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The abovementioned R0 is identified using the segment marked in red color shown in Figure 12.
R1 and C1 represent the transient response of the battery voltage during the relaxation period.
The identification process starts in the segment marked in green color as shown in Figure 12.
The values of each parameter of the RC networks can be identified. The identified values will be
tabulated in the 2-D lookup tables as shown in Figures 13–15. The experiments were conducted at the
following temperatures 5 ◦C, 15 ◦C, 25 ◦C and 45 ◦C in order to include the influence of the ambient
temperature to parameters R0, R1 and C1. In this paper, a simplified lookup table with interpolation
technique is applied to obtain the real-time OCV, R1 and C1, which is a highly efficient method for
the microcontroller in the embedded applications. Compared with other models with a complex
identified process such as adaptive least square (ALS) and extended Kalman filter (EKF), this method
reduces the burden on the processor greatly without large deficiency in performance. Table 3 shows
the comparison result of R0 identification, which obtains the R0 value by the ALS method, EKF method
and lookup table method implemented in the MATLAB environment, respectively. As shown in
Table 3, the lookup table method can save much identification time without big differences in RMS.
Figure 13. R0 value curves.
Figure 14. R1 value curves.
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Figure 15. C1 value curves.
Table 3. Comparison results between adaptive least square (ALS), extended Kalman filter (EKF) and
lookup table methods.
R0 ALS Method EKF Method Lookup Table
RMS 0.0055 0.0042 0.0058
Computation time 1.35 s 1.25 s 0.021 s
4.2. Temperature-Dependent Battery Cell Parameters Validation
The model output terminal voltage was compared with the measured terminal voltage at the
similar current loads to validate the equivalent circuit battery model. As shown in Figure 16, a cell
battery model is implemented in the MATLAB/Simulink platform using the model identified in
Section 4.1. The comparisons of the battery terminal voltages for both the experimental data and
the simulation outputs under different temperatures such as 5 ◦C, 15 ◦C, 25 ◦C and 45 ◦C are shown
in Figures 17–20, respectively. As seen in the individual error plots across the simulation time, it is
evident that the model outputs follow the experimental data closely with a small error throughout the
simulation time.
 
Figure 16. Battery cell model for validation.
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Figure 17. (a) Model validation at 5 ◦C; (b) Error between model output and experimental data.
Figure 18. (a) Model validation at 15 ◦C; (b) Error between model output and experimental data.
Figure 19. (a) Model validation at 25 ◦C; (b) Error between model output and experimental data.
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For comparison purposes, the root means square errors of the terminal voltage between the
simulation and experimental results shown in Figures 17–20 at different temperatures are tabulated
in Table 4. The comparison between the simulation and experiment at various temperatures shows
a maximum RMS error of 7.2078 × 10−5. It shows the battery cell indeed operating quite poorly
at a lower temperature (a common characteristic of a battery cell). From the figures, it is evident
that the terminal voltage errors due to the suddenly changed current can be converged to around 0
quickly (e.g., within 1.2 × 10−5 s); this means the model has a certain degree of robustness, which is
relevant to the further study of the advanced algorithms. To test the robustness of the model under
different ambient temperatures, a set of experimental data under 35 ◦C (not used for the parameter
identification) was compared with the simulation model. The results in Figure 21 show that the RMS
error of the terminal voltage between the simulation and experiment is approximately 1.5609 × 10−5.
It indicates that the temperature-dependent battery model output can estimate the terminal voltage at
a different ambient temperature with an acceptable error for the embedded applications.
Figure 20. (a) Model validation at 45 ◦C; (b) Error between model output and experimental data.
Figure 21. (a) Model validation at 35 ◦C; (b) Error between model output and experimental data.
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Table 4. Root mean square (RMS) error of terminal voltage between simulation and experimental results.
Temperature (◦C) 5 15 25 45
RMS error 6.8736 × 10−5 7.2078 × 10−5 2.2671 × 10−5 9.5907 × 10−6
4.3. Temperature-Dependent 12-Cell Battery Model with Convective Heat Transfer Simulation
With the cell battery model validated, a 12-cell battery pack is used for SOC estimation and
subsequent cell balancing. Figure 22 shows the power and thermal connection of the battery pack
model in the series. The link of the battery cells is physically arranged serially as illustrated in
Figure 23. The SOC estimation of the battery pack is different from a single battery cell. Figure 24
is the top level simulation environment for SOC estimation and cell balancing for the battery pack.
The SOC estimation block computes the SOC of the 12-cell using the data collected from the experiment.
Some researchers considered the whole pack as a single cell without taking into account the differences
between the cells. However, the non-uniformity of the cells in the battery pack cannot be neglected for
the embedded BMS development. Hence, a different SOC value of each cell is required to be estimated.
In this case, the Ah method as shown in Figure 25 is used.
Figure 22. Battery cells’ power connection and convective heat transfer in a battery pack model.
Figure 23. Current battery pack’s physical connection (Left); and proposed final compact enclosure
design (Right).
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Figure 24. Battery pack validation set up in Simulink.
Figure 25. Flow chart for SOC estimation.
The SOC estimation algorithm is shown in Figure 26. The SOC computation is grouped into two
main parts. First, the SOC of each cell is determined. The Pack SOC #1 and Pack SOC #2 determine the
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minimum SOC and the average SOC, respectively. The battery cell is checked for any over-charging
before it sends out an alarm or warning signal. The SOC estimation algorithm also gives additional
SOC information for the subsequent cell balancing algorithm to prioritize the cell that needs to balance
first. In this case, it should be the cell with the lowest SOC.
Figure 26. (a) Current pulse; (b) simulation battery pack SOC result for battery pack SOC.
Since the SOC in each cell can be different, the cells need to be checked for over-charging and
balanced to operate for a longer endurance in embedded applications. Hence, the cell balancing becomes
an indispensable feature for real embedded BMS as it affects the lifespan and eventual safety of the
battery power system. Different types of model-based cell balancing algorithms can be developed
and validated in the MATLAB/Simulink environment using the battery pack model. For clarity, only
the battery cells #1 to #4 of the battery pack are used for comparison. Cells #1 and #2 are employed
for the passive balancing due to its simplicity and reliable performance. Cells #3 and #4 are not used
for any balancing function as shown in Figure 27. Instead, it is used to compare the cell balancing
results with cells #1 and #2 (that are not balanced). The balancing scheme is solely based on average
voltage. If the cell is not equal to the mean voltage, the cell balancing will begin to increase the SOC. To
do that, the SOC in each cell provides an input variable to the balancing decision block (named “cell
balancing block”). The initial SOC values of cells #1 to #4 are pre-set to 100%, 96%, 92% and 81%,
respectively, to show different initial SOV values. The simulation result (without the cell balancing)
is provided in Figure 28. The results indicate that battery cells with different initial states will lead to
different terminal voltages, SOC distributions, and thermal behaviors. As shown in Figure 29, cells #1
and #2 after cell balancing can maintain the SOC across each cell, and the SOC across all the cells have
improved by approximately 60% as compared to the one without the cell balancing.
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Figure 28. Battery pack simulation result without cell balancing: (a) current pulse (active when charging
and negative when discharging); (b) voltage response of each cell; (c) SOC of each cell; (d) temperature
of each cell.
 
Figure 29. Simulation result with cell balancing: (a) comparison of cell #1 to #4; (b) error between cell
voltage and average voltage of cell #1 to #4 after balancing.
In summary, the proposed battery pack model can estimate the SOC of each cell and temperature
between the cells. The passive cell balancing scheme was applied on the temperature-dependent
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battery model. Although the active balancing system has attracted more attention as of late, it is quite
costly, possesses a sophisticated control structure and requires higher power consumption than passive
cell balancing.
5. Conclusions
In this paper, a simple but effective battery model was proposed, which was suitable
to be implemented in a microcontroller with limited resources for the embedded applications.
Simplified lookup table with interpolation technique is applied to obtain the real-time open-circuit
voltage (OCV), R1 and C1, which is a highly efficient method for the microcontroller implementation in
the embedded applications. Furthermore, based on the proposed cell model, a 12-cell series connected
battery pack is systematically modeled, simulated and validated by actual experimental results.
This paper mainly focused on the 12-cell LiFePO4 battery pack for a more realistic simulation instead
of a single battery cell. As a trade-off between the high fidelity and computation effort, the conductive
thermal transfer is neglected in this paper. Instead of using the temperature as an external disturbance
acting on the battery power system, the thermal influence due to convective heat transfer of each cell
was included as parameters to couple both the equivalent circuit model (ECM) and the thermal model.
Also, the temperature-dependent battery model was included to estimate the SOC that was balanced
by an automatic cell balancing scheme. As compared with the experimental results, there exists a
minimal root mean square error of the terminal voltage at a different ambient temperature (from 5 ◦C
to 45 ◦C). The proposed simulation model allows SOC and temperature estimation of the battery cells
for the embedded implementation. It can be used to develop and validate any advanced algorithms
using the proposed battery cell/pack model.
For future works, the high current rate and effects of aging will be included. More experimental
works will be conducted. The fault diagnosis approach will be performed on the final battery model.
The mechanical enclosure will be used to hold the battery pack.
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Abstract: In this paper, a power management strategy (PMS) has been developed for the control
of energy storage in a system subjected to loads of random duration. The PMS minimises the costs
associated with the energy consumption of specific systems powered by a primary energy source
and equipped with energy storage, under the assumption that the statistical distribution of load
durations is known. By including the variability of the load in the cost function, it was possible to
define the optimality criteria for the power flow of the storage. Numerical calculations have been
performed obtaining the control strategies associated with the global minimum in energy costs, for a
wide range of initial conditions of the system. The results of the calculations have been tested on a
MATLAB/Simulink model of a rubber tyre gantry (RTG) crane equipped with a flywheel energy
storage system (FESS) and subjected to a test cycle, which corresponds to the real operation of a crane
in the Port of Felixstowe. The results of the model show increased energy savings and reduced peak
power demand with respect to existing control strategies, indicating considerable potential savings
for port operators in terms of energy and maintenance costs.
Keywords: energy storage; power management; optimization; stochastic loads; flywheel; RTG crane
1. Introduction
Energy storage is beneficial in situations where power production is intermittent or the load
varies in intensity, as the objective of the storage is to mitigate variability in generation and demand
by acting as a buffer. Economical feasibility limits the size and power rating of the storage system,
resulting in the need to optimise the power flow in order to maximise the efficacy of the limited
available resources. In the case of a known load profile, it is possible to define a strategy that results in
the optimal solution for a given storage system, placing the focus on finding the most suited technology
for the single application. Slow processes get the most benefit from using batteries or other forms of
high-capacity storage systems (compressed air, pumped hydro, etc.), while fast loads characterised
by short and high power demand are paired with flywheels, supercapacitors or other technologies
capable of reacting in a very short time, outputting relatively high power [1–3]. Usually, the variability
of the load also depends on the time constant of the application: the power demand in regional power
network fluctuations is periodical with peaks occurring at around the same time of the day and of
the year, leading to optimal solutions for power management that account for the deviation from the
typical daily or yearly profile [4–8]. When loads are limited to a short period of time (tens of seconds
or less), the variability tends to be defined by three main factors: when the demand occurs, its intensity
and duration. As an example, electric vehicles show this sort of unpredictability, as there is no prior
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knowledge of the acceleration that the driver requires when driving, and therefore, the stochastic
behaviour of the demand is taken into account when developing control strategies [9–11].
The focus of this paper is to develop an optimal control strategy to be applied to energy
storage in rubber tyre gantry (RTG) cranes, which are found in container ports and whose task
is to stack containers in the yard area. Most of the energy consumption comes from hoisting containers
(weighing up to 54 tons) for a typical full height of 15 m at vertical speeds that can reach 0.85 m/s,
resulting in short intense loads of limited durations. In order to reduce the stress on the primary source,
which can be either a diesel generator or the port’s electrical network, energy storage can be used for
peak shaving during the lifting phase and to recover potential energy during the lowering phase [12–14].
Although other authors proposed RTG cranes equipped with batteries [13], these are best suited for
reducing idle power consumption due to their low power density. Flywheels and supercapacitors
are more suited for the high power flows deriving from the hoist motor (both when motoring and
generating), and they have been the subject of multiple studies [12,14–17]. Flywheel energy storage
systems (FESSs) in particular have been found particularly suited for this task, as they show similar
performance to supercapacitors, while being characterised by excellent ageing characteristics, which are
independent of the charge rate or depth of discharge [1,18], allowing their lifetime to match that of
the portal frame. Their disadvantage is high standing losses, which are particularly evident in more
resilient designs (such as the use of normal ball bearings instead of magnetic bearings), as are the
ones used on cranes; however, this does not affect the use for short power loads, and it only requires
the storage to be charged shortly before use. Energy storage then can be beneficial for the reduction
of energy demand and also peak power demand; for this reason, it is critical to develop a power
management strategy (PMS) that takes full advantage of the storage capacity, while keeping its cost
at the minimum. An effective control strategy focused on storage in RTG cranes could have major
benefits globally, as they are present in all major container ports and are a key element in the export
and import processes. Their activity is energy and power intense; nonetheless, it involves spending a
large fraction of time idling before the next lift cycle. In a typical cycle, a container lift is preceded by a
lowering of the headblock mechanism (which securely locks to the container) and a locking sequence,
giving a forewarning of the incoming lifting cycle. The weight of the container that will need to be
lifted is known, as cranes need to measure the weight for safety reasons, giving a good estimate of
the power demand of the following lift. The only remaining variability is the duration of the load;
it is usually unknown (apart from a few ports with advanced terminal operating systems) with the
duration being proportional to the height that the container needs to reach in a specific lift cycle, and it
depends on the configuration of the stack in the precise location.
This paper introduces a novel PMS, which optimises the use of storage under uncertainties
on the duration of power loads, unlike previous works that assume full knowledge of the load
profile [11,13,19,20]. The aforementioned PMS is tailored for load characterised by known intensity and
random duration, representing the power consumption caused by the lifting of containers; nonetheless,
it could also be applied to any hybrid system characterised by loads of unknown duration. The paper
is organised as follows: Section 2 describes the topology of the power system. Section 3 presents
the optimal control problem and the proposed PMS. The RTG model and the simulation results are
presented and discussed in Section 4, with Section 5 presenting a summary of the work.
2. System Topology
The RTG crane under analysis, shown in Figure 1, is manufactured by Shanghai Zhenhua Heavy
Industries (ZPMC), and it is currently used at the Port of Felixstowe. It is equipped with a diesel generator,
but it is has also been retrofitted with a connection to the terminal power network through a conductor bar
running along the stack, allowing it to be powered by the electric grid without using the diesel generator.
The simplified diagram in Figure 2 shows the primary energy source (either generator or grid) connected
to a diode rectifier, which powers a DC bus. The main motors (hoist, gantry, trolley, etc.) are all connected
to the shared DC bus, as well as the brake resistors, which engage automatically when the DC bus voltage
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raises above 750 V. The energy storage can be connected to the bus, drawing current when the voltage
raises above a threshold (regeneration phase) and supplying power according to a PMS. The energy
storage system consists of a motor drive, a switched reluctance (SR) motor and a flywheel coupled to its
axis. The primary energy source supplies all of the power that is required for the DC bus, which is the
power consumption of the motors pL(t) minus the power supplied by the storage ps(t). As in [19,21],
the power system can be represented as shown in Figure 3, where the load, the generated power and the
power from the storage are respectively pL(t), pg(t) and ps(t), resulting in the following equation:
pg(t) = pL(t)− ps(t), t ∈ R+ (1)
Figure 1. A rubber tyre gantry crane.
Figure 2. Simplified diagram of the main electric components of an RTG crane.
Figure 3. Topology of the power system.
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2.1. The Primary Source
The main power supply provides all of the power demanded by the crane motors, and it can be
represented as an infinite source of power and energy, as both the diesel generator and the power
network supply are rated above the maximum possible load of the crane. It is unidirectional, as power
cannot be converted back to fuel or regenerated into the grid (due to the absence of an active front-end)
and has a cost associated with every unit of energy delivered. This cost is represented by the positive
definite function D(pg(t)), and it encompasses fuel consumption, efficiency and aggregated fixed
costs (higher power consumptions have a relatively higher cost due to the need for larger generators).
The objective of the proposed PMS is to use the stored energy to minimise the total cost of the energy





with T indicating the maximum possible duration of the lift cycle.
2.2. The Load
During a lift, the power required by the hoist motor is assumed known and constant with value PL.
Nonetheless, the value of pL(t) is not known for every instant, as the duration of the lift is unknown.
The load profile can then be simplified as follows:
pL(t) =
{
PL, if 0 ≤ t ≤ t f
0, otherwise
(3)
where t f represents the final time of the lift and is a random variable modelled by a distribution,
which is assumed known. It would be possible to calculate the optimal ps(t) assuming a deterministic
and well-known load profile [19,20], but in the case discussed in this paper, the load behaviour is
stochastic, creating a new challenge.
2.3. The Energy Storage
An FESS stores recovered energy obtained from lowering containers in the form of a rotating





where J is the flywheel inertia and ω is the angular speed. To limit torque output and wear, the flywheel
will have an actual range of speeds limited by a lower limit ωmin and an upper limit ωmax, so the





and it will also be bounded:
0 ≤ Ws(t) ≤ Wmax (6)
with Wmax the energy corresponding to the maximum speed ωmax.
The flywheel is powered by an electric motor, which is assumed equipped with a control system
that is able to follow with negligible delay the instantaneous power command issued by the PMS.
Given the high standing losses of a flywheel storage system, it is necessary to model a system that
loses energy over time with the following approximation:
Ẇs(t) = −η1Ws(t)− η2 − ps(t) (7)
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where η1 is a constant value that links losses to the stored energy (friction and windage losses), η2 is
a constant power loss, which is independent of the quantity of stored energy (e.g., power supply,
cooling), and finally, ps(t) is the power exchanged with the system. The values for η1 and η2 can be
measured or estimated from the characteristics of the storage.
3. Optimal Power Management Strategy
The objective is to minimise the total cost Dtot expressed in Equation (2), which is associated with
the generated energy. The optimal controller should then be designed to find the storage output that





The cost function for generated power is assumed to result in no cost when no power is demanded
(i.e., D(0) = 0). Therefore, knowing from Equation (3) that pL(t) = 0 when t > t f , we can reduce the
limits of the integral in Equation (8), as the integrand will be zero if we choose the trivial solution





The total cost value in Equation (9) is calculated for a specific t f , which, in reality, is a random value
whose distribution L is known. To account for the stochastic behaviour, it is then necessary to calculate
the expected value of the total cost, by considering a single value of t f weighted by the probability of
its occurrence. By defining fL(t f ) as the probability that a certain t f occurs, the expected value of the










where T is the maximum possible value of t f . We can assume that fL(t f ) = 0 ∀t < 0, as the container
lifts have positive duration, and also fL(t f ) = 0 ∀t > T, T < ∞, as the duration is finite. Equation (10)
spans the whole range of possible values of t f and calculates the cost of applying a certain control
strategy ps(t) in all possible scenarios, weighting the cost with the probability of that scenario to occur.
An optimal control strategy p∗s (t) is then one that satisfies:










By defining FL(t), the cumulative distribution function (CDF) [22] of the probability density function




fL(t f )dt f =
∫ 0
−∞
fL(t f )dt f +
∫ t
0
fL(t f )dt f =
∫ t
0
fL(t f )dt f (12)
and FL(t) has the property that the final value is one:
lim
t→∞ FL(t) = FL(T) =
∫ T
0
fL(t f )dt f = 1 (13)
The integrand D(pL(t)− ps(t)) represents finite quantities, and it can be assumed that:
∫ ∞
0
|D(pL(t)− ps(t))|dt < ∞ (14)
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as the load energy is limited (from Equation (3)), as well as the stored energy. When taking into account
Equations (12) and (14), the expression in Equation (11) is equivalent to:




(1 − FL(t))D(pL(t)− ps(t))dt (15)
which is a more manageable form of minimisation, as it involves a single integrand when the CDF is
known. The proof of Equation (15) is located in Appendix A.
3.1. Constraints
The problem in Equation (15) has the trivial solution of setting ps(t) = pL(t) if the available stored
energy is infinite. In the real world, the energy capacity will be limited, and this is reflected by adding
the constraint Equation (6), which will have the practical effect of limiting the amount of energy that
can be provided by the storage, creating a limited fuel problem:
∫ T
0
ps(t) ≤ Ws(0) (16)
Furthermore, the dynamics of the storage system with its losses need to be taken into account;
the expression in (7) dictates how the system loses energy over time; hence, Equation (16) is too
approximative and overestimates the available energy, so it needs to be replaced by Equation (17).
∫ T
0
(η1Ws(t) + η2 + ps(t))dt ≤ Ws(0) (17)
The last constraint is the power rating of the storage, which cannot exceed the maximum rated value,
and it is assumed to be the same, in absolute value, when motoring and generating:
− Ps ≤ ps(t) ≤ Ps (18)
This type of optimal control problem has not yet been solved analytically [23–25], but it can be
solved numerically by dynamic programming, accurately reducing the number of combinations to
iterate through.
3.2. Numerical Calculation
The non-convex problem defined in Equation (15), with the domain defined by the constraints in
Equations (17) and (18), has been discretised in order to perform the numerical minimisation. This is
because the numerical calculation requires the quantisation of the instantaneous control value ps(t),
subject to constraints that are difficult to include in the minimisation process.





[(1 − FL(k))D(pL(k)− ps(k))] Ts (19)
where Ts is the chosen sampling time. To represent the cost, D(pg(k)), it has been chosen as p2g(k), as it
indicates the higher costs associated with higher power demands to the generator and the network.




[η1Ws(k) + η2 + ps(k)] Ts ≤ Ws(0). (20)
The search space for the minimisation is reduced by parametrising the control function ps(k)
using an interpolation method that maintains the monotonicity of the function. The method chosen
is piecewise cubic Hermite interpolating polynomial (PCHIP) [26,27], which is a variant of cubic
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Hermite interpolation, which, unlike methods like spline andBessel , preserves monotonicity, avoiding
“bumps” and overshoots in the resulting signal. A PCHIP interpolant is continuously differentiable,
and its extrema are located at the extremal points. An interpolant function P(k) is generated from
a finite number N of data points (tj, yj), j = 1 . . . N, which are then the values of the control signal.
The number of values N define the complexity of the interpolant and also the computing time; N
must be chosen as a trade-off between the time required by the calculation and the resolution of
the signal. In order to further reduce the search space, it is assumed that the optimal ps(k) will be
monotonically decreasing for k ∈ [0, T] due to the monotonically increasing characteristics of the
scaling factor (1 − FL(k)).
3.3. The Output
The outcome of the minimisation is p∗s (k), which is specific for a set of parameters: the durations
distribution, the initial conditions of the storage, the load intensity and the storage dynamics. In case
of distinct possible initial conditions, it is necessary to calculate the optimal strategy for each scenario.
For example, if the energy stored at the beginning is not a constant, the controller must account for the
possible range of initial storage levels and produce an output that is appropriate for that particular
initial condition.
4. Simulations and Results
The optimal PMS proposed in this paper was tested on a model of an RTG crane equipped with
a flywheel storage system. The optimal control is tailored to the particular storage system used,
whose parameters are presented in Table 1. The RTG and FESS models are described in more detail in
Section 4.3.






4.1. Numerical Calculation of Optimal Values
The number of calculations to be performed is too large for a single system; for this reason,
an HTCondor cluster [28] composed of over 300 nodes has been used to calculate the optimal strategy
when varying the values of Ws(0) and pL(t) = PL. The nodes work concurrently on different initial
conditions to find the minimum cost by searching in the R2 parameter space defined by the points
(tj, yj), which can vary from [0,−Ps] (corresponding to the initial time and minimum power output) to
[T, Ps]. The time distribution of these points has been selected with the objective of maximising the
variability of the interpolant when the changes in power output are more expected; that is, when the
probability fL(t) is higher. The points need to be adequately distributed, as well, so the choice for the
values tj is the following: given τj a series of N points linearly distributed in the interval [0, 1] and
given a CDF FL(t), the values tj are:
tj = F−1L (τj) ∀j = 1 . . . N (21)
resulting in a distribution of tj, which tends to concentrate the values where the CDF changes more
rapidly, which in turn corresponds to the instants when the probability fL(t) is higher, as is visible in
Figure 4.
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Figure 4. Temporal distribution of 10 sample points of a piecewise cubic Hermite interpolating
polynomial (PCHIP) interpolant superimposed on the CDF. The vertical position of the PCHIP points
indicates the distribution in the [0, 1] region.
The output of the calculation is a matrix of parameters linked to an individual initial condition
of the storage and value of the load. Given a particular scenario, the control system reads the
optimal values calculated off-line and generates the optimal power output p∗s (k) in real time via
PCHIP interpolation. Figure 5a shows an example of the output of the calculation, as well as
the PCHIP interpolation used as a reference for the control system. The parameters used in the
minimisation (including discretisation and load ranges) are presented in Table 2. ΔPL and ΔWs(0)
indicate, respectively, the resolution used for the load power and the initial stored energy. A sample of
the results of the calculations is shown in Figure 5b.























stored energy: 6116 kJ





(a) Single initial condition (b) Range of initial conditions
Figure 5. Examples of control points calculated in the minimisation. (a) The control points calculated
for a single pair of initial conditions. Three different interpolations are also shown (PCHIP, spline and
linear). Notice how the spline interpolation does not maintain monotonicity. (b) A range of optimal
control strategies calculated for 0.72 MJ < Ws(0) < 3.00 MJ and Pl = 100 kW. The colour bar on the
right shows the power output of the storage expressed in kW.
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Ws(0) (range) [720, 3470] kJ
ΔWs(0) 101.8 kJ
4.2. Distribution of Lift Durations
Measurements of the activity of an RTG crane were recorded at the Port of Felixstowe, including
the duration of container lifts measured as the interval between the start of a lift (i.e., the hoist motor
speed becomes positive) and its end when reaching zero speed. The data were collected for a period
of six days, after which they were analysed and fit to a Gamma distribution, which has been chosen
because it results in the best fit to the data and is defined by the constants α and β. The probability






for t > 0 and α,β > 0 (22)





The actual random variable t has a realistic upper limit T, as the duration of the load is limited in
time, so the distribution used in the calculation has been truncated at t = T. The parameters α and β
have been found by minimising the squared error and are presented in Table 3. Figure 6 shows the
histogram of lift durations superimposed on the Gamma distribution.
Figure 6. Histogram of the lift durations superimposed on the Gamma distribution that fits the data.
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ts−1 e−t dt (25)
4.3. Model of the RTG Crane
The main electrical and mechanical components of an RTG crane have been modelled in
MATLAB/Simulink using the SimPowerSystems toolbox. This model was originally developed to
study the operations of RTG cranes at the Port of Felixstowe [29,30], but it has been extended to be
used to test the PMS by adding a model of an FESS connected to the DC bus of the crane, as is visible
in Figure 7. The model is composed of three main elements: a primary source, the hoist motor and
the FESS.
Figure 7. Simulink model of the RTG crane used for the simulations.
4.3.1. Primary Source
In the model, the primary source is an ideal three-phase source connected directly to a diode
rectifier, which powers the DC bus. Measurements are taken on the three-phase side to measure the
energy consumed by the crane. The benefits of the storage and its control strategy will be assessed by
analysing the energy consumed by the primary source. A good control strategy will need, as a primary
objective, to reduce the energy consumption and also limit the peak power demand.
4.3.2. The Hoist Motor
An induction motor rated at 200 kW is connected to the DC bus. It is powered by a drive, which
controls the motor speed following a reference value extracted directly from measurements taken at
the Port of Felixstowe. It draws power from the DC bus when raising a container and then generates
power back into the bus when lowering. The regenerated energy is collected by the energy storage
until it reaches maximum capacity, then the remaining energy is dissipated into brake resistors.
57
Energies 2016, 9, 175
4.3.3. The Flywheel Energy Storage System
The storage system model has been developed to test the PMS proposed in this paper. The model,
shown in Figure 8, is based on a prototype powered by a 150-kW, 12/10 pole switched reluctance
motor whose model and low-level control system has been provided by the manufacturer Nidec
SR Drives (Harrogate, UK); the motor is coupled to a flywheel whose inertia has been measured to
be 3.0447 kg/m2. The maximum rotational speed is 15,000 RPM, and the minimum speed is set to
5000 RPM; the total capacity is then 3.34 MJ, which equates to 0.927 kWh. The low-level control system
is designed to provide any output power up to the rated value of ±150 kW with a maximum delay of
0.6 ms; this is fast compared to the dynamics of the hoist motor, meaning that the low-level control is
fully transparent to the PMS.
Figure 8. Simulink model of the flywheel energy storage system.
4.4. Test Cycle
The activity of a diesel-powered RTG crane was measured for the duration of one hour during a
typical day. Among the recorded signals were the speed of the hoist motor and the container weight,
which have been used in the RTG model to simulate the operation of the crane. The characteristics
of this hour of crane operations are presented in Table 4 and represent the typical activity of an RTG
crane, consisting mainly of the combination of four basic hoist movements and their accompanied
energy flows:
1. The empty headblock is lowered over a container: a small amount of energy is regenerated;
2. The load is hoisted to a height decided by the crane operator: a large amount of energy is consumed;
3. The load is lowered in place: a large amount of energy is regenerated;
4. The headblock is hoisted back into the starting position: a small amount of energy is consumed.
During the simulation, in the first and third movements, the energy is either dissipated as heat
or, when a storage system is present, is stored in the ESS. The crane then uses the stored energy,
if available, in the second and fourth movements according to the control system implemented.
The simulation was repeated with different ESS scenarios as follows:
1. No ESS: In this scenario, no storage is installed, and all of the recovered energy is dissipated
through the brake resistors;
2. Constant power: The ESS uses a set-point control strategy where the ESS output is limited to a value
that is the average load power, i.e., pset(t) = max{72 kW, PL};
3. Proposed PMS: An ESS with the optimal control strategy proposed in this paper;
4. Infinite capacity: An ideal ESS with unlimited energy capacity and set to absorb or generate energy
with a power limit of 150 kW with no time limitations, similarly to the second scenario, but with
no capacity constraints and with the highest power limit.
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In all of the scenarios, the ESS is set to charge only using recovered energy from lowered containers
(no trickle charge, as the storage is never charged directly by the primary source). Scenario 2 is a
simple and robust control strategy, which has already been implemented [14] and replicates most
power-sharing control strategies. Scenario 4 extends 2 by increasing the power upper limit to the
maximum rating of the storage and also increases the capacity to an unlimited value, in order to
represent a simple and ideal scenario.
Table 4. Characteristics of the test cycle.
Duration 1 h
Number of lifts (container and empty headblock) 89
Energy consumed 18.24 kWh
Average load weight (container plus headblock) 19.09 t
Average hoist power (when lifting) 72.74 kW
4.5. Results of the Simulation and Analysis
The simulations produced different results depending on the scenario, with the presence of the
storage resulting in reduced energy consumption, as shown in Figure 9. With no storage, the crane
wasted a significant amount of energy in the brake resistors, as all of the potential energy recovered
from lowering the container is not being stored. The addition of the storage greatly increases the
efficiency of the system, as it enables the reutilisation of regenerated energy, and the benefits are
evident in Figure 9a. The three different control strategies used in Scenarios 2, 3 and 4 produced
significantly different results. In particular, the set-point control with constant power output reduced
the energy consumption by 35.9%; in this particular test cycle, this is the best achievable outcome for
this kind of control, as the power limit is set by knowing in advance the average power consumption.
The ideal energy storage with infinite capacity reached a reduction of 39.0%, and this is the upper
bound for a system with a power rating of 150 kW. The proposed PMS is only slightly worse than the
ideal case with a 38.47% reduction (see Figure 9b).

























(a) Total energy consumption













(b) Percentage of reduction
Figure 9. Results from the test cycle. (a) The total energy from the primary source for the four scenarios;
(b) the percentage of reduction of energy consumption for the three storage scenarios with respect to
the first scenario.
The minimisation criteria used in the PMS also originate a significant reduction in peak power
demand, since the quadratic cost function penalises large quantities of primary supply power. This is
reflected in Table 5, where the percentage of time that the primary source is outputting more than
150 and 200 kW is shown. The proposed PMS has promising results with respect to the other control
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systems, including the scenario with infinite storage, as it effectively reduces the stress on the primary
source during peak demand. The proposed PMS limits the peak better than the infinite capacity
scenario due to the fact that the latter uses all of the recovered energy at the beginning of the lift,
causing the storage to be depleted prematurely and forcing the generator to take over for the rest of
the duration of the lift. The reduction in peak power consumption achieved by the proposed PMS
reduces the stress on the primary source and allows for the downsizing of the diesel generator or the
substation feeding the hybrid cranes; this could potentially be an opportunity for further reductions in
costs for terminal operators (in addition to the energy cost savings).
Table 5. Percentage of time that the primary source power output is over 150 and 200 kW. PMS, power
management strategy.
Scenario Percentage of Time over 150 kW Percentage of Time over 200 kW
No ESS 3.997% 0.0437%
Constant power 0.902% 0.0167%
Proposed PMS 1.365% 0.0028%
Infinite capacity 1.856% 0.0139%
An example of the behaviour of the energy storage is visible in Figure 10, which shows a slice of
the simulation when the hoist motor performs a lowering and a lifting. In the example, the energy
storage starts with around 0.4 MJ of stored energy (Figure 10b), and it recovers the regenerated power
(shown in Figure 10a as the negative power). At the end of the lowering, the ESS reaches almost
1.1 MJ of stored energy (relatively low, as it was only lowering an empty headblock), with the flywheel
spinning at around 9500 RPM. The stored energy is used in the second part, during the lift of a
container, reducing the power demand on the primary source. At the end of the cycle, the ESS ends
with very little remaining energy.





































Figure 10. Example extracted from the simulation. (a) The power flows of the three main elements
in the model; when lowering, the ESS power is equal to the hoist power; (b) the profile of the energy
stored in the ESS.
The intensity of the activity of the hybrid crane has an impact on the energy savings: low utilisation
causes lower savings due to the larger times between lifts (and consequent high standing losses of the
storage). Nevertheless, the proposed PMS optimisation process is limited to the single lift and is not
dependent on their frequency, and it is only sensible to variations in the distribution of lift durations.
Major changes in the container terminal operations could cause, for example, a reduction or an increase
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in average stack heights, leading to shorter or longer lift durations. This will need to be addressed by
recalculating the optimal strategy with the new distribution parameters.
5. Conclusions
A power management strategy has been developed that minimises the energy costs associated
with systems subjected to stochastic loads with a random duration. An optimal control problem has
been established where the cost function takes into account the variability of the load, penalising the
energy cost depending on the probability that a certain condition occurs. After accurately reducing
the search space, an HTCondor cluster has been used to perform the numerical calculations aimed at
obtaining the global minimum. A set of control strategies has been calculated for a range of possible
initial conditions, and the resolution has been increased by interpolating the results.
The calculated PMS has been implemented in a MATLAB/Simulink model of a rubber tyre
gantry crane equipped with a flywheel energy storage system; the results of the simulation show
that the proposed power management strategy performs better than existing control strategies and
very close to the ideal case. In particular, the results show that energy storage with optimal control
reduces energy consumption and peak power demand, resulting in an efficient utilisation of the limited
capacity of the storage. As the simulations show, using the proposed strategy for energy storage could
reduce the energy consumption in container ports by a significant amount, as RTG cranes account
for a large portion of the port’s total demand. The added benefit of peak power reduction could
potentially minimise the maintenance costs for diesel generators and/or reduce the stress on the
electrical infrastructure of the port.
Acknowledgments: This work was supported by Climate-KIC (Knowledge and Innovation Community) through
the project Delivering sustainable energy solutions for ports (SUSPORTS). The authors are grateful for the
help given by the Port of Felixstowe in collecting data on RTG cranes and providing knowledge about the
crane operations.
Author Contributions: All of the authors contributed to the editing and improvement of the manuscript.
Stefano Pietrosanti developed the control strategy, the model and analysed the results.William Holderbaum
and Victor M. Becerra provided the methodology, contributed to the analysis of results and supervised all of
the processes.
Conflicts of Interest: The authors declare no conflict of interest.
Abbreviations
The following abbreviations are used in this manuscript:
PMS: Power Management Strategy
RTG: Rubber tyre gantry, a type of container crane
ESS: Energy storage system
FESS: Flywheel energy storage system
CDF: Cumulative distribution function
PCHIP: Piecewise cubic Hermite interpolating polynomial
SR: Switched reluctance (electric motor)
Nomenclature
pL(t) Power demand from the load
pg(t) Power from the primary source (e.g., diesel generator)
ps(t) Power from the storage system
Ps Power rating of the storage system
Dtot Total cost associated with the energy production
D(cdot) Cost function associated with energy production
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PL Constant power demand of the load
Ws(t) Energy stored in the storage system at time t
Wmax Energy capacity of the storage system
η1, η2 Constants defining the dynamic properties of the storage system
fL(t) Probability that an event occurs at time t when defined by a distribution L
FL(t) Cumulative distribution function associated with the distribution L
α, β constant parameters that define a Gamma distribution
Appendix A
Theorem A1. Given a distribution L whose known probability density function is f (x), with x ∈ [0, T],
and whose CDF is F(t), and given continuous functions g : R → R and u : R → R that satisfy the following:
∫ ∞
0
|g(u(t))|dt < ∞ (A1)














(1 − F(t))g(u(t))dt (A2)
Proof. A sufficient condition for the equality in Equation (A2) is that Equation (A3) is true given the









(1 − F(t))g(u(t))dt (A3)









f (x)dx = 1 (A5)











f (x)g(u(t))dt dx (A6)
The domain of t is [0, x], while the domain of x is [0, T]. By using Fubini’s theorem, we can invert
the order of integration (given the assumption in Equation (A1)), resulting in the following domains:





f (x)g(u(t))dx dt (A7)
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f (x)dx = 1 −
∫ t
0
f (x)dx = 1 − F(t) (A9)
which, when inserted into Equation (A8), results in:
∫ T
0
g(u(t))(1 − F(t))dt (A10)
proving Equation (A3).
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Abstract: Recuperation of braking energy offers great potential for reducing energy consumption in
urban rail transit systems. The present paper develops a new control strategy with variable threshold
for wayside energy storage systems (ESSs), which uses the supercapacitor as the energy storage
device. First, the paper analyzes the braking curve of the train and the V-I characteristics of the
substation. Then, the current-voltage dual-loop control method is used for ESSs. Next, in order to
achieve the best energy-saving effect, the paper discusses the selection principle of the charge and
discharge threshold. This paper proposes a control strategy for wayside supercapacitors integrated
with dynamic threshold adjustment control on the basis of avoiding the onboard braking chopper’s
operation. The proposed control strategy is very useful for obtaining good performance, while not
wasting any energy in the braking resistor. Therefore, the control strategy has been verified through
simulations, and experimental tests, have been implemented on the Batong Line of Beijing subway
using the 200 kW wayside supercapacitor energy storage prototype. The experimental results show
that the proposed control is capable of saving energy and considerably reducing energy consumption
in the braking resistor during train braking.
Keywords: energy storage system (ESS); supercapacitor; control strategy; train braking characteristics;
traction substation; charge and discharge threshold
1. Introduction
With the continuous economic development in China in recent years, urban rail transit has
also undergone rapid development. From 2003 to 2013, the operating mileage of China urban rail
transit increased from 290.4 km to 2326.0 km, the highest in the world [1]. In the urban rail transit
system, braking energy of the train is commonly fed back to the catenary through regenerative
braking. However, due to the 24-pulse diode rectifier unit used in the traction substation, surplus
regenerating energy cannot provide feedback to the medium-voltage power grid. When a train
is braking, if there are no adjacent traction trains or energy storage devices that can absorb the
regenerative energy, then the pantograph voltage would exceed the normal range, thus leading to the
onboard braking chopper operating, i.e., the braking energy is wasted by the resistor [2,3]. Even worse,
regeneration cancellation may occur. Therefore, in order to maximize the use of electric braking energy,
while reducing mechanical braking and resistor braking of urban rail trains, currently two main options
are energy storage and energy feedback [4]. At present, the main storage devices available are batteries,
supercapacitors and flywheels.
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Flywheels present relatively high overall efficiencies and elevated energy and power densities.
However, they have a potential risk of explosive shattering in case of catastrophic failure and they
have higher mechanical structure requirements [5–7].
The batteries present high energy density with discharge times ranging from tens of minutes to
hours, which can provide power for the vehicle running to the safe place if the power supply is cut off
because of trouble. Besides, the batteries can be used in the urban rail transit to absorb the braking
energy and reduce the voltage fluctuation of the DC bus. Their cycle life is shorter and the power
density is relatively low.
The supercapacitors have higher power density. They are suitable for supplying power peaks
and absorbing the braking power peaks. In addition, they have longer cycle life. In this paper, a cycle
is defined as the supercapacitor is charged to the maximum and discharged to the minimum value,
which is considered one cycle. However, there are many definitions for cycle life, and it is related to the
control strategy [8,9]. Another added value is that, unlike batteries, which require complex algorithms
to estimate the state of charge (SOC), the determination of supercapacitor SOC is easily obtained by
measuring their terminal voltage [10,11]. The urban rail transit operation has frequent starts and stops,
and voltage peaks obviously fluctuate; supercapacitors match the operational characteristics of urban
rail transit.
Depending on the placement of the supercapacitor energy storage system (ESS), the ESSs can
be divided into the two types: onboard and off-board. The onboard type ESSs can absorb one train’s
braking energy and decrease the transmission loss during the process of energy flow. There are many
applications with ESSs onboard in the trams [12,13]. While installed, ESSs will increase the weight of
vehicles. Besides, the vehicles need more space to install the ESSs, so it might not be suitable for the
metro trains to install onboard ESSs.
The off-board ESSs are able to absorb the braking energy from all the vehicles linked to the contact
lines and feed the energy back into the contact lines for subsequent accelerations. Stationary ESSs are
usually placed in the traction station or along the contact lines. Due to this, the ESSs can reduce the
volume requirement. Therefore, off-board ESSs are usually applied in subway systems [14–16].
According to the system function, the station type and line type can be used to describe the ESSs.
The station type supercapacitor ESS is typically placed in the traction substation, as shown in Figure 1,
mainly for the recovery of regenerative braking energy. The line type is set in the middle of the line,
primarily to reduce the voltage drop [17,18].
Figure 1. Operating principle of wayside supercapacitor energy storage system (ESS).
Station type supercapacitor ESSs usually use voltage and current bicyclic control method to
achieve charging and discharging operations [19–21]. In [19], when the drive load switches from
positive to negative (from motor mode to generator mode). The ultracapacitor begins to be charged
until its voltage reaches the maximum reference UC0max. The dc-bus voltage VBUS increases until it
reaches the reference VBUSmax. The magnitude of the current is adjusted by the cascaded controllers
GvBUSmax and GuC0 at this level, so as to maintain the dc-bus voltage constant. While the main is
interrupted, the dc-bus voltage begins to decrease until it reaches the minimum reference VBUSmin.
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This allows deeper discharge of the ultracapacitor and regulation of the dc-bus voltage at the minimum
VBUSmin. However, the charging and discharging thresholds are all constants in [19–21], as they never
change after setting.
However, these control methods do not analyze how to set the appropriate threshold, yet, charge and
discharge threshold settings have extremely important impacts on the energy saving effect of the
ESS [22–24]. This paper aims to acquire a control strategy of wayside ESSs, which is oriented to the
optimization of the energy saving and reduction of the braking resistor’s operation. The control is mainly
based on the actual train braking characteristic, and takes the 24-pulse rectifier unit output characteristics
into account. Due to the above characteristics analysis, a threshold setting study has been undertaken
with the aim of better energy savings.
The organization of this work is as follows: The urban rail transit characteristics are analyzed in
Section 2. Then, the wayside supercapacitor ESS compositions and its control strategy are introduced
in Section 3. Next, Section 4 further analyzes the threshold selection strategy of the ESSs and a real-time
adjustment of the threshold method is put forward. The simulation results are obtained in Section 5.
Then, the experimental tests in the Beijing subway fully confirm the correctness of theoretical analysis,
namely the threshold setting is closely related to the energy savings. Finally, Section 6 is the conclusion.
2. Analysis of Urban Rail Transit Characteristics
2.1. Braking Characteristics of the Trains
The braking curve of the induction traction motor in metro trains can be divided into three regions:
constant torque, constant power and natural characteristics [25], shown as Equation (1) and Figure 2.
$’&
’%
Ft pvq “ C1
Ft pvq ¨ V “ C2
Ft pvq ¨ V2 “ C3
(1)
where C1, C2, and C3 are constants, Ft(v) is the traction effort and V is the speed of the train.
Figure 2. Traction/braking characteristics of metro train.
Taking trains from the Batong Line of Beijing subway in China as an example, the train brakes
using air braking and electric braking, which includes regenerative braking and resistor braking.
A brake control unit usually consists of M and T cars, and according to the train braking demand,
electric braking acts first. Air braking force will compensate or substitute the electric braking when the
electric braking force is insufficient or invalid.
When the electric braking operates, in order to prevent the DC voltage being beyond the
permissible range, the controller controls the brake chopper throughout the voltage, across the filter
capacitor of traction converters, to distribute the regenerative braking and resistor braking power.
The working area of resistor braking is the shaded portion in Figure 3. Each inverter unit is equipped
with a braking resistor, and the resistance is 1.203 Ω under room temperature. The regenerative energy
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will give feedback to the grid first when the train is under electric braking, until the absorption capacity
of the grid is insufficient. In addition to this, after the grid voltage is increased to 900 V, the resistor
chopper will be activated. As the grid voltage gradually increases, the chopper working power
gradually increases. The vehicle braking resistor operates at full power until reaching the maximum
voltage of 1000 V.
Figure 3. Mixed brake schematic of Batong train.
2.2. Characteristics of the Equivalent 24-Pulse Rectifier
The equivalent 24-pulse rectifier unit consists of two 12-pulse transformers and rectifiers, and the
windings of the two rectifier transformers are moved to +7.5˝ and ´7.5˝, respectively, as shown in
Figure 4.
Figure 4. 24-pulse rectifier of the 750 V metro power supply system.
In multi-pulse rectifier technology, the output voltage Udc0 of the rectifier unit is proportional to

















U1 “ U1Np1 ` δ%q
(2)
In Equation (2), Ud0 is the rectifier output no-load voltage, P is the number of pulses, U2 is
the voltage of the valve side, U1 is the line voltage of medium-voltage grid, N is the turns ratio of
transformer primary to secondary, U1N is the rating line voltage of medium voltage network and δ is
the fluctuation ratio. The output voltage of the 24-pulse rectifier without load can be derived from
Equation (3) as follows:
Udc0 « 1.41NU1 (3)
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As the load current increases, the output DC voltage of the equivalent 24-pulse rectifier unit
reduces accordingly.
The external characteristic is mainly related to the impedance of the rectifier transformer, the
topology of the rectifier circuit, the impedance of the AC power system, the operation status of the
rectifier, and so on. According to engineering experience, the DC output voltage Udc of the 24-pulse
rectifier unit can be calculated using the following equation [27]:




where Un represents the rating voltage of the DC side (kV), Ud is the short-circuit voltage percentile of
the transformer, ST is the capacity of the transformer (MVA), n is the number of 24-pulse rectifier, kr is
the coefficient resistance and 0.9 is matching coefficient between the transformer and rectifier.
Based on the output voltage and current data measured at the Beijing subway traction substation,
the output characteristics can be plotted as shown in Figure 5.
Figure 5. The output character of the 24-pulse rectifier.
When the output current is approximately 4185.8 A, the rated output voltage of traction substations
is 765.9 V, at which time the load rate of traction substation is 100%. The output voltage of traction
substation decreases as the output current increases, and the slope of the characteristic curve changes in
pace with the output current increase.
3. Wayside Supercapacitor Energy Storage System and Control Strategy
3.1. System Components
The station type supercapacitor ESS consists of a bi-directional DC/DC converter and supercapacitor,
as shown in Figure 6. The bi-directional DC/DC converter is the key component of the whole system,
undertaking the tasks of system voltage level shift and energy management.
Figure 6. Supercapacitor storage system based on half-bridge topology.
Depending on different conditions of the traction substation, the supercapacitor ESS will operate
when in charging or discharging status, the bidirectional DC/DC converter through control T1 and T2
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switching to realize supercapacitor’s charging or discharging, thus achieving the different directions of
chopping inductor current iL. Operating in either the charging or discharging status, the supercapacitor
ESS can be represented using the unified model shown in Figure 7, where Ron is the on-state resistance
of the IGBT, RL is the equivalent resistance of the chopping inductor, Rnet is the equivalent resistance
of the input side, and Ruc is the ESR of the supercapacitor.
Figure 7. Equivalent model of supercapacitor storage system in switching period. (a) 0 < t < DTs;
(b) DTs < t < Ts.
3.2. System Control Strategy
The control module of the ESS can be divided into four parts, the overall control block diagram of
which is shown in Figure 8.
Figure 8. Control block diagram of wayside supercapacitor storage system.
3.2.1. Current-Voltage Dual-Loop Control
As shown in Figure 8, the system uses the cascade control strategy to control the DC bus voltage
loop and supercapacitor current loop, and the controller uses the traditional PI control. During the
controller design, the small signal analysis model of the supercapacitor ESS can be modeled through














“ LRLpUuc ´ DUnetqs ` rpD
2RL2 ` Rn ` RzqUuc ´ 2DpRn ` RzqUnets
CLRpD2 ` Rpqs2 ` rCD2R2Rp ` pLD2 ` CRp2 ` LRpqss ` pD4R2 ` 2DRm ` Rp2q
(6)
where Gid is the transfer function of the supercapacitor current to the duty cycle, and Gud denotes
the transfer function of the bus voltage to the duty cycle. R = Rnet, Rp = Ron + RL, Rm = Ron¨ Rnet,
Rn = Rnet¨ RL, Rz = Ron¨ RL.
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3.2.2. Selection of the System Working Mode
In view of the different operating states of the train and achieving the multi-modal switchover,
the working area of the supercapacitor ESS must be selected to reasonably realize recycling braking
energy. Therefore, based on the voltage state of the traction power supply, the workspace is divided as
shown in Figure 9.
Figure 9. Principle of mode-transition.
On the one hand, the discharge and charge threshold are the switching symbols of different
modes, while on the other hand they are also the target regulation values of outer voltage loop of the
traction grid. Therefore, the design and selection of the threshold determine whether the ESS can work,
and even whether it can work in the best possible state.
4. Threshold Selection of Wayside Supercapacitor Energy Storage System
4.1. Analysis of the Discharge Threshold’s Impact and Setting Methods
In the discharge mode, in order to analyze the whole system, including traction substations,
ESSs and train loading system, a model is constructed (Figure 10).
The relationship among the parameters in Figure 10 can be obtained as follows:
iLOAD “ iSUB ` iESS (7)
VREC “ VREC0 ´ iSUB¨ RREC (8)
Parameter iLOAD is the load current of the train, iSUB is the output current of the traction substation,
iESS is the output current of supercapacitor ESS in the high voltage side, VREC0 is the output no load
voltage of the rectifier unit, and VREC is the output voltage of rectifier unit.
Figure 10. System structure during the discharging mode.
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Under the condition that the power of the storage system matches with the braking power of
the train, the relationship between the discharge threshold of the ESS and the output voltage of the
traction substation can be shown as Equation (9):
VREC “ VREC0 ´ iSUB¨ RREC “ Udc_dis (9)
The energy storage device output coefficients α is defined as Equation (10), which is used to




Based on Equations (7)–(10), under different values of iLOAD, how the setting of discharge
threshold affects the energy storage device output coefficients is shown in Figure 11.
Figure 11. Influence of Udc_dis to α.
From Figure 11, we take the current curve as an example when the load current of train is 2000 A.
In the case of the discharge threshold being 830 V (output voltage of the rectifier when there is no
load), the output coefficient of the storage system is 1. Nevertheless, the output coefficient decreases
linearly as the discharge threshold lessens. When set to 805 V, the output factor of energy storage
device is 0.5, i.e., the energy storage device and traction substation bear equal load currents. The worst
situation occurs when the discharge threshold is set at 780 V or lower, and the output coefficient of
the storage device is 0, indicating that the load current is entirely borne by the traction substation and
the storage device is no longer bearing the load current, namely the storage energy devices cannot
effectively release the energy stored.
In order to achieve recycling the regenerative braking energy, the energy storage device shall ensure
an adequate energy margin, thus considering the requirement that the energy storage device releases
energy effectively, and thus the control strategy discharge threshold should preset as Equation (11):
Udc_dis “ VREC0 (11)
4.2. Analysis of the Charge Threshold and Its Impacts
The charge threshold is not only the flag that the storage system runs into charging mode, but also
the value of the voltage regulator of the outer loop. In the analysis of the train braking characteristics in
Section 2.1, it is shown that when the DC bus voltage rises above 900 V, the braking chopper of the train
will be put into operation to curb the bus voltage rising. The operation of the braking chopper means
that the regenerative braking energy is almost entirely consumed in the braking resistor, which is
unfavorable for saving energy. Therefore, the value of the charge threshold must be reasonable in
order to make the voltage at the pantograph be no more than 900 V throughout, therefore allowing the
braking resistor’s operation to be avoided. This also means that the ESS maximizes the absorption of
regenerative braking energy.
72
Energies 2016, 9, 257
The metro power supply system can be divided into traction substation and step-down substation,
and a supercapacitor ESS is typically installed in the traction substation. Traction substation and
step-down substation are usually set on different metro stops, and the distance between the train
braking point and the location of the supercapacitor can be divided into two conditions, as shown
in Figure 12. The first is that the braking point is near the metro stop that has a traction substation,
which also means that supercapacitor energy storage is performed, while the second is that the braking
point is near the metro stop which has a step-down substation, meaning that it has a greater distance
with energy storage device than the first circumstance.
Figure 12. Metro power supply system with supercapacitor storage system: (a) Two subway stations
with two braking points; (b) Three subway stations with three braking points.
In the first circumstance there are no subway stations contained in the middle of two subway
stations, with train brakes on the adjacent sides of both stops, as shown in Figure 12a. Another case
is that the train has at least three braking points, in which two cases are adjacent to the ESS and one
situation is at a greater range, as shown in Figure 12b.
Figure 12a illustrates that the train braking point is in the vicinity of the ESS, thus the voltage
drop caused by the line impedance is negligible. Unlike Figure 12a, in Figure 12b the train braking
point is not only close to the supercapacitor system, it is also in the middle of the subway stations.
The moment at which the voltage drop caused by the line impedance should be considered is shown
in Figure 13. If the power and capacity of the ESS are sufficient to absorb electric braking energy,
then the bus voltage of ESS side can be stabilized in charge threshold Udc_cha, and also satisfies the
following equation:
Udc_dis “ Vbus ´ r¨ iLOAD “ Vbus ´ d¨ R¨ iLOAD (12)
where Vbus is the voltage of train pantograph, d is the distance between the braking point and the
location of ESS, R is the line impedance and iLOAD is the supercapacitor current regenerated by
train braking.
Figure 13. System structure during charging mode.
73
Energies 2016, 9, 257
Defining the train braking energy conversion factor is β, which is used to characterize the electric




The charge threshold’s impact on the conversion factor is shown in Figure 14.
Figure 14. Influence of Udc_cha to the β.
The following conclusions can be obtained through Figure 14.
(a) If the train braking points are in the vicinity of the traction substation, which means being close
to the supercapacitor storage system as well, then the line impedance is negligible. The charging
threshold is between 830 V and 900 V, due to the fact that charging threshold is smaller than
the threshold of 900 V, which is the brake chopper’s start symbol. Based on this, the braking
resistor does not operate, the electric braking energy is completely absorbed by the supercapacitor
system, and the conversion factor of the electric braking power is constantly 1. When the charging
threshold is set between 900 V and 970 V, β gradually decreases as the charge threshold increases,
i.e., the power of the braking resistor is growing, while the regenerative energy absorbed by the
ESS becomes lower and lower. When the charging threshold is set at 970 V, β is 0, indicating that
all of the regenerative energy of the train is consumed by resistor braking and mechanical braking.
(b) In the case that the braking position and energy storage device has a far distance, which is
assumed as 2 km, the line impedance of steel and aluminum contact rail unit is 0.0069 Ω/km.
Taking 2000 A as the feedback current of the train as an example, the charge threshold value
is set between 830 V and 860 V, the conversion factor of electric braking power is constantly
1. When the charging threshold is set between 860 V and 930 V, β gradually decreases as the
charging threshold increases. The worst situation is when set at 930 V, and β is 0, indicating that
all of the braking energy is consumed by the braking resistor and mechanical braking.
On the premise of ensuring that the power of energy storage device matches the braking power
of the train, the regenerative braking energy of the train acquire get the feedback to the greatest extent,
thus avoiding energy waste. The train braking point is not only close to the supercapacitor system, it is
also in the middle of the subway stations. Taking the Figure 12b for example, there are three braking
points. The distance between the two traction substations is defined as d. The distance between the
braking position and ESS is from 0 to d. If the distance is chosen as d, when the vehicles brake near the
ESSs, the charging threshold is too low. Considering the better effect of energy recovery in different
braking points, the equivalent distance between the braking position and ESS can be chosen as d/2.
No matter the vehicle brakes near or keep away the ESSs, the charging threshold is an eclectic selection.
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Imax is the maximum feedback current in the process of braking, which is calculated through traction
calculation. Though the current I is chosen at the maximum situation, the charging threshold keeps a
relatively small value to ensure the ESSs can recycle the regenerative braking energy every time.
Therefore, considering the sufficient margin, the charge threshold value should be set as follows:
Udc_cha “ Udc_lim ´ dequ¨ R¨ Imax (14)
Udc_lim should be set as the start voltage threshold of the train braking chopper, and dequ is the
equivalent distance between the braking position and ESS, which is chosen as d/2. R is the impedance
of contact rail, which is a constant determined by the contact rail material.
4.3. Dynamic Threshold Adjustment Strategy
The charging and discharging threshold effects and settings are discussed in Sections 4.1 and 4.2
respectively, and the above conclusions are analyzed under the ideal substation output voltage of 830 V
without loads. Considering the fact that the traction substation takes non-ideal output characteristics
into account, the control strategy of the wayside supercapacitor ESS is proposed based on dynamic
threshold adjustment, shown in Figure 15, and it is the threshold calculation part of Figure 8.
To identify the output voltage of traction substation when there is no load, using the transformer
grid side (10 kV) voltage as a reference variable, real-time load voltage value VREC0 can be calculated
by Equation (15), then discharge threshold Udc_dis can also be obtained:
Udc_dis “ VREC0 “ m¨ n¨ U10kV (15)
Figure 15. Control strategy based on dynamic threshold.
In Equation (15), m is the coefficient between the 24-pulse rectifier transformer valve side to the
DC output voltage of the rectifier, n is the turns ratio coefficient of the primary side of the transformer
to the valve side, and U10kV is the line voltage RMS of the transformer primary side. In the case of
output voltage of the traction substation has fluctuations, in order to ensure the reliability of the modal
switch in preventing accidental charging, the settings of the charging threshold in Equation (14) should
be improved, shown as follows:
Udc_cha “
#
Udc_lim ´ dequ¨ R¨ Imax; pUdc_lim ´ dequ¨ R¨ Imax ě VREC0 ` UΔq
VREC0 ` UΔ “ m¨ n¨ U10kV ` UΔ; pUdc_lim ´ dequ¨ R¨ Imax ă VREC0 ` UΔq (16)
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Most of the time, the charging threshold is determined by the equation Udc_cha = Udc_lim ´ dequRImax;
only when the calculated charging threshold is lower than the VREC0 + UΔ, the charging threshold should
be set as VREC0 + UΔ to avoid the ESSs charging falsely.
5. Simulation and Experimental Results
5.1. Simulation Platform and Parameters
Using Matlab/Simulink, we built a model including a 24-pulse rectifier unit, trains and a
supercapacitor ESS, which is shown as Figure 16.
Figure 16. Simulation platform in Matlab/Simulink.
The simulation parameters are shown in Table 1.










5.2. Simulation Results and Analysis
The line voltages of the transformer primary in the simulation were, respectively, given as 10, 9.3
and 10.7 kV. The simulation results are shown in Figure 17; when the medium-voltage grid voltage is
10 kV, the discharge threshold is adjusted to 830 V automatically. Another case, when grid voltage is
9.3 kV, the discharge threshold is adjusted to 770 V. While the grid voltage is 10.7 kV, the discharge
threshold value is adjusted to 880 V. The supercapacitor ESS in the process of the above changes
achieves the release of energy in a reliable way, and also verifies the feasibility of the policy based on
dynamic threshold adjustment.
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Figure 17. Simulation result of dynamic voltage threshold.
5.3. Experimental Conditions
In order to verify the feasibility of the control algorithm, a 200 kW wayside supercapacitor ESS
was developed. The system was installed in the Tongzhou Beiyuan substation of the Batong Line of
the Beijing subway system, and tests were conducted during the day when the Batong Line is under
normal operation. Based on these experiments, the control method’s correctness has been verified.
The ESS is shown in Figure 18.
Figure 18. Supercapacitor ESS installed in substation.
The system design parameters are shown in Table 2, and the bidirectional DC/DC converter rated
power is 200 kW, wherein the high side input voltage is 500–1000 V, rated working voltage is 750 V
and the peak voltage of 1000 V. In addition, the low side output current is 0–400 A. Peaking power of
supercapacitor is 200 kW, operating voltage range is from 0 V to 500 V and the operating current is
0–400 A. The maximum storage energy of supercapacitor is 0.944 kWh in total.
Table 2. Parameters of 200 kW wayside supercapacitor storage system.
Parameters Value
Bi-directional DC/DC converter
Input voltage (V) 500–1000
Input current (A) 0–267
Output voltage (V) 0–500
Output current (A) 0–400
Ultra capacitor
Working voltage (V) 0–500
Working current(A) 0–400
Maximum storage energy (kWh) 0.944
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The main wiring schematic of the Tongzhou Beiyuan traction substation in the Beijing Subway

































Figure 19. Primary connection of traction substation with supercapacitor storage system.
5.4. Experimental Results and Analysis
When the train is on the state of traction, the DC voltage drops, while along with the storage
system’s work, the DC voltage dropping degree can be suppressed. On the contrary, the DC voltage
boosts when the train brakes. The supercapacitor storage system recycles the regenerative braking
energy so as to suppress the DC voltage’s increase. These are shown in Figure 20.
 
Figure 20. One Traction and braking cycle with and without ESS.
Next, tests are performed under circulation conditions, as shown in Figure 21. Through the above
trials, the supercapacitor system can charge and discharge normally. In addition, it can also stabilize
the DC voltage and save braking energy, which can be analyzed through the experiment waveform
as follows.
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Figure 21. Waveforms in multiple cycles.
In Section 4.1, the influence of the discharge threshold is analyzed, and the analysis and
conclusions are verified by experiments during night tests. In the night tests, the train runs four
successive cycles (traction-coasting-braking), and the voltage and current of the supercapacitor energy
storage prototype has been recorded by oscilloscope. During the experiment, the DC voltage without
load is 830 V. In the process of the tests, the Udc_dis was given as 805, 810 and 815 V, and the voltage of
the supercapacitor is shown in Figure 22.
Figure 22. Influence of Udc_dis.
Etrain is on the behalf of the energy consumed by train at the traction stage, and Euc is the
supercapacitor ESS’s output energy. When discharge threshold Udc_dis is 805, 810 and 815 V,
the respective output coefficients are 2.6%, 13% and 25%. When the discharge threshold is closer to
output voltage VREC0 without load, the output coefficient of the supercapacitor ESS increases. When its
power and traction power train match, the output coefficient can be up to 1, which is consistent with
the theoretical analysis in Section 4.1.
The following tests are conducted during the day when there are many trains running with
passengers. The charging threshold is constantly set to 890 V during the first test, and due to the
presence of the line impedance, the threshold is set too high, thus the ESS basically does not absorb
regenerative braking energy, as shown in Figure 23a. When the train is pulled, the bus voltage drops,
the energy storage device discharges, the voltage of the supercapacitor changes from 500 V to 200 V.
Because of unreasonable charging threshold settings, at the stage of train braking, the DC bus voltage
rises, but no more than the charge threshold. Thus in the whole test cycle, energy storage device does
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not absorb the regenerative braking energy basically. At this time, the regeneration braking energy
can only be consumed by the braking resistor, which results in energy waste. The energy saving effect
greatly reduces because the inappropriate threshold setting.
Then the dynamic threshold adjustment strategy was used, as shown in Figure 23b. The ESSs
charging times are more in number, and absorbing more regeneration braking energy, which means that
the energy saving effect of ESS is improving. During the test cycles, due to the appropriate threshold
setting and the discharging threshold changes with the DC power supply system, the ESS shows good
energy saving effect. At every test cycle, the supercapacitor can be charged to the maximum voltage
500 V when the train is braking and discharged to the minimum voltage 200 V when the train is in the
state of traction, which means the ESS has fully absorbed the regenerative braking energy and released
the energy to the traction power supply when the DC bus voltage drops.
Figure 23. Threshold impacts on energy savings: (a) Charging threshold is 890V; (b) Dynamic threshold
adjustment strategy.
6. Conclusions
In this study, based on the analysis of braking characteristics of urban rail transit train and
24-pulse traction substation characteristics, a control strategy is proposed to apply into the wayside
supercapacitor ESS. On the one hand, the energy-saving and voltage stabilization effects of the
supercapacitor applied to urban rail transit are verified through simulation and prototype test in
Beijing subway, while on the other hand, the feasibility of the dynamic threshold adjustment control
strategy is verified. In this paper, the research shows that the threshold of charge and discharge must
be adjusted dynamically, and the performance is satisfactory.
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Abstract: The installation of stationary super-capacitor energy storage system (ESS) in metro systems
can recycle the vehicle braking energy and improve the pantograph voltage profile. This paper aims to
optimize the energy management, location, and size of stationary super-capacitor ESSes simultaneously
and obtain the best economic efficiency and voltage profile of metro systems. Firstly, the simulation
platform of an urban rail power supply system, which includes trains and super-capacitor energy
storage systems, is established. Then, two evaluation functions from the perspectives of economic
efficiency and voltage drop compensation are put forward. Ultimately, a novel optimization method that
combines genetic algorithms and a simulation platform of urban rail power supply system is proposed,
which can obtain the best energy management strategy, location, and size for ESSes simultaneously.
With actual parameters of a Chinese metro line applied in the simulation comparison, certain optimal
scheme of ESSes’ energy management strategy, location, and size obtained by a novel optimization
method can achieve much better performance of metro systems from the perspectives of two evaluation
functions. The simulation result shows that with the increase of weight coefficient, the optimal energy
management strategy, locations and size of ESSes appear certain regularities, and the best compromise
between economic efficiency and voltage drop compensation can be obtained by a novel optimization
method, which can provide a valuable reference to subway company.
Keywords: energy storage system; super-capacitor; energy management; configuration; economic
efficiency; voltage drop compensation; genetic algorithm
1. Introduction
In recent years, with the rapid development of the Chinese economy, growing environmental
pollution, and traffic congestion in major cities are becoming serious social issues. For the purpose
of improving the urban environment and energy efficiency, the development of modern urban rail
transit, which has the significant advantages of large capacity, punctuality, safety, energy conservation,
and environmental protection, becomes a social consensus [1,2]. Low running resistance and the
reuse of braking energy are two main factors that make urban rail transit better than other means of
transport in energy efficiency. Recent studies have shown that up to 40% of the energy supplied to
electrical rail guided vehicles could be recovered through regenerative braking [1]. In a metro network
system, the trains are accelerated and braked frequently. Since most of the rectifiers in the metro
network are unidirectional, the regenerative braking energy cannot be returned to the supply network,
and if there are no adjacent accelerating trains or energy storage system to absorb the regenerative
energy, the surplus braking energy has to be wasted on the mechanical braking or on-board resistors.
If different trains are close to each other and they start all together, contact lines will become overloaded
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and the pantograph voltages of trains will drop significantly, which results in high lines loss and the
opening of minimum voltage protective action of trains by limiting the current. Hence, the installation
of energy storage systems in urban railway transit has become a universal concern, which can recycle
the regenerative braking energy, prevent regeneration cancellation, shave the peak power of substations,
and compensate the voltage drops of pantograph quickly.
Current research activities have presented the application of batteries, flywheels, super-capacitors,
and hybrid energy storages as energy storage devices [3–8]. Among the different storage systems
available, super-capacitors seem to be the most appropriate for the application in a metro system
for the advantages of rapid charging and discharging frequencies, a long cycle life, and high power
density, which highly match the characteristics of metro system, such as short running time between
stations, frequent accelerating and braking, booming power within a short time, etc. Super-capacitor
energy storage systems (ESS) can be either stationary or on-board [8–11]. The allocation on board of
the storage system increases the train mass and requires additional space for their accommodation.
Thus, stationary ESSes set inside traction substations (TSSs) are preferred for metro systems, and their
best energy management, location, and size will be discussed in this paper.
Several papers have dealt in depth with optimization of energy management strategies of
stationary ESSes [12–14]. Among them [12] proposes a control strategy based on the maximum
kinetic energy recovery throughout braking operations of the running vehicles. The strategy stays on
the knowledge of the state of charge of ESS and the actual vehicle speeds. Reference [13] proposes a
optimization procedure based on a linearized modeling of the electrical LRV network, the target of the
control strategy is the optimal tracking of the storage device voltage subject to the minimization of the
substations supplied power. Optimal location and size of ESSes are also investigated in detail in [15–22].
Reference [15] discusses the configuration of ESSes for voltage drop compensation, which takes account
of the topology of the line and the movement of the vehicles. Reference [16] proposes an optimization
method based on a genetic algorithm, which can obtain certain preferable location and size for ESSes.
However, there are still some drawbacks on the above research. Firstly, some of the references involve
only small amounts of substations and vehicles when modeling the urban railway network [12–15] and
some of them do not take into account the time-variation (network topology change with vehicle
movement) and nonlinearity (nonlinearity of substation and regenerative braking) of the network
structure. Secondly, and most importantly, the optimization research of energy management strategy and
configuration for ESSes will influence each other, and they both affect the performances of urban railway
network, while the configuration optimization research of ESSes in reference [16–22] is on the premise that
energy management strategy of ESSes is fixed and invariable.
In this paper improved energy management strategy of ESSes and novel optimization method
are proposed. Compared to previous work [16–22], the improved energy management strategy can
manage and coordinate the energy flow of multiple ESSes, which can achieve smoother changes of
voltages and currents in the system and improve the energy savings of ESSes effectively, and the new
proposed optimization algorithm can further improve the performance of ESSes by optimizing energy
management parameters, location, and size of ESSes simultaneously, which has rarely been studied in
previous work about the optimization of ESSes, and the evaluation functions of proposed optimization
algorithm in this paper are more appropriate, which are put forward from the perspectives of economic
efficiency and voltage drop compensation.
The organization of this work is as follow: the simulation platform of urban rail power supply
system, which includes trains and super-capacitor energy storage systems has been established in
Section 2; additionally, particular data of the researched Chinese metro line is given. Then Section 3
sets up two evaluation functions from the perspectives of economic efficiency and voltage drop
compensation. In Section 4, a novel optimization method based on genetic algorithm (GA) is put
forward, which can optimize energy management strategy, location and size of ESSes simultaneously.
Finally in Section 5, the result of the simulation comparison is presented and discussed.
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2. Modeling
2.1. Model of Metro Power Supply Network
The model of metro system’s DC traction power supply network is shown in Figure 1 [16]. In order
to show the behavior of the metro power supply network as correctly as possible, all components of the
metro network, which includes irreversible traction substations (TSS), trains, metro lines, and stationary
energy storage systems (ESSes), will be modeled appropriately to maintain original characters of the
network structure’s time-variation and nonlinearity.
 
Figure 1. The model of metro system’s DC traction power supply network.
2.1.1. Traction Substation (TSS) Model
As shown in Figure 2, the substation is modeled by an ideal DC voltage source connected in series
with its equivalent internal resistance RS and the diode D, which to simulate output characteristics.
When the output current of substation is increased, the voltage of substation decreases correspondingly
to limit its output power. U0 is the no-load voltage of substations.
iuout = iuin + idin + i (1)
i = iuc + isub (2)

















Figure 2. TSS model.
2.1.2. Train Model
As shown in Figure 3, the train model is modeled by a controlled current source which
draws electric power at the accelerating time and delivers braking power at the regenerative
time. The impedance of the line connected to the trains is expressed as Z, the value of which is
time-varying, and it is linear with the line length that is determined by the present position of trains.
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When pantograph voltage exceeds Ub, the braking resistor Rb will consume the braking energy. Rf
is vehicle filter resistance; Lf is vehicle filter inductance; Cfc is the support capacitor of train; Paux is
auxiliary power; and P is the electric power of train.




iout = iin + i (5)





Figure 3. Train model.
2.1.3. Energy Storage System (ESS) Model
The ESS model consists of the super-capacitors, controlled current source, and energy management
strategy controller, is shown in Figure 4. The ESS model is connected in parallel with the output of
the substation, and it can deliver or draw the electric power from the metro power supply network
through the current source which is controlled by the energy management strategy and configuration
of super-capacitors in real time.
 
Figure 4. Stationary ESS model.
The SOC (State of Charge) of super-capacitors is defined as follows, it represents the storage
energy of ESS, which is proportional to the square of the terminal voltage.









In a practical application, the function of controlled current source in the model is generally
implemented by the unidirectional DC/DC converter. In order to maintain the normal operation of
DC/DC converter, the terminal voltage of super-capacitors should be set between 50% and 100% the
maximum voltage, so the range of SOC varies from 0.25 to 1.
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2.2. Simulation Platform of Metro System for Power Flow Calculation
As above, the model of a DC metro power supply network (DC-PSN) is set up by a novel
approach of component segmentation. In order to calculate the power flow of the DC metro power
supply network, an integrated simulation platform, which includes DC metro power supply network
(DC-PSN), train performance simulator (TPS), and super-capacitor energy storage system (SCESS) is
established in the Matlab environment, as shown in Figure 5 [16].
 
Figure 5. Simulation platform of metro system for power flow calculation.
2.2.1. DC Metro Power Supply Network (DC-PSN)
In the previous section, the paper has presented the structure and model of a DC-PSN. In the
power flow calculation of the DC metro power supply network, because of its time-variation (network
topology changes with train movement) and nonlinearity (nonlinearity of substation and regenerative
braking) of the network structure, a new power flow calculation method by component segmentation
is presented. The simulation result shows excellent rapidity and astringency can be obtained by this
method. Moreover, the structure and model of the DC-PSN can be extended easily.
2.2.2. Train Performance Simulator (TPS)
As shown in Figure 5, the output of TPS is not only associated with line condition, vehicle data,
and timetable, but is also constrained by real-time train pantograph voltage. From the TPS we can get
positions of up-line and down-line trains and their corresponding electric power, which offer essential
data for subsequent power flow calculation of the DC supply network.
2.2.3. Super-Capacitor Energy Storage System (SCESS)
SCESS set certain energy management strategy, location, and size of ESSes on different substations,
which determine the power direction and value of ESSes in real time. The installation of ESSes will
change the power flow of the DC metro power supply network and the system performances can be
improved significantly by setting the most appropriate energy management strategy, location, and size.
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2.3. Case Data
A particular case of Beijing Subway line is studied in this paper. The total length of the line is
about 11.3 km along with 12 stations, of which seven are traction substations and their distribution
is shown in Table 1. The vehicle data and metro DC network parameters are shown as Table 2.
These parameters are provided by the Beijing Subway Company.
Table 1. TSS spacing distances.
Traction
substation
1–2 2–3 3–4 4–5 5–6 6–7
Substation
spacing (km) 1.1 1.9 2.2 2.3 2.1 2.7
Table 2. Vehicle data.
Parameter Value Parameter Value
Formation 3M3T Inverter efficiency 0.97
Load condition 312.9t (AW3) Motor efficiency 0.915
Rated voltage 750 Volt Gearing efficiency 0.93
AC motor/M 180 kW × 4 Max speed 80 km/h
SIV power 160 kVA × 2 Max acceleration 1 m/s2
SIV power factor 0.85 Min deceleration −1 m/s2





impendence 0.007 Ω/km Rail impendence 0.009 Ω/km
Pantograph impendence 0.015 Ω – –
2.4. Simulation Output
Under simulation conditions, super-capacitor ESSes of 14 kWh are configured in every other
substation and controlled with a traditional double-loops control strategy [16]. The simulation output
waveforms is shown in Figure 6, which include speed and electric power of an up-line train, voltage and
current of the train pantograph, voltage and current of a substation, charging energy, and SOC of the
ESS in the substation. SOC of ESS varies between 0.25 and 1.















































































































Figure 6. The output waveforms of simulation platform.
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3. Objective Function
3.1. Objective Function
In order to evaluate the system performances in terms of energy saving, voltage drop compensation,
and installation cost for different energy management strategy and configuration of ESSes, the paper
puts forward two evaluation functions and one objective function.
3.1.1. Economic Efficiency, e%
Economic efficiency e% is put forward from the viewpoint of considering energy savings
and installation cost in a unified way to evaluate the economic return rates of ESSes for Subway
Company. Economic efficiency e% is a percentage calculated by dividing the total electricity price of
the substations by economic savings (returns minus costs).
As shown in Figure 7, one super-capacitor ESS, which includes the connection unit, DC/DC
converter, and super-capacitor strings, is installed on the traction substation. The circuit structure of
super-capacitor ESS is shown in Figure 8. The installation cost of ESSes is determined by various factors,
which include the capacity, equipment, control circuit, maintenance cost, etc. The cost of DC/DC
converters and super-capacitor strings are determined mainly by the maximum power of the ESS. In
order to ease the DC/DC converter design, maximum voltage of super-capacitor strings should be
lower than network voltage (836 V at no load). Hence, six super-capacitor modules (BMOD0063P125)
are put in series to form a super-capacitor string, which has terminal voltage of 750 V and maximum
continuous power of 180 kW, and the configuration of super-capacitors installed in every substation
could be adjusted by changing the number of paralleled super-capacitor strings. The Parameters of




Figure 7. Super-capacitor ESS installed in traction substation.
 
Figure 8. The circuit structure of super-capacitor ESS.
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Table 3. Parameters of super-capacitor module (BMOD0063P125).
Parameter Value Parameter Value





Maximum ESRDC, initial 0.018 Ω Energy 0.137 kWh
Price 5,333 $
The cost of investment for a super-capacitor ESS on substation k during their life time of l years,
can be calculated by:
Costk =
{
0, nk = 0
(C + nk × p × m)× (1 + r)l , 0 < nk ≤ 18
(8)
where nk is the number of paralleled super-capacitor strings on substation k; p is the maximum power
of one super-capacitor string; and m is dollar per power constant for super-capacitors and DC/DC
converter. If nk equals 0, a super-capacitor ESS would not be installed on substation k. If nk is more
than 0, the cost of investment for super-capacitor ESS Costk includes two parts. nk × p × m is the cost of
DC/DC converters and super-capacitor strings that are determined by the maximum power of the ESS;
C is other part of installation cost from protective device, breaker, maintenance cost, etc., which has a
small relationship to power of the ESS. r is the rate of return constant. Considering the limited free
space of each metro substation, the number of paralleled super-capacitor strings nk on each substation
is no bigger than 18 in this paper.
By taking the sum of output energy consumption of all TSSes along the metro line, the total energy












where k is the number of traction substations; T is the running time in one day. Usub, Isub are, respectively,
the voltage and current of substation.
The application of ESSes in a metro system can reduce the total energy consumption of the
substations because of the recycle of trains’ regenerative braking energy, but the installation cost
should also be considered as well. The total profit obtained by ESSes in l years should be the difference
between the saved electricity price and the installation cost of ESSes.
Pnoscsub = E
nosc
sub × ε ×
l(2 + (l − 2)i)
2
(10)
where Enoscsub is one year energy consumption of the substations in absence of ESSes; ε is electricity price
in dollar per kWh, Pnoscsub is l years’ electricity price of the substations in absence of ESSes, and i is the
yearly inflation of electricity price.
Pscsub = E
sc
sub × ε ×







where Escsub is one year’ energy consumption of the substations in presence of ESSes, Costk is installation
cost of ESS on substation k, and Pscsub is l years’ expenditure of the substations in presence of ESSes,
which includes the electricity price and installation cost of ESSes.
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when economic efficiency e% equals 0, it means the saved electricity price is the same as the installation
cost of ESSes. Necessary parameters for calculating the economic efficiency e% of ESSes are given in
Table 4.
Table 4. Necessary parameters for calculating economic efficiency.
Parameter Value Parameter Value
p 180 kW ε 0.16 $/kWh
m 0.244 $/W r 5%
C 0.16 M$ i 5%
l 10 years
3.1.2. Voltage Drop Compensation, v%
If different trains are close to each other and they start all together, contact lines will become
overloaded and the pantograph voltages of trains will drop significantly, which results in high line loss
and the opening of minimum voltage protective action of trains by limiting the current. The installation
of ESSes in the metro system can shave the peak power of substations, improve the load capacity of
the system, and compensate the pantograph drops quickly. Voltage drop compensation v%, in this
paper, evaluates in percent the voltage drop compensation at the pantograph, giving the rate about



























where, Up is the pantograph voltage of trains; Ur is the rated voltage of trains’ pantograph; j is the
amount of up-line and down-line trains. From the Equation (14), voltage drop compensation v% is
calculated based on the integral of voltage drops improvement when Up is less than Ur, which is
more appropriate and comprehensive than the maximum voltage drop compensation just in a moment
in [15].
3.1.3. Objective Function, ObjV
Given economic efficiency e% and voltage drop compensation v%, the objective function for
optimal energy management strategy and configuration of ESSes is shown as below:
ObjV = ω× e% + (1 −ω)× v% (14)
where ω is the weight coefficient of economic efficiency e%, it represents the emphasis degrees of
economic efficiency e%. When ω is set to 1, it means that economic efficiency is the only evaluation
index considered in the optimization.
4. Novel Optimization Method Based on a Genetic Algorithm
The traditional optimization method based on a genetic algorithm proposed in [16] can optimize
the location and size of ESSes significantly, but the adopted energy management strategy is constant.
The energy management is also important for the performance improvement of a metro supply
network, and the optimization of energy management and configuration for ESSes will influence
each other. Thus, the proposed novel optimization method in this paper, which combines a genetic
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algorithm and a simulation platform of urban rail power supply system, is meant to optimize energy
management, location, and size of ESSes simultaneously.
4.1. Improved Energy Management Strategy
In order to improve economic efficiency e% and voltage drop compensation v% of ESSes,
an improved energy management strategy is put forward, which decides the charging and discharging
current of the ESS by detecting the voltage of substation, ESS and train pantographs, as shown in
Figure 9.
The improved energy management strategy can be divided into three parts: SOC constraint,
current loop, and energy management. Due to the function of the SOC constraint, the working
range of the SOC is 0.25–1, and the terminal voltage of ESSes is limited between 375 V and 750 V.
Energy management can switch four work states to produce appropriate reference Psc* for the ESS
according to the substation voltage and pantograph voltage of the trains. The current loop can control
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Figure 9. The improved energy management strategy of stationary ESSes.
The charging and discharging current reference Isc* of the super-capacitor ESS can be calculated
by Equation (15). And work states of super-capacitor ESS are shown in Figure 10.
I∗sc =











Figure 10. Work states of super-capacitor ESS.
State 1: When the voltage of substation is higher than charging threshold value Uchar*, the
magnitude of the charging current reference Psc* is determined by the PI controller according
to the difference value between the present substation voltage and the threshold value Uchar*.
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From Equation (16), if the electric braking power of train is small, the super-capacitor ESS will
absorb all the regenerative braking energy and maintain the substation voltage at Uchar*. Then, if
the electric braking power of train is excessive, the super-capacitor ESS will absorb the braking
energy with maximum charging current. The value of Uchar* will increase with the increase of ESSes’
terminal voltage, which enlarges the charging current of ESSes with smaller terminal voltage of ESSes
significantly, as shown in Figure 11. The value of Uscmin is set to 375 V in this paper.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩











U∗char = Ure f 1 + k1 × (Usc − Uscmin)









Terminal voltage of ESS[V]
The gradient is k1
 
Figure 11. The values of Uchar*.
When the train is braking in one substation, by traditional energy management, the ESS installed
in the substation will draw high power of regenerative energy and take no account of its terminal
voltage and stored energy [16]. When the ESS is charged up to 100% with the regenerative energy,
its terminal voltage would be 750 V and its charging current will be interrupted instantaneously,
which leads to the drastic changes of substation current and line current, then all the regenerative
energy of trains flows to the ESSes in the near substations as shown in Figure 12. ESSes are charged
in turn and both with large current. On the contrary, by the improved energy management strategy,
the ESS can adjust the threshold value Uchar* according to its terminal voltage and achieve smoother
changes of terminal voltage and charging current. Consequently, the regenerative energy is distributed
to ESSes more evenly. It is worth mentioning that the improved energy management strategy reduces
the line loss greatly and it also contributes to balance the terminal voltage for all different strings of
ESS on a substation.
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Figure 12. Terminal voltage and charging current of ESSes.
State 2: When the voltage of substation fluctuates between the charging threshold value Uchar*
and the discharging threshold value Udis*, super-capacitor ESS maintain the standby state.
P∗SC = 0 (17)
State 3: When the voltage of substation is less than the discharging threshold value Udis* and
pantograph voltage of trains within one substation spacing range of ESS is higher than the low voltage
threshold Ulow, discharging power reference Psc* of ESS is determined by the substation voltage Usub
and ESS terminal voltage Usc simultaneously as follow:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩











U∗dis = Ure f 2 + k2 × (Usc − Uscmin)
Kp2 ≥ 0, Ki2 ≥ 0, U∗dis < Uno_load, k2 ≥ 0, Uscmax ≥ Usc ≥ Uscmin
(18)
The value of Udis* will increase with the increase of ESSes’ terminal voltage as shown in Figure 13,
which enlarges the discharging current of ESSes with larger terminal voltage and balances SOC
of ESSes significantly. When the accelerated train draws the energy in one substation, all ESSes
nearby can deliver energy to shave the power of substations and compensate the voltage drops of
the pantograph. As shown in Figure 14, by traditional energy management, the ESS installed in
the substation will deliver highest power of energy and take no account of its terminal voltage and
stored energy. When terminal voltage of one ESS decreases to Uscmin, its discharging current will be
interrupted instantaneously, which also leads to drastic changes of substation current and line current.
On the contrary, the improved energy management strategy can achieve smoother changes of voltages
and currents in the system, and ESSes with higher SOC tend to deliver more energy to the supply
network. Thus, by the improved energy management strategy, the flow of energy can be managed
more steadily and effectively, and the line loss can be reduced greatly.
State 4: When the voltage of substation is less than discharging threshold value Udis* and the
pantograph voltages of trains within one substation spacing range of ESS are less than the low
voltage threshold Ulow, super-capacitor ESS will deliver the energy with maximum discharging power.
According to appropriate setting of Kp2, Ki2, k2, Uref2, Ulow, ESS will retain proper energy when the
pantograph voltage of a nearby train is acceptable, and when the pantograph voltage of a nearby train
is very low, ESS delivers maximum discharging power to shave the peak power of the substation and
compensate the pantograph voltage drop.
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Figure 13. The values of Udis*.
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Figure 14. Terminal voltage and discharging current of ESSes.
In improved energy management strategy, Kp1, Ki1, k1, Kp2, Ki2, k2, Ulow, Uref1, Uref2 are nine
undetermined parameters. In order to obtain best performance of system based on economic
efficiency e% and voltage drop compensation v%, the most appropriate parameters of improved energy
management strategy and ESS configuration on each substation will be obtained simultaneously by
the optimization method based on a genetic algorithm.
4.2. Novel Optimization Method
4.2.1. Genetic Algorithm
The genetic algorithm (GA) is a global optimal searching algorithm based on Darwin’s nature
evolution theory and Mendel’s genetics and mutation theory. It consists of three parts: encoding,
fitness evaluation, and genetic manipulation [23–25]. Combined with paper demands, the basic
procedures of the genetic algorithm are shown as follows.
Encoding
The energy management strategy and configuration of ESSes installed in seven TSSs can
be encoded by 16 numbers as shown in Figure 15, where each X chromosomere presents a
population individual. The first nine numbers represent nine pending parameters of improved
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energy management strategy, u1, u2, u3 represent Ulow, Uref1, Uref2; the last seven numbers represent
seven pending numbers of super-capacitor strings installed in seven different traction substations.
 
1 1 1 2 2 2 1 2 3 1 2 3 4 5 6 7[ ]= p i p iX k k k k k k u u u x x x x x x x
7×TSS
Figure 15. Set of X chromosomere.
Objective Function ObjV
In this paper, the optimization of energy management strategy and configuration of ESSes is to
obtain the maximum objective function ObjV, the reciprocal of ObjV is the value of fitness. They are
calculated as follows: {
ObjV[X] = ω · e%[X] + (1 −ω) · v%[X]
Fitness[X] = 1ObjV[X]
(19)
where ω is the weight coefficient of economic efficiency e%. ObjV[X] is the objective function when
the energy management strategy, allocation, and size of ESSes are set by X.
Genetic Manipulation
Genetic manipulation includes three basic steps—selection, crossover, and mutation. From the
view of operators, the genetic algorithm is well-suited to solve combination optimization
problems. Compared with other intelligence algorithms, a genetic algorithm has a higher rate of
convergence, more efficient calculation, and higher robustness for combination optimization and
discrete optimization.
4.2.2. Process of Novel Optimization Method
The schematic diagram of the novel optimization method, which combines a genetic algorithm
and simulation platform of urban rail power supply system, is shown as Figure 16. A genetic algorithm
can constantly optimize the chromosomere of the population individuals, which means the energy
management strategy and configuration of ESSes are optimized constantly. The newfound energy
management strategy and configuration of ESSes would be entered into the simulation platform,
and obtain their ObjV, e%, v% through the simulation. According to the ObjV, e%, v%, the genetic
algorithm can continue the further and cyclic optimization. According to the optimization results by a
large number of simulation calculations, the genetic algorithm converges to the global optimum with
the increase of evolution generation.
For every different objective function, the genetic algorithm will take 5.5 days to obtain the
corresponding optimal solution. Of course, if several workstations work simultaneously, the total
simulation time can be effectively decreased. The simulation platform of urban rail power supply
system is established by software Matlab 7.10.0(2010a). The hardware performance of our workstations
that implement the simulation platform is shown as Table 5. It is worth mentioning that increasing the
population size or improving the genetic algorithm by means of a hybrid algorithm can improve the
convergence speed and decrease the evolution generation.
The relevant parameters of the genetic algorithm are given by Table 6; NIND is population size,
PRECI is the length of individual, MAXGEN is maximum evolution generation, Pc is the crossover
rate, Pm is the mutation rate, and GGAP is generational gap.
96
Energies 2015, 8, 11618–11640
1 1 2 2 1 2 1 2 3 4 5 6 7[ ]p i p ik k k k u u x x x x x x x
Figure 16. The schematic diagram of novel optimization method.
Table 5. The parameters of hardware platform.
Hardware Parameter
CPU Intel(R) Xeon(R) CPU E5649 @ 2.53GHz × 2
RAM 64 GB
GPU NVIDIA Quadro 4000
Table 6. The parameters of improved genetic algorithm.
NIND PRECI MAXGEN Pc Pm GGAP
40 20 100 0.7 0.015 0.95
4.3. Optimization Result Analysis
As shown in Figure 17, the simulation comparison result between two different optimization
methods with corresponding optimum ObjV are obtained separately under different values of weight
coefficient ω. Based on a genetic algorithm, both optimization methods can obtain optimal ObjV
with an increase of evolution generation, but the novel optimization method can obtain much higher
ObjV. The values of maximum ObjV as well as corresponding economic efficiency e% and voltage
drop compensation, v% based on two optimization methods and different values of weight coefficient
ω are shown in Table 7. The values of parameters to determine energy management strategy and
configuration of ESSes on every substation can be obtained separately based on two optimization
methods and different values of weight coefficient ω, as shown in Tables 8 and 9.
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Figure 17. Simulation comparisons of two optimization methods.










optimization 0.5 14.29% 14.65% 13.93%
Traditional
optimization 0.75 14.50% 14.72% 13.84%
Traditional
optimization 1 14.76% 14.76% 13.70%
Novel optimization 0.5 19.06% 15.06% 23.05%
Novel optimization 0.75 17.11% 15.79% 21.06%
Novel optimization 1 16.56% 16.56% 17.20%




Energy Management Strategy of ESSes
kp1 ki1 k1 kp2 ki2 k2 Ulow Uref1 Uref2
Traditional
optimization - 50 50 - 50 50 - - 850.0 800.0
Novel
optimization0.5 298 90 0.011 0.158 44.39 0.075 771.0 836.1 802.0
Novel
optimization0.75 193 83 0.006 1.20 40.34 0.037 772.0 836.2 806.4
Novel
optimization 1 18 76 0.002 19.33 39.85 0.008 779.1 836.5 811.8
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TSS No. and Set Numbers of ESSes
1 2 3 4 5 6 7
Traditional
optimization 0.5 0 16 15 0 10 0 13
Traditional
optimization 0.75 0 14 15 0 10 0 14
Traditional
optimization 1 0 14 15 0 10 0 13
Novel
optimization 0.5 0 18 11 0 17 0 17
Novel
optimization 0.75 0 18 10 0 10 0 17
Novel
optimization 1 0 14 16 0 8 0 7
From Figure 17 and Table 7, whatever the value of ω, novel optimization method can obtain
much higher ObjV, e% and v% compared to traditional optimization method. With the increase of
ω from 0.5 to 0.75 to 1, the maximum ObjV of ESSes obtained by traditional optimization is 14.29%,
14.50%, and 14.76%, which can be increased to 19.06%, 17.11%, and 16.56%, respectively, by the novel
optimization method. And both economic efficiency e% and voltage drop compensation v% can be
improved effectively by the novel optimization compared to traditional optimization. By the novel
optimization method, economic efficiency e% can be improved because of more appropriate energy
management, less line loss, and voltage drop compensation v% can be improved effectively because of
the function of Ulow.
From Table 8, the adopted energy management strategy of the traditional optimization method
is constant, and it is only determined by six parameters. By contrast, the energy management
strategy obtained by the novel optimization method is determined by nine parameters. The novel
optimization method can optimize the energy management, location, and size of ESSes simultaneously.
Under different values of weight coefficient ω, the best energy management strategy is different and
among the nine relevant parameters appear some regularities. kp1, k1, kp2, k2 are more important factors
that affect the performance of the metro system, and ki1, ki2, Ulow, Uref1, Uref2 have smaller changes.
Without regard to the integral term, the best energy management strategy of ESSes for different value
of weight coefficient ω is shown in Figure 18. For charging energy management strategy, the value
of kp1 (the slope of charging current vs. Usub) and k1 (the slope of charging current vs. Usc) decrease
with the increase of weight coefficient ω. For discharging energy management strategy, the value of
kp2 (the slope of discharging current vs. Usub) increases and k2 (the slope of discharging current vs. Usc)
decrease with the increase of weight coefficient ω.
Table 9 shows the optimal location and size of ESSes obtained by two different optimization
methods. By contrast, two optimization methods ultimately configure super-capacitor ESSes in same
location of substations, and the size of ESSes tend to be smaller with the increase of weight coefficient
ω. Configuring ESSes in fewer substations with one or two substation spacing and decreasing the
size of ESS installed in one substation can reduce the installation cost, but the distance between the
train and ESS will also increase, which causes higher line loss and less energy recovered and voltage
drop compensation v% will also decrease. The best compromise between economic efficiency e% and
voltage drop compensation v% under different value of weight coefficient ω can be obtained by two
optimization methods. Compared to the traditional optimization method, the best configuration of
ESSes obtained by the novel optimization method changes are more intense and it can achieve much
higher ObjV under different values of weight coefficient ω.
The maximum ObjV with corresponding economic efficiency e% and voltage drop compensation
v% for different value of weight coefficient ω can be obtained by novel optimization method as shown
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in Table 10 and Figure 19. From Figure 19, when ω increases from 0.3 to 1, Economic efficiency
e% increases from 0.1465 to 0.1656, and voltage drop compensation v% decreases from 0.2335 to
0.1720. According to its own optimization requirement and the concrete result obtained by the novel























































































Figure 18. Best energy management strategy of ESSes. (a) Charging energy management strategy;
and (b) discharging energy management strategy.
Table 10. Optimal ObjV, e% and v% obtained by novel optimization method.
ω 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
ObjV 0.2074 0.1989 0.1906 0.1826 0.1747 0.1685 0.1663 0.1656
e% 0.1465 0.1485 0.1506 0.1509 0.1525 0.1631 0.1654 0.1656
v% 0.2335 0.2325 0.2305 0.2301 0.2265 0.1902 0.1744 0.1720
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Figure 19. Optimal ObjV, e% and v% obtained by the novel optimization method.
5. Conclusions
Firstly, this paper establishes the proper simulation platform of a metro system that contains
seven substations to simulate the electrical power flow by Matlab/Simulink. Then, two evaluation
functions are set up from the perspectives of economic efficiency and voltage drop compensation.
Ultimately, a novel optimization method is put forward, which can optimize the energy management
strategy, location, and size of ESSes simultaneously by the combination of a genetic algorithm and
simulation platform of a metro system. With actual parameters of a Chinese metro line applied
in the simulation comparison, the proposed novel optimization method can achieve much better
performance of a metro system from the perspectives of ObjV and two evaluation functions. The
simulation result obtained by the novel optimization method shows that with the increase of weight
coefficient ω, the optimal energy management strategy is different and the nine relevant parameters
appear with some regularities, among them kp1, k1, kp2, and k2 are more important factors that affect
the performance of the metro system. Additionally, novel optimization methods can also optimize the
configuration of ESSes, which can achieve the best compromise between economic efficiency e% and
voltage drop compensation v%. The novel optimization method and its optimized result can provide
valuable reference to Subway Company.
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Abstract: Electric vehicle (EV) manufacturers are using cylindrical format cells as part of the vehicle’s
rechargeable energy storage system (RESS). In a recent study focused at determining the ageing
behavior of 2.2 Ah Nickel Manganese Cobalt Oxide (NMC) Lithium-Ion 18650 battery cells, significant
increases in the ohmic resistance (RO) were observed post vibration testing. Typically a reduction
in capacity was also noted. The vibration was representative of an automotive service life of
100,000 miles of European and North American customer operation. This paper presents a study
which defines the effect that the change in electrical properties of vibration aged 18650 NMC cells
can have on the control strategy employed by the battery management system (BMS) of a hybrid
electric vehicle (HEV). It also proposes various cell balancing strategies to manage these changes in
electrical properties. Subsequently this study recommends that EV manufacturers conduct vibration
testing as part of their cell selection and development activities so that electrical ageing characteristics
associated with road induced vibration phenomena are incorporated to ensure effective BMS and
RESS performance throughout the life of the vehicle.
Keywords: vehicle vibration; electric vehicle (EV); hybrid electric vehicle (HEV); Li-ion battery
ageing; battery management system (BMS)
1. Introduction
Within the road transport sector, a main driver for technological innovation is the need to reduce
fuel consumption and vehicle exhaust emissions. Legislative requirements are motivating original
equipment manufacturers (OEMs) to develop and integrate new and innovative technologies into their
fleet. Consequently, over the last few years, different types of electric vehicles (EVs) have been built
alongside conventional internal combustion engine (ICE) cars. Within the field of EVs, a key enabling
technology is the design and integration of rechargeable energy storage systems (RESS) [1,2]. Multi-cell
RESSs require a battery management system (BMS) to ensure safe and consistent operation over the
life of the vehicle and to report the status of the RESS to the wider vehicle control systems. One of the
key challenges is to monitor the variations in capacity and impedance between cells. Often, the RESS
is limited by characteristics of the weakest cell [3,4], and accounting for these differences minimizes
the impact of cell variation on RESS performance.
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Many OEMs are employing cylindrical format cells (e.g., 18650) for the design and construction of
the RESS [5–8]. Cylindrical cells are often chosen in EV applications over their prismatic and pouch cell
counterparts because of a combination of factors. For example, 18650 format cells are produced in very
large quantity which makes them cost effective [8–10]. Similarly, they may have built-in safety systems
such as a positive temperature coefficient (PTC) resistor that prevents high current surge and the use
of a current interrupt device (CID) to protect the cell in the event of excessive internal pressure [8–10].
To ensure in-market reliability and customer satisfaction, OEMs perform a variety of life
representative durability tests during the design and prototype stages of the development process.
Firstly, these tests ensure that new vehicle sub-assemblies and components are fit-for-purpose.
Secondly, it allows OEMs to obtain characterization data for models that are used for the development
of core functionality within the BMS. Thirdly, it ensures that the product meets strict requirements for
vehicle homologation.
Vibration durability is one of these tests, and plays an important role in the selection of
components. As discussed within [11–15] poorly integrated components, assemblies or structures
subjected to vibration can result in a significantly reduced service life or the occurrence of catastrophic
structural failure through fatigue cracking or work hardening of materials [13,16,17].
With respect to 18650 format battery cells, vibration-induced degradation in cell electrical
performance has been previously reported. In [18], 18650 format Li-ion cells, of unknown chemistry,
were subjected to a vibration profile along the Z-axis of the cells. The cells were clamped to an
electromagnetic shaker (EMS) table and excited for 186 h with a swept-sine wave from 4 to 20 Hz and
back to 4 Hz in 30 s. The authors reported that most of the cells exhibited an increase in resistance
along with a reduction in their 1C discharge capacity. Additionally, they described the occurrence of
complete cell level failures, such as an internal short circuit. The latter failure mode was attributed
within the research to the central mandrel becoming loose during the vibration test, which in turn
damaged the upper and lower cell components, including the current collector and tabs.
In [19], commercially available nickel manganese cobalt oxide (NMC) Samsung 2.2 Ah 18650
cylindrical cells (model number ICR18650-22F) were evaluated for electrical degradation when
subjected to vibration profiles representative of 100,000 miles of European and North American
customer use for chassis mounted RESS. The two batches of cells were evaluated to two different
random vibration cycles:
‚ Society of Automotive Engineers (SAE) J2380 [20];
‚ WMG/Millbrook Proving Ground (WMG/MBK) profiles [21,22].
Both batches of cells displayed a significant increase in ohmic resistance (RO) regardless of
vibration profile utilized for their assessment. Increases in RO were within the range of 17.4% to 128.1%.
A reduction in capacity was also observed in some samples evaluated, with 12.22% being the greatest
reduction observed. It was acknowledged within [19] that the impact of vibration-induced ageing may
require greater levels of cell balancing by the battery management system (BMS), when the cells are
aggregated to form a rechargeable energy storage system (RESS). As a result, the authors are proposing
to utilize the electrical data obtained from the vibration aged Samsung 18650 cells defined in [19] to
determine, via simulation techniques, the specific impact on the BMS strategy of a hybrid electric
vehicle (HEV) and plug-in hybrid electric vehicle (PHEV).
This paper is structured as follows: Section 2 of this paper provides a detailed overview of
the experimental method employed to assess vibration-induced ageing. Section 3 summarizes the
experimental results. The cell modelling techniques are introduced in Section 4 and the models
are parameterized in Section 5. Two case studies, considering the impact of vibration-aged cells in
series and parallel connections, are presented in Section 6, using the models parameterized from the
experimental data. Further work and conclusions are presented in Sections 7 and 8 respectively.
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2. Experimental Method—Vibration Ageing of Cells
The following section is a summary of the experimental method employed for the vibration ageing
of the cells, whose electrical data is used to parameterize the cell models. Additional information
with respect to the test fixtures, facility, instrumentation and sample arrangement are defined in [19].
Note that only samples evaluated to the SAE J2380 standard, and assessed at 50% SOC in [19] are
employed within this study. The experimental procedure followed during this test programme is
summarized in Figure 1.
Figure 1. Schematic of test process.
2.1. Test Samples
Table 1 defines the details of sample preparation, cell SOC and cell orientation of five Samsung 2.2
Ah 18650 cells (NMC). Three samples were subject to vibration in accordance to SAE J2380, whilst the
remaining two were defined as control cells. The control samples were not subjected to any vibration
loading [19]. During testing, the control samples were either co-located within the same environmental
conditions as the test cells or kept in permanent storage.
Table 1. Test sample information.
Sample No in [1] * Test Profile SOC (%)
Cell Orientation
(Vehicle Axis: Cell Axis)
4 Control sample—In permanent storage 50% Control
5 Control sample—Followed J2380 testsamples 50% Control
13 J2380 50% Z:Z
14 J2380 50% Z:X
15 J2380 50% Z:Y
* Samples 1 to 3, 6 to 12 and 16 to 18 are omitted as they were not evaluated in accordance with SAE J2380 or
not conditioned to 50% SOC in [1].
2.2. Pre-test Characterization
The five cells presented in Table 1 were electrically characterized as described in the remainder
of this section. Additional information on the cell electrical characterization methods are discussed
in [19]. It must be noted that other electrical characterization tests were conducted on these cells,
however only the characterization tests relating to the data required for cell modelling are described
within this Section (and illustrated by Figure 1).
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2.2.1. Electrochemical Impedance Spectroscopy (EIS)
EIS data was recorded 4 h after the last pulse of the pulse power tests, as suggested by
Barai et al. [23] and was performed at 50% SOC. The EIS measurement was carried out in a galvanostatic
mode using a ModuLab® (Solartron, Leicester, UK) electrochemical system model 2100 A fitted with
a 2 A booster and driven by Modulab® ECS software. The EIS spectra were collected within the
frequency range of 10 mHz to 10 kHz using 10 frequency points per decade. The amplitude of the
applied current was 200 mA (RMS). No DC current was superimposed on the RMS value.
2.2.2. 1 C Capacity Discharge
The cells were fully charged using a constant current phase of 1.1 A (C/2) to 4.2 V followed by
a constant voltage phase at 4.2 V until the current reduced to 0.05 A (C/44). The cells were allowed
to rest for 4 h prior to being fully discharged at 1 C to 2.75 V, which is the lower voltage threshold as
defined by the manufacturer. The charge extracted from the cells during the discharge was recorded as
a measure of the 1 C capacity.
2.3. Conditioning to Desired Test Charge State
Following electrical characterization, each cell was pre-conditioned to a defined SOC (either 25%
50% or 75% SOC) prior to durability testing and allocated a test orientation with respect to the vehicle
Z-axis (discussed further in Section 2.4). The cell SOC was adjusted by fully charging the cells with a
constant current of 1.1 A (C/2) to 4.2 V followed by a constant voltage phase at 4.2 V until the current
fell to 0.05 A (C/44). At the end of charge, the cells were allowed to rest for 4 hours prior to being
discharged at 1 C for 30 min, to achieve a cell SOC of 50%. The cells were allowed to relax for 4 h
before the application of vibration energy.
2.4. Application of SAE J2380 Vibration Profiles and Cell Orientation
SAE J2380 was selected as the desired vibration durability method. The SAE J2380 profiles are
presented in Figure 2.
Figure 2. Society of Automotive Engineers (SAE) J2380 vibration power spectral density (PSD) profiles
for testing samples 13 to 15 [20].
SAE J2380 is currently the only internationally recognized vibration test standard that has been
correlated to 100,000 miles of road vehicle durability (North American vehicle usage by the 90 percentile
customer) [20–22], and has been devised to assess multiple types of chassis mounted RESS (and their
107
Energies 2016, 9, 255
associated sub components). Unlike traditional vibration standards (such as UN38.3 Test 3) which
have been devised to assess the fail-safe performance of EV batteries when subjected to extreme
vibration conditions (such as during shipment via air or during a vehicle to vehicle crash) SAE J2380
has been synthesized from “road induced vibration excitation” associated with normal customer
usage. This specification applies vibration loading through a “random” excitation which is more
representative of road-induced structural vibration than contemporary vibration specifications [13].
Also unlike other EV standards (such as UN38.3 Test 3 or ECE R100) SAE J2380 applies vibration to
each cell in the X, Y and Z axis, as opposed to applying vibration in a single axis for the duration of the
test [1,21,22]. It is beyond the scope of this paper to discuss in detail the derivation of the vibration
profiles. However, this information is discussed within [13,21,22,24,25].
As part of the experimental procedure, each profile is sequentially applied to the cells to achieve
the desired 100,000 miles of representative EV life. For a complete execution of SAE J2380 the three
different combinations of vibration loads with respect to each cell orientation are defined below:
‚ Z:Z to X:X to Y:Y
‚ Z:X to X:Y to Y:Z
‚ Z:Y to X:Z to Y:X
Using the above notation, for each pair of letters, the first letter refers to the vehicle axis, whilst the
second refers to cell orientation. For simplicity this paper identifies the cell orientation in relationship
to the vertical (Z axis) of the vehicle. For example a cell that was subject to the vibration sequence of
Z:X to X:Y to Y:Z, is referred to as being evaluated in the Z:X orientation. Figure 3a illustrates the axis
convention for the vehicle axis, whilst Figure 3b illustrates the axis convention for the 18650 cell.
Figure 3. (a) Axis convention of vehicle vibration durability profiles; (b) Axis convention of cells.
Due to limited equipment availability, a single axis Derriton (Hastings, UK; model number: VP85,
serial number: 74) shaker was employed for the durability testing. Because the orientation of the
EMS could not be changed, the cells had to be rotated on the durability fixture between X, Y and Z
axis profile changes to achieve the correct loading. This test methodology is termed as not testing
“with respect to gravity” and does not allow for changes in sample mass during the re-orientation of
cells with respect to the input axis of vibration. While the authors believe that this limitation did not
significantly impact the results, this factor is discussed further in [19], where alternative experimental
methods are assessed.
Vibration testing was conducted within an air-conditioned room at a temperature of 21 ˘ 5 ˝C.
The closed loop application of the vibration profile was achieved using an averaging control strategy, as
defined within [26] which included ˘3 dB alarm limits and ˘6 dB experimental abort limits. Once the
cells were installed to the durability fixture and mounted onto the EMS table, the Z-axis vibration
profile of SAE J2380 was applied first. The calculation of Grms levels (defined in Table 2) is discussed
further in [25].
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Table 2. Society of Automotive Engineers (SAE) J2380 vibration profiles schedule.






Subject cells to 9 min of Z-axis profile 1 at 1.9 Grms in
the Z axis orientation of the cells under assessment. 00:09 00:09
Subject cells to 5 h and 15 min of Z-axis profile 1 at
0.75 Grms in the Z axis orientation of the cells under
assessment.
05:15 05:24
Subject cells to 9 min of Z-axis profile 2 at 1.9 Grms in
the Z axis orientation of the cells under assessment. 00:09 05:33
Subject cells to 5 h and 15 min of Z-axis profile 2 at
0.75 Grms in the Z axis orientation of the cells under
assessment.
05:15 10:48
Subject cells to 9 min of Z-axis profile 3 at 1.9 Grms in
the Z axis orientation of the cells under assessment. 00:09 10:57
Subject cells to 5 h and 15 min of Z-axis profile 3 at




Subject cells to 5 min of X & Y-axis profile at 1.5 Grms
in the X axis orientation of the cells under
assessment.
00:05 16:17
Subject cells to 19 h of X & Y-axis profile at 0.4 Grms
in the X axis orientation of the cells under
assessment.
19:00 35:17
Subject cells to 5 min of X & Y-axis profile at 1.5 Grms
in the X axis orientation of the cells under
assessment.
00:05 35:22
Subject cells to 19 h of X & Y-axis profile at 0.4 Grms




Subject cells to 5 min of X & Y-axis profile at 1.5 Grms
in the Y axis orientation of the cells under
assessment.
00:05 54:27
Subject cells to 19 h of X & Y-axis profile at 0.4 Grms
in the Y axis orientation of the cells under
assessment.
19:00 73:27
Subject cells to 5 min of X & Y-axis profile at 1.5 Grms
in the Y axis orientation of the cells under
assessment.
00:05 73:32
Subject cells to 19 h of X & Y-axis profile at 0.4 Grms




On completion of the Z-axis schedule, the cells were left to stabilize for 4 h. The cells were
then moved on the durability fixture to the corresponding vehicle X-axis and subjected to the X-axis
vibration profile (Table 2). Finally, the cells were repositioned on the durability fixture to facilitate the
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application of the vehicle Y-axis vibration profile (Table 2). At the end of the vibration profile, the cells
were left to stabilize for a further 4 h prior to visual inspection.
2.5. Post-test Characterization
Post-testing, the cell characterization measurements defined in Section 2.2 were repeated,
with experimental values recorded in Tables 3 and 4.
3. Vibration Ageing Results
The following Section defines the results relating to changes in the EIS and capacity performance
of the cells tested at 50% SOC and highlights the specific changes with these performance characteristics
post vibration testing to SAE J2380.
3.1. EIS Results for Post Vibration Aged Cells
Figure 4 shows the ohmic resistance (RO) of the cells at Start of Test (SOT) and End of Test (EOT)
as measured by EIS. A complete explanation of EIS results is beyond the scope of this study and is
already well documented in a number of academic and educational texts [27,28]. Figure 4 presents
typical Nyquist plots of the cells pre and post vibration test for the cells condition to 50% SOC. Table 3
quantifies the increase in ohmic resistance obtained from the respective EIS data.
Figure 4. Electrochemical impedance spectroscopy (EIS) start of test (SOT) and end of test (EOT) results.
Typically, all samples displayed a significant increase ohmic resistance. Samples oriented in Z:Y
axis and pre-conditioned to 50% SOC exhibited the highest increase out of the 50% SOC samples
evaluated to SAE J2380. This is presented below in Table 3.
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Table 3. Electrochemical impedance spectroscopy (EIS) ohmic resistance (RO) results for all
tested samples.
Sample No SOC Orientation SOT (mΩ) EOT (mΩ) Percentage Change (%)
15 50 % Z:Y 46.4 164.5 254.53
14 50 % Z:X 47.3 114.2 141.44
13 50 % Z:Z 46.0 84.0 82.61
5 50 % Control 49.6 60.8 22.58
SOT EOT
Standard deviation for tested 50% SOC
samples (mΩ) 0.67 40.67
Mean for tested 50% SOC samples (mΩ) 46.57 120.90
3.2. 1 C discharge capacity
Table 4. presents the 1C discharge capacity for each cell at SOT and EOT. From Table 4, it can be
seen that the results show a tendency for samples orientated in the Z:Y axis and pre-conditioned to
50% SOC to exhibit a higher capacity fade than other 50% SOC samples.
Table 4. Summary of change in 1C discharge capacity performance of all test cells.






Change in Ah (%)
15 50% Z:Y 2.18 2.14 ´1.83
13 50% Z:Z 2.23 2.19 ´1.79
14 50% Z:X 2.15 2.17 0.93
5 50% Control 2.18 2.19 0.46
SOT EOT
Standard deviation for tested 50% SOC samples (Ah) 0.040 0.025
Mean for tested 50% SOC samples (Ah) 2.19 2.17
4. Cell Modelling
Equivalent circuit models (ECMs) are commonly used to model cells due to their simplicity,
ease of parameterization and real-time suitability compared to physics based models [29]. As well as
being used to analyze cell and battery pack performance as part of a model-based design process [30],
they can also be used for model-based state estimation of SOC and state of health (SOH) [3,31,32].
ECMs generally consist of a resistor connected in series with a number of resistor-capacitor (RC)
pairs. A greater number of RC pairs increases the model bandwidth and accuracy, at the expense of
computational complexity. Figure 5a shows a single cell ECM with NRC RC pairs. Several ECMs can be
combined in parallel as in Figure 5b and/or in series as in Figure 5c. Compared to other types of cell,
18650 format cells have a low comparatively charge capacity. For larger applications, such as electric
vehicles, the battery pack must contain many cells in parallel and series in order to meet power and
energy requirements. For example, the Tesla Model S 85 kWh battery pack contains 7104 18650 format
cells arranged into 96 series units, with each series unit containing 74 cells connected in parallel [33].
Understanding and managing the variations in the properties of each of these cells is important for
optimizing the performance of the battery pack.
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Figure 5. (a) A single cell equivalent circuit model (ECM) with NRC pairs; (b) Three cells in parallel
with a current source; (c) Three cells in series with a current source.
Dubarry et al. [34] showed that a series string of cells can be equated to a single cell model by
accounting for the variations between cells. However, the authors note that this will become complex
for larger numbers of cells, and the resulting model lacks the individual cell voltages which are
important for assessing when the series string of cells has reach end of charge/end of discharge. In [35]
the authors find that string SOC estimation accuracy suffers when an averaged single cell model is
used rather than individual cells. In [36], it is suggested that prior to assembling a series-parallel
model of cells, the cells should be screened to ensure that only cells with very similar resistance and
capacity are connected together. From this, it is assumed that cells in parallel can be equated to a single
cell, as can cells in series. Combining both together, an arbitrary series-parallel module of cells can
be represented by a single averaged ECM. However, As discussed in [37] there is no guarantee that
the cells will remain similar over their life, and a single effective cell will not account for variations
in current and SOC which can occur. Individual ECMs can also be used to implement model-based
balancing strategies for cells in series [38].
The EIS data collected during the experimental phase were all obtained at 50% SOC. While it is
known that cell impedance is a function of SOC, it is generally considered that there is little variation
in the central SOC region at moderate temperatures [39,40] For the studies considered in this paper,
the SOC of the cells is maintained between 30 and 70%. While the impedance remains constant,
the open circuit voltage (OCV) is a nonlinear function of SOC. This can be incorporated into the cell
model by using a lookup table.
In this case, OCV is implemented as a state and a parameter F is found using Equation (1), where Q
is the 1C discharge capacity in Ah. This is then used to capture the relationship of OCV and current
given by Equation (2). Each RC pair voltage is governed by Equation (3), and the terminal voltage of
the cell given by Equation (4). Note that the DC resistance in the ECM is referred to as RD to avoid
confusion with RO obtained from the EIS plots. Model errors and limits in bandwidth mean that the
RD resistance may not equate exactly to the RO value for a given cell:






OCV “ F pOCVq icell (2)
.
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vt “ OCV `
NRCÿ
n“1
vp,n ` RDicell (4)
These equations can be put into state-space form, which is well suited to modelling arbitrary
time-domain signals such as the current applied under real-world driving conditions. For a single





























































The ECM impedance can be considered in the frequency domain, as a function of complex angular
frequency s. The impedance for an ECM with NRC RC pairs is given in Equation (7):




Rp,nCp,ns ` 1 (7)
An averaged parallel model (APM)—a single-cell effective model of the parallel-connected unit of
cells— can also be created by combining each cell as per Equation (8). This averages out any variations
in cell properties and as such cannot be used to explore the wider impact of combining cells in parallel.
Similarly, an average series model (ASM) for cell impedance from a series string of N cells is given by
Equation (9):









The output voltage can then be multiplied by N to obtain the string voltage. Using the method
described and validated in [37], the individual ECMs can be combined into a parallel cell model,
with the applied current as the input, and the terminal voltage as the output. Unlike the single effective
cell model, this solution does not average out the variations in cell properties, and it means that the
current through each cell can be calculated. In the paper, individual ECMs were parameterized from
cells with different impedances resulting from charge-discharging cycling-induced ageing. A dynamic
current load was applied to the cells while connected in parallel, and individual cell currents were also
measured. The same applied load was used as an input to the parallel cell model so that cell currents
and voltage could be calculated. The simulated cell currents were found to be accurate to 2% of the
measured currents.
A summary of the parallel cell model is provided below, with the full derivation in [37].
The individual cells are combined into a single system by creating block diagonals of the state matrices
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in Equation (5) and selecting one set of output matrices from Equation (6) (since all of the cells are at
the same voltage, only one output voltage is required and in this case the first cell is chosen to calculate
voltage), which takes the form of Equation (10). The input matrix has to be updated at each time step
by solving Equation (1). This system requires an input vector of cell currents, which is typically not
available for a system of parallel cells. However, by applying Kirchoff’s laws, the cell currents can be
calculated from knowledge of the cells’ states, model parameters and the known current applied to the
parallel stack. This results in a linear system of equations which solves for a vector of cell currents
based on each cell being at the same terminal voltage as its neighbor. These cell currents are given by
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x “ A1x ` B1i1
y “ C1x ` D1i1 (12)
A1 “ A ` BGR´1E
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B1 “ BGR´1F
C1 “ C ` DGR´1E
D1 “ DGR´1F
This augmented solution demonstrates that the entire system of parallel states can be solved for
while maintaining the same input (applied current) and output (cell voltage) and state-space structure
as for a single cell model. This allows for the same simulation and analysis methods to be used as for
single cells or cells in series.
5. Model Parameterization
ECMs are not based on physical elements, and as such must be parameterized using system
identification techniques rather than taking physical measurements of the cells. Each set of EIS data
described in Section 3.1 was used to derive ECM parameters. To obtain the parameters, a nonlinear
least squares optimization routine was used to apply the cost function in Equation (13). This adjusts
the parameter vector θ in order to minimize the sum-of-squares difference between the experimentally
measured impedance ZE, and the model impedance ZM, over Nf frequency points. The model
impedance is calculated using Equation (7). The nonlinear least squares algorithm finds a local
minimum to the cost function. There may be several local minima and depending on the starting
point of the optimization, the global minimum may not be found. To reduce the sensitivity to initial
conditions a multi-start algorithm was employed, which runs the local solver several times from






ZEn ´ ZMn pθq
¯2
θ “ “RD, Rp,1, CP,1, Rp,2, . . . , CP,NRC ‰ (13)
The solution is also sensitive to the number of RC pairs chosen. The decision was made to cover
the full frequency range of the EIS data up to the inductive region. For this type of cell, the crossing
point of the impedance into the inductive region occurs at around 200 Hz. This is faster than a BMS
will typically sample at [41] but previous research has found that there can be high frequency dynamics
within parallel stacks [37] that the BMS may need to take account of in order to properly manage the
individual cells.
An example of the Nyquist fits for cell 5 is shown in Figure 6a, and the associated errors in
Figure 6b. It was found that a 4RC model provides an acceptable fit to the EIS data, with further
RC pairs not significantly reducing the error. Several of the RC pairs are required to approximate a
resistor-constant phase element pair which would better represent the curve shape, but cannot be
easily translated to the time domain [42].
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Figure 6. (a) Comparison of impedance accuracy of cell 5 for various model orders; (b) Sum of squares
error between model and measured impedance for various model orders.
The model parameter results for the cells before and after ageing, are given in Table 5.
As mentioned in Section 4, the limitations of the model mean that the RD values do not exactly
match the RO values from Table 3, but the differences are all under 5 mΩ.
Table 5. Parameterization results for cells 5, 13, 14 and 15.
Cell Age SOT EOT
Cell Number 5 13 14 15 5 13 14 15
RD 0.05416 0.05034 0.05183 0.05097 0.06506 0.08858 0.11846 0.16881
Rp1 0.01084 0.01067 0.01086 0.01074 0.00915 0.00921 0.00933 0.00927
Cp1 0.38418 0.39693 0.38167 0.39326 0.11962 0.13251 0.11753 0.1235
Rp2 0.00847 0.00774 0.0087 0.00834 0.00401 0.00369 0.00449 0.00426
Cp2 3.0674 3.4627 2.9801 3.1816 2.1007 2.6789 1.8483 2.0417
Rp3 0.00174 0.00171 0.00177 0.0018 0.00253 0.00268 0.00243 0.00246
Cp3 355.19 465.36 331.11 339.43 481.78 508.56 570.11 540.8
Rp4 0.00869 0.01002 0.00881 0.00826 0.02331 0.02562 0.02754 0.02574
Cp4 3150.5 3191.9 3155.6 3041.6 1459.9 1454.3 1498 1513.7
6. Simulation Case Studies
The ECM representations outlined in Section 4 have been implemented using the ode15 s solver
in MATLAB (MathWorks, Natick, MA, USA), which was chosen because of its suitability to finding
the solution to numerically stiff systems with a wide range of poles.
6.1. Parallel Cells Subjected to a HEV Profile
When cells with different impedances are connected in parallel, the individual cell currents can
be significantly different. These currents are typically not monitored by a BMS and as such cannot
be actively regulated during usage. To consider the impact that vibration may have on battery packs
containing cells connected electrically in parallel, the ECMS for cells 13–15 are combined in parallel as
in Figure 5b. This is compared with the APM defined by Equation (8).
A charge-sustaining drive cycle, typical of a HEV, is used for this simulation. Cells 13–15 are
combined in parallel, and maintained at approximately 50% SOC. This drive cycle was derived from
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real-world driving data and is scaled such that the maximum current is 1C, and the cells started at
51% SOC, and ended at around 49% SOC. Figure 7a shows the applied current and individual cell
currents (both as C-rates) for the aged cells, along with a zoomed-in Section. Figure 7b shows the
corresponding cell currents. The terminal voltage simulation results in Figure 8 also show that even
for aged cells, for a given current input, the calculated voltage out is almost identical to the parallel
cell model, with a root mean squared (RMS) error of 0.15 mV.
In order to compare the relative loading of each cell, the nominal charge throughput is calculated.
This is given for cell n by Equation (14), and can be considered an indication of the average current





The heat power and energy generated by the cell can be calculated using Equations (15) and
(16) respectively. The heat energy per cell can be scaled relative to the heat energy calculated from
the APM:




The results, given in Table 6 show that the average loading of cell 13 is 27.5% higher than the
nominal case, and cell 15 is 26.8% lower. This means that cell 13 undergoes 175% the loading of cell 15.
The loading of the cells is relatively consistent over the course of the drive cycle. Current distribution
within a parallel stack is driven by differences in OCV and impedance. The small SOC change means
that the OCV of each cell remains similar, with less than 5 mV difference between cells. Therefore the
difference in impedance (resulting from cell vibration) is what is causing cell currents to differ in this
case. Previous work has shown that this can cause significant dynamic variation in cell currents [37].
However, that study used cells aged by different mechanism. Those cells had a very similar DC
resistance, but differences in solid-electrolyte interphase (SEI) build up resulted in a notably different
charge transfer resistance. This meant that the impedance variation between the cells was a function of
frequency. However, for these cells aged primarily through vibration, the DC resistance has shifted
significantly, with little SEI build-up. This means that there is always a large difference in impedance
between cells regardless of the frequency, and the difference in cell currents is primarily driven by
the ohmic resistance of the model. This, along with the similar OCVs of each cell, means that the
proportion of heat energy generated by each cell is very similar to the proportion of current loading.
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Figure 7. (a) Current applied to the parallel unit of cells; (b) Individual cell currents.
Figure 8. Terminal voltage over the drive cycle for the parallel cell model and effective single cell model.
Table 6. Summary of key results from parallel cell simulation.
Cell Sample Number 13 14 15
Relative current loading (%) New 101.9 98.2 99.9
Aged 127.5 99.4 73.2
Relative heat energy (%) New 101.9 98.2 99.9
Aged 126.8 99.5 73.8
In Figure 9, the nominal charge throughput is plotted as a function of ohmic resistance.
A power-law trend line has also been calculated using a least squares approach. A power law was
chosen because, unlike a polynomial or exponential fit, it behaves logically when extrapolating:
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as resistance tends to infinity, the charge throughput tends to zero, and as resistance tends to zero,
charge throughput tends to infinity.
Figure 9. Normalized charge throughput as a function of RO resistance.
Since these currents are typically not measured by a BMS, it is important to design the pack such
that these variations are accounted for and individual cells are not taken outside of their intended
operating window during the entirety of the battery pack’s life. The differences in current may cause
the cells to age by different amounts, which could be unpredictable and must be carefully analyzed
and managed. The thermal management system of the battery pack must also be designed, from a
hardware and BMS perspective, to be able to reduce any temperature differences which may arise
because of impedance variation. Impedance generally decreases with temperature [39], which could
further increase the variation in cell currents if not properly managed.
6.2. Charging Cells in Series
When cells are connected in series, the cell current is the same for each cell, but each cell can be at
a different voltage. Differences in voltage can occur due to cells being at unequal SOCs and impedance
variation between cells. Variations can occur for a variety of reasons, including differences in capacity,
self-discharge rate and temperature [43,44].
Constant current-constant voltage charging is commonly used to charge cells. However, this cannot
be directly applied with a module of cells in series. The charging strategy considered here is to charge at
a constant current (C/2 charging rate) until any one cell reaches the maximum cell voltage. The applied
current is then reduced by 10%, and constant current charging continues until one cell again reaches
maximum voltage. The current is reduced by another 10%, and this process is repeated until the charging
current is below a certain threshold. For this study, ECMs for cells 13–15 are connected in series as in
Figure 5c, and this is compared against three ASMs in series. The ASM is found by applying Equation (9)
to the measured impedance of cells 13–15, and then identifying the parameters as described in Section 5.
As can be seen in Figure 10a, there is almost a 90 mV difference between cells 14 and 15,
despite there being very little difference in SOC. This means that the higher impedance cell reaches
its maximum voltage before the other, and so the lower impedance cell is not charged as much as it
could be. Figure 10b shows that the ASM SOC is 1.5% higher than the lowest SOC of the string of
individual ECMs despite all cells starting from the same SOC. For a series string of cells, the lowest
cell SOC is a strong indicator of the overall pack performance [3]. This difference would increase if
charging occurred over a wider SOC window or at a higher current.
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Figure 10. (a) Terminal voltage for the three individual cells and average series cell; (b) SOC for the
three individual cells and average series cell.
Cell balancing systems are used to remove variations in energy between cells in series [45,46].
Cell voltage is commonly used as a metric of imbalance because it is a direct measurement rather than
an estimate, as is the case for SOC or charge level. In this case the SOCs remain similar throughout
charging, so there is no significant SOC imbalance. However, there is a significant voltage imbalance
due to the applied load and differences in impedance. As such if balancing was performed over the
charging period and activated based on the voltage difference, the result would be that once the pack
had finished charging and the applied load was zero, the SOCs and terminal voltages of the cells
would actually be imbalanced.
In Figure 11, the three cell string is compared with the same charging simulation for three of the
ASMs in series. Figure 11a shows that charging current is generally higher for the ASM string, and as
such reaches end of charge 549 s quicker. Figure 11b shows that the string voltage is also higher for the
ASM case, increasing the available power of the string.
Figure 11. (a) Charging current for a string of individual cells, and a string of mean series model cells;
(b) Total voltage for a string of individual cells, and a string of mean series model cells.
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7. Further Work
One of the limitations of the methodology employed within this study is that electrical
characterization data was only measured at SOT and EOT from the vibration aged cells. As a result,
no discussion or conclusions can be made about the rate of degradation throughout the vehicle’s life and
therefore the gradual change on cell impedance on the robustness of the BMS algorithms for managing
change imbalance within the complete battery pack. It is recommended that a future study should
characterize the cells at intermediate points during the test program, e.g., intervals representative of
10,000 miles of vehicle use. This would facilitate further investigation into both the absolute value
of degradation, but also the expected in-service rate of capacity and power fade over the life of the
vehicle. The variance in impedance between the aged cells means that a balancing system is necessary
to manage the available capacity over the life of a battery pack. Model-based design using these
ECMs could be used to design a balancing control system to maximize the available battery pack
energy and account for the variations in impedance and capacity. Other BMS functionality, such as
detecting a cell end of life condition or failure through vibration can also be explored using model-based
techniques. Vibration causes a notable shift in ohmic resistance, which is distinct from other major types
of ageing [39], and it may be possible for a BMS to classify the type of ageing based on this information.
8. Conclusions
Using experimental data and previously validated mathematical cell models, it has been shown
that the ageing caused by vibration can have a significant impact on various BMS functions and
the battery pack itself. For cells connected in parallel, the thermal management system must be
designed to be reduce variations in temperature which can occur through different current loading
between cells. Significant differences in cell current are also shown to occur owing to the impedance
differences between cells aged through vibration. Since the individual cell currents are not measured,
it is important that the battery pack is designed so that each cell is not taken outside its intended
operating window. When aged cells are connected in series, variations in impedance limit the ability
to fully charge the series string, reducing the available power and increasing the charging time for the
complete battery system.
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Abstract: Battery energy storage systems (BESSs) have been widely used for microgrid control.
Generally, BESS control systems are based on proportional-integral (PI) control techniques with the
outer and inner control loops based on PI regulators. Recently, model predictive control (MPC) has
attracted attention for application to future energy processing and control systems because it can
easily deal with multivariable cases, system constraints, and nonlinearities. This study considers
the application of MPC-based BESSs to microgrid control. Two types of MPC are presented in this
study: MPC based on predictive power control (PPC) and MPC based on PI control in the outer and
predictive current control (PCC) in the inner control loops. In particular, the effective application of
MPC for microgrids with multiple BESSs should be considered because of the differences in their
control performance. In this study, microgrids with two BESSs based on two MPC techniques are
considered as an example. The control performance of the MPC used for the control microgrid is
compared to that of the PI control. The proposed control strategy is investigated through simulations
using MATLAB/Simulink software. The simulation results show that the response time, power and
voltage ripples, and frequency spectrum could be improved significantly by using MPC.
Keywords: microgrid; model predictive control; predictive power control; battery energy storage
system (BESS); frequency control
1. Introduction
Microgrids are becoming popular in distribution systems because they can improve the power
quality and reliability of power supplies and reduce the environmental impact. Microgrid operation can
be classified into two modes: grid-connected and islanded modes. In general, microgrids are comprised
of distributed energy resources (DERs) including renewable energy sources, distributed energy storage
systems (ESSs), and local loads [1–3]. However, the use of renewable energy sources such as wind and
solar power in microgrids causes power flow variations owing to uncertainties in their power outputs.
These variations should be reduced to meet power-quality requirements [4,5]. This study focuses on
handling the problems that are introduced by wind power.
To compensate for fluctuations in wind power, various ESSs have been implemented in
microgrids. Short-term ESSs such as superconducting magnetic energy storage (SMES) systems [6],
electrical double-layer capacitors (EDLCs) [7], and flywheel energy storage systems (FESSs) [8–10]
as well as long-term ESSs such as battery energy storage systems (BESSs) [11,12] are applied to
microgrid control. ESSs can also be used to control the power flow at point of common coupling in the
grid-connected mode as well as to regulate the frequency and voltage of a microgrid in the islanded
mode. Among these ESSs, BESSs have been implemented widely owing to their versatility, high energy
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density, and efficiency. Moreover, their cost has decreased whereas their performance and lifetime has
increased [13].
In practice, BESSs with high performance such as smooth and fast dynamic response during
charging and discharging are required for microgrid control. This performance depends on the control
performance of the power electronic converter. Proportional-integral (PI) control is a practical and
popular control technique for BESS control systems. However, PI control might show unsatisfactory
results for nonlinear and discontinuous systems [10]. Meanwhile, model predictive control (MPC)
is considered an attractive alternative to promote the performance of future energy processing and
control systems [14]. Predictive strategies are based on the inherent discrete nature of a power
converter. Owing to the finite number of switching states of a power converter, all possible states are
considered for predicting the system behavior. Then, each prediction is used to evaluate a cost function.
Consequently, the switching state with the minimum cost function is selected and applied to the
converter [15]. One of the advantages of an MPC is the easy inclusion of constraints and nonlinearities.
Therefore, MPC has been widely applied to drive applications [15–18] and power converters such as
active front-end rectifiers [19], matrix converters [20], and multilevel converters [21]. Recently, it has
been applied to a bidirectional AC-DC converter for use in BESSs [22–24].
Only a few literatures were found on the application of MPC to microgrid control. Most existing
studies focused on MPC for a distributed generator in a microgrid with voltage and/or power
control [25–27]. A modified MPC method for voltage control of a BESS in the islanded mode operation
of a microgrid was presented in [27]. However, this study did not deal with frequency control
in the islanded mode operation of a microgrid. MPC based on PI control in the outer control
loop and predictive current control (PCC) in the inner control loop for BESS was presented in [28].
Coordinated predictive control of a wind/battery microgrid system was proposed to maintain the
system voltage and frequency by adjusting the output power of BESS. PCC was used to control the
current in the inner control loop, whereas PI regulators were used to regulate the voltage and power
in the outer control loop. Owing to the use of PI regulators in the outer control loop, the dynamic
response time under such MPC techniques was similar to that under PI control techniques with outer
and inner control loops using PI regulators.
Another MPC technique is based on predictive power control (PPC), in which the power is
predicted and controlled directly. This MPC technique could be applied to microgrid control because it
affords advantages such as fast dynamic response for power control; however, studies have not yet
explored the application of the PPC-based MPC technique to microgrid control. Furthermore, this MPC
technique can only be used for power control. To overcome this problem, PI regulators can be used in
an additional control loop to control the frequency and voltage. Therefore, this MPC technique uses PI
regulators in the outer control loop and PPC in the inner control loop. It is similar to previous MPC
techniques in which PI control is used in the outer control loop and PCC is used in the inner control
loop. However, an MPC technique based on PI and PPC requires more computation time than does one
based on PI and PCC, owing to the predicting powers in the inner PPC control loop. Therefore, in a
microgrid with a single BESS, MPC based on PI and PCC is a suitable alternative for microgrid control.
Another approach to overcome this limitation of the MPC control technique is to use a droop control
scheme. Thus, a PPC-based MPC technique can be applied to microgrids consisting of multiple BESSs
with different functionalities. This study deals with the effective application of an MPC technique to a
microgrid with two BESSs as an example of multiple BESSs in a microgrid.
This study discusses the effective application of two MPC techniques to BESSs for microgrid control
based on the characteristics of the MPC techniques as well as the functionalities of BESSs. One BESS is
based on PI control in the outer and PCC in the inner control loops (PI (outer) + PCC (inner)); it is used
for smoothing wind power fluctuations both in the grid-connected and the islanded modes. The other
BESS is based on PPC (one loop); it controls the tie-line powers at the point of common coupling in
the grid-connected mode and the frequency in the islanded mode. Additionally, to reduce the power
losses of converters, the reduction of the switching frequency of the converter is considered an additional
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control variable in the MPC algorithm. The control performances of the two types of MPC techniques are
compared to the PI control technique using PI regulators in the outer and inner control loops (PI (outer)
+ PI (inner)). The tuning of PI regulator parameters must be taken into account to effectively compare
the control performance of MPC techniques to the PI control technique. Several tuning techniques
have been used to select the PI regulator parameters. In this study, the tuning technique provided
by MATLAB/Simulink software is used. The efficacy of the proposed control system is verified via
simulations in the MATLAB/Simulink environment.
The remainder of this paper is organized as follows. Section 2 introduces the discrete-time
model of the converter for prediction and MPC algorithms. Two types of MPC techniques are
introduced in this section. Section 3 describes the microgrid system used to test the performance
of the proposed control strategies. Section 4 presents a comparison of the MPC and PI control
techniques and the considerations for the effective application of MPC-based BESSs to microgrid
control. Section 5 presents the simulation results for microgrid control in the grid-connected and
islanded modes. The performances of the MPC techniques are compared to those of the PI control
technique. Finally, Section 6 summarizes the main conclusions of this study.
2. MPC for BESS
2.1. Discrete-Time Model of Converter
The predicted variables of BESS are determined based on the discrete-time model of the converter.
In this study, the BESS uses a two-level voltage source converter (VSC) converter, shown in Figure 1,
connected to the three-phase AC power supply voltage vg through filter inductance L and resistance R.


























Figure 1. Configuration of BESS.


























vga + avgb + a2vgc
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(4)
where a = ej2π/3.
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The voltage v in Equation (5) is determined by the switching states of the converter and the DC






Sa + aSb + a2Sc
)
(8)
Where the switching signals Sa, Sb, and Sc are defined as follows:
Sa =
{
1 if S1 on and S4 off




1 if S2 on and S5 off




1 if S3 on and S6 off
0 if S3 off and S6 on
(11)
The combination of Sa, Sb, and Sc creates eight switching states and eight voltage vectors, as shown
in Table 1.
Table 1. Switching states and voltage vectors [29].
x Sa Sb Sc Voltage vectors
1 0 0 0 v0 = 0
2 1 0 0 v1 = 23 Vdc
3 1 1 0
v2 =
1




4 0 1 0
v3 =




5 0 1 1 v4 = − 23 Vdc
6 0 0 1
v5 =




7 0 1 1
v6 =
1




8 1 1 1 v7 = 0




+ Ri + vg (12)
From Equation (12), the discrete-time model of the converter is determined by approximating the
derivative load current di/dt in terms of a forward Euler approximation, as shown in Equation (13).
di
dt
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By substituting Equation (13) in Equation (12), the future current at the sampling instant k + 1 is
represented as












where i(k) and vg(k) are the three-phase current and voltage of the BESS measured at sampling instant
k, respectively; v(k) is the voltage vector according to the eight switching states of the converter; and Ts
is the sampling time.
Based on the measured voltage and current of BESS at sampling instant k, the variables at sampling
instant k + 1 are predicted as given in Equation (14). For a small sampling time (Ts), the predicted grid
voltage at sampling instant k + 1 can be assumed equal to the measured grid voltage at the kth sampling
instant (vg(k + 1) = vg(k)) owing to the fundamental grid frequency [29]. As a result, the predicted
instantaneous real and reactive powers can be expressed as follows:
Pp(k + 1) = 1.5Re
{
ip(k + 1)vmg (k)
}
(15)
Qp(k + 1) = 1.5Im
{





i (k + 1) is the complex conjugate of the predicted current vector ip(k + 1).
Equations (14)−(16) show that the predictive current and power highly rely on system model,
converter, and filter parameters. Any change in the model parameters can provide inaccuracy in
the predictive variables. Reference [29] shown that the current or power ripple could be affected by
the parameter variations, whereas the dynamic response was almost unchanged. In case of extreme
variations in the model parameters, an online parameter estimation algorithm should be included in
the MPC strategy [30,31]. However, MPC can effectively handle the small change in inductive filter
parameters. The comparison between MPC with and without the online filter estimation was presented
in [29,32]. The major errors were observed at low values of the filter parameters. In addition, only a
small difference was observed at high values of the filter parameters. In this study, a high value of the
filter parameter is chosen to avoid the major errors by filter parameter variations. Thus, the model
parameters is assumed unchanged during simulation for the sake of simplicity.
2.2. Principle of MPC
MPC is based on the inherent discrete nature of a power converter, which has a finite number
of switching states. All possibilities of variables (current or real/reactive powers) of the converter
according to switching states can be predicted. The predicted variables are compared to the reference
control signal, and the predicted variable that is closest to the reference control signal is chosen as









Figure 2. Principle of MPC.
Figure 3 shows two types of MPC techniques applied for BESSs: MPC based on PI control in the
outer and PCC in the inner control loops (Figure 3a) and MPC based on PPC (Figure 3b). As shown
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in Figure 3a, PI control in the outer control loop is used to regulate the real/reactive powers as
well as voltage of the microgrid. The reference current obtained by the outer control loop is used
for the inner PCC control loop based on Equation (14). As shown in Figure 3b, in comparison,
PPC based on Equations (15) and (16) can control real/reactive powers directly. To control the
frequency of the microgrid, the frequency droop control scheme is suitable for a BESSs control system.
However, conventional droop control can cause a steady-state error [33]. Thus, this study proposes an
improved droop control scheme in which the steady-state error is removed by a new feedback signal
through the PI regulator [9].
The objective of the MPC scheme is to minimize the error between the reference values and the
measured values. This can be achieved by introducing a cost function gC for PCC and gS for PPC,
as shown in the following equations.
gC =
∣∣∣i∗α(k + 1)− ipα(k + 1)
∣∣∣2 +
∣∣∣i∗β(k + 1)− ipβ(k + 1)
∣∣∣2 + λC · n (17)
gS = |P∗(k + 1)− Pp(k + 1)|2 + |Q∗(k + 1)− Qp(k + 1)|2 + λS · n (18)
where i∗α(k + 1) and i∗β(k + 1) are the real and imaginary parts of the reference current, i
p
α(k + 1) and
ipβ(k + 1) are the real and imaginary parts of the predicted current vectors i
p(k + 1) according to
Equation (14), P∗(k + 1) and Q∗(k + 1) are the real and reactive reference powers, Pp(k + 1) and
Qp(k + 1) are the predicted real and reactive powers according to Equations (15) and (16), λC · n
and λS · n represent the reduction of switching frequency of the converter where n is the number of
switches that change when the switching states S = (Sa, Sb, Sc) are applied, and λC and λS are the
weighting factor for PCC and PPC, respectively.
The cost functions gC and gS have two terms with different goals. The primary goal is the current
control in case of gC or power control in case of gS, which must be achieved to provide a proper system
behavior. The secondary goal is the reduction of switching frequency (λC · n and λS · n) in both cost
functions. The importance of second term corresponds to the weighting factors λC and λS that can
impose a trade-off with the primary control objective. The algorithm to adjust the weighting factors
proposed in [29] is used in this study. Total harmonic distortion (THD) is used to estimate the trade-off
between the primary and secondary goals.
The switching frequency of the converter depends on the change in the switching state, which can
be only one or zero. Therefore, the number of switches that change from S(k − 1) to S(k) is defined as
given in Equation (19):





































Figure 3. MPC block diagrams: (a) MPC based on PI control in the outer and PCC in the inner control
loops; (b) MPC based on PPC.
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The control strategy of MPC techniques involves the following four steps:
(1) The three-phase current and voltage of the BESS are measured, and the values of reference signals
are obtained from the outer control loop.
(2) The discrete-time model of the converter is used to predict the values of current or real/reactive
powers in the next sampling interval (k + 1) for each voltage vector according to Equations
(14)–(16).
(3) The cost function gC or gS based on Equations (17) and (18) is used to compute the errors between
the reference and the predicted current or real/reactive powers for each voltage vector.
(4) The minimum value of the cost function gives the minimum error between the reference and the
measured signals. The voltage vector with respect to the minimum cost function is selected, and
the corresponding switching state signals are generated to apply to the converter.
3. Test Microgrid
The test microgrid system (Figure 4) used in this study includes several components: A diesel
generator, a consumer load, a wind generator, and two BESSs. Table 2 shows the parameters of
the test microgrid system. In this study, the fixed-speed wind energy conversion system (WECS), a
type of WECS [34], is used for simplicity. Two BESSs with different control strategies according to
the operation mode of the microgrid, as shown in Table 3, are used. In the grid-connected mode,
the voltage and frequency of the microgrid is set by the utility grid. Therefore, the main function of the
BESS is to control the real and reactive powers. On the other hand, in the islanded mode, the microgrid
is disconnected from the utility grid and controls its own frequency and voltage.
 Utility Grid
Point of common coupling
IG
Load Diesel Generator BESS1 BESS2Wind Generator
Figure 4. Configuration of microgrid.
Table 2. Parameters of test microgrid.
Components Rating
Wind generator 150 kVA
BESS1 450 kWh
BESS2 200 kWh
Load 500 kW; 100 kVAR
Diesel generator 500 kVA
Mean wind speed 9 m/s
System frequency 60 Hz
Transformer 700 kVA; 6.6 kV/380 V
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Table 3. Control strategies of BESSs.
Operation modes BESS1 BESS2
Grid-connected Tie-line powers at point ofcommon coupling Smoothing wind power
Islanded
Frequency control Smoothing wind power
Reactive power at point of
common coupling Voltage control
4. Control Performance of MPC Techniques
4.1. Comparison of Control Performance of MPC and PI Control Techniques
The control performances of two MPC techniques according to the change in real power are
compared to that of the PI control technique proposed in [35]. Tuning the PI parameters is an important
factor for comparison. Several functions as well as linear analysis tools provided by MATLAB/Simulink
are used for tuning. First, the function “getlinio” is used to obtain the linearized input/output of the
plant. The linear approximation of the plant is estimated based on the linearized input/output by using
the “linearize” function. Then, the linear analysis tool in Simulink is used to estimate the frequency
response of a plant based on the linear approximation of the plant. Finally, the PID tuner in Simulink is
used to automatically tune the PI parameters based on the frequency response estimation.
Figure 5 shows the simulation results of three types of control techniques. The real power changes
from 0 to 50 kW at 1.0 s. The response of the PPC technique is clearly much quicker than that of
other techniques. In the case of MPC based on PI in the outer and PCC in the inner control loops and
PI control technique using PI regulators in the outer and inner control loops, the dynamic response
is similar owing to the action of the PI controller in the outer control loop. Both MPC technique
based on PI and PCC and PI technique show good reference tracking under the steady-state condition.
However, the power ripple obtained by MPC technique is smaller than that obtained by PI control
technique owing to PCC in the inner control loop in MPC technique. Figure 5 shows that MPC
techniques can significantly improve the performance of a control system for BESSs in terms of the
response time and power ripple.
 Time (s)















PI (outer) + PI (inner)
PPC (one loop)
PI (outer) + PCC (inner)









Figure 5. Response of different control techniques for change in reference power.
4.2. Effective Application of MPC Techniques to Microgrid Control
Table 4 shows the characteristics of the MPC and PI control techniques. Among these two MPC
techniques, the PPC technique shows the best control performance; however, it can only be used for
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controlling the power. On the other hand, the MPC technique based on PI in outer and PCC in inner
control loops is more flexible owing to the use of a PI regulator in the outer control loop; this technique
can be used to control the power, frequency, and voltage. The ripple in case of both MPC techniques is
smaller than that in case of the PI control technique.
Table 4. Characteristics of MPC and PI control techniques.
Characteristics PI (outer) + PI (inner) PI (outer) + PCC (inner) PPC (one loop)
Ability to control P/Q, f/v P/Q, f/v P/Q
Response time Long Long Short
Ripple Large Small Small
In this study, two BESSs with different functionalities are proposed to control the microgrid,
as shown in Table 3. BESS1 is used to control the power at the point of common coupling and the
frequency in the islanded mode, in which case fast dynamic response under disturbances is required for
the control system. Therefore, PPC-based MPC is suitable for application to BESS1 because its control
performance shows the shortest response time compared to other cases. Furthermore, BESS2 is used for
handling fluctuations in wind power in both grid-connected and islanded modes. Thus, the control
performance of the MPC technique based on PI control in the outer control loop and PCC control in the
inner control loop is suitable for BESS2 owing to gradual fluctuations in wind power. The microgrid
voltage is controlled by BESS2 and the frequency, by BEES1 and BESS2 through the improved frequency
droop control scheme.
5. Simulation Results
5.1. Control Microgrid in Grid-Connected Mode
BESSs can operate in the charging or discharging mode. Therefore, they can reduce the fluctuations
in wind power through effective compensation. Figure 6 shows the action of BESS2 in terms of
smoothing the wind power. In the case of BESS2, the MPC technique based on PI control in the outer
control loop and PCC in the inner current control loop is applied as the control system. This figure
shows that the wind power fluctuations can be reduced significantly by effectively charging or
discharging BESS2. Both the MPC and the PI control techniques show good results from the viewpoint
of smoothing the wind power. However, the power ripple in case of the MPC technique is much
smaller than that in case of the PI control technique.
On the other hand, BESS1 based on the PPC technique controls the power at the point of common
coupling. In this study, it is assumed that the real power at the point of common coupling is maintained
at zero. Figure 7 shows the simulation result. At 10 s, an additional load of 100 kW is connected to the
microgrid. Therefore, BESS1 increases its real power to maintain the power at zero. The subfigure of
Figure 7 shows that the response of the MPC technique is slightly quicker than that of the PI control
technique. Additionally, the ripples of the BESS power when using the MPC technique is smaller than
that of PI control technique. Both the MPC and the PI control techniques show good performance for
controlling the power at the point of common coupling.
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Figure 6. Smoothened wind power: (a) MPC technique; (b) PI technique.
Figure 7. Real power at point of common coupling and real power of BESS1.
5.2. Control Microgrid in Islanded Mode
In the islanded mode, the microgrid frequency is controlled by BESS1, and the microgrid voltage
is controlled by BESS2. Figures 8 and 9 respectively show the frequency and voltage of the microgrid.
Both the MPC and the PI control techniques can stably control the frequency and voltage of the
microgrid. However, as shown in Figure 8, the frequency response under the MPC technique is
quicker than that under the PI control technique. Moreover, Figure 9 shows the microgrid voltage.
Obviously, the performance of the MPC techniques is much better than that of the PI control technique.
The voltage ripple in the case of the MPC technique is much smaller than that in the case of the PI
control technique.
Figure 8. Frequency of microgrid system.
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Figure 9. Voltage of microgrid system.
Additionally, the output voltage spectra generated by the converter is one of the important factors.
Figure 10 shows a comparison of the voltage spectra of the MPC and PI control techniques. As shown
in Figure 10b, the frequency spectrum generated using the PI control technique is concentrated around
the carrier frequency owing to PWM. For comparison, Figure 10a shows the frequency spectrum
obtained by MPC. The reduction of the switching frequency of the converter is implemented in the cost
function of MPC as a secondary control objective to reduce the power losses of converters. Figure 10
shows that the average switching frequency ( fs) obtained by MPC is slightly lower than that obtained
by the PI control technique. Moreover, the MPC technique shows significantly lower THD than the PI
control technique.
Figure 10. Load voltage spectrum and THD: (a) MPC technique; (b) PI technique.
6. Conclusions
This study discusses the effective application of two types of MPC techniques to BESSs for
microgrid control: MPC based on PPC and MPC based on PI control in the outer control loop and PCC
in the inner current control loop. In addition, PI control using a PI regulator in the outer and inner control
loops for BESS was compared to these two types of MPC techniques. A reduction switching frequency is
implemented in the cost function to reduce the power losses of converters. The simulation results show
that the response time, power ripples, and frequency spectrum could be improved significantly by using
MPC techniques. Both the average switching frequency and the THD obtained by using MPC techniques
were lower than those obtained by using PI control. Using MPC based on PI control in the outer and
PCC in the inner control loops did not improve the response time under power changing compared to
PI control; however, it could significantly improve the power and voltage ripples under the steady-state
condition. Moreover, using PPC-based MPC could reduce the response time under power changing
compared to other control techniques. Therefore, in microgrids with multiple BESSs, the PPC-based
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MPC technique should be applied for BESSs that control the power at the point of common coupling
and the frequency of the microgrid, and an MPC technique based on PI in the outer control loop
and PCC in the inner control loop should be applied for BESSs that play the role of smoothing wind
power fluctuations. Besides, in case of microgrids with a BESS, PCC-based MPC technique should be a
suitable alternative for the BESS owing to its flexible characteristic. MPC technique is easy to implement
and it can eliminate the tuning controller parameters effort that has to be done in the PI technique.
Furthermore, various control objectives can be included in the MPC strategies.
In the future, we plan to include additional control variables such as considering the state of
charge of the battery and coordination control of multiple ESSs in the MPC algorithm.
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Abstract: In this paper, we present the results of an economic feasibility study and propose a system
structure to test and maintain electrical stability. In addition, we present real operation results after
constructing a remote microgrid on an island in South Korea. To perform the economic feasibility study,
a commercial tool called HOMER was used. The developed remote microgrid consists of a 400 kW
wind turbine (WT) generator, 314 kW photovoltaic (PV) generator, 500 kVA × 2 grid forming inverter,
3 MWh lithium ion battery, and an energy management system (EMS). The predicted renewable
energy fraction was 91% and real operation result was 82%. The frequency maintaining rate of the
diesel power plants was 57% but the remote microgrid was 100%. To improve the operating efficiency
of the remote microgrid, we investigated the output range of a diesel generator.
Keywords: microgrid; wind turbine; remote; island; hybrid power system; battery; HOMER;
feasibility study
1. Introduction
Power supply in isolated regions far from land, including islands, is typically provided by small
capacity diesel power plants. To overcome the high cost of diesel fuel in these small-capacity electrical
power systems, and to prevent environmental pollution, a hybrid power system has begun to be applied,
including in Alaska (USA). A hybrid power system is a diesel power plant system interconnected with
a wind-turbine generator (WT) and photovoltaic (PV) array [1]. However, a restriction on renewable
energy capacity that can be interconnected with a diesel power plant is still applied on account of the
output variances of WTs and PVs. An attempt has been made to add a large capacity battery to the hybrid
power system to solve the above problem owing to the sharp decline in battery prices in recent years.
Such a system is called a remote microgrid (Figure 1) or hybrid microgrid [2–5]. However, renewable
energy or batteries remain expensive, therefore, it is necessary to have an appropriate combination to
construct an economically feasible system.
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Figure 1. Example of a remote microgrid.
To effectively utilize the renewable energy cost, many researchers have studied algorithms to
calculate the capacity of applicable generator units that can constitute a low cost reliable power
system [6]. Li et al. [6] compared some proposed algorithms and presented a simple algorithm to
determine the required number of generating units of a WT generator and PV array, as well as the
associated storage capacity for a standalone hybrid microgrid. The algorithm is based on the observation
that the battery charge state should be periodically invariant. Liang et al. [7] investigated the stochastic
modeling and optimization tools for microgrids. Wang et al. [8] proposed an optimal capacity allocation
method for standalone microgrids using a particle swarm optimization algorithm. Bansal et al. [9]
analyzed the economic feasibility of a hybrid power system using the biogeography-based optimization
(BBO) algorithm. Wies et al. [10] modeled load sharing between a diesel generator and PV using
Simulink and presented how to analyze the economic feasibility. Xu et al. [11] proposed an optimal
sizing method to achieve higher power supply reliability. However, Stiel et al. [12] and Yoo et al. [13]
used a commercial feasibility study tool called HOMER instead of complex algorithms and thereby
presented economic feasibility assessments results on a wind-diesel hybrid power system.
Purser et al. [14] presented the results of a technical and economic feasibility study of implementing
a microgrid at Georgia Southern University using HOMER. Mizani et al. [15] presented the demonstration
results for optimal design and operation of a grid-connected microgrid.
Fan et al. [16] presented design considerations to develop a standalone smart grid on Ubin Island
(Pulau) as well as simulation results. Kojima et al. [17] proposed a structure and control method of an
existing diesel power plant interconnected with a small capacity of WT, PV, and batteries. Prull et al. [18]
proposed a design procedure, including a load study and meteorological information study, as well
as design results to construct a remote microgrid on Necker Island (UK), but they didn’t include any
field test results. Fay et al. [1] presented the performance and economic analysis results for isolated
wind-diesel systems in Alaska. Kaldellis et al. [19] presented cost-benefit analysis results of remote
hybrid wind-diesel power stations. Ulleberg et al. [20] presented a remote renewable energy system for
the Faroe Islands, but these wind-diesel systems usually didn’t include the battery and/or photovoltaic
generator. However, some studies presented algorithms that use only partial information to quickly
calculate renewable energy and battery capacity. In particular, such algorithms do not consider the charge
and discharge efficiency of the battery system and the depth of discharge (DoD) according to battery
type. Some algorithms were only theoretically validated. Although some of the above studies proposed
a design procedure for a remote microgrid, they provided no operational results from real sites. Some
studies presented the comparison results between simulation and real implementation but they usually
didn’t include the design targets such like raising the system efficiency, stable operation, power quality,
etc. To construct a remote microgrid, it is necessary to have an optimal system design that considers the
power reserve ratio to both ensure the system economic feasibility and maintain the stable operation
and rated voltage and frequency of the system. In addition to the above considerations, an appropriate
system structure should be considered. The system should be constructed according to the design results;
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moreover, the design procedure should be validated and fed back through comparisons with long-term
operation results. However, no studies have provided such a series of procedures.
The present paper presents economic feasibility study results and a system structure to develop a
grid-forming inverter-based remote microgrid for distant islands located on the west coast of South
Korea. It presents design parameters for economical and reliable remote microgrid designs through
comparisons between simulation results and real operation results. Moreover, this study aims to share
the optimal design direction through real long-term operation results of the remote microgrid.
2. Isolated Power System
2.1. Penetration Level of Renewable Energy
When incorporating renewable-based technologies into isolated power systems, the amount
of energy that will be obtained from the renewable sources will strongly influence the technical
layout, performance and economics of the system. For this reason, it is necessary to explain two new
parameters—the instantaneous and average power penetration of wind—as they help define system
performance [21].
The average and peak penetration of renewable generation in a hybrid power system can be
defined as shown in Equations (1) and (2) [18]:
Average Penetration =




Peak Power from Renewable Generation (kW)
Electrical Load (kW)
(2)
In [22], these definitions are used to categorize hybrid power systems into three classes:
low, medium and high penetration, as shown for reference in Table 1.
Table 1. Hybrid power system penetration classifications.




2.2. Hybrid Power System
The electric power production cost for diesel power plants located in islands or remote
areas—depending on their scale and distance from land—can be up to 10 times higher that of the
large-scale electrical power systems [23]. To reduce the electric power production cost, renewable energy
systems such as wind turbine generators or photovoltaic generators are sometimes installed in parallel
with the diesel power plant. This kind of system is called a hybrid power system [22]. Depending on its
structure and the portion of renewable energy in the whole system, the diesel generators of the hybrid
power system should maintain their voltage and frequency most of the time.
2.3. Inverter-Based Remote MicroGrid
Whereas the hybrid power system controls the voltage and frequency through its diesel generator,
a remote microgrid has its Grid Forming Inverter (GFI) and individual distributed generators contribute
to voltage/frequency control [18]. GFI maintains the system voltage/frequency through charging the
battery if there is excess energy and vice versa. Coordination between GFI and WT is critical for stability
performance. Using a large capacity GFI, a remote microgrid can usually utilize more renewable
energy than a hybrid power system because a GFI can very quickly absorb the excess energy from the
renewable energy using the battery [24].
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3. Feasibility Study for Test Island
The remote microgrid referenced in this paper was designed to minimize power supply costs
through an optimal combination of distributed power and the energy storage devices, and to consider
reliable operations. In this section, the economic feasibility study results of the proposed remote
microgrid are presented using HOMER. The economic feasibility study used real meteorological and
load data from the actual site.
3.1. Feasibility Study Tool
To economically construct a remote microgrid, renewable energy type, battery type, and capacity
should be accurately calculated. In addition, precise analysis of target area meteorological data is
likewise needed. Such a series of processes is called a feasibility study, which can be performed by the
most widely used commercial tool called HOMER.
HOMER is a computer simulation program designed by the National Renewable Energy
Laboratory (NREL) in the United States. Coined as the Optimization Model for Distributed Power,
HOMER allows the modelling of both grid and non-grid connected power systems consisting of
conventional and renewable technologies. The program considers the economic and technical feasibility
of desired power systems and delivers comprehensive reports covering a range of subjects from the
net present capital cost of the system to the renewable penetration. It allows the input of renewable
resources such as wind speeds, battery data, demand load data, capital and operation and maintenance
(O&M) costs among others, as well as sensitivity analyses modelling the impact on the system to
variations in any input [25].







where Cann,tot is the total annualized cost, i the annual real interest rate (the discount rate), Rproj the
project lifetime, and CRF (discount raterecovery factor), given by Equation (4):
CRF(i, N) =
i(1 + i)N
(1 + i)N − 1
(4)
where i is the annual real interest rate and N is the number of years.
HOMER uses the following equation to calculate the levelized cost of energy:
COE =
Cann,tot
Eprim + Ede f + Egrid,sales
(5)
where Cann,tot is the total annualized cost, Eprim and Edef are the total amounts of primary and deferrable
load, respectively, that the system serves per year, and Egrid,sales is the amount of energy sold to the
grid per year [25].
3.2. Test Island in Korea
A distant target island was selected to validate the remote microgrid technology. Table 2 shows the
information about the target island. The target island is located approximately 6 km from the mainland
and currently has approximately 280 residents. There are three 100 kW diesel generators on the
island; two generators operate in parallel during normal hours and one is for reserve. The distributed
voltage is 6.6 kV, and there are two distribution lines. The heavy load supplied to the diesel power
plant during normal operation hours is produced by an induction motor whose rated capacity
is 11 kW. The mean wind velocity and solar radiation in 2013 were 5.1 m/s and 3.68 kWh/m2·day,
respectively, which represent typical data in offshore islands in South Korea [26].
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Table 2. Overview of the Test Island [27].
Name Gasado (Gasa Island)
Location Southern part of South Korea
Area 6.4 km2
Population 286 person (168 house)
Electrical System
Gen-set: 100kW × 3 (1992 year); Distribution Line
(6.6 kV): 8 km; Main Transformer (380 V/6.9 kV): 300
kVA × 2
Fuel Consumption 285,000 L/year (2013 year)
Load (2013year) Average: 113 kW; Peak: 210 kW; Minimum: 50 kW;Heavy load: 11 kW; Induction Motor × 2
Weather (Annual average) Daily Radiation: 3.68 kWh/m
2·day; Wind Speed: 5.0
m/s @ 30 mL; Temperature: 13.4 ◦C
3.3. Results of Economic Feasibility Study
The data presented in Section 3.2 and the Appendix A were entered into HOMER to run the
economic feasibility study simulation The simulation input data were set with consideration of the
current diesel power plant operation results and current prices of renewable energy and batteries to be
as realistic as possible.
The simulation results of the target island are summarized in Table 3, which shows a typical
combination according to the renewable energy fraction. As shown in the table, the Cost of Energy
(COE) of the diesel power plant in the target island was $0.992 and the annual operating cost was
$869,000. The operation cost consisted of the diesel generator fuel cost, maintenance cost for the power
generator and lines, personnel cost for operators, and other expenses. Power bills paid by customers
were omitted.


























0 0.913 11,258 903 0 311 0 0 0 0
10.9 0.833 10,277 735 1120 244 150 0 5 500
20.9 0.822 10,134 698 1435 217 250 0 5 500
30.8 0.834 10,285 671 1920 190 50 2 5 500
40.9 0.875 10,794 693 2160 177 300 1 5 500
50.5 0.879 10,849 653 2710 149 300 2 5 500
59.7 0.885 10,916 622 3165 121 350 2 10 500
69.8 0.901 11,111 587 3800 91 450 2 15 500
80.9 0.919 11,342 546 4540 57 600 2 20 500
89.9 1.051 12,963 553 6067 34 600 3 35 500
94.4 1.284 15,835 575 8668 18 600 6 50 500
Notes: Ren. Fraction: Renewable Fraction, COE: Cost of Energy, NPC: Net Present Cost, Operat. Cost: Operating
Cost per Year.
The most economical system configuration can be formed with approximately 20% of renewable
energy. However, the COE was lower or similar compared to that of the existing diesel power
plant until a proportion of renewable energy in the remote microgrid reached approximately 70%.
Furthermore, under the same COE, various combinations of capacities of renewable energy and
batteries can be possible.
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4. Remote Microgrid System Design
In this section, the design objectives for achieving the implementation and demonstration of an
energy independent island using remote microgrid technology, as well as the results, are presented.
4.1. Design Target
Table 4 shows the design target and results for the test island. The energy independence of the
test island was set to 99%, which means that 100% energy independence would not be pursued in
consideration of the economic feasibility. That is, if required, diesel generators would be partially used.
The daily average load in the test island was 113 kW. However, an average load was set to 120 kW
to account for the supply-ready loads and future load increase rate. The required renewable energy
capacity could be calculated as shown in Equation 6. The result is consistent with that in Table 3.
Table 4. Design target and design results for the test island [26].
Category Design Target Results
Renewable Energy Fraction 99% of power supplied byrenewable energy
wind turbine (WT): 400 kW;
photovoltaic (PV): 314 kW
Battery Capacity Power supply by batteries only forone or more days 3 MWh
Inverter Capacity




500 kVA × 2 ea, 250 kVA × 1ea;
If CVCF inverter capacity is not
sufficient, parallel inverter is
running
System optimization
-Parallel operation of inverters
and diesel generators;
-Improvement of heat efficiency by
fixed-speed operation of the diesel
generator
-Inverter: CVCF (Constant Voltage
Constant Frequency) operation;




-Commercial operation and cost
minimization
-Construction of new distribution
line;








-Prediction of loads and renewable
energy;
-Direct load control
According to the renewable energy capacity, 400 kW of WT and 314 kW of PV were installed
with comprehensive consideration of the geographical characteristics, installation site, and building
permit issues. A design goal was to set the power supply for only one day with batteries when no
renewable energy output was supplied to achieve an energy independent island. This was calculated
with Equation (7). Additional Depth of Discharge (DoD) was not considered because we selected
lithium batteries:
Capacity of Renewable Energy = Daily Average Load ÷ Average Capacity Factor of
Renewable Energy = 120 kW ÷ 17% = 706 kW (6)
Capacity of Battery = 120 kW (Daily Average Load) × 24 h = 2880 kWh (7)
Finally, we set the size of battery as 3 MWh considering the 5% margin.
142
Energies 2015, 8, 8193–8210
The inverter capacity was calculated via Equation (8) in consideration of the maximum renewable
energy output:
Capacity of Inverter = Maximum Output of Renewable Energy − Minimum Load
= 706 kW − 60 kW = 646 kW (8)
To account for a possible commercial inverter purchase and inverter operation efficiency,
two 500-kVA inverters and one 250-kVA inverter were set up. One 500-kVA inverter was used
for backup. A 250-kVA inverter was set in the “off” state during normal hours and was automatically
turned on if renewable energy output exceeded the threshold value. Through this, we can raise the
operation efficiency of the system. The inverters could be charged and discharged bi-directionally for
system optimization and could be run with the diesel generators in parallel. To employ the existing
facilities in their current states, the diesel generator was operated using the droop method.
To validate the microgrid technology prior to the commercial operation, a test distribution line
(D/L) was installed. Using the test D/L and main transformer for backup, the additional test system
could be operated without power interruption. GFIs and the diesel generators are interconnected into
the low voltage side of the main transformers to minimize the construction cost.
The overall system was monitored and controlled via an energy management system (EMS).
To improve system efficiency, battery life management and diesel generator output were controlled
using the prediction of loads and renewable energy power generation. For example, if the EMS predicts
that the renewable energy supply will be enough within 24 h, the EMS calculates the output power
and the stop time of the diesel generators.
4.2. Simulation Result for Test Island
Renewable energy and battery capacities determined by the design target were entered into
HOMER to run the simulation of annual power production and loss. The results are shown in Figure 2
and Table 5. It was estimated that the PV produced 354,156 kWh per year, the WT produced 759,718 kWh
per year, and the diesel power generator produced 180,137 kWh per year. A capacity factor of the PV
was estimated less than that of other PV stations in South Korea, which was because the target area was
an island. Although an energy independent island was designed as a goal, the renewal energy produced
only 79.4% of the power required under the current construction conditions. Thus, the remainder of the
power (20.6%) should be supplied by the diesel generator. Excess power supplied by the renewable
energy was estimated as 379,987 kWh/year, which amounted to 29.4% of the total power production.
This result was obtained because wind in South Korea is concentrated in the winter season on account
of its geographical characteristic.
 
Figure 2. Expected monthly energy production by generator of the test island.
5. Results and Discussion
In this section, the result of a real remote microgrid construction in the test island and its operation
results are presented. The results are compared with the simulation results in Section 3.2.
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5.1. Implementation Results of the Field Test Site
Remote microgrid system was constructed on the test island in accordance with the design targets
(Section 3.1). The system architecture is shown in Figure 3 and Table 6 shows functions and features of
installed equipment. The remote microgrid on the test island is an inverter-based small power system.
Usually, just one Grid Forming Inverter (GFI) controls the system voltage (V) and frequency (f) of
Remote microgrid. The #2 inverter is for backup (if there is a fault at #1) or vice versa. It means that two
GFIs don’t operate in parallel because each GFI will control voltage & frequency and there be voltage
oscillation called “hunting” [26].
Table 5. Simulation Results for Design Target.
Contents Quantity Value
PV
Rated Capacity 314 kW
Total Production 355,124 kWh/year




Rated Capacity 100 kW × 4 ea
Total Production 733,790 kWh/year




Rated Capacity 100 kW × 3ea
Total Production 260,207 kWh/year
Mean Output 137.8 kW
Fuel Consumption 78,927 L/year
Hours of Operation 1888 h/year
Penetration Rate 19.30%
Battery
Energy In 346,597 kWh/year





Excess Electricity 318,316 kWh/year
Renewable Fraction 73.70%
If the output power from WTs/PVs is bigger than the amount of load, GFI will charge the battery
to maintain V&F. On the contrary, the GFI will discharge the electrical power from the battery to the
load. If the surplus power is bigger than the GFI’s rated power (500 kVA), the #3 inverter (250 kVA)
will be operated automatically.
Sometimes, the diesel generators are interconnected to the GFI to charge the battery or to supply
the power to the loads. We used the previously installed diesel generators to operate in parallel with
the GFI without any functional modification. Because each diesel generators can operate in parallel
with each other with its droop function. Voltage droop is the intentional loss in output voltage from
a device as it drives a load [28]. Frequency droop allows synchronous generators to run in parallel,
so that loads are shared among generators in proportion to their power rating [28]. In our test island,
GFI will control system voltage & frequency and diesel generators will be operated in droop mode,
so there is no concern for the voltage oscillation problem. WTs & PVs don’t run without GFI, because
the diesel generators cannot control the frequency properly if there is too much power from WTs & PVs.
In this system, we impose the spinning reserve at the GFI because this system is the inverter-based
remote microgrid. Through this, we can reduce the fuel consumption for the spinning reserve of the
diesel generators.
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Figure 3. System architecture of the test island.
Test D/L is for the initial system test using GFI, WTs, PVs and load simulator, so normally Test
D/L is not charged.
Table 6. Functions and Features of Installed Equipment.
Contents Specification Functions and Features
Energy Manage System SCADA + Application
Battery SOC management,
Forecasting of load and renewable
energy, Direct load control,
Automation
Grid Forming Inverter 500 kVA × 2, 250 kVA × 1
Frequency &voltage control, P/Q
control 500 kVA #2: Backup, 250
kVA: for shortage of rating
Battery 3 MWh, Li-ion
Electrical energy storage, 1 C-rate,
NMC type Three GFIs are
connected to 3 MWh in parallel
WT 100 kW × 4
Permanent Magnet Synchronous
Generator (PMSG) + Full
converter, Power limitation, Power
factor & Voltage control, LVRT,
FRT
PV 314 kW (8 ea)
Power limitation, Monitoring of
each module, Water floating PV
system for limited site
Diesel Generator 100 kW × 3 Droop control, Remote on/off
Load Water pump, Air conditioner
Water tank is used to energy
storage.
Battery room temperature control
using surplus energy
Notes: LVRT: Low Voltage Ride Through, FRT: Fault Ride Through.
In the test island, a water supply tank was installed on a mountainside and water was supplied to
households via natural water pressure. Thus, the water level in the water supply tank should be 70%
or higher at all times; the water level was maintained by a water supply motor. If excess power in the
renewable energy was used for charging the battery, the excess power was used to run the motor via
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the EMS for water pumping in advance instead of battery charging. In this way, the battery charging
could be minimized to extend the battery life. Figures 4–7 are the installed equipment in the test island.
 
Figure 4. Wind and solar farm.
 
Figure 5. Grid forming inverters.
 
Figure 6. Li-ion battery.
 
Figure 7. Energy management system.
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5.2. Analysis of Operation Results
Table 7 shows the operation results from October 2014 to March 2015 after the construction of
the remote microgrid. On the test island, wind velocity was high and solar radiation was low in the
winter season, whereas wind velocity was low and solar radiation was high in the summer season.
The commercial operation of the remote microgrid began in October 2014. Because the WT capacity
was greater than the PV capacity, power generation via WT was more than that of PV. During a
six-month period, the average renewable energy fraction was approximately 82% and diesel generator
fuel consumption was reduced by 80%.
Figure 8 shows a graph of the frequency comparison between the remote microgrid and the diesel
power plant. The frequency-maintaining standard in South Korea is 59.8 to 60.2 Hz as an average
value of a 30 min interval, which is displayed in the figure as a red dotted line. When supplying
power with the diesel generator (green color solid line), the maintenance rate was 57% as the average
value of a 0.2 s interval. However, when supplying power with the remote microgrid (blue solid line),
the maintenance rate was 100% as the average value of a 0.2 s interval. That is, the power quality
of the remote microgrid was better than that of the diesel power plant, despite the high renewable
energy rate.
Table 7. Energy production and load of the test island after commission.
Generator Unit October November December January February March Average
Wind
Turbine kWh 33,301 42,107 56,577 55,700 50,200 31,400 44,881
Photovoltaic kWh 27,659 23,537 15,005 21,064 23,705 35,940 24,485
Diesel






kWh 81,260 82,483 92,643 89,436 80,127 80,879 84,471
Renewable










Liter 21,828 21,829 21,830 24,836 19,998 23,611 22,322
 
Figure 8. Frequency comparison between the remote microgrid and diesel power plant.
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5.3. Operation Results Comparison with Economic Feasibility Study
Table 8 shows the expected energy production and load on the test island according to HOMER.
The average load was 84,650 kWh, which was similar to that of 84,471 kWh in Table 5. That is, the loads
were relatively well simulated. The power generation results via PV were 26,750 and 24,485 kWh,
respectively, which showed an approximately 8.5% error, which was not significantly different
compared to the expected power generation. However, the average WT power generation results
were 96,987 and 44,881 kWh, respectively, which showed a difference by more than two-fold.
This result was due to the significant WT power generation in the winter caused by high wind
velocity; moreover, the battery was fully charged, thereby often stopping WT or enforcing output
restriction. Another key reason for the error was the lower average wind velocity than in past years
and several line fault accidents.
Table 8. Expected energy production and load of the test island by HOMER.
Generator Unit October November December January February March Average
Wind
Turbine kWh 67,760 71,989 146,867 123,287 83,624 88,398 96,987
Photovoltaic kWh 32,788 21,948 20,403 23,634 25,319 36,411 26,750
Diesel
Generator kWh 16,988 20,411 8143 5894 12,964 4965 11,561
Total




kWh 81,563 81,901 85,719 87,700 82,580 88,437 84,650
Renewable
Fraction % 85.5 82.2 95.4 96.1 89.4 96.2 91.0
Fuel




kWh 35,973 32,446 89,694 65,115 39,327 41,336 50,649
Accordingly, the average renewable fraction was also low at approximately 82%, which was
unlike the initial expectation. Moreover, the average fuel consumption was also increased from 3480
to 4450 L. The average fuel consumption was reduced by 81% compared to that of the previous year.
5.4. Efficient Operation of Diesel Generators in the Remote Microgrid
If power is supplied to loads using only a diesel generator, the diesel generator would be entirely
responsible for frequency control due to invariant loads. Under this circumstance, a fuel input amount
can suddenly vary according to invariant loads so that fuel efficiency can be degraded. If a diesel
generator is run in parallel with a grid forming inverter (GFI), the GFI handles frequency control due to
invariant loads. Accordingly, the diesel generator can be run with constant output as well as improved
fuel efficiency. Because parallel operation of two generators is not needed for reserve power, the diesel
generator can be run in the highest efficiency region.
Table 9 shows a comparison of power generation efficiency between a power supply using only a
diesel generator and a power supply using a diesel generator running in parallel with the GFI. This is
the result of fuel consumption and power generation when real loads were supplied for 24 h each.
According to data in Table 9, efficiency was improved by 14.2%. Operation efficiency of the inverter
is normally 88% to 95%, and round-trip efficiency of the battery is 90% to 95%. Thus, when a diesel
generator is run in the remote microgrid, it should be run in the highest efficiency section. The maximum
output of the diesel generator should also not exceed the load to prevent a power loss due to charging
and discharging of the battery. This would result in improvements in the overall system efficiency.
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Table 9. Fuel consumption comparison of a diesel generator.
Operation Type
At Diesel Power Plant At Remote Microgrid
2 gen-set in parallel
one gen-set with grid forming
inverter (GFI)
Fuel Consumption 766.2 L/24 h 562.7 L/24 h
Total Production 2319.3 kWh 1946.2 kWh
Average Power 96.6 kW 81 kW
Energy per Fuel 3.02 kWh/L 3.45 kWh/L
Fuel per Energy 0.3304 L/kWh 0.2892 L/kWh
6. Conclusions
In this paper, we presented a constructed energy independent island on a test island in South
Korea using remote microgrid technology. We presented the operation results from a six-month period
study. To construct a remote microgrid, an economic feasibility study was conducted, and the results
were presented. The system structure required for reliably testing and operating the developed system
was described. The power generation produced from the developed generators and predicted power
generation using HOMER were compared. Loads and predicted results of PV had similar outputs
with those of the real system. However, WT and diesel power generation showed a large difference,
which was due to frequent stops of WT due to high wind velocity on the test island in the winter
season. The power quality of the remote microgrid was also improved more than that of the diesel
generator. When a diesel generator is run in the remote microgrid, it should be run in the highest
efficiency section and the maximum output should not exceed the load to prevent a power loss.
7. Future Work and Contributions
Based on the analysis results to date, we will examine how to utilize excess power in the winter
season. The commercial operation of the developed remote microgrid will continue. The demonstration
results for one year or longer will be compared with HOMER simulation results. Furthermore, we are
developing an EMS to efficiently run the remote microgrid and we will present the demonstration results.
This paper contributed to the production of more accurate simulation results from economic feasibility
studies for remote microgrids than previous studies. In addition, information in this study is expected to
reduce trials and errors in real sites in when remote microgrid technology is implemented in the future.
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Appendix Input Data for Economic Feasibility Study
 
Figure A1. Weather Data of Test Island [26].
Figure A2. Daily Load Profile of Test Island (January) [26].
Figure A3. Annual Load Profile of Test Island (2013) [26].
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Life Time 20 years
WT
Capital 550,000 $/100 kW
O&M 6000 $/100 kW
Life Time 20 years
Inverter
Capital 280,000 $/500 kVA
O&M 4000 $/500 kVA
Life Time 20 years
Battery
Capital 63,000 $/100 kWh
Replacement Cost 38,000 $/100 kWh
O&M 600 $/100 kWh
Life Time 10 years
Gen-set
Capital Existing
O&M 5.5 $/h/100 kW
Life Time 175,200 h/100 kW
Economics
Interest rate 5%
Project Lifetime 20 years
Fixed O&M Cost 386,000 $/year
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Abstract: This paper proposes and analyses a new demand response technique for renewable energy
regulation using smart hot water heaters that forecast water consumption at an individual dwelling
level. Distributed thermal energy storage has many advantages, including high overall efficiency,
use of existing infrastructure and a distributed nature. In addition, the use of a smart thermostatic
controller enables the prediction of required water amounts and keeps temperatures at a level that
minimises user discomfort while reacting to variations in the electricity network. Three cases are
compared in this paper, normal operation, operation with demand response and operation following
the proposed demand response mechanism that uses consumption forecasts. The results show that
this technique can produce both up and down regulation, as well as increase water heater efficiency.
When controlling water heaters without consumption forecast, the users experience discomfort in
the form of hot water shortage, but after the full technique is applied, the shortage level drops to
nearly the starting point. The amount of regulation power from a single dwelling is also discussed in
this paper.
Keywords: demand side management (DSM); distributed thermal storage; forecasting; water heater
1. Introduction
A distinctive characteristic of the electric power sector is that the amount of generated electricity has
to be equal to the amount of consumed electricity at every single instance [1]. Unfortunately, there are
peaks and valleys of total consumed electric energy, which do not always coincide with available
generation patterns. People tend to have habits, including morning and evening rituals, that require
large amounts of energy; thus, peaks are created. In addition, the generation side failures or other
disruptions necessitate costly regulation ancillary services to match the demand with supply [2]. As a
result, national transmission system operators (NTSO) constantly monitor the system and adjust the
generation to meet the demand using ancillary services.
The increase of renewable energy generation attempts to solve problems associated with the
conventional generation (such as emissions of greenhouse gasses), but creates power balancing
issues [3]. Renewable energy is inherently intermittent and hard to control. As a result, its output is
highly variable, and the electricity balancing problem becomes even more difficult [4]. Many researchers
agree that wind generation introduces unprecedented amounts of uncertainty. The importance of
demand side management (DSM) for long-term sustainable energy use in high renewable energy
penetration areas is discussed in [5]. The power reserve limit needs to be increased when adding wind
power to the system; otherwise, reliability is sacrificed [6]. It also makes unit commitment and economic
dispatch problems more complicated, which are assessed in [7]. Studies show that in some countries in
2020, up to 13% of trade periods will require wind curtailment [8], indicating high wind generation
uncertainty. According to [9], a forecasting horizon further than 4 h requires weather information to
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acquire better accuracy; therefore, wind generation forecasting results are highly dependant on the
climate of a location. Wind power forecast uncertainty using probabilistic forecasting is described in [10],
and in [6], the authors demonstrate the standard deviation of error of day-ahead forecast to be 0.22 per
MW of installed power in Ireland. Up to now, traditional pumped hydro storage facilities primarily
have served as part of the backup power, but this cannot meet the high rate of output change from
renewable power plants [2,11]. In addition, centralised backup power requires energy to be transmitted
back and forth; thus, transmission losses have to be accounted for, as well.
Energy storage fundamentally improves the way electricity is generated, transmitted and
consumed [12]. It allows the decoupling of generation from consumption to a certain level [13].
Hence, more storage on the grid significantly reduces generation dependency on the consumption.
In addition, storage devices would also help during power outages, caused by equipment failures/faults
or accidents. Moreover, the transmission and distribution grid has capacity limits, which might be
exceeded during peak electricity usage. Energy storage would also help the grid to smooth energy
transportation, increase electricity throughput to its maximum and increase load factor [14]. This would
significantly lower the infrastructure costs as the transmission and distribution equipment has to be
designed for peak demand, which occurs less than 5% of the time [3]. Furthermore, it enables the
potential of running generating units at their maximum efficiency point, thus eventually decreasing
generation costs.
DSM is a broad set of means to alter the time and magnitude of end user’s electricity consumption,
one of which is load shifting. Load shifting techniques require storage capabilities, such as thermal
storage devices. Water heaters are perfect candidates as demand responsive devices. In general, water
heating accounts for 17% of all residential energy use in the United States [15]. Resistive hot water
heaters are common in residential houses and make up 40% of all hot water heaters in the U.S. [15] and
12%–20% in the U.K. (depending on the season) [16], meaning the infrastructure is already established.
They exhibit good thermal storage properties [17], possess high nominal power ratings and large
thermal buffer capacities, as well as a fast response to load change [18–20]. Water has relatively high
specific heat, which allows it to store large amounts of energy. Furthermore, in resistive water heaters,
electricity is transferred to useful heat at 100% efficiency, and energy is lost only due to heat transfer
through insulating walls.
Various hot water heater control techniques can be seen in the literature. The load commitment
technique using real-time and forecasted pricing of electricity was researched by scientists
in [21], whereas other researchers discussed a technique using timer switches for hot water load
management [22]. Kepplinger et al. [23] demonstrate optimal control of hot water heaters using
linear optimisation. The aggregate regulation service for renewable energy using thermally-stratified
water heater model was analysed by Kondoh et al. [24]. The model is designed to have two heating
elements, but only one is assigned for regulation services; thus, in essence, only one half of the thermal
capacity is used for demand response (DR), and the other half is used to guarantee end users’ comfort.
Furthermore, there is an ongoing work to increase the efficiency of water heaters using baffles based on
computational fluid dynamics [25]. Electric water heating control techniques to integrate wind power
are compared by Fitzgerald et al. [26], whereas Finn et al. examines the impact of load scheduling
on the adaption of wind generation [8]. Another study on the load balancing technique using an
aggregate heating, ventilation and air conditioning (HVAC) system is presented by Lu in [27].
The widespread acceptance of DSM programs relies on minimal impact to the comfort of users [18].
This paper proposes a new strategy to control residential hot water heaters with minimal change in
users’ comfort levels. In this research, the focus was to eliminate the imbalance caused by wind power
plants, although this technique is not limited to solving problems associated with renewable energy
generation. It could help in cases of generation faults or it could be used as an ancillary service or by
energy traders to profit from the fluctuating real-time price of electricity.
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2. System Description and Methodology
This section describes the general methodology and techniques used in the design of the
residential water heater-based distributed energy storage system. It also describes the data preparation,
model design, evaluation and comparison of different scenarios.
2.1. Thermal Water Heater Model
The dynamic thermal water heater model was derived based on open system energy
balance [21,23,28]. The amount of energy consumed by the electric heating element is added to the
model as an input, whereas the outputs are (1) energy consumed by hot water usage and (2) thermal
energy losses due to imperfect thermal insulation. The amount of water drawn from the tank is
based on measurement data collected from individual dwellings [29]. The temperature of the inlet
water and the specific heat of water at normal temperature and pressure (NTP) conditions were also
taken into account. Thermal losses are calculated based on the temperature difference between water
and ambient temperature and thermal conductivity. The model is fully mixed, unstratified, meaning
water temperature is the same throughout the tank. The effect of temperature variation at the output
is compensated by demanding more water in case the temperature is cooler than the setpoint and
demanding less if the temperature is higher. According to [30], the fully-mixed model shows increased
thermal energy losses, so heat transfer coefficients were adjusted to compensate for this. Figure 1
graphically depicts the energy conservation of the system.
Figure 1. Thermal water heater diagram.
The mathematical model of the thermal system could be described as [21]:





40 ◦C < TWH < 90 ◦C (3)
where Qt (J) is the thermal energy stored in the water tank (integrator); Δt (s) is the time step length;
S0/1 is the on/off state of the heating element (WH control); KHE (W) is the heating element rating;
CW (J/kg◦C) is the specific heat of water; m (kg) is the mass of water in a single device; Dt (kg) is the
demand of hot water at time t; k (J/s◦C) is the heat transfer coefficient for particular device and Tin
(◦C), TWH (◦C) and Tamb (◦C) are inlet cold water, hot water and ambient temperatures respectively.
The model was then implemented in the Matlab Simulink software environment which can be seen in
Figure 2.
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Figure 2. Thermal water heater block diagram model.
2.2. Smart Hot Water Heater Controller
The smart hot water heater controller in the proposed system controls the heating element
according to the consumption forecasts and the signal sent from the smart grid. The controller is
capable of locally forecasting hot water consumption of a particular dwelling. It contains an artificial
neural network (ANN) model, which is trained based on the past hot water consumption information.
The ANN model can compute short-term hot water usage forecasts tailored for the particular house.
The controller also contains thermal model, so based on the consumption forecast, it can compute water
temperature for the next 12 h period. It also receives a signal from the grid showing the requested duty
cycle of the heating element. The signal is percentage-wise, where 0% means that the grid experiences
a shortage of electricity, thus requesting to turn the heating element off, and 100% means a surplus of
energy in the grid. The overall operation of the controller is described in Section 2.5.
The ANN model that is used in the proposed system is based on the results from previous
research [31,32]. In particular, a neural network nonlinear autoregressive exogenous (NARX) model is
used. The configuration is the same as in Case #8 in [31] (p. 414). The ANN comprises an input layer,
a single hidden layer consisting of 10 neurons and an output layer. The external inputs are the average
consumption profile, as well as weekday and weekend dummy variables. The outputs of the ANN are
fed back as inputs using a certain delay. It uses the Levenberg–Marquardt training algorithm, and the
data are divided into training (15%), validation (15%) and test (70%) datasets. The training algorithm
uses mean square error as the performance function to terminate the training. The overall performance
of the model is summarised in Table 1.
Table 1. Forecasting measures.
Measure
Wind Generation Hot Water Consumption
Forecast (per 1.5 kW) Forecast (kg)
Mean 0.557 kW 6.145 kg
Standard deviation 0.374 kW 9.269 kg
Mean error −0.012 kW 0.042 kg
Standard deviation of error 0.137 kW 1.541 kg
Mean absolute error 0.099 kW 0.870 kg
Root mean square error 0.137 kW 1.548 kg
Normalised mean absolute error [32] 0.264 0.108
Normalised root mean square error [32] 0.368 0.192
Regression value R 0.938 0.981
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The controller also implements temperature control. Despite any other factor, the controller attempts
to maintain instantaneous temperature within the limits described in Equation (3). These are the upper
and lower temperature safety bounds. If for any reason the temperature increased above 90 ◦C, it would
disconnect the heating element until the temperature dropped below 88 ◦C. Similarly, if the temperature
dropped below the critical 40 ◦C, it would turn on the heater regardless of the control signal from the
system. This mechanism helps to ensure that the comfort level for the user is not impacted.
2.3. Wind Imbalance and Normal Consumption
The performance of the system is assessed using previously-measured and -forecasted wind
power generation data (total wind generation forecasts, as well as actual wind generation shown
in Figure 3) provided by the Lithuanian NTSO [33]. The overall goal of the newly-proposed DSM
system is to create a backup power aggregator to cover forecasting error. The mismatch between
forecast and actual generation can be either positive (surplus of energy) or negative (shortage of
energy), and it is being referred to as the imbalance throughout the paper. Minimising imbalance
enables renewable electricity sellers to supply the exact amount of electricity. The electricity that
sells in the market can be delivered with high certainty, eliminating costly fines for under delivery
of power or loss of income due to a lower price of unexpected energy generation (disconnection in
the worst case). Table 1 contains statistical measures of the wind generation forecast data. The wind
generation forecasts throughout the paper are based on the next day-ahead predictions to comprise
the electricity day-ahead market. Furthermore, Table 1 presents hot water consumption forecast
statistical information. It contains the arithmetic average of measures from all houses. These figures
are calculated for one hour ahead forecasts.



















Figure 3. Total actual and forecasted wind power.
Figure 4 shows the normal electricity consumption of water heaters (per household) and the
normalised wind power imbalance. The wind power imbalance is normalised by assigning 1.5 kW
of installed power for every dwelling. The sum of the normal consumption and wind imbalance
becomes the target total power consumption for hot water heaters participating in DSM. This way,
the residential users can both shed the load (turn off the heating elements inside hot water heaters) or
use more energy than they would normally use (turn on the heater, irrespective of the water setpoint
temperature). This is particularly useful when compensating the negative imbalance in the system;
the users would have to use less energy than they would normally use without DSM (regulation
up). It should be noted that individual houses follow different loads specified by the smart controller,
but the average target hot water heaters’ consumption of electricity is shown in Figure 4.
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Average normal consumption (water heater)
Wind imbalance per 1.5 kW installed
Power to be used by DSM (reference)
Figure 4. Average normal power consumption, wind power imbalance (fraction of 1.5 kW out of
total 222 MW) and power to be used by the proposed demand side management (DSM) system
per household.
2.4. Model Parameters and Assumptions
Modelling such a complex system required the careful selection of parameters, including temperature
setpoints, sizes of the tanks, heating element ratings, ambient temperatures, thermal conductivity of
the hot water tank, inlet water temperature, etc. One of the most important parameters in the context
of energy accumulation is hot water tank volume. It describes how long a user can last without using
electrical energy (in case of a shortage) or how much excessive electrical energy can be stored (in case of a
surplus). In this paper, the hot water tanks were sized between 85 L and 200 L taking into account the
average water consumption rate for a particular dwelling. Randomly-picked tank sizes from the chosen
range were sorted in ascending order. The highest volume tank was matched to the dwelling with the
most hot water consumption, and vice versa. Another crucial parameter of water heating devices is the
rated power, where it defines how fast the electric energy is transferred to heat. From a demand response
point of view, it is important during the times of energy surplus. The heating element power ratings
were chosen to fall in a range from 1.5 kW to 2.5 kW [16]. The relationship of tank volume and heating
elements can be seen in Figure 5.





















Figure 5. Water heater tank size and heating element power rating relationship.
The inlet water temperature was chosen to be slightly different for all households (between 9 ◦C
and 11 ◦C) and was kept constant throughout the testing period. Similarly, the ambient air temperature
surrounding the hot water tanks was chosen to be between 19 ◦C and 23 ◦C. The optimal setpoint
temperature was set to be around 68 ◦C [26].
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2.5. Proposed Demand Side Management System Overall Operation
The main goal of the proposed system is to compensate day-ahead wind generation forecast
errors. It enables the supply of the exact amount of wind energy that was sold in the day-ahead market
and avoids charges for costly regulation ancillary services. At first, the forecast error is calculated by
subtracting the day-ahead forecast from the actual wind generation. This is the power to be regulated
using DR. Since water heaters can only consume electricity (regulate down), the imbalance is added on
top of the predicted normal consumption to enable up regulation. The predicted normal water heater
consumption information can be taken from the distribution system operator or, in this paper, it is
modelled by the same ANN. Secondly, the actual electricity usage is aggregated and subtracted from
the reference load. It is then used by the demand response controller to compute the request signal
for the water heaters, which in turn decides whether to participate in the DR or not. Every 5 min,
the controller forecasts individual demand for the next 12 h and computes the ability to participate
in the demand response. It is only necessary to forecast 12 h ahead, because it takes about the same
amount of time to raise the temperature by 50 degrees for a 200 L tank using a 1.5 kW heating
element. Then, the controller computes the worst case scenario and checks whether the temperature
is maintained in between the boundaries of comfort. The worst case scenario is achieved by turning
the heater off for 5 min and when leaving it to work according to the thermostat. In the case of
participation, the water heater reacts to the request signal and alters the energy use accordingly. As a
result, the wind forecast error ends up balanced.
The simulation framework comprises 95 dwellings equipped with resistive hot water heater
models of different sizes and power ratings, as well as 95 ANN models for every dwelling. The overall
system diagram can be seen in Figure 6.
Figure 6. Overall diagram of the system.
3. Results and Discussion
The simulations were split into three different cases. Each case adds DSM capabilities step by step.
Table 2 summarises the performance of five different scenarios. Case #1 represents the normal use of hot
water heaters without DSM. Case #2 involves DSM, but excludes forecasting of hot water consumption,
i.e., it does not look ahead to how much water is to be potentially needed during the next 12 h. In this
case, users’ comfort is not taken into account and might be compromised. Power in brackets next to
the case number in Table 2 shows the amount of installed wind power that is on average assigned to
every dwelling. It demonstrates the backup power capability of a single unit using the DSM technique.
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This case involves three different scenarios, −1 kW, 1.5 kW and 2 kW. Finally, Case #3 depicts the
proposed DSM with forecasting and the method of looking ahead. All values are per household.
Table 2. Performance measures.
Case
Mean Power Mean Absolute Mean Mean Shortage Participation,
Consumption (W) Final Imbalance (W) Losses (W) Temperature (◦C) (% of Time) %
#1 (N/A) 325.7 144.3 49.4 67.5 0.11 (N/A)
#2 (1.0 kW) 309.4 26.6 54.4 73.1 1.19 100.0
#2 (1.5 kW) 298.7 47.1 52.6 71.4 1.95 100.0
#2 (2.0 kW) 290.0 72.3 51.2 70.0 2.74 100.0
#3 (1.5 kW) 313.9 52.1 46.9 65.9 0.30 94.0
Performance measures used in Table 2 can be summarised as follows:
• Mean power consumption is calculated by simply taking the arithmetic mean of the consumption
profile from all dwellings.
• Mean absolute final imbalance is the arithmetic average of final absolute imbalance values.
Figures are scaled to be per household per 1.5 kW of installed wind power.
• Mean losses: arithmetic average of thermal losses per hot water heater.
• Mean temperature: arithmetic average of water temperature inside tanks.
• Shortage: average percentage of time the demanded water temperature was not supplied.
• Participation: the average percentage of time that each water heater was participating in DSM.
The only time they are not participating is when there is expected high future consumption of hot
water; thus, the temperature was expected to drop below critical, so the controller disconnects the
particular water heater from DSM (therefore, increasing/maintaining user comfort).
Figure 7 shows the relation between the time of shortage of hot water and the tank volume
(Case #3). Most dwellings have not experienced any hot water shortage during the simulated period.
Houses that suffered from the lack of hot water at some point in time show no correlation between
their the tank size. As a result, it can be concluded that the installed tank size does not dictate how
suitable the house is for DSM participation.

















Figure 7. The relationship of water heater tank size and the percentage of time the users experienced a
shortage of hot water.
The results provide evidence that the proposed DSM technique is capable of (1) lowering the
energy requirements for hot water preparation and (2) supplying an ancillary service (power regulation)
to the grid with a minor change in user comfort. The average energy required to supply the same
amount of hot water is decreased due to increased efficiency. Contrary to the traditional temperature
control, when the temperature is kept at a constant level and the amount of prepared hot water is
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inadequate for the amount that is actually needed, the proposed look ahead mechanism forecasts the
required amount of hot water and controls temperature in a more efficient way. The temperature
inside the water reservoir is decreased during energy shortages, whereas at the times of surplus
energy, the temperature is increased to store energy. In fact, user comfort was affected in Case #2,
but after demand forecasting was applied, it got restored to nearly the same level (shortage in Table 2).
Ancillary balancing services become available at virtually no cost, because the users do not notice
any major difference in hot water supply due to the correct amounts of hot water that are prepared
using forecasting.
3.1. Limitations
The fact that a negative imbalance can only be compensated by shedding the load leads to a certain
limitation. The maximum power that can be shed is equal to the cumulative power the residences
would normally use minus the power needed to maintain critically low water temperatures. In this
particular case, the hot water consumption profile has very distinctive daily and weekly patterns.
The consumption profile does not always coincide with the wind generation imbalance, thus during
the valleys of normal energy consumption, there might be insufficient energy to be shed. Clearly, it can
be expected that the proposed DSM mechanism will work best during peak hot water consumption
periods and, hence, reduce the energy demand from the network. Figure 8 demonstrates the average
weekly consumption profile.


















   Mon           Tue          Wed           Thu            Fri            Sat            Sun
Figure 8. Weekly mean hot water consumption pattern [31].
This hypothesis is confirmed by the scatter plot in Figure 9. The scatter plot depicts the relationship
between normal power consumption (x axis) and the absolute final power imbalance (y axis). As can
be seen, the system is capable of reaching a more accurate final balance during times of higher normal
consumption, i.e., when the DSM mechanism has a wider margin for error. Figure 10 also confirms
this fact. It can be seen that during the times around midnight, the normal energy consumption is low.
By subtracting the shortage of energy (caused by negative wind balance), the reference power curve is
moved below zero. Obviously, water heaters cannot work in reverse; thus, wind power energy is not
fully balanced, and negative dips of final system balance can be seen during these hours.
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Figure 9. Scatter diagram showing the relationship between normal consumption and final
power imbalance.




















Wind imbalance (1.5 kW)
Final system imbalance
Normal power usage
Power usage with DSM
Figure 10. Sample time plot showing alterations in power consumption and wind imbalance. The plot
depicts results from Cases #1 and #3.
Another limitation is for the surplus energy, i.e., the maximum positive power imbalance
the system can compensate. It is equal to the summed power rating of responsive water heaters
(the ones with water temperatures below critically high) minus the forecasted normal consumption.
In this paper, the normal consumption forecasts are computed using the same ANN models. As a
result, every single dwelling cannot backup more installed power than its maximum rating, hence the
chosen 1.5 kW value to be backed up by each dwelling. In addition, once the heater is fully charged
(critical temperature reached) it is forced to the off state and cannot participate in DR. This creates
vulnerability for long periods of surplus energy.
3.2. Temperatures
Clearly, it is expected that during the normal operation of the hot water heater (no DSM),
the temperature does not go above the setpoint. The heater is simply turned off after a certain
temperature is reached and turns on when the temperature is dropping. During the high hot water
demand periods, the temperature might drop below the given setpoint. Theoretically, the heater
should be sized such that it always satisfies users’ demands.
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In case of hot water heater control using the DSM technique, without look ahead, there might be a
situation where the temperature drops below a critical level. Such a situation occurs when an electricity
shortage period is followed by substantial demand for hot water. The heating element is simply not
capable of transferring heat at the same rate the water is drawn (otherwise, there would be no need
for an accumulation tank). This case depicts a situation where the grid is satisfied by sacrificing user
comfort (Case #2).
To overcome this problem, a control technique is added, which looks 12 h ahead and takes into
account the forecasted consumption at every dwelling. Figure 11 depicts the average temperatures of
normal consumption (i.e., the setpoint does not change), three DSM scenarios using different amounts
of installed wind power to be balanced (per household) and average temperatures using the proposed
DSM technique. It can be seen that using the traditional method, the temperature fluctuates around
setpoint. In Case #2, three different amounts of backup power force the temperatures to swing in
higher amplitudes, respectively. Finally, the mean temperature in Case #3 shows a different pattern,
as there is a participation factor introduced to the system, which allows users to choose whether to
participate in the DSM or not.























DSM with look ahead
Figure 11. Sample average temperature time plot showing different simulation scenarios.
3.3. Losses
Thermal losses depend on the thermal conductivity coefficient of the tank walls and the difference
in water and air temperatures. Since the thermal conductivity coefficient is constant and room
temperature is also fairly constant, losses are mainly a function of temperature. Greater losses are
experienced when water temperature is kept high. Therefore, in the event of shifting energy use into
the future (delay raising the temperature), the heater exerts less heat waste, and vice versa.
3.4. Energy Balance
Figure 10 illustrates the exemplar time plot of energy balancing results from the simulation.
It shows the normal consumption and wind power imbalance without DSM. The same figure also
depicts the power consumption of Case #3, as well as the final balance that was achieved using DSM
with look ahead. Table 2 compares the performance measures of the chosen simulation cases. It can
be seen that mean power consumption has decreased by about 5% when the DSM technique was
applied. The decrease in energy consumption was caused by a higher system efficiency (lower thermal
losses), lower final average water temperature and overall negative wind power imbalance. The results
suggest that users experienced some hot water shortage in Case #2 due to the fact that 100% of the users
were forced to alter their energy use (see sixth and seventh columns in Table 2). On the other hand,
in Case #3, the look ahead forecasting mechanism allowed the users to decide the most suitable times
to participate in order to prevent their comfort violation. It can be seen that using the proposed DSM
technique and the current setup, the average of about 94% of users were able to participate. The other
163
Energies 2016, 9, 127
6% were notified by the tailored forecasting models that in case of participation there is a high chance of
a hot water shortage. Therefore, user satisfaction was restored and the shortage percentage decreased.
At the same time, Cases #2 and #3 demonstrate a decrease in final wind imbalance, i.e., wind generation
variation was successfully backed up by the DSM technology. It should also be noticed that mean
absolute final imbalance varied in Case #2 due to different amounts of installed wind power per
household. The 1.5 kW per household of installed wind power has been observed to be optimal,
as higher values cause the system to saturate and increase the final imbalance, which contradicts the
key objective of this paper.
4. Conclusions
Due to the increased number of renewable energy sources, the electricity system requires more
ancillary backup services every day. DSM techniques, such as distributed thermal energy storage using
individual hot water heaters, can be utilised to tackle this problem. Forecasting hot water consumption
at an individual level unveils each users needs; thus, the control can be applied such that the comfort is
maintained at almost the same level. By having precise consumption forecasts, it is possible to prepare
more accurate amounts of hot water compared to the functioning of a conventional water heater. At the
same time, there is a wider margin for DSM operations. Using the proposed technique, time of water
shortage increases from 0.11% to 0.3%. Compared to the results of Case #2 (1.95%), the increase in
Case #3 is negligible. At the same time, the mean absolute final imbalance decreased by about 64%.
The results confirm the initial hypothesis, that using such a DSM technique, it is possible to (1) lower
the energy requirements for hot water preparation and (2) supply an ancillary service to the grid with
minimal change in user comfort.
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Abstract: Shares of renewables continue to grow in the European power system. A fully renewable
European power system will primarily depend on the renewable power sources of wind and
photovoltaics (PV), which are not dispatchable but intermittent and therefore pose a challenge
to the balancing of the power system. To overcome this issue, several solutions have been proposed
and investigated in the past, including storage, backup power, reinforcement of the transmission
grid, and demand side management (DSM). In this paper, we investigate the potential of DSM to
balance a simplified, fully renewable European power system. For this purpose, we use ten years
of weather and historical load data, a power-flow model and the implementation of demand side
management as a storage equivalent, to investigate the impact of DSM on the need for backup energy.
We show that DSM has the potential to reduce the need for backup energy in Europe by up to one
third and can cover the need for backup up to a renewable share of 67%. Finally, it is demonstrated
that the optimal mix of wind and PV is shifted by the utilisation of DSM towards a higher share of
PV, from 19% to 36%.
Keywords: demand side management; renewable energy systems; European power system;
energy system modelling; wind energy; solar energy
1. Introduction
Aiming at sustainability and reduced CO2 emissions, shares of renewable generation are on
the rise all across Europe. This is in line with the 2015 United Nations Climate Change Conference
(CMP 11) commitments. However, the integration of intermittent renewable generation from wind
and photovoltaics (PV) into energy systems poses severe balancing challenges [1]. Unlike conventional
generation (e.g., nuclear, fossil, etc.), renewable generation is driven by the weather and can not be reliably
dispatched and therefore not directly adopted to follow the demand. Several possible approaches to this
issue have been investigated: (i) Optimising the mix of different renewable sources [2–8]; (ii) Storage to
shift generation in time [9,10]; (iii) Backup [11–13]; (iv) Or the reinforcement of the transmission grid to
shift generation in space [14,15]. In addition to these approaches on the generation side, part of the need
for balancing might also be covered by the modification of the demand for power on the consumer side
with the objective of increasing its manageability (e.g., to match renewable generation in time [16,17]).
One definition of demand side management (DSM) is “the planning, implementation, and monitoring
of utility activities designed to encourage consumers to modify patterns of electricity usage, including
the timing and level of energy demand.” [18]. The interest in different aspects of DSM has risen in
recent years, along with the rising general interest in renewable power systems. DSM storage strategies
for end-users were investigated in [19]. Large-scale industrial processes might be able to provide up
to 50% of backup capacity need by 2020 [20,21]. Furthermore, DSM can significantly reduce the need
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for conventional generation [22] even on a residential scale. It is expected that most contributions to a
flexible demand side will be provided by industry. In Germany, for instance, a major contributor might
be the automotive industry [23]. Klobasa et al. [24] investigate the interplay of load management and
wind power forecasts in Germany and concludes that load management can reduce balancing costs by
up to 20% and is mostly economically useful. Lund et al. [25] investigate the potential impact of electric
cars in a vehicle-to-grid (V2G) system on a renewable Danish power system. Stadler et al. [26] conclude
that different DSM branches can complement each other fairly well in Germany to provide seasonally
independent power and that the biggest fraction of demand side management can be provided by
storage heating and combined heat and power (CHP). Moura et al. [27] use a heuristic approach to
show a reduction of Portuguse peak loads of more than 10% through the use of DSM. A similar heuristic
approach to characterise the potential of DSM is applied in [28]. A broad overview of different DSM
types is given in [29]. In [30], an energy system model is used to estimate the impact of DSM in the EU-27.
However, it only inhibits a low renewable share in the system and focuses on congestion. This model is
methodologically extended in [31].
There are many studies that investigate aspects of the potential of demand side management
in Europe, and most of them conclude that DSM can contribute significantly to a reliable renewable
energy supply, but they only provide rough estimates of the benefit [32,33]. However, we are not aware
of any studies that show the overall impact of DSM on the need for backup energy by a large scale
integration into a fully renewable European power system in a systematic way as we did in this paper.
In this paper, the novel framework described in [34] is used to implement DSM into a model of
a fully renewable European power system with country-level resolution. All of the DSM potentials
of a single country are treated as one large storage-equivalent with time dependent constraints.
Weather data is used to model feed-in from the renewable sources of wind and PV. Together with
historical load data and a power flow model, the need for backup energy was calculated and the
impact of DSM was investigated.
We do not include hydropower into the simulations, although it already contributes approximately
10% to the European electricity mix today. This is because European hydropower, with its seasonal
storage characteristics, would likely be used after DSM with its daily storage characteristics,
and, therefore, has little effect on the results, but instead replaces a large share of the need for
backup energy.
This paper focuses on the following objectives: (i) What is the potential of DSM to reduce the
need for backup energy in a fully renewable European power system? (ii) Until which amount of
renewable generation can DSM replace backup? and (iii) How does the successful integration of DSM
affect the optimal mix of wind and PV generation?
This paper is structured in the following way: first, the model is described in detail. This includes
a description of the main components renewable generation and load, the transmission model, and the
incorporation of demand side management. Second, the potential benefit of DSM for two scenarios
of generation capacity distribution and two scenarios of transmission grid strength is investigated.
Third, the impact of the full utilisation of DSM on the optimal share of wind and PV is studied. For this,
all generation, load, and DSM potentials are aggregated into a single European node (copper plate
approximation). Finally, the potential reduction of the need for backup energy in dependency of the
renewable share is investigated.
2. Model Description
A highly renewable European power system covering 33 countries was simulated. Every country
was aggregated into a single node, and the countries are interconnected via transmission links (Figure 1).
Every node n has a generation time series Gn(t) from the renewable sources of wind and PV, derived
from weather data, and a load time series Ln(t), which consists of historical data. We used ten years of
167
Energies 2016, 9, 955
data ranging from 2003–2012 for all of the following computations. The time series of the mismatch
between generation and load of country n is given by






























Figure 1. Topology of the investigated simplified European power system. Countries are modeled
as nodes and connected by inter-country transmission links. Black links are existing connections,
and red ones are either planned or under construction.
At each node and at all times, the power system must be balanced. This is expressed in the nodal
balancing equation
Gn(t)− Ln(t) = Φn(t)− Bn(t) + Cn(t) + Sn(t) (2)
Bn(t) is the time series of backup, Cn(t) is the excess energy that is curtailed and Φn(t) is the injection
pattern (Exports-Imports). Sn(t) is the interaction (charge/discharge) with the storage-equivalent DSM.
After transmission and DSM, the remaining residual mismatch is handled by backup, which is assumed
to be perfectly flexible, i.e., neither subject to ramping nor must-run constraints. Thus, the backup time
series is calculated as
Bn(t) = max ({0, Ln(t)− Gn(t) + Φn(t) + Sn(t)}) (3)





In reality, backup energy could, for example, be provided by dispatchable gas power plants.
The time series for curtailment is given by
Cn(t) = max ({0, Gn(t)− Ln(t)− Φn(t)− Sn(t)}) (5)
Hence, either backup (if Δn(t) < 0) or curtailment (Δn(t) > 0) occurs at a node n. For example,
curtailment can be realised by feathering wind turbine blades. The share of renewable generation of a
node is denoted as αn and is defined via
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Throughout this paper, the terminology “dispatchable generation” refers to power from sources
that could be dispatched (e.g., gas). “Backup” refers to the fraction of the dispatchable generation
that is needed to cover the intermittency of the renewable generation. For example, if α = 0.7,
we have an average renewable share of 70% and at least 30% from dispatchable sources.. The part of
dispatchable generation that is needed in addition is referred to as “backup“ or ”backup energy“.
2.1. Generation and Load Data
Feed-in from the renewable sources of wind and PV was simulated using a ten-year weather
database with a spatial resolution of 7× 7 km and an hourly temporal resolution. Wind speed (and 2 m
temperature) was downscaled from MERRA reanalysis [35] and converted to wind power through
the use of an Enercon E-126 power curve with 5% plain losses. Surface irradiance was calculated
using the Heliosat method [36,37] from satellite pictures (Meteosat First Generation, Meteosat Second
Generation). To obtain irradiation on the tilted modules, the Klucher model was applied [38]. Detailed
information on the database is given in [39]. Finally, generation was aggregated from the 7 × 7 km
grid to the country level.
For load time series of all considered European countries, historical data provided by the European
Network of Transmission System Operators for Electricity (ENTSO-E) was used. This data was split into
different load categories and modified to account for expected future changes caused by the increased
use of heat pumps and e-mobility within the RESTORE 2050 project.
2.2. Demand Side Management
To incorporate demand side management into our model, the methodology of [34] is adopted
and described in this section. Equations (8)–(15) are taken from [34]. In addition, a simple example is
given in that paper. In this methodology, DSM is treated like storage with time dependent charging
and energy constraints. The load time series can be split into different categories, i.e., it is composed
of load time series of different categories Lcn(t), Ln(t) = ∑c Lcn(t) + Lstat.n (t). This load is referred
to in the following as scheduled load. Lstat.n refers to the part of the load that can not be shifted.
It implicitly contains the DSM utilisation shares of different DSM categories, which are given in Table 1.
Without DSM, each country would simply have one (scheduled) load time series Ln(t).
DSM allows for replacing a scheduled load Lcn(t) by a realized load Rcn(t). The difference is the






The square brackets indicate that it takes a function, i.e., the realized load, as an argument.
Because we assume no impact of DSM usage on overall energy consumption, a DSM storage filling
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This storage-equivalent differs from a classical storage (e.g., a battery system or pumped hydro
plant) by the time dependency of its filling level and charging limits. These time dependent constraints











Pc,+n (t) = Λ
c
n(t)− Lcn(t) (12)
Pc,−n (t) = −Lcn(t) (13)
Upper limits are indicated by the index + and lower limits indicated by the index −. Δtc is the
time frame of management of a category and Λcn the maximal realisable load. All realised loads within
the imposed constraints are valid:
Ec,+n (t) ≥E[Rcn(t)](t) ≥ Ec,−n (t) (14)
Pc,+n (t) ≥P[Rcn(t)](t) ≥ Pc,−n (t) (15)
Time series of the DSM constraints of different categories for the different countries were
developed within RESTORE 2050 and are described in [40]. Five categories were defined with
individual time frames of management and utilisation shares (Table 1). Utilisation shares determine
what share of a category is available for DSM.
Table 1. Load categories defined for demand side management [40].
Category Δtc (h) Utilisation (%)
Industrial bandload 4 25
Cooling 1 12
Households 12 10
Heat pumps 24 100
E mobility 6 80
How are the charging rates and thus the usage of DSM determined in our model?
Since rescheduling of loads is assumed to leave the total energy demand unchanged, DSM does
neither cause losses or gains. Hence, the simple assumption is made that local excess energy after
transmission is used to charge and local deficits used to discharge the DSM buffer within the constraints.
However, in a real-world power market, backup and curtailment might be a more convenient option
than DSM. Then again, this study aims at the theoretical potential of DSM. Whether it can be fully
exploited, depends strongly on the market conditions.
The algorithm to distribute the charging/discharging among categories consists of the following
five steps for time t and node n:





Ecn(t)−Ec,−n , if (Gn(t)− Ln(t)− Φn(t)) < 0
Pc,+n (t)
Ec,+n −Ecn(t) , if (Gn(t)− Ln(t)− Φn(t)) > 0
(16)
(ii) Compute the DSM charging rate Pcn(t) of category c with the lowest ratio
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S̃cn = ∑c′ Pc
′
n is the sum of charging rates of all categories with a lower ratio than c. For the
category with the lowest ratio, it equals zero.
(iii) Compute the storage filling level of category c for the next time step





Ecn(t) + Pcn(t)Δt, E
c,+
n (t + Δt)
}
, if Pcn(t) ≥ 0
max
{
Ecn(t) + Pcn(t)Δt, E
c,−
n (t + Δt)
}
, if Pcn(t) < 0
(19)
(iv) Repeat steps (ii) and (iii) for the category with the next lowest ratio until the storage filling level
for all categories was computed.




Thus, charging and discharging rates are computed for the DSM categories in time dependent
ascending order of the ratios of power capacity to remaining energy capacity. However, we believe
that the choice of the distribution of charging among categories has little effect on the results because
loads of all categories can only be shifted by up to one day. This section has summarised the most
relevant details of the DSM approach from [34,40].
Figure 2 exemplarily shows the usage of the DSM in Germany for three days. Excess energy is
stored in the DSM buffer, whereas deficits are covered from it. In the evening of the second day shown,
the maximum of the energy capacity is reached. In the following hours, the energy capacity maximum
is reduced, thereby forcing the DSM storage to discharge. Furthermore, the minimum charging rates
are reached on day one and two.
Figure 2. Mismatch (renewable generation-load-injection pattern), DSM filling level, and DSM charging
rates for three exemplary days in Germany.
2.3. Transmission
Countries in our model are connected via inter-country transmission links. Hence, nodes can
exchange excess energy and partially balance their mismatches. For transmission, the equations of a
full electric power-flow in an alternating current (AC) electricity network are used in a common linear
approximation [41] (occasionally referred to as DC approximation because the structure of the obtained
equations is similar). Transmission is used prior to DSM, backup and curtailment and formulated as
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an optimisation problem consisting of two steps. The first step minimises the overall need for backup
energy and the second step the dissipation by transmission. This can be interpreted as a cost-optimal
dispatch strategy, if all nodes are assumed to have no limits on dispatchable generation and the same
marginal cost, i.e., the same conventional generation technology is serving the load that cannot be





Bn(t) =: Bmin(t) (20)
subject to ∑
n







where L+ is the Moore–Penrose pseudo-inverse of the Laplacian, and F±l are the limits imposed on the
flow of link l in both direction, which can, for example, be thermal limits.
The resulting need for backup energy is fixed for the second step. A second step is necessary
because the solution Φ is generally not unique. This second step ensures the uniquety of the solution





















Bn(t) = Bmin(t) (26)
The result is the injection pattern Φ(t) as the unique solution of the optimisation problem.




1 if link l begins at node n
−1 if link l ends at node n
0 otherwise
(27)




−1 if node m and n are connected by a link
deg(vn) if n = m
0 otherwise
(28)
If the injection pattern Φ(t) is known, the flows can be computed via
F = KT L+Φ (29)
KT L+ is often referred to as the PTDF (Power Transfer Distribution Factors) matrix. This transmission
methodology is described in more detail in [42]. An equivalent formulation is used in [11,14,43–46].
3. The Impact of DSM on Backup Energy Need
We quantified the possible reduction of the need for backup energy in a fully renewable Europe
(α = 1.0) for two scenarios of transmission, which we refer to as vision 2030 (Vis.) and unlimited (Unl.),
and two scenarios of capacity distribution, entitled homogeneous (Hom.) and inhomogeneous (Inh.).
For unlimited transmission, no limits are imposed on transmission links (Equations (22) and (25)).
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Vision 2030 refers to the capacities as envisioned by ENTSO-E for 2030 [47]. Hence, these capacities are
assigned as the imposed link constraints F±l . In addition, symmetry is assumed: if F
+
l = F−l in [47],







The scenarios of capacity distribution differ by the distribution of the shares of renewables. In both
cases, the mix of wind and PV generation capacities for each country is adopted from [48]. In the
homogeneous scenario, however, each country covers its own load on average (i.e., αn = 1), whereas in
the inhomogeneous scenario, the ratio of generation capacities to load for each country are also taken
from [48]. Shares of renewables from all countries are depicted in Figure 3. High shares of renewables
can be observed in the inhomogeneous scenario for countries on the shores of the North Sea, such as
Denmark or Great Britain.
Figure 3. Shares of renewables (αn, average renewable generation over consumption) for single
countries in the homogeneous (left) and inhomogeneous (right) scenarios.
Figure 4 shows the need for backup energy and the possible reduction by DSM for all four
scenarios. The complete bar shows the respective need for backup energy without DSM (e.g., ca. 16%
of the consumption in the case of homogeneous capacity distribution with unlimited transmission
capacities). The blue component of each bar shows the corresponding reduction of the backup energy
need by fully utilised DSM. If transmission is unlimited, backup energy need equals approximately
15%–16% of the total consumption in both scenarios. However, because DSM is not interacting with the
inter-country transmission system, its potential is strongly reduced in the case of an inhomogeneous
capacity distribution. In the inhomogeneous scenario, the need for backup energy can be reduced by
only 15% compared to ca. one third in the homogeneous scenario because some countries produce
more than they consume on average, and others produce less. Those with overproduction have a DSM
buffer, which is full most of the time; those with little production relative to their consumption have a
DSM buffer that is mostly empty. Thus, the uneven distribution of surpluses and deficits makes the
usage of DSM less optimal in the inhomogeneous scenario.
If the transmission capacities are limited (vision 2030), two situations can be observed: first,
the overall need for backup is increased by 45% in the homogeneous scenario and by 75% in the
inhomogeneous. The reduction of the backup energy need grows as well (homogeneous: +42%,
inhomogeneous: +44%), but not as much as the need for backup energy. Especially in the inhomogeneous
scenario, transmission limitations hamper energy exchange to account for partial mismatches and
thereby intensify the contrast between exporters and importers.
The frequency distribution of DSM energy filling levels (Figure 5) shows that DSM buffer is
negative on average for all four scenarios. This is likely due to the higher number of hours with a
173
Energies 2016, 9, 955
negative mismatch (54% of hours for both capacity distributions). In addition, high levels of DSM
storage filling of more than 1500 GWh are never reached, if capacities are distributed inhomogeneously.
This is caused by a large proportion of countries generating small amounts of renewable energy in this
case, which is not sufficient to fill the buffer. On the lowest end of the scale, scenarios do not differ
significantly. Below −500 GWh, all scenarios show similar frequency distributions, which is likely due
to the same occurrence of lasting periods without significant renewable generation. In these periods,
neither the generation capacity distribution nor the transmission grid matters.
Figure 4. Need for backup energy and possible reduction by DSM. Entire bars show the need for
backup energy without DSM. Blue components show the possible reduction by DSM. The backup
energy need is measured in units of the overall consumption.
Figure 5. Frequency distribution of combined DSM storage filling levels. Vertical lines indicate
the averages.
4. Influence of DSM on the Optimal Mix of Wind and PV
The optimal mix of different renewable sources in Europe has been investigated in different
papers. In [3], the seasonal optimal mix is specified to be 40% PV and 60% wind with respect to the
monthly standard deviation, and, in [5], it is calculated at 20% PV and 80% wind with respect to the
backup energy need (note: we use the same generation and similar load data as [5]).
To calculate the optimal mix of wind and PV with and without DSM, we make major
simplifications within this section: first, Europe is treated as a copper plate with homogeneous
capacity distribution having only one time series of generation G(t) = ∑n Gn(t) and
load L(t) = ∑n Ln(t). Second, DSM is treated like one large storage equivalent with time
dependent constraints:
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This simplification might violate the constraints imposed in Equations (10)–(13) and can
therefore not be fully justified by assuming unlimited transmission between nodes and the
possibility of exporting/importing energy to charge/discharge DSM storages at a different node.
However, violations should rarely, if ever, occur, and the results can be interpreted as an upper limit of
the potential benefit.
Figure 6 shows the need for backup energy with and without DSM. Without DSM, the optimal
European mix with respect to the need for backup energy is 19% PV and 81% wind. If DSM is fully
utilised, this changes to an optimal mix of 36% PV and 64% wind. PV profits much more from DSM
than wind. If the entire generation side is comprised of PV power, DSM can reduce the need for backup
by ca. 40%, whereas for a wind-only scenario, the possible reduction of the backup energy need is
below 20%. The reason for this is straightforward: Compared to wind, PV power has a deterministic
diurnal cycle and therefore uses the DSM storage, which has properties that can be characterized as
“daily storage” due to limited storage reservoir capacity more efficiently than wind. The more efficient
usage of PV is also partly reflected by the seasonal variability of feed-in being the least if the solar
generation share is higher than the wind share [49]. The red curve in Figure 6 shows the difference
between the backup energy need with and without fully utilised DSM and thus the potential benefit
from DSM. Three phases can be seen: first, it remains flat to a solar share of 20%. Second, it increases
steadily up to a solar share of ca. 60%, and, third, it remains nearly unaltered up to a solar share of
100%. Above a solar share of 60%, the potential for DSM to reduce the need for backup energy is
fully exploited.
Figure 6. Backup energy need in dependency of the mix of wind and PV in Europe. Europe is treated
like a copper plate. Black dots indicate the minima. The red line shows the difference between both
curves. The backup energy need is measured in units of the overall consumption.
5. DSM Potential vs. Share of Renewables
The last investigated question of this paper is: until which share of renewables can DSM virtually
cover the whole need for backup energy? We assume that the remaining share 1 − α is covered by a
perfectly flexible dispatchable generation. This means that the dispatchable generation in our model
has no must-run or ramping constraints. This question is important because the share of renewables in
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the European electricity mix has barely reached 25%, but it continues growing and is expected to reach
values of more than 80% by 2050.
The need for backup energy in dependency of the share of renewables α is shown in Figure 7.
Generation capacities are distributed homogeneously (αn = α∀n) to reduce the need for backup energy
among countries, and transmission is assumed to be unlimited between nodes. However, DSM is only
used, like backup, locally after transmission and cannot be exchanged between countries. This means,
for example, that after transmission, excess energy at node a can not be transferred to node b to charge
the DSM buffer there. The inter-country transmission system is solely used to cover residual loads
and does not interact with DSM. This can be justified because planned reinforcement measures of
inter-country transmission links focus on the exchange of renewable energy and not on backup or
storage energy. For up to a share of renewables of 67%, all need for backup energy can be covered by
DSM. Without DSM, the need for backup energy at a renewable share of 65% equals 2% of the yearly
consumption (approximately 70 TWh).
Figure 7. Need for backup energy in dependency of the renewable share in a European power system.
Transmission capacities are assumed to be unlimited. The enclosed figure shows the difference between
the two curves. The backup energy need is measured in units of the overall consumption.
Figure 7 (subfigure) also shows the reduction in backup energy need by DSM in units of the
consumption. For α = 0.65, ca. 2% relative to the consumption could be replaced. This value continues
to increase steadily over the interval α ∈ [0.65, 1.0] and reaches its maximum at 4.8% for α = 1.
6. Conclusions
We have simulated a simplified highly renewable European power system to investigate the
possible impact of demand side management on the need for backup energy. We have defined two
scenarios of capacity distribution. In the homogeneous scenario, each country on average produces as
much from renewable sources as it consumes, and, in the inhomogeneous scenario, installed capacities
are distributed unevenly among European countries. First, it was shown that DSM can reduce the need
for backup energy in a fully renewable European power system in dependency of the scenario by up
to one third. Second, the optimal mix of wind and PV was found to be shifted from 19% PV, and 81%
wind without DSM, to 36% PV and 64 % wind, if DSM is fully utilised. The beneficial interaction of
wind and PV is also reflected by the fact that a wind-only Europe could reduce its backup need through
the use of DSM by merely 20%, whereas this number doubles in a PV-only scenario. Therefore, it can
be concluded that the importance and economic performance of PV can be substantially increased,
if the role of DSM within the energy market becomes vital.
It was also shown that DSM can theoretically cover all needs for backup energy up to a renewable
share of ca. 67%. This is still far from the current share of renewables in the European electricity mix of
around 25%. It is comparable to the reduction by a lossless storage in a fully renewable copper plate
Europe with a storage size equal to three hours of the average load (ca. 1.2 TWh) [50]. This raises
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the question of what the interplay of DSM with its “daily storage” characteristics and European
hydropower, with its large storage reservoir capacities and the seasonal dependency of its natural
inflow, would look like. We believe that this is an interesting extension of this existing work.
DSM was shown to be an appropriate means of compensating the variable nature of renewable
power sources such as wind and photovoltaics. Therefore, we conclude that demand side management
has the potential to contribute significantly to issues that arise with the energy transition, which are
currently in sight. This requires the implementation of a proper market environment and an
appropriate understanding of risks and benefits by industry and policy makers.
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Abbreviations
n ∈ N European country/node of the network
Gn(t) generation time series from renewable sources of wind and PV of country n
Ln(t) scheduled load time series of country n
Δn(t) generation-load mismatch time series of country n
Φn(t) injection pattern time series of country n
Bn(t) backup time series of country n
Cn(t) curtailment time series of country n
Sn(t) DSM charging/discharging time series of country n
Pcn(t) DSM charging rate of country n and load category c
BEn backup energy need of country n
αn share of renewables of country n
Rcn(t) realised load time series of country n
Ec,±n (t) time series of DSM storage energy limits
Pc,±n (t) time series of DSM power limits
Ecn(t) time series of DSM energy filling level
K incidence matrix of the network
L Laplace matrix of the network
F±l link transmission constraints in both directions
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Abstract: This paper considers the problem of distributed frequency regulation based on the
consensus control protocol in smart grids. In this problem, each system component is coordinated
to collectively provide active power for the provision of ancillary frequency regulation service.
Firstly, an approximate model is proposed for the frequency dynamic process. A distributed control
algorithm is investigated, while each agent exchanges information with neighboring agents and
performs behaviors based on communication interactions. The objective of each agent is to converge to
a common state considering different dynamic load characteristics, and distributed frequency control
strategy is developed to enable the agents to provide active power support. Then, the distributed
proportional integral controllers with the state feedback are designed considering the consensus
protocol with topology G. The theory of distributed consensus protocol isfurther developed to
prove the stability of the proposed control algorithm. Whenproperly controlled, the controllers
can provide grid support services in a distributed manner that turn out the grid balanced globally.
Finally, simulations of the proposed distributed control algorithm are tested to validate the availability
of the proposed approach and the performance in the electrical networks.
Keywords: distributed control; consensus protocol; multi-agent system; dynamic loads;
frequency regulation
1. Introduction
Inspired by the Smart Grid, electrical power systems are undergoing a global transformation in
structure and functionality to increase efficiency and reliability. Such transformations are expanded
by the introduction of new technologies such as advanced communication and control, integration
of new flexible loads and new electricity generation sources. In smart electrical power networks,
proper coordination and control of generation and load resources provide flexible frequency regulation
services to enhance efficiency and reliability in smart grids. The distributed control strategies for
coordination of distributed energy and load resources are proposed to provide active power for the
provision of ancillary frequency regulations.
Traditionally, centralized frequency control is implemented and operated at different timescales
in dispatching centering [1]. Automatic generation control (AGC) and governor control are adjusted to
maintain the system frequency tightly around the nominal value when these distributed energy and
load resources fluctuate uncertainly. The objective of the frequency controller is to keep the system
frequency and the inter-area power transmission to the scheduled values during normal conditions,
and when the system is subject to disturbances or sudden changes [2]. The primary frequency control
operates at a timescale in minutes or so, and adjusts the operating points of governors in a centralized
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mode to drive the frequency back to its reasonable and secure value. Kothari et al. [3] have proposed an
optimal PI controller by using area control error (ACE) stability control techniques. Malik et al. [4] have
developed a generalized approach based on dual-mode discontinuous control and variable structure
systems. Moon et al. [5] have devised a PID frequency controller to realize noise-tolerable differential
control problems in power systems. Adaptive PI controllers are also proposed to regulate the power
supply based on the self-tuning regulator. Yamashita et al. [6] have devised a method of designing a
multi-variable self tuning-regulator for frequency problem on load demand. Khodabakhshian et al. [7]
have proposed a new designed PID controller for automatic generation control in power systems.
Furthermore, decentralized control techniques have been used to deal with frequency control
problems on the generation side. The robust decentralized controllers are designed independently,
mainly based on the uses of a reduction model observer and a PI/PID controller. Yang et al. [8] have
transformed the decentralized frequency controller design problem into an equivalent problem of
controller design for a multi-port control system. Liu et al. [9] have proposed a new nonlinear constraint
predictive control algorithm to guarantee the frequency dynamic stability. The design and operation of
each local controller requires only its local states, and the errors between the outputs of two physical
connected controllers are used to adaptively correct for the interactions from a global approximation
model. Ilic et al. [10] have investigated a decentralized multi-agent frequency control system based
on power communication technology. A robust load frequency controller is proposed to use genetic
algorithms and linear matrix inequalities [11]. Nowadays, model free and data processing techniques
also have been studied in control power generations to dump oscillations [12]. Some relative works are
also proposed in literature [13] on the techniques of intelligent frequency control methods. It shows
that decentralized control methods might provide efficient control with self-healing characters [14].
Recently, the distributed cooperative control manner for multi-agent systems has attracted increasing
attention due to their flexibility and networked computational efficiency in many areas such as mobile
robots, vehicle and traffic control. One kind of basic and challenging problem in distributed cooperative
control is the consensus problem for multi-agent systems. The coordination and synchronization process
necessitates that each agent could exchange information with neighboring agents according to some
restricted communication protocols and distributed algorithms [15,16]. Ilic et al. [17] have proposed a
fully distributed frequency control algorithm for electrical power systems. A push-sum algorithm is
used to adapt to the demand [18], and a modified consensus algorithm including weights in the network
is proposed in distributed control [19]. Andreasson et al. [20] have studied the consensus algorithm for
frequency control considering agents with system dynamics. Zhao et al. [21] have designed continuous
distributed load control for primary frequency regulation and the Lyapunov function method is used to
prove the convergence of the analytic model. It shows that distributed control methods might provide
efficient control with self-healing characters. If all the agents on a network converge to a common state,
we could make a decision that the consensus problem has been solved and the common state is called
the consensus state of the agents.
In smart grids, new hierarchical model of frequency adjustment and the distributed control
techniques are proposed considering distributed communication protocols [2]. The cooperative
frequency control strategy is executed to achieve a primary and secondary frequency recovery using
the optimized average consensus algorithm. Furthermore, utilizing load side control is an appealing
alternative to control the system frequency on the demand side, which can reduce the dependency of
grids on the expensive generation side controllers. Remarkably, it emphasizes that such frequency
adaptive loads would allow the system to accept more readily a stochastically fluctuating energy
source. It can be seen that the proposed distributed control has possible benefits over centralized
frequency control [22].
Compared with the traditional centralized power regulation strategies, the distributed controllers
have the following features: (i) The pressure of communication becomes more distributed between
various distributed controller devices; (ii) The distributed resources can take decisions collectively from
the network to achieve better quality and efficiency. While there are many studies and discussions
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in frequency control, there is not much analytic study that relates the behavior of the distributed
frequency controllers with the dynamic behavior of the loads in smart grids.
In this paper, we further focuses on the distributed primary frequency control on these energy
resources and demand responses in smart grids. Considering the model of the power system dynamics
by the swing equations, we apply and further develop the theory of distributed consensus to realize
the stability of the proposed algorithm. The agents can reach an agreement on certain frequency
deviations by sharing information locally with their neighbors. The analytic model and simulations
exhibit that the proposed consensus protocol can attenuate the time-varying oscillations and lead the
agents to steady state values for frequencies after disturbances.
The main structure and the content of this paper are organized as follows. In Section 2
(Consensus for Agents by Distributed Integral Action), we introduce the mathematical notation
about the consensus protocol for the agents. In Section 3 (Network Model with Load Dynamics),
we analyze the formulation of the frequency dynamic model and the consensus for agents. In Section 4
(Distributed Frequency Control Algorithm), based on the developed consensus protocol, we propose
a distributed control algorithm for frequency control of electrical power systems, and compare the
performance with traditional control algorithms. Simulation results of a two-area four-machine
system using the proposed distributed control scheme are presented and discussed in Section 5
(Simulations). Finally, the conclusion of the distributed frequency control regulation is given in
Section 6 (Conclusions).
2. Consensus for Agents by Distributed Integral Action
One basic and challenging problem in cooperative control is the consensus problem. It is assumed
that there are multiple agents on a network. This network is usually modeled by a graph consisting
of nodes (representing the agents) and edges (representing the interactions between agents). If all
the agents on a network converge to a common state, we say that the multi-agent system solves a
consensus problem or has a consensus property, and the common state is called group decision value
or consensus state. This network is usually modeled by a graph consisting of nodes (representing the
agents) and edges (representing the interactions between agents).
The proposed control architecture is illustrated including the distributed coordination frequency
controller and the meshed electrical network describing the exchange of information among the
multi-agents. For the application of frequency control in the electrical network, a connected and
undirected graph G of order nis considered with the set of nodes V = {1, ..., n}, set of edges E ⊆ V × V ,




with nonnegative adjacency elements aij. In the undirected
graph G, the Laplacian matrix L holds that L = B(G)BT(G), where B(G) means the vertex-edge
adjacency matrix of G. In denotes the identity matrix of dimension n.




















where ri ∈ Rn and vi ∈ Rn are the position and velocity states of the ith agent(node), ui is the system
input,α ∈ R+ and β ∈ R+ are fixed parameters, and di ∈ R is a disturbance. Ni denotes the set
formed by all agent nodes connected to the node i.
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We can eliminate the uncontrollable state w1 and z1, thus obtaining the realization of the dynamic
























































The characteristic polynomial of A'' is given by det(ρ2I(n−1) + (αρ+ β)ST LS).Compared with the
characteristic polynomial det(sI + ST LS), we note that the eigenvalues satisfy with solutions −si < 0
by lemma 10 in [23]. Since ST LS is full-rank, we obtain that the eigenvalues of A'' could satisfydet(ρ2 +
α ρsi + βsi) = 0 with solutions ρ ∈ C− by the Routh-Hurwitz stability criterion. Using the coordinates’
shifts, it shows that the agents can converge to a common state and the consensus is reached for any
α,β ∈ R+.
3. Network Model with Load Dynamics
In the smart grid, the power system can be modeled by a graph G = (V ,). There are two typical
kinds of buses in the network: generator buses and load buses. The generator buses can convert the
mechanical power into electric power and transmit them along the network. Then, the frequency
dynamics on an ith synchronous generator can be modeled as follows:
{ .
δi = ωi −ωre f
Ti
.
ωi = Pmi − Pei − Pdi − Diωi + ui
∀i ∈ V (6)
where δi is the phase angle of bus i, ωi is the angular velocity of bus i, Ti and Di are the inertia and
damping coefficient, Pmi is the power injection at bus i, Pei is the outputactive power of the generator i,





the initial uncontrolled operating point whereP0mi − P0ei − P0di − Diω0i = 0.
In general, load dynamics may diverge with the bus voltage magnitude (which is assumed fixed)
and frequency. We distinguish between three types of loads, static controllable loads, frequency
sensitive dynamic loads and uncontrollable loads. We assume that the frequency sensitive dynamic
loads may increase linearly with frequency oscillations, and model these loads by Pdi(t) = P0di +
ΔPdi(t) = P0di + KdiΔωi, where Kdi represents the load consumption due to the frequency deviation.
Considering Pmi(t) = P0mi + ΔPmi(t), Pei(t) = P
0
ei + ΔPei(t), the deviation ΔPei(t) from the adjacent








, where Bij =
|Vi ||Vj|
xij
is a constant determined by the operating bus voltages and the line reactance. We assume that
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the frequency deviations are small for all the buses i ∈ V and the differences between phase angle












)− KdiΔωi − DiΔωi + ui∀i ∈ V (7)
Let us consider the power system model by a graph G = (V , ε). Each energy resource node here
is denoted by each agent, which is assumed to obey the linearized swing equation. The phased angle
and the angular velocity of the agent i is δi and ωi. By defining the state vectors δ = [δ1, . . . , δn] and
ω =
.
































, . . . , 1Tn
)
= diag(M1, . . . , Mn), Kd = diag(Kd1, . . . , Kdn), D = diag(D1, . . . , Dn),





[ΔPm1, . . . , ΔPmn]
T , u = [u1, . . . , un]
T . The model (8) illustrates the power system dynamic behaviors.
The system operates in an equilibrium point state where all frequency deviations are constant over
time.
4. Distributed Frequency Control Algorithm
In this section, we design a distributed frequency controller based on the second-order consensus
algorithm, where each agent measures its neighbors state information and integrates the relative
differences. Compared with the traditional central controller, the distributed frequency controller solves
the frequency control problem by several agents cooperatively, which results in better performance
when an islanding network occurs or central signals are unavailable.
To control the agents reaching the consensus states, the controller of agent i from its adjacent




)− β(Δδi − Δδj) (9)
We obtain a state feedback ui which is designed based on a distributed protocolwith topology G.
The distributed frequency controller can be designed as follows:










))∀i ∈ V (10)
The protocol asymptotically solves the consensus problem when there exists an asymptotically



























It is easy to see that the characteristic equation of A can be given by 0 = det((s2 + MKds+ MDs)In +
(αsM + M + βM)Lk). Let m = min
i
Mi, k = min
i
Kdi and d = min
i
Di. We may rewrite: MKd =
mkIn + K′, and MD = mdIn + D′, where K′,D′ are diagonal matrix with positive entries respectively.
We now define the matrix A′ 
[
0n×n In
−mLk − mβInLk −mkIn − mdIn − mαInLk
]
. The eigenvalues of
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A′ are given by det
((
s2 + smk + smd
)
In + (smα+ m + mβ)Lk
)
. By noticing that the characteristic





= 0. It shows that s must satisfy this equation for each λi. Considering α > 0, β > 0,
the above equation has all its solutions s < 0. In the translated coordinates, it follows that the matrix A
is also Hurwitz. By simple calculation under the Routh-Hurwitz stability criterion, it can be seen that
the aforementioned equation has its solutions s ∈ C−if α,β ∈ R+.
Given an initial position ω(0) = ω0 under the dynamics (11), the power system is proved
to be stable, hence, the consensus of the frequency limt→∞
∣∣ωi(t)−ωj(t)∣∣= 0, ∀i, j ∈ V is obtained.
With the adjustment of the controllable loads, their frequency regulation functions are distributed to
each node agent. For the case in which (V , ε) is a undirected and connected network, it guarantees
that every trajectory converges to a compact set as t → ∞ and ω(t) converges to an optimal point ω∗
for the distributed frequency control.
So, several important features are illustrated:
(1) Distributed Control. Each agent can make local decisions according to the local frequency and
distributed coordination of power deviations. It allows a completely distributed solution and
decreases the communication messages among the agents. A distributed control turns out to be
gradually optimal with the coordination control of agents.
(2) Equilibrium Frequency Objective. The frequency deviations ω(t) of agents are synchronized to
ω* no matter the transient dynamic difference. The new common frequency may be different
from the initial frequency point when different disturbances occur. Mechanical power supplies
and frequency-sensitive dynamic load consumptions are illustrated to drive the new system
frequency regulation. Thus, an equilibrium frequency objective is proposed to converge to an
optimal value.
(3) Solution Optimization. The consensus algorithm by distributed integral dynamic action is
developed to prove the stability of the frequency control problem. In an undirected and connected
network, the consensus of the agents can be realized with distributed proportional-integral
controllers. It illustrates that the trajectory of each agent can converge to the optimal frequency
point ω* to rebalance power flows after a disturbance.
5. Simulations
As a test system, a two-area four-machine system is provided to test the distributed frequency
control algorithm [1]. The single line diagram of this system is given in Figure 1a. It consists of
two areas and each area has two equivalent generators. The topology of communication network
describing the exchange of information between generator agents is given in Figure 1b, where agents
A1, A2, A3 and A4 represent generators G1, G2, G3 and G4. In this network, there are three pairs of














B 11B 8B 10B 9B
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Figure 1. Two-area four-machine system. (a) Single line diagram; (b) The topology of
communication network.
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In our proposed method, generators are coordinated to collectively provide active power for the
provision of ancillary frequency regulation service. We select loads in Bus 11 as controllable dynamic
loads to perform load characteristic. The proportion of regulating frequency is −3%–3% of the average
loads in Bus 11. So Kd = 0.2 is defined to these controllable loads. These loads are controlled in
frequency ancillary regulation and power damping.
In the simulation, we use the Power System Toolbox in MATLAB/SIMULINK to test closed-loop
responses of controlled nonlinear systems. The simulation step size is 0.001 s. Unlike the proposed
analytic model, the simulation model is much more detailed and realistic, including two-axis transient
generator model, AC nonlinear power flows, and non-zero line resistances. The simulation would show
whether our analytic model and control algorithm is a suitable approximation of the simulation model.
Considering multi-agent system with dynamics (8) and the communication topology given
in Figure 1b, the Laplacian matrix is shown as Lk =
⎡
⎢⎢⎢⎣
−0.3557 0.3557 0 0
0.3557 −0.4228 0 0.0671
0 0 −0.3744 0.3744
0 0.0706 0.3744 −0.4450
⎤
⎥⎥⎥⎦.
The simulations are conducted for different cases including the small signal disturbances and the short
circuit faults. In addition, the system with various parameters for each of the cases are simulated.
These simulations aim to check the robustness of distributed controllers obtained with parameter
variations. Meanwhile, simulations for the system with different operating conditions are implemented
for illustrating the effectiveness of the controller. For all simulations, detailed dynamic responses
are considered. For evaluating the performance of the proposed controller, the integral of absolute






i (t)dt, is selected as a performance index. Nis the total bus node
number. The total time internal of τ for all simulations are taken as 20 s.
5.1. A Small Signal Disturbance and Stability Analysis
In this case, a small disturbance has occurred in the load demand. The system operates stability
before the time of t = 0 s. At t = 0 s, there is a 1% step increase of the total demand. The frequency
curve of the system for the case of without control is given in Figure 2. It shows that after the instant of
load increase, the frequency of the system oscillates and the amplitude increases. Therefore, the system
is prone to lose stability when small disturbance happens. In order to guarantee the system’s stability,
proper control schemes are required.
The proposed distributed frequency controllers are tested in the system operation. The power
transmitted from area1 to area 2 through the tie-line for the cases of with and without the distributed
frequency controller (DFC) are given in Figure 3. Without the DFC, the power oscillates and the
amplitude increases largely. If frequency-sensitive load shedding control strategy is used in Bus 11,
the curtailment of the loads is varied according to the frequency drop, which is fluctuated nearly
from 16 MW to 10 MW around. The curve shows that the trajectories of the tie-line power continue
oscillating at a long time. With the distributed frequency control and no dynamic loads, thepower
deviations converge to zero in less than 3 s. Considering DFC and dynamic load characteristics,
the power oscillations could be damped faster. It can been seen that the performance of DFCs is more
beneficial than load shedding control strategy. It also shows that considering dynamic loads’ characters
for frequency regulations, the power transportation and frequency values can increase more than
distributed frequency regulations without dynamic loads.
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Figure 2. The frequency deviations without control in a small disturbance.
 


































DFC, no Dynamic load
DFC, Dynamic load
Figure 3. The tie-line active power (MW) versus time (s) with a small disturbance for cases (i)
no controller; (ii) load shedding control; (iii) DFC without dynamic loads; (iv) DFC considering
dynamic loads.
5.2. The Effects of Control Parameters of DFC on Frequency Stability
Previous simulation results indicate that the proposed method is capable to reduce the oscillation.
In this section, we will discuss the effects of the control parameters, α and β, on power system
frequency stability.
We first set β as zero to observe the effects of parameters α with various values. In fact, β = 0 means
that the DFC cannot regulate the agents’ angular acceleration. Figure 4a gives the frequency curves of
system with different controller parameter α. From the figure, we found that the increase of parameter
α brings a positive effect on damping frequency oscillations. Obviously, the control with the ability
to regulate agents’ angular acceleration would be more effective to damping frequency oscillations.
Here we set α = 20 to observe the effects of parameters β with various values. The simulation results
are given in Figure 4b. It shows that the system frequency oscillation is suppressed. In addition,
a smaller value of β indicates a better control performance.
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Figure 4. Comparisons of the frequency deviations under different controller parameters in a small
disturbance (a) different α (β = 0); (b) different β (α = 20).
The performance index of the system with different controller parameter α and β = 0 are
calculated. The values of the performance index J and max{Δ f1(t)} are given in Table 1. In addition,
the performance index of the system with different controller parameter β and α = 20 are calculated.
In Table 2, the values of J gradually increase with the increase of β. This is consistent with the
observation that the largerβ has a larger max{Δ f1(t)}.
Table 1. The performance index under different controller parameters with the small disturbance (β = 0).
Different Controllers J max{|Δ f1(t)|}
NoDFC 0.0145 0.0492
DFC,α = 1 0.0144 0.0491
DFC, α = 5 0.0143 0.0485
DFC, α = 10 0.0143 0.0481
DFC, α = 20 0.0143 0.0477
Table 2. Different performances using different controller parameters with the small disturbance (α = 20).
Different Controllers J max{|Δ f1(t)|}
NoDFC 0.0145 0.0492
DFC, β = 0.001 0.0144 0.0477
DFC, β = 0.03 0.0157 0.0497
DFC, β = 0.15 0.0215 0.0577
DFC, β = 0.3 0.0287 0.0673
It can be seen that frequency-sensitive loads have shown their frequency regulations in power
networks. We also present simulation results below with different kinds of frequency-sensitive
loads. Let Kd denote different kinds of frequency-sensitive loads, different consumption of the
frequency-sensitive loads are add on Bus 11. Thus, different kinds of frequency-sensitive load control
performance are shown in Figure 5. In Figure 5a, the system has no controller, so that the different
values of the parameter Kd cause different undamped oscillations. In Figure 5b, when the distributed
frequency controllers are added, different values of the parameter Kd can contribute in the power
balance and frequency regulation. It shows that these linear frequency-sensitive dynamic loads can
rebalance power and resynchronize frequency after a disturbance. If Kd is larger, the load-side control
time is often faster because of little time constants and evident load regulation solutions.
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Figure 5. Comparisons of the frequency deviations under different dynamic load characteristics in a
small disturbance. (a) No DFC; (b) with DFC.
5.3. A Short-Circuit Fault and Stability Analysis
In order to obtain more information to investigate the distributed controller performance in
improving the system stability, transient stability simulations are tested to evaluate the results.
A three-phase short-circuit fault is applied at bus8 at t = 1 s, which is cleared after t = 200 ms.
The power transmitted from area1 and area 2 after the fault is observed. As shown in Figure 6,
with the distributed control, less fluctuation appears in the active power from area1 to area 2, and after
a relatively short time (around 6 s) the power oscillation disappeared. It also shows that considering
frequency-sensitive load regulation in a short circuit fault, the power transportation value could
increase more than controllers without dynamic loads to improve system stability.
We also observed the frequency oscillation after the short circuit fault cleared. The curves of
frequency oscillation of the system for the case with various α and β = 0 are given in Figure 7a.
From the figure, it can be found that the system could keep stable when α is larger than 5. This means
that the proposed DFC improves the transient stability if proper α is selected.
In Figure 7b, the curves of frequency oscillation after the short-circuit fault cleared for case with
various β and α = 20 are provided. Observing these curves, we saw that the systems keep stable for all
combination patterns of α and β. For different combination patterns of α and β, the performance of
the system are quitesimilar, which indicate that parameter β plays a less important role compared to
parameter α. If α is larger, the damping control effect is more significant. In addition, a smaller value
of β performs a better control effect in the long time.
 







































DFC, no Dynamic load
DFC, Dynamic load
Figure 6. The tie-line active power (MW) from area1 to area2 when a three-phase short-circuit fault
occurs (i) no DFC; (ii) load shedding control; (iii) DFC without dynamic loads; (iv) DFC considering
dynamic loads.
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Figure 7. Comparisons of the frequency deviations under different controller parameters with a
short-circuit fault (a) different α; (b) different β (α = 20).
Tables 3 and 4 provide the values of the performance indices for the cases of various combination
patterns of parameters. These performance indices give the quantitative control evaluation values
under different controller parameters.
Table 3. The performance index under different controller parameters with a short-circuit fault (β = 0).
Different Controllers J max{|Δ f1(t)|}
NoDFC 0.3875 0.4230
DFC, α = 1 0.1132 0.2591
DFC, α = 5 0.0771 0.2600
DFC, α = 10 0.0765 0.2607
DFC, α = 20 0.0799 0.2616
Table 4. Theperformance index using different controller parameters with a short-circuit fault
disturbance (α = 20).
Different Controllers J max{|Δ f1(t)|}
NoDFC 0.3875 0.4230
DFC, β = 0.001 0.0866 0.2645
DFC, β = 0.03 0.0829 0.2602
DFC, β = 0.15 0.0949 0.2558
DFC, β = 0.3 0.1096 0.2730
Figure 8a shows the phase plane diagram of frequency oscillation for the case without DFC.
The agents’ frequencies oscillate and finally the system turns into being in an unstable state.
Then, we install DFC to each of these agents. The phase plane diagram of frequency oscillation
is given in Figure 8b. In the figure, the state of each agent deviates from its original state, and after a
certain time, goes back to the original state. This means that the DFC can keep the frequencies stable in
the case of short-circuit fault occurred.
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Figure 8. The phase plane diagram under (a) no DFC; (b) DFC with a short-circuit fault disturbance.
In summary, it can be concluded that the distributed frequency control can provide a guarantee
of more reliable and stable power supply in the power system. The controller improves both the
steady-state and transient performance of frequency. Compared with the central frequency control,
the distributed frequency control method is more secure and efficient.
6. Conclusions
This paper develops a distributed control method to decide the active injection of the frequency
regulation in the electrical network. Each distributed resource in the network computes the amount of
active power that it needs to provide. A distributed frequency controller is designed considering the
dynamic load charateristics, where each bus controls its own frequency based on local measurements
and information from neighbouring places. For the purpose of designing the coordination controller,
some dynamic assumptions are made, i.e., the difference between phase angles of buses are small,
and the frequency sensitivities with respect to changes in the operating point do not change much for
different operating points. The proposed consensus protocol can provide grid support services in a
distributed manner and achieve the frequency regulation consensus. The simulations illustrate the
availability to regulate frequency oscillations during the power dynamic process.
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Abstract: This paper presents an experimental application of LiFePO4 battery energy storage
systems (BESSs) to primary frequency control, currently being performed by Terna, the Italian
transmission system operator (TSO). BESS performance in the primary frequency control role was
evaluated by means of a simplified electrical-thermal circuit model, taking into account also the
BESS auxiliary consumptions, coupled with a cycle-life model, in order to assess the expected life
of the BESS. Numerical simulations have been carried out considering the system response to real
frequency measurements taken in Italy, spanning a whole year; a parametric study taking into account
different values of governor droop and of BESS charge/discharge rates (C-rates) was also performed.
Simulations, fully validated by experimental results obtained thus far, evidenced a severe trade-off
between expected lifetime and overall efficiency, which significantly restricts the choice of operating
parameters for frequency control.
Keywords: battery energy storage system (BESS); LiFePO4 battery; primary frequency control
1. Introduction
The “smart grid” paradigm envisages a massive presence of non-programmable renewable
energy sources: in this context, battery energy storage systems (BESSs) are liable to play a key role
at both distribution and transmission level, given their potential ability to fulfill roles such as load
shifting, peak shaving, frequency and also voltage control [1–6]. Moreover, BESSs have also been
proposed in integration to electric power systems supplying traction and mobility systems, with the
aim to maximize the energy efficiency [7–10]. In principle, the study of BESS impact on the electric
power system should include environmental aspects, optimal siting, as well as power quality issues
and harmonic disturbances, in accordance with existing standards [11–18]. Generally speaking,
technical features such as battery size (in terms of both rated power and energy), efficiency, transient
performance, cycling and lifetime depend on the specific application. In order to evaluate the economic
return of each application, local energy market rules must be taken into account.
This paper deals with the application of a BESS based on lithium iron phosphate (LiFePO4)
batteries to primary frequency control (PFC). Since conventional power plants are increasingly
displaced by (mostly non-dispatchable) generation from renewable energy sources, transmission
system operators (TSOs) are looking for new PFC providers to preserve frequency quality. Li-ion BESSs
are being evaluated for the PFC role [19,20], which entails exacting requirements such as fast response,
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high number of charge/discharge cycles and wide depth-of-discharge (DOD); notably, LiFePO4
batteries look very promising, due to their chemical and thermal stability which could ensure a long
lifetime under the PFC cycling conditions at a relatively low cost [21–23].
However, to date there is not enough operating experience confirming the PFC applicability
and the performances (expected lifetime, round trip efficiency) of LiFePO4 batteries. To this end,
a coupled electrical-thermal model of a LiFePO4 battery has been developed and validated against
experimental tests by Terna (the Italian TSO). The model has been used to simulate PFC operation of a
1-MW/1-MWh LiFePO4 BESS deployed by Terna, considering different values of droop and discharge
rate (C-rate). The paper is organized as follows. Section 2 briefly recalls the Terna experimental BESS
system, while Section 3 details the proposed PFC application. Section 4 deals with BESS modelling;
experimental test results are shown in Section 5 and PFC simulation results are reported in Section 6.
2. The Terna Experimental LiFePO4 Battery Energy Storage System
There are a significant number of manufacturers of LiFePO4 batteries, since they use readily
available raw materials and are thermally and chemically stable, thus ensuring safety as well as
long service life. Moreover, the high power-to-energy ratio makes LiFePO4 batteries attractive for
BESS applications. LiFePO4 have a lower nominal cell voltage (3.2 V) than other Li-ion batteries.
The normal voltage for grid (stationary) application ranges between 2.8 and 3.6 V, in order to increase
battery life avoiding operation at extreme values of the state-of-charge (SOC) near full charge or full
discharge. The maximum continuous discharge rate of presently available MWh-sized systems can
vary from 0.2C [19] to 4C [20], depending on the manufacturing technology and module thermal
design. C-rate range requirements vary widely with the specific application: renewable energy sources
balancing typically requires C-rates ranging between 0.2C and 1C, whereas PFC might involve C-rates
ranging between 1C and 4C. Several LiFePO4 BESS projects have been recently commissioned in China,
America and Europe; in Italy, two LiFePO4 systems have been recently installed by Terna as part of the
wider “Storage Lab” [24,25] experimental BESS project. Terna’s LiFePO4 BESS is based on prismatic
cells (Figure 1) suitable for stationary applications, located in an aluminum case.
 
Figure 1. Prismatic LiFePO4 cells.
The series connection of four such cells forms a battery module with a 12.8 V-2.37 kWh rating.
The battery module is sealed to prevent moisture ingress and to avoid leaks in case of battery failure:
as a consequence, the thermal behavior of the cells inside the module differs substantially from that
of free-standing cells. Each module is provided with its own battery management system (BMS)
for cell balancing and battery monitoring. Modules are series-connected to form battery strings
(mounted on racks designed with sufficient spacing for proper ventilation and cooling [24]), which are
paralleled inside the air-conditioned battery container (Figure 2). Each of Terna’s 1 MW/1 MWh
BESS includes a battery container and a dual-stage power conditioning system (PCS) [26]. The PCS is
connected from the low voltage (LV) level to a 20 kV medium voltage (MV) busbar via an integrated
MV/LV transformer; the whole system is in turn connected to the Terna 150 kV high voltage (HV)
sub-transmission network through a HV/MV transformer.
Extensive testing was carried out on the above described LiFePO4 batteries, focusing on safety
requirements [27–29] and battery performance. The latter tests involved intensive cycling of single
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battery modules (12.8 V-185 Ah) and performance tests on battery string specimens (256 V-185 Ah),
with the aim of verifying the expected battery life in normal operation. Moreover, PFC performance
was evaluated by cycling a string specimen with a power profile emulating the response of a virtual
governor to an actual ENTSO-E (acronym for European Network of Transmission System Operators
for Electricity) measured frequency pattern.
 
Figure 2. Racks for battery strings, installed inside an air-conditioned cabinet.
The experimental setup included an electronic variable load (model ZS4206, H&H, Konzell,
Germany), a controllable dc power supply (SM 15-400, Delta Elektronika, Zierikzee, Netherlands) and a
measurement/monitoring system (cFP2220, cFP-AI-118, cFP-TC-120, National Instruments, Austin, TX,
USA). This allowed to measure fundamental battery state variables such as current, individual cell
voltages and temperatures, subsequently used to estimate battery parameters (resistance, thermal
inertia) and performances (round-trip efficiency, battery life). Given the modular design of the BESS,
results of tests performed on individual battery strings can be straightforwardly extended to the whole
1 MW/1 MWh system.
3. Application of the LiFePO4 Battery Energy Storage System to Primary Frequency Control
3.1. Short Review of Battery Energy Storage System Applications to Primary Frequency Control
PFC is the most important task for the stability of the electrical power system. The first
utility-scale BESS (based on lead-acid batteries) in Europe used for PFC was deployed in the
1980s in West Berlin [30], where for political reasons the supply system was not connected to the
East Germany’s national grid. Another relevant PFC application is the 1 MW Li-ion BESS operated by
Elektrizitätswerke des Kantons Zürich (EKZ), the Canton of Zürich utility, in Dietikon, Switzerland [31].
Three applications (PFC, peak shaving and islanded operation) of the BESS are discussed and
preliminary results regarding PFC application are supplied, showing the suitability of BESS for
such tasks. Finally, many large-scale projects involving BESSs for PFC application have been recently
deployed: these are recorded in the US Department of Energy database, together with hundreds
projects involving other applications [32].
3.2. Primary Frequency Control in the ENTSO-E European Synchronous System
ENTSO-E is the association of 41 TSOs from 34 countries in Europe, accounting for three
interconnections (namely the continental synchronous power system which links most European
countries, plus the “Nordic” and “Baltic” interconnections), as well as the British—Irish and
Sardinia—Corsica asynchronous power systems. The Continental Europe Operation Handbook [33]
summarizes technical requirements and procedures for operation, control and security of the
“continental” grid, in which frequency control (primary, secondary and tertiary control) obviously plays
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a paramount role. In particular, primary frequency control “[ . . . ] stabilizes the system frequency at a
stationary value after a disturbance or incident in the time-frame of seconds” [33]. PFC is carried out
by proportional regulators, so that a quasi-steady-state frequency deviation Δf (defined as Δf = f − fn,
being fn the nominal frequency of the interconnected grid), caused by an unbalance ΔPa between
demand and generation, will cause all generators participating in PFC to change their output according
to the Equation (1):




where ΔPG (MW) is the variation of the active power output of the generation unit, PGn (MW) is the
rated active power output of the generation unit and s (%) is the governor droop. No change in output
is required if Δf does not exceed ±10 mHz, to cater for the combined effects of frequency response
insensitivity and governor dead band. Terna mandates 4% droop for hydroelectric and 5% droop
for thermal power plants, respectively [34], whereas no prescription regarding BESSs is reported at
present (2016).
3.3. Frequency Profile Used in Simulations
The PFC tests were carried out offline, by feeding the PCS of a 50 kW–50 kWh battery string
(20 series-connected modules) with a power command directly proportional to a frequency deviation
signal obtained from the actual ENTSO-E real-time frequency recording for the year 2014, in accordance
with the pseudo-steady-state control characteristic (1). Frequency was sampled at 1-s intervals;
the droop of the equivalent governor was taken at 0.5%, resulting in a λ = 200 kW/Hz power-frequency
characteristic given the C-rate 1C. Offline testing was justified by the negligible influence of the test
specimen on the overall Italian contribution to European primary frequency control.
Figure 3a shows the frequency vs. time for a random day (the ±10 mHz insensitivity/dead-band
window is also shown), whereas Figure 3b reports the probability distribution of recorded frequency
values during the whole year: the maximum and minimum recorded values were 50.12 Hz and
49.89 Hz, respectively [35].
(a) (b) 
Figure 3. Italian (ENTSO-E) frequency profile measured by Terna and used in PFC tests: (a) frequency
vs. time during one day; and (b) probability distribution of the whole yearly power frequency recording.
4. Battery Energy Storage System Modelling
The model adopted for simulating the LiFePO4 BESS consists of a coupled electrical-thermal
model for a battery string, plus a “lifetime” (aging) model to take into account the long-term battery
loss of capacity. Validation of the electrical-thermal model, when used in in PFC simulations,
against experimental tests by Terna is reported in Section 5.
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4.1. The Electrical-Thermal Model
The battery itself is simulated by a coupled electrical-thermal model. The electrical part, shown in
Figure 4, is an equivalent Thévenin circuit consisting of a voltage generator, Em, in series with a single
resistance, R0. The value of the no-load voltage Em has been taken as a function of SOC, but not
of battery temperature T. In fact, during tests performed by Terna with s = 0.5% and C-rate = 1C,
battery temperature was almost stable at around 25 ◦C; moreover, the effect of T on no-load voltage is
not significant in the operating range (from 20 to 55 ◦C), as shown in [36]. Battery resistance R0 has
been assumed to depend on SOC and battery temperature but not on time, i.e., the effect on R0 of
battery ageing due to cycling has been neglected. Note that R0 takes different values, depending on
whether the battery is charging, R0,c(SOC,T), or discharging, R0,d(SOC,T). The resulting circuit can
be regarded as a simplification of the detailed electrical model in [37], which includes an additional
shunt-connected voltage generator Ep in series with an impedance Zp, accounting for parasitic effects,
as well as a number of R-C parallel blocks in series with R0 in order to take into account the dynamic
behavior of the battery. Model simplifications (e.g., removal of the shunt parasitic branch) are partly
due to uncertainty of battery parameters and lack of data; moreover, the analysis of Terna experimental
data suggests that, at least for the PFC-oriented simulations of the paper, the suppression of the R-C
parallel blocks does not substantially decrease model performance. The latter remark also applies to
the dependence of R0 on load current (evidenced for instance in [38,39]), which has been disregarded.
Figure 4. Simplified Thévenin equivalent circuit model of the battery (see text for details).
Figure 5a reports the measured values of the no-load voltage Em as a function of SOC, yielded by
Terna tests on a real LiFePO4 battery (with T constant at 25 ◦C), as well as the curve used in the model
of Figure 4. R0,c(SOC,T) and R0,d(SOC,T) values, respectively measured during charge and discharge
duty, are shown in Figure 5b, which also includes values used in the simulation model. Terna also

















Figure 5. Measured and simulated parameter values for the Figure 4 model, as a function of
state-of-charge (SOC). (a) No-load voltage Em; and (b) charge and discharge resistances R0,c and R0,d.
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1-min/23 A current steps (corresponding to a C-rate equal to 0.125C) was impressed,
measuring R0,c and R0,d for three different temperatures (20 ◦C, 30 ◦C, 40 ◦C) and three different
SOC values (10%, 50%, 90%). Tables 1 and 2 report test results for R0,d and R0,c, respectively.
Table 1. Battery discharge resistances measured for different SOC values and temperatures.
R0,d at SOC 10% (Ω) R0,d at SOC 50% (Ω) R0,d at SOC 90% (Ω) Temperature (◦C)
0.0399 0.0407 0.0374 20
0.0365 0.0348 0.0341 30
0.0307 0.0323 0.0306 40
Table 2. Battery charge resistances measured for different SOC values and temperatures.
R0,c at SOC 10% (Ω) R0,c at SOC 50% (Ω) R0,c at SOC 90% (Ω) Temperature (◦C)
0.0377 0.0393 0.0402 20
0.0335 0.0359 0.0352 30
0.0309 0.0310 0.0301 40
Based on such results, the dependence of R0,c and R0,d on temperature has been taken as linear
in the operating range (from 20 to 55 ◦C) with a negative temperature coefficient of about 1%/K.
This simplifying assumption seems sufficiently accurate, since temperature coefficient values calculated
from Tables 1 and 2 range from 0.852 to 1.25%/K. Moreover, similar values may be inferred from
experimental tests reported in [36].
To evaluate battery temperature T and the auxiliary consumptions (due to BMS and to the heating,
ventilating, air conditioning, HVAC, system that controls the BESS cabinet temperature), a thermal
model was set up and coupled to the equivalent electrical circuit [40]. Battery temperature depends on




R0(t) · i(t)2 − ΔT · G
CT
, (2)
where ΔT·G is the thermal power removed by the HVAC (G is the thermal conductance, ΔT is the
difference between battery temperature, T, and cabinet temperature T0 set by HVAC) and CT is the
thermal capacitance of the battery. Thermal exchanges with the outside environment are neglected






where COP is the HVAC coefficient of performance and PBMS includes the power losses specifically
related to the BMS (located outside the cabinet) and the power consumption due to PCS auxiliaries,
assumed to be constant.
Values measured by Terna, i.e., G = 60 W/K, CT = 100 Wh/K, T0 = 20 ◦C, COP = 2.5 and
PBMS = 400 W, were used in simulations. Figure 6 shows the thermal and electrical power flows
considered in the model.
4.2. Ageing Model
The ageing model proposed in [21] was adopted to represent the capacity loss (Qloss) of the battery
with charge-discharge cycles. The percentage Qloss is given by:
Qloss = B · exp
(−31, 700 + 370.3 · (C−rate)
8.314 · T
)
· A0.55h , (4)
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where C-rate is the current charging/discharging rate, Ah is the accumulated charge throughput (Ah),
expressed as (cycle number) × (DOD) × (full cell capacity), T is the absolute temperature (K) and B is
a numerical factor depending on the C-rate. The model described by Equation (4) implicitly takes into
account “calendar” (time) aging together with aging due to cycling, as long as the BESS is not idle;
this condition is certainly fulfilled in the studied PFC application.
Figure 6. Thermal (white arrows) and electrical (black arrows) power flows associated to the BESS
electrical-thermal model.
A power law least square approximation was carried out in order to evaluate B values
corresponding to C-rates in the 0.005–6C range. B values reported in [21] for C/2, 2C and 6C, and a
B value based on 20 years expected calendar life reported by the manufacturer for 0.005C (the latter is
the lowest C-rate occurred during the simulations reported in this paper), were used. Such values are
reported in Table 3. The resulting relationship is:
B = 26, 222 · (C−rate)−0.387 . (5)
Table 3. B values used to calculate the C-rate vs. B power law approximation and obtained by
Equation (5).





Figure 7 reports the above data and the fitting power curve. End-of-life for the simulated battery is
assumed when Qloss equals 20% [22,23]. Figure 8 compares ageing model results with manufacturer’s
life cycle data, showing a very good agreement.
Figure 7. Experimental values [21] and fitting curve of B coefficient in the battery model (4), vs. C-rate.
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Figure 8. Capacity loss vs. number of cycles for the experimental LiFePO4 battery string: comparison
between cycle-life simulation model and experimental data from the manufacturer.
Manufacturer data reported in Figure 8 refer to complete charge-discharge cycles (DOD = 100%),
with an average C-rate of 0.4C; the measured average battery temperature during each test cycle was
T = 29 ◦C. Note that in this context (and throughout the paper) charge and discharge are calculated
with reference to the commercial rating of the battery module, i.e., 185 Ah. The estimated capacity loss
curve in Figure 8 has been computed by using (4), with T = 302.15 K, C-rate = 0.4, and B = 37,382.5
(as yielded by (5) with C-rate = 0.4).
5. Results of the Terna Experimental Primary Frequency Control Application
In this section, Terna experimental test results are reported and compared to simulations, in order
to validate the electrical-thermal-ageing model presented in Section 4. The experimental test refers to a
one-day period (i.e., 86,400 s), during which the battery string has been cycled by using the frequency
profile described in Section 3.3, with a C-rate 1C and 0.5% droop. During the test, when the battery
was completely discharged, PFC service was interrupted and the battery was completely re-charged
(recharge time is 4 h), as in the actual operation of the Terna 1 MW/1 MWh BESS. This full recharge
phase is mainly necessary in order to recalibrate the SOC estimation (performed by integrating
the current flowing through the battery), which otherwise would be increasingly affected by the
accumulation of measurement errors.
Figure 9a shows the comparison between measured and calculated battery string voltage during
the one-day period, whereas in Figure 9b a zoom of the measured and calculated voltages in the
time window between t = 13,000 s and t = 14,000 s is reported. Simulation results agree very well
with measured results when the battery string is performing PFC, whereas substantial differences
are evidenced during re-charging in Figure 9a, approximately from t = 47,000 s to t = 62,000 s.
These differences are due to the lack of capacitances in the electrical model of the battery, which
is more suitable for simulating PFC instead of continuative charge or discharge periods. The small
differences between measured and calculated voltage shown in Figure 9b depend on small mismatches








equals 6.09 V, i.e., less than 2.4% of rated string voltage.
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(a) (b) 
Figure 9. PFC tests, measured and calculated battery voltage vs. time: (a) voltage vs. time during
1 day; and (b) detail in the time range 13,000–14,000 s.
Figure 10a shows the comparison between measured and calculated battery string current during
the one-day test period, whereas Figure 10b details the time window between t = 13,000 s and
t = 14,000 s. Both figures show a very good agreement: the average error on current is 3.63 A, i.e., 2% of
rated current.
(a) (b) 
Figure 10. PFC tests, measured and calculated battery current vs. time: (a) current vs. time during
1 day; and (b) detail in the time range 13,000–14,000 s.
Lastly, Figure 11 reports the measured and calculated battery mean temperature Tm
(i.e., the average between the temperatures of each cell in the battery string); the measured “ambient”
temperature in the cabinet T0 (i.e., the temperature imposed by the HVAC) is also shown. Measured and
calculated values of Tm are in acceptable agreement, whereas the measured T0 is always very close
to the target value T0 = 20 ◦C, thus confirming the approximation made in Equation (2), where ΔT is
calculated considering a constant T0.
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Figure 11. PFC tests, measured and calculated battery mean temperature Tm, and measured ambient
(cabinet) temperature T0, vs. time.
6. Primary Frequency Control Simulation Results
PFC simulations were carried out on a 50 kWh LiFePO4 battery: since the BESSs is modular,
results can be easily scaled to other BESS sizes. PFC operation of the 50 kWh battery was simulated for
seven different droop values, namely 0.075%, 0.1%, 0.25%, 0.5%, 1%, 2% and 4%, and four different
C-rate values, i.e., C/2, 1C, 2C and 4C, considering in all cases the frequency profile described in
Section 3.3. Battery performance was evaluated in terms of:
• Average number of charge-discharge cycles per day;
• Overall battery efficiency ηTOT, including auxiliary consumptions calculated with (3) and
assuming 96% PCS efficiency [26];
• Mean temperature, Tm, of the battery in operation (maximum allowed battery temperature
Tmax is 55 ◦C);
• Mean C-rate during the whole operation;
• Battery power-frequency characteristic λ (kW/Hz);
• Expected life;
• Unavailability of the battery rack for the PFC service (due to SOC outside the operating range or
Tm exceeding the maximum temperature Tmax = 55 ◦C), in percent of the overall operation time.
Results are summarized in Tables 4–7. These also include the equivalent power-frequency







Table 4. PFC results: C-rate = C/2, T0 = 20 ◦C.
s (%) Cycles per Day ηTot (%) Tm (◦C) Mean C-rate λ (kW/Hz) Life (Years) Not Operated (%)
0.075 2.51 82.35 21.7 0.21 666.7 5.43 0
0.1 2.03 81.07 21.3 0.17 500 6.03 0
0.25 0.92 72.65 20.4 0.08 200 8.31 0
0.5 0.47 59.67 20.2 0.04 100 10.48 0
1 0.24 41.54 20.1 0.02 50 13.05 0
2 0.12 22.44 20.1 0.01 25 16.07 0
4 0.06 9.31 20.0 0.005 12.5 20 0
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Table 5. PFC results: C-rate = 1C, T0 = 20 ◦C.
s (%) Cycles per Day ηTot (%) Tm (◦C) Mean C-rate λ (kW/Hz) Life (Years) Not Operated (%)
0.075 5.09 83.28 27.0 0.42 1333 2.76 4.6
0.1 4.24 82.95 25.5 0.35 1000 3.33 4.6
0.25 1.85 79.31 21.7 0.15 400 6.10 0
0.5 0.94 72.10 20.7 0.08 200 8.11 0
1 0.47 59.55 20.3 0.04 100 10.40 0
2 0.24 41.50 20.1 0.02 50 13.05 0
4 0.12 22.40 20.1 0.01 25 16.07 0
Table 6. PFC results: C-rate = 2C, T0 = 20 ◦C.
s (%) Cycles per Day ηTot (%) Tm (◦C) Mean C-rate λ (kW/Hz) Life (Years) Not Operated (%)
0.075 8.86 79.90 43.9 0.74 2667 0.63 11.1
0.1 7.54 80.41 38.6 0.63 2000 0.99 4.1
0.25 4.14 80.02 28.7 0.34 800 2.64 2.3
0.5 1.88 77.68 22.7 0.16 400 5.51 0
1 0.95 71.04 21.1 0.08 200 7.85 0
2 0.48 59.00 20.4 0.04 100 10.31 0
4 0.24 41.29 20.2 0.02 50 12.94 0
Table 7. PFC results: C-rate = 4C, T0 = 20 ◦C.
s (%) Cycles per Day ηTot (%) Tm (◦C) Mean C-rate λ (kW/Hz) Life (Years) Not Operated (%)
0.075 7.55 72.72 54.5 0.63 5333 0.34 54
0.1 7.73 73.26 54.3 0.64 4000 0.40 48.3
0.25 5.88 75.11 42.2 0.49 1600 0.86 15.5
0.5 3.78 76.73 31.1 0.31 800 2.28 0
1 1.91 74.85 24.5 0.16 400 4.78 0
2 0.96 69.43 21.7 0.08 200 7.49 0
4 0.48 58.30 20.6 0.04 100 10.15 0
Data in Tables 4–7 are re-arranged in graphical form as Figures 12 and 13. Figure 12a plots the
overall efficiency vs. expected battery life for different droop values, whereas in Figure 12b curves of
efficiency vs. expected life are shown for different C-rate values.
Figure 12 shows that PFC operation with low droop values results in a good overall efficiency,
even exceeding 80% as shown in Figure 12a, especially with the lower simulated C-rate values as
shown in Figure 12b. Higher efficiencies, however, are traded with expected life values much shorter
than the 20 years conventional BESS calendar life, because very low droops are associated to more
sustained cycling. This is the limiting factor on efficiency for the extreme simulated combinations
of low droop and high C-rate, which are also associated to the onset of operating constraints such
as battery overtemperature and SOC limits, which limit battery utilization. Conversely, low C-rates
combined with higher droop result in much longer battery expected life, at the expense of a sharp
decrease in overall efficiency ηTOT due to low battery utilization.
Efficiency and expected life values from Tables 4–7 are plotted in Figure 13 as a function of the
equivalent power-frequency characteristic λ. Figure 13 shows that combinations of droop and C-rate
yielding the same λ largely result in similar lifetimes and efficiencies, so that battery power-frequency
characteristic could be taken as the actual design parameter for performing PFC with a BESS. As long as
the system is linear and time-invariant, the same λ values lead to the same results. However, both the
model and the control strategy (which includes dead band, recharge phase, temperature and SOC limits)
are not linear, resulting in some differences.
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(a) (b) 
Figure 12. Overall efficiency vs. expected life: (a) as a function of droop; (b) as a function of C-rate.
Figure 13. Expected battery life and overall efficiency vs. power-frequency characteristic.
Such differences are smaller when the battery is less stressed (i.e., at low λ values), and increase
with increasing λ values. It should be pointed out that the longer BESS lifetimes predicted at low
λ values could be offset by components having a shorter life than the battery itself, notably the
electronic equipment.
To carry out an economic evaluation of the PFC application, applicable (i.e., national) rules of
the electric energy market must be considered, assuming that a PFC market exists. Considering the
different national approaches and the relative volatility of the regulatory framework for ancillary
services, only general economic remarks can be made here.
Notably, given the short BESS lifetime under intensive cycling, the most favorable scenario
would seem to be a capacity-based PFC market (especially in association to high C-rate values),
whereas operation in an energy-based PFC market, such as in Italy [41], seems much less promising
due to need for sustained cycling. Taking the capacity-based German PFC market as the reference
market, some rough net present values (NPV) calculations may be made for the Terna’s 1 MWh BESS.
Since such a market remunerates primary control for each MW of reserve deployed when Δf = 200
mHz [42,43], s = 0.4% is the droop value required in order to fully exploit the 1 MWh BESS for PFC
(Equation (1)). Table 8 reports PFC results obtained for s = 0.4% and for different C-rate values.
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Table 8. PFC results for s = 0.4%, T0 = 20 ◦C.
C-rate Cycles per Day ηTot (%) Tm (◦C) Mean C-rate λ (kW/Hz) Life (Years) Not Operated (%)
0.5 0.58 59.66 20.3 0.05 125 9.8 0
1 1.17 71.85 21.0 0.1 250 7.44 0
2 2.34 77.04 23.8 0.20 500 4.70 0
4 (1) 4.57 75.31 35.1 0.38 1000 1.57 1.5
(1) C-rate values higher than 2C could be allowable in the next future if the 30-min criterion (actually adopted in
the German PFC market) is relaxed to 15-min criterion.
Figure 14 reports NPVs, calculated for s = 0.4%, as a function of C-rate. A 3.6% capitalization
factor and a 20-year BESS operation period have been considered. With reference to recent Terna BESS
projects [24,44], battery cost has been set to 0.4 M€/MWh (if the battery life is shorter than 20 years,
replacement cost is accounted as yearly economic losses equal to the ratio between battery cost and
estimated battery life); fixed costs (civil works, MV switchgear, control system) have been set to
0.8 M€/MWh; PCS cost has been considered to be 0.2 M€/MW. The cost of losses, which are evaluated
by means of the overall efficiency ηTOT, has been set at 140 €/MWh, whereas weekly revenues have
been set to Rw,unitary = 3000 €/MW/week, a typical value for the German market [45]. For the same
1 MWh battery, consideration of different nominal C-rates (namely 0.5C, 1C, 2C and 4C) leads to
different unitary BESS active power capabilities (0.5 MW, 1 MW, 2 MW and 4 MW, respectively). As a
consequence, the weekly revenues (which depends on BESS active power capability) linearly depend




· Rw,unitary · C−rate. (8)
Due to the modular design of BESS [24], this implies that the economic evaluation for a larger
system could be simply carried out by scaling up the above-described implementation and its attendant
costs and revenues.
Figure 14. Estimated NPV for a 1 MWh BESS, for different C-rates (0.4% droop, capacity-based
PFC market).
7. Conclusions
The paper studied the application of a LiFePO4 BESS to primary frequency control, in the
ENTSO-E Continental Europe grid; technical data from Terna’s (the Italian TSO) experimental system
has been used for defining BESS characteristics. BESS behavior has been simulated by the combination
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of an electrical-thermal circuit model with a life-cycle model predicting the capacity loss of the LiFePO4
battery due to charge-discharge cycles. The complete electrical-thermal-ageing model has been
subsequently validated by comparisons both with experimental tests carried out by Terna and with
manufacturer data. Lastly, numerical PFC simulations have been performed by using actual Italian
(ENTSO-E continental system) frequency recordings and considering a conventional, proportional
“governor” for the BESS, for a wide range of different droop/C-rate combinations.
The main result evidenced by the simulations is that high overall BESS efficiency and expected
lifetime are conflicting requirements. High efficiency in PFC service is associated to C-rate/droop
combinations yielding high values of the power-frequency characteristic λ, which naturally results
in sustained cycling of the BESS that drastically shortens expected battery lifetime. As an example,
for the simulated and tested 50 kW-50 kWh battery string the choice of λ = 200 kW/Hz (C-rate = 1C,
0.5% droop) results in an overall efficiency exceeding 72%, but the expected lifetime is about 8 years.
For a given frequency profile, lower λ values (e.g., associated to the usual 4%–5% droop of conventional
generators’ governors) result in less battery cycling and longer lifetimes, possibly approaching the
conventional 20 years value, albeit with much lower efficiencies due to auxiliary losses.
The paper showed the technical feasibility of LiFePO4 BESS use in primary frequency control,
evidencing that there is a significant trade-off between expected lifetime and overall efficiency,
restricting the choice of operating parameters to a rather narrow band; in the studied system,
lifetimes in excess of 10 years are actually associated to efficiencies below 60%, mainly because
of BESS underutilization.
Besides the above reported technical issues, an economic evaluation would depend on the
specific (national) rules of the PFC market, whether capacity-based or energy-based. Considering a
capacity–based market, such as the German one, results show that high C-rate values (≥1C) seem to be
more profitable.
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Abstract: An energy storage system (ESS) in a power system facilitates tasks such as renewable
integration, peak shaving, and the use of ancillary services. Among the various functions of an
ESS, this study focused on frequency regulation (or secondary reserve). This paper presents an
optimal scheduling algorithm for frequency regulation by an ESS. This algorithm determines the
bidding capacity and base point of an ESS in each operational period to achieve the maximum profit
within a stable state-of-charge (SOC) range. However, the charging/discharging efficiency of an
ESS causes SOC errors whenever the ESS performs frequency regulation. With an increase in SOC
errors, the ESS cannot respond to an automatic generation control (AGC) signal. This situation
results in low ESS performance scores, and finally, the ESS is disqualified from performing frequency
regulation. This paper also presents a real-time SOC management algorithm aimed at solving the
SOC error problem in real-time operations. This algorithm compensates for SOC errors by changing
the base point of the ESS. The optimal scheduling algorithm is implemented in MATLAB by using
the particle swarm optimization (PSO) method. In addition, changes in the SOC when the ESS
performs frequency regulation in a real-time operation are confirmed using the PSCAD/EMTDC tool.
The simulation results show that the optimal scheduling algorithm manages the SOC more efficiently
than a commonly employed planning method. In addition, the proposed real-time SOC management
algorithm is confirmed to be capable of performing SOC recovery.
Keywords: energy storage system (ESS); frequency regulation (FR); optimal scheduling; state-of-
charge (SOC); energy management
1. Introduction
Recent power systems are focusing on energy storage systems (ESSs) because of their ability
to store energy. Many studies have examined ESSs to utilize renewable integration, peak shaving,
ancillary services, and microgrids [1–10]. In [11], the authors presented the feasibility of an ESS for
the operation of an island AC microgrid with photovoltaic generation. In [12], the authors proposed
an ESS management algorithm for full renewable energy source (RES) exploitation. This algorithm
was shown to minimize the curtailment of RES energy generation through energy buffering and
forecasting error compensation by an ESS. A one-day-ahead scheduling procedure was combined with
a real-time control strategy to improve RES generation and reliability. This study shows that excellent
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forecasting error compensation can be achieved even with ESSs of moderate size. In recent years,
many studies have focused on the ability of ESSs to enable frequency regulation, given that its ramp
rate is higher than that of conventional resources. In [13], the authors proposed an alternative market
structure with the ability to efficiently demand response (DR) and automatic generation control (AGC)
and accommodate the intermittency and uncertainty that are concomitant in renewable generation,
thereby leading to the efficient integration of renewables at the market level and reduced regulation
requirements at the AGC level. This paper proposed an integrated dynamic market mechanism (DMM)
that combined a real-time market clearing procedure with AGC. DMM implementation enabled more
frequent economic dispatch than the optimal power flow (OPF). Our proposed algorithm also reduces
the root mean square error of the area control error by using an aggregate frequency error. In [14],
the authors proposed a hybrid operation strategy for a wind energy conversion system with a battery
energy storage system (BESS) to support frequency control. In their study, the output power command
of the BESS was determined according to three factors: the state-of-charge (SOC), frequency deviation,
and load variation. Their proposed operation strategy significantly improved the initial low-frequency
response and provided a superior contribution to short-term frequency regulation. The research of [15]
proposed an SOC feedback control scheme and investigated the performance of the grid frequency
deviation response. The control was integrated with the widely used wind turbine blade pitch control
and the speed governor control of a local synchronous generator. It was shown that the ESS helped
supply power to wind farms to support frequency regulation and effectively regulated the battery SOC.
An outcome of the increasing number of studies conducted on ESS frequency control is the proposal
of a novel approach associated with the actual performance measurement of an ESS conducting
frequency regulation [16]. This paper evaluated the current methods for procuring, dispatching,
and compensating resources for frequency regulation. The authors also calculated the performance
payment of the proposed novel approach by employing a sigmoid function. This approach influenced
revenue by adjusting the calculation of the performance score. This approach will provide further
insight into administrative price adjustment. The operator would be able to estimate the total mileage
expected on an annual cost, and they would be able to calculate an administrative price that would
reflect a fair compensation for the resources based on their actual frequency-regulation contribution
and performance. In [17], the authors proposed a model that decided the optimal joint bidding strategy
of battery storage in joint day-ahead energy, reserve, and regulation markets. Their novel algorithm
considering the battery life cycle significantly improved a storage battery’s overall economics in
performance-based regulation.
At present, an ESS participates in the frequency regulation market by bidding its maximum
capacity. However, an ESS is unable to manage its SOC because the power system operator sends an
AGC signal without considering the SOC of an ESS. If an ESS is unable to manage its SOC, it does not
respond to the AGC signal; therefore, an ESS should be able to manage its SOC. Many studies have
focused on SOC management via day-ahead scheduling or via compensation by renewable generation;
however, management by these methods in a real-time operation is difficult.
This study proposes an optimal scheduling algorithm and a real-time SOC management algorithm
for frequency regulation by an ESS. The optimal scheduling algorithm determines the bidding capacity
and base point through the particle swarm optimization (PSO) method for achieving the maximum
profit through SOC management. Further, the real-time SOC management algorithm recovers the
SOC in a real-time operation via participation in the energy market. This algorithm manages the SOC
of an ESS by rebidding the scheduled base point in the energy market. Furthermore, a simulation
is performed using actual PJM (Monroe, MN, USA) operation data. This paper is organized as
follows. Section 2 explains the frequency regulation service and frequency regulation market. Section 3
presents the optimal scheduling algorithm and compares it with a commonly employed planning
method. Section 4 presents the proposed real-time SOC management algorithm. Section 5 presents
simulation cases and discusses the simulation results. Section 6 summarizes the conclusions and
suggests future work.
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2. Frequency Regulation Market
In a power system, the frequency changes continuously because of an imbalance of supply
and demand. The system operators conduct frequency regulation or secondary reserve to reduce
the fluctuations and thereby provide stable and reliable system operation. Frequency regulation
involves the injection or withdrawal of as much active power as the assigned regulation capacity
of the resource [18]. Two types of frequency regulation market exist. The first frequency regulation
market type is separated into regulation up and regulation down. Examples include New York
Independent System Operator (NYISO, Rensselaer, NY, USA) and California Independent System
Operator (CAISO, Folsom, CA, USA), and ISO of Europe. The second frequency regulation market
type does not separate regulation up and regulation down and examples for this type include PJM
and Midcontinent Independent System Operator (MISO, Carmel, CA, USA). The second frequency
regulation market type was assumed in this study because PJM data were used; the frequency
regulation market in PJM was selected as the test bed, and simulation was performed according to PJM
frequency regulation market rules. To provide frequency regulation, resources bid on the frequency
regulation market according to the requisite capacity in each operation time [19]. The resources provide
as much active power as the AGC signal whenever the resources receive an AGC signal; this output
point is called the “set point”. If the resources participate in the energy market, the resources provide
as much active power as the bidding quantity every time; this output point is called the “base point”.
The resources participating in both frequency regulation and the energy market provide as much
active power as the base point and perform frequency regulation whenever the resources receive an
AGC signal by additionally providing as much active power as the set point [20]. Figure 1 illustrates
the concept of the set point and base point of an ESS.
 
Figure 1. The concept of set point and base point. AGC: automatic generation control.
An ESS always provides active power according to the base point with the assigned energy and
provides active power according to the set point when the ESS receives an AGC signal. Therefore, an ESS
provides as much active power as the output point. The data used in this paper consist of the actual
operation data of the PJM region. The hourly averaged AGC signal, regulation market capacity clearing
price, regulation market performance clearing price, and locational marginal price were used to plan
the optimal scheduling [21–23]. A real-time operation simulation was performed using an actual AGC
signal. The data were collected on 5 September 2013. Figure 2 shows the hourly market price data,
hourly averaged AGC signal, and actual AGC signal.
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Figure 2. Actual market data in PJM (a) hourly market price; (b) hourly averaged AGC signal;
and (c) AGC signal. RMCCP: regulation market capability clearing price; RMPCP: regulation market
performance clearing price; and LMP: locational marginal pricing.
3. Optimal Scheduling Algorithm
To provide frequency regulation, ESS owners bid the maximum capacity in the day-ahead market,
but they do not manage the SOC in the same manner. The optimal scheduling algorithm schedules the
bidding plan of an ESS to earn the maximum profit within a stable SOC range. When a schedule is
determined, ESS owners bid on the frequency regulation market in day-ahead market according to the
schedule. For a scheduling plan, this study chose 4 MW/2 MWh Li-ion batteries as the ESS and set the
charging/discharging efficiency to 91%. The initial SOC was set at 60%. This section compares the
SOC, frequency regulation profit, and scheduling results of the maximum-capacity bidding plan and
the optimal scheduling algorithm.
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3.1. Maximum-Capacity Bidding Plan
The maximum-capacity bidding plan is a conventional bidding method in the frequency
regulation market. In this plan, the base point is set to zero. Therefore, the bidding capacity is
4 MW, and the base point is set to 0 p.u. The SOC changes are calculated as follows Equation (1):
If AGC (i) ≤ 0, SOC (i + 1) = SOC (i)− cbid × AGC (i)
Crated
× ηc × Δt;
If AGC (i) > 0, SOC (i + 1) = SOC (i)− cbid × AGC (i)
Crated
× 1ηd × Δt
(1)
where i is the index of time (h), SOC (i) is the SOC of the ESS at time i, cbid is the bidding capacity
of ESS, Crated is the rated capacity of ESS, AGC (i) is the hourly averaged AGC signal, and ηc and ηd
are the charging and discharging efficiencies of the ESS, respectively. Figure 3 presents the bidding
capacity, base point, and SOC when the ESS is bid by the maximum-capacity bidding plan. In addition,




Figure 3. Maximum capacity bidding plan and optimal scheduling algorithm results (a) bidding
capacity; (b) base point; and (c) SOC.
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Table 1. Frequency regulation scheduling profits.
Method Regulation Profit Energy Profit Total Profit
Maximum capacity bidding plan $2773.4 $0 $2773.4
Optimal scheduling algorithm $2483.1 $9.4 $2492.5
3.2. Optimal Scheduling Algorithm
The optimal-scheduling algorithm is a method used to earn the maximum profit within a stable
SOC using the PSO method. PSO is a widely used traditional method for solving problems in power





















where Pjk and P
g
k are the individual best position and the global best position, respectively; k and j
represent the iteration number and particle number, respectively; x is the position of the particle; v is
the velocity; w is the inertia weight; c1 and c2 are acceleration coefficients, and r1 and r2 are randomly
generated numbers in the range of [0,1]. The PSO method finds a solution to minimize the cost function,
F (xi). To minimize the cost function F (xi) in particle j, PSO calculates the individual best position of
particle j using each xi and updates each xi position as much as the velocities to find the individual
best position in each iteration k. Finally, PSO is used to compare the individual best position to update
the global best position and determine a solution.






Co (i) = Cc (i) + Cp (i)− Ce (i) (5)
Cc (i) = c (xi)× RMCCP (i)× PS (6)
Cp (i) = c (xi)× RMPCP (i)× PS × MR (7)
Ce (i) = c (xi)× LMP (i)× bp (xi) (8)
subject to the following constraints:
SOC (0) = SOC (24) (9)
SOCmin ≤ SOC (i) ≤ SOCmax (10)
If AGC (i) ≤ 0, SOC (i + 1) = SOC (i)− cbid ×
[
AGC (i) + bp (xi)
]
Crated
× ηc × Δt;
If AGC (i) > 0, SOC (i + 1) = SOC (i)− cbid ×
[
AGC (i) + bp (xi)
]
Crated
× 1ηd × Δt
(11)
c (xi) + c (xi)× bp (xi) ≤ Maximum capacity (12)
where Co (i) is the operation profit, Cc (i) and Cp (i) are the regulation capability credit and regulation
performance credit, respectively; Ce (i) is the cost by bidding in the energy market; c (xi) and bp (xi)
are the scheduled bidding capacity and base point in the energy market by PSO, respectively;
RMCCP (i), RMPCP (i), and LMP (i) are the hourly regulation market capability clearing price, the
hourly regulation market performance clearing price, and the hourly locational marginal pricing,
respectively. PS and MR are the performance score and mileage ratio, respectively. Note that the
initial SOC and final SOC are considered in constraint Equation (9). For operation within a stable
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SOC range, the SOC management constraint is set as in Equation (10). The SOC was calculated using
constraint Equation (11). Constraint Equation (12) manages the bidding capacity up to the maximum
capacity. For the optimal scheduling algorithm, the upper and lower limits of the stable SOC range,
Smin and Smax, are set to 40% and 80%, respectively. Typically, ESSs achieve a performance score of
0.95; thus, PS was assumed to be 0.95. In addition, the MR on 5 September 2013 was 3. To perform
optimal scheduling, the data described in Section 3 were used, and Equations (4)–(12) were solved
in MATLAB/Simulink (MathWorks, Natick, MA, USA). Figure 3 shows the changes in the bidding
capacity, base point, and SOC. Table 1 lists the frequency regulation profits. Regulation profit is the
benefit participating frequency regulation market, and energy profit is the cost participating energy
market. As shown in Table 1, the maximum-capacity bidding plan earned higher frequency regulation
profit than that of the optimal scheduling algorithm. On the other hand, the optimal scheduling
algorithm was advantageous in terms of SOC management. The maximum-capacity bidding plan did
not manage the SOC, which can cause problems in the operation the next day; in contrast, the optimal
scheduling algorithm did manage the SOC by using constraints Equations (9) and (10), which ensured
stable operation every day.
4. Real-Time State-of-Charge Management Algorithm
In a real-time operation, the ESS performs frequency regulation in response to an AGC signal
every two seconds. The charging/discharging efficiency of the ESS causes an SOC error whenever
the ESS provides frequency regulation. Because the SOC error would prevent the ESS from providing
frequency regulation, a novel SOC management algorithm is proposed. In a real-time operation,
the SOC is calculated as follows:
If AGC (z) ≤ 0, SOC (z + 1) = SOC (z)− c (xi)× [AGC (z) + bp (xi)]
Crated
× ηc × Δt;
If AGC (z) > 0, SOC (z + 1) = SOC (z)− c (xi)× [AGC (z) + bp (xi)]
Crated
× 1ηd × Δt
(13)
where AGC (z) is the actual AGC signal, and z is the frequency regulation interval. To solve the SOC
error, this study presents a real-time SOC management algorithm. This algorithm changes the base
point through hysteresis loop according to the SOC range. Figure 4 illustrates the concept of a real-time
SOC management algorithm. When the SOC is between SOCmin_limit and SOCmax_limit, the base point
is set to bp (xi). The ESS then operates according to the optimal scheduling algorithm. When the SOC
is above SOCmax_limit because of the accumulation of SOC errors, bp (xi + 2) is set to BPdis by rebidding
the base point after two hours’ operation according to PJM market rules. Owing to the changing base
point, the ESS provides as much additional active power in the energy market as BPdis until the SOC
crosses SOCmax_end. When the SOC crosses SOCmax_end, the ESS bids the base point as bp (xi + 2) in
the optimal scheduling algorithm results. When the SOC is below SOCmin_limit, bp (xi + 2) is set to
BPch by rebidding the base point, and the ESS provides as much additional active power in the energy
market as BPch until the SOC crosses SOCmin_end. When the SOC crosses SOCmin_end, the ESS bids
the base point as bp (xi + 2) in the optimal scheduling algorithm results. Table 2 lists the parameters
selected to maintain a stable SOC range for real-time SOC management. SOCmin_limit and SOCmax_limit
was set to 45% and 75%, respectively. SOCmin_end and SOCmax_end was set to 50% and 70% respectively.
The stable SOC range was set from 40% to 80%.
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Figure 4. The concept of real-time SOC management algorithm.
Table 2. Simulation case results.
Case Regulation Profit Energy Profit Total Profit SOC
Case 1 $911.8 $0 $911.8 10%
Case 2 $1116.2 $−10.4 $1105.8 10%
Case 3 (0.05 p.u) $2630.3 $−147.4 $2482.9 39.9%
Case 3 (0.1 p.u) $2555.5 $−159.7 $2395.8 48.9%
Case 3 (0.15 p.u) $2506.2 $−157.2 $2349 37.4%
5. Simulation Results
This section reports the simulation results to evaluate the performance of the proposed algorithm
using a real operation parameter. In the first case, the maximum-capacity bidding plan was performed,
the second case used the optimal scheduling algorithm, and the third case applied the real-time SOC
management algorithm to the optimal scheduling algorithm. The PSCAD/EMTDC (Manitoba HVDC
Research Centre, Winnipeg, MB, Canada) was used to confirm the SOC changes using Equation (12)
when the ESS performed frequency regulation in a real-time operation. The actual AGC signal data
in the PJM on 5 September 2013 were used to calculate the SOC in real-time. Because the AGC cycle
of the PJM is 2 s, the SOC was calculated every 2 s. For the simulation, the scheduling was set as
described in Section 4. To protect the ESS, the operational SOC range was set between 10% and 90%.
Therefore, the ESS will shut down to protect itself when the SOC exceeds the operational SOC range.
Case 1 is result by maximum capacity bidding plan, case 2 is result by optimal scheduling algorithm
and case 3 is result by optimal scheduling algorithm with real-time SOC management by various
base point. Cases 1 and 2 were compared to evaluate the optimal scheduling algorithm, which was
confirmed by the frequency regulation profit change and increased operation time. In addition, Case 2
was compared with Case 3 to evaluate the real-time SOC management algorithm by changing the base
point. Table 2 shows total case results.
5.1. Case 1
Figure 5 shows the SOC changes when the ESS performed frequency regulation through the
maximum-capacity bidding plan. In a real-time operation, the ESS performs frequency regulation by
charging and discharging in response to an AGC signal. At 1 a.m., the SOC difference between the
real-time operation SOC (55.8%) and maximum-capacity bidding plan (59.8%) was 4% because of the
charging/discharging efficiency. This SOC difference increased consistently when the ESS performed
the frequency regulation in a real-time operation. At 10 a.m., the SOC reached 10%, and the ESS
was shut down. When the ESS performed frequency regulation according to the maximum-capacity
bidding plan, the performance score decreased because the ESS does not perform frequency regulation
when the SOC reaches 10%. According to the decreasing performance score, the frequency regulation
profit decreased from $2773.40 to $911.80.
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Figure 5. SOC of ESS in real-time operation simulation (Case 1—maximum bidding capacity plan).
5.2. Case 2
Figure 6 shows the SOC changes when the ESS performed frequency regulation through the
optimal scheduling algorithm of Section 4. The SOC decreased consistently when the ESS performed
frequency regulation. According to the optimal scheduling algorithm, the base point of the ESS was
set to −0.1 p.u for charging the SOC at 6 a.m. By changing the base point, the ESS recovered the
SOC. Nevertheless, the real-time SOC reached 10% at 1 p.m., and the ESS was shut down. On the
other hand, the simulation result of the optimal scheduling algorithm operated 3 h longer than the
maximum-capacity bidding plan because the optimal scheduling algorithm managed the SOC by
constraint in Equation (10). In the planning step, the maximum-capacity bidding plan earned more
frequency regulation profit than the optimal scheduling algorithm (more than $280.90); however, in the
real-time operation, the optimal scheduling algorithm earned more frequency regulation profit than
the maximum-capacity bidding plan (as much as $194.00) through its scheduling capacity and base
point. This result means that the optimal scheduling algorithm can increase the operation time of the
ESS and earn more frequency regulation profit.
Figure 6. SOC of ESS in real-time operation simulation (Case 2—optimal scheduling algorithm).
5.3. Case 3
Figure 7 presents the SOC changes when the ESS performed frequency regulation through the
optimal scheduling algorithm and real-time SOC management algorithm by various base points. In the
0.05-p.u case, at 3 a.m., the SOC reached 43.7%. Consequently, the bidding schedule of the base point
was changed to −0.05 p.u through the real-time SOC management algorithm after 2 h according to
the PJM market rules until 9 a.m., when the SOC reaches more than 50%. The bidding schedule can
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change 1 h before the operation time according to PJM market rules, thus, the bidding schedule was
changed at 4 a.m. because the bidding schedule of 3 a.m. had already been submitted. Although the
SOC reached more than 50% at 3 p.m., the bidding schedule was not changed until 4 p.m. for the
same reason. Owing to the changed base point, the bidding capacity was also changed to 3.8 MW by
constraint Equation (12). In this case, the ESS maintained recovery time for 16 h because 0.05 p.u was
not enough for SOC recovery. The SOC reached 39.9% when the ESS finished operating. The frequency
regulation earned a profit of $2482.90. In the 0.1-p.u case, the ESS maintained the recovery time for
8 h, and the 0.1-p.u case recovery was more rapid and stable than that of the 0.05-p.u case. The SOC
reached 48.9% in the stable range, and the frequency regulation earned a profit of $2395.80. In the
0.15-p.u case, the ESS recovery was more rapid than that of the 0.1-p.u case; however, the 0.15-p.u
case recovered too much because the SOC reached 81.7% at 5 p.m. The SOC management algorithm
changed the base point to 0.15 p.u, causing the SOC to escape the stable range again. In this case,
the ESS maintained the recovery time for 9 h, and the SOC reached 37.4%. The frequency regulation
earned a profit of $2349. The ESS of Case 3 used the optimal scheduling algorithm and real-time SOC
management algorithm to perform frequency regulation for a day. In contrast, Case 2, which used
only the optimal scheduling algorithm, did not perform for a day. This result shows that when an
ESS performs frequency regulation without an additional SOC management algorithm, the ESS does
not perform for a day, and the proposed SOC management algorithm successfully managed the SOC
of the ESS. Moreover, the base point is a significant factor in this algorithm because the base point
determines the recovery quantity.
Figure 7. SOC of ESS in real-time operation simulation (Case 3—optimal scheduling algorithm with
real-time SOC management).
Table 3 lists simulation results for different day. As shown Table 3, the base point is an
important factor in this algorithm because the base point determines the recovery quantity of the
SOC. Furthermore, for the determination base point, real-time SOC management algorithm should use
accurate forecasting information.
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Table 3. Additional simulation case results.
Optimal Scheduling &
Real-Time SOC Managment Base Point Profit SOC
2013.06.10
0.05 $1254.2 → $211.7 10%
0.1 $1254.2 → $948.4 25.61%
0.15 $1254.2 → $953.6 40.60%
2013.12.2
0.05 $2232.4 → $1857.1 51.42%
0.1 $2232.4 → $1815.1 37.89%
0.15 $2232.4 → $1778.1 42.32%
2014.03.10
0.05 $4024.3 → $3536.8 52.12%
0.1 $4024.3 → $3301.4 65.56%
0.15 $4024.3 → $3475.8 41.21%
6. Conclusions
This study proposed an optimal scheduling algorithm for frequency regulation by an ESS
to ensure the realization of maximum profit within a stable SOC range. The maximum-capacity
bidding plan is the best method for realizing frequency regulation profit, but it does not manage
the SOC. The optimal scheduling algorithm schedules a bidding plan using the PSO method to
realize the maximum frequency regulation profit within a stable SOC range. Although the optimal
scheduling algorithm provides less frequency regulation profit than the maximum-capacity bidding
plan, the former maintains stable operation through SOC management. The proposed algorithm was
evaluated through simulation of three cases by means of the PSCAD/EMTDC tool in a real-time
operation. The simulation results show that the optimal scheduling algorithm increases the duration
of real-time operation and results in higher profits in comparison to the conventional bidding plan
without SOC management. While the conventional maximum-capacity bidding plan provides more
profit than the optimal scheduling algorithm in the planning step, the optimal scheduling algorithm
provides more profit in real-time operations.
This study also proposed a real-time SOC management algorithm. The ESS constantly performs
frequency regulation using this algorithm by which the ESS changes the base point to recover the SOC
in a real-time operation. In the case where the real-time SOC management algorithm was applied in the
PJM regulation market, it effectively recovered the SOC when the base point was changed to 0.1 p.u.
The proposed real-time SOC management algorithm can be applied to various regulation market
environments by changing the base point. This algorithm is expected to promote the participation of
ESSs in various regulation markets.
Future work will deal with the forecasting error. The cases in this study were simulated using
actual operation data, but the ESS uses forecast data during actual operation. Accordingly, the proposed
algorithm should consider ESS potential forecasting error.
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Abstract: With global conventional energy depletion, as well as environmental pollution, utilizing
renewable energy for power supply is the only way for human beings to survive. Currently, distributed
generation incorporated into a distribution network has become the new trend, with the advantages of
controllability, flexibility and tremendous potential. However, the fluctuation of distributed energy
resources (DERs) is still the main concern for accurate deployment. Thus, a battery energy storage
system (BESS) has to be involved to mitigate the bad effects of DERs’ integration. In this paper,
optimal scheduling strategies for BESS operation have been proposed, to assist with consuming the
renewable energy, reduce the active power loss, alleviate the voltage fluctuation and minimize the
electricity cost. Besides, the electric vehicles (EVs) considered as the auxiliary technique are also
introduced to attenuate the DERs’ influence. Moreover, both day-ahead and real-time operation
scheduling strategies were presented under the consideration with the constraints of BESS and the
EVs’ operation, and the optimization was tackled by a fuzzy mathematical method and an improved
particle swarm optimization (IPSO) algorithm. Furthermore, the test system for the proposed strategies
is a real distribution network with renewable energy integration. After simulation, the proposed
scheduling strategies have been verified to be extremely effective for the enhancement of the distribution
network characteristics.
Keywords: battery energy storage system (BESS); electric vehicles (EVs); optimal scheduling
1. Introduction
Renewable energy generation, such as photovoltaic (PV), wind, biomass, etc., integrated into
distribution power systems, expected to be one of the main solutions for clean power supply,
will be considerably developed throughout the world during the next couple of decades.
Currently, many countries have implemented or are in the process of implementing policies to promote
renewable energy in the distribution network. This is because distributed energy resources (DERs) in
the distribution power system could provide a better balance between the increasing electricity demand
and traditional power exportation, reduce the power losses occurring in the feeders during energy
transmission, as well as enhance the controllability of energy deployment, which would be the main
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component of the next generation distribution network framework, namely the active distribution
network, with intelligent monitoring techniques and advanced management measures [1,2].
However, the fluctuation of DERs is still the main concern for large-scale implementation in low
or medium voltage networks. Thus, the energy storage system (ESS) has to be involved to mitigate
the bad effects of the DERs’ integration. Compared to other types of ESS, a battery energy storage
system (BESS) is relatively the most stable, easy to access and control, as an extremely effective way to
cooperate with DERs. [3] Therefore, the operation strategies for BESS have become a research hotspot
from different perspectives.
Actually, many researchers have proposed some optimal strategies to solve the BESS operation
problems, as well as for EVs. In [4], an EV scheduling scheme has been proposed with an uncertain
real-time price, taking the battery degradation into account. For another, a real-time scheduling strategy
for EVs was presented in [5] to increase the voltage margin and tent to minimize the line loss. The two
works above were inclined to solve the EV scheduling problem with different visions, the originality of
which could also be applied in BESS scheduling. In [6], a mathematical model for a BESS scheduling
procedure was proposed to simulate the charging/discharging process, with the objective of minimizing
the line losses; however, only the aspect of the power losses was taken into account. Besides, BESS used
for ramp rate control, frequency droop response, power factor correction, solar time-shifting and output
leveling have been mentioned in [7], focusing on BESS operation to enable solar energy, which tends to
solve BESS scheduling in a transient process. Furthermore, BESS was implemented to deal with power
quality disturbances and to compensate reactive power in [8], as well as the optimal power flow in [9].
It is noted that the distribution network operation usually deals with power scheduling problems in the
steady-state horizon, so in this paper, the BESS scheduling strategies, following the distribution network
operation rules in China, are put forward with intervals of 15 min, which is also apparently a compromise
decision between precision and computation quantity. Besides, Most of the strategies proposed from the
works above were implemented one day ahead, considerably depending on the accuracy of prediction for
renewable energy and power demand. Additionally, the errors from forecasting usually do not account
for the evaluation of model validity, which may affect the applicability of the model when launching in
practice. Therefore, a real-time strategy is the most effective approach for power scheduling.
In this paper, optimal scheduling strategies for BESS operation in both the day-ahead and real-time
scale have been proposed, to minimize the renewable energy curtailment, to reduce active power
loss, to mitigate the voltage fluctuation, as well as to lower the electricity cost. In addition, the EVs
considered as the auxiliary technique are also introduced to attenuate the DERs’ influence. Besides, all
of the scheduling produced by the proposed strategies has considered the constraints of BESS and EVs’
operation, as well as the power flow. Furthermore, the proposed scheduling strategies were simulated
in a real distribution network with renewable energy integration, part of Beijing Jiaotong University
power network, obtaining promising results and verifying the effectiveness of the proposed strategies.
The reminder of this paper is organized as follows: Section 2 describes the relationships
between load variance and power loss, as well as between power deviation and voltage deviation.
Additionally, some simplifications have been utilized. Section 3 formulates the multi-objective
optimization model. Section 4 presents the procedure of the day-ahead and real-time strategy to
solve the optimization problem, as well as the solution of the multi-objective optimization model.
Section 5 introduces our numerical studies and analyzes the results, followed by conclusions in
Section 6.
2. Problem Derivation
In [10], it has been noted that minimizing distribution system losses could be equally considered
as maximizing the load factor and minimizing load variance if the feeder is a single line from the
substation with all loads at the end of the line. Actually, this conclusion could be generalized in a
radial distribution system under some assumptions as follows:
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Assuming that the mean value of each load in the radial distribution power system could keep constant
during normal operation.
The voltage fluctuation of the initial nodes is supposed to be neglected, in consideration of these nodes
usually being connected to the substation.
Besides, the reactive power in the distribution network could be ignored since the power factor
correction facilities take effect.
2.1. Relationship between Load Shaving and Power Loss
The model utilized in this derivation is shown in Figure 1. The active power loss for this single






















where Ploss is the active power loss of the single branch; It shows the current value running in the
corresponding branch at time t; Pt represents the active power of Node 2 at time t; Urate means the
rated voltage in the assigned level; and R is the equivalent resistance value [10].
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where σ2P is the load variance and P is the mean value of the load; T represents the time duration,
which is 24 h in this paper.






















P2 = (P)2 + σ2P (4)
Equation (4) could be plugged into Equation (1); in this way, the relation between Ploss and σ2P is




· (P)2 + R
U2rate
· σ2P (5)
In Equation (5), the active power loss is linear to the load variance in the single branch, if the
deviation of the rated voltage could be neglected.
2.2. Relationship between Load Smoothing and Voltage Deviation
The voltage deviation in Figure 1 could be shown as Equation (6), and the relationship between
real power and voltage magnitude could be easily derived based on Kirchhoff’s theory in Equation (7).
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Then, the combination of Equations (6) and (7) contributed to Equation (8), the relationship between



























In the equations above, V1,t and V2,t represent the voltage magnitude of Nodes 1 and 2 at time t,
respectively. Additionally, P2,t is the real power of Node 2 at time t. When the subscript shows t + Δt
instead of t, it denotes the assigned quantity at time t + Δt.
In Equation (7), assuming constant V1,t, with the consideration that Node 1 is close to the substation,
it presents an inverted-U quadratic function relationship between P2,t and V2,t. Clearly, V2,t is definitely
more than 1/2 V1,t under normal circumstances, which means it would follow the right-half rules of
quadratic function; P2,t would be decreasing synchronously with the increasing of V2,t. Anyway, the
variation absolute values show the same trend. Furthermore, in Equation (8), (V2,t+Δt + V2,t − V1)2 is
apparently positive with the quadratic term; this also suggests the positive correlation relationship
between P2,t and V2,t.
Through the derivation procedure above, the strong positive correlation between load variance and
power losses is shown; likewise, the strong positive correlation between power deviation and voltage
deviation. For the traditional optimization process with a distribution network, the power flow calculation
must be involved with a slow computation speed and week convergence degree. Hence, the tedious
iterative work could be avoided, when load variance and power deviation minimizing, to simplify, are
utilized for power losses and voltage deviation minimizing, respectively.
3. Model Formulation
In a distribution network with DER integration, BESS and EV are introduced for minimizing
the bad side effect from DERs’ access. An optimization framework has been proposed for reducing
renewable energy curtailment, cutting feeder losses, mitigating voltage fluctuation and lowering
electricity expense, considering the constraints of BESS and EV operation. The charging and discharging
power of BESS and the charging period of EV are recognized to be control variables, and the
optimization would be realized under minimizing one or more objective functions while satisfying the
several equality and inequality constraints. Its mathematical model can be established as,
Min f (x)
s.t. g(x) = 0, h(x) ≤ 0 (9)
where f is the objective function to be optimized; g and h are the equality and inequality constraints,
respectively; x is the vector of charging or discharging power or the period selection variable.
The detailed description of the objective functions, equality and inequality constraints are stated
as follows.
3.1. Minimizing Renewable Energy Curtailment
It is widely accepted that, in power system operation, the power generated is always equal
to the power demand in any moment. Assuming that there is no energy storage facility in the
regional distribution network, the extra DERs’ power has to be injected back to the substation or
curtailed, resulting in extra power losses and unfortunate waste of renewable energy, when the
DERs’ generated power is in excess of the power demand. Therefore, the BESS is integrated into the
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regional distribution network with renewable energy integration for minimizing DER curtailment [11],






where PDER−curtail is the DER power curtailment.
3.2. Minimizing Feeder Losses
Minimizing feeder losses is a crucial indicator for power system economic operation and also a
key means for energy conversation [6]. In this paper, reducing feeder losses is also proposed for BESS
scheduling and EV coordinated charging. In terms of the theoretical derivation in Section 2, the load
variance minimization could be used to substitute feeder loss minimization.







where Pload,t is the load power at time t, and Paverage means the average power for the assigned duration.
3.3. Minimizing Voltage Deviation
With DERs integrated into the distribution network, their intermittent and fluctuation
characteristics have aggravated the power and voltage volatility in the distribution power system,
serving as the immediate cause of power quality reduction and electric equipment damage.
Thus, the objective function of minimizing voltage deviation is proposed to mitigate the fluctuation
brought by the DERs’ integration, similarly to the last optimization target, which is formulated by the
power deviation in Equation (12).




(Pload,t+1 − Pload,t)2 (12)
3.4. Minimizing Electricity Cost
Besides the power demand of the regular load, the charging cost of BESS and EV also contribute
to electricity bills. On the contrary, the discharging power of BESS and the injected power of DERs
facilitate reducing the utility expense. As a consequence, through the optimal scheduling of BESS





ct · Pt (13)
where Cbill is the overall electricity cost in the distribution network with duration T, and ct means the
time of use (TOU) electricity price at time t.
3.5. Constraints of BESS Operation
For the optimal scheduling strategy of BESS, the constraints of BESS are presented as the
charging/discharging power limitation, the energy capacity restriction and the charging/discharging
balance requirement.
The constraint of charging/discharging power of BESS refers to the upper/lower power limitation
during the BESS charging/discharging process; this means that the charging/discharging process
should be within the allowance boundaries, as Equation (14) shows,
− Pmax ≤ Pstorage,t ≤ Pmax (14)
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where Pstorage,t represents the charging/discharging power of BESS at time t, and −Pmax and Pmax
signify the upper and lower boundaries of BESS power, respectively.
The constraint of the energy capacity of BESS stands for the upper/lower energy limitation
during BESS operation, to guarantee the capability for emergency incidents. In this work, the energy
boundaries of BESS are from 10% to 90% of the energy capacity.





In Equations (15) and (16), Estorage,t and Estorage,max are the state of energy at time t and the
designed energy capacity for BESS, respectively. Moreover, Estorage,0 indicates the initial energy state
of BESS.
The constraint of the charging/discharging balance of BESS means that the charging energy is








∣∣∣∣ ≤ ε (17)
In Equation (17), ta, tb denote the charging region and, similarly, tc, td the discharging region.
Besides, Pch, Pdis represent the charging and discharging power, respectively. Additionally, ε stands for
the permissible error of the charging/discharging balance.
It is to note that, since the BESS optimal scheduling strategy would be used in the duration of 24
h, the degradation of batteries is not considered in this paper. For long time operation, the boundaries
of power and energy limitation should be reset for specified condition.
3.6. Constraints of EVs’ Operation
As an auxiliary technique, the coordinated charging strategy of EVs has been used to assist the
BESS scheduling, and the constraints of EVs are presented as the constraints of the charging period
and the charging pattern.
The constraint of the EV charging period refers to that the charging period selection, which should
meet the transport demands of EV users. In this paper, this means the start charging moment should
be restricted as Equation (18) shows,
Tarrive,i ≤ Tstart,i ≤ Tleave,i − Tc,i (18)
Tc,i = (1 − SOCarrive,i) · Tf ull (19)
In Equations (18) and (19), Tarrive,i, Tstart,i and Tleave,i are the arriving, start charging and leaving
moment for EVi, and Tc,i represents the charging duration for EVi. Furthermore, the expression of
Tc,i in Equation (19) has been given, where SOCarrive,i means the state of charge (SOC) condition of
EVi when arriving at the charging spot, and Tfull stands for the full charging duration for the assigned
EV model.
The constraint of the charging pattern means the constant-current constant-voltage (CC-CV) mode
for individual EV charging [12–14].
3.7. Other Constraints
In this paper, the constraints of the balance between power demand and supply and the voltage
upper/lower limits are also considered in the optimization procedure.
Besides, the reverse-flow control is also introduced as Equation (20) illustrates, to eliminate the
unnecessary power losses.
Pload,t ≥ PDG,t + Pstorage,t (20)
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where PDG,t means the sum of the DERs’ generation at time t.
4. Solution Technique
To tackle the optimization model proposed in Section 3, day-ahead and real-time scheduling
strategies have been presented, respectively. The day-ahead strategy tends to settle the optimization
problem one day ahead, which means obtaining the next day BESS operation profile globally and
precisely. Alternatively, the real-time scheduling strategy is to solve it with interval updating, to avoid
the related effect of regular load and DER forecasting errors.
Both of the strategies are suitable for BESS scheduling and EVs’ coordinated charging.
In terms of the positive performance of the optimization solution in [15], both of the multi-objective
optimization problems derived from the two strategies above could be tackled by fuzzification
multi-objective optimization and an improved particle swarm optimization (IPSO) algorithm.
More specifically, the detailed description is illustrated as follows.
4.1. Day-Ahead Strategy
For the day-ahead strategy, DERs, EVs and regular load forecasting should be predicted before
this procedure. The BESS scheduling profile of the next day with certain precise time, 15 min in this
work, could be optimized, incorporated with minimizing the DERs’ curtailment, load variance, load
deviation and electricity cost, to be the objective. The detailed procedure flow is demonstrated below
and in Figure 2a.
Step
1:
According to the forecasting results of the regular load, DERs and EVs, the corresponding 96-point
profiles could be set for subsequent optimizing with a 15-min interval.
Step
2:
In the day-ahead strategy, the variables for BESS optimizing were Pstorage = [P1, P2, . . . , P96],
and the variables for EVs’ coordinated charging were Tstart = [T1, T2, . . . , T96]. For better
performance, the initial BESS variables would be set as a zero vector, and the initial EVs’ variables
would be set as the forecasting vector.
Step
3:
The multi-optimization procedure and intelligent algorithm were implemented as in Sections 4.3
and 4.4.
Figure 2. (a) Day-ahead strategy flow chart; (b) real-time strategy flow chart.
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4.2. Real-Time Strategy
In this section, a real-time strategy was proposed to solve the optimization problem, as well as to
handle the dependency for forecasting errors. Both the forecasting data and real time capture data
have been combined for optimizing globally and meeting the requirements of BESS or EVs’ operation.
The real-time optimizing framework is illustrated in Figure 3. In every 15 min, the optimization
procedure was performed once to get the optimal operation value for the current point. Additionally, the
real-time data have been used for the duration from the beginning to the current point, as the orange
lines show in Figure 3, and the forecasting data have been used for the duration from the current
point to the end of the day, as the blue lines show in Figure 3. Besides being comparable to the
day-ahead strategy, another reason to have optimization in a one-day scale is to ensure the charging and
discharging balance for BESS operation. Then, the detailed procedure is shown below and in Figure 2b.
Step
1:
According to the forecasting results of the regular load, DERs and EVs, the corresponding 96-point
profiles could be prepared for subsequent optimizing with a 15-min interval.
Step
2:
The initialization: At time t = 1 (t =1, 2, . . . , 96), the real-time data of the DERs, EVs and regular
load at current time t = 1 replaced the forecasting data at time t = 1, and the new load profile
would be used for optimization. Afterwards, the BESS or EVs’ 96-point operation results could be
obtained. Only the optimal value at time t = 1 was picked to be the operation value for time t = 1.
Step
3:
Go to the next moment t = t + 1;
Step
4:
To make the load profile at time t, the real-time data from the beginning to time t have been used
to replace the corresponding period of forecasting data. At the same time, the variables for BESS
are Pstorage = [Pt, Pt+1, . . . , P96], 96-t + 1variables in all, and similarly, the variables for EVs are
Tstart = [Tt, Tt+1, . . . , T96].
Step
5:




Go back to Step 3, until completing the circle of 96 points.
Figure 3. Framework of real-time optimizing.
4.3. Fuzzy Multi-Objective Optimization
In this paper, the optimization problem is actually a multi-objective optimization problem.
The fuzzy mathematics method, with the membership function, has been utilized to perform the
objective function fuzzification to transfer the multi-objective optimization to a single-objective
issue [15,16].
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For objectively considering the weight of each optimization objective, the linear membership




0 fi(x) ≤ cimin
fi(x)−cimin
cimax−cimin cimin < fi(x) < cimax
1 fi(x) ≥ cimax
i = 1, 2, 3, 4
(21)
where fi(x) is the i-th objective function of the fuzzy multi-objective problem; μi(x) is the membership
function of fi(x); m is the number of objective functions; cimin, cimax are the upper and lower limit
values of fi(x), respectively; cimin is the optimal value obtained by the single-objective function;
and cimax is initial value of each objective function. Besides, the curves of the membership function by





Figure 4. Membership function of the sub-objective.
After the fuzzification, the sub-objectives also need to be integrated. In this work, minimizing the
maximum of sub-objectives has been applied as shown in Equation (22),
f itness = max(μ1,μ2,μ3,μ4) (22)
where fitness means the integrated fitness for multi-objective optimization.
4.4. IPSO Algorithm
The optimization model proposed above is considered as a complex multi-constraint,
nonlinear optimization problem. Compared to classical algorithms, such as linear programming,
quadratic programming, the gradient descending method and other numerical algorithms, the heuristic
algorithms are novel algorithms for solving the optimization problem and much easier to implement and
extend, such as the genetic algorithms (GA), particle swarm optimization (PSO), differential evolution
(DE), artificial immune algorithm and artificial bee colony (ABC) algorithm.
The PSO algorithm possesses superior performance in its implementation and a good trade-off
between exploration and exploitation ability, with a simple structure, a simple parameter setting and a
fast convergence speed. It has been widely applied in function optimization, mathematical modelling,
system control and some other areas [17–19].
In basic PSO algorithms, ω, c1 and c2 are fixed values. For the search accuracy and search speed,
in this paper, the improved inertia weight is shown in Equation (25). The algorithm may adjust ω
dynamically via Equation (25), so that it can optimize dynamically by taking both global search and
local search into account during changing The improved PSO is shown as follows:
vk+1id = ω(k)v
k
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ω(k) = ωstart − (ωstart −ωend)( kK )
2
(25)
where ωstart and ωend represent the initial value and the final value of ω, respectively; K is the
maximum number of evolutionary generations; k is the current number of evolutionary generations.
5. Case Study
5.1. The Case Setting
For the project requirement, all of the simulation cases in this paper are carried out based on the
framework of the campus distribution network and corresponding regular loads, as Figure 5a shows.
Furthermore, PV, EVs and BESS are integrated into the network in some cases, of which there are a
300-kWp PV, 100 EVs and a 150-kWh BESS. The details of the case setting are descripted in Table 1.
Additionally, the profiles of regular load forecasting, EV load estimation, PV forecasting and the total
load prediction of this framework are shown in Figure 5b.
Figure 5. (a) The simulation case setting; (b) The simulation case data.
Table 1. The simulation cases’ settings.
Category Settings Optimization scheme
Case 1 Loads No optimization
Case 2 Loads, PV and uncoordinatedcharging EVs No optimization
Case 3 Loads, PV, BESS anduncoordinated charging EVs Day-ahead optimization
Case 4 Loads, PV, BESS anduncoordinated charging EVs Real-time optimization
Case 5 Loads, PV, BESS and coordinatedcharging EVs Day-ahead optimization
Case 6 Loads, PV, BESS and coordinatedcharging EVs Real-time optimization
During the IPSO optimizing, c1, c2 = 1.49, ωstart = 0.9, ωend = 0.4, and the velocity step is 1 kW for
BESS optimizing and 15 min for the EVs’ coordinated charging.
Besides, the charging/discharging power limitation of BESS is 50 kW; the initial energy state is
75 kWh. Additionally, the arriving time distribution and the arriving SOC distribution of EVs are
demonstrated in Figure 6a,b, respectively. Furthermore, the difference between real-time operation
data and the forecasting data for the regular load, PV and arriving time of EVs are also given in
Figure 6c,d and Figure 7.
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Figure 6. (a) EVs’ arriving time distribution; (b) EVs’ arriving SOC distribution; (c) real and forecasting
data of the regular load; (d) real and forecasting data of PV.

























Figure 7. Forecasting and real data of the EVs’ arriving time.
In the simulation, there are six cases in all. The simulation case settings and the optimal schemes
used are shown in Table 1.
5.2. The Optimizing Results
5.2.1. BESS Optimizing without EVs’ Auxiliary
Based on the optimization model and the strategy above, first of all, the BESS day-ahead and
real-time optimization without EVs’ auxiliary has been performed. The calculation results are shown
in Table 2. It can be noticed that, in this work, due to the original case configuration, Objective 1,
minimizing the DERs’ curtailment, is zero in all cases.
Table 2. Index comparison of BESS optimizing.
Case 1 Case 2 Case 3 Case4
Objective 1 0.00 0.00 0.00 0.00
Objective 2 30,484 32,478 28,830 27,830
Objective 3 120,300 233,010 112,500 178,290
Objective 4 13,613 12,927 12,767 11,707
Ploss (MW) 0.8661 0.8551 0.8526 0.8206
Vdev (10−5 kV2) 6.18 11.2 5.59 8.49
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In Table 2, it is clear that Objective 2 and 3’s values in Case 2 are higher than that in Case 1,
which means that the integration of PV and EVs brings about the load variance increase, with the
power deviation increasing. Besides, both the day-ahead strategy and real-time strategy are effective
for all of the objectives, except for zero DER curtailment, which already achieved the minimum.
Comparing between the day-ahead and real-time strategy for BESS optimization without EVs’ auxiliary,
these two strategies displayed different advantages; the real-time strategy shows better performance
in load variance, feeder losses and utility cost control, and the day-ahead strategy shows better
effectiveness in the power deviation and voltage deviation control.
The load profiles of before and after BESS day-ahead and real-time optimizing are displayed
in Figure 8a,b, respectively. Additionally, the BESS operation power profiles and energy profile for
day-ahead and real-time are shown in Figure 8c,d, respectively. It expresses the distinct optimization
tracks of day-ahead and real-time optimization.
















































Day-ahead BESS Power Profile
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Day-ahead BESS Energy Profile
Real-time BESS Energy Profile
Figure 8. (a) Load profiles of before and after BESS day-ahead optimizing (without EVs); (b) load
profiles of before and after BESS real-time optimizing (without EVs); (c) BESS operation power profiles
of day-ahead and real-time (without EVs); (d) BESS operation energy profiles of day-ahead and
real-time (without EVs).
5.2.2. BESS Optimizing with EVs’ Auxiliary
Then, the BESS with EVs’ auxiliary day-ahead and real-time optimization has been implemented.
The calculation results are shown in Table 3.
Table 3. Index comparison of BESS and EV optimizing.
Case 1 Case 2 Case 5 Case6
Objective 1 0.00 0.00 0.00 0.00
Objective 2 30,484 32,478 29,696 17,465
Objective 3 120,300 233,010 141,050 165,490
Objective 4 13,613 12,927 12,805 10,152
Ploss (MW) 0.8661 0.8551 0.8522 0.8156
Vdev (10−5 kV2) 6.18 11.2 3.36 7.52
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In Table 3, it is obvious that both the day-ahead strategy and real-time strategy for BESS
and EV combined optimization are effective for all of the objectives, regardless of Objective 1.
Compared between the day-ahead and real-time strategy for combined optimization, these two
strategies also show distinct superiority, the same as BESS optimization without EVs’ auxiliary;
the real-time strategy shows better performance in load variance, feeder losses and utility cost control,
and the day-ahead strategy shows better effectiveness in power deviation and voltage deviation control.
The load profiles of before and after combined day-ahead and real-time optimizing are displayed
in Figure 9a,b, respectively. Additionally, the BESS operation power profiles and energy profile for
day-ahead and real-time are shown in Figure 9c,d, respectively. It expresses the distinct optimization
tracks of day-ahead and real-time optimization. Besides, in Figure 10, the EVs’ profiles of forecasting,
day-ahead and real-time optimization are presented.
In the BESS without and with EVs’ auxiliary optimization above, the results illustrated that both
of the optimizing scheduling strategies took effect for individual objective and integrated fitness.
Moreover, it is also clear that, under the same BESS configuration, strategies with EVs’ coordinated
charging show significant enhancement for all of the optimization targets. From another perspective,
the day-ahead and real-time optimization, no matter if for BESS only or the BESS and EV combination,
the optimization routes are totally different, resulting in various profiles of power and energy tendency.
In our view, both strategies show significant effectiveness, and the main distinction is to be applied
for different requirements. The day-ahead strategy turns out to be used in the scheduling focusing
on the global optimization without bidirectional communication, especially the situation with a high
accuracy of profile prediction. Additionally, the real-time strategy is suitable to handle the modest
accuracy degree of forecasting and to update the scheduling on the basis of two-way communication.
It should be noted that the BESS did not show the load-shaving effect in the cases above; this is
because the BESS power and energy constraints would not allow this and which has been formerly
set. Moreover, the main objective of BESS is to alleviate the fluctuation of DERs, which has been
considerably verified in this work.
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Day-ahead BESS Energy Profile
Real-time BESS Energy Profile
Figure 9. (a) Load profiles of before and after combined day-ahead optimizing (with EVs); (b) load
profiles of before and after combined real-time optimizing (with EVs); (c) BESS operation power profiles
of day-ahead and real-time (with EVs); (d) BESS operation energy profiles of day-ahead and real-time
(with EVs).
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Figure 10. EVs’ load profiles of forecasting, day-ahead and real-time optimization.
6. Conclusions
In this paper, the scheduling framework for BESS operation with EVs’ auxiliary in a distribution
network with renewable energy integration has been proposed, to reduce the renewable energy
curtailment, decrease the power losses, mitigate voltage deviation and lower the electricity expense.
Moreover, the model also takes into account the BESS operation constraints and EVs’ charging
limitation. To tackle the scheduling problem, two optimization processes are presented, the day-ahead
strategy and the real-time strategy, to be incorporated into the framework, separately. To handle the
multi-objective formulation, a fuzzy mathematical method has been launched to turn multi-objective
optimization into a single-objective issue; from another aspect, the IPSO algorithm has been
implemented to obtain the optimal scheduling results.
Through the simulation results of six cases, it could be concluded that the proposed BESS
scheduling and EVs’ coordinated charging scheme are effective for the assigned distribution network,
and both theday-ahead and real-time strategy procedures show significant performances. Additionally,
from our perspective, the mode of the real-time strategy for BESS scheduling with EVs’ auxiliary is
recommended for the cases with confined load forecasting accuracy, as well as with EVs’ access.
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Abstract: The future uptake of electric vehicles (EV) in low-voltage distribution networks can cause
increased voltage violations and thermal overloading of network assets, especially in networks with
limited headroom at times of high or peak demand. To address this problem, this paper proposes
a distributed battery energy storage solution, controlled using an additive increase multiplicative
decrease (AIMD) algorithm. The improved algorithm (AIMD+) uses local bus voltage measurements
and a reference voltage threshold to determine the additive increase parameter and to control the
charging, as well as discharging rate of the battery. The used voltage threshold is dependent on
the network topology and is calculated using power flow analysis tools, with peak demand equally
allocated amongst all loads. Simulations were performed on the IEEE LV European Test feeder and a
number of real U.K. suburban power distribution network models, together with European demand
data and a realistic electric vehicle charging model. The performance of the standard AIMD algorithm
with a fixed voltage threshold and the proposed AIMD+ algorithm with the reference voltage profile
are compared. Results show that, compared to the standard AIMD case, the proposed AIMD+
algorithm further improves the network’s voltage profiles, reduces thermal overload occurrences and
ensures a more equal battery utilisation.
Keywords: battery storage; distributed control; electric vehicles; additive increase multiplicative
decrease (AIMD); voltage control; smart grid
1. Introduction
The adoption of electric vehicles (EV) is seen as a potential solution to the decarbonisation of
future transport networks, offsetting emissions from conventional internal combustion engine vehicles.
The current rate of EV uptake is anticipated to increase with improved driving range, reduced cost of
purchase and greater emphasis on leading an environmentally-friendly lifestyle [1]. It is predicted
that by 2030, there will be three million plug-in hybrid electric vehicles (PHEV) and EVs sold in Great
Britain and Northern Ireland [2], and it is expected that by 2020, every tenth car in the United Kingdom
will be electrically powered [3]. It is anticipated that the majority of PHEV/EV will be charged at home,
putting additional stress on the existing local low voltage distribution network, which must then cater
for the increased demand in energy [4,5]. Uncontrolled charging of multiple PHEV/EV can raise the
daily peak power demand, which leads to: increased transmission line losses, higher voltage drops,
equipment overload, damage and failure [6–9]. Accommodating the increased demand and mitigation
of such failures is a major area of research interest, with the focus mainly placed on the coordinating
and support of home charging.
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Demand Side Management (DSM) strategies for Distributed Energy Resources (DER), aim to
alleviate the impacts of PHEV/EV home-charging and are a favoured solution. Mohsenian-Rad et al.
in [10] developed a distributed DSM algorithm that implicitly controls the operation of loads, based on
game theory and the network operator’s ability to dynamically adjust energy prices. Focusing on
financial incentive-driven DSM strategies, in [11], a Time-Of-Use (TOU) tariff and real-time load
management strategy was proposed, where disruptive charging is avoided by allocating higher prices
to times of peak demand. Financial incentives have also become a drive towards optimising the
operation of Battery Energy Storage Solutions (BESS) and Distributed Generation (DG) when including
PHEV/EV into the problem formulation [12].
Research focused on grid support has been driven by the need to deliver long-term savings and
to avoid the immediate costs and disruption of network reinforcements and upgrades. This area of
research proposes the implementation of alternative solutions to support the adoption of low carbon
technologies, such as EVs, heat pumps and the electrification of consumer products. To reduce the
resulting increased peak demand, Mohsenian-Rad et al. developed an approach of direct interaction
between grid and consumer to achieve valley-filling, by means of dynamic game theory [10]. In [13],
a Multi-Agent System (MAS) was used to manage flexible loads for the minimisation of cost in a
dynamic game. The use of aggregators has been proposed to allow the participation of a number of
small providers to participate in network support, such as grid frequency response [14–16]. Yet without
the availability of power demand forecasts, real-time control needs to be implemented.
Real-time DSM can either be implemented in a centralised or distributed control approach.
In the former, a central controller relays control signals to its aggregated DERs, whereas the latter
allows each DER to control itself. A common form of controlling DERs in this mode of operation is
set-point control [17]. Using set-point control on multiple identically-configured DERs would yield
optimal operation conditions if each DER’s control parameters (e.g., bus voltage) were shared. In a
system without sharing network information, DER control algorithms have to be improved to prevent,
for example, devices located furthest from the substation from being used more frequently than others.
This paper therefore presents an individualised BESS control algorithm that lets distributed
batteries respond to fluctuations in real-time local bus voltage readings. The proposed algorithm is
based on the robust Additive Increase Multiplicative Decrease (AIMD) type algorithm, yet implements
a set-point adjustment based on the location of the controlled BESS. It will be shown how these
home-connected batteries can mitigate the impact of additional loads (i.e., EV uptake), whilst assuring
that all BESS are cycled equally.
The key contribution of this work can be summarised as a novel distributed battery storage
algorithm for mitigating the negative impact of dynamic load uptake on the low-voltage network.
This algorithm uses an individualised set-point control to regulate bi-directional battery power
flow and, for convergence, extends the traditional AIMD algorithm. As a result, the developed
battery control method reduces voltage deviation, over-currents and the inequality of battery usage.
Reducing this usage inequality leads to a homogeneous usage of all of the distributed batteries
and, hence, prevents unequal degradation rates and unfair device utilisation.
The remainder of this paper is organised as follows: Section 2 gives some background to related
work on AIMD algorithms on which this research is based. Section 3 outlines the EV, network and
storage models used in the research. Additionally, it explains the assumptions that accommodate
and justify these models. Section 4 elaborates on the proposed AIMD control algorithm (AIMD+).
Next, Section 5 details the implementation and scenarios used for a set of test cases. For later
comparison, this section also outlines a set of comparison metrics. Section 6 presents and discusses the
results, followed by the conclusion in Section 7.
2. Related Work
Existing literature addresses the usage of energy storage units in low-voltage distribution
networks to assure voltage security [18–22]. An approach used by, e.g., Mokhtari et al. in [21]
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relies on bus voltage and network load measurements to prevent system overloads. Yet, these kinds of
storage control systems do require communication infrastructures to relay the network information and
control instructions. This requirement has also been addressed in the comprehensive review on storage
allocation and application methods by Hatziargyriou et al. [23]. In the presented work, a control
algorithm is proposed that removes the need for such an inter-BESS communication, since it only uses
local voltage measurements to infer the network operation. Yet, to prevent conflicting device behaviour,
the underlying coordination mechanism is of particular importance. Assuring convergence, the AIMD
algorithm is perfectly suited for such coordinated control.
Originally, AIMD algorithms were applied to congestion management in communications
networks using the TCP protocol [24], to maximise utilisation while ensuring a fair allocation of
data throughput amongst a number of competing users [25]. AIMD-type algorithms have previously
been applied to power sharing scenarios in low voltage distribution networks, where the limited
resource is the availability of power from the substation’s transformer.
For instance, such an algorithm was first proposed for EV charging by Stüdli et al. [26], requiring a
one-way communications infrastructure to broadcast a “capacity event” [27,28]. Later, their work was
further developed to include vehicle-to-grid applications with reactive power support [29]. The battery
control algorithm proposed in this paper builds upon the algorithm used by Mareels et al. [30],
where EV charging was organised by including bidirectional power flow and the use of a reference
voltage profile derived from network models. Similar to the work by Xia et al. [31], who utilised
local voltage measurements to adjust the charging rate, only voltage measurements at the batteries’
connection sites were used in this work to control the batteries’ operations.
Previous research is therefore extended by the work presented here, as previous work has only
utilised common set-point thresholds for controlling each of the DERs. The approach proposed
in this paper ensures that unavoidable voltage drops along the feeder do not skew the control
decisions, and voltage oscillations caused by demand variation are taken into control considerations.
In contrast to previous work, where substation monitoring was used to inform control units of the
transformer’s present operational capacity, the proposed AIMD+ algorithm does not require this
information and, hence, does not require such an extensive communications infrastructure.
3. System Modelling
In this section, the underlying assumptions to validate the research are addressed. Next, a model to
describe EV charging behaviour is explained. This is followed by a model of the BESS. Finally, the network
models used to simulate the power distribution networks are explained.
3.1. Assumptions
For this work, several underlying assumption were made to obtain the models:
1. The uptake of EVs is assumed to increase and, hence, to have a significant impact on the normal
operation of the low voltage distribution network. This assumption is based on a well-established
prediction that the majority of EV charging will take place at home [32].
2. The transition from internal combustion engine-powered vehicles to EVs is assumed to not impact
the users’ driving behaviour. Similar to [33], this assumption allows the utilisation of recent
vehicle mobility data [34] to generate leaving, driving and arriving probabilities, from which the
EV charging demand can be determined.
3. The transition to low carbon technologies will increase the variability of electricity demand,
and therefore, grid-supporting devices, such as BESS, are anticipated to play a more important
role [35]. Hence, alongside a high uptake of EVs, an increased adoption of distributed BESS
devices is assumed.
4. It is assumed that BESS solutions, or more specifically battery energy storage solutions, start the
simulations at 50% SOC and are not 100% efficient at storing and releasing electrical energy,
as in [36]. Additionally, its utilisation will degrade the energy storage capability and performance
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over time, as shown in [37]. Therefore, the requirements for equal and fair storage usage is of
high importance.
5. It is assumed that the load profiles provided by the IEEE Power and Energy Society (PES) are
sufficient as base load profiles for all simulations.
3.2. Electric Vehicle Charging Behaviour
From publicly-available car mobility data [33,34] an empirical model was developed to capture
the underlying driving behaviour. The raw data, nr(t), represents the probabilities of starting a trip












where t = [0, 24] (1)
were used to represent vehicles leaving in the morning, n̂m(t), lunch time, n̂l(t), and in
the evening, n̂e(t). The aggregate probability of these three functions was optimised using a
Generalised Reduced Gradient (GRG) algorithm to fit the original data. In order to represent a
symmetric commuting behaviour, i.e., vehicles departing in the morning and returning during the




[n̂m(t) + n̂l(t)− n̂e(t)] dt (2)
The resulting parameters from the GRG fitting of the three distribution functions are tabulated
in Table 1. Additionally, the resulting departure probabilities, as well as the reference data nr(t) are
shown in Figure 1.
Table 1. Parameters for normal distributions.
Equation n̂x(t) μx (Mean) σx (SD) βx (Weight)
n̂m(t) 0.3049 0.0488 0.00206
n̂l(t) 0.4666 0.0829 0.00314
n̂e(t) 0.7042 0.0970 0.00521
Figure 1. The probability of starting a trip at a particular time during a weekday, extrapolated into
three normal distributions (RMS error: 9.482%).
Statistical data capturing the probability distribution of a trip being of a certain distance were
also extracted from the dataset. This was done for both the weekdays wwd(d) and weekends wwe(d).
The Weibull function was chosen to be fitted against the extracted probability distributions and is
defined as:
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if d ≥ 0
0 if d < 0
(3)
Performing the curve fitting using the GRG optimisation algorithm, a weekday trip
distance distribution, ŵwd(d), and a weekend trip distribution, ŵwe(d), could be estimated.
The computed function parameters for these two estimated distribution functions are tabulated
in Table 2. Their resulting probability distributions are plotted for comparison against the real data,
wwd(d) and wwe(d), in Figure 2.
Table 2. Parameters for Weibull distributions.
Equation ŵx(d) γx (Scale) kx (Shape)
ŵwd(t) 15.462 0.6182
ŵwe(t) 38.406 0.4653
Figure 2. The probability of a trip being of a particular distance during a weekday, extrapolated into a
Weibull distribution (RMS error: 3.791%).
In addition to these probabilities, an average driving speed of 56 kmh (35 mph) and an average
driving energy efficiency of 0.1305 kWh/kmh (0.21 kWh/mph) are taken from [38]. Using the predicted
driving distance and average driving speed with the driving energy efficiency, it is possible to estimate
an EV’s energy demand upon arrival. Starting to charge from this arrival time until the energy
demand has been met allows the generation of an estimated charging profile of a single EV. To do this,
a maximum charging power of the U.K.’s average household circuit rating (i.e., 7.4 kW) and an
immediate disconnection of the EV upon charge completion were assumed [39].
Generating several of those charging profiles and aggregating them produces an estimated
charging demand for an entire fleet of EVs. To provide an example, charge demand profiles for 50 EVs
were generated, aggregated and plotted in Figure 3. This plot shows the expected magnitude and
variability in energy demand that is required to charge several EVs at consumers’ homes based on the
vehicles’ daily usage.
This model’s EV charging behaviour has been implemented to reflect EV demand if applied today
without widespread smart charging infrastructure. It does therefore reflect the worst case scenario.
Future smart-charging schemes would mitigate the currently present collective EV charging spike,
yet the implementation and validation of available smart-charging schemes lies beyond the scope of
this paper. This model’s data were used to feed additional demand into the power network models,
which are outlined in the next section.
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Figure 3. Excerpt from the aggregated 50 EVs; charging powers that were each generated from the
empirical models.
3.3. Battery Modelling
For this work, a well-established model that has been used in previous publications by this
research group was used [36,40,41]. This model consists of a battery with a self-discharge loss that is
dependent on the current battery’s State Of Charge (SOC) and an energy conversion loss to represent
the energy lost when charging or discharging this battery. A complete list of all notations that are used
for this battery model is included in Table 3.
Table 3. Table of the notation used in this section.
Parameter Description
ine Pbat(t) Battery power at time t
SOC(t) Battery state of charge at time t
δSOC(t) Change in SOC during time period τ
μ Self-discharge loss factor
η Energy conversion efficiency
SOCmin Minimum rated SOC for limited battery operation
SOCmax Maximum rated SOC for limited battery operation
C Battery capacity
Pmax Power rating of battery
When an ideal battery charges or discharges, the change in SOC is related by the
battery power, Pbat. When sampling battery operation at a regular period, τ, then the energy transferred





= SOC(t)− SOC(t − τ) (4)
The self-discharge loss is added to this ideal battery model to represent the continual loss of
energy in the battery typical of chemical energy storage. This self-discharge loss, δSOC,sel f -discharge,
is proportional to the current SOC and is determined using the self-discharge loss factor, μ:
δSOC,sel f -discharge(t) := μSOC(t) (5)
Additionally, to represent the losses in the power electronics and energy conversion process,
an energy conversion loss, δSOC,conversion, is defined. This loss is proportional to the rate at which the
battery’s SOC changes, by using the energy conversion efficiency, η̂ as follows:
δSOC,conversion(t) := η̂δSOC(t) (6)
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Here, the conversion losses in the power electronics are reflected as an asymmetric efficiency,
which depends on the direction of the flow of energy. This is done by charging the battery at
a lower power when consuming energy and discharging it more quickly when releasing energy.
Mathematically, this can be represented as:
η̂ =
{
η if δSOC(t) ≥ 0
1
η if δSOC(t) < 0
(7)
When substituting the self-discharge loss and conversion losses, respectively δSOC,sel f -discharge
and δSOC,conversion, into the SOC evolution equation, the full battery model can be summarised
as follows:
SOC(t) : = δSOC(t − τ)− δSOC,sel f -discharge(t − τ)− δSOC,conversion(t)
= (1 − μ)δSOC(t − τ)− η̂δSOC(t)
(8)
In addition, both the SOC and the Pbat are constrained due to the device’s maximum and
minimum energy storage capabilities, respectively SOCmax and SOCmin, and maximum charge and
discharge rate, Pmax. These limitations are captured in Equations (9) and (10), respectively.
SOCmin ≤ SOC(t) ≤ SOCmax (9)
|Pbat(t)| ≤ Pmax (10)
3.4. Network Models
To simulate the low-voltage energy distribution networks, the Open Distribution System
Simulator (OpenDSS) developed by the Electronic Power Research Institute (EPRI) was used. It requires
element-based network models, including line, load and transformer information, and generates
realistic power flow results.
(a) (b)
Figure 4. Sample Open Distribution System Simulator (OpenDSS) power flow plots of the used power
networks. Consumers are indicated as red crosses and 11/0.416-kV substations are marked with a green
square. (a) IEEE Power and Energy Society (PES) EU Low Voltage Test Feeder plot; (b) Scottish and
Southern Energy Power Distribution (SSE-PD) Common Information Model (CIM) (UK) feeder plot.
Simulations were conducted using the IEEE’s European Low Voltage Test Feeder [42]
and six detailed U.K. feeder models, that are based on real power distribution networks and provided
by Scottish and Southern Energy Power Distribution (SSE-PD). The SSE-PD circuit models were
provided as Common Information Models (CIM) during the collaboration on the New Thames Valley
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Vision Project Project (NTVV) [43]. An example of the IEEE EU LV Test feeder and a U.K. feeder
provided by SSE-PD are shown in Figure 4a,b, respectively. A summary of these model’s parameters is
given in the Table 4.





Network number 1 1 2 1 3 4 5 6 7
Number of customers 55 56 53 91 59 88 37
Median load per customer (VA) 227 227 231 241 224 237 237
Maximum load per customer (kVA) 16.8 16.8 16.8 19.5 16.8 19.5 16.8
Customer connection Single-phase Single-phase
Median substation load (kVA) 24.4 24.9 23.9 41.9 25.6 38.9 16.3
Maximum load per customer (kVA) 72.6 72.7 72.2 92.9 73.5 89.6 60.5
Feeder line model Three-phase Three-phaseimplicit-neutral explicit-neutral
1 These networks are shown in Figure 4.
Throughout this paper, all excerpt and time series results were extracted from experiments with
the IEEE EU LV Test feeder (i.e., Network No. 1). All concluding results are based on an aggregation
of all networks to include network diversity in the analysis.
The model-derived EV data and IEEE EU LV Test feeder consumer demand profiles were used in
all simulations. The resultant demand profiles represent the total daily electricity demand of households
with EVs. These profiles were sampled at τ = 1 min. The OpenDSS simulation environment was
controlled using MATLAB, achieved through OpenDSS’s Common Object Model (COM) interface and
accessible using Microsoft’s ActiveX server bridge.
4. Storage Control
In this section, the control of the energy storage system is explained. Firstly, the additive
increase multiplicative decrease algorithm is presented, and its decision mechanism is explained
in full. Then, the voltage referencing, used for AIMD+, is outlined.
4.1. Additive Increase Multiplicative Decrease
The proposed distributed battery storage control is shown in Algorithm 1. The parameter
α denotes the size of the power’s additive increase step, and β denotes the size of the multiplicative
decrease step. It is worth mentioning that α linearly increases and β exponentially decreases,
both charging and discharging powers, where discharging power is represented as a negative
power flow, i.e., energy released by the battery. The constants Vmax and Vthr are the maximum
historic voltage value and the set-point threshold used to regulate the total demand. In the case
when the total demand is too high, the local voltages will fall below Vthr, and the batteries reduce
their charging power and start discharging. This behaviour reduces total demand on the feeder.
At simulation start, Vmax is set to the nominal voltage of the substation transformer, i.e., 240 V, and Vthr
is set to a fraction of Vmax, which was found by solving a balanced power flow analysis. The variable
V(t) is the battery’s local bus voltage, and Pmax denotes the maximum charging/discharging power
of the battery. The charging and discharging power of the batteries is increased in proportion to
the available headroom on the network, which is inferred from the local voltage measurement V(t),
to avoid any sudden overloading of the substation transformer.
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Algorithm 1 Compute battery power.
1: R(t) = (V(t)− Vthr)/(Vmax − Vthr)  Defines the rate for the current voltage reading
2: if V(t) ≥ Vthr then  Given the voltage levels are nominal...
3: if SOC < SOCmax then  ...and the battery is not fully charged...
4: P(t) = P(t − τ) + αPmaxR(t)  ...increase the charging power
5: else  If the battery has fully charged...
6: P(t) = 0  ...shut off
7: end if
8: if P(t) < 0 then  If the battery has been discharging...
9: P(t) = βP(t − τ)  ...reduce the discharging power by β
10: end if
11: else  If voltage levels are not nominal...
12: if SOC > SOCmin then  ...and battery is charged sufficiently...
13: P(t) = P(t − τ) + αPmaxR(t)  ...increase discharge power
14: else  If the battery is not sufficiently charged...
15: P(t) = 0  ...shut off
16: end if
17: if P(t) > 0 then  If the battery has been charging...
18: P(t) = βP(t − τ)  ...reduce the charging power by β
19: end if
20: end if
21: P(t) = signum(P(t))× min{|P(t)|, Pmax}  Limit the power to battery specifications
The algorithm itself, as shown in Algorithm 1, contains two decision levels. The first determines
whether the network is over- or under-loaded by comparing the local bus voltage, V(t), to the battery’s
set-point threshold, Vthr. In the event that the network is not under high load, the battery’s SOC is
compared to its operation limit to check whether the battery can charge, i.e., SOC < SOCmax. If there is
enough charging capacity left, then the battery’s charging power is linearly increased following Line 4.
If the battery was previously discharging, the related discharging power is exponentially reduced
(Line 9) to reflect the multiplicative decrease.
The second decision level is entered when the network is under load. Here, the discharging
power is linearly increased if the battery has enough energy stored, i.e., SOC > SOCmin (Line 13).
Additionally, if the battery was previously charging, then its charging power is multiplicatively
reduced (Line 18). The direction of the charging/discharging power adjustment is determined by the
first decision level, as well as the threshold proximity ratio R(t). As the battery’s bus voltage, V(t),
approaches the threshold voltage, Vthr, this ratio tends to zero and, hence, stops the battery operation.
Therefore, oscillatory hunting is effectively mitigated. The last step of the algorithm (Line 21) assures
that the battery charge/discharge power is within its device rating.
4.2. Reference Voltage Profile
When using a fixed voltage threshold, the difference in the location and load of each customer
results in the over-utilisation of batteries located at the feeder end. Similar to Papaioannou et al. [44],
yet for the control of BESS instead of EV charging, a reference voltage profile is proposed, which is
produced by performing a power flow analysis of the network under maximum demand. An example
of a fixed threshold and reference voltage profile is shown in Figure 5.
In the AIMD+, consumers located at the head of the feeder are allocated a higher voltage threshold,
while those towards the end of the feeder have similar voltage thresholds to that of the fixed threshold.
This replicates the expected voltage drop along the length of the feeder, hence resulting in a more equal
utilisation of battery storage units that are located at those distances. The voltage threshold is set in
such a way as to limit the maximum voltage drop to 3% at the end of the feeder.
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Figure 5. A plot showing the difference between the fixed voltage threshold (AIMD) and the reference
voltage profile (AIMD+).
5. Scenarios and Comparison Metrics
In this section, several scenarios are explained that were used to test the performance of the battery
control algorithm. Following that is the definition of three comparison metrics. These metrics quantify
the improvements caused by the different algorithms in comparison to the worst case scenario.
5.1. Test Cases and Scenarios
In all simulations, the EVs plug-in on arrival and charge at their nominal charging rate until
fully charged. The BESS devices were chosen to have a capacity of 7 kWh with a maximum power
rating of 2 kW (battery specifications are based on the Tesla Powerwall [45]). Four excerpt cases were
defined with different levels of EV and storage uptakes, these are as follows:
A A baseline scenario, where only household demand is used.
B A worst case scenario, in which EV uptake is 100% and no BESS is used.
C An AIMD scenario, in which EV uptake is 100% and each household has a battery energy
storage device. Here, each battery was controlled using the AIMD algorithm using a fixed
voltage threshold.
D An AIMD+ scenario, in which EV uptake is 100%, and each household has a battery energy
storage device. Here, each battery was controlled using the AIMD+ algorithm using the optimised
reference voltage profile.
A storage uptake of 100% was adopted to represent the worst case scenario. In addition to the four
defined scenarios, a full set of simulations was performed with EV and storage uptake combinations
of 0% to 100% in steps of 10%.
5.2. Performance Metric Definition
To obtain comparable performance metrics, three parameters are defined. These parameters
capture the improvements in voltage violation mitigation, line overload reduction and the equality of
battery usage. All excerpt performance metrics were calculated based on simulations from the IEEE
EU LV Test feeder for reproducibility.
5.2.1. Parameter for Voltage Improvement
The first parameters are ζ∗C and ζ
∗
D for, respectively, Cases C and D, and calculate the magnitude
of the voltage level improvement by comparing two voltage frequency distributions. More specifically,
they find the difference between these probability distributions and compute a weighted sum.
Here, the weighting, δ∗(v), emphasises the voltage level improvements that deviate further from
the nominal substation voltage Vss. If the resulting weighted sum is negative, then the obtained voltage
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frequency distribution was improved in comparison to the associated worst case scenario. In contrast,





δ∗(v) [PB(v)− PC(v)] (11)
Here, Vmin is the lowest recorded voltage, and Vmax is the highest recorded voltage. PB(v) is
the voltage probability distribution of the worst case scenario (Case B), and PC(v) is the voltage
probability distributions of Case C (i.e., the case with maximum EV and AIMD storage uptake).
Similarly, the parameter ζ∗D therefore compares Case D, i.e., the AIMD+ case, with Case B.
The aforementioned factor, δ∗(v), scales down the summation in Equation (11) for voltages within
the nominal operating band, where no voltage violations take place. Voltage violations on the other
hand are scaled up to increase their impact on the summation. This scaling was produced using a









Vlow and Vhigh are defined as the lower and upper limits of the nominal operation voltage band,
respectively. In general, the proposed voltage comparison parameter, ζ∗, shows an improvement in
voltage distribution when it is negative, whereas a positive value implies a voltage distribution with
more voltage violations.
5.2.2. Parameter for Line Overload Reduction
Similar to measuring the voltage level improvements, all line utilisation probability distributions
between the storage and worst case scenarios were compared. This follows a similar equation to before,





δ∗∗(c) [PC(c)− PB(c)] (13)
Here, Cmax is the highest line utilisation. PB(c) and PC(c) present the line utilisation probability
distributions for Cases B and C, respectively, and δ∗∗(c) is the associated scaling factor. Since the
relationship between line current and ohmic losses is quadratic, this scaling factor is defined as an








if c ≥ Cmin
0 otherwise
(14)
The capacity scale modifier, Cmin, defines from where the scaling should start and has been set
to 0.5 for this work as only line utilisation above 0.5 p.u. was considered. Therefore, a reduction in
line overloads would give a negative ζ∗∗, whereas a positive value implies a higher line utilisation,
i.e., worse results.
5.2.3. Parameter for the Improvement of Battery Cycling
The final metric, ζ∗∗∗, gives an indication of the inequality of battery cycling (one battery cycle is
defined as a full discharge and charge of the battery at maximum operating power, i.e., Pmax) across
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all battery units. It does this by computing the the ratio between the peak and mean battery cycling.






Here, B is the number of batteries, and cbC is the total cycling of battery b during Scenario C. CC is
a vector of RB≥0 that contains all batteries’ cycling values, i.e., cbC ∈ CC. Equally, the battery cycling
for Scenario D would be captured by ζ∗∗∗D . In the unlikely event of an equal cycling of all batteries,
ζ∗∗∗ will have a value of one. Yet, as batteries are operated differently, the value of ζ∗∗∗ is likely to be
greater than one. Therefore, a resulting PAR closer to one implies a more equal and therefore fairer
utilisation of the deployed batteries.
6. Results and Discussion
In this section, the results are outlined that were generated from all simulations. In each of
the three subsections, the performances of the AIMD and AIMD+ algorithm are compared against
each other. To do so, the performance metrics outlined in Section 5.2 were used. In the following
subsections, results from the four test cases defined as A, B, C and D in Section 5.1 are explained
first, then the results from the full analysis over the large range of EV and battery storage uptake is
presented. In the end, these results are summarised and discussed.
6.1. Voltage Violation Analysis
For the comparison of voltage improvements, results compared the algorithms’ performances at
reducing bus voltage variation; particularly by increasing the lowest recorded bus voltage. Each load’s
bus voltage was recorded, from which a sample voltage profile, Figure 6, was extracted, where the
bus voltage fluctuation over time becomes apparent. It can be seen that the introduction of EVs has
significantly lowered the line-to-neutral voltage. Adding energy BESS devices did raise the voltage
levels during times of peak demand, as can be seen between 17:00 and 21:00, where the AIMD+
algorithm has elevated voltages further than the AIMD scenario. To obtain a better understanding
of the level of improvement, the voltage frequency distribution of all buses along the feeder was
generated and plotted in a histogram in Figure 7.
Figure 6. Recorded voltage profile at the bus of the customer closest to the substation over the period
of one day with a certain uptake in EV and battery storage devices using a moving average over a
window of 5 min. Here, Case A is blue; Case B is red; Case C is yellow; and Case D is violet.
In this histogram, the voltage probability distributions for all four cases were normalised and
plotted against each other. Here, the previously seen drop in voltages by introducing EVs is recorded
as a shift in the voltage distribution. This voltage drop is mitigated by the introduction of the
storage solutions, since the probability distribution is shifted towards higher voltage bands. For the
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IEEE EU LV Test feeder, the AIMD+-controlled batteries outperform the AIMD devices as the resulting
ζ∗C is greater than ζ
∗
D.
Figure 7. Voltage probability distribution of all loads’ buses for certain uptakes of EV and battery
storage devices. Here, Case A is blue; Case B is red; Case C is yellow; and Case D is violet; with
ζ∗C = −0.153 and ζ∗D = −0.135.
To gain a full understanding of the performance of the AIMD and AIMD+ algorithms, a full sweep
of EV and BESS uptake combinations was simulated on all available power distribution networks.
The resulting parameters were averaged and plotted in Figure 8.
(a) (b)
Figure 8. Comparison of voltage improvement indices (i.e., ζ∗) for (a) AIMD and (b) AIMD+.
(a) ζ∗C indices (AIMD); (b) ζ
∗
D indices (AIMD+).
These figures show that the AIMD+ control algorithm reduces voltage deviation more effectively
as the uptake in storage and EVs increases. For low storage uptake, the AIMD algorithm does not
perform as strongly since more ζ∗C values are positive and larger than their corresponding ζ
∗
D value.
This becomes more apparent when averaging all ζ∗C and ζ
∗
D values for their common storage uptake
and across all EV uptakes. The resulting averaged metrics are plotted in Figure 9.
In this last figure, it can be seen how the sole impact of BESS uptake reflects in a continuing
improvement of voltage levels. In fact, both compared algorithms improved the bus voltage,
which coincides with the findings in the case studies. On average, this is the case for all BESS uptakes,
as ζ∗C ≈ ζ∗D. Nonetheless, it should be noted that the AIMD+ algorithm had reduced the frequency of
severe voltage deviations in comparison to the AIMD algorithm and is more effective during scenarios
with lower BESS uptake.
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Figure 9. Average ζ∗C (AIMD) and ζ
∗
D (AIMD+) values recorded against the corresponding
storage uptake.
6.2. Line Overload Analysis
Similar to the voltage improvement analysis, a frequency distribution of the line utilisation
was generated. Figure 10 shows a probability distribution of the per unit (1 p.u. represents a 100%
line usage, i.e., a line current of the same value as the line’s nominal current rating) current in all lines,
for each of the four scenarios. The corresponding ζ∗∗C and ζ
∗∗
D values for the AIMD and AIMD+
storage deployment have also been included in the figure’s caption. In this figure, the observed high
probability of line over-utilisation confirms that the used test network is of insufficient capacity to
cater for the chosen EV uptake.
Figure 10. Line utilisation probability distribution of all lines in the simulated feeder for certain uptakes
of EV and battery storage devices. Here, Case A is blue; Case B is red; Case C is yellow; and Case D is
violet; with ζ∗∗C = −0.360 and ζ∗∗D = −0.518.
Here, the AIMD+ controlled storage devices yielded a noticeable reduction in line overloads.
This improvement is apparent through the compressed width of the probability distribution and the
negative ζ∗∗D value. In contrast, the AIMD controlled storage devices do not fully utilise the line capacity
as effectively, which leads to a positive value of ζ∗∗C . To evaluate the line utilisation improvement
across all simulations, the full range of EV and storage uptake was evaluated. The resulting plots are
shown in Figure 11.
In these figures, it can be seen how the performance metrics change as EV uptake and storage
uptake increase. For the AIMD-controlled BESS, the resulting ζ∗∗C values are distributed around zero,
whereas the AIMD+ algorithm achieved mostly negative values of ζ∗∗D . These negative values confirm
the better usage of available line capacity. This becomes particularly noticeable for scenarios where
very low EV uptake is combined with larger BESS uptake. Here, AIMD-controlled storage devices
commence their initial charge simultaneously. As they are located closer to the substation, they do not
measure a sufficient bus voltage offset to regulate down their charging power. This behaviour causes a
number of line overloads at the very beginning of the simulated days. The AIMD+ algorithm on the
other hand, with its adjusted thresholds, is more responsive to non-optimal network operation and,
therefore, increases the charging rate gradually.
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(a) (b)
Figure 11. Comparison of line utilisation improvement indices for (a) AIMD and (b) AIMD+.
(a) ζ∗∗C indices (AIMD); (b) ζ
∗∗
D indices (AIMD+).
This gradual adjustment is based on the fact that the bus voltages in the AIMD+ algorithm
are closer to their nominal voltages (i.e., bus voltages found by simulating the feeder with
its equally-distributed nominal load) than they are in the conventional AIMD case. A greater
voltage disparity, which is the case in AIMD, causes a prolonged additive adjustment to the
battery’s power. This prolonged adjustment is particularly apparent for batteries situated at the
bottom of the feeder, as their voltage measurements deviate the furthest from the substation voltage
level. AIMD+ on the other hand prevents this behaviour by setting the voltage threshold based on
the network’s nominal voltage drop, which is dependent on the distance between the BESS and its
feeding substation. As a result, the set-point voltage thresholds at the bottom of the feeder are lower
than those closer to the substation. Hence, the additive power adjustment is equalised along the entire
feeder. Therefore, by applying these individualised control thresholds, the sensitivity of the algorithm
is corrected, whilst successfully mitigating the severity of line overloads.
Averaging the ζ∗∗C and ζ
∗∗
D values over all EV uptakes gives a clearer indication of performance,
as this is now the only variable in the performance analysis. The result is plotted in Figure 12.
Here, the hypothesis that AIMD-controlled energy storage devices do not improve line utilisation
is confirmed. In contrast, the AIMD+-controlled devices succeed at effectively reducing line overloads.
This is also demonstrated by the values of ζ∗∗C , which remain positive yet close to zero, whereas ζ
∗∗
D
decreases with increasing uptake of battery storage devices.
Figure 12. Average ζ∗∗C (AIMD) and ζ
∗∗
D (AIMD+) values recorded against the corresponding
storage uptake.
Whilst the deployment of energy storage has often been seen as a possible solution to defer network
reinforcements, the presented results show that this is not always the case. In fact, the importance
of choosing an appropriate control algorithm outweighs the availability of the energy storage itself.
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This becomes particularly apparent when energy storage devices need to recharge their injected energy
for times of peak demand. For the AIMD case, this recharging was not controlled sufficiently, which led
to higher line currents. The proposed AIMD+ algorithm was not as susceptible to this kind of behaviour,
as it has been designed to take battery location into account. This immunity and well-controlled power
flow caused little to no additional strain on the network’s equipment, allowing the deployed storage
devices to also provide voltage support.
6.3. Battery Utilisation Analysis
In this part of the analysis, the batteries’ fairness of usage was evaluated. The battery power
profiles were recorded; excerpts are plotted in Figure 13 and are arranged by distance from
the substation.
(a) (b)
Figure 13. Battery power profiles of each load’s battery storage device over four days for (a) AIMD and
(b) AIMD+. (a) Case C, 60% EV and 100% AIMD (kW); (b) Case D, 60% EV and 100% AIMD+ (kW).
In this figure, it can be seen that only half of the deployed storage devices were active in Case C
(AIMD control), whereas all devices are utilised in Case D (AIMD+ control). From the recorded
battery SOC profiles, the net cycling of each battery was computed and divided by the duration of
the simulation, giving an average daily cycling value. This value is plotted for each load in Figure 14a.
The corresponding statistical analysis is presented in Figure 14b.
(a) (b)
Figure 14. Each load’s battery cycling compared for (a) 60% EV and 100% AIMD and AIMD+ uptake
and (b) in a statistical context. Here, ζ∗∗∗C = 3.89 and ζ
∗∗∗
D = 2.54. (a) Battery cycling for each load;
(b) statistic.
These two plots show the under-usage of AIMD controlled batteries, as well as the variance in
battery usage under AIMD and AIMD+ control. In fact, under AIMD control, 20 out of 55 batteries
experienced a cycling of less than 10% per day, whereas the remaining devices were utilised fully.
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This discrepancy causes the ζ∗∗∗C value to be noticeably larger than ζ
∗∗∗
D . A more detailed comparison
is given when plotting the Peak-to-Average Ratios (PAR) of the batteries’ daily cycling over the full
range of EV and storage uptake scenarios; these plots are shown in Figure 15. Section 5.2.3 gives the
detail on the PAR, ζ∗∗∗.
(a) (b)
Figure 15. Peak-to-Average Ratios (PAR) of the battery cycling profiles of each load’s battery storage
device over four days for (a) AIMD and (b) AIMD+. (a) Cycling PAR for AIMD; (b) cycling PAR
for AIMD+.
The figure shows that for any EV uptake scenario, AIMD-controlled energy storage units were
cycled less equally than the AIMD+ controlled devices. Results also show that with a low EV uptake,
both the AIMD and AIMD+ algorithm performed worse; yet improved as EV uptake increased.
Averaging the PARs for all batteries’ SOC profiles over all EV uptake percentages yields a clear
performance difference between AIMD and AIMD+. These resulting PARs, i.e., the ζ∗∗∗C and ζ
∗∗∗
D
values for their corresponding storage uptake percentages, are presented in Figure 16.
Figure 16. The performance index ζ∗∗∗C for AIMD storage and ζ
∗∗∗
D for AIMD+ storage control against
storage uptake.
Although the AIMD controlled batteries were, on average, cycled less than the batteries controlled
by the proposed AIMD+ algorithm, looking at the average produces a distorted understanding of
the performance. In fact, as more than half of the assigned AIMD BESS devices never partook in the
network control, a lower average cycling was expected to begin with. The variation in cycling across
all batteries, or the cycling PAR, reveals the difference between usage and effective usage. A lower
ratio indicates a better usage of the deployed batteries.
7. Conclusions
In this paper, an algorithm is proposed for distributed battery energy storage, in order to
mitigate the negative impact of highly variable uncontrolled loads, such as the charging of EVs.
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The improved AIMD algorithm uses local bus voltage measurements and implements a reference
voltage profile, derived from power flow analysis of the distribution network, for its set-point
control. Taking the distance to the feeding substation into account allowed optimising the algorithm’s
parameters for each BESS. Simulations were performed on the IEEE EU LV Test feeder and a set of real
U.K. suburban network models. Comparisons were made of the standard AIMD algorithm with a
fixed voltage threshold against the proposed AIMD+ algorithm using a reference voltage threshold.
A set of European demand profiles and a realistic EV travel model were used to feed load data into
the simulations.
For all conducted simulations, the performance of the energy storage units was improved by
using the proposed AIMD+ algorithm instead of traditional AIMD control. The improved algorithm
resulted in a reduction of voltage variation and an increased utilisation of available line capacity, which
also reduced the frequency of line overloads. Additionally, the same algorithm equalised the cycling
and utilisation of battery energy storage, making better use of the deployed battery assets. To take
this work further, future work will also consider distributed generation, such as photovoltaic panels,
smart-charging EV uptake, as well as decentralised methods for determining voltage reference values,
so no prior network knowledge is required.
Acknowledgments: The authors would like to thank SSE-PD for providing their network information for the
utilised U.K. feeder models and also Miss Catriona Scrivener for proofreading this manuscript.
Author Contributions: Maximilian J. Zangs and Peter B. E. Adams contributed equally to this piece of work and
were supervised by William Holderbaum and Ben A. Potter. Timur Yunusov has provided technical input and
feedback throughout.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Shah, V.; Booream-Phelps, J. F.I.T.T. for Investors: Crossing the Chasm; Technical Report; Deutsche Bank Market
Research: Frankfurt am Main, Germany, 2015.
2. Department for Business Enterprise and Regulatory (DBER); Department for Transport (DfT). Investigation
into the Scope for the Transport Sector to Switch to Electric Vehicles and Plug-in Hybrid Vehicles; Technical Report;
Department for Business Enterprise and Regulatory (DBER), Department for Transport (DfT): London, UK,
2008.
3. Ecolane, University of Aberdeen. Pathways to High Penetration of Electric Vehicles; Technical Report; Ecolane,
University of Aberdeen: Bristol, UK, 2013.
4. Clement-Nyns, K.; Haesen, E.; Driesen, J. The impact of Charging plug-in hybrid electric vehicles on a
residential distribution grid. IEEE Trans. Power Syst. 2010, 25, 371–380.
5. Fernández, L.P.; San Román, T.G.; Cossent, R.; Domingo, C.M.; Frías, P. Assessment of the impact of plug-in
electric vehicles on distribution networks. IEEE Trans. Power Syst. 2011, 26, 206–213.
6. Hadley, S.W.; Tsvetkova, A.A. Potential Impacts of Plug-in Hybrid Electric Vehicles on Regional
Power Generation. Electr. J. 2009, 22, 56–68.
7. Putrus, G.; Suwanapingkarl, P.; Johnston, D.; Bentley, E.; Narayana, M. Impact of electric vehicles on power
distribution networks. In Proceedings of the IEEE Vehicle Power and Propulsion Conference, Dearborn,
MI, USA, 7–10 September 2009; pp. 827–831.
8. Pillai, J.R.; Bak-Jensen, B. Vehicle-to-grid systems for frequency regulation in an islanded Danish
distribution network. In Proceedings of the IEEE Vehicle Power and Propulsion Conference (VPPC),
Lille, France, 1–3 September 2010.
9. Zhou, K.; Cai, L. Randomized PHEV Charging Under Distribution Grid Constraints. IEEE Trans. Smart Grid
2014, 5, 879–887.
10. Mohsenian-Rad, A.H.; Wong, V.W.S.; Jatskevich, J.; Schober, R.; Leon-Garcia, A. Autonomous demand-side
management based on game-theoretic energy consumption scheduling for the future smart grid. IEEE Trans.
Smart Grid 2010, 1, 320–331.
254
Energies 2016, 9, 647
11. Deilami, S.; Masoum, A.S. Real-time coordination of plug-in electric vehicle charging in smart grids to
minimize power losses and improve voltage profile. IEEE Trans. Smart Grid 2011, 2, 456–467.
12. Masoum, A.S.; Deilami, S.; Member, S.; Masoum, M.A.S. Fuzzy Approach for Online Coordination of Plug-In
Electric Vehicle Charging in Smart Grid. IEEE Trans. Sustain. Energy 2015, 6, 1112–1121.
13. Karfopoulos, E.L.; Hatziargyriou, N.D. A Multi-Agent System for Controlled Charging of a Large Population
of Electric Vehicles. IEEE Trans. Power Syst. 2013, 28, 1196–1204.
14. Wu, C.; Mohsenian-Rad, H.; Huang, J. Vehicle-to-aggregator interaction game. IEEE Trans. Smart Grid 2012,
3, 434–442.
15. Samadi, P.; Mohsenian-Rad, H.; Schober, R.; Wong, V.W.S. Advanced Demand Side Management for the
Future Smart Grid Using Mechanism Design. IEEE Trans. Smart Grid 2012, 3, 1170–1180.
16. Xu, N.Z.; Chung, C.Y. Challenges in Future Competition of Electric Vehicle Charging Management
and Solutions. IEEE Trans. Smart Grid 2015, 6, 1323–1331.
17. Leadbetter, J.; Swan, L. Battery storage system for residential electricity peak demand shaving. Energy Build.
2012, 55, 685–692.
18. Sugihara, H.; Yokoyama, K.; Saeki, O.; Tsuji, K.; Funaki, T. Economic and efficient voltage management
using customer-owned energy storage systems in a distribution network with high penetration of
photovoltaic systems. IEEE Trans. Power Syst. 2013, 28, 102–111.
19. Toledo, O.M.; Oliveira, D.; Diniz, A.; Martins, J.H.; Vale, M.H.M. Methodology for Evaluation of Grid-Tie
Connection of Distributed Energy Resources-Case Study with Photovoltaic and Energy Storage. IEEE Trans.
Power Syst. 2013, 28, 1132–1139.
20. Marra, F.; Yang, G.Y.; Fawzy, Y.T.; Træholt, C.; Larsen, E.; Garcia-Valle, R.; Jensen, M.M. Improvement of
local voltage in feeders with photovoltaic using electric vehicles. IEEE Trans. Power Syst. 2013, 28, 3515–3516.
21. Mokhtari, G.; Nourbakhsh, G.; Ghosh, A. Smart coordination of energy storage units (ESUs) for voltage and
loading management in distribution networks. IEEE Trans. Power Syst. 2013, 28, 4812–4820.
22. Atia, R.; Yamada, N. Sizing and Analysis of Renewable Energy and Battery Systems in Residential Microgrids.
IEEE Trans. Smart Grid 2016, 7, 1204–1213.
23. Hatziargyriou, N.D.; Škrlec, D.; Capuder, T.; Georgilakis, P.S.; Zidar, M. Review of energy storage allocation
in power distribution networks: Applications, methods and future research. IET Gener. Transmi. Distrib.
2015, 10, 1–8.
24. Chiu, D.M.; Rain, R. Analysis of the increase and decrease algorithms for congestion avoidance in
computer networks. Comput. Netw. ISDN Syst. 1989, 17, 1–14.
25. Wirth, F.; Stuedli, S.; Yu, J.Y.; Corless, M.; Shorten, R. IBM Research Report: Nonhomogeneous Place-Dependent
Markov Chains, Unsynchronised AIMD, and Network Utility Maximization; Technical Report; IBM: New York,
NY, USA, 2014.
26. Stüdli, S.; Crisostomi, E.; Middleton, R.; Shorten, R. A flexible distributed framework for realising electric
and plug-in hybrid vehicle charging policies. Int. J. Control 2012, 85, 1130–1145.
27. Studli, S.; Griggs, W.; Crisostomi, E.; Shorten, R. On Optimality Criteria for Reverse Charging of
Electric Vehicles. IEEE Trans. Intell. Transp. Syst. 2014, 15, 451–456.
28. Stüdli, S.; Crisostomi, E.; Middleton, R.; Shorten, R. Optimal real-time distributed V2G and G2V management
of electric vehicles. Int. J. Control 2014, 87, 1153–1162.
29. Stüdli, S.; Crisostomi, E.; Middleton, R.; Braslavsky, J.; Shorten, R. Distributed Load Management Using
Additive Increase Multiplicative Decrease Based Techniques. In Plug in Electric Vehicles in Smart Grids;
Springer: Singapore, Singapore, 2015; pp. 173–202.
30. Mareels, I.; Alpcan, T.; Brazil, M.; de Hoog, J.; Thomas, D.A. A distributed electric vehicle charging
management algorithm using only local measurements. In Proceedings of the IEEE PES Innovative Smart
Grid Technologies Conference (ISGT), Washington, DC, USA, 19–22 February 2014; pp. 1–5.
31. Xia, L.; Hoog, J.D.; Alpcan, T.; Brazil, M. Electric Vehicle Charging: A Noncooperative Game Using
Local Measurements; The International Federation of Automatic Control: Cape Town, South Africa, 2014;
pp. 5426–5431.
32. Munkhammar, J.; Bishop, J.D.; Sarralde, J.J.; Tian, W.; Choudhary, R. Household electricity use, electric vehicle
home-charging and distributed photovoltaic power production in the city of Westminster. Energy Build.
2015, 86, 439–448.
255
Energies 2016, 9, 647
33. Dallinger, D.; Wietschel, M. Grid integration of intermittent renewable energy sources using price-responsive
plug-in electric vehicles. Renew. Sustain. Energy Rev. 2012, 16, 3370–3382.
34. Institut für angewandte Sozialwissenschaft GmbH; Deutsches Zentrum für Luft-und Raumfahrt e.V. Mobilität
in Deutschland 2008; Technical Report; Mobilitä̈t in Deutschland: Bonn und Berlin, Germany, 2008.
35. National Grid. Future Energy Scenarios 2015; Technical Report; National Grid: Warwick, UK, July 2015.
36. Rowe, M.; Member, S.; Yunusov, T.; Member, S.; Haben, S.; Singleton, C.; Holderbaum, W.; Potter, B. A Peak
Reduction Scheduling Algorithm for Storage Devices on the Low Voltage Network. IEEE Trans. Smart Grid
2014, 5, 2115–2124.
37. Laresgoiti, I.; Käbitz, S.; Ecker, M.; Sauer, D.U. Modeling mechanical degradation in lithium ion batteries
during cycling: Solid electrolyte interphase fracture. J. Power Sour. 2015, 300, 112–122.
38. Government Digital Service. Vehicle Free-Flow Speeds (SPE01); Government Digital Service: London, UK,
2013.
39. Office for Low Emission Vehicles. Electric Vehicle Homecharging Scheme—Guidance for Manufacturers
and Installers; Technical Report; Office for Low Emission Vehicles: London, UK, 2016.
40. Rowe, M.; Holderbaum, W.; Potter, B. Control methodologies: Peak reduction algorithms for DNO owned
storage devices on the Low Voltage network. In Proceedings of the 4th IEEE/PES Innovative Smart Grid
Technologies Europe (ISGT), Lyngby, Denmark, 6–9 October 2013; pp. 1–5.
41. Rowe, M.; Yunusov, T.; Haben, S.; Holderbaum, W.; Potter, B. The real-time optimisation of DNO owned
storage devices on the LV network for peak reduction. Energies 2014, 7, 3537–3560.
42. Society, I.P. Energy, European Low Voltage Test Feeder. Available online:
http://ewh.ieee.org/soc/pes/dsacom/testfeeders/ (accessed on 31 January 2016).
43. Thames Valley Vision—Project Library—Published Documents. Available online:
http://thamesvalleyvision.co.uk/project-library/published-documents/ (accessed on 31 January
2016).
44. Papaioannou, I.T.; Purvins, A.; Demoulias, C.S. Reactive power consumption in photovoltaic inverters:
A novel configuration for voltage regulation in low-voltage radial feeders with no need for central control.
Prog. Photovolt. Res. Appl. 2015, 23, 611–619.
45. Tesla Motors Inc. Tesla Powerwall; Tesla Motors Inc.: Fremont, CA, USA, 2015.
c© 2016 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




Energy Link Optimization in a Wireless Power
Transfer Grid under Energy Autonomy Based on the
Improved Genetic Algorithm
Zhihao Zhao 2, Yue Sun 1,2,*, Aiguo Patrick Hu 3, Xin Dai 1,2 and Chunsen Tang 2
1 State Key Laboratory of Power Transmission Equipment & System Security and New Technology,
Chongqing 400044, China; toybear@vip.sina.com
2 College of Automation, Chongqing University, Chongqing 400044, China;
zhaozhihao.123@163.com (Z.Z.); cstang@cqu.edu.cn (C.T.)
3 Department of Engineering, The University of Auckland, Auckland 1142, New Zealand;
a.hu@auckland.ac.nz
* Correspondence: syue@cqu.edu.cn; Tel.: +86-23-6511-2750
Academic Editor: William Holderbaum
Received: 28 March 2016; Accepted: 18 August 2016; Published: 26 August 2016
Abstract: In this paper, an optimization method is proposed for the energy link in a wireless
power transfer grid, which is a regional smart microgrid comprised of distributed devices equipped
with wireless power transfer technology in a certain area. The relevant optimization model of the
energy link is established by considering the wireless power transfer characteristics and the grid
characteristics brought in by the device repeaters. Then, a concentration adaptive genetic algorithm
(CAGA) is proposed to optimize the energy link. The algorithm avoided the unification trend
by introducing the concentration mechanism and a new crossover method named forward order
crossover, as well as the adaptive parameter mechanism, which are utilized together to keep the
diversity of the optimization solution groups. The results show that CAGA is feasible and competitive
for the energy link optimization in different situations. This proposed algorithm performs better than
its counterparts in the global convergence ability and the algorithm robustness.
Keywords: wireless power transfer; wireless power transfer grid; energy link; genetic algorithm
1. Introduction
Wireless power transfer (WPT) technology has widely attracted attention from research
institutions and companies all over the world. The power could be transferred through magnetic
field [1–5], electric field [6–9], Radio Frequency Identification (RFID) [10–13], etc., from the power
supply to the load without any electrical connections with the introduction of WPT. It contributes
to eliminating the cable constraints in the traditional power transfer pattern and, thus, increases the
flexibility of the power supply. Meanwhile, a number of advantages are also brought in as the power
transfer process is unaffected by dirt, ice, water and other chemicals and, thereby, is environmentally
inert and maintenance free. Consequently, WPT is widely used in numerous applications, including
electric vehicles [14], electronics [15], biomedical implants [16], etc.
However, due to the traditional point-point mechanism in the WPT system in which the power
is transferred from the power supply to the load directly, the power transfer efficiency (PTE) and
coverage area are highly restricted. The system operation frequency is usually increased to improve
the system performance. However, with the increase of the system operation frequency, the relevant
electromagnetic interference (EMI) problem, which is common in high frequency applications, becomes
worse in the WPT system. Therefore, another alternative should be proposed to enhance the power
transfer performance.
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Recent advances in WPT technology have made it possible to transfer sufficient power to the
electrical devices over a large air gap with the introduction of repeaters (resonance coils). The PTE and
coverage area are both increased without sacrificing the operation frequency [17], and thus, the EMI is
diminished. However, certain space is occupied by these existing coils, and thus, the space utilization is
reduced. Consequently, this pattern is not suitable for the power transfer process within a multi-device
system in which devices are randomly distributed, such as a robot soccer match, a rechargeable wireless
sensor network and distributed satellites. To achieve the power transfer process within a multi-device
system, a regional smart microgrid [18,19] named the wireless power transfer grid (WPTG) [20,21] has
been proposed recently. It contributes to ensuring real-time energy supplies and energy load balance
during the power transfer process. This energy grid is comprised of battery-powered device nodes.
They are equipped with WPT technology and distributed randomly in a certain area. The network
routing (multi-hop) theory in the traditional information network is also introduced for the energy
link during the power transfer process, as well. As shown in Figure 1, the whole grid could be linked
to the external power injection, which could be fulfilled by the power grid. The energy link, which is
comprised of sub-links, is the abstract channel of the power flow from the external power injection
to the load node. Each sub-link represents the abstract power transfer channel between every two
involved device nodes within the energy link. Therefore, with the introduction of device repeaters, the
energy could be relayed to enlarge the power transfer area without compromising PTE. Any load node
within the coverage of the WPTG will be able to be charged. However, the power injection would
possibly be cut off in some extreme situations, like earthquakes and power failures. During this broken
period of the external power injection, the whole grid is isolated from the external power injection,
and then, nodes in this grid are running under the energy autonomy situation. When one member
node has power demand, the energy link needs to be established to generate power flow to extend
the battery life of this load node. Additionally, this power flow is based on the nodes’ own energy
storage. Hence, the comprehensive optimization in the energy link needs to be studied. The PTE has
been taken into consideration to reduce the power dissipation during the power transfer process in
previous studies. However, a time delay is also brought in by the introduction of the device repeaters.
Furthermore, the energy balance during the power transfer process is also worthy of being noted, as
well, in this energy autonomy situation.
Figure 1. Architecture of a wireless power transfer grid with external power injection.
In this paper, the energy link optimization in WPTG under energy autonomy will be presented
with the consideration of power transfer and grid characteristics. The relevant multi-criteria in
energy link optimization are analysed. Then, an improved algorithm (concentration adaptive genetic
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algorithm (CAGA)) is proposed to get the optimal energy link with these multi-criteria. Several
key improvements are also introduced to resolve the local optimum problem in the optimization
process. They contribute to keeping the diversity of the solution group and, thus, motivate the solution
evolution to reach the global optimal result. This paper is organized as follows. Section 2 introduces
the WPTG under energy autonomy. Section 3 analyses the energy link in WPTG and presents the
optimization model with these multi-criteria in the energy link. The detailed optimization algorithm is
provided in Section 4. The simulation results and discussions are demonstrated in Section 5. Section 6
provides conclusions and discussions for future research directions.
2. Wireless Power Transfer Grid under Energy Autonomy
2.1. Grid Introduction
The WPTG consists of battery-powered device nodes. When the external power injection in
Figure 1 is cut off, the device repeaters in WPTG are selected to establish the energy links for power
transferring to the load node. With the relay function of these repeaters during the transferring process,
the energy dissipation is reduced, and the power transfer flexibility is augmented.
2.2. Node Parameters
Device nodes are assumed to be homogeneous as follows.
1 Each node is assumed to operate with the functional load; therefore, the energy storage in each





Nodes will be removed from WPTG for maintaining its own functional load if they reach the
energy-disabled situation. Therefore, the node in the energy-poor situation will call for energy
supplies to avoid this worst situation.
2 Each node is assumed to be able to detect the surrounding (neighbouring) nodes’ information.
3 Relevant nodes in the energy link act as:
– Power supply node S
– Repeater node R
– Load node T
Without the external power injection, a certain node will be chosen as the power supply node S.
Additionally, the power transfer process could be achieved from the power supply node S to the
load node T through the repeater node R. As shown in Figure 2, power supply node A transfers
power to load node C through repeater node B. Nevertheless, these roles are not fixed, and they
will vary with the change of the load node. Thus, when node A calls for energy supplies and
transforms into the load node, power supply node B transfers the power through repeater node C
to meet its demand. Meanwhile, the bi-directional wireless power transfer [22,23] technology is
introduced, which means the power transfer flow is reversible.
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Figure 2. Power transfer roles.
4 During the power transfer process, the involved nodes will suffer from the extra energy load,
which is related to the detailed power conditioning performance. Due to the fact that it is beyond
the scope of this paper, it will not be explained in detail.
2.3. Grid Operating Mechanism
As shown in Figure 3, the grid operation mechanism could be divided into three phases. During
Phase I, the node will broadcast the energy requests and transform itself into load node T if it reaches
the energy-poor situation. The surrounding nodes will relay it to their neighbouring nodes after they
receive this energy request. Meanwhile, as shown in Figure 4, the nodes compare their own energy
storage with the neighbouring nodes. If one node among them has stored more energy than fifty
percent of its neighbouring nodes, it will reply with its own energy storage information to node T.
Then, nodes that have not replied will not be involved in the consequent operations, and they will be
labelled as N in Phase II. Additionally, the involved nodes will be labelled as Ri.
Figure 3. Grid operating mechanism.
Figure 4. Flowchart of energy request decision.
In Phase II, load node T will compare the received energy storage information, as well. The node
with maximum energy storage will be selected to be the power supply node Si (subscript i denotes that
node i is chosen as the power supply node i), and the rest of the communication nodes will be chosen
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as candidates for repeater nodes. The node with maximum energy storage is selected to achieve the
energy balance. This selection mechanism helps to distribute the energy load among the whole grid.
With the node information of these candidate nodes shared with the power supply node Si, node Si
chooses nodes from these candidate nodes to establish the optimal energy link ({b, f , c, g} in Figure 3)
to transfer the power from node Si to node T in Phase III. We will focus on this non-linear optimization
process in this paper, which could be represented as Equation (1).
{
τop = argmin(J(τi)), τi ∈ τ
s.t.cons
(1)
where τ = τ1, τ1, ..., τn(n ∈ N∗) is the solution group, Cons represents the constraints, J(τi) is
the performance index of the i-th solution and τop is the optimal energy link with the minimum
performance index J. This optimization process will be discussed in detail in subsequent analyses.
3. Energy Link Optimization Model
3.1. Energy Link Analysis
In the traditional point-point WPT system, the PTE and power capacity are two main performance
indexes. In this paper, the power capacity is assumed to be able to meet the load node’s power demand,
and thus, the PTE could be utilized to measure the power dissipation during the power transfer process.
Therefore, during the operating process of WPTG, the power supply node S, as shown in Figure 3,
has to select repeater nodes from the candidate nodes’ group to establish the optimal energy link with
the consideration of the PTE index. Furthermore, due to the repeater nodes, the time delay is also
introduced including (1) the communication delay and (2) the power conditioning delay. The latter is
overwhelmed by the former. Only the communication delay will be taken into consideration in this
paper. Meanwhile, the nodes with small energy storage should be chosen to be repeaters with less
possibility considering the energy load balance. Therefore, these multi-criteria for this optimization
issue are listed as follows:
• Power transfer efficiency PTE: During the energy autonomy situation, the power demand of the
load node is satisfied by the energy stored in other nodes. The PTE should be improved to reduce
the power dissipation during the power transfer process.
• Time delay Del: The communications are undertaken to inform the repeater nodes to join the
energy link; therefore, a time delay is introduced in the power transfer process. In order to
improve its real-time performance, the time delay should be reduced.
• Energy load balance Smst: If the nodes with small energy storage are selected to join the energy
link, due to the extra energy load during the power transfer process, these will quickly be driven
to reach the energy-disabled situation, which should be avoided. Hence, this extra energy load
should be distributed among the nodes with higher energy storage to achieve the energy load
balance in the WPTG. The minimum energy storage Smst in the selected energy link is utilized to
represent this index.
As shown in Figure 5, relevant nodes will be chosen to establish the optimal energy link from the
repeater nodes’ group.
Ei represents the energy storage in node i. During the comparison, energy link
τj = {B, C, E, H, I, J} is chosen, in which node D is selected rather than node C due to its higher
energy storage; {E, H, J} also performs better than its counterpart in the index value of PTE and Del.
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Figure 5. Energy link comparison.
3.2. Optimization Graph
As shown in Figure 5, the potential energy links for power transfer will be compared to get
the optimal result. They are the combination of sub-links among relevant nodes in the energy link.
Each sub-link is an abstract object of the power transfer channel during the power transfer process
between two linked nodes. Meanwhile, the channel parameters are assumed to be constant during the
power transfer process. Therefore, the whole optimization grid could be abstracted as an undirected
weighted graph G =< V, E > in Figure 6. Node set V represents the device nodes; weighted edge
set E means the abstract energy links in which eij is the abstract energy link between node i and j;
weight set (minij, pteij, delij) in the edges means the energy link weight, in which minij stands for the
minimum energy storage in two linked nodes; pteij is the power transfer efficiency during the power
transfer process between node i and j; delij represents the time delay. Meanwhile, the power flow
direction is not restrained due to the bi-directional WPT technology mentioned before.
Figure 6. Energy link optimization graph.
Therefore, the multi-criteria in energy link τi could be represented as follows:
Del(τi) = ∑ delij, ∀eij ∈ τi (2)
PTE(τi) = ∏ pteij, ∀eij ∈ τi (3)
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Smst(τi) = Min{mini,j}, ∀eij ∈ τi (4)
The global delay Del and PTE are both the accumulation of relevant sub-links. The Smst is the
minimum value of the energy storage of nodes in the energy link. Then, the global performance index J
could be represented as a function of these multi-criteria as below:
J(τi) = f (Del(τi), PTE(τi), Smst(τi)) (5)
Meanwhile, with the considerations of the performance threshold in the power transfer process,
the non-linear optimization model for the energy link could be obtained:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
argmin(J(τi)), τi ∈ τ
s.t.g1(PTE) = PTEm − pteij ≤ 0, ∀eij ∈ τi
g2(Del) = delij − Dm ≤ 0, ∀eij ∈ τi
g3(Smst) = Sm − minij ≤ 0, ∀eij ∈ τi
(6)
where PTEm, Dm, Sm indicate the threshold value for the power transfer efficiency, the time delay
and the energy storage in the energy link solution, respectively. PTEm is set for the power transfer
performance. Dm is set to ensure the real-time energy supplies. Sm is used to manipulate the energy
load for the energy balance. This optimization is an NP-hard issue; therefore, the traditional derivation
method could not be utilized. Consequently, an intelligent optimization algorithm will be presented in
the next section for this optimization issue.
4. Energy Link Optimization Algorithm
The energy link optimization issue could be demonstrated as the routing path problem. Due to
its discrete characteristic, a common continuous optimization method, like the particle swarm
optimization algorithm [24–26], could not be utilized. The ant colony algorithm [27,28] is easily trapped
by local optima due to its open-loop control. In comparison, the genetic algorithm (GA) [29–33] is
effective in both discrete and continuous optimization issues. Meanwhile, GA is easily modified to
resolve specific issues. As a result, CAGA is proposed to select the optimal energy link. The entire
algorithm flowchart is shown in Figure 7.
Figure 7. Algorithm flowchart.
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4.1. Algorithm Initialization
The variable-length encoding mechanism is adopted for the energy link solution encoding.
The position is used to represent the sequence of the nodes in the energy link, and its value is the node
ID (gene) within the path. As illustrated in Figure 8, there are N nodes (genes) in the chromosome.
Thus, this solution is started from source node S to node T, through repeater nodes r1, r2, ..., rN−2.
Figure 8. CAGA encoding.
4.2. Fitness Function
The fitness function is used to judge the performance of the solutions during the optimization
process. The normalization is undertaken firstly to eliminate the difference in the order of magnitude












where PTEmax is the maximum power transfer efficiency in WPTG. Delmax is the maximum time delay.
Emax represents the maximum energy storage in the nodes. The fitness function could be expressed








where ω1, ω2, ω3 represent the performance index weight for the multi-criteria, and they satisfy the
following condition:
ω1 + ω2 + ω3 = 1 (9)
However, with the constraints in the value of the multi-criteria, the penalty function should be
introduced firstly to remove the constraints:
ψ(gi, θ) = θ × Σ[max{0, gi}]2 (10)
where θ is a large positive number and gi represents the constraint function in Equation (6).
Thus, the energy link can be converted to an optimization issue without any constraints:
Θ = J + ψ(gi, θ) (11)
Based on Equation (11), the optimal energy link with the best value of the global performance
index (with the minimum value of Θ) will be chosen, which means the energy link with high energy
storage and power transfer efficiency, as well as a small time delay will be selected.
4.3. Algorithm Operators
The all of the operators of CAGA are comprised of the selection operator, crossover operator
and mutation operator. The selection operator is run to select the solutions for the next generation,
and the quality of solutions is critical for the optimization performance. To avoid local optima,
the concentration mechanism is introduced to compel the unification trend in the solution group.
Firstly, the distance factor F is set to measure the diversity of every two solutions. As shown in
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Figure 9, the distance factor F of two solutions is set based on the length of their different genes
F(τi − τj) = Length(τij), and the arrow represents the elimination of the similar genes.
Figure 9. Different genes in two solutions.
Firstly, the concentration value (C(τi)) of each solution is set as follows:
C(τi) = 1/Σ
Gs
j=1F(τi − τj), i = 1, 2, ..., Gs (12)
The concentration value will be high if the solution is similar to others. However, this unification
trends should be avoided during the evolution process. Therefore, the selection factor φ is introduced
to avoid this trend.
φ(τi) =| ln C(τi) | /ΣGsi=1 | ln C(τi) |, i = 1, 2, ..., Gs (13)
During the selection process, the elite solution in each generation will be selected out firstly for
the next generation, which contributes to compelling the evolution process with better performance.
Meanwhile, the rest of the solutions will be chosen based on the selection factor φ. This is due to the
fact that the normalization trend dominates the evolution process and, thus, contributes to the local
optimum. Through the introduction of the concentration factor, the good genes in some solutions with
terrible fitness values will be kept to motivate the evolution to reach the global optimum.
Furthermore, to accelerate the evolution speed, a forward order crossover method will be brought
in to recombine the genes in the solutions. As shown in Figure 10, firstly, d genes in the candidate
solutions A and B will be utilized as the gene segment core in Phase I . The solution is divided into
three parts, including (a) f orward, (b)core and (c)back; then, these three segments will be combined
following the sequence (back − f orward − core), and the respective repeating genes in two core part
will be removed (A1 removes the repeating Gene 9, which exists in the core of candidate solution B).
The new gene segments A1 and B1 are generated consequently in Phase II. Next, the new gene
segments will be put in the respective candidate solution, for example {8, 4} in B1 will replace the
original f orward part in A, and the rest {6, 9} will replace the back part. Finally, the new results A′
and B
′
will be generated. With the operation of the genes close to the source node, the global evolution
speed and accuracy could be improved due to the optimization characteristic of the shortest path issue.
Meanwhile, the diversity of the solution group is also improved.
Figure 10. Crossover operator.
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As for the mutation operator, the swap mutation method is chosen due to its simpleness and
high efficiency. As shown in Figure 11, the arrow means two genes in solution A are randomly picked
up to be exchanged in the solution sequence. Finally, a new result solution (A
′
) will be reproduced.
This operator contributes to bringing in the variation to the evolution process, and thus, compels the
evolution to get rid of the local optimum trap quickly.
Figure 11. Mutation operator.
4.4. Algorithm Adaptive Parameter Mechanism
The adaptive parameters are usually used to compel the algorithm to ignore the local optimum
trap and accelerate the evolution speed. Therefore, the crossover and mutation rate will be modified
respectively to compel the evolution to reach the global optimum. The crossover rate Pc is usually set
with a higher value, and its counterpart Pm is lower in comparison at the beginning, which contributes
to accelerating the evolution speed of the algorithm at the first stage. During the evolution,
as mentioned before, the unification trend will appear, in which most of the solutions in the solution
group will be similar to the others. It will be difficult to ignore the local optimum due to this trend.
Thus, the mutation rate should be increased to improve the solution group diversity, which is measured
by the average length of the solutions (L(g)). This is due to the fact that the solution with a higher
length could provide more likely good genes for evolution.








Li(g − 1)) (14)
ε(x) =
{
1 , x ≥ 0





ε(∇Lavg(g − t)), g ≥ n (16)
Pc(g) = Pc(g − 1)− 	(g)T (17)
Pm(g) = Pm(g − 1) + 	(g)T (18)
where Gs in Equation (14) indicates the size of the solution group, Lo f f (g) and Lpar(g) are the average
length of the g-th and (g − 1)-th solution groups, ε in Equation (15) represents the recording of the
diversity varying trend, 	 means the accumulation of the diversity change in the latest n generations,
Pc(g) and Pm(g) are the crossover and mutation rate in the g-th generation and T is the threshold value
for the maximum evolution generation. Consequently, CAGA is undertaken to adaptively update the
rate of crossover and mutation by recording the diversity varying trend during the evolution process.
5. Simulation and Verification
In this section, to verify the proposed method for the energy link optimization, the WPTG with
different amounts of nodes (N = 10, 15, 20) will be established with a no weight preferences situation
(ω1 = 0.4, ω2 = 0.3, ω3 = 0.3). As shown in Figure 12, each node is assumed to be distributed randomly,
and the weighted link between two nodes is used to represent the abstract energy link. Then, random
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index weight values are set on the energy link to simulate the power transfer and grid characteristics.
Consequently, the optimization process will be undertaken based on these grid topologies, respectively.
The power supply node is set as Node 1, and the load node is set as node N in these three situations.
The rest nodes act as the candidate repeater nodes. Additionally, the optimal energy link is labelled
with a bold line in each grid. In comparison with the traditional genetic algorithm [34], CAGA is
undertaken to run the optimization by establishing an optimal energy link through selecting the nodes’
repeater nodes from the candidates. The detailed algorithm parameters are listed as shown in Table 1.
This simulation experiment is performed on a PC with a Intel Xeon(R) 3 GHz processor and 4 Gbytes of
runtime memory, running Microsoft Windows 7 professional version. MATLAB is utilized to implement
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(c)
Figure 12. Grid topology (N nodes), ω1 = 0.4, ω2 = 0.3, ω3 = 0.3. (a) N = 10; (b) N = 15; (c) N = 20.
Table 1. Optimization parameters.
Parameter Value
Solution group size Gs 40
Maximum evolution generations T 50
Initial crossover rate Pc 0.9
Initial mutation rate Pm 0.1
Trend recording number n 3
Constrain value for PTE PTEm 0.5
Constrain value for time delay Dm/s 1.5
Constrain value for energy storage Sm/kWh 27
The optimization results and their respective time costs of three grids are listed in Table 2.
It indicates that the CAGA could get the optimal result in different situations. However, the traditional
GA method always gets trapped in the local optimum. This performance difference is due to the
improvements in the algorithm operators in CAGA. These improvements contribute to keeping the
diversity of the solution groups, which drives the evolution process to the global optimal result.
The time cost is also reduced with the improvement in the diversity of the solution group. As for
the algorithm robustness, the performance difference is shown in Figure 13. The results show that
with the increase in the node number, the failure rate of the proposed algorithm is almost kept steady
at a low level. However, the traditional GA changes greatly with the increase in the node number.
Thus, the effect of keeping the diversity of the solution group on algorithm robustness is verified,
as well.
Table 2. Performance comparison of the convergence.
Optimization Method N = 10 N = 15 N = 20
Traditional GA method {1,2,4,5,10}/1.1 s {1,7,6,13,8,15}/1.97 s {1,5,3,13,8,15,20}/3.1 s
CAGA {1,7,5,10}/0.88 s {1,6,13,8,15}/1.43 s {1,6,13,8,15,20}/1.91 s
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Figure 13. Robustness performance comparison.
To make the algorithm performance difference clearer, the WPTG with 15 nodes is utilized to
present it in detail. As shown in Table 3, the convergence results are list to show the two methods’
convergence performance in different index weight preferences. The results of the optimized energy
link are listed in Table 3, which shows that the energy link ({1, 6, 13, 8, 15}) optimized by CAGA
performs better than the traditional genetic algorithm method in the condition of no weight preferences.
The time delay is reduced by 17.8%, while the PTE is only reduced by 1.24% in the CAGA in comparison
with the traditional result. Thus, the comprehensive performance is improved greatly, which is also
confirmed in the performance index value (0.3096 ≺ 0.3291); During the weight preference situation,
the result of CAGA is increased by 8% in comparison with the traditional method in the PTE preference
situation. The improvement appears in the energy balance and time delay preferences situations
as well. Consequently, the feasibility of CAGA proposed in this paper for energy link optimization
is verified.
Table 3. Convergence results (N = 15).
Optimization Method Index Weight Optimized Energy Link J PTE Del Smst
Traditional GA method {0.4, 0.3, 0.3} {1, 7, 6, 13, 8, 15} 0.3291 0.5494 2.76 38
CAGA {0.4, 0.3, 0.3} {1, 6, 13, 8, 15} 0.3096 0.5426 2.27 38
Traditional GA method {0.7, 0.2, 0.1} {1, 7, 12, 13, 8, 15} 0.4011 0.5469 3.29 36
CAGA {0.7, 0.2, 0.1} {1, 5, 3, 13, 8, 15} 0.3763 0.5869 2.69 38
Traditional GA method {0.2, 0.7, 0.1} {1, 7, 12, 13, 8, 15} 0.5244 0.5469 3.29 36
CAGA {0.2, 0.7, 0.1} {1, 5, 3, 8, 15} 0.493 0.5087 2.3 40
Traditional GA method {0.2, 0.1, 0.7} {1, 6, 3, 8, 15} 0.0954 0.4362 2.12 40
CAGA {0.2, 0.1, 0.7} {1, 5, 3, 15} 0.0922 0.3825 1.82 40
The convergence process and robustness of these two methods are also compared in Figure 14.
As shown in Figure 14a, the traditional GA method gets trapped in the 12th evolution generation.
In comparison, the proposed CAGA method gets trapped in the 13th generation, but reaches the global
optimum in the 15th generation. Meanwhile, the robustness of the algorithm is compared in Figure 14b.
The CAGA only fails in the fourth and ninth operation, and thus, the failure rate is 20%. The traditional
GA method only succeeds four times in the repeating 10 operations. Therefore, the conclusion can be
made that the CAGA method overwhelms the traditional GA method in different weight preference
situations, as well as the algorithm robustness. This result is also due to the fact that GA is a kind
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of metaheuristic algorithm, which tends to get trapped in the local optimal result. The centralization
mechanism and a new crossover method named forward order crossover, as well as the adaptive
parameter mechanism are introduced to keep the diversity of the solution group in the proposed method.
It greatly contributes to driving the evolution process forward to the global optimal result, and thus,
it also improves the robustness.
(a) (b)
Figure 14. Algorithm performance comparison, ω1 = 0.4, ω2 = 0.3, ω3 = 0.3. (a) Convergence
comparison; (b) Robustness comparison.
6. Conclusions and Future Directions
WPTG is a novel energy grid for resolving the power transfer issues in device groups. In this
paper, an optimization method for the energy link in WPTG is proposed to get the optimal energy
link from the power supply node to the load node. The power transfer characteristic (PTE) and the
grid characteristics (time delay and energy load balance) are taken into consideration to establish
the optimization model. An advanced genetic algorithm (CAGA) is proposed to undertake the
optimization process. This method is running based on the concentration of the solutions and
adaptively varying the algorithm parameters. A forward order crossover operator is also introduced to
accelerate the evolution speed. The simulation results confirm the feasibility of the proposed method.
In future works, the detailed engineering applications of the wireless power transfer grid will be
further studied and developed.
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Abstract: As mobile data traffic levels have increased exponentially, resulting in rising energy costs in
recent years, the demand for and development of green communication technologies has resulted in
various energy-saving designs for cellular systems. At the same time, recent technological advances
have allowed multiple component carriers (CCs) to be simultaneously utilized in a base station (BS),
a development that has made the energy consumption of BSs a matter of increasing concern. To help
address this concern, herein we propose a novel scheme aimed at efficiently minimizing the power
consumption of BS transceivers during transmission, while still ensuring good service quality and
fairness for users. Specifically, the scheme utilizes the dynamic activation/deactivation of CCs during
data transmission to increase power usage efficiency. To test its effectiveness, the proposed scheme
was applied to a model consisting of a BS with orthogonal frequency division multiple access-based
CCs in a downlink transmission environment. The results indicated that, given periods of relatively
light traffic loads, the total power consumption of the proposed scheme is significantly lower than that
of schemes in which all the CCs of a BS are constantly activated, suggesting the scheme’s potential
for reducing both energy costs and carbon dioxide emissions.
Keywords: power-saving; green cellular systems; multiple component carriers
1. Introduction
In recent years, 4th generation (4G) cellular systems have been developed and deployed in order to
better handle the data demands of ever-increasing numbers of network users, and cellular technologies
are even now advancing towards 5th generation (5G) cellular systems and beyond. Importantly, one of
the key features of 4G/5G and future cellular systems that allows them to achieve higher capacities
than less advanced networks is the ability of base stations (BSs) to utilize multiple component carriers
(CCs) together during data transmissions [1,2]. At the same time, the power consumed by such
wireless networks, especially by their BSs, has become a matter of increasing concern due to rising
energy costs and the environmental impacts of the carbon dioxide (CO2) emissions that accompany
energy production. As a result, the concept of green communications has received increasing attention
as a potential means of addressing these concerns [3–7]. The primary goal of green communications
is reducing the overall amount of power consumed by the transmission of communications without
causing any reduction in the service quality enjoyed by users.
The primary purpose of developing multi-CC BSs was to provide greater capability in handling
very large data-based transmissions, while the concept of green communications relies to a large extent
on the fact that these multi-CC BSs should be capable of efficiently reducing the amount of energy
consumed by their transceivers. That is to say, the fundamental thinking behind green communication
efforts is the idea of enhancing the efficiency of multi-CC BSs so that transmission activities will result
in energy savings. As such, ongoing research efforts aimed at exploring how the efficiency of data
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transmissions from multi-CC BSs can be improved, up to and including the point at which such BSs
can be seen as “green BSs”, are essential.
Moreover, it is worth noting that network operators and network users have different goals and
preferences when it comes to the issue of radio resource management. Specifically, network users
want radio resource allocation to be both fair and sufficient to guarantee their requirements in terms
of service quality, whereas network operators are more concerned, given that radio resources are by
nature finite, with maximizing the utilization of those resources as much as possible. Accordingly,
certain trade-offs are inevitably required given these competing aims of network users and operators,
a subject which has previously been explored by various researchers, including, for example, Rodrigues
and Casadevall [8]. However, no past studies have comprehensively examined how the fair scheduling
schemes for BSs in multi-CC systems might be refined to yield power savings.
With these points in mind, the goal of the present study was to minimize the amount of power
consumed by the operation of BS transceivers with multiple CCs, while still ensuring fairness in
resource allocation for various types of users, including the maintenance of sufficient user data rates.
To that end, this paper proposes a novel optimization scheme that interprets data transmissions at
BSs in a fundamentally different manner than many previously presented resource allocation models.
The main contributions of the paper can be summarized as follows:
• A novel and efficient transmission scheme for orthogonal frequency division multiple access
(OFDMA)-based multi-CC cellular systems that saves power while concurrently supporting both
real-time (RT) (delay-sensitive and high data-rate) and non-real-time (NRT) (non-delay-sensitive)
types of downlink traffic and maintaining efficient control of fairness indexes for the two types of
users based on their respective data usage needs.
• By adaptively activating and deactivating CCs during periods of relatively light traffic loads,
the proposed scheme can yield significant reductions in the power consumed during data
transmission. Thus, the proposed scheme has considerable potential in terms of reducing the
energy costs and CO2 emissions associated with cellular networks.
The next sections of this paper are organized as follows: Section 2 gives an overview of existing
related literature in the field. Section 3 introduces a system model and power consumption model for
multi-CC cellular networks and provides a problem formulation for the model to show the objective
function to be optimized and define constraints. Next, in Section 4, a proposed novel transmission
scheme for use in the model is detailed, and a time complexity analysis of this scheme is performed.
Results in terms of power-saving and fairness performances are subsequently shown and discussed in
Section 5. Finally, Section 6 relates the conclusions of this study.
2. Related Work
A substantial amount of the past research regarding designs for radio resource allocation in
cellular systems has been concentrated on systems utilizing multi-user single-CC BSs, with several
studies having given particular attention to various methods used to improve system performance
from the standpoint of individual contributions [9–18]. More specifically, Wong et al. [9] proposed
a jointly adaptive bit, subcarrier, and power allocation algorithm as a means of improving the
performance of a system. In contrast, in the study by Jeong et al. [10], the authors proposed a scheme
involving high efficiency cross-layer packet scheduling and resource management. In yet another
approach, Kivanc et al. detailed a set of algorithms relying on greater computational efficiency in
determining the allocation of power and subcarriers among system users [11], whereas Madan et al.
proposed fast algorithms to handle the task of ensuring resource allocation optimization in order
to maximize the overall utility of a system [12]. In another study, the subject of how to allocate
resources for energy-efficient communication in the context of single-cell downlink environments
with numerous transmitting antennas was addressed by Ng et al. [13]. Subsequently, the same
researchers extended their research framework further to include multi-cell downlink environments
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with cooperative BSs [14]. Meanwhile, a study by He et al. focused on the physical-layer aspect in its
investigation of energy-efficient coordinated beamforming and power allocation in multi-cell downlink
environments [15]. In a still more recent study, Piunti et al. proposed an optimization framework aimed
at minimizing the degree of power consumption while also providing the minimum bit rate required
for each mobile terminal [16]. Still another approach utilized the development of heterogeneous
network deployments with macrocells and small cells in order to enhance energy efficiency [17,18].
Nevertheless, although each of these studies (i.e., [9–18]) made some important contributions, none
of them looked explicitly at multi-CC BSs or the important subject of energy savings. As such, their
contributions, while valuable, do not have much direct relevance to the growing concerns regarding
energy consumption and associated CO2 emissions discussed in the introduction above.
Nonetheless, as regulatory agencies and people in general have become increasingly aware of the
environmental problems linked to energy usage, the subject of green communication technologies,
including green cellular systems, has become the focus of a major trend in communications
research [3–7,19–28]. Several important studies [3–7], for example, have sought to provide overviews
of the various issues related to energy consumption in communication networks. In terms of directly
practical research, meanwhile, Niu et al. [19] authored a study proposing a cell-zooming-based
energy-saving algorithm aimed at providing dynamic adjustments to the transmission power of
BSs, while the energy-saving management group of the 3rd Generation Partnership Project (3GPP)
presented a number of network architectures aimed at providing energy savings on a system-wide
basis [20]. Micallef et al. [21], meanwhile, proposed an energy-saving algorithm aimed at exploiting
variations in network traffic levels in the context of dual-cell high speed downlink packet access
systems. Relatedly, Lorincz et al. looked at methods for managing the levels of power used by network
devices in the context of realistic traffic patterns as a means of minimizing the overall amount of
energy consumed by wireless access networks [22], while Chung and Tsai proposed a model aimed
at optimizing both CC activation/deactivation and radio resource allocation in order to save power
during BS transmissions [23]. A second study by Lorincz et al. proposed an optimization model
taking the issue of voice-based transmissions into account in order to better ensure that cellular
system resources are allocated in an energy-efficient manner [24]. On the other hand, a hybrid model
aimed at providing energy efficiency evaluations for converged wireless/optical access networks was
proposed by Aleksic et al. [25], while in a study by Enokido and Takizawa, the authors proposed an
algorithm dedicated to reducing the total amount of power consumed in distributed models [26].
More recently, Chung proposed a rate-and-power control scheme for the BS transmission to address
the problem of energy minimization at BS transceivers while also ensuring required service quality and
fairness for all users [27]. After that, Chung further constructed a practical framework for addressing
energy-efficient BS transmissions based on the involvement of both radio resource allocation and CC
activation/deactivation [28].
Nonetheless, while the aforementioned studies authored by Micallef et al. [21], Chung and
Tsai [23], and Chung [27,28] did explicitly investigate the issue of energy savings as it relates to BSs
with transceivers, the designs utilized in those papers would still not be sufficient to fully address
the real-world network environments of the near future. More specifically, Micallef et al. [21] did not
consider the emerging context of 4G BSs, whereas Chung and Tsai [23] derived their sub-optimal
energy-saving transmission algorithm on the assumption of constantly backlogged flows, making
the algorithm somewhat less than fully realistic in terms of reflecting system performance given
that in real-world situations, traffic is usually dynamic and fluctuating, as opposed to always being
backlogged. In addition, the transmission schemes designed by Chung [27,28] were not applicable
to the cases of BSs with more than two CCs being utilized. Accordingly, to the best of this author’s
knowledge, previous studies have yet to fully investigate how to minimize power consumption in
relation to multi-CC BS transceivers, especially in the context of the activation/deactivation of multiple
CCs. Furthermore, given the aforementioned goal of green communications, the capacity of BSs to
avoid wasting power in the operation of their transceivers is only likely to grow in importance.
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3. Problem Description
3.1. System Model
For the purposes of the present study, we focused on the downlink data transmissions in an
OFDMA-based multi-CC BS system of a single cell. In this scenario, the cell itself is comprised of n
user terminals, with each user terminal being indexed as user-k. In this model, the smallest allocation
unit for resource scheduling is a sub-channel spanning 12 sub-carriers for which the bandwidth
is denoted as bsub. In addition, it is assumed that only a single user can be assigned to a given
sub-channel. Moreover, the amount of time, in seconds, spanning a specific number of consecutive
OFDMA downlink frames is defined as the smallest transmission unit and denoted as α. The notation
s is used to denote the current scheduling round. In this context, α is set equal to 1 in order to avoid
re-defining the unit of “power” and in order to allow reasonable required computation time for the
scheme employed.
It is further assumed that there are a total of c CCs located in different frequency bands. These
CCs, which are indexed by i, can be utilized for transmission. Without loss of generality, for a
user with a given specific transmission power, the data rates supported by the CCs in the higher
frequency bands are lower than those supported by the CCs in the lower frequency bands. In this
study, the CC with i = 1 was regarded as the primary CC (PCC), while the others were regarded as the
supplementary CCs (SCCs). For data transmissions, the PCC was always used as the main CC and
was thus set to always be activated, while the SCCs were only used when the traffic was relatively
heavy in order to supplement the PCC. As a result, there are naturally c kinds of combinations for
these SCCs and the PCC. More specifically, if Ω is defined as the set of all the combinations of CC
configurations involving at least the PCC, then the configuration status vector in round s can be defined
as vpzqpsq “ rvpzq1 psq, vpzq2 psq, ..., vpzqc psqs, where z denotes the index for the configuration being utilized
in Ω, and z = 1, 2, . . . , |Ω|. Note, then, that |Ω| = c. We can set z = x to indicate that the CCs with i = 1
to x are activated and that no other configurations are permitted. As such, for a specific configuration z
in round s, vpzqi psq = 1 if CC-i is activated; otherwise, it equals 0. Furthermore, we also assume that
CC-i consists of i sub-channels.
Figure 1 presents a conceptual construction of the system model from a systemic point of view,
where it is comprised of a classifier, an RT processing queue, an NRT processing queue, an admission
gate, a scheduling queue, a scheduler, and c OFDMA-based CCs. The data of the various users are
transmitted at the session level. In the classifier, all the user session requests are categorized as either
RT or NRT sessions, and from the classifier, they are then forwarded in sequence to, respectively,
either the RT processing queue or the NRT processing queue. If allowed, these session requests then
pass, at the start of each scheduling round, through the admission gate, after which they are buffered
to the scheduling queue where they then wait for the scheduler to accept or deny their requests for
transmissions. For convenience, in some parts of this paper, the NRT users and the RT users are
indexed as type-m users, with m = 1, 2, respectively. In addition, the term pmqpsq is used to denote the
set of type-m users in the cell for round s; wpsq is used to denote the set of active users with session
requests awaiting the scheduler decision in the scheduling queue for round s; and spsq is used to
denote the set of active users whose sessions are actually being served during round s. Meanwhile, the
duration of a delay in addressing a session request from a given user is measured starting from the
time the request is forwarded to the RT processing queue or the NRT processing queue to the time
his/her data is completely transmitted.
Furthermore, the basic power consumption required by the BS to activate CC-i is denoted with
pi, while ppzqpsq is used to denote the total power consumption of all the active CCs in configuration
z during round s. Moreover, Ti denotes the bandwidth (in Hz) of CC-i, while the total system
bandwidth is denoted by T “ řci“1 Ti. As such, ppzqpsq can also be expressed as ppzqpsq “ řci“1 pivpzqi psq
while
ř




i psq and bkpsq denotes the bandwidth
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allocated to the active user-k during round s. It is thus implied that, given a specific configuration
z, the total fraction of bandwidths occupied by active users during each round can be distributed
arbitrarily over any sub-channels of the activated CCs.
Figure 1. The system model for the present study. The dotted line surrounding the SCCs indicates that
those SCCs can be turned off based on the traffic load.
3.2. Power Consumption Model
The power consumption model used in this study refers to the simple, linear model presented by
Correia et al. [3], as that model allows for the efficient evaluation of the total energy consumption of
transceivers at a BS. This model considered both the output power and the input power [3]. The input
power is consumed and converted to a certain output power by BS transceivers. This output power is
the time-varying radiated power consumed by the BS transceivers that is then used to support user
sessions so that their data rate requirements are met; herein, this power is referred to as transmission
power. The input power, i.e., the total power required by BS transceivers, comprises the basic power
and the transmission power.
Specifically, we let ptrans,kpi, j, sq denote the transmission power required to support active
user-k, where that active user is from sub-channel-j of CC-i in round s. If we then suppose that
the physical-layer coding scheme utilized by future systems will be sufficiently enhanced to achieve
the target bit error rate (BER), then according to the analysis of Madan, Boyd, and Lall [12], ptrans,kpi, j, sq
can be calculated as:
ptrans,kpi, j, sq “ α N0bsubHkpi, j, sqJ pe
rkpi, j, sq
bsub ´ 1q (1)
Notice that in Equation (1), for round s, rkpi, j, sq denotes the physical-layer data rate for user-k
from sub-channel-j of CC-i, N0 denotes the noise power spectral density, Hkpi, j, sq indicates the channel
gain betweensub-channel-j of CC-i, and J “ ´1.5{logp5εq, where ε denotes the target constant BER.
Furthermore, ptrans_max,i is used to denote the maximum transmission power allowed for CC-i.
3.3. Problem Formulation
In this study, our ideal goal, for each scheduling round, was to minimize the overall power consumed
of the BS transceivers, Ptotalpsq, subject to the stipulation that the fairness indexes for the different type-m
users (i.e., m = 1, 2), Φpmqpsq, needed to be maintained at their respective desired target values, Φpmqtarget,
and, furthermore, that the data transmission rates of the active users, rkpsq, @k P wpsq Yspsq, had to be
achieved at their respective minimum required levels, rreq,k. Furthermore, we let βpsq denote the set of
available radio resources for round s and let kpsq denote the set of the radio resources assigned to active
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user-k in wpsq Yspsq during round s. Under those conditions, the optimization problem for each round
could then be formulated as follows:
minimize
z, rkpsq, kpsq










Φpmqpsq “ Φpmqtarget, m = 1, 2;




ptrans,kpi, j, sq ď ptrans_max,i, i = 1, 2, . . . , z;ř
kPwpsqYspsq
kpsq Ď βpsq, xpsq X ypsq “ ∅, x ‰ y.









, m “ 1, 2 (2)
where φkpsq denotes the fairness index for the given user-k. Furthermore, according to the




dkpsq , @k P 
p1qpsq Y p2qpsq (3)
where rkpsq denotes the average observed data rate for the given user-k until round s ´ 1 (which can be
determined using various smoothing methods (for an example of a convergence analysis of smoothing
methods, please refer to the study by Liu and Wang [30]), such as exponential filtering methods) and
dkpsq denotes the delay in addressing any session request for user-k till round s.
At this point, one can ascertain that the considered optimization formulation constitutes an
integer-nonlinear programming problem. However, an integer-nonlinear optimization problem is
highly complex, meaning that in order to find the optimal solution for such a problem, an exhaustive
search is generally required; in other words, a problem of this type can be viewed as numerically
tractable. Moreover, no optimal solution will be possible when the traffic load is so high that it
exceeds what the system can handle. Consequently, in light of the structure of the considered problem,
we instead propose, in the following section, a heuristic power-saving transmission scheme that
achieves efficient control of fairness for each type of user while also maintaining the data rates for
those users at levels above their respective minimum requirements.
4. Proposed Scheme
The scheme proposed and presented herein is composed of five components, namely, the session
admission control (SAC), transmission power estimation (TPE), SCC activation/deactivation (SAD),
fair bandwidth allocation (FBA), and fair power adjustment (FPA) components.
The significance of each individual component is described as follows. The SAC component is
used to periodically determine whether the system should accept or deny new session requests to
maintain the data rates of the users being served. The TPE component is utilized to estimate the total
transmission power needed to satisfy the active users that have been granted admission by the SAC.
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The SAD component is employed in order to activate/deactivate the SCCs as necessary in order to
meet the needs of the active users as determined by the TPE. The FBA component is used to ascertain
which active users should be assigned to which individual sub-channels in order to maintain the
fairness indexes of the different types of users at acceptable levels. The FPA component is then utilized
to further adjust the transmission power levels for the individual sub-channels scheduled by the FBA
in order to enhance the channel efficiency (which is accomplished by employing the water-filling
concept) and maintain the required minimum data rates of the users selected by the FBA.
Moreover, the SAC component is employed in the admission gate, while the TPE, SAD, FBA,
and FPA components are employed in the scheduler. A conceptual flow chart of the proposed scheme
is presented in Figure 2.
Figure 2. A conceptual flow chart of the proposed scheme.
Notice that the SAC component constitutes the first operation executed at the beginning of every
round for the purpose of scheduling session requests. In addition, the average signal-to-noise ratios
for those CCs which are activated will be estimated on a periodic basis (i.e., during each round) by the
individual users, and those estimates will then be sent back to the BS. Given all the conditions stipulated
above, a detailed description of the entire proposed scheme is provided in the following subsections.
4.1. Session Admission Control (SAC)
At the start of each round, the mechanism will check to determine whether or not incoming
session requests from the RT or NRT processing queues should be allowed to proceed through the
admission gate to join the scheduling queue to access the network. Define ϑpsq as the number of
non-occupied sub-channels in the system during round s. The key feature of the scheme’s design is
that if pϑpsq ´ |wpsq|q ą 0, the admission gate is opened to allow some type-m user requests to enter
the scheduling queue based on the ratio of the type-m users’ required data rate to the required data
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rate of all the users in the processing queues; otherwise, those session requests in both the RT and
NRT processing queues are not allowed to enter the scheduling queue (i.e., the admission gate is kept
closed). This design effectively ensures that both the data rate of the users in wpsq and the fairness
indexes for the different types of users can be maintained as well as possible at certain levels.
To facilitate description, define pmqrw psq as the set of type-m users in the processing queue until
round s, while also defining rpmqrw_reqpsq as the average required data rate of those type-m users in pmqrw psq.
In addition, let npmqpsq denote the number of type-m user requests in the respective processing queues
that are permitted to proceed to the scheduling queue in round s. The following pseudo code details
the exact operation of this component:
If (pϑpsq ´ |wpsq|q ą 0)
npmqpsq “











ffiffiffiffiffiffifl, m “ 1, 2;
Else npmqpsq “ 0, m “ 1, 2.
4.2. Transmission Power Estimation (TPE)
After the completion of the SAC component, the total transmission power needed is estimated.
This is accomplished by estimating the transmission power required by every session of the respective
users currently being served in spsq, as well as by estimating the transmission power required by
every session of the respective users in wpsq.
First, ptrans_spsq is defined as the estimated transmission power for the sessions being served in






N0bsubrHkpi, j, sqJ pe
rkpi, j, sq
bsub ´ 1q (4)
Notice that in Equation (4), rkpi, j, sq denotes the estimated version of rkpi, j, sq, rHkpi, j, sq indicates
the estimation of Hkpi, j, sq, and ℵkpsq denotes the set of currently assigned radio resources for user-k
in spsq.
Next, the transmission power, denoted as ptrans_reqpsq, needed to meet the data rate demands of
the users in wpsq for this round is estimated. To minimize the total amount of power consumed,
we simply pre-set the minimum required data rate for each user in wpsq for approximate estimations.






bsub ´ 1q (5)
under the assumption that only a single sub-channel is assigned to an active user session. Notice also
that in Equation (5), rHkpsq denotes the estimation of the average channel gain between user-k and each
sub-channel of the active CCs.
If ptrans_totpsq is used to denote the above estimated total transmission power, then:
ptrans_totpsq “ ptrans_reqpsq ` ptrans_spsq (6)
In order to lessen the impact of any undesired fluctuations over a short-term interval, a smoothing
exponential filtering version of ptrans_totpsq, denoted as p̂trans_totpsq, is utilized. Next, the maximum
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with that value being calculated for comparison with p̂trans_totpsq to determine whether p̂trans_totpsq can
be supported by the current active CCs.
4.3. SCC Activation/Deactivation (SAD)
In order to actually prevent any unnecessary power consumption, the information of the TPE
component is utilized by the SAD component to determine when to turn on (or turn off) any necessary
(or unnecessary) SCCs. The following pseudo code expresses the details of this component’s operation:
{{Initialize counting variables y1 “ 0 and y2 “ 0 at the first execution of the proposed scheme{{
If pppz´1qtrans ă p̂trans_totpsq ď ppzqtransq
y1 “ 0;
y2 “ 0;
z “ z; {{set that pp0qtrans“ 0{{
Else If pp̂trans_totpsq ą ppzqtransq
y1 “ y1 ` 1;
y2 “ 0;
z “ z;
While py1 “ ythq do
z “ z ` 1;
Else pp̂trans_totpsq ď ppz´1qtrans q
y2 “ y2 ` 1;
y1 “ 0;
z “ z;
While py2 ě ythq do
CC-z denies new arrivals;
While pall sessions on the CC-z are completely transmittedq do
z “ z ´ 1.
4.4. Fair Bandwidth Allocation (FBA)
The respective fairness control parameters of the type-m, m = 1, 2, users in round s, denoted as
υpmqpsq, must then be obtained to control the fairness index for each type of user around the respective
target values. The value of υpmqpsq can be expressed in the form of a stochastic gradient search:
νpmqpsq “ νpmqps ´ 1q ´ ηpmq ¨ pΦpmqpsq ´ Φpmqtargetq (8)
for m = 1, 2, respectively, where ηpmq denotes the step-size parameters for type-m users.
Since the inherent differing characteristics of the fairness indexes for the RT users and NRT
users are respectively used in the calculations for evaluating those indexes, the radio resources are
dynamically divided into two parts based on the ratio of the type-m users’ required data rate to
the required data rate of all the users in the scheduling queue. In addition, the design includes the
stipulation that each type of user has their own region of greater priority than the other type of users.
By dint of this approach, certain relative levels of fairness between the RT users and NRT users can be
maintained. Specifically, we use pmqw psq to denote the subset of type-m users in wpsq and use rpmqreq psq
to denote the average required data rate of type-m users in pmqw psq. In addition, bipsq is defined, for
round s, as the number of non-occupied sub-channels of CC-i. Next, bNRT,ipsq is used to indicate the
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number of sub-channels of CC-i for which the NRT users are given higher priority than the RT users to














Meanwhile, bRT,ipsq denotes the number of sub-channels of CC-i for which the RT user sessions
are given a higher priority than the NRT user sessions to share in during round s; this term can be
calculated as follows:
bRT,ipsq “ bipsq ´ bNRT,ipsq (10)
Next, we schedule waiting user session requests in the scheduling queue by starting from the
unassigned sub-channels of the active CCs based on SAD with the index i = 1 in the configuration z.
Referring to the aforementioned study by Rodrigues and Casadevall [8], the optimal fair assignment
vector, which is indicated by tuple(i*,j*,k*), can be searched via:
tuplepi˚, j˚, k˚q “ arg max
i,j,kPwpsq
pwkpsqrkpi, j, sqq (11)
under the assumption that equal power allocation is applied for each sub-channel. Note that in
Equation (11), wkpsq denotes the weighting factor for user-k in wpsq during round s. With appropriate
modification of the weighting factor presented in the aforementioned study by Rodrigues and






, @k P wpsq (12)
The set of optimal tuple(i*,j*,k*)s is the solution that results in a value of Φpmqpsq closest to the
Φpmqtarget value.
4.5. Fair Power Adjustment (FPA)
After the FBA component is completed, the power applied for the sub-channels selected in
Equation (11) is further adjusted on the basis of the multi-level water-filling concept, with the aim
being to better meet the requirements of the constraints in the considered optimization problem.
For convenience, the term pi̊,jpsq is defined as the optimal power allocation for sub-channel-j of CC-i
during round s, and can be expressed as:
pi̊,jpsq “
„
σkpsq ´ 1rγkpi, j, sq
j`
, k P w_selpsq (13)
Notice that in Equation (13), w_selpsq indicates the set of active users whose requests have been
selected based on Equation (11), σkpsq is the water level for user-k in w_selpsq during round s of the
water-filling problem, rγkpi, j, sq indicates the estimated channel gain-to-noise ratio between user-k and
sub-channel-j of CC-i during round s, and rxs` ” maxp0, xq. Lastly, with regard to those requests
from the users in w_selpsq, if their allocated power levels are less than those necessary to satisfy their
minimum required data rates, they are forced to continuously wait in the scheduling queue.
4.6. Time Complexity Analysis
In this subsection, a study of the worst-case performance of the proposed scheme in terms of the
time complexity as a function of |wpsq|, |w_selpsq|, and i, with i “ 1, 2, ..., c, is provided. In the SAC
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component, the amount of time required to perform comparisons is referred to using the constant
a1, while the amount of time required for statements is referred to using the constant a2. In the TPE
component, the amount of time required for statements is referred to using the constant a3. In the SAD
component, the amount of time required to perform comparisons is referred to using the constant
a4, while the amount of time required for statements is referred to using the constant a5. In the FBA
component, the amount of time required for statements is referred to using the constant a6. In addition,
the FBA component sorts the fair assignment vectors, and the worst-case cost for the FBA component
is indicated by Op|wpsq| přci“1 iqlogpřci“1 iqq. In the FPA component, the amount of time required
for statements is referred to using a7 |w_selpsq|, where a7 is a constant. As such, the worst-case time
complexity of the proposed scheme can be calculated as Op|wpsq| přci“1 iqlogpřci“1 iqq. It should be
noted that c typically falls in the range of 2–5 (with an especially high likelihood of being equal to or
smaller than 3) in today’s environments. As a result, the complexity should generally be low.
5. Results and Discussion
In this section, numerical examples are presented to compare the power consumption of the
proposed scheme for transmitting data in a multi-CC BS system with that of a conventional scheme
in order to quantify the amount of power that could be saved by using the proposed scheme. In the
conventional scheme, important elements of the proposed scheme, namely, the SAC, TPE, and SAD
components, are simply excluded; in other words, all the CCs are constantly activated, regardless of
any fluctuations in the traffic load.
For our experiments, the example of a medium-sized urban macro-cell in which the BS utilizes
three CCs for data transmissions was considered. Of the three CCs, one was assumed to be in
the 700 MHz frequency band, while the other two were assumed to be in the 2 GHz frequency
band. Recall that the three CCs were indexed with i, with i = 1, 2, and 3, respectively. In addition,
the following parameters were also assumed: Ti = 5 MHz; bsub = 180 kHz; pi = 10 W; ptrans_max,i = 10
W; and one OFDMA downlink frame spans 25 sub-channels. We further assumed that all the users
of the cell had a uniform spatial distribution, while the movements of the users were assumed to
occur at 3 km/h in random directions. Path loss was assumed as the channel propagation model, with
the Hata and COST 231 models being adopted for one CC in the 700 MHz frequency band and the
other two CCs in the 2 GHz frequency band, respectively [31,32]. The Hata path loss, denoted as LHata
(in dB), is expressed as:
LHata “ 69.55 ` 26.16log10 f1 ´ 13.82log10hb ´ ϕphdq ` p44.9 ´ 6.55log10hbqlog10d (14)
Note that, in Equation (14), f1 is the carrier frequency for the Hata path loss model, which is
herein set equal to 700 MHz, hb is the effective BS antenna height (in m), hd is the user-terminal antenna
height (in m), ϕphdq is a correction factor for the user-terminal antenna height, which is given by:
ϕphdq “ 3.2log10p11.75hdq2 ´ 4.97 (15)
and d is the distance between the BS and the user-terminal (in km). In turn, the COST 231 path loss,
denoted as LCOST231 (in dB), is expressed as:
LCOST231 “ 46.3 ` 33.9log10 f2 ´ 13.82log10hb ´ ϕphdq ` p44.9 ´ 6.55log10hbqlog10d (16)
where f2 is the carrier frequency for the COST 231 path loss model, which is herein set equal to
2000 MHz.
In compliance with the application-layer service trend of the 4G and future 5G networks,
we looked at RT sessions consisting of YouTube activities and NRT sessions consisting of file transfer
protocol, hypertext transfer protocol, and social network activities as a study case. Session times of RT
users were set to have a mean of 3 min and an exponential distribution. For NRT users, 20% of the
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total file size was assumed to be contributed from file sizes with a truncated lognormal distribution
and a mean of 2 MB, while the other 80% was assumed to be contributed from files with a fixed size
of 100 kB each. For a given user, the inter-arrival time of user session requests, meaning the period
of time between the end of a session and the generation of a new request, was assumed to have an
exponential distribution and a mean of 1 s. For the sake of convenience, pmq refers to the set of type-m
users in the given cell. For the NRT users, the minimum required data rate rreq,k, k P p1q was set to
300 kbps, while for the RT users, the minimum required data rate rreq,k, k P p2q was set to 500 kbps.
Moreover, Φpmqtarget, m = 1, 2, were both set at 1; ηpmq, m = 1, 2, were both set at 0.1; hb = 100 m; hd = 1 m;
the threshold yth in the SAD component was set at 10; and the simulation time was set to 1 h.
For demonstrations, the number of users was the variable, with the probability of a given user
being an RT user set at 30%, meaning that the probability of a given user being an NRT user was
set at 70%. The considered variation in the number of users over time is shown in Figure 3. In that
figure, an increase in users from one time point to the next indicates the addition of new users, while a
decrease indicates users leaving the cell. Accordingly, the numbers of RT and NRT user sessions being
transmitted versus time in the 3-CC cellular system are respectively shown in Figure 4. As shown in
Figures 3 and 4 during the interval from 35 to 40 min, there is a gap between the total number of users
in the cell and the total number of sessions being transmitted. This gap is mainly due to the system
capacity limit, such that some users’ requests are forced, by the check of SAC, to be buffered in their
respective processing queues to avoid causing service quality degradation of other user sessions that
are currently being served.
Given the conditions specified above, Figure 5 presents a comparison of the total power
consumption levels of the proposed scheme and the conventional scheme. As shown, the proposed
scheme resulted in significantly reduced total power consumption at the BS transceivers during periods
of relatively light traffic. This effect was achieved because under the proposed scheme, some SCCs were
dynamically deactivated when the traffic load decreased. As such, unnecessary power consumption
was significantly reduced even as the respective minimum requirements of all the user sessions were
satisfied and the fairness indexes for the different types of users were still efficiently controlled at
acceptable levels.
Figure 3. The number of users of the cell over time.
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Figure 4. The numbers of RT and NRT user sessions over time.
Figure 5. A comparison of the levels of total power consumption for the proposed scheme and the
conventional scheme.
Next, as can be seen in Figures 3 and 5 under the proposed scheme, for any periods in which the
total number of users was equal to or less than 20, the power consumed by the BS transceivers was
consistently reduced to a relatively low level (i.e., around 20 W). In contrast, under the baseline scheme,
the power consumed by the BS transceivers remained at a much higher level (i.e., around 60 W) for
almost the entire simulation. This was due to the fact that, for a given configuration of CCs, if the
water-filling approach based on Equation (13) was applied, the maximum available transmission
power was completely utilized for distribution over each sub-channel.
Next, in order to more clearly illustrate the behavior of the two schemes with regard to traffic load,
we introduce two graphs (Figures 6 and 7) in which the results for the basic levels of power consumed
and for the levels of transmission power consumed over time, respectively, are plotted. By referencing
Figures 3 and 6 it can be seen that, under the proposed scheme, the first SCC (CC-2) becomes activated
when the number of users is increased to 25, while the second SCC (CC-3) is subsequently activated
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when the number of users reaches 45. In contrast, when the number of users is relatively low, both of
the SCCs are deactivated. These results imply, then, that the proposed scheme can, in comparison
to the other scheme, effectively activate/deactivate the SCCs according to uncertain variations in
traffic loads over time in order to lessen or prevent unnecessary energy consumption. From Figure 7,
meanwhile, the following fact, which was likewise illustrated above with Figure 5, can clearly be
seen: due to the water-filling approach, the maximum available transmission power was almost fully
utilized for any given configuration of CCs under both schemes. Accordingly, the channel efficiency
enhanced. The latter point is illustrated in Figure 8, which shows the fairness indexes for both the RT
and NRT users over time.
Figure 6. A comparison of the levels of basic power consumption for the proposed scheme and the
conventional scheme.
Figure 7. A comparison of the levels of transmission power consumption for the proposed scheme and
the conventional scheme.
It was also found, as shown in Figure 8, that for a specific number of users of the cell, the fairness
indexes for the different types of users were nearly convergent, consistently reaching a level of less than
2% difference from the target. Moreover, even when the arrival rate of new users increased significantly,
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the fairness indexes for both the RT and NRT users were nearly maintained at their respective target
levels following no more than a few minutes of scheduling rounds (iterations) (the variable results
for each round of the 5-min intervals shown in Figure 8, where the intervals were based on the
traffic pattern indicated in Figure 3, are unrelated to any of the optimization variables for the power
minimization problem being considered. Accordingly, these results do not reflect the stability of the
proposed scheme in any way). Relatedly, while the fairness indexes for both types of users were
instantly degraded whenever the traffic load was significantly increased, they were still maintained at
levels above 0.7 during almost all those brief periods of degradation.
Figure 8. Fairness indexes over time for the RT user type and NRT user type under the
proposed scheme.
For the sake of completeness, Table 1 lists the average levels of total power consumption,
under the proposed scheme and the conventional scheme, for different minimum required data
rates for the NRT users and RT users given the traffic pattern indicated in Figure 3. As indicated
by Table 1, the proposed scheme outperforms the conventional scheme in terms of power-saving
effectiveness for various minimum required data rates for the NRT users and RT users. This better
performance results from the proposed scheme having the substantial advantage of flexibility in terms
of activating/deactivating the SCCs according to dynamically fluctuating traffic loads, thus allowing
unnecessary power consumption to be avoided. In addition, when the minimum required data rates
are set relatively low (i.e., rreq,k = 300 kbps for k P p1q and rreq,k = 500 bps for k P p2q), the resulting
power-saving ability is particularly significant (with consumption lowered by 50.26%). This is due
to the fact that, under a given a traffic pattern, and as indicated by Equation (1), when the minimum
required data rate for each user is higher, the accumulated transmission power will also be larger,
which, in the event that the accumulated transmission power exceeds the maximum transmission
power of the currently active CC(s), will lead to the activation of more SCC(s) to aid in the transmissions.
As a result, more power will be consumed. Meanwhile, when the minimum required data rates are
set lower, the resulting power consumption is also lower. For the conventional scheme, on the other
hand, because the two SCCs were continuously active regardless of the lightness or heaviness of
the traffic load, the level of total power consumption remained close to 60 W almost continuously.
Furthermore, as the minimum required data rate was increased, the total power consumed slightly
decreased, as can be seen from the column for the conventional scheme in Table 1. The reason for this
is that the possibility of the higher data rate requirement being satisfied is relatively low under heavy
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traffic load conditions, such that given the FPA design, some sessions may be forced to continuously
queue in the scheduling queue, in which case they will not consume power at the BS transceivers.
Table 1. The average levels of total power consumption, under the proposed scheme and the
conventional scheme, when the minimum required data rates for NRT users and RT users are set at
different levels given the traffic pattern indicated in Figure 3.
rreq,k, k P p1q{rreq,k, k P p2q The Proposed Scheme The Conventional Scheme
300 kbps/500 kbps 29.70 W 59.71 W
500 kbps/1 Mbps 32.15 W 59.06 W
1 Mbps/2 Mbps 39.16 W 58.38 W
Essentially, the advantages of the proposed scheme indicated by the above experimental results
spring from the fact that the proposed scheme was based on the radio resource and power allocation
approach previously proposed by Rodrigues and Casadevall [8]. The primary aim of their approach
was to ensure efficient control of the fairness of resource allocation, and we have simply modified that
approach further to fit the purposes of our proposed model. Simply put, the proposed scheme
provides powerful power-saving ability, while also satisfying the respective minimum required
data rates of all the user sessions and efficiently controlling the fairness of resource allocations to
different types of users. More specifically, by monitoring fluctuations in the traffic load and providing
dynamic activation/deactivation of the SCCs of the BS accordingly, the proposed scheme significantly
reduces any unnecessary consumption of power. Stated differently, the proposed approach allows
for efficient use of system resources with regard to power usage, bandwidth efficiency, user fairness,
and computational time. Based on the above observations, it can be firmly concluded that the
proposed scheme would constitute an effective means of reducing power consumption on the BS side
of cellular systems.
6. Conclusions
A novel and efficient power-saving scheme for data transmission in multi-CC cellular systems
has been proposed and successfully tested. The proposed scheme is more adaptive and flexible than
the conventional scheme with regard to SCC usage, while also maintaining the capacity to satisfy
the respective minimum required data rates of all the user sessions and simultaneously manage the
fairness indexes for different user types. In terms of limitations, it should be noted that the significant
gains of the proposed scheme in terms of power consumption come at the expense of some degradation
in fairness indexes for the different types of users whenever the traffic load is significantly increased.
However, those degradations are always brief, with the fairness levels for the different types of
users being re-established within minutes. It is believed that this novel power-saving scheme is an
excellent solution to be employed for use in 4G and future 5G multi-CC cellular systems at the BS
side for data transmissions. As such, the present work constitutes a reasonable and feasible means of
addressing the problems of rising energy costs and CO2 emissions associated with cellular systems.
In the future, we suggest extending the present system model and scheme to a multi-cell environment.
Nevertheless, the detailed design of the spectrum management and the transmission performance may
need to be re-evaluated. Furthermore, in addition to providing energy savings/efficiency, another key
goal of 5G and future cellular systems will be ensuring spectral efficiency [33]. As such, the question of
how these two different objective performance metrics can be efficiently coupled and integrated should
be given far greater attention in the coming years [34]. Lastly, it is reasonable to believe, in any event,
that continued efforts in this research direction may aid in mitigating the problem of global warming
by contributing to the establishment of environmental sustainability. Moreover, by conserving and
utilizing energy in a judicious manner, various other types of environmental degradation and resource
depletion can be avoided or ameliorated.
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Abstract: Integration technology of various distribution systems for improving renewable energy
utilization has been receiving attention in the power system industry. The wave-offshore hybrid
generation system (HGS), which has a capacity of over 10 MW, was recently developed by adopting
several voltage source converters (VSC), while a control method for adopted power conversion
systems has not yet been configured in spite of the unique system characteristics of the designated
structure. This paper deals with a reactive power assignment method for the developed hybrid
system to improve the power transfer efficiency of the entire system. Through the development and
application processes for an optimization algorithm utilizing the real-time active power profiles of
each generator, a feasibility confirmation of power transmission loss reduction was implemented.
To find the practical effect of the proposed control scheme, the real system information regarding
the demonstration process was applied from case studies. Also, an evaluation for the loss of the
improvement rate was calculated.
Keywords: hybrid generation system (HGS); reactive capability; reactive power assignment; power
conversion system (PCS) control; voltage source converter (VSC)
1. Introduction
The growing interest in energy preservation in all industrial sectors has recently motivated the need
to find sustainable technical solutions to reduce energy consumption. Nowadays, renewable energy
sources are developed based on a geographically wide area and usually generate requirements for a
management system to handle the entire system more appropriately [1]. Consequently, regarded industry
areas have promoted the development of total control solutions, such as wind farm management systems,
improving not only the mechanical conditions, but also the power control flexibility for the system
operator [2,3]. In the case of the offshore generation industry, structural designs and integration studies
have progressed by considering several different distribution systems including energy storage systems
(ESSs) for increasing the reliability of the entire system’s output profile [4,5]. Among these systems,
an integrated system with various distribution sources, which is composed of an offshore cluster with
some wind generators, has been receiving attention. These configurations have advantages in terms of
efficiency as well as available energy quantity and, can lead to the reduction of construction costs by
minimizing the related electrical systems.
In the case of the wave-offshore hybrid generation system (HGS), the configuration is suitable to
increase the whole generation capacity with a number of distribution generators and the combined
generation system can resolve the reliability issues of renewable sources [6]. In the current state of
HGSs, several permanent magnetic synchronous generator (PMSG) wind turbines and permanent
magnetic synchronous linear generator (PMSLG) wave generation systems have been built on a
designed offshore platform, sharing various pieces of electrical equipment [7]. The electrical system’s
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blueprint has almost been prepared but the optimized control logic has not yet been developed.
General power control methods are available, but assigning an equivalent portion to several generation
systems is counted as an inefficient solution. The HGS is intended to adopt a real time state monitoring
system including power flow management, which can handle the power flow on a real time basis.
The ongoing development of the central control algorithm would focus the utilization of the measured
state of each system and find an optimal solution for the system’s life cycle and operation efficiency.
These countermeasures should include a wake effect analysis of wind turbines for considering
active power efficiency and reliability, which are the main concerns of transmission and system
operators (TSOs). Moreover, this type of large-scale generation system is responsible for reactive power
support for the connected power grid, and integration of reactive/voltage management system to the
conversion process is mandatory for utility grid. The most common distribution systems which have
the reactive power supplying capability are the voltage source converter (VSC) interfaced generation
system as mentioned in previous studies [8]. Active support by reactive power with VSC system
has been continuously studied based on real/reactive power decoupled control considering own
capability limitation [9,10]. An appropriate power flow management method by dealing with the
above-mentioned issues is also considered as the final control form of HGS to offer a more appropriate
required ancillary service for utility power grids.
In previous studies, only a real power assignment process has been considered due to the
uncertainty regarding the environmental characteristics [11]. These considerations mean that the
control logic of each generation system focuses only on the basic voltage reliability at each integration
point (no responsibility for reactive power reserve) [12]. However, the HGS has unique characteristics
in terms of the grid code because all requirements for the distribution system would be applied to
the connection point of HGS as a single generation system. The previous active power assignment
methods usually applied on wind farms are not suitable for HGS because the composition of the two
systems somewhat differ. Therefore, novel power assignment methods should be developed to make
not only the control topology meets the specially designated grid codes but also the entire system
improves own power efficiency.
This paper deals with a power assignment plan based on the composed real time monitoring
system. By considering the output profile of the HGS, the optimized reactive power assignment
process will be built to reduce the entire system loss. The structure of this paper is as follows: Section 2
describes the principles of HGS and the related management system. Section 3 explains the proposed
optimization algorithm for minimizing system loss. Section 4 gives a verification process with the
composed EMTDC simulation and Section 5 shows the arrangement of the proposed method and
application process.
2. Hybrid Generation System (HGS) Configuration
2.1. Wave-Offshore Generation System
The concept of HGS is developed to reduce the platform construction cost and improve the
utilization of power transfer equipment [13,14]. The entire capacity of the system has increased over
than 10 MW in terms of power capacity and the total area of the floating structure is expected to be
over 40,000 m2. All of the main generators are built on the floating structure and the required electricity
devices also located inside the floating structure. Three MW PMSG wind turbines will be located at
each vertex of the structure and 24 wave generators are erected at the corner of the structure to generate
a 2.4 MW power profile. The total capacity of the recent HGS is 14.4 MW and the power conversion
system (PCS) of the wave generator is shared by a number of generators. Figure 1 shows a conceptual
image of the HGS. In the structure, several transmission cables are installed, and integration points
occur at the center of each specific row. The AC cable is used for the wind power system and wave
generators are installed at a single DC section based on the low voltage DC distribution system [15].
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With the integration point as the center, a system can transfer generated energy to a center substation,
which is responsible for following the reference signal by TSO.
The substation including DC/AC PCS is located in the central station to boost the primary voltage
to the transmission level for integrating the HGS with the point of common coupling (PCC) through a
high-voltage condition. Another main role of the central station is to act as a monitoring system for
measuring the real-time condition of each system to manage the entire HGS for an optimized state.
Especially, since all of the generation systems in the HGS utilize a VSC, studies on the appropriate
voltage regulation method focusing on the PCC are being carried out. This paper deals with advanced
reactive power control with an integrated monitoring system. The HGS first considers the wake effect
of the wind system to achieve maximum power point tracking (MPPT) continuously and the proposed
control scheme would make the reactive power assignment process efficient through developing an
optimization process. In particular, the reactive power reserve would be maximized if we consider
the output power of the entire system in a real time basis, and it will be the main strength of the
proposed system.
 
Figure 1. Concept of the wave-offshore hybrid generation system (HGS). PMSLG: synchronous linear
generator; PCS: power conversion system.
2.2. Integrated Monitoring System
Since the power capacity of the composed HGS is significantly greater than that of the previous
renewable sources, a further management solution should be considered for the system to improve
reliability and the individual ancillary service. By focusing on the profile at the connection point of
the HGS, the order of TSO for an active/reactive power signal should be controlled for matching the
system requirement.
As a countermeasure to this issues, the HGS introduces a supervisory integrated monitoring and
control system (IMCS) that can check the state of the system continuously, not only the mechanical
load of each structure, but also the electrical conditions including voltage level and active/reactive
output. The control signal for each generation system would be formulized based on the TSO orders
and modified according to the output profile of the central transformer. In the case of active power,
the wind turbines usually follow MPPT control and the profile exceeded above the reference could be
limited thorough a supervisory control system with individual mechanical properties such as pitch
control. The wave generation system does not adopt the power limitation method and is designed
to follow the MPPT process continuously. On the other hand, reactive power could be controlled by
applied full-type conversion systems of the wind system according to the operator’s purpose, and
this could enhance the HGS in term of a controllable reactive power capacity. Furthermore, the wave
generation system also adopts a common converter system that includes a 2.4 MVA grid-side voltage
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source DC/AC inverter. These reactive sources can maximize individual reactive power capability
by utilizing the output profile information on a real time basis. Because the available reactive power
of the full-type converter depends on the profile of the active power of each generation system, it is
worthwhile imposing these values in the power control scheme if the TSO demands more reactive
power than the previous state. Above all, matching output profile with the active/reactive power
order of the operator is obligated to these large-scaled power generation systems even for the systems
with renewable sources [16], the importance of supervisory control will be growth, and the future
power control scheme will focus to utilize the obtained information.
2.3. Wind System Characteristics
The wind systems in HGS were designed to obtain the real power from the wind resources of the
prevailing wind direction, which is considered the main energy of HGS. However, the prevailing wind
direction cannot be maintained continuously during the system operation, and the wake effects inside
HGS should be analyzed appropriately to cope with the mentioned condition. The wake effect is not
generally considered when the distance between each wind turbine is greater than the designated
value [17]. However, for the HGS that includes a wind system having a relatively short distance
among installed wind turbines, a significant wind speed reduction is expected when the changed wind
condition is applied. Figure 2 presents the necessity of the proposed power control scheme. Almost all
of the output profile of the wind system would be obtained from the prevailing wind direction, and the
other wind direction (yawing control required) would normally not be considered; nevertheless, the
actual wind energy reduction and related fluctuation occurs according to the previously analyzed
effect when the wind passes through the front line of the wind system. If the HGS changes the
status and confronts the mentioned situation, a significant gap of real power profile obtained from
encountered wind energy occurs between the wind turbines of the front array and the wind turbines
of the rear array.
 
Figure 2. Target situation regarding wake effect.
Figure 3 shows the mentioned situation where the system confronts the entire wake effect.
The applied wind speeds at the wind turbines of the rear array are significantly reduced. With this
condition, the active power outputs of each wind turbine differ significantly.
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Figure 3. Different wind resources applied to HGS.
These differences could generate current and voltage different in the electrical system, which are
related to the transfer efficiency. Hence, these current flow differences due to the active power demand
further valancing control of the reactive power. Especially, since the duty of the reactive power supply
of HGS is fully determined with the common coupling point, the current flow minimization ability
of the inner system can result in a fine solution for the HGS (the requirements are achieved if the
total reactive power output is equal to the designated value by TSO). To achieve this, the designed
reactive power assignment process will use the real-time measured value obtained from the integrated
management system and the purpose of this process is to minimize the current flow for the electric
cable in HGS.
When the entire system utilizes the power control method and applies it in the PCS management
system, the active power loss due to the active power difference could be mitigated continuously.
The IMCS will transfer the required values to the management system by using individual measuring
devices, softening the operation of the algorithm’s interworking.
3. Power Control Algorithm
3.1. Proposed Method Description
The aim of the proposed algorithm is to assign reactive power requirements by focusing on the
measured online active power profile of each wind turbine. The certified reactive power quantities are
assigned through several stages by considering each device’s current state. First, the unusual system
structure of HGS is a major consideration for the assignment process because TSO does not consider
each unit in the HGS as an individual controllable unit and the management system can control
the available power according to the designed flow chart. The loss improvement can be achieved
by considering the system layout because the components of the cable directly influence the loss
occurrence. Additionally, the method should check the difference between the cable parameters of
each section because the determination of cable specification depends on the expected current flow
from each generation unit.
Figure 4 shows the electrical system structure that was mainly analyzed in the proposed process.
Since the electric cable parameters of each section are different, several loss expectation formulas need
to be included in the reactive assignment method to achieve the optimization process. Two classified
sections, named “array”, will be interconnected with the center substation through a thicker electric
cable than the individual electric cable of the wind turbine. The proposed method first focuses on
establishing a proportional equation at each section in relation to reactive power by using designated
cable components. The cable parameters used in the HGS are shown in Table 1. This values will be
imposed to controller before operation and utilized in loss expectation process. The wind turbines
on the connection point (marked at the Figure 4) are classified with two different turbine “A” and
“B”. In Section 3.2, assignment equations are formulized with this classification. The configured
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formulas could be applied to different connection points through the divided calculation mode with
an additional consideration such as voltage fluctuations.
 
Figure 4. Electrical system structure of HGS and control purpose description.
Table 1. Numerical cable parameter in HGS.











35 228 0.565 0.277 0.08
50 289 0.393 0.266 0.09
22.9
95 291 0.193 0.42 0.17
120 330 0.153 0.41 0.18
The following section will discuss the loss equation. The general assignment process that can
be applied to each point will then be introduced. The proposed decision process for the proportion
focuses on the current balance of a certain section according to the current output of wind turbines.
When the proportion of the reactive power is designated with the measured active power, the main
system can calculate the expected loss including the wave generation system. By comparing the
expected loss according to the assigned quantity, the algorithm can set the reference signal of the
reactive power. Through the designed process, loss expectation and minimization could be performed
by balancing the current flow of each section.
3.2. System Loss Equation
To obtain the loss reduction process, a real power loss equation should be built in each section.
Figure 5 shows the system structure of HGS by dividing it into several sections to illustrate the
mentioned equations. Each generation system demands an electric cable that would be located on the
outer deck of HGS. Basically, every outer deck will include a DC cable for the wave generation system.
Additionally, AC cables for integrating wind turbines would be included in some of the outer decks.
The wave generation system utilizes a linear generation system and the generated power would
be transferred to the center power system in a DC electric form by using an individual AC/DC
converter [18]. Because the DC current would change in the AC form at the center of the power station,
the represented DC section in the figure is operated as a type of low voltage distribution system. In this
paper, because we focus on the active/reactive power flow on the AC system, the AC cable structure
and related cable information should mainly be discussed. There are two arrays (grouping two wind
turbines as one array) in the HGS and both arrays are interconnected with center substation to transfer
the controlled output value to the utility grid.
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Figure 5. HGS structure analysis-electric cable location.
Basically, the distance between connected wind turbine and the center cable is the same; therefore,
the loss occurring in the two cables fully depends on the power flow states. Since the power control
station is directly interconnected with a dedicated line, the entire profile of the real system could be
defined as Equation (1):
PHGS = Pwave + Pwind (1)
where PHGS is the real output power of the entire HGS, Pwave is the real output power of wave
generators, and Pwind is the real output power of wind turbines.
The output profile of total wind system could be divided into the each turbine’s output value and
each section’s loss term. Equation (2) shows the divided quantity, and the loss of a certain array could
also be divided as shown in Equation (3) by using the terms defined above:
Pwind = ∑ Pwt − ∑ PL (2)
PL = PL·CNT + ∑ PL·IND (3)
where Pwt is the measured output power of the wind turbine, PL is the system loss at a certain array,
PL·CNT is the system loss by the center cable, and PL·IND is the system loss by the individual cable.
If we assume that a wind turbine can precisely generate reactive power according to the reference
signal, the loss equation can be created directly. The real loss at a certain array can be composed of two
individual loss equations as follows:
PL·CNT = rCNT · (∑ Pwt)








where rCNT is the resistance of the central cable, rIND is the resistance of the individual cable, and Qref
is the reactive power reference of a certain wind turbine.
According to the above equation, the sectional loss is dependent on not only the active power,
but also the reactive power. Therefore, the current control can be achieved with a reactive assignment
process by considering the active power variation. The voltage variation at the connection point
can normally be neglected due to the continuous regulation by the full-type converters in the wind
turbines. However, owing to the significant power fluctuation or system fault, the voltage gap can
be too high to ignore in some cases. The proposed method considers both conditions and divides the
calculation process into two classified assignment processes.
3.3. Reactive Power Assignment Method
As mentioned above, the total reactive power order for HGS is specified by TSO as a single
distribution source. Therefore, the inner control system could designate the appropriate value to each
system to match the output profile with the order. The total value of the reactive power reference is
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shown in Equation (6) and the reference signal for wind system can also be divided into each array as
shown in Equations (7) and (8):
Qorder = Qwave + ∑ Qarray (6)
Qi = Qref1 + Qref2 (7)
Qj = Qref3 + Qref4 (8)
where Qorder is the reactive power order designated by TSO, Qwave is the reactive power order for
wave generators, Qarray is the reactive power order for array, Qi is the total reactive power reference of
array i, and Qj is the total reactive power reference of array j.
The established formulas will be applied at a connection point for assigning the designated
reactive power quantity to the two different turbines named A and B in the above section.
Considering the voltage variation level, the assignment processes are classified according to the
two following processes.
3.3.1. Low Voltage Variation
Normally, the AC voltage levels at all sections in the HGS are almost the same because the scale of
the entire system is small to cause a large voltage difference. In this case, the voltage level in Equations (4)
and (5) could be neglected in the loss comparison process (V = 1.0 p.u.). Furthermore, since both
resistance values in all assignment points are equal due to the structural characteristic, matching the two
expected losses could be represented in Equation (9):
PA2 + QA2 = PB2 + QB2 (9)
where PA is the measured active power output of turbine A, PB is the measured active power output
of turbine B, QA is the required reactive power quantity of turbine A, and QB is the required reactive
power quantity of turbine B.
As the active power value is continuously checked and utilized as a constant value, the reactive
power quantity of each wind turbine could be calculated directly by using Equation (10). With this
value, the reactive power flow will be modified according to the active power flow by wind turbines.
To prevent a negative reference signal due to the low reference quantity by the upper process,
the modification processes were established in Equations (11) and (12) as follows:
QA =
(Qarray)







QA = QA − |QB|, (QB < 0) (11)
QB = QB − |QA|, (QA < 0) (12)
These equations are applied to find a solution to the inner-array assignment process. The current
flow of each cable in the HGS could be more balanced than with the proportional distribution method,
increasing the power transfer efficiency. The voltage variation for selecting the assignment mode
would be checked for every calculation state, and if the variation is higher than the designated value,
the following assignment process will be performed.
3.3.2. Considering Voltage Variation
If the voltage variation is increased due to the abnormal condition, the voltage level of each point
should be considered. The voltage condition is checked by IMCS and transferred to the main control
algorithm to determine whether or not the variation is considerable. If the value is high and can
generate error in the calculation process, the voltage value will be imposed at the current balancing
process. As the above section’s assignment process, these calculation processes also consider two
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different points as an assignment required section. By adapting the above equation including voltage











· P2B − P2A (13)
where VA is the measured voltage of turbine A and VB is the measured voltage of turbine B.
Since the sum of the required reactive power of each point should match the reactive power order,























By solving Equation (14), two reference values for each turbine can be calculated. The modification
processes in Equations (11) and (12) are equally applied in this process. With the allocation process,
the loss expectation of HGS could be directly determined.
3.3.3. Incremental Loss Comparison











The minimized power loss by reactive power can be calculated with the incremental loss.
When the incremental losses of each part are equal, the references quantity of the wind and wave
system is designated and it will be available in the control processes. Then, the reference signal for
each generator could be designated as follow above equation. Figure 6 shows the flowchart of the
entire assignment process.
 
Figure 6. Introduced entire allocation process.
The IMCS first checks the current status and system requirements to confirm the availability of
the reactive power control. The capability curve for checking the reactive power reserve depends on
the composed conversion system specification and the designated power factor (PF) as Equation (16).
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The operator could determine the available reactive power quantity using the real power output with
the power conversion capacity as defined in Equation (17):
|Qmax| =
√
1 − PF2Scap (16)
|Qava| =
√
S2cap − P2 (17)
where Qmax is the maximum reactive power capability and Scap is the power conversion capacity of
the converter (MVA) Qava is the available reactive power.
The reactive power control would then be performed according to the designated control mode
to reflect another system requirement. In the next stage, the power loss due to the reactive power
reference for each section (array 1, array 2, wave generation system) will be calculated with the above
assignment process. The loss expectation can be easily carried out with the assigned formulas because
the reference signal for each system will be designated with the mentioned linear components of HGS.
With the measured active power profile by IMCS, expecting loss, and finding the optimized value
for incremental values can be accomplished. Finally, the reference signal for the PCS of the wave
generation system will be designated and an optimized solution can also be found for the wind system.
4. Simulation
4.1. System Design
To verify the proposed power control algorithm, the HGS was configured with EMTDC simulation.
A 3.3 MVA PCS is utilized to integrate three MW PMSG wind turbines, and the wave power generation
system adapts 2.4 MVA PCS to change the individual electrical form of the output profile. The whole
PCS was configured with full switching modules. Figure 7 presents the configured PCS in the HGS.
Four wind turbines were connected to the grid through a 3-level neutral point clamped (NPC) voltage
source inverter [19]. The 4 rotor-side convertors follow MPPT control independently, and the reactive
reference currents are also controlled by the individual grid-side convertors utilizing the system states
pulled by the phase locked loop and order of the system operator. In order to capture the maximum
power from encountered wind, P-ω relation applied look-up table which predefines the points of
maximum aerodynamic efficiency is contained. The wind system will generate optimized power
according to the maximum power coefficient (copt) during the simulation. Taking into account the
system specification, the wave generation system has adopted two level PCS modules. Also, the VSC
for wave generators have previously been configured with individual generator-side converters and
a single common grid-side convertor, but in this paper, both PCSs were applied to a single PCS by
combining 24 wave generators to reduce simulation complexity. Except for generating the switching
signal, both power control modules utilize the measured grid information and follow almost the
same topologies.
The converter control is divided into generator side control and grid side control. Since the
reactive power supply to the grid is independent from the reactive profile of generator, reactive power
orders for the grid side converter including system limits are mainly treated in this paper and the
wind power system including mechanical values will follow the referred previous studies. In the
current reference designation process, the capability limitations are applied to impose both system’s
configuration. The generated signal is used to generate a set of three-phase reference voltage to control
pulse width modulation (PWM) converter.
The EMTDC simulation for analyzing the proposed algorithm was configured by utilizing real
wind data that applied the full wake effect. In the simulation, the wind speed was applied to the
turbine with a time-table form. The back part wind turbines would encounter a reduced wind speed
compared to the previous state. The reactive power signal for system electrical efficiency could be
verified through the designed system.
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Figure 7. VSC control concept of HGS in the simulation.
The case studies could be verified by designing a feed-back loop to match the reference signal for
the reactive power with a real output profile. For appropriate handling the voltage/reactive power
according to the real-time variation value, the system profile should be included in the control process
(a PI control scheme was added to the reactive power control and performed for each case study).
4.2. Simulation
In order to estimate the proposed method in terms of system efficiency, PSCAD/EMTDC
simulation was performed with the realistic power fluctuation condition. The wake analysis result was
implemented through the PSCAD/EMTDC simulation for demonstration. To confirm the suitability
of the proposed method, not only the efficiency regarding power loss but also the absorbed reactive
power flow at PCC need to be verified. Especially, the grid connection requirements should be satisfied
regardless of the dynamic power fluctuation according to the wind resources. Figures 8 and 9 show
the active power profile of the HGS by dividing the wind generation system and the wave generation
system. The entire simulation time is 25 s and the front wind turbine is designated to WT1 and WT3.
 
Figure 8. Wind power fluctuation in the designed case studies.
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Figure 9. Wave power fluctuation in the designed case studies.
As shown in the mentioned structure (Figure 5), the wind turbines in the simulation were
electrically integrated with the central power system through designated cable components. The cable
data in Table 1 are utilized in the simulation.
In order to check the control effect and the following state, a caparison between normal and
adapted control was equally carried out for the above power generation condition. Table 2 represents
the simulation parameters of the designed system in this paper. As mentioned above, the wave
generators are comprised of a DC system and are connected with the single PCS in the center of the
station. The equivalent source is incorporated by considering the short circuit ratio (SCR), which is
used to estimate the system’s robustness. Order changes during the simulation are represented in
Table 3. In the simulation, the required reactive power changes from 0 MVar to 4.73 MVar (0.95 lagging
power factor of entire capacity of HGS). The cases that applied the proposed algorithm are divided into
two different simulations for confirming the feasibility of the capacity limitation which is represented
in Equation (16). The representative simulation was designed without considering reactive power
capability limitation. The simulation of designating maximum reactive power reserve with 0.9 PF was
also progressed in the below section. After a short initializing section, the proposed control scheme is
applied to the system.
Table 2. Numerical data of the performed simulation.




time (s)WT WG WT WG Total SCR X/R
4 24 3 0.1 14.4 15 15 100 25








Non-adapted 0–2 2–25 - 4.73
Adapted 0–2 2–3 3–25 4.73
Figure 10 shows the original reactive power curves of the wind and wave generation system in
the case study. Every generation system is given the same reference signal by the system operator and
generates reactive power equally. Although slight differences exist between each generator due to
the electrical condition, the overall output characteristics are constant during the simulation. In the
adapted simulation case that represented in Figure 11, however, the reactive power output continuously
changes during the simulation. After applying the algorithm at three second, the conversion system
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automatically imposes calculated reference value; hence the graph indicates the new power curve with
the proposed algorithm for the same time period and operational condition. The reactive power curves
show opposite characteristics which is contrary to the generated real power as shown in Figure 8.
(a) (b) 
Figure 10. Reactieve power output with normal proportional control: (a) wind turbines; and (b) wave
generation system.
 
Figure 11. Reactive power output with proposed control-without capability limit (wind turbines).
As shown in the reactive profile curve of Figure 12, the proposed algorithm was performed
ordinarily with capability limitation designated by system operator. Although the opposite
characteristics about real power is not imposed rather than Figure 11, the fluctuation still follow
the current minimization process. The reactive power profile of each generator is adjusted to reduce
the apparent power flow in the cable. Not only the wind power but also the wave generation system
participates in the control scheme.
 
Figure 12. Reactive power output with proposed control-with capability limit (wind turbines).
Figures 13 and 14 show the reactive power fluctuation of the wave generation system with
proposed control method. Conversion systems were performed according to the calculated signal by
the mentioned formulas, and no measured errors were observed in the simulation using a full scale
switching model. Without reactive power capability limit, the converter for wave generation system
is fully utilized and the active power change directly affect the reactive power fluctuation. In case of
limit-imposed simulation, however, pre-calculated maximum quantity of reactive power regulate the
utilization of the applied conversion system.
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Figure 13. Reactive power output with proposed control-without capability limit (wave generation
system).
 
Figure 14. Reactive power output with proposed control-with capability limit (wave generation
system).
In order to check the system impact and improvement in terms of system loss, two graphs are
shown in Figure 15. The system has continuous reactive power fluctuation during the control process,
but the absorbed reactive power at PCC is not affected. At PCC, the reactive power absorption between
the two control schemes does not differ, as shown in Figure 15, even if the control method changes.
The proposed controls show similar output characteristics in terms of reactive power supply. As shown
in the Figure 15b, both curve stably supply reactive power and the averaged quantity is same with
the normal operation. Mitigation of the energy loss in the system is depicted in Figure 16, due to the
reduction of current flow. The averaged system loss of both methods, the energy loss in the simulation,
and the absorbed reactive power at PCC are presented in Table 4. The loss reduction percentages
are slightly over 6% and the improved power profile quantity is larger than 0.1 kW/s. Since the
energy loss was measured during the entire simulation, the percent improvement value slightly differs
with that of power loss. Even if the improved quantity of power loss is not significant, the annual
production improvement (assumed to 919.8 kWh) can be a considerable benefit to the system owner.
As the reactive support request from utility grid is growing, the impact could be significant than
expected state. Moreover, the measuring and integrating processes of precise reactive power reserve
will improve the active support plan regarding voltage/reactive power management methods.
(a) (b) 
Figure 15. Measured reactive power at point of common coupling (PCC): (a) normal; and (b) proposed.
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Figure 16. Power loss comparison between both controls.
Table 4. Reference signal for case studies.
Case Average power loss Energy loss (25 s) Absorbed Q at PCC
Non-adapted 1.411 kW 9.62 Wh 4.73 MVar
Adapted 1.316 kW 9.04 Wh 4.73 MVar
Improvement 6.7% 6.02% -
5. Conclusions
This paper suggests a new power control algorithm for the HGS to achieve an optimization
process for the inner system’s power flow. Through case studies, it is verified that the proposed
algorithm contributes to the system efficiency while satisfying the reactive power reliability demands.
Owing to the continuous change of active power flow by generation systems, the control scheme
changes the reference signal to ensure the current flow balance. The impact of the algorithm would
be significant when considering the entire life cycle of the general renewable energy source. As the
application of a real time monitoring system, these current flow management methods can generate
additional benefits to the operator, and further reactive power reserves can be utilized for the integrated
power system.
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