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THE DE RHAM FUNCTOR FOR LOGARITHMIC D-MODULES
CLEMENS KOPPENSTEINER
Abstract. In the first part we deepen the six-functor theory of (holonomic)
logarithmic D-modules, in particular with respect to duality and pushforward
along projective morphisms. Then, inspired by work of Ogus, we define a
logarithmic analogue of the de Rham functor, sending logarithmic D-modules
to certain graded sheaves on the so-called Kato–Nkayama space. For holo-
nomic modules we show that the associated sheaves have finitely generated
stalks and that the de Rham functor intertwines duality for D-modules with
a version of Poincaré–Verdier duality on the Kato–Nakayama space. Finally,
we explain how the grading on the Kato–Nakayama space is related to the
classical Kashiwara–Malgrange V-filtration for holonomic D-modules.
Contents
1. Introduction 1
2. Logarithmic D-modules 4
3. Operations on D-modules 7
4. Pushforward of holonomic modules 15
5. Sheaves on the Kato–Nakayana space 20
6. The de Rham functor 25
7. V-filtration and grading 30
References 32
1. Introduction
It is a well known observation that in many regards compact spaces behave better
that non-compact ones. Thus in algebraic geometry, using Hironaka’s Theorem, one
often finds oneself having to consider a smooth (compact) variety X together with
a normal crossings divisor D. Objects living on X then have to take this boundary
into account. A classical example of this are meromorphic connections which play
an integral role in Deligne’s Riemann–Hilbert correspondence.
In logarithmic geometry (regular) meromorphic connections get recast as inte-
grable logarithmic connections on the smooth log variety X = (X,D). That is, one
constructs the logarithmic contangent bundle Ω1X and defines a log connection to
be a coherent sheaf M on X together with a C-linear map ∇ : M→M⊗OX Ω
1
X
satisfying the Leibniz rule. One wishes to classify such objects via a logarithmic
analogue of the Riemann–Hilbert correspondence.
To see why this takes some effort let us consider some examples of integrable
connections on A1 with the log structure given by D = {x = 0}. For any complex
number λ one can define a connection ∇λ on OX by ∇λ(1) = λ ⊗
dx
x . One notes
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that unlike the similarly defined connections on A1 \ {0} (where ∇λ ∼= ∇′λ if λ =
λ′ mod Z), in the logarithmic setting one has ∇λ ≇ ∇λ′ for any λ 6= λ′.
The first and most obvious problem when looking for a generalization of the
Riemann–Hilbert correspondence to this setting is the fact that A1 does not support
any non-trivial locally constant sheaves. Thus Kato and Nakayama [KN] define an
auxiliary topological space Xlog, living over X , on which the correspondence takes
place. This space, now usually called the Kato–Nakayama space of X , is essentially
the real blowup of X along D. Thus in the example at hand one replaces the origin
of A1 by a circle.
The space Xlog thus has a non-trivial fundamental group and hence interesting
locally constant sheaves. However monodromy around the circle can only record
λ mod Z. Thus Ogus further enhances Xlog with a sheaf of gradings Λ [O1]. In
our example this sheaf is locally constant with stalk C on the added circle over the
origin and 0 elsewhere. Then the sheaf corresponding to the connection ∇λ on OX
would be the local system with monodromy e2πiλ placed in degree λ.
However even this is not quite sufficient, as logarithmic connections are not nec-
essarily vector bundles. For example the same formula as above defines connections
on OX/(x2). In order to record the possibly interesting action of x at the origin
Ogus further enhances Xlog with a Λ-graded sheaf of rings C
log
X . For A
1 this sheaf
has stalk C[t] with deg t = −1 on the circle over the origin and is the constant
sheaf C elsewhere (the restriction map is given by t 7→ 1). Thus the target of the
Riemann–Hilbert correspondence should be Λ-graded ClogX -modules on Xlog, with
some kind of “coherency” condition [O1, Definition 3.2.4]. For example the con-
nections ∇λ on OX correspond to C
log
X ⊗C F , where F is the local system with
monodromy e2πiλ placed in degree λ as before.
In classical theory, the Riemann–Hilbert correspondence has long been general-
ized to (regular holonomic) D-modules. It is thus an obvious question whether the
above theory can be generalized to logarithmic D-modules.
The study of holonomic log D-modules was started in [KT] where in particular
one examined the interaction of holonomicity and duality. To have any hope of ob-
taining a generalization of the Riemann–Hilbert correspondence, one needs a good
understanding of the six functor formalism for both sides of the correspondence.
For graded sheaves on the Kato–Nakayama space, this was done via the new theory
of “graded topological spaces” explored in [Ko], where one in particular generalized
Poincaré–Verdier duality to this setting. For logarithmic D-modules this is done in
the first part of the present paper.
1.1. Functors on D-modules. Let f : X → Y be a morphism of smooth log
varieties. The definition of the pushforward f• was already given in [KT], and
is virtually identical to the corresponding definition for ordinary D-modules. We
study some properties of this pushforward, and in particular prove in Section 4 that
if f is projective then f• preserves holonomicity.
The definition of the pullback f ! is more subtle. It is constricted by two factors:
If f is proper, then f ! should be right adjoint to f•, and in any case it should
match the !-pullback for graded topological spaces. In particular for p : X → pt
the structure map, p!Opt should correspond via the logarithmic Riemann–Hilbert
correspondence to a certain subsheaf ω˜Xlog of the dualizing complex of the Kato–
Nakayama space viewed as a graded topological spaces. We compute this dualizing
complex in Section 5.2, where it turns out that it is a complex of the type of
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coherent Clog-modules considered by Ogus. Thus we know that the Riemann–
Hilbert correspondence of Ogus must match any proposed definition of p!Opt with
ω˜Xlog . It follows that p
! is not simply a shift of the naive pullback f∗ as is the case
in the classical theory.
The definition of f ! is given in Section 3.3. It is inspired by the computation of
the dualizing complex done in Section 3.2.
In [KT] one only uses the existence and properties of a rigid dualizing complex for
DX . For further results it is useful to have an explicit formula. Generalizing work of
Chemla [C], we show that the rigid dualizing complex is given byDX⊗OXµX , where
µX is the left DX -module corresponding to the Grothendieck dualizing complex of
X (which is naturally a rightDX -module). One notes that in general the underlying
classical variety X may have singularities, so that µX may be nontrivial. We
also show that duality commutes with pushforward along projective morphisms
(Theorem 3.12).
1.2. The logarithmic de Rham functor. In order to construct the Riemann–
Hilbert correspondence for logarithmic connections, Ogus introduces an additional
Λ-graded sheaf of rings on Xlog, the enhanced structure sheaf O˜
log
X [O1, Section 3.3].
If τ : Xlog → X is the projection and F is any OX -module, one sets τ∗F =
O˜logX ⊗τ−1OX τ
−1F . In Section 5.3 we define sheaf of differential operators D˜logX
on Xlog so for any DX -module M the pullback τ∗M is naturally a D˜
log
X -module.
In analogy with the classical definition, the logarithmic de Rham functor is given
by
D˜RX(M) = τ
∗ωX ⊗D˜log
X
τ∗M.
If M is OX -coherent this agrees up to a shift with [O1, Theorem 3.4.2]. We prove
the following important finiteness theorem for D˜R.
Theorem. Let M ∈ Dbh(DX) be holonomic. Then the stalks of D˜RX(M) are
finitely generated over the corresponding stalk of ClogX .
Further, as a check that this new de Rham functor respects the six functor
formalism we show the following fundamental result.
Theorem. The functor D˜RX intertwines (rigid) duality for logarithmic D-modules
with Poincaré–Verdier duality for the graded topological space Xlog.
In the process of proving these theorems we also show that D˜RX commutes with
pushforward along projective morphisms whenever possible. (We note that such
pushforward can only preserve holonomicity when the log structure on the target
is “no worse then the log structure on the source,” see Theorem 4.1.)
In the final section we consider a smooth variety X together with a smooth
divisor D = {t = 0}. If M is a holonomic DX -module, then one can endow it with
the Kashiwara–Malgrange V-filtration given by the eigenvalues of the action of t ∂∂t .
On the other hand D˜RX(M) can be filtered as a C
log
X -module by the Λ-grading.
We show that D˜RX exactly matches the V-filtration with the Λ-grading filtration.
This gives a nice interpretation for the appearance of the grading sheaf Λ. In future
work we are interested in extending the classical V-filtration to a multi-filtration
for holonomic DX -modules on arbitrary smooth log varieties. This filtration would
then conjecturally match the filtration by Λ-grading on the de Rham functor.
4 CLEMENS KOPPENSTEINER
1.3. Acknowledgements. The author would like to thank David Ben-Zvi, Pierre
Deligne and Dmitry Vaintrob for enlightening conversations regarding this project
and in particular Mattia Talpo for answering many questions about logarithmic
geometry. The author was supported by the National Science Foundation under
Grant No. DMS-1638352.
1.4. Conventions. We will need to consider both complex algebraic and analytic
varieties. In order to present a unified perspective whenever possible, the word
“variety” will always encapsulate both settings unless otherwise specified. We will
be mostly concerned with derived categories of D-modules and other sheaves. Hence,
unless noted otherwise, all functors will be derived and we will not use the signifiers
L and R.
2. Logarithmic D-modules
In this paper we are concerned with D-modules on a smooth, potentially ideal-
ized, complex log variety X . For algebraic X these were introduced in [KT]. In
this section we will review the basic constructions of this theory and add some com-
plements. We refer to [KT, Section 2.1] for a brief introduction into the required
notions of logarithmic geometry. The reader unfamiliar with idealized log varieties
may safely assume that the idealized structure of the considered log varieties is
trivial. We have included the idealized case, as it does not impose any additional
challenges and is useful for inductive arguments. For the benefit of the reader who
is not interested in the formalism of logarithmic geometry, we will summarize in
Remark 2.2 the definition in the case that the log structure is given by a simple
normal crossings divisor on a smooth variety.
In order to fix notation, we will always denote the sheaf of monoids defining
the logarithmic structure on X by MX . Associated to this sheaf we have the
characteristic sheaf MX and its associated sheaf of groups M
gp
X . The latter is a
sheaf of torsion free abelian groups and its rank induces a filtration of X by closed
subvarieties
X = X0 ⊇ X1 ⊇ · · · ⊇ XdimX ⊇ XdimX+1 = ∅.
The generic rank of M
gp
will be denoted by rX . If X is idealized, its sheaf of
ideals will be denoted by KX ⊆MX . The underlying ordinary variety of X will be
denoted by X.
For any closed subset Z of X we define the logarithmic dimension of Z to be
(1) logdimZ = max
0≤k≤dimX
(
dim(Z ∩Xk) + k
)
+ rX .
As X is smooth its sheaf of logarithmic 1-forms Ω1X is locally free of rank logdimX .
Its dual TX generates the sheaf of logarithmic differential operators DX . We recall
from [KT, Corollary 3.4] the following local description of DX .
Proposition 2.1. Let X be a smooth idealized log scheme, p ∈ X a closed point,
and K ⊆ MX,p the ideal defining the idealized structure on X. Let S be the ir-
reducible component of XrkM
gp
X,p that contains p and choose a regular sequence
x1, . . . , xn of maximal length in OS,p.
Then étale locally around p the sheaf DX can be described as the (non-commutative)
algebra generated by xi for 0 ≤ i ≤ n, by t
m with m ∈ MX,p, by symbols ∂i for
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0 ≤ i ≤ n and ∂mi , where m1, . . . ,mk are elements of Mp that form a basis of
M
gp
X,p, subject to all the following relations:
tk = 0 for all k ∈ K,
[xi, xj ] = 0 for all 0 ≤ i, j ≤ n,
[tm, tm
′
] = 0 for all m,m′ ∈MX,p,
tm+m
′
= tm · tm
′
for all m,m′ ∈MX,p,
[∂i, ∂j ] = 0 for all 1 ≤ i, j ≤ n,
[∂i, ∂mj ] = 0 for all 0 ≤ i ≤ n and 0 ≤ j ≤ k,
[∂mi , ∂mj ] = 0 for all 1 ≤ i, j ≤ k,
[∂i, xj ] = δij for all 0 ≤ i, j ≤ n,
[∂mi , t
m] = ait
m for all 0 ≤ i ≤ k and m =
∑
i
aimi ∈MX,p,
[∂i, t
m] = 0 for all 0 ≤ i ≤ n and m ∈MX,p,
[∂mi , xj ] = 0 for all 0 ≤ i ≤ k and 0 ≤ j ≤ n.
The sheaf DX has a canonical filtration by the degree of a differential operator,
which is used to define the characteristic variety Ch(M) of a coherent DX -modules
M as conical closed subset of the log cotangent space T ∗X . Such M is called
holonomic if the logarithmic dimension of each component of Ch(M) is equal to
logdimX .
Remark 2.2. A common situation is that the log variety X is given by a simple nor-
mal crossingsD on a smooth variety X. In this case we can locally pick coordinates
z1, . . . , zn such that D is given by z1 · · · zℓ = 0 for some 0 ≤ ℓ ≤ n.
In this situation X0 = X and X i is given by the natural stratification of D, i.e.
Xk =
⋃
i1,...,ik
{xi1 = · · · = xik = 0} with ij ∈ {1, . . . , ℓ} distinct.
On each Xk \ Xk−1 the characteristic sheaf MX is constant with stalk Nk and
similarly M
gp
X has stalks Z
k. The idealized structure is trivial, i.e. KX = 0.
The sheaf of (log) differential operators DX is the subalgebra of the sheaf of
(ordinary) differential operators DX generated by zi
∂
∂zi
for 1 ≤ i ≤ ℓ, by ∂∂zi for
ℓ < i ≤ n, as well as OX . Thus in particular one has the commutator relation
[zi
∂
∂zi
, zi] = zi for 1 ≤ i ≤ ℓ. (Log) 1-forms Ω1X are the rank n bundle with
sections given by dzizi for 1 ≤ i ≤ ℓ and dzi for i > ℓ. Its total space is the
(log) cotangent space T ∗X (which one should be careful not to confuse with the
(ordinary) contangent space T ∗X of X).
The log structure of T ∗X is obtained by pulling back the divisor D along the
projection T ∗X → X. The log dimension of closed subsets of T ∗X is given as in
(1) with rT∗X = 0.
We will sometimes need to consider D-modules on (components) of Xk with the
so-called induced log structure. This means thatMXk =MX |Xk , DXk = OXk⊗OX
DX , Ω
1
Xk = OXk ⊗OX Ω
1
X and T
∗Xk = T ∗X |Xk = X
k ×X T
∗X . The indexing of
the filtration gets shifted so that (Xk)i = X i+k and one takes rXk = rT∗Xk = k in
(1) (or alternatively one considers Z as a subset of T ∗X instead).
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2.1. Logarithmic D-modules on analytic varieties. In [KT] one only consid-
ered D-modules on algebraic varieties. For a smooth analytic log variety X , one
can define the sheaf of rings DX and the various categories of DX -modules in an
analogous way to the algebraic setting. As in the classical case there are a few
subtle differences between the algebraic and analytic settings. While DX is still a
noetherian coherent sheaf of rings, Lemma 3.7 of [KT] does not hold in the analytic
setting and hence coherent DX -modules in general only locally admit a good filtra-
tion. As holonomicity is a local condition, one can still talk about the subcategory
of holonomic DX -modules, and the log Bernstein inequality of [KT, Theorem 3.18]
continues to hold.
The proof of the main theorem of [YZ] fails for analytic varieties, as it requires
the underlying topological space to be noetherian. However the existence of a rigid
dualizing complex is still guaranteed locally. (We will also explicitly construct a
global rigid dualizing complex in Section 3.2.) The log perverse t-structure contin-
ues to exist and so does the description of holonomic DX -modules given in [KT,
Theorem 4.5].
If X is an algebraic log variety, we write Xan for the corresponding analytic log
variety. The canonical map of ringed spaces ι : (Xan, OXan)→ (X, OX) induces a
morphism of sheaves of rings ι−1DX → DXan satisfying
DXan ∼= OXan ⊗ι−1OX ι
−1DX ∼= ι
−1DX ⊗ι−1OX OXan .
In particular the GAGA principle implies that DXan is faithfully flat over DX . It
follows that the functor M 7→ Man = DXan ⊗ι−1DX ι
−1M is exact and hence
extends to a functor Db(DX)→ Db(DXan), preserving the coherent and holonomic
subcategories.
As noted in the introduction, unless otherwise specified from now on the word
variety will include both the complex algebraic and analytic versions.
2.2. Left and right modules. As in the classical situation, one has the following
module structures on tensor products and internal homs.
Proposition 2.3. Let M, M′ ∈Mod(DX) and N , N ′ ∈Mod(D
op
X ). Then with
θ ∈ TX one has the following module structures:
M⊗M′ ∈Mod(DX), (m⊗m
′)θ := θm⊗m′ +m⊗ θm′,
N ⊗M ∈Mod(DopX ), (n⊗m)θ := nθ ⊗m− n⊗ θm,
HomOX (M, M
′) ∈Mod(DX), (θφ)(m) := θ(φ(m)) − φ(θm),
HomOX (N , N
′) ∈Mod(DX), (θφ)(n) := −φ(n)θ + φ(nθ),
HomOX (M, N ) ∈Mod(D
op
X ), (φθ)(m) := φ(m)θ + φ(θm).
The following lemma is also classical.
Lemma 2.4. Let M, M′ ∈ Mod(DX) and N ∈ Mod(D
op
X ). Then there exist
isomorphisms
(N ⊗OX M
′)⊗DX M
∼= N ⊗DX (M⊗OX M
′) ∼= (N ⊗OX M)⊗DX M
′.
The Lie derivative gives the log canonical bundle ωX =
∧logdimX
Ω1X a canonical
structure as of right DX -module. Thus by Proposition 2.3 the assignment
M 7→ ωX ⊗OX M
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extends to an equivalence of categoriesMod(DX)→Mod(D
op
X ) with quasi-inverse
given by
(2) N 7→ ω∨X ⊗OX M := HomOX (ωX , M).
As ωX is a line bundle, these operations are clearly exact and extend to the various
derived categories. We will use them frequently to switch between left and right
DX -modules.
2.3. Some Resolutions. Let X be a smooth idealized log variety and fix a coher-
ent left DX -module M ∈ Coh(DX). Assume that M has a global good filtration
F•. For any fixed integer k define a complex Spk(M) with entries
Sp−pk (M) = DX ⊗OX
( p∧
ΘX
)
⊗OX Fk−pM, 0 ≤ p ≤ logdimX
and differential
δ : DX ⊗OX
( p∧
ΘX
)
⊗OX Fk−pM→DX ⊗OX
(p−1∧
ΘX
)
⊗OX Fk−p+1M
given by
δ(P ⊗ (v1 ∧ · · · ∧ vp)⊗m) =
p∑
i=1
(−1)i−1Pvi ⊗ (v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vp)⊗m−
−
p∑
i=1
(−1)i−1P ⊗ (v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vp)⊗ vim+
+
∑
1≤i≤j≤p
(−1)i+jP ⊗ ([vi, vj ] ∧ v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vˆj ∧ · · · ∧ vp)⊗m.
Lemma 2.5 (Logarithmic Spencer Resultion). For any coherent DX -module M
with a fixed good filtration the complex Spk(M) is a resolution of M for all suffi-
ciently large integers k.
This is shown exactly as in the classical case, see for example [Me, Proposi-
tion I.2.1.18]. In particular, one obtains the following very useful resolutions.
Corollary 2.6. One has the following locally free resolutions of the left DX-module
OX and the right DX-module ωX :
(3) 0→ DX ⊗OX
logdimX∧
ΘX → · · · → DX ⊗OX
0∧
ΘX → OX → 0,
(4) 0→
0∧
ΩX ⊗OX DX → · · · →
logdimX∧
ΩX ⊗OX DX → ωX → 0.
3. Operations on D-modules
In [KT] one only briefly touches on the definition of the pushforward and pullback
functors for logarithmic D-modules. In this section we will go into more detail on
the correct definition of these functors, as well as giving an explicit formula for
duality and showing some standard identities for these three operations.
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3.1. Pushforward. Let f : X → Y be a morphism of smooth idealized log varieties.
IfN is a (left) DY -module, then as in the classical setting the map TX → f∗TY gives
the pullback f∗N = OX ⊗f−1OY f
−1N a canonical DX -module structure (see [KT,
Section 3.1.4]). In particular, one obtains the transfer module DX→Y = f∗DY . As
DY is a free OY -module, DX→Y is a free OX -module concentrated in cohomological
degree 0.
Lemma 3.1. Let f : X → Y be a morphism of smooth idealized log varieties. Then
DX→Y has a projective resolution as left DX-module of length at most logdimX.
Proof. By construction, DX→Y is a free OX -module, as is grDX→Y . Since grDX
is locally isomorphic to OX [t1, . . . , tlogdimX ], standard results of commutative alge-
bra imply that grDX→Y has projective dimension at most logdimX as a grDX -
module. Thus, by [HTT, Lemma D.2.4], DX→Y also has projective dimension at
most logdimX as a left DX -module. 
Concretely, as each FiDX→Y is a freeOX -module, the Spencer complex Sp(DX→Y )
is a projective resolution of DX→Y .
As in the classical setting, one defines the (f−1DY , DX)-bimodule
DY←X = ωX ⊗OX DX→Y ⊗f−1OY f
−1ω∨Y ,
which by Lemma 3.1 has finite projective dimension as a right DX -module. Thus
the pushforward functor
f• : D
+(DX)→ D
+(DY ), M 7→ f∗(DY←X ⊗DX M)
is well defined. As in the classical case one shows that f• preserves boundedness of
complexes, i.e. restricts to a functor f• : D
b(DX)→ Db(DY ).
If f : X → Y and g : Y → Z are two morphisms of smooth idealized log varieties,
one shows exactly as in the classical case (making use of Lemma 3.1) that there
exists a canonical isomorphism of functors
(g ◦ f)• ∼= g• ◦ f• : D
b(DX)→ D
b(DZ).
For a projection f : X × Y → Y one sets Ωkf = (
∧k
ΩX) ⊠ OY and defines the
relative de Rham complex DRf (M) for M ∈ QCoh(DX) by
(5) (DRf (M))
i =
{
Ωi+logdimYf if − logdimY ≤ i ≤ 0
0 otherwise
with the differential as usual induced by the map M → M ⊗ Ω1X×Y defining
the DX×Y -module structure on M. As in the classical case it then follows from
Corollary 2.6 that
f•M = f∗DRf (M).
Lemma 3.2. Let f : X → Y be a proper map of smooth idealized log varieties. Let
M∈ Dbcoh(DX) and assume that locally on Y the cohomology modules of M admit
a good filtration. Then f•M is contained in Dbcoh(DY ).
Proof. This can be proven exactly as in the classical case using the resolution of
Lemma 2.5, see [Me, Théorème I.5.4.1]. 
Let us remark that here, as in many of the following statements, the condition
on the existence of a good filtration is vacuous in the algebraic setting.
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We will call a morphism i : X → Y a closed immersion if the underlying mor-
phism of varieties i : X → Y is a closed immersion (note that this is different from
the usual use of the term in logarithmic geometry). For a closed immersion i, we
can give the right adjoint to i• in the usual way:
Definition 3.3. Let i : Z →֒ X be a closed immersion of smooth idealized log
varieties. Define i! : D+(DX)→ D+(DX) by
M 7→ Homi−1DX (DX←Z , i
−1M),
where the left DZ-module structure is given by the right action of DZ on DX←Z .
Proposition 3.4. Let i : Z →֒ X be a closed immersion of smooth idealized log
varieties. Then i! is the right adjoint to i• : D
+(DZ)→ D+(DX).
Lemma 3.5. Let i : Z →֒ X be a closed immersion of smooth idealized log varieties.
Then for any M∈ D+(DX) there exists a canonical equivalence
Homi−1DX (DX←Z , i
−1M) ∼= Homi−1DX (DX←Z , i
−1ΓZM).
Proof. We first show the statement on the level of abelian categories, i.e. for M ∈
Mod(DX). Let J be the sheaf of ideals defining the closed subvariety Z. Then
i−1J annihilates DX←Z and for any i−1DX -module map ψ : DX←Z →M one has
(i−1J )ψ(m) = ψ((i−1J )m) = 0, i.e. ψ factors through i−1R0ΓZ(M).
To deduce the derived statement, it is now sufficient to show that if I is an
injective DY -module, then i−1R0ΓZI is an injective i−1DX -module. This follows
from
R0Homi−1DX (N , R
0i−1ΓZI) ∼= R
0Homi−1DX (i
−1i∗N , i
−1R0ΓZI)
∼= R0HomDX (i∗N , R
0ΓZI)
∼= R0HomDX (i∗N , I)
for any DZ -module N . 
Proof of Proposition 3.4. By Lemma 3.5 and tensor-hom adjunction we have
HomDZ (M, i
!N ) = HomDZ
(
M, Homi−1DX (DX←Z , i
−1N )
)
= HomDZ
(
M, Homi−1DX (DX←Z , i
−1ΓZN )
)
= Homi−1DX
(
DX←Z ⊗DZ M, i
−1ΓZN
)
= HomDX
(
i∗(DX←Z ⊗DZ M), i∗i
−1ΓZN
)
= HomDX
(
i∗(DX←Z ⊗DZ M), N
)
= HomDX (i•M, N ). 
3.2. Duality. Let X be a smooth algebraic log variety. As was discussed in [KT]
the ring DX always admits a rigid dualizing complex R. As we will see below, if
the log structure of X is non-trivial, R is not simply a shift of DX .
To show that the de Rahm functor commutes with duality, we need an explicit
computation of R. In the case that X is smooth this is a special case of [C]
where the rigid dualizing complex of the enveloping algebra of a Lie algebroid is
computed. In this case the canonical bundle ωX is a right DX -module and hence
by restriction also a right DX -module. The rigid dualizing complex of DX is then
given by DX ⊗OX HomOX (ωX , ωX)[dimX + logdimX ].
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We will show that this formula holds for general smooth idealized log varieties.
To do so, one replaces the canonical bundle ωX by the Grothendieck dualizing
complex ω′X , i.e. if p : X → pt is the structure map, then ω
′
X = p
!
O-modC. Hence, if
X is smooth, one has ω′X = ωX [dimX ].
It is not immediately clear how to give ω′X the structure of a right DX -module.
To do so we need to recall a result of Ishida.
Any smooth idealized log variety X is étale locally isomorphic to a union of
orbits of a normal toric variety. Thus the filtration Xk turns X into a filtered
semi-toroidal variety on the sense of [I, Definiton 5.2]. Let φk : X˜
k → Xk be the
normalization of the closed log stratum Xk. Since X is étale locally isomorphic to a
normal toric variety with its toric boundary divisor, X˜k is the disjoint union of the
irreducible components of Xk. As each component is again étale locally isomorphic
to a toric variety, X˜k has a canonical induced smooth log structure (note that this
log structure is not idealized). Set
Ci = φi,∗ωX˜i , 0 ≤ i ≤ dimX.
The Poincaré residue map (see [I, p. 123]) with appropriate alternating signs induces
a differential d : Ci → Ci+1, making (C•, d) into a complex of OX -modules. See [I,
p. 138] for details.
Proposition 3.6 ([I, Theorem 5.4]). The complex (C•, d) is isomorphic to ω′X [− dimX ].
Remark 3.7. Any sooth log variety is étale locally isomorphic to an affine toric
variety and hence is Cohen–Macaulay. Thus despite the above description of ω′X
as a complex, in this case it is actually a sheaf concentrated in the single degree
− dimX. In other words the complex C• only has non-trivial cohomology at C0.
Each ωX˜k is canonically a right DX˜i-module and this structure trivially extends
to a right DX -module structure on Ci, which one checks to be compatible with the
differential d. Thus we have defined a right DX -module structure on ω′X . If X is
smooth then ωX is a submodule of ωX and hence this definition agrees with the
DX -module structure on ωX given by restriction of the Lie derivative. We let µX
be the left module corresponding by (2) to ω′X , that is,
µX = HomOX (ωX , ω
′
X).
From Proposition 3.6 one obtains the following corollary.
Corollary 3.8.
µX ∼=
(
φ0,∗OX˜0 → . . .→ φdimX,∗OX˜dimX
)
[dimX ].
Remark 3.9. One notes that if X = X is a smooth variety, then µX = OX [dimX ].
The general idea is that all occurrences of this shifted structure sheaf in the classical
theory should be replaced by µX is the logarithmic theory. In particular, all shifts
by dimX should replaced by tensoring with µX .
Following this idea, the dualizing complex forDX should be given by DX⊗OXµX .
There are two possible left DX -module structures on this complex: one by left
multiplication and one by Proposition 2.3 as the tensor product of two left modules.
Further, DX ⊗OX µX has a right module structure induced from the right module
DX -module structure on DX and Proposition 2.3. Unless otherwise stated, we will
view DX ⊗OX µX as a DX ⊗ D
op
X -module via left multiplication and the tensor
product right module structure.
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Lemma 3.10. Let Z be a component of some closed log stratum Xk with the
induced idealized log structure and let M be a left DZ-module which is locally free as
an OZ-module. Then there exists an involution of DX⊗OXM that interchanges the
DX-module structures given by left multiplication with that of Proposition 2.3, and
fixes the submoduleM. In particular there exists such an involution of DX⊗OX µX .
A similar statement holds for right modules.
Proof. As DX ⊗OX M = DZ ⊗OZ M, we can assume that Z = X . Let N and N
′
be DX ⊗OX M with the two different left DX -actions. Then N (resp. N
′) have
good filtrations F• (resp. F
′
•) such that F0N = F
′
0N
′ and grF N = grF ′ N
′. Lifting
the identity morphism of this associated graded we obtain the desired involution
(see [HTT, Lemma D.2.3]).
The involution of DX⊗OX µX follows from the description of ω
′
X given in Propo-
sition 3.6 and the fact that the involutions fix HomOX (ωX , C
i). 
Lemma 3.11. The complex DX ⊗OX µX has finite injective dimension.
Proof. It suffices to show that for sufficiently large i one has Exti(M, DX ⊗OX
µX) = 0 for all DX -modules M. One can further restrict to M = DX/I for all
left ideals I of DX . Such M are clearly coherent and endowed with a global good
filtration. The filtration on DX induces a good filtration on DX ⊗OX µX such
that its associated graded is given by π∗(ω∨X ⊗OX ω
′
X), where π : T
∗X → X is the
projection from the log cotangent bundle. As this is a dualizing complex, it follows
that Exti
(
grM, gr(DX ⊗DX µX)
)
vanishes for all sufficiently large i independently
of M. Thus also Exti(M, DX ⊗OX µX) vanishes. 
For any left DX -module M the D
op
X -structure on DX ⊗OX µX induces a right
module structure on HomDX (M, DX ⊗OX µX). Thus we define the duality functor
DX : D
b
coh(DX)→ D
b
coh(DX)
M 7→ HomDX (M, DX ⊗OX µX)⊗OX ω
∨
X .
We will show in Theorem 3.15 that, up to a shift, DX ⊗OX µX is indeed the rigid
dualizing complex for DX . This will follow from the following duality theorem.
Theorem 3.12. Let f : X → Y be a morphism of smooth idealized log varieties
such that the induced map f : X → Y on the underlying varieties is projective. Let
M∈ Dbcoh(DX) and assume that locally on Y the cohomology modules of M admit
a good filtration. Then there exists a canonical isomorphism in Dbcoh(DY )
f• ◦ DXM∼= DY ◦ f•M.
We note that by Lemma 3.2 f•M is indeed coherent, so that the statement of
the theorem makes sense.
Lemma 3.13. Let i : Z → X be a closed immersion of smooth idealized log varieties.
Then i!(DX ⊗OX µX)
∼= i∗DX ⊗OZ µZ .
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Proof.
i!µX = Homi−1DX (DX←Z , i
−1DX ⊗i−1OX i
−1µX)
∼= Homi−1DX
(
i−1DX ⊗i−1OX i
−1ω∨X ⊗i−1OX ωZ , i
−1DX ⊗i−1OX i
−1µX
)
∼= Homi−1OX
(
i−1ω∨X ⊗i−1OX ωZ , i
−1DX ⊗i−1OX i
−1µX
)
∼= i−1DX ⊗i−1OX Homi−1OX
(
i−1ω∨X ⊗i−1OX ωZ , i
−1ω∨X ⊗i−1OX i
−1ω′X
)
∼= i∗DX ⊗OZ Homi−1OX
(
ωZ , i
−1ω′X
)
∼= i∗DX ⊗OZ Homi−1OX
(
OZ ⊗OZ ωZ , i
−1ω′X
)
∼= i∗DX ⊗OZ HomOZ
(
ωZ , Homi−1OX (OZ , i
−1ω′X)
)
∼= i∗DX ⊗OZ HomOZ
(
ωZ , ω
′
Z
)
∼= i∗DX ⊗OZ µZ . 
Lemma 3.14. Let f : X → Y be a morphism of smooth idealized log varieties such
that the induced map f : X → Y on the underlying varieties is projective. Then
there exists a canonical morphism of functors Dbcoh(DX)→ D
b
coh(DY )
f• ◦ DX → DY ◦ f•.
Proof. For any M∈ Dbcoh(DX) we have
f•DXM∼= f∗
(
HomDX (M, DX ⊗OX µX)⊗DX DX→Y
)
⊗OX ω
∨
Y
∼= f∗
(
HomDX (M, DX→Y ⊗OX µX)
)
⊗OX ω
∨
Y
and
DXf•M∼= HomDY (f•M, DY ⊗OY µY )⊗OY ω
∨
Y .
Considering the morphism
f∗HomDX (M, DX→Y ⊗OX µX)→ f∗Homf−1DY (DY←X ⊗DX M, DY←X ⊗DX DX→Y ⊗OX µX)
→ HomDY
(
f∗(DY←X ⊗DX M), f∗(DY←X ⊗DX DX→Y ⊗OX µX)
)
∼= HomDY
(
f•(M), f•(DX→Y ⊗OX µX)
)
,
it thus suffices to construct a canonical morphism
f•(DX→Y ⊗OX µX)→ DY ⊗OY µY .
We can assume that f is either a closed immersion X → Pn × Y or the projection
Pn × Y → X . In the first case, by Proposition 3.4 and Lemma 3.13 we have
HomDY (f•(DX→Y ⊗OX µX), DY ⊗OY µY )
∼= HomDY (f
∗DY ⊗OX µX , f
!(DY ⊗OY µY ))
∼= HomDY (f
∗DY ⊗OX µX , f
∗DY ⊗OX µX).
Thus we take the image of the identity morphism for our map.
If f is a projection Pn × Y → Y , then µPn×Y = µPn ⊠ µY . Thus we can reduce
to the case that Y is a point. But µPn = OPn [n], so that the desired morphism is
just the classical trace morphism f•OPn [n]→ C.
One easily checks that the constructed morphism is independent of the factor-
ization of f . 
Proof of Theorem 3.12. We have to show that the morphism of Lemma 3.14 is an
isomorphism. As usual, it suffices to show this for M an object of the abelian
category Coh(DX). Then by assumption, locally on Y , M is generated by an OX -
coherent OX -submodule, i.e. it is a quotient of a module of the form DX ⊗OX G
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for some coherent OX -module G, with action given by left multiplication. Thus
by the Way-out Lemma it suffices to prove the statement for modules of the form
DX ⊗OX G.
We thus compute
f•DX(DX ⊗OX G) = f•
(
HomDX (DX ⊗OX G, DX ⊗OX µX)⊗OX ω
∨
X
)
= f•
(
DX ⊗OX HomOX (G, OX)⊗OX µX ⊗OX ω
∨
X
)
= f∗
(
DY←X ⊗OX HomOX (G, µX)⊗OX ωX
)
= f∗
(
f−1(DY ⊗OY ω
∨
Y )⊗f−1OY HomOX (G, µX)
)
= DY ⊗OY ω
∨
Y ⊗OY f∗HomOX (G ⊗OX ωX , ω
′
X)
and
DY f•(DX ⊗OX G) = DY
(
DY ⊗OY ω
∨
Y ⊗OX f∗(ωX ⊗OX G)
)
= HomDY
(
DY ⊗OY ω
∨
Y ⊗OX f∗(ωX ⊗OX G), DY ⊗OY µY
)
⊗OY ω
∨
Y
= DY ⊗OY HomOY (f∗(ωX ⊗OX G), µY )
= DY ⊗OY HomOY (f∗(ωX ⊗OX G), ω
′
Y )⊗OY ω
∨
Y .
Thus the result follows from Grothendieck duality
f∗HomOX (G ⊗OX ωX , ω
′
X)
∼= HomOY (f∗(ωX ⊗OX G), ω
′
Y ). 
Theorem 3.15. Let X be a smooth idealized log variety. Then the rigid dualizing
complex for DX is given by DX ⊗OX µX [logdimX ].
Proof of Theorem 3.15. We already know that DX ⊗OX µX has finite injective di-
mension. Showing that the canonical map
M→ HomDop
X
(
HomDX (M, DX ⊗OX µX), DX ⊗OX µX
)
is an isomorphism is a local question. Hence we can assume that M = DX , in
which case the result follows from a straightforward computation.
Let ∆: X → X × X be the diagonal map. Then for any right DX -module
M we have M ⊗DX DX→X×X
∼= M ⊗OX DX as right f
−1DX×X -modules. It
follows from the resolution (4) that DXOX = µX [− logdimX ]. Thus ∆•µX =
DX×X∆•OX [logdimX ]. Hence, with d = logdimX and applying Lemma 3.10 we
have
∆∗(ω
′
X ⊗OX DX)⊗OX ω
∨
X×X = ∆•µX
∼= HomDX×X
(
∆∗(ωX⊗OXDX)⊗OX×Xω
∨
X×X , DX×X⊗OX×XµX×X⊗OX×Xω
∨
X×X
)
[d]
∼= HomDX⊗DX
(
DX ⊗OX ω
∨
X , (DX ⊗OX µX ⊗OX ω
∨
X)⊗ (DX ⊗OX µX ⊗OX ω
∨
X)
)
[d]
∼= HomDX⊗DopX
(
DX , (DX ⊗OX µX ⊗OX ω
∨
X)⊗ (DX ⊗OX µX)
)
[d]
∼= HomDX⊗DopX
(
DX , (DX ⊗OX µX)⊗ (DX ⊗OX µX)
)
⊗OX ω
∨
X [d].
Twisting by ωX and shifting by d we obtain the desired isomorphism
DX ⊗OX µX [d]
∼= HomDX⊗DopX
(
DX , (DX ⊗OX µX [d]) ⊗ (DX ⊗OX µX [d])
)
. .
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Lemma 3.16. For any M ∈ Dbcoh(DX) and N ∈ D
b(DX) there exists a canonical
isomorphism
HomDX (M, N ⊗OX µX)
∼= (ωX ⊗OX DXM)⊗DX N
∼= ωX ⊗DX (DXM⊗OX N ).
Proof. One has
HomDX (M, N ⊗OX µX)
∼= HomDX (M, DX ⊗OX µX)⊗DX N
∼= (ωX ⊗OX DXM)⊗DX N .
The second equivalence follows from Lemma 2.4. 
3.3. Pullback. Let f : X → Y be a morphism of smooth idealized log varieties.
While the pushforward f• is defined as in the classical setting, the definition of the
pullback f ! needs some care in order for the expected adjunctions to exist. Recall
that in the classical theory, the functor f ! differs from the naive pullback f∗ by as
shift by dimX−dim Y . Thus, following the spirit of Remark 3.9, in the logarithmic
theory one must twist by an appropriate relative version of µX .
If F is a (complex of) coherent OY -module(s), we write f !O-mod for the O-module
!-pullback along f . Further we write DSeY (F) = HomOY (F , ω
′
Y ) for the O-module
dual of F . These two operations are related by f !O-mod = D
Se
X ◦ f
∗ ◦DSeY , and if f is
Tor-finite1 one has f !O-modF = f
∗F ⊗OX f
!
O-modOY . One always has f
!
O-modω
′
Y =
ω′X .
Let nowM∈ Dbcoh(D
op
Y ) have OY -coherent cohomology sheaves. Then D
Se
Y M is
canonically a left DY -module and hence f !O-modM = D
Se
X ◦f
∗◦DSeY (M) is canonically
a right DX -module. In particular ω′X/Y = f
!
O-modOY is canonically a right DX -
module.
The right DY -module structure on OY induces a left module structure on ω∨Y =
HomOX (ωY , OY ) and hence a rightDX -module structure on ωX/Y = ωX⊗OX f
∗ω∨Y .
Set
µX/Y = HomOX (ωX/Y , ω
′
X/Y ) ∈ D
b
coh(DX).
Definition 3.17. Let f : X → Y be a Tor-finite morphism of smooth idealized log
varieties. Define a functor f ! : D−qc(DY )→ D
−
qc(DX) by
f !(M) = f∗M⊗OX µX/Y .
Recalling that for a closed immersion i : Z → X one has i!O-modF = Homi−1OX (OZ , F),
a straightforward computation shows that for a Tor-finite closed immersion Defini-
tions 3.17 and 3.3 agree.
Any morphism f : X → Y can be canonically factored into a closed immersion
X → X × Y followed by projection X × Y → Y . Having defined the !-pullback for
each of those factors, one obtains f ! in general.
Remark 3.18. This also provides a nice explanation for the definition of f ! in the
classical theory of D-modules. For this one notes that every morphism of classically
smooth varieties is Tor-finite. Hence in this case Definition 3.17 suffices to cover
the general case. If the log structures on X and Y are trivial, then µX/Y ∼=
OX [dimX − dim Y ]. In other words, even in the classical setting f
! should be
1Recall that a morphism f : X → Y of varieties is called Tor-finite if there exists an integer m
such that Hi(f∗F) = 0 for all F ∈ Mod(OX) and i < m.
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defined via the exceptional O-module pullback, but switching between left and
right modules reduces this to a shift of the naive pullback.
It might be interesting to see how, for general morphisms f of smooth log vari-
eties, one can obtain a DX -module structure directly on (a suitable modification
of) f !O-modM.
Proposition 3.19. Let f : X → Y be a Tor-finite projective morphism of smooth
idealized log varieties. Then for any M ∈ Dbcoh(DX) and N ∈ D
b(DY ) there exists
a canonical isomorphism
HomDY (f•M, N )
∼= f∗HomDX (M, f
!N ).
Proof. One has an isomorphism µX = µX/Y ⊗OX f
∗µY . Set N ′ = HomOY (µY ,N ).
Then N = N ′ ⊗OY µY and f
!N = f !N ′ ⊗OX f
∗µY = f
∗N ′ ⊗OX µX . Thus by
Lemma 3.16 and Theorem 3.12,
f∗HomDX (M, f
!N ) ∼= f∗HomDX (M, f
∗N ′ ⊗OX µX)
∼= f∗
(
(ωX ⊗OX DXM)⊗DX DX→Y ⊗f−1DY f
−1N ′
)
∼= f∗
(
(ωX ⊗OX DXM)⊗DX DX→Y
)
⊗DY N
′
∼= (ωY ⊗OY f•DXM)⊗DY N
′
∼= (ωY ⊗OY DXf•M)⊗DY N
′
∼= HomDY (f•M, N
′ ⊗OY µY ) = HomDY (f•M, N ). 
Remark 3.20. Let us note that the usual base-change theorem does not generalize
to the theory of logarithmic D-modules. For example, if pt → A1 it the inclusion
of the log point into the origin, then i!i• is not equal to the identity for the same
reason as in the O-module case. One would expect this issue to be resolved by a
suitable theory of “derived logarithmic geometry.”
4. Pushforward of holonomic modules
Recall that a DX -module M is called holonomic if logdimCh(F) = logdimX .
If the characteristic variety of M is contained in the zero section of T ∗X , then M
is necessarily OX -coherent. In this case we call M an integrable (log) connection.
As in the classical setting if M is holonomic there always exists a divisor Z on X
such that M|X\Z is an integrable connection.
The aim of this section is to prove the following fundamental theorem.
Theorem 4.1. Let f : X → Y be a projective morphism of smooth idealized log
varieties and assume that the morphism on characteristics f ♭ : f−1MY → MX is
injective. Assume that M ∈ Dbh(DX) admits locally on Y a good filtration. Then
f•M is holonomic.
4.1. Kashiwara’s Estimate. If f : X → Y is a morphism of smooth idealized log
varieties then we have an associated diagram of log cotangent bundles
T ∗X f∗(T ∗Y ) T ∗Y.
ρf ̟f
Proposition 4.2 (Kashiwara’s estimate for the characteristic variety). Let f : X →
Y be a proper morphism of smooth log varieties and assume that M ∈ Coh(DX)
has locally on Y a good filtration. Then
Ch(f•M) ⊆ ̟f (ρ
−1
f ChM).
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As we currently do not have a theory of logarithmic microdifferential operators,
we will follow the proof using the Rees construction given in [MaS] (which is in
turn based on the ideas in [M]). Since to the author’s knowledge this proof has
not appeared in peer-reviewed literature we will reproduce it here. Of course the
author does not claim any originality.
Let (A, F•) be a filtered sheaf of C-algebras. Recall that the Rees sheaf of rings
R(A) is the subsheaf
⊕
n FnAz
n of A ⊗C C[z, z−1]. If (M, F•) is a filtered A-
module, then R(M) is similarly defined to be the R(A)-module
⊕
n FnMz
n. It
follows that
R(M)/zR(M) = grM and R(M)/(z − 1)R(M) =M.
Any graded R(A)-module without C[z]-torsion is canonically obtained from a fil-
tered A-module.
We will apply this to DX with its usual filtration. IfM is a coherent DX -module
with a global good filtration, then the associated Rees module R(M) is a coherent
R(DX)-module.
For a morphism f : X → Y of smooth idealized log varieties we define a functor
fR• D
+(R(DX))→ D+(R(DX)) by fR• N = f∗
(
R(DY←X)⊗R(DX) N
)
.
Lemma 4.3. Let f : X → Y be a morphism of smooth log varieties.
(i) If f is proper, then fR• preserves coherence.
(ii) For any N ∈Mod(R(DX)) and any i there exists a canonical equivalence
Hi(fR• N )/(z − 1)H
i(fR• N )
∼= Hi
(
f•(N/(z − 1)N )
)
.
(iii) Assume that M∈ Coh(DX) has a global good filtration. Then the quotient
of Hi(fR• R(M)) by its z-torsion is the Rees module associated to some good
filtration on Hi(f•M).
Proof. Assertion (i) can be shown in the same way as the corresponding statement
for DX -modules (Lemma 3.2).
For (ii) we first note that for any complex of modules N over a Rees ring one has
Hi(N/(z−1)N) ∼= Hi(N)/(z−1)Hi(N). The tensor product R(DY←X)⊗R(DX)N
in the definition of fR• can be computed with a Spencer-type resolution of R(DY←X)
with Sp(R(DY←X))/(z − 1) Sp(R(DY←X)) ∼= Sp(DY←X). Finally, one checks that
taking Godement resolutions commutes with taking the quotient by (z − 1).
To show (iii) let T be the z-torsion submodule of Hi(fR• (R(M))). The module
Hi(fR• (R(M)))/T is z-torsion free and hence is the Rees module of some good
filtration on
Hi(fR• (R(M)))/T
/
(z − 1)(Hi(fR• (R(M)))/T )
∼= Hi(fR• (R(M)))
/
(z − 1)Hi(fR• (R(M)))
∼= Hi
(
f•
(
R(M)/(z − 1)R(M)
))
∼= Hi(f•(M)). 
Proof of Proposition 4.2. As the statement is local on Y , one can assume that M
has a good filtration F•.
Define a functor fgr• : Mod(grDX)→Mod(grDY ) by f
gr
• = ̟f,∗ ◦ρ∗f . One sees
that
suppHi(fgr• grM) ⊆ ̟f (ρ
−1
f ChM).
The remainder of the proof consists of comparing the support of gr(f•M) with that
of fgr• (grM). We will do so by interpolating with the help of the Rees construction.
THE DE RHAM FUNCTOR FOR LOGARITHMIC D-MODULES 17
As Hi(fR• (R(M))) is coherent, the sequence of submodules given by the kernel
of multiplication by zj (locally) stabilizes. Thus we can assume that the z-torsion
submodule of Hi(fR• (R(M))) is given by ker z
ℓ for some fixed ℓ.
We will denote by gr[ℓ]M =
⊕
k FkM/Fk−ℓM the grading with step ℓ. One
defines the functor f• for gr[ℓ]DX -modules in the same manner as for DX -modules.
It follows from Lemma 4.3(iii) that gr[ℓ]H
i(f•M) = R(Hi(f•M))
/
zℓR(Hi(f•M))
is a quotient of Hi(fR• R(M))
/
zℓHi(fR• R(M)) . The exact sequence
· · · → Hi(fR• R(M))
zℓ
−→ Hi(fR• R(M))→ H
i(f•(R(M)/z
ℓR(M)))→ · · ·
implies that in turn Hi(fR• R(M))
/
zℓHi(fR• R(M)) is a submodule ofH
i(f• gr[ℓ]M) =
Hi(f•(R(M)/zℓR(M))). Thus gr[ℓ]H
i(f•M) is a gr[ℓ]DY -subquotient ofH
i(f• gr[ℓ]M).
We filter gr[ℓ]DX by the finite filtration
Gj gr[ℓ]DX =
⊕
k
Fk+j−ℓDX/Fk−ℓDX , 0 ≤ j ≤ ℓ.
Similarly, we have finiteG-filtrations on gr[ℓ]DX -modules. One notes that gr
G grF[ℓ]
∼=
grF DX [u]/uℓ with u in G-degree 1. Thus given a coherent gr[ℓ]DX -module, its
graded module with respect to any G-filtration is grDX [u]/u
ℓ-coherent and hence
also grDX -coherent. Further, its support does not depend on the choice of G-
filtration.
The G-filtration induces a finite spectral sequence with E2-term
Hi(fgr• gr
G grF[ℓ]M) = H
i(fgr• gr
F M[u]/(uℓ)) ∼= Hi(fgr• M)
ℓ
converging to grGHi(f• gr
F
[ℓ]M) for some suitable G-filtration. Hence the support
of grGHj(f• gr
F
[ℓ]M) is contained in suppH
i(fgr• M) ⊆ ̟f (ρ
−1
f ChM).
The G-filtration on Hi(f• gr[ℓ]M) induces a G-filtration on the subquotient
gr[ℓ]H
i(f•M). Thus the support of grG grF[ℓ]H
i(f•M) ∼=
(
grF Hi(f•M))ℓ is con-
tained in the support of grGHj(f• gr
F
[ℓ]M) and hence in ̟f(ρ
−1
f ChM). Therefore,
so is the characteristic variety of Hi(f•M). 
4.2. Some reduction steps. For classical D-modules, Theorem 4.1 follows from
Proposition 4.2 together with a result from symplectic geometry. As the logarithmic
cotangent bundle does not have a natural symplectic structure, we need some fur-
ther reductions steps to deal with the logarithmic situation. The idea is to reduce
to a situation with no interesting log structure.
Lemma 4.4. Let i : Z →֒ X be the inclusion of (a component of) a closed log
stratum, endowed with the induced idealized log structure. Let M = DX ⊗OX G for
some G ∈ Coh(OX) with DX-module structure given by left multiplication. Then,
i!M∼= ω∨Z ⊗OZ DZ ⊗OZ i
!
O-mod(ωX ⊗OX G).
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Proof. In this situation one has i∗DX = DZ and i∗ωX = ωZ . Thus,
i!M = Homi−1DX (DX←Z , i
−1(DX ⊗OX G))
∼= Homi−1OX (i
−1ω∨X ⊗i−1OX ωZ , i
−1DX ⊗i−1OX i
−1G)
∼= Homi−1OX (i
∗ωX , i
−1ωX ⊗i−1OX i
−1DX ⊗i−1OX i
−1G)
∼= Homi−1OX (OZ ⊗i−1OX i
−1ωX , i
−1ωX ⊗i−1OX i
−1DX ⊗i−1OX i
−1G)
∼= i−1ω∨X ⊗i−1OX i
−1DX ⊗i−1OX Homi−1OX (OZ , i
−1ωX ⊗i−1OX i
−1G)
∼= ω∨Z ⊗OZ DZ ⊗OZ i
!
O-mod(ωX ⊗OX G). 
Lemma 4.5. Let X and Y be smooth idealized log varieties with X proper. Let
f : X×Y → Y be the projection and let i : Z →֒ Y be the inclusion of (a component
of) a closed log stratum (endowed with the induced idealized log structure). Consider
the cartesian diagram
X × Z X × Y
Z Y
ı˜
f˜ f
i
Assume that M ∈ Dbcoh(DX×Y ) admits locally on Y a good filtration. Then there
exists a canonical isomorphism
f˜•ı˜
!M
∼
−→ i!f•M.
Proof. By adjunction we get a morphism
(6) f˜•ı˜
! → i!i•f˜•ı˜
! = i!f•ı˜•ı˜
! → i!f•.
The question whether this is an isomorphism is local. Hence by the Way-Out
Lemma it suffices to show that it is an isomorphism when applied toM = DX×Y⊗OX
G for some O-coherent sheaf G. Then, using Lemma 4.4 and base change for coher-
ent O-modules, one computes
f˜•ı˜
!(DX×Y ⊗OX G)
∼= DZ ⊗OZ ω
∨
Z ⊗OZ f˜∗
(
ωX×Z ⊗DX×Y i
!(DX×Y ⊗OX×Y G)
)
∼= DZ ⊗OZ ω
∨
Z ⊗OZ f˜∗
(
ı˜!
O-mod(ωX×Y ⊗OX×Y G)
)
∼= DZ ⊗OZ ω
∨
Z ⊗OZ i
!
O-mod
(
f∗(ωX×Y ⊗OX×Y G)
)
∼= i!f•(DX×Y ⊗OX×Y G). 
Lemma 4.6. Let i : Z →֒ X be the inclusion of (a component of) a closed log stra-
tum, endowed with the induced idealized log structure. Then for anyM∈ Dbcoh(DX)
the restriction i!M is holonomic if and only if logdimCh(M)|Z = logdimX.
Proof. One notes that in this situation DX←Z = DZ = DX ⊗i−1OX OZ . Hence,
i∗i
!DXF ∼= i∗Homi−1DX
(
DX←Z , i
−1(HomDX (M,DX ⊗OX µX)⊗OX ω
∨
X)
)
∼= i∗Homi−1OX
(
OZ , i
−1(HomDX (M,DX ⊗OX µX)⊗OX ω
∨
X)
)
∼= HomOX
(
OZ , HomDX (M,DX ⊗OX µX)
)
⊗OX ω
∨
X
∼= HomDX
(
OZ ⊗OX M, DX ⊗OX µX
)
⊗OX ω
∨
X
∼= DX(OZ ⊗OX M).
Thus the result follows from the fact that duality preserves holonomicity ([KT,
Proposition 3.24]) and [KT, Lemma 3.17]. 
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Assume that the rank of M
gp
X is constant, i.e. X consists of a single log stratum.
Then X is necessarily smooth and by the description of DX given in Proposition 2.1
DX naturally sits inside of DX .
Lemma 4.7. Let X be a smooth idealized log variety and assume that the rank of
M
gp
X is constant. Then M ∈ Coh(DX) is holonomic if and only if it is coherent
and holonomic as a DX-module.
Proof. The question is local, so that we can assume that M has a good filtration
and DX ∼= DX [∂m1 , . . . , ∂mk ], where the generators ∂mi commute with everything.
Let Z be a closed subvariety of X defined by an ideal sheaf J . We setM(∗Z) =
lim
−→m
HomOX (J
m,M). If j : U = X \ Z →֒ X is the inclusion, then M(∗Z) is a
subsheaf of j∗j
∗M (indeed in the algebraic setting these two sheaves are the same).
In particular, if M′ ⊆ M and M|U = M
′|U then (M/M
′)(∗Z) = 0 and hence
M(∗Z) ∼= M′(∗Z). Further there is a canonical map M → M(∗Z) whose kernel
is supported on Z.
The results of [K] immediately upgrade to statements about DX -modules (with
X as in our situation). In particular M(∗Z) is a DX -module and if M|U is holo-
nomic, the so isM(∗Z). In fact more is true: IfM|U is coherent and holonomic as
a DX -module, then so is M(∗Z). One sees this by replacing M by a DX -coherent
submodule which coincides withM on U (this is possible because we have a global
good filtration).
We further note that in the present situation Kashiwara’s Equivalence holds
(with the usual proof), that is, if Z is smooth and i the inclusion then i• is ex-
act and induces an equivalence of the category QCoh(DZ) with the subcategory
of QCoh(DX) consisting of modules supported on Z. This equivalence respects
coherence and holonomicity, both as DX and DX -modules.
We are now ready to prove the “only if” statement of the lemma by induction
on the dimension of the support of M. If dim suppM = 0 then the result is just
an application of Kashiwara’s equivalence.
Set Z = suppM and let Z0 be the singular locus of Z. Assume that we
have shown that M|X\Z0 is DZ\Z0 -coherent and holonomic. Then M(∗Z0) is
DX -coherent and holonomic, and the cone of the morphism M → M(∗Z0) is
DX -coherent, holonomic and supported on Z0. We are thus done by induction.
Hence we can assume that Z is nonsingular and apply Kashiwara’s equivalence
to replace X by Z. Then there exists a divisor D such thatM|X\D is OX -coherent
and thus certainly DX -coherent and holonomic. Taking the cone of the map M→
M(∗D) we reduce to a module supported on D and apply induction.
The proof of the other implication proceeds in a similar manner. 
4.3. Proof of Theorem 4.1. We factor f into a closed immersion X →֒ Pn × Y
followed by a projection Pn × Y → Y , where we endow Pn with the trivial log
structure.
If i : Z → X is any closed immersion such that i−1MX →MZ is injective, then
the fibers of ρ : T ∗X |Z → T ∗Z have at most dimension dimX − dimZ (they may
be empty). Hence Proposition 4.2 shows that i• preserves holonomicity.
Let new p : Pn × Y → Y be the projection. By Lemma 4.6 it suffices to check
that the !-pullback of p•M to each log stratum is holonomic. The statement is local
on Y , so that using Lemma 4.5, we can thus assume that Y consists of a single
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log stratum. But then holonomicity as DY -modules coincides with holonomicity as
DY -modules by Lemma 4.7, so that the statement is classical. 
5. Sheaves on the Kato–Nakayana space
LetX be an analytic log variety. Following [KN] the logarithmic de Rham functor
should take values in sheaves on the so-called Kato–Nakayama space Xlog. Recall
that as a set Xlog is defined to be all pairs (x, σ), with x ∈ X and σ : MX,x → S1
a homomorphism of monoids fitting into the commutative diagram
MX,x S
1
O∗X,x C
∗.
σ
x∗
arg
We refer to [KN, Section 1] and [O2, Section V.1.2] for details. If X is a smooth
(idealized) log variety, Xlog has the structure of a topological manifold with bound-
ary whose interior is identified with X∗ = X \X1 (resp. (X \X1) × (S1)e in the
idealized case, where e is the generic rank of M
gp
). We let τX : Xlog → X be the
projection. It is proper with fibers τ−1X (x) = (S
1)rkM
gp
X,x .
If X is classically smooth and the log structure on X is given by a simple normal
crossings divisor D, then Xlog is the real blowup of X along D.
5.1. Graded topological spaces. The de Rham functor will send D-modules to
certain graded sheaves on the Kato–Nakayama space. A theory of such graded
sheaves was developed in [Ko]. In order to fix notation, we give a brief overview of
the basic definitions of this theory.
Thus in this subsection X will denote be a topological space, which we will
always assume to be locally compact (and hence in particular Hausdorff). We fix
a commutative noetherian base ring k. A graded topological space (X,Λ) consists
of a topological space X together with a sheaf of abelian groups Λ. Amorphism
of graded topological spaces (X,ΛX) → (Y,ΛY ) consists of a pair (f, f ♭), where
f : X → Y is a continuous map and f ♭ : f−1ΛY → ΛX is a morphism of sheaves of
abelian groups.
A (Λ-graded) presheaf F on (X,Λ) assigns to each open subset U of X a Λ(U)-
graded k-module F(U) together with a restriction map ρUV for each open inclusion
V ⊆ U such that ρUV (F(U)λ) ⊆ F(V )λ|V for all λ ∈ Λ(U). For any λ ∈ Λ(X) we
write Fλ for the ordinary presheaf U 7→ F(U)λ|U and F〈λ〉 for the graded presheaf
with F〈λ〉(U)µ = F(U)λ|U+µ. A Λ-graded presheaf F is called a (Λ-graded) sheaf
if for each open subset U of X and each λ ∈ Λ(U) the ordinary presheaf (F|U )λ is
a sheaf. Morphism of graded (pre-) sheaves are defined in the obvious way by the
requirement to be preserve the grading on each open subset.
Let f : (X,ΛX) → (Y,ΛY ) be a morphism of graded topological spaces. On
defines an adjoint pair of functors between the corresponding categories of grades
sheaves as follows. The functor
f−1gr : Sh(Y,ΛY )→ Sh(X,ΛX)
is given by
Γ(U, f−1gr F)λ =
〈
s ∈ Γ(U, f−1F) : f ♭(deg s) = λ
〉
, λ ∈ ΛX(U).
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Its right adjoint
fgr,∗ : Sh(X,ΛX)→ Sh(Y,ΛY )
is defined as
Γ(V, fgr,∗F)µ = Γ(f
−1V, F)f♭(µ), µ ∈ ΛY (V )→ f
−1ΛY (f
−1V ).
This theory can be further enhanced by adding a sheaf of rings so that a ringed
graded space is a triple (X,Λ,R) such that (X,Λ) is a graded topological space
and R is a Λ-graded sheaf of k-algebras. A morphism of graded ringed topological
spaces (X,ΛX ,RX)→ (Y,ΛY ,RY ) is a triple (f, f ♭, f ♯) where (f, f ♭) is a morphism
of graded topological spaces and f ♯ : f−1gr RY → RX is morphism of ΛX -graded
sheaves of k-algebras. Such a morphism is called strict if f ♭ and f ♯ are isomorphisms.
(Λ-graded) sheaves of R-modules are defined in the obvious way.
The functor fgr,∗ immediately upgrades to a functor of graded sheaves of modules.
Its left adjoint is
f∗gr : Sh(Y,ΛY ,RY )→ Sh(Y,ΛX ,RX), F 7→ f
−1
gr F ⊗f−1gr RY RX .
Besides fgr,∗ one also has the direct image with proper supports fgr,!F , which is
the subsheaf of fgr,∗F with sections
Γ(U, fgr,!F)µ =
{
s ∈ Γ(f−1U,F)f♭(µ) : f : supp s→ U is proper
}
.
On the main result of [Ko] is an extension of Poincaré–Verdier duality to ringed
grades spaces, stating that on the level of derived categories fgr,! has a right adjoint
f !gr. Let p : (X,Λ,R)→ (pt, 0, k) be the canonical morphism. When k is a field one
calls p!grk the dualizing complex of (X,Λ,R).
5.2. The ring ClogX and modules over it. To classify arbitrary log connections
(or DX -modules) it is not sufficient to consider sheaves of C-modules on Xlog. For
this reason Ogus [O1] introduced a graded sheaf of rings on Xlog whose definition
we will recall now. Set Λ = C⊗M
gp
X . By abuse of notation we will also write Λ for
the pullback τ−1X Λ. Let KX be the sheaf of ideals defining the idealized structure of
X . (The reader not interested in the idealized setting may assume KX to be zero.)
The sheaf ClogX is defined to be the pullback by τX of the quotient of the sheaf of
monoid algebras C[−MX ] by the ideal generated by −KX .
The inclusionMX → Λ gives C
log
X the structure of a Λ-graded sheaf of rings. We
writeMod(ClogX ) for the category of Λ-graded sheaves of C
log
X -modules andD
b(ClogX )
for its bounded derived category. Ogus further defines the subcategory LΛcoh(C
log
X )
of coherent ClogX -modules [O1, Definition 3.2.4], which are the correct analogue of
local systems in this setting. He then proves that this category is equivalent to the
category of logarithmic connections on X [O1, Theorem 3.4.2], where a logarithmic
connection is just an OX -coherent DX -module.
A morphism f : X → Y of analytic log varieties induces a morphism flog : Xlog →
Ylog of ringed graded topological spaces fitting into the commutative diagram
Xlog Ylog
X Y.
flog
τX τY
f
If f is strict then this diagram is cartesian.
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The image of the logarithmic de Rham functor will not be arbitrary sheaves of
C
log
X -modules. As in [O1], we will impose a monodromy condition along the fibers
of τX . For this we note that for any point x ∈ X the logarithmic inertia group
Ix = Hom(M
gp
X,x, 2πiZ) is canonically identified with the fundamental group of
τ−1X (x). For any x ∈ X there exists a natural pairing 〈−,−〉 : Ix ⊗ Λx → C. If
m ∈M
gp
X,x, then exp〈−,m〉 = 1.
We writeModτ (C
log
X ) for the full subcategory ofMod(C
log
X ) consisting of sheaves
which are locally constant along fibers of τX . The inclusionModτ (C
log
X )→Mod(C
log
X )
has a right adjoint Ψτ given by associating to any sheaf F the largest subsheaf of
F contained in Modτ (C
log
X ).
For any F ∈ Modτ (C
log
X ) and any point z of Xlog there is a natural action ρ
of Iτ(z) on the stalk of F at z. Using this action we let ModΛ(C
log
X ) be the full
subcategory of Modτ (C
log
X ) consisting of sheaves F such that for each z ∈ Xlog,
γ ∈ IτX(z) and λ ∈ Λz the action of ργ − exp〈γ, λ〉 in Fz is locally nilpotent, that is
for any s ∈ Fz there exists a positive integer N such that (ργ − exp〈γ, λ〉)Ns = 0.
The inclusionModΛ(C
log
X )→Modτ (C
log
X ) has a right adjoint Ψ
Λ which is explicitly
given by associating to a sheaf F the subsheaf ΨΛ(F) whose sections over U consist
of all those sections s ∈ F(U)λ such that for each point z ∈ U the action of
ργ − exp〈γ, λ〉 on sz is nilpotent. Set
Ψ = ΨΛ ◦Ψτ : Mod(ClogX )→ModΛ(C
log
X ).
Let p : Xlog → pt be the natural map to the (ungraded) point. The dualizing
complex of Db(ClogX ) is ωXlog = p
!
grC. In order to describe this complex, we need
to introduce some additional notation: Let Xkj be the irreducible components of
Xk. Each Xkj is a smooth idealized log space and the inclusion X
k
j → X induces a
map on the corresponding Kato–Nakayama spaces, and in particular a morphism
C
log
X → C
log
Xk
j
. Set
Di =
⊕
j
C
log
Xi+dimX
j
, − dimX ≤ i ≤ 0
and define differentials Di → Di+1 coming from the inclusions of the components
of X i+dimX+1 into those of X i+dimX , with appropriate alternating signs.
Proposition 5.1. Let X be a smooth analytic log variety. The dualizing com-
plex ωXlog is concentrated in cohomological degree − dimX. Further, there exists a
isomorphism
Ψ(ωXlog [− dimX ])
∼=
(
D− dimX → . . .→ D0
)
in Db(ClogX ) (where D
− dimX is in cohomological degree 0).
Proof. We use the approach of [Ko, Remark 5.8].
As noted above, Xlog is a topological manifold with boundary. Let j : X
∗ → Xlog
be the inclusion of the interior. Then the dualizing complex of Xlog as an ordinary
topological space is j!CX∗ [dimX ].
If π : (Xlog,Λ,C
log
X )→ (Xlog, 0,CX) is the canonical map, we have for any λ ∈ Λ
(7)
(ωXlog)λ
∼= πgr,∗HomClog
X
(
C
log
X 〈λ〉, π
!
gr(j!CX∗)
)
[dimX ]
∼= HomC
(
C
log
X,−λ, j!CX∗
)
[dimX ],
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where we note that the functors πgr,∗ and j! are exact.
For each λ ∈ Λ there exists an open subset Vλ such that C
log
X,λ = iλ,!CVλ , where
iλ is the inclusion of Vλ into Xlog. Let further jλ be the inclusion of X
∗ into Vλ.
Then from (7) one obtains
(ωXlog)λ
∼= i−λ,∗i
!
−λj!C[dimX ]
∼= i−λ,∗j−λ,!CX∗ [dimX ].
It follows from [O1, Theorem 3.1.2] that iλ,∗ is exact. Hence ωXlog is concentrated
in cohomological degree − dimX .
One notes that for any point x of X , if (ωXlog)λ is locally constant on τ
−1
X (x),
then it has to be actually constant on τ−1X (x). Thus for λ /∈ M
gp
X one necessarily
has Ψ(ωXlog)λ = j!CX∗ (i.e. the global sections vanish).
To give the required identification of Ψ(ωXlog) we can assume that X is an
affine toric variety. Let v be the vertex of X . Let X11 , . . .X
1
n be the irreducible
components of X1 and let λ1, . . . , λn be the corresponding C-vector space bases of
Λ(X) (note that this is in general not a Z-basis of M
gp
X,v). Write λ =
∑
αiλi. If
there exists some αi witch is not a negative integer then either λ = 0 (in which
case Ψ(ωXlog) = j!CX∗) or X
∗ ( V−λ ( Xlog. In the latter case i−λ,∗j−λ,!CX∗ is
not locally constant on τ−1X (v).
It follows that Ψ(ωXlog) is isomorphic to the kernel of C
log
X →
⊕
iC
log
X1
i
(where
the components X1i are endowed with the induced idealized structure). One easily
checks that the complex D− dimX → . . .→ D0 is exact everywhere else. 
As we alluded to earlier, the logarithmic de Rham functor will have image in
DbΛ(C
log
X ), the full subcategory of D
b(ClogX ) consisting of objects with cohomology
sheaves in ModΛ(C
log
X ).
Definition 5.2. Assume X is a smooth log variety. The dualizing complex of
DbΛ(C
log
X ) is
ω˜Xlog = Ψ(ωXlog).
This makes sense by Proposition 5.1 and we have an isomorphism
(8) ω˜Xlog
∼=
(
D− dimX → . . .→ D0
)
with D0 in cohomological degree 0.
5.3. O- and D-modules on Xlog. In order to define the logarithmic de Rham
functor, one needs to enhance the pull back of the structure sheaf OX to Xlog
with additional sections. For this, Kato and Nakayama defined the sheaf OlogX
[KN, Section 3], which was then further enlarged by Ogus to the sheaf O˜logX [O1,
Section 3.3]. The sheaf of rings O˜logX is Λ-graded with the subsheaf O
log
X sitting in
degree 0. It is contained in ModΛ(C
log
X ).
We will not recall the exact definitions here. Intuitively, if the log structure on
X is given by a normal crossings divisor z1 · · · zℓ = 0, then O
log
X should be thought
of as formally adding the logarithms log zi, while O˜
log
X formally adds the powers
zαi , α ∈ C in degree (0, . . . , α, . . . , 0). If X is a smooth log variety then O˜
log
X |X∗ is
canonically identified with OX∗ .
For any OX -module F we set
τ∗F = O˜logX ⊗τ−1OX τ
−1F .
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Lemma 5.3. The sheaf O˜logX is flat over τ
−1OX . In particular, τ∗ is exact.
Proof. Flatness can be checked on stalks. Thus the statement follows from [O1,
Proposition 3.3.5]. 
Let f : X → Y be a morphism of smooth idealized analytic log varieties. Then
there is a commutative diagram of ringed graded spaces.
(Xlog,ΛX , O˜
log
X ) (Ylog,ΛY , O˜
log
Y )
(X, 0,OX) (Y, 0,OY )
flog
τX τY
f
If f is strict then this diagram is a cartesian square. Recall from [Ko, Definition 2.9]
that a morphism f of graded topological spaces induces a pushforward functor fgr,∗
on graded sheaves. We will need the following theorem from [G].
Theorem 5.4 ([G, Theorem 2.3.4]). Let f : X → Y be a proper morphism of log an-
alytic spaces such that the morphism of characteristics f−1M
gp
Y →M
gp
X is injective
with torsion free cokernel. Then for any F ∈ Db(OX) the natural isomorphism
τ∗Y f∗F → flog,gr,∗τ
∗
XF
induced by (τ∗, τgr,∗)-adjunction is an isomorphism.
Following Ogus, we set Ω˜i,logX = τ
∗(
∧i
ΩX). It is a sheaf of O˜
log
X -modules. The
corresponding complex is quasi-isomorphic to ClogX [O1, Proposition 3.3.1].
In analogy to [KT, Section 3.1.1] and using the formulas given in [O1, Proposi-
tion 3.3.1] we define a sheaf of rings D˜logX on Xlog with generators O˜
log
X and τ
−1(ΘX).
Clearly O˜logX has a natural structure of (left) D˜
log
X -module. Thus if M is a DX -
module, τ∗M has an induced D˜logX -module structure. Similarly, if N is a right
DX -module, τ∗N is a right D˜
log
X -module. In particular τ
∗DX is canonically isomor-
phic to D˜logX as a D˜
log
X -bimodule and we have an isomorphism
τ∗M∼= D˜
log
X ⊗τ−1DX τ
−1M.
Lemma 5.5. For any DX-modules M and N in Dbqc(DX) there is a canonical
isomorphisms of D˜logX -modules
τ∗M⊗O˜log
X
τ∗N ∼= τ∗(M⊗OX N )
and if M is OX-coherent a canonical isomorphism
τ∗HomOX (M,N )
∼= HomO˜log
X
(τ∗M, τ∗N ),
where the D˜log-structure on the left hand sides is defined as in Proposition 2.3. In
particular, τ∗(ω∨X)
∼= τ∗(ωX)∨.
Proof. For the tensor product one easily checks the equivalence for the underived
functors. The derived statement follows as τ∗ is exact and preserves flatness.
To obtain the statement for Hom it remains to check that the map
τ−1HomOX (M,N )→ Homτ−1OX (τ
−1M, τ−1N )
is an isomorphism. This can be proved locally, so that we can replace M by a
free resolution consisting of finite rank modules. Hence we are reduced to the case
M = OX where the statement is trivial. 
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Corollary 5.6. One has the following locally free resolutions of the left D˜logX -module
O˜logX and the right D˜
log
X -module τ
∗ωX :
(9) 0→ D˜logX ⊗O˜log
X
logdimX∧
τ∗ΘX → · · · → D˜
log
X ⊗O˜log
X
0∧
τ∗ΘX → O˜
log
X → 0,
(10) 0→ Ω˜0,logX ⊗O˜log
X
D˜logX → · · · → Ω˜
logdimX,log
X ⊗O˜log
X
D˜logX → τ
∗ωX → 0.
Proof. As τ∗ is exact this follows from Corollary 2.6 by Lemma 5.5. 
For a D˜log-module M we set
D˜
log
X M = HomD˜log
X
(M, D˜logX ⊗O˜log
X
τ∗µX)⊗O˜log
X
τ∗(ω∨X).
Lemma 5.7. There exists a natural isomorphism of functors on Dbcoh(DX)
τ∗ ◦ DX ∼= D˜
log
X ◦ τ
∗.
In particular, for any M ∈ Dbcoh(DX) there exists a canonical isomorphism D˜
log ◦
D˜log(τ∗M) ∼= τ∗M.
Proof. By Lemma 5.5, it suffices to prove that for anyM∈ Dbcoh(DX) there exists
a canonical isomorphism of right D˜logX -modules
τ∗HomDX (M, DX ⊗OX µX)
∼= HomD˜log
X
(τ∗M, D˜logX ⊗O˜log
X
τ∗µX).
There is a canonical morphism
τ∗HomDX (M, DX ⊗OX µX) = D˜
log
X ⊗τ−1DX τ
−1HomDX (M, DX ⊗OX µX)
→ D˜logX ⊗τ−1DX Homτ−1DX (τ
−1M, τ−1(DX ⊗OX µX))
∼= Homτ−1DX (τ
−1M, τ∗(DX ⊗OX µX))
∼= HomD˜log
X
(τ∗M, D˜logX ⊗O˜log
X
τ∗µX).
It remains to show that this morphism is an isomorphism. This question is local
and we can assume that M has a resolution by free DX -modules. Thus we are
reduced to showing the statement for M = DX which follows immediately from
Lemma 5.5. 
6. The de Rham functor
Definition 6.1. Let X be a smooth idealized analytic log variety. One defines the
(logarithmic) de Rham functor D˜RX : D
b(DX)→ DbΛ(C
log
X ) by
M 7→ τ∗ωX ⊗D˜log τ
∗M.
If X is a smooth idealized algebraic log variety, one sets D˜RX(M) = D˜RXan(Man).
By Corollary 5.6 the logarithmic de Rham functor is equivalent to
D˜RX(M) ∼= Ω˜
•,log
X ⊗O˜log
X
τ∗M[logdimX ].
Lemma 6.2. With the notation of [O1, Definition 3.4.1], D˜RXM is isomorphic
to VX(M)[logdimX ] for any OX-coherent DX-module M. In other words up to
a shift D˜RX induces Ogus’s Riemann–Hilbert correspondence between logarithmic
connections and the category LΛcoh(C
log
X ).
26 CLEMENS KOPPENSTEINER
Proof. This is just the statement of [O1, Theorem 3.4.2 3(b)]. 
Lemma 6.3. For M ∈ Dbcoh(DX) there exists a canonical isomorphism
D˜RX(M) ∼= HomD˜log
X
(O˜logX , τ
∗M)[logdimX ].
Proof. As HomD˜log
X
(O˜logX , τ
∗M) ∼= HomD˜log
X
(O˜logX , D˜
log
X ) ⊗D˜log
X
τ∗M it suffices to
show the existence of the isomorphism for M = DX . The result now follows from
a computation using Corollary 5.6. 
Proposition 6.4. Assume that f : X → Y is proper morphism of smooth analytic
log spaces such that the induced map on characteristics f−1M
gp
Y →M
gp
X is injective
with torsion free cokernel. Then there exists a canonical isomorphism
D˜RY ◦ f• ∼= flog,gr,∗ ◦ D˜RX .
Proof. To start, note that by Theorem 5.4
D˜RY (f•M) = τ
∗
Y ωY ⊗D˜log
Y
τ∗Y f∗(DY←X ⊗DX M)
∼= τ−1Y ωY ⊗τ−1
Y
DY
τ∗Y f∗(DY←X ⊗DX M)
∼= τ−1Y ωY ⊗τ−1
Y
DY
flog,gr,∗τ
∗
X(DY←X ⊗DX M).
As f is proper, so is flog. Hence by the projection formula for graded spaces [Ko,
Proposition 4.13] the above is isomorphic to
flog,gr,∗
(
f−1log τ
−1
Y ωY ⊗f−1
log
τ−1
Y
DY
τ∗X(DY←X ⊗DX M)
)
∼= flog,gr,∗
(
τ−1X f
−1ωY ⊗τ−1
X
f−1DY
τ−1X DY←X ⊗τ−1
X
DX
τ∗XM
)
.
As in the classical setting, one has a canonical isomorphism f−1ωY ⊗f−1DY DY←X
∼=
ωX . Hence the above isomorphic to
flog,gr,∗
(
τ−1X ωX ⊗τ−1
X
DX
τ∗XM)
)
∼= flog,gr,∗
(
D˜RX(M)
)
. 
6.1. Finiteness. Write Dbf (C
log
X ) for the subcategory of D
b(ClogX ) consisting of all
F such that for all x ∈ Xlog the stalk Fx is finitely generated over C
log
X,x.
Theorem 6.5. Let X be a smooth idealized log variety and letM ∈ Dbh(DX). Then
D˜R(M) ∈ Dbf (C
log
X ).
In the following, Dn is an n-dimensional polydisk with the trivial log structure.
Lemma 6.6. Let X be a smooth idealized analytic log variety. Let Z be a divisor
and fix a point x ∈ Z. Let Xk be the smallest closed log stratum with x ∈ Xk and
assume that Xk ∩ Z is contained in a divisor of Xk. Then there exists a smooth
analytic idealized log variety X ′ and locally around x an isomorphism X ∼= X ′×D1
such that the restriction of the projection X → X ′ to Z is finite.
Proof. Set d = dimX . By [O2, Corollary IV.3.3.4], locally at x we can assume that
X is of the form Y × Dd−k for some k-dimensional idealized log variety Y such
that Xk = Y k ×Dd−k. Set Z˜ = Xk ∩ Z. Then, using the Weierstraß Preparation
Theorem, locally around x there exists an identification Xk ∼= X˜ ′ × D1 with X˜ ′
(classically) smooth such that the restriction of the projection Xk → X˜ ′ to Z˜ is
finite. Set X ′ = Y × X˜ ′ and let p be the projection X = X ′ ×D1 → X ′. Then by
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upper semicontinuity for a small enough neighborhood of x the restriction of p to
Z is finite . 
Lemma 6.7. Let Λ be an abelian group, R a Λ-graded ring and M a Λ-graded R-
module. For a subgroup Λ′ ⊆ Λ write R′ for the Λ′-graded subring of R generated
by the homogeneous elements of R with degrees in Λ′. Analogously, let M ′ be the
submodule of M generated by homogeneous elements of M with degree in Λ′. If M
is finitely generated as an R-module, then M ′ is finitely generated as an R′-module.
Proof. Let φ : R → R′ and ψ : M → M ′ be the projection maps. Then for r ∈ R
and m ∈M ′ ⊆M one has ψ(rm) = φ(r)m.
Assume for contradiction that M ′ is not finitely generated. Then there exists an
infinite sequence m1,m2, . . . in M
′ such that the submodules M ′n = 〈m1, . . . , mn〉
form an infinite asscending sequence. On the other hand, asM is finitely generated,
there must exist an index N such that RM ′N = RM
′
N+1 = . . . . Thus, for any
n > N there exists ri ∈ R with mn =
∑N
i=1 rimi. But then also mn = ψ(mn) =∑N
i=1 φ(ri)mi and the sequence M
′
n stabilizes. 
We call a sheaf F ∈Mod(ClogX ) poorly constructible if there exists a stratification
Xlog =
⊔
αXα by subanalytic subsets such that all restrictions Λ|Xα , C
log|Xα and
F|Xα are locally constant as ordinary sheaves. A complex in D
b(ClogX ) is poorly
constructible if all its cohomology sheaves are.
Lemma 6.8. Let f : X → Y be a proper morphism of log varieties and assume
that the induced map f−1M
gp
Y → M
gp
X is injective. Let F ∈ D
b(ClogX ) be poorly
constructible and assume that for each x ∈ Xlog the stalk Fx is finitely generated
over ClogX,x. Then for each y ∈ Ylog the stalk (flog,gr,∗F)y is finitely generated over
C
log
Y,y.
Proof. Let Z = (Xlog, f
−1ΛY , f
−1C
log
Y ), and let g : Xlog → Z and h : Z → Ylog
be the induced maps. Then the fact that h preserves finite generation of stalks
is classical upon base-changing to a point y ∈ Ylog, while for g it follows from
Lemma 6.7. 
Proof of Theorem 6.5. It clearly suffices to prove the theorem in the case that X is
analytic. As τ∗ωX has a finite length projective resolution over D˜
log
X , D˜RX respects
the boundedness condition of the derived categories. We have to show that all
stalks of D˜RX(M) are finitely generated.
It clearly suffices to show the statement forM in the abelian categoryHol(DX).
We induct on the dimension of X . If dimX = 0, then M is necessarily OX -
coherent and the statement is an immediate consequence of [O1, Theorem 3.4.2].
Thus assume that the theorem holds for all smooth idealized analytic log varieties
of dimension strictly less that dimX .
As M is holonomic, logdimCh(M) = logdimX and hence generically Ch(M)
is contained in the zero section of T ∗X . Thus there exists a divisor Z of X such
that M is an integrable connection away from Z. As M is holonomic, so are the
restrictions to log strata, and hence by [KT, Lemma 3.17] the restrictions Ch(M)|Xk
are generically contained in the zero section. Thus Z∩Xk has at least codimension
1 in Xk.
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Let now x ∈ X be any point. If x /∈ Z, then M is an integrable connection in a
neighborhood of x and hence for points of Xlog lying over x the statement follows
form [O1, Theorem 3.4.2]. Otherwise by Lemma 6.6, there exists a smooth analytic
idealized log varietyX ′ with dimX ′ = dimX−1 such that locallyX = X ′×D1 and
the restriction of the projection X → X ′ to Z is finite. Shrinking X if necessary,
we can assume that M has a global good filtration.
As p|Z is finite, there exists a radius 0 < r < 1 such that {x}×{z : |z| = r} does
not intersect Z. Thus by shrinking X ′ and D1 if necessary we can assume that the
closure of Z in X ′ ×D
1
does not intersect X ′ × ∂D1.
It follows that (X ′ × D1) \ Z is a retraction of (X ′ × C) \ Z in a way that is
compatible with the log structure. Hence [O1, Theorem 3.4.2] implies that the
integrable connection M|X′×D1\Z can be extended to an integrable connection on
(X ′ × C) \ Z. As this keeps M unchanged in a neighborhood of Z, this gives an
extension of M to a holonomic D-module on X ′ × C. Shrinking X ′ if necessary
we can extend M to a coherent D-module on X ′ × P1, where we give P1 the log
structure defined by just the point at infinity. Using [KT, Lemma 3.18], we can
further assume that Ch(M)|X′×{∞} is contained in the zero section.
To summarize, we can assume that we are in the following situation: M is a
holonomic D-module on X = X ′×P1 (with the log structure of P1 as above) with a
global good filtration and there exists a divisor Z of X , not intersecting X ′×{∞},
such that the restriction of M to U = X \ Z is an integrable connection and the
restriction of the projection p : X → X ′ to Z is finite.
Let Uˆ = τ−1X (U) and Zˆ = τ
−1(Z) be the ringed graded topological spaces
obtained by restricting the structure of (Xlog, Λ, C
log
X ) (i.e. as topological spaces
these are Ulog, resp. Zlog, but the latter is potentially endowed with a different
sheaf of rings). In particular the restriction of the map plog : Xlog → X ′log to Zˆ
is finite and strict. Write j : Uˆ → Xlog and i : Zˆ → Xlog for the inclusions. Set
F = D˜RX(M).
We obtain a distinguished triangle (see [Ko, Lemma 4.12])
jgr,!j
−1
gr F → F → igr,!i
−1
gr F .
Applying plog,gr,∗ = plog,gr,! this becomes
(11) (plog ◦ j)gr,!j
−1
gr F → plog,gr,∗F → (plog ◦ i)gr,!i
−1
gr F .
Since Uˆ is open, we have j−1gr K
∼= D˜RU (F|U ), which has finitely generated stalks by
[O1, Theorem 3.4.2]. As Zˆ is a subanalytic subset of Xlog it follows that jgr,!j
−1
gr F
is poorly constructible and has finitely generated stalks. Thus by Lemma 6.8 (plog ◦
j)gr,!j
−1
gr F also has finitely generated stalks.
Further, since p is a proper projection, Proposition 6.4 implies that
plog,gr,∗F = plog,gr,∗D˜RX′×P1(M) = D˜RX′(p•M).
As M, and hence also p•M, is holonomic (Theorem 4.1), by the induction hypoth-
esis plog,gr,∗F has finitely generated stalks. Thus from the triangle (11) one sees
that so has (plog ◦ i)gr,!i−1gr F . As plog ◦ i is strict and finite, one sees immediately
by base changing to a point that i−1gr F = i
−1
gr D˜RX(M) also has finitely generated
stalks. So in particular this is true for any points lying over x. 
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6.2. Duality. As in Definition 5.2 we let ω˜Xlog = Ψ(ωXlog) be the dualizing complex
of DbΛ(C
log
X ). The corresponding duality functor is
D˜Xlog = HomClog
X
(−, ω˜Xlog).
Lemma 6.9. Let X be a smooth idealized analytic log variety. There exists a
canonical morphism
D˜RX ◦ DX → D˜Xlog ◦ D˜RX
of functors from Dbcoh(DX) to D
b
Λ(C
log
X ).
Proof. As Lemma 3.16 also holds for D˜logX -modules, for any M ∈ D
b
coh(DX) there
exists a canonical isomorphism
D˜RX(DXM) = τ
∗ωX ⊗D˜log
X
τ∗(DXM)
∼= τ∗ωX ⊗D˜log
X
D˜
log
X τ
∗M
∼= HomD˜log
X
(τ∗M, τ∗µX).
Thus it suffices to construct a morphism HomD˜log
X
(τ∗M, τ∗µX)→ D˜XlogD˜RX(M).
As noted before, the kernel of the differential O˜logX → Ω˜
1,log
X is identified with
C
log
X . This is by definition the same as the center of D˜
log
X , so that the category of
D˜logX -modules is enriched in C
log
X -modules. Consider the canonical morphism
HomD˜log
X
(O˜logX , τ
∗M)⊗
C
log
X
HomD˜log
X
(τ∗M, τ∗µX)→ HomD˜log
X
(O˜logX , τ
∗µX).
By Lemma 6.3 this gives a morphism
D˜RX(M)⊗Clog
X
HomD˜log
X
(τ∗M, τ∗µX)→ D˜RX(µX).
By Lemma 6.2, D˜RX is exact on integrable connections. Thus Corollary 3.8 and
Proposition 5.1 imply that D˜RX(µX) isomorphic to the dualizing complex ω˜Xlog of
DbΛ(C
log
X ). Hence one obtains a morphism
HomD˜log
X
(τ∗M, τ∗µX)→ HomClog
X
(D˜RX(M), ω˜Xlog) = D˜XlogD˜RX(M). 
Theorem 6.10. Let X be a smooth idealized log variety and let M ∈ Dbh(DX).
Then the canonical morphism D˜RX ◦ DX(M) → D˜Xlog ◦ D˜RX(M) is an isomor-
phism.
Proof. As in the classical situation, taking duality commutes with analytification.
Hence it suffices to prove the theorem for analytic log varieties. Then, as in the
proof of Theorem 6.5, one uses induction to reduce to the case of an integrable
connection, which is treated in the following lemma. 
Lemma 6.11. Let X be a smooth idealized analytic log variety and let M be an
integrable connection on X Then the canonical morphism D˜RX ◦DX(M)→ D˜Xlog ◦
D˜RX(M) is an isomorphism.
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Proof. Set F = D˜R(M). Then by [O1, Theorem 3.4.2.3a], there is a natural
identification τ∗M∼= O˜
log
X ⊗Clog
X
F and hence
HomD˜log
X
(τ∗M, τ∗µX) ∼= HomD˜log
X
(O˜logX ⊗Clog
X
F , τ∗µX)
∼= Hom
C
log
X
(F , HomD˜log
X
(O˜logX , τ
∗µX)) ∼= D˜XlogF . 
7. V-filtration and grading
Let X be a classically smooth complex variety and D a smooth divisor on X .
Let J be the ideal defining X . This data induces a filtration on DX given by
(VkDX)x = {θ ∈ DX,x : θJ
i
x ⊆ J
i−k
x for all i ∈ Z},
where one sets J i = OX for i ≤ 0. If X = (X,D) is the associated log variety, one
notes that V0DX = DX . We will always write t for a local equation of D.
We fix a total order on C compatible with the usual order on the real num-
bers. Let M be any holonomic DX -module. Then M has a canonical Kashiwara–
Malgrange V-filtration which we normalize by the requirement that (t ∂∂t + α) acts
nilpotently on grαM = VαM/V<αM. We refer to the classical texts [MS] and [S]
for a detailed introduction to the theory of V-filtrations.
Lemma 7.1. If M is a holonomic DX-module, then VαM is a holonomic DX -
module for any α ∈ C.
Proof. By definition, each VαM is DX -coherent and VαM|X\X1 is holonomic.
By [MS, Corollaire 4.6.3] each grαM|X1 is holonomic over DX1 and hence by
Lemma 4.7 also over DX1 .
Let us first assume that α < 0. By [KT, Lemma 3.17], it suffices to check that
eachOX1⊗OXVαM is DX1-holonomic. Then t : VαM→ Vα−1M is an isomorphism,
so thatOX1⊗OXVαM is a finite sum of modules of the form grµM for α−1 < µ ≤ α.
Hence it is holonomic.
For the general case fix some α′ < min(0, α). Then VαM is a finite iterated
extension of Vα′M by sheaves of the form grµM and hence is holonomic. 
The Λ-grading on D˜RX(M) induces a filtration, which we will also denote by
Vλ. The main theorem of this section is as follows.
Theorem 7.2. LetM be a holonomic DX-module. Then D˜RX(VαM) = Vα(D˜RXM)
for any α ∈ C ∼= Λ(X).
Identify the sections of ClogX locally over points of D with C[s] with deg s = −1.
Further locally we have OlogX
∼= τ−1OX [σ] (with deg σ = 0) and O˜
log
X is obtained
from Olog by adding xλ in degree λ for all λ ∈ C. We note that the inclusion
C
log
X ⊆ O˜
log
X identifies s
n with tnx−n.
Lemma 7.3. LetM be any DX-module. The differentials of the complex D˜RX(M)
are s-linear.
Proof. This is simply a consequence of the fact that s is contained in the center of
D˜logX 
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Lemma 7.4. Let M be a holonomic DX -module, set-theoretically supported on D
and fix α ∈ C. Assume that the minimal polynomial of the action of t ∂∂t ∈ DX on
M is a power of (X + α). Then D˜RX(M) is concentrated in Λ-degree α.
Proof. The question is local, so we use the descriptions of ClogX and O˜
log
X given
above.
Let ψ¯ be a local section of Hk−dimX(D˜RX(M)), represented by a form
ψ =
∑
µ∈C
ℓ∈N
ωµ,ℓ ⊗ xµ ⊗ σ
ℓ ⊗mµ,ℓ, ωµ,ℓ ∈ Ω
k, mµ,ℓ ∈M
with dk(ψ) = 0, where d• is the differential of the complex D˜RX(M). We have to
show that there exists a representative of ψ¯ which is entirely contained in degree α,
i.e. all of whose terms contain xα.
Since the differential d• of D˜RX(M) respects the grading, we can assume that
ψ is contained in a single degree µ. Assume that µ 6= α.
Let now φ be any (k − 1)-form of Λ-degree µ in D˜RX(M),
φ =
∑
ℓ∈N
ω′ℓ ⊗ xµ ⊗ σ
ℓ ⊗m′ℓ.
Assume that the differential forms ω′ℓ do not contain
dt
t , i.e. (t
∂
∂t , ω
′
ℓ) = 0. Then,
dk−1(φ) =
∑
ℓ
dt
t
∧ ω′ℓ ⊗
(
µxµ ⊗ σ
ℓ ⊗m′ℓ + xµ ⊗ ℓσ
ℓ−1 ⊗m′ℓ + xµ ⊗ σ
ℓ ⊗ t
∂
∂t
·m′ℓ
)
=
∑
ℓ
dt
t
∧ ω′ℓ ⊗
(
xµ ⊗ σ
ℓ ⊗ (t
∂
∂t
+ µ) ·m′ℓ + xµ ⊗ ℓσ
ℓ−1 ⊗m′ℓ
)
.
By assumption the operator t ∂∂t + µ is invertible, and hence there exists sections
m′ℓ of M such that (t
∂
∂t + µ) ·m
′
ℓ = mℓ. Thus we can recursively (on ℓ) modify ψ
such that it does not contain a term containing dtt .
We then easily compute(
t
∂
∂t
, d(ψ)
)
=
∑
ℓ
dt
t
∧ ωℓ ⊗
(
xµ ⊗ σ
ℓ ⊗ (t
∂
∂t
+ µ)mℓ + xµ ⊗ ℓσ
ℓ−1 ⊗m′ℓ
)
.
This has to vanish by assumption. Let ℓ′ be the largest appearing exponent, which
exists as M is holonomic. Then necessarily (t ∂∂t + µ)mℓ′ = 0. But this is only
possible if µ = α. 
Lemma 7.5. LetM be a holonomic DX-module. Then D˜RX(VαM) ⊆ Vα(D˜RX(M))
for every α ∈ C.
Proof. First consider the case that α < 0. We assume for contradiction that there
exists a µ > α such that D˜RX(VαM)µ 6= 0. Pick a maximal such µ. This exists
because VαM is DX -holonomic by Lemma 7.1 and hence D˜RX(VαM) is locally
finitely generated as a ClogX -module by Theorem 6.5.
Since α < 0 multiplication by t induces an isomorphism VαM→ Vα−1M. Thus
Lemma 7.3 implies that multiplication by s induces an isomorphism D˜RX(VαM)µ+1 →
D˜RX(Vα−1M)µ. Hence maximality of µ implies that D˜RX(Vα−1M)µ = 0.
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The short exact sequence
0→ Vα−1M→ VαM→ VαM
/
Vα−1M → 0
induces a distinguished triangle of C-modules on Xlog
D˜RX(Vα−1M)µ → D˜RX(VαM)µ → D˜RX
(
VαM
/
Vα−1M
)
µ
.
We have already established that the first term vanishes. We note that the third
term is a finite iterated extension of terms of the form D˜RX(grνM) for α − 1 <
ν ≤ α. Thus, by Lemma 7.4, D˜RX
(
VαM/Vα−1M
)
has no degree µ component
and hence the third term vanishes too. Therefore also D˜RX(VαM)µ = 0 in contra-
diction to the assumption.
Now if α is general index, we can pick α′ < min(α, 0). Then VαM is a finite
iterated extension of Vα′M by sheaves of the form grµM for α
′ < µ ≤ α. Hence
the statement follows form the previous case and Lemma 7.4. 
Proof of Theorem 7.2. We already know that D˜RX(VαM) ⊆ Vα(D˜RX(M)). Sup-
pose there exists some α ∈ C for which this inequality is strict. Then the difference
G is in Λ-degrees at most α. But by Lemma 7.4 for any α′ > α, D˜RX(Vα′M) agrees
with D˜RX(VαM) in Λ-degrees at most α. Thus G ⊆ Vα′(D˜RX(M)) \ D˜RX(Vα′M)
for all α′ > α.
On the other hand, as D˜RX commutes with colimits, both sides are exhaustive
filtrations of D˜RX(M), contradicting what was just observed. 
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