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1. INTRODUCTION
We consider the uniqueness of radial solutions of the problem
&2u=u p&u in B(R1 , R2),
(P1) {u>0 in B(R1 , R2),u=0 on B(R1 , R2),
where B(R1 , R2)=[x # Rn ; 0<R1<|x|<R2], n3 is an annulus,
and p>1. When R2=, the Dirichlet condition is interpreted as u(x)  0
as |x|  . This problem, with uv=0 on |x|=R1 instead of u=0, has
been studied by Coffman [5], Mcleod and Serrin [11], Kwong [8], and
many others [4, 9, 10] for more general nonlinearity. It has been shown
in [8] that problem (P1), with this change of boundary condition on
|x|=R1 , admits a unique radial solution for any p>1. Very recently the
uniqueness of radial solutions of (P1) has been studied by Coffman [6]. He
has shown that (P1) admits a unique radial solution when n=3 and
1<p3. In this paper, we have considered the uniqueness problem in
other dimensions. For p critical or super critical, we have the following
result.
Theorem 1.1. Suppose n3 and p(n+2)(n&2). Then problem (P1)
admits a unique radial solution for any R1 and R2 with 0<R1<R2.
The restriction on p in Theorem 1.1 comes mainly from the crucial use
of the generalized Pohozaev’s identity in the proof. Due to Coffman’s
uniqueness result for n=3 and 1<p3, it is expected that Theorem 1.1
continues to hold even for 1<p<(n+2)(n&2).
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Next, for 0<R1<R2<, we consider the uniqueness of radial solu-
tions of the problem
&2u=u p+uq in B(R1 , R2),
(P2) {u>0 in B(R1 , R2),u=0 on B(R1 , R2),
where n3, q1, and p>1. In [15], among many interesting uniqueness
problem, Ni and Nussubaum have discussed the uniqueness of radial solu-
tions of (P2). They have shown that
(i) for 1q<p<, (P2) admits at most one radial solution
provided (R2R1)n&2<n&1.
(ii) for 1<q<(n+2)(n&2)<p, there exist R1 and R2 for which
(P2) admits at least three solutions.
(iii) for 1q<pn(n&2), problem (P2) admits at most one radial
solution.
In fact, in [15], (i) and (iii) have been proved for a more general non-
linearity than the one mentioned here. In Adimurthi and Yadava [1],
among other results, it has been shown that for q=1 and p=(n+2)(n&2),
problem (P2) admits at most one radial solution for any R1 and R2 . Thus
in this case the restriction on R2R1 is not required. In view of this result
and the results (ii) and (iii) of Ni and Nussubaum, one expect that problem
(P2) admits at most one radial solution for 1q<p(n+2)(N&2)
without any restriction on R2R1 . In this situation, we have the following
results.
Theorem 1.2. Suppose 1q<p(n+2)(n&2) and n3. Given any
R1 and R2 with 0<R1<R2<, we have
(a) If q=1, then (P2 ) admits at most one radial solution.
(b) If 1<p<(n+2)(n&2) and q>1, then (P2) admits a unique
radial solution provided ( p&1)(q+1)2n.
As mentioned earlier, for p=(n+2)(n&2), (a) of Theorem 1.2 has been
proved in [1]. It is not clear whether the method of [1] can be used for
the case 1<p<(n+2)(n&2) and for part (b). Here we adopt a different
approach from that of [1]. The restriction ( p&1)(q+1)2n seems to
have appeared first in the work of Zhang [16], where he proved the
uniqueness of solutions for the corresponding Dirichlet problem in a ball.
The method of the proof of Theorem 1.2 also gives a simpler proof for this
result of Zhang (see Theorem 6.1).
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As a consequence of Theorem 1.2, we deduce the uniqueness result for
the following mixed boundary value problem.
Corollary 1.1. Let 0<R1<R2<. Then the problem
(P3) {
&2u=u(n+2)(n&2)+u in B(R1 , R2),
u>0 in B(R1 , R2),
u=0 on |x|=R1 ,
u
v
=0 on |x|=R2 ,
admits at most one radical solution.
For a more general problem on the uniqueness with this mixed boundary
condition we refer to [13].
As we mentioned earlier, when 1<q<(n+2)(n&2)<p, problem (P2 )
admits at least three radial solutions for some R1 and R2 . When we allow
q to be super critical also, surprisingly we have the uniqueness result
without any restriction on R2R1 . More precisely we have
Theorem 1.3. Suppose (n+2)(n&2)<pq and n3. Then problem
(P2) admits a unique radial solution for any R1 and R2 with 0<R1<R2<
provided ( p&1)(q+1)2n.
Remark 1.1. Given any q>(n+2)(n&2), the conclusion of Theo-
rem 1.3 holds for all p # [1+2(q+1)n, q].
2. SOME ABSTRACT RESULTS
The results of this section will be used in proving Theorem 1.1, Theorem
1.2, and Theorem 1.3 and could also be of independent interest.
Let 0a<b and let f : R+  R be a C1-function. Let u be a
C2-solution of the problem
&(rn&1u$)$=rn&1f (u) in (a, b). (2.1)
For any aT1<T2<b, by the generalized Pohozaev’s identity we have
2n |
T2
T1
rn&1F(u)&(n&2) |
T2
T1
rn&1f (u)u
=rnu$2(r)| T2T1+2r
nF(u(r))| T2T1+(n&2) r
n&1u(r) u$(r)| T2T1 , (2.2)
where F(t)=t0 f (s) ds is the primitive of f.
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For *0, define
g(r)=ru$+*u. (2.3)
From (2.1), we have
g$(r)=&(n&2&*) u$&rf (u),
(2.4)
g"(r)=((n&1)r)(n&2&*)u$+(n&3&*) f (u)&rf $(u)u$.
Thus g satisfies
&(rn&1g$)$=rn&1f $(u) g&rn&1I(*, u) in (a, b), (2.5)
where I(*, u) is a modified version of the I-function introduced by Mcleod
and Serrin [11]. It is given by
I(*, u)=*uf $(u)&(*+2) f (u). (2.6)
This function I(*, u) plays an important role in the uniqueness problem
and has been used in [4, 10].
Let %(r)=&ru$u be the function used in Kwong [8]. Let aa1<b and
g(r)=ru$ given by (2.3) for *=0. Following the method of Chen and Lin
[4], for t # (a1 , b) we have
tn&1(&ru$u)$ (t) u2(t)=tn&1(u$g&ug$)(t)
=|
t
a1
[(rn&1u$)$ g&(rn&1g$)$u]+an&11 (u$g&ug$)(a1).
Using (2.1), g(r)=ru$, and (2.5) for *=0 in the above equation, integra-
tion by parts yields
tn&1%$(t) u2(t)=rn( f (u)u&2F(u))| ta1+2n |
t
a1
rn&1F(u)
&(n&2) |
t
a1
rn&1f (u)u+an&11 (u$g&ug$)(a1). (2.7)
Now, let v be a solution of the linearized equation
&(rn&1v$)$=rn&1f $(u)v in (a, b). (2.8)
From (2.5) and (2.8), we have
&rn&1g$v | T1T1+r
n&1gv$ | T2T1=&|
T2
T1
rn&1I(*, u)v.
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Using (2.3) and (2.4) in the above equation, we obtain
rnu$v$ | T2T1+r
nf (u)v | T2T1+(n&2&*) r
n&1u$v | T2T1+*r
n&1uv$ | T2T1
=&|
T2
T1
rn&1I(*, u)v. (2.9)
Now we analyze the behavior of vu with different normalizations on v. We have
Lemma 2.1. Assume that the function tf $(t)&f (t) is either strictly
positive or strictly negative for t>0. Let u and v be solutions of (2.1) and
(2.8) respectively. Then we have
(a) Suppose u(T1)=0, u$(T1)>0, v(T1)=0, and u$(T1)=v$(T1). Let
R0>T1 be such that v(R0)=0, v>0 in (T1 , R0), and u>0 in (T1 , R0 ].
Then vu is decreasing in (T1 , R0).
(b) Suppose u(T2)=0, u$(T2)<0, v(T2)=0 and u$(T2)=v$(T2). Let
R0<T2 be such that v(R0)=0, v>0 in (R0 , T2), and u>0 in [R0 , T2).
Then vu is increasing in (R0 , T2 ).
(c) Suppose u$(0)=0, u(T2)=0 and u>0 in [0, T2). Let v$(0)=0,
v(0)<0, v(T2)=0, and v$(T2)=u$(T2). Further assume that v has only one
zero in [0, T2). Then vu is increasing in (0, T2).
Proof. The proofs of (a), (b), and (c) are similar. We shall present only
the proof of (a).
By assumption (vu)(T1)=(v$u$)(T1)=1 and (vu)(R0)=0. Thus it is
sufficient to show that vu does not have any critical point in (T1 , R0). To
the contrary, let r0 # (T1 , R0) such that (vu)$ (r0)=0. This gives
v$(r0) u(r0)=v(r0) u$(r0). (2.10)
Since u(T1)=v(T1)=0, from (2.1) and (2.8) we have
&rn&10 v$(r0) u(r0)+r
n&1
0 v(r0) u$(r0)=|
r0
T1
rn&1[uf $(u)&f (u)]v.
This equation, together with (2.10) and the fact that u>0, v>0 in (T1 , r0)
and uf $(u)&f (u) is either positive or negative for r # (T1 , r0), leads to a
contradiction. This proves (a).
Next, we consider the initial value problem corresponding to (2.1). For
a>0 and fixed, let u(r, #) denote the unique solution of the initial value
problem
{&(r
n&1u$)$=rn&1f (u),
u(a)=0, u$(a)=#>0.
(2.11)
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Let R(#)>a be the first zero of u(r, #). Thus u(r, #)>0 in (a, R(#)). Define
Nf=[# # (0, ); R(#)<],
Gf=[# # (0, ); u(r, #)>0 \r>a and lim
r  
u(r, #)=0].
By the continuity of u as a function of #, it follows that Nf is an open set.
Since f is C1, R(#) is a C1-function. Let v=u#; then v satisfies
{&(r
n&1v$)$=rn&1f $(u)v,
v(a)=0, v$(a)=1.
(2.12)
Let # # Nf . Differentiating u(R(#), #)=0 with respect to # we obtain
v(R(#), #)+u$(R(#), #) R4 (#)=0. (2.13)
Lemma 2.2. Suppose tf $(t)>f (t)>0 for t>0. Then
(1) Nf _ Gf=(0, ).
(2) Further assume that f (0)=0, f $(0)>0, and f $ is an increasing
function. Then Nf=(0, ). There exists R0>0 such that R(#)<R0 for all
#>0 and lim#  0 R(#)=R0 .
Proof. Let r0a. For :>0, let R: be the unique point such that
{&(r
n&1.$)$=rn&1:. in (r0 , R:),
.>0 in (r0 , R:), .(r0)=.(R:)=0,
(2.14)
admits a solution .r0, : . We have .$r0, : (r0)>0 and .$r0, : (R:)<0. We denote
.:, f $(0) by . and Rf $(0) by R0 .
Claim 1. For any #>0 there exists T(#)< such that u$(T(#))=0
and u$>0 in (a, T(#)).
Suppose for some #0>0 there is no such T(#0); then u$(r, #0)>0 for all
ra. Let r0>a and :=f (u(r0))u(r0) in (2.14). Since u is an increasing
function and ( f (t)t)$>0, we have f (u(r))u(r)>: for all r>r0 . From
(2.11) and (2.14) we obtain
&rn&1u$.r0, : |
R:
r0
+rn&1u.$r0, : |
R:
r0
=|
R:
r0
rn&1(( f (u)u)&:) u.r0, : .
Since the right hand side of the above equation is strictly positive while left
hand side is strictly negative, we get a contradiction. This proves Claim 1.
Since f (t)>0 for t>0, for any #>0, either # # Nf or limr   u(r, #)=
;0 and u$<0 in (T(#), R(#)). If ;>0 then by Strum comparison of
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(2.11) and (2.14) with :=f (;);, u(r0)=; we again get a contradiction.
This proves (1).
By the hypotheses in (2), we have f (s)s>f $(0) for all s>0. Thus by
Sturm comparision of (2.11) and (2.14) with r0=a, :=f $(0), u(r, #) must
have a zero in (a, R0) for every #>0. Thus R(#)<R0 for all #>0 and
hence Nf=(0, ).
Claim 2. R(#)  R0 as #  0.
It is sufficient to show that .(R(#))  0 as #  0. By Claim 1, let
T(#) # (a, R(#)) be such that u$(T(#))=0, u$>0 in (a, T(#)), and u$<0 in
(T(#), R(#)). Now by the concavity of u in (a, T(#)), we have
u(T(#))u$(a)(T(#)&a)#R0 . (2.15)
Since ( f (t)t)$>0 for t>0, from (2.11) and (2.14) we obtain
&R(#)n&1 u$(R(#)) .(R(#))=|
R(#)
a
rn&1 \ f (u)u &f $(0)+ u.
CR(#)n \ f (u(T(#))u(T(#)) &f $(0)+ u(T(#)) (2.16)
for some positive constant C independent of #. Since u$<0 in (T(#), (R(#))
and (rn&1u$)$<0, we have for some !(#) # (T(#), R(#)),
&u(T(#))=u$(!(#))(R(#)&T(#))
>
u$(!(#)) R(#) !n&1(#)
!n&1(#)
>
u$(R(#)) Rn0
an&1
.
Using (2.16) we obtain
an&1u(T(#)) .(R(#))C \ f (u(T(#))u(T(#)) &f $(0)+ u(T(#)) Rn+10 .
This, together with (2.15), gives that .(R(#))  0 as #  0. This proves (2).
In the proof of the next lemma, we need the following results from Ni
and Nussubaum.
Theorem 2.1 (Ni and Nussubaum [15], Ni [14]). Let f (t)=tp+*tq,
1q<pn+2)(n&2), *0. Then Nf=(0, ).
Lemma 2.3. Let f (t)=t p+*tq, 1<q<p(n+2)(n&2) and *>0. Then
lim
#  0
R(#)=, lim
#  
R(#)=a.
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Proof. By Theorem 2.1, Nf=(0, ). Since f (s)>0 for s>0, by the
same argument as in (2.15), we get
max
r # (a, R(#))
u(r, #)#R(#). (2.17)
Since for any b>a, the equation
{&(r
n&1u$)$=rn&1(u p&1+uq&1)u
u>0
in (a, b),
in (a, b), u(a)=u(b)=0
(2.18)
admits a solution (see for instance [7]), it follows that
[R(#); # # (0, )]=(a, ).
Moreover, by looking at (2.18) as an eigenvalue problem with weight, it
follows that maxr # (a, b) u(r)   as b  a. Thus the lemma follows by
(2.17) and the continuity of R(#).
3. PROOF OF THEOREM 1.1
In order to prove Theorem 1.1, we consider the initial value problem
{&(r
n&1u$)$=rn&1(u p&u),
u(R1)=0, u$(R1)=#>0,
(3.1)
where R1>0 is arbitrary (but fixed). Let u(r, #) be the unique solution of
(3.1) and let R(#)>R1 be its first zero (if it exists). Define
N=[# # (0, ); R(#)<],
G=[# # (0, ); u(r, #)>0 \r>R1 , lim
r  
u(r, #)=0],
P=[# # (0, ); u(r, #)>0 \r>R1 , u(r, #) oscillates about the line u=1].
It follows that N and P are open sets. For # # (0, ), let T(#)>S(#)>R1
be defined by
u(S(#))=1, 0<u(r, #)<1 \r # (R1 , S(#)),
u$(T(#))=0, u$(r, #)>0 \r # (R1 , T(#)),
T=[# # (0, ); T(#)<], S=[# # (0, ); S(#)<].
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We have S=(0, ). To see this, suppose for some #0>0, 0<u(r, #0)<1
for all r>R1 . Since t p&t<0 for all t # (0, 1), integrating (3.1), we con-
clude that u$(r, #0)>0 for all rR1 . Let ;=min[1, p&1]. Let r0>R1 and
;u(r0 , #0)=:>0. Thus ;u(r, #0): for all rr0 . Since u(r, #0)<1, we
have ((u&u p)(1&u))(r, #0);u(r, #): for all rr0 . Let w(r, #0)=
1&u(r, #0). Then 0<w(r, #0)<1 for all rr0 and
&(rn&1w$)$=rn&1 \u&u
p
1&u + w in (r0 , ).
Now, by the Sturm comparison of this equation with (2.14), we conclude
that w must have a zero in (r0 , R:). This is a contradiction. Hence
S=(0, ).
By (2) of Lemma 2.2 with a=S(#) and f (t)=(t+1) p&(t+1), we
deduce that T=(0, ). Thus by Kwong [8], we conclude that for any
p>1,
N _ G _ P=(0, ). (3.2)
Moreover for # # G, from [3, 12] we have for some ;>0,
u(r)=O(e&;r), u$(r)=O(e&;r) as r  . (3.3)
For # # N _ G, it is clear that u(r, #) has only one critical point T(#) and
thus u$>0 in (R1 , T(#)), u$<0 in (T(#), R(#)) and u(T(#))>1. For # # G
we denote R(#)=.
Let %(r)=&ru$u. We have
Lemma 3.1. Let # # N _ G. Suppose that p(n+2)(n&2). Then % is
strictly increasing function in (T(#), R(#)).
Proof. Let f (s)=s p&s and t # (T(#), R(#)). We will write u(r) for
u(r, #), T for T(#) and R for R(#). From (2.7) with a1=T and g(r)=ru$ we
have
tn&1%$(t) u2(t)=\p&1p+1+ tnu p+1(t)&\
p&1
p+1+ T nu p+1(T )
+\ 2np+1&(n&2)+ |
t
T
rn&1u p+1
&2 |
t
T
rn&1u2&T n&1u(T ) g$(T ). (3.4)
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Since 2n( p+1)n&2 and u>0 in (T(#), R(#)), using the generalized
Pohozaev’s identity (2.2) with T1=T(#), T2=s in (3.4) for any s>t, we
obtain
tn&1%$(t) u2(t)>\p&1p+1+ tnu p+1(t)&\
p&1
p+1+ T nu p+1(T )
+\ 2np+1&(n&2)+ |
s
T
rn&1u p+1
&2 |
s
T
rn&1u2&T n&1u(T ) g$(T )
=\p&1p+1+ tnu p+1(t)+snu$2(s)+2snF(u(s))
+(n&2) sn&1u(s) u$(s), (3.5)
because g$(T )=&Tf (u(T )) and (&( p&1)( p+1)&2( p+1)+1))=0.
If # # N, taking s=R(#) in (3.5) we get
tn%$(t) u2(t)>R(#)n u$2(R(#))>0.
If # # G, taking s   in (3.5) and using (3.3), we obtain
tn%$(t) u2(t)
( p&1)
( p+1)
tnu p+1(t)>0.
This proves the lemma.
Remark 3.1. Suppose that 1<q(n+2)(n&2)p and u be a solution
of (&rn&1u$)$=rn&1(u p&uq) in (R1 , R2) with u>0 in (R1 , R2), u(R1)=
u(R2)=0. Then % is a strictly increasing function in (T, T0), where u$(T )=0
and T0 # (T, R2) with u(T0)=:0 , : p&q0 =((q&1)( p+1)(q+1)( p&1))<1.
Remark 3.2. Let 1q<p(n+2)(n&2) and u be a solution of
{&(r
n&1u$)$=rn&1(*u p++uq)
u>0
in (a, R),
in (a, R), u(R)=0,
where a0, R>0, *0, +0, and *++>0. Let %(r)=&ru$u. Further
assume that either a=0 or a>0 and u(a)=0. By taking a1=a and
g(r)=ru$ in (2.7) we have for any r # (a, R)
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rn&1%$(r) u2(r)=*rn \p&1p+1+ u p+1(r)++rn \
q&1
q+1+ uq+1(r)+anu$2(a)
+*(2n( p+1)&(n&2)) |
r
a
tn&1u p+1
++(2n(q+1)&(n&2)) |
r
a
tn&1uq+1.
Thus %$>0 in (a, R) in either of the cases.
Let v(r, #)=(u#)(r, #). Then v satisfies the linearized problem
{&(r
n&1v$)$=rn&1( pu p&1&1)v,
v(R1)=0, v$(R1)=1.
(3.6)
Let # # N _ G. Since u(T(#))>1, let R1<S1(#)<S2(#)<R(#) be such that
u(Si (#))=1 for i=1, 2. Thus u>1 in (S1(#), S2(#)) and from (3.1), we
have
&(rn&1(u&1)$)$=rn&1 \u
p&u
u&1 + (u&1) in (S1(#), S2(#)).
Since ((t p&t)(t&1))<pt p&1&1 for t>1, by Sturm comparison of the
above equation with (3.6) we conclude that v has at least one zero in
(S1(#), S2(#)). For precise information about the number of zeros of v in
(R1 , R(#)) we have
Lemma 3.2. Let # # N _ G. Suppose p(n+2)(n&2). Then v has
exactly one zero in (R1 , R(#)). Furtermore, for # # N, v(R(#), #)<0 and for
# # G, limr   v(r, #)=&.
Proof. Let f (t)=t p&t and g(r)=g(r, #)=ru$+2u( p&1) be given by
(2.3) with *=2( p&1). Then I(2( p&1), u)=2u. Thus (2.5) becomes
&(rn&1g$)$=rn&1f $(u) g&2rn&1u. (3.7)
If # # N then, since g(R1)>0 and g(R(#))<0, g has at least one zero in
(R1 , R(#)). If # # G, then g(R1)>0 and from (3.3), limr   g(r)=0.
Moreover, since pn(n&2), from (2.4), g$(r)>0 for r large. Thus again
g has at least one zero in (R1 , R(#)).
Step 1. g has exactly one zero in (R1 , R(#)).
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To the contrary, suppose there exist r1 , r2 # (R1 , R(#)), r1<r2 , and g(r1)=
g(r2)=0. Since g>0 in (R1 , T(#)], r1 , r2 # (T(#), R(#)). By Lemma 3.1,
we have
2
p&1
=
&r1u$(r1)
u(r1)
<
&r2 u$(r2)
u(r2)
=
2
p&1
,
which is a contradiction.
Let S0(#) # (T(#), R(#)) be the unique zero of g. Let R0(#) # (R1 , R(#)) be
the first zero of v.
Step 2. R0(#)S0(#).
Let V(r)=(u$(R1)v$(R1 )) v(r). Then V$(R1 )=u$(R1 ) and V>0 in
(R1 , R0(#)). By (a) of Lemma 2.1, Vu is a decreasing function in
(R1 , R0(#)). Thus V<u in (R1 , R0(#)). Now using (2.9) for T1=R1 ,
T2=R0(#) and *=2( p&1), we obtain
R0(#)n u$(R0(#))V$(R0(#))&Rn1u$
2(R1)+
2
( p&1)
R0(#)n&1 u(R0(#)) V$(R0(#))
=&2 |
R0 (#)
R1
rn&1uV>&2 |
R0 (#)
R1
rn&1u2. (3.8)
Since 2n( p+1)(n&2), by the generalized Pohozaev’s identity (2.2) with
T1=R1 and T2=s, s>R0(#) we have
&2 |
R0 (#)
R1
rn&1u2>\ 2np+1&(n&2)+ |
s
R1
rn&1u p+1&2 |
s
R1
rn&1u2
=snu$2(s)+2snF(u(s))+(n&2) sn&1u$(s) u(s)&Rn1u$
2(R1).
(3.9)
Putting (3.8) and (3.9) together, we get for any s>R0(#)
R0(#)n&1 V$(R0(#)) _R0(#) u$(R0(#))+ 2( p&1) u(R0(#))&
>snu$2(s)+2snF(u(s))+(n&2) u$(s) u(s). (3.10)
If # # N then taking s=R(#) in (3.10) and observing that V$(R0(#))<0, we
conclude that g(R0(#))=R0(#) u$(R0(#))+(2( p&1) u(R0(#)))<0. Since
g>0 in (R1 , S0(#)), we get S0(#)<R0(#). If # # G, taking the limit as s  
in (3.10) and using (3.3), we get g(R0(#))0 and hence S0(#)R0(#).
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Step 3. v does not have any zero in (R0(#), R(#)). If # # N, then
v(R(#), #)<0.
To the contrary, suppose for some real number r0 # (R0(#), R(#)],
v(r0)=0 and v<0 in (R0(#), r0). From (3.6) and (3.7) we have
rn&10 g(r0) v$(r0)&R0(#)
n&1 g(R0(#)) v$(R0(#))=&2 |
r0
R0 (#)
rn&1uv.
Since v<0 in (R0(#), r0), the right hand side of the above equation is
strictly positive. On the other hand, since v$(r0)>0 and by Step 1 and
Step 2, g<0 in (R0(#), R(#)), g(R0(#))0, we conclude that the left hand
side of the above equation is strictly negative. This contradicts the existence
of r0 . This proves Step 3.
Thus v>0 in (R1 , R0(#)), v<0 in (R0(#), R(#)), v(R0(#))=0, and if
# # N, then v(R(#), #)<0.
Step 4. If # # G then limr   v(r, #)=&.
Since limr   u(r, #)=0 and f $(0)=&1, it is sufficient to show that
v(r, #) does not converge to 0 as r   (see [10, (b) of Lemma 2]). To the
contrary, suppose limr   v(r)=0. Then (see [10, (b) of Lemma 2]) we
have for some ;>0,
v(r)=O(e&;r), v$(r)=O(e&;r) as r  .
Let r>R0(#) be large. From (3.6) and (3.7) we have
&rn&1g$(r) v(r)+rn&1g(r) v$(r)&R0(#)n&1 g(R0(#)) v$(R0(#))
=&2 |
r
R0(#),
uv.
From (3.3), limr   g(r)=0, limr   g$(r)=0. Taking the limit as r  
in the above equation, we get
&R0(#)n&1 g(R0(#)) v$(R0(#))>0,
which is a contradiction becase g(R0(#))0 and v$(R0(#))<0.
This completes the proof of the lemma.
Using the method of [6, 10], as a consequence of Lemma 3.2 together
with the fact that N contains an unbounded interval, we have
Proposition 3.1. There exists some #0 # (0, ) such that G=[#0 ],
N=(#0 , ), and R is strictly decreasing in (#0 , ).
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Proof of Theorem 1.1. Since we are looking for the uniqueness of radial
solutions, problem (P1) reduces to
{&(r
n&1u$)$=rn&1(u p&u)
u>0
in (R1 , R2),
in (R1 , R2), u(R1)=u(R2)=0.
Now the proof follows by Proposition 3.1.
4. PROOF OF THEOREM 1.3
Let f (t)=t p+tq, (n+2)(n&2)<pq. Let u(r, #) be the unique solu-
tion of the initial value problem (2.11) with a=R1 . Let R(#)>R1 be the
first zero of u(r, #). Let Nf and Gf be the subsets of (0, ) defined in
Section 2 (below (2.11)). By (1) of Lemma 2.2, we have
Nf _ Gf=(0, ). (4.1)
for #>0, let T(#)< be such that u$(T(#))=0, u$>0 in (R1 , T(#)) and
u$<0 in (T(#), R(#)). Existence of such T(#) is assured by Claim 1 in the
proof of Lemma 2.2. Let %(r)=&ru$u. We have
Lemma 4.1. Suppose # # Nf . Then %$(r)>0 for all r # (T(#), R(#)).
Proof. Let t # (T(#), R(#)). Since 2n( p+1)<n&2, 2n(q+1)<n&2,
from (2.7) with a1=T(#) and g(r)=ru$ we obtain
tn&1%$(t) u2(t)>
( p&1)
( p+1)
rnu p+1(r) | tT (#)+
(q&1)
(q+1)
rnuq+1(r) | tT(#)
&T(#)n&1 u(T(#)) g$(T(#))
+\ 2np+1&(n&2)+ |
R(#)
T (#)
rn&1u p+1
+\ 2nq+1&(n&2)+ |
R(#)
T (#)
rn&1uq+1.
Using the generalised Pohozaev’s identity (2.2) with T1=T(#), T2=R(#)
in the above inequality we have
tn&1%$(t) u2(t)>
( p&1)
( p+1)
tnu p+1(t)+
(q&1)
q+1
tnuq+1(t)+R(#)n u$2(R(#)),
because g$(T(#))=&T(#) f (u(T(#)) and (1&2( p+1))&( p&1)( p+1))
=0=(1&2(q+1)&(q&1)(q+1)). Hence %$(t)>0.
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Lemma 4.2. Suppose # # Nf and v is given by (2.12) with a=R1 . Then v
has exactly one zero in (R1 , R(#)] provided ( p&1)(q+1)2n.
Proof. The proof of this lemma is similar to that of Lemma 3.2. The
restriction ( p&1)(q+1)2n comes in proving Step 2 of Lemma 3.2. for
the present nonlinearity. Let g(r)=ru$+2u( p&1) be given by (2.3) with
*=2( p&1). Obviously g has at least one zero in (R1 , R(#)). By Sturm
comparison of (2.11) and (2.12), v also has at least one zero in (R1 , R(#)).
Step 1. g has exactly one zero in (R1 , R(#)).
Using Lemma 4.1, the proof follows exactly the same way as that of in
Lemma 3.2.
Let S0(#) # (T(#), R(#)) be the unique zero of g and R0(#) # (R1 , R(#)) be
the first zero of v.
Step 2. If ( p&1)(q+1)2n then R0(#)>S0(#).
Let V(r)=(u$(R1 )v$(R1 )) v(r). Since V$(R1)=u$(R1) and V>0 in
(R1 , R0(#)), by (a) of Lemma 2.1 we conclude that V<u in (R1 , R0(#)).
Using (2.9) with T1=R1 , T2=R0(#), and *=2( p&1) we obtain
R0(#)n u$(R0(#)) V$(R0(#))&Rn1u$
2(R1)+
2
p&1
R0(#)n&1 u(R0(#)) V$(R0(#))
=
&2(q&p)
p&1 |
R0 (#)
R1
rn&1uqV>
&2(q&p)
p&1 |
R0 (#)
R1
rn&1uq+1. (4.2)
Since 2n( p+1)<(n&2), 2n(q+1)<n&2 and ( p&1)(q+1)2n is
equivalent to &2(q&p)( p&1)(2n(q+1)&(n&2)), by the generalized
Pohozoaev’s identity (2.2) with T1=R1 and T2=R(#) we obtain
&2(q&p)
p&1 |
R0 (#)
R1
rn&1uq+1>\ 2nq+1&(n&2)+ |
R(#)
R1
rn&1uq+1
>Rn(#) u$2(R(#))&Rn1u$
2(R1).
Using this equation in (4.2) we have
R0(#)n&1 V$(R0(#)) g(R0(#))>R(#)n u$2(R(#)).
By observing that V$(R0)(#)<0, from the above inequality we deduce that
g(R0(#))<0. Since g>0 in (R1 , S0(#)) we conclude that R0(#)>S0(#).
This proves Step 2.
Step 3. v does not have any zero in (R0(#), R(#)].
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By observing that I(2p&1, u)=2(q&p) uq( p&1), proof of step 3
follows exactly in the same way as that in Lemma 3.1.
This completes the proof of Lemma 4.2.
As a consequence of Lemma 4.2 together with (2.13), we have the following
Corollary 4.1. Suppose (n+2)(n&2)<pq and ( p&1)(q+1)
2n. Let r1>0, r2>0 such that (r1 , r2)/Nf . Then R4 (#)<0 for all
# # (r1 , r2).
Proof of Theorem 3.1. Since we are interested in the uniqueness of
radial solutions, problem (P2) reduces to
{&(r
n&1u$)$=rn&1(u p+uq)
u>0
in (R1 , R2),
in (R1 , R2), u(R1)=u(R2)=0.
(4.3)
To the contrary, suppose u1 and u2 are two solutions of (4.3). By the
uniqueness of initial value problem, we may assume that u$1(R1)<u$2(R1).
Since (n+2)(n&2)<pq and ( p&1)(q+1)2n, by Corollary 4.1 we
conclude that [u$1(R1), u$2(R1)] is not contained in Nf . Define
#0=sup[#>u$1(R1); [u$1(R1), #]/Nf ].
Since u$2(R1) # Nf , #0 # Gf and [u$1(R1), #0)/Nf . This is not possible by
Corollary 4.1. This completes the proof of the theorem.
5. PROOF OF THEOREM 1.2
Let f (t)=t p+tq, 1q<p(n+2)(n&2). Let u(r, #) be the unique
solution of (2.11) with a=R1 . Let R(#)>R1 be the first zero of u(r, #). By
Theorem 2.1, R: (0, )  (0, ) is a smooth function. Let v(r, #)=
(u#)(r, #) be given by (2.12) with a=R1 . By differentiating u(R(#), #)=0
with respect to # we have
v(R(#), #)+u$(R(#), #) R4 (#)=0.
Since u$(R(#), #)<0 for all # # (0, ), thus for some #0 , R4 (#0)=0 if and
only if v(R(#0), #0)=0. By Sturm comparison of (2.11) and (2.12), v has at
least one zero in (R1 , R(#)) for all #>0.
Lemma 5.1. Suppose q=1 and 1<p(n+2)(n&2) or 1<q<p<
(n+2)(n&2) and ( p&1)(q+1)2n. Then R4 (#)<0 for all # # (0, ).
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Proof. Let g(r)=ru$+2u( p&1) be given by (2.3) with *=2( p&1).
Obviously g has at least one zero in (R1 , R(#)). Since, by Remark 3.2,
(&ru$u)$>0 for all r # (R1 , R(#)), g has only one zero in (R1 , R(#)) for
every #>0. Since *=2( p&1), from (2.6)
I(2p&1, u)=&
2( p&q)
p&1
uq. (5.1)
Claim. R4 (#){0 for all #>0.
To the contrary, suppose that for some #0 # (0, ), R4 (#0)=0. Thus we
have v(R(#0), #0)=0. Let R0 # (R1 , R(#0)) be the last zero of v. Let S0 be
the unique zero of g(r, #0) in (R1 , R(#0)). We renormalize v so that
v$(R(#0))=u$(R(#0)). Thus v satisfies
{&(r
n&1 v$)$=rn&1f $(u) v
v(R1)=0=v(R(#0)),
in (R1 , R(#0)),
u$(R(#0))=v$(R(#0)).
(5.2)
Step 1. R0<S0 .
Since v$(R(#0))=u$(R(#0)) and v>0 in (R0 , R(#0)), by (b) of Lemma 2.1,
v<u in (R0 , R(#0)). Using (2.9) with T1=R0 , T2=R(#0) and *=2( p&1),
from (5.2) we get
Rn(#0) u$2(R(#0))&Rn0 u$(R0) v$(R0)&
2
( p&1)
Rn&10 u(R0) v$(R0)
=
2( p&q)
p&1 |
R(#0)
R0
rn&1uqv
<
2( p&q)
p&1 |
R(#0)
R0
rn&1uq+1
<
2( p&q)
P&1 |
R(#0)
R1
rn&1uq+1. (5.3)
Case 1. q=1 and 1<p(n+2)(n&2).
By the generalized Pohozaev’s identity (2.2) for T=R1 and T2=R(#0)
we have
2 |
R(#0)
R1
rn&1u2R(#0)n u$2(R(#0))&Rn1 u$
2(R1). (5.4)
Case 2. 1<q<p<(n+2)(n&2) and ( p&1)(q+1)2n.
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Since ( p&1)(q+1)2n, we get 2( p&q)( p&1)(2n(q+1)&(n&2)).
Again by (2.2) for T=R1 and T2=R(#0) we get
2( p&q)
p&1 |
R(#0 )
R1
rn&1uq+1\ 2nq+1&(n&2)+ |
R(#0)
R1
rn&1uq+1
<R(#0)n u$2(R(#0))&Rn1u$
2(R1 ). (5.5)
From (5.3), (5.4), and (2.5) we have
&Rn&10 v$(R0) \R0u$(R0)+ 2p&1 u(R0)+<&Rn1u$2(R1).
Since v$(R0)>0, from the above inequality we get g(R0)>0. By observing
that g<0 in (S0 , R(#o)), we conclude Step 1.
Step 2. v does not have any zero in [R1 , R0).
To the contrary, suppose r1 # [R1 , R0) is such that v(r1)=0 and v<0 in
(r1 , R0). By (5.1), (5.2), and (2.5) we obtain
rn&1g(r) v$(r) | R0r1 =
2( p&q)
p&1 |
R0
r1
rn&1uqv.
Since v$(R0)>0, v$(r1)<0, and by Step 1, g>0 in [R1 , R0), the left hand
side of above equation is strictly positive while the right hand side is
strictly negative. This is a contradiction. This proves Step 2.
Since by (5.2), v(R1)=0, by Step 2, we conclude that such a #0 with
R4 (#0)=0 cannot exists. This completes the proof of the claim.
Since f (t)=t p+tq, 1q<p(n+2)(n&2), by (2) of Lemma 2.2 and
Lemma 2.3, we have
lim
#  
R(#)=R1 , lim
#  0
R(#)>R1 .
From this together with the fact that R4 (#){0 for any #>0, we conclude
that R4 (#)<0 for all # # (0, ). This completes the proof of the lemma.
Proof of Theorem 1.2. Since we are interested in the uniqueness of
radial solutions, problem (P2) reduces to
{&(r
n&1u$)$=rn&1(u p+uq)
u>0
in (R1 , R2),
in (R1 , R2), u(R1)=u(R2)=0.
Now Theorem 1.2 follows by Lemma 5.1.
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Proof of Corollary 1.1. Since we are looking for the uniqueness of radial
solutions, Problem (P3) reduces to
{&(r
n&1u$)$=rn&1(u(n+2)(n&2)+u)
u>0
in (R1 , R2),
in (R1 , R2), u(R1)=u$(R2)=0.
(5.6)
To the contrary, let u1 and u2 be two solutions of (5.6). Without loss of
generality, we assume that u$1(R1)<u$2(R1) and u1(R2){u2(R2). For
R1r1<r2R2 , from (5.6) we have
&rn&1u$1u2 | r2r1+r
n&1u1u$2 | r2r1=|
r2
r1
rn&1 u1u2(u4(n&2)1 &u
4(n&2)
2 ). (5.7)
If u1u2 , then from (5.7) for r1=R1 and r2=R2 , we get a contradiction.
Thus u1 and u2 cross each other.
Step 1. u1 and u2 cross each other at least twice in (R1 , R2).
To the contrary, suppose u1 and u2 cross each other exactly once. Let
R0 # (R1 , R2) such that u1<u2 in (R1 , R0) and u1>u2 in (R0 , R2).
Claim. u1 u2 is strictly increasing in (R1 , R2).
Since (u1 u2)(R1)=(u$1 u$2)(R1)<1 and (u1 u2)(R2)>1, it is sufficient to
show that u1 u2 does not have any critical point. To the contrary, let
r0 # (R1 , R2) be such that (u1 u2)$ (r0)=0. This gives
u$1(r0) u2(r0)=u1(r0) u$2(r0). (5.8)
If r0 # (R1 , R0 ], then (5.8) and (5.7) for r1=R1 and r2=r0 leads to a con-
tradiction. Similarly r0  (R0 , R2). Thus (u1 u2)$>0 in (R1 , R2).
Let t0=(u1 u2)(R2). By the above claim, u1<t0u2 in (R1 , R2). By (2.2)
for T1=R1 , T2=R2 , and f (t)=t p+t, p=(n+2)(n&2), we obtain
2 |
R2
R1
rn&1(u21&t
2
0 u
2
2)=
2
p+1
Rn2(u
p+1
1 &t
2
0 u
p+1
2 )(R2)
+Rn2(u
2
1&t
2
0u
2
2)(R2)&R
n
1(u$
2&t20u2$
2)(R1). (5.9)
Since t0=(u1 u2)(R2)>1 and (u$1 u$2)(R1)<1, we conclude that the right
hand side of (5.9) is strictly positive while the left hand side is strictly
negative. This contradiction completes the proof of Step 1.
In view of Step 1, let T1 , T2 # (R1 , R2) be the first two crossings of u1 and
u2 with T1<T2 . Let f (t)=t(n+2)(n&2)+t and u(r, #) be the unique solution
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of (2.11) with a=R1 and let R(#)>R1 be its first zero. By the uniqueness
of the initial value problem u1(r)=u(r, u$1(R1)) and u2(r)=u(r, u$2(R1)). Let
T1(#)<T2(#) be defined by u(Ti (#), #)=u(Ti (#), u$2(R1)) for i=1, 2. Thus
Ti (u$1(R1))=Ti for i=1, 2. By assumption we have u$1(R1)<u$2(R1). Since
by (2) of Lemma 2.2, R(#)<R0 for all #>0 and lim#  0 R(#)=R0 for some
R0>0, moving # from u$1(R1) to zero, there are two possibilities:
(i) there exists some #0 # [u$1(R1), 0) such that R(#0)=R(u$2(R1)).
(ii) T2(#)&T1(#) converge to zero as #  0.
In case (i), u(r, u$2(R1)) and u(r, #0) are two distinct radial solutions of (P2)
in (R1 , R(#0)), which is not possibly by (a) of Theorem 1.2. In case (2), for
|(r, #)=u(r, #)&u(r, u$2(R1)), \(r, #)=
f (u(r, #))&f (u(r, u$2(R1))
u(r, #)&u(r, u$2(R1 ))
,
we have
{&(r
n&1|$)$= n&1\(r, #)|
w>0
in (T1(#), T2(#)),
in (T1(#), T2(#), |(T1(#))=|(T2(#))=0.
(5.10)
Since, by (2.15), maxr # (R1 , R(#)) u(r, #)  0 as #  0 and f $(0)=1, there
exists #0>0 such that for all ##0 , \(r, #)M for all r # (T1(#), T2(#)) for
some positive constant M. Therefore (5.10) is impossible for # sufficiently
small. Thus case (ii) is also not possible. Hence (5.6) cannot have two
distinct solution. This completes the proof of Corollary 1.1.
6. CONCLUDING REMARKS
Remark 6.1. Let f (t)=t p+tq or tq, 1q<p(n+2)(n&2). Let
u(r, #) be the unique solution of the initial value problem
{&(r
n&1u$)$=rn&1f (u),
u$(0)=0, u(0)=#>0,
(6.1)
and let R(#) be its first zero. Let
Nf=[# # (0, ); R(#)<].
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It follows by Atkinson and Peletier [2] and Ni and Nussubaum [15] that
Nf=(0, ). Thus R: (0, )  (0, ) is a smooth function and u>0 in
(0, R(#)). From [2], we have
lim
#  0
R(#)= if q>1, lim
#  0
R(#)=R0 if q=1,
for some constant R0< and R(#)<R0 for all # # (0, ).
Let v(r, #)=(u#)(r, #). Then v satisfies
{&(r
n&1v$)$=rn&1f $(u)v,
v(0)=1, v$(0)=0.
(6.2)
By Sturm comparison of (6.1) and (6.2), v has at least one zero in (0, R(#))
for all #>0.
When f (t)=tq, 1<q<(n+2)(n&2), it is well known that v has exactly
one zero in (0, R(#)]. (In fact, in this case, v(r)=((q&1)2u(0)) g(r), where
g is given by (2.3) for *=2(q&1). By Remark 3.2, g has exactly one zero
in (0, R(#)]). Using this together with the continuity of the Dirichlet eigen-
value with respect to weight and the implicit function theorem, we can
deduce
Lemma 6.1. Let f (t)=t p+tq, 1q<p(n+2)(n&2). Then there
exists #0>0 such that for # # (0, #0), v has exactly one zero in (0, R(#)] and
R4 (#)<0.
Theorem 6.1. Let f (t)=t p+tq. Suppose either q=1 and 1<p
(n+2)(n&2) or 1<q<p<(n+2)(n&2) and ( p&1)(q+1)2n. Then
R is a strictly decreasing function on (0, ).
Proof. To the contrary, suppose that the conclusion of the theorem is
not true. Then by Lemma 6.1, there exists #0>0 such that v has exactly one
zero in (0, R(#0)) and v(R(#0))=0. Let R0 # (0, R(#0)) be the unique zero
of v. Let V(r)=(u$(R(#0))v$(R(#0)) v(r). Then V$(R(#0))=u$(R(#0), V<0
in (0, R0) and V>0 in (R0 , R(#0)). Thus by (c) of Lemma 2.1, Vu is an
increasing function in (R0 , R(#0)). Therefore V<u in (0, R(#0)). By (2.9)
with T1=0, T2=R(#0), and *=2( p&1) we obtain
R(#0)n u$2(R(#0))=
2( p&q)
p&1 |
R(#0)
0
rn&1uqV<
2( p&q)
p&1 |
R(#0)
0
rn&1uq+1. (6.3)
Case 1. q=1 and 1<p(n+2)(n&2).
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By Pohozaev’s identity (2.2) for T1=0, T2=R(#0) we deduce from (6.3)
that
R(#0)n u$2(R(#0))<2 |
R(#0)
0
rn&1u2R(#0)n u$2(R(#0)),
which is a contradiction.
Case 2. 1<q<p<(n+2)(n&2) and ( p&1)(q+1)2n.
Since ( p&1)(q+1)2n is equivalent of 2( p&q)( p&1)(2n(q+1)&
(n&2)), again using Pohozaev’s identity (2.2) for T1=0, T2=R(#0), we
deduce from (6.3) that
R(#0)n u$2(R(#0))<(2n(q+1)&(n&2)) |
R(#0)
0
rn&1uq+1
<R(#0)n u$2(R(#0)),
which is a contradiction. This completes the proof of the theorem.
Corollary (Zhang [16] for q>1). Let B(1)/Rn (n3) be the unit
ball and *>0. Suppose either q=1 and 1<p(n+2)(n&2) or 1<q<
p<(n+2)(n&2) and ( p&1)(q+1)2n. Then the problem
&2u=u p+*uq in B(1)
{u>0 in B(1) (6.4)u=0 on B(1)
admits at most one solution.
This result for q=1 has been proved earlier by many people (Kwong
and Li, Zhang, Srikanth and Adimurthi and Yadava [1]).
Remark 6.2. In the proof of Theorem 6.1, we can avoid the use of
Lemma 6.1 as follows. Let g(r)=ru$+2u( p&1). Then I(2p&1, u)=
&2( p&q) uq( p&1) and by Remark 3.2 (&ru$u)$>0 in (0, R(#)) for all
#>0. Then if R4 (#0)=0 for some #0>0, then by Steps 1 and 2 in the proof
of Lemma 5.1, we conclude that v has exactly one zero in (0, R(#0)) and
v(R(#0))=0. Thus we are in a situation of proof of Theorem 6.1 without
appealing to Lemma 6.1.
Remark 6.3. Theorem 1.1 and Theorem 1.3 can be extended for a more
general nonlinearity. Let
f (t)= :
n
i=1
:it pi&:n+1 t,
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where :i>0 for 1in+1 and (n+2)(n&2)p1p2 } } } pn . Let
g(t)= :
n
i=1
:it pi, :i>0 \i, (n+2)(n&2)<p1p2 } } } pn .
Theorem 1.1 continues to hold when u p&u in problem (P1) is replaced by
f (u) provided ( p1&1)( pn+1)2n. Theorem 1.3 also continues to hold if
up+uq in problem (P2) is replaced by g(u) provided ( p1&1)( pn+1)
2n. Similar extension can be made for Theorem 1.2 also.
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