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Tehnologija in znanje, ki sta bila do nedavno uveljavljena le v laboratorijih in v visokih 
krogih znanosti, sedaj postajata vedno bolj dostopna širšemu krogu ljudi. Vse bolj 
zmogljivi osebni računalniki dovoljujejo, da se lahko sistemi, katerih namen je iskanje 
unikatnih značilnosti področja šarenice, implementirajo kjerkoli, ne da bi razpolagali 
z visokotehnološki ali drago opremi. Tovrstni sistemi so prisotni tudi na višjih nivojih 
varnosti; od Združenih Arabskih Emiratov, ki ta način preverjanja identitete 
uporabljajo več kot desetletje; Indije, ki področje šarenice uporablja v sklopu 
programa Unique ID; do številnih letališč, ki uporabljajo biometrične metode 
identifikacije za pohitritev procesa preverjanja pogojev za prestop meje. Glede na 
širino področja uporabe in potrebe po vedno hitrejših in zanesljivejših algoritmih, je 
iskanje alternativnih metod nujno. Cilj tega diplomskega dela je raziskati alternativne 
metode razpoznavanja področja šarenice in uspešnost primerjati s klasičnimi 
metodami. Kot alternativo smo izbrali metodo pridobitve vektorjev značilk s pomočjo 
vnaprej naučenega globokega konvolucijskega nevronskega omrežja GoogLeNet. Za 
vhodne slikovne datoteke smo uporabili slike iz prosto dostopne baze podatkov 
CASIA V4, ki jo je izdala Kitajska akademija znanosti (Chinese Academy of Sciences). 
Zbirka ima šest različnih pod zbirk s poudarkom na različnih lastnostih. Za namen 
diplomskega dela smo izbrali štiri pod zbirke, obdelali smo jih s tremi različnimi 
postopki. Prvi je klasičen postopek pridobivanja vektorjev značilk; drugi je hibriden, 
kjer je vhodna slikovna datoteka v nevronsko omrežje segmentirana in normalizirana 
slika šarenice; tretji je direkten, vhodna datoteka pa je v globoko nevronsko omrežje 
neobdelana slika. Rezultat raziskave je poglobljena analiza in primerjava vseh treh 
predstavljenih metod. 
 






The knowledge and technologies that used to be limited to laboratories and 
academia, are becoming increasingly available to everyone. The growing capabilities 
of personal computers allow for the implementation of systems that recognize 
unique iris features anywhere, without the need for high-end or expensive 
equipment. These types of iris recognition systems are being used in environments 
with even the highest security demands. The United Arab Emirates have been using 
this kind of person identification for more than a decade, India is using iris recognition 
as part of its Unique ID program and a number of airport are using biometric 
identification methods to speed up border security check. Given the wide range of 
uses and the need for faster, more reliable and secure algorithms, the search for 
alternative methods is necessary and vital. The goal of this thesis is to research 
alternative methods of iris recognition and to determine how successful they are 
compared to conventional methods. As an alternative method we chose computing 
feature vectors using a pre-trained deep convolutional neural network called 
GoogLeNet. The input image files used for the experiments were from a freely 
available image database CASIA V4, published by the Chinese Academy of Sciences. 
The collection has six different subsets with different attributes or characteristics. For 
the purpose of the thesis we have chosen only four subsets and ran them through 
three different procedures. The first is the conventional method computing feature 
vectors; the second is the hybrid method, in which the input image in a neural 
network is a segmented and normalized iris image; the third is the direct method in 
which the input image file in the deep neural network is an unedited iris image. The 
research result is a deep analysis and comparison of the three presented methods. 
 





1  Uvod 
V sodobni informacijski dobi je naša identiteta vedno bolj izpostavljena 
zlorabam. Ljudje vse več prisegajo na spletne storitve, kot so datoteke v oblakih, 
spletne banke, spletni računi, spletne trgovine. Vse te storitve vsebujejo pomembne 
podatke, ki jih želimo varovati. Ljudje tudi vedno več potujejo, trgujejo s tujino in se 
selijo v druge države, zato je razvoj zanesljivejših in odpornejših sistemov za 
identifikacijo nujno potreben. Področje razpoznavanja šarenice velja za eno 
najzanesljivejših načinov biometrične identifikacije, saj je verjetnost dveh oseb z 
enako šarenico skoraj ničta. Z uporabo sistema za razpoznavanje šarenice lahko torej 
preprečimo nepooblaščen dostop do podatkov ali celo zgradb. Ob implementaciji 
sistema je najprej potrebno ustvariti bazo uporabnikov oziroma klientov. To 
izvedemo tako, da zajeto sliko iz namenske kamere, ki uporablja skoraj infrardečo 
svetlobo, obdelamo z namenskimi algoritmi. Rezultat je unikatna predloga območja 
šarenice, ki je nato shranjena v bazo uporabnikov. Ko je oseba enkrat v bazi 
uporabnikov, se lahko vsakič identificira s pomočjo lastne šarenice, brez zahteve po 
geslih, PIN (Personal Identification Number) številkah ali karticah. Za prvi 
implementirani komercialni sistem lahko izpostavimo Daugmanov avtomatski sistem 
razpoznavanja šarenice [1]. Sistem je bil tudi patentiran in je nedvomno 
najuspešnejši, saj se ponaša z ničto možnostjo napake. Daugmanov sistem lahko 
razpozna šarenico posameznika z možnostjo ena proti milijon. Poleg te komercialne 
implementacije lahko omenimo še: sistem IRIS2000 podjetja IriTech, ki je bilo 
ustanovljeno leta 2000, sisteme razpoznavanja podjetij, kot so Evermedia in Senex 
ter sistemi novejših podjetij, kot so EyeLock in Delta ID. Posebno velja izpostaviti 
slednje – njegov ustanovitelj je Salil Prabhakar, eden izmed vodilnih raziskovalcev na 
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področju biometrije. Podjetje Delta ID se ukvarja predvsem z implementacijo 
razpoznavanja šarenice na mobilnih platformah, kar še dodatno razširi možnosti 
raziskovanja tega področja. Ravno Delta ID je v sodelovanju s podjetjem Fujitsu, v 
drugi četrtini leta 2015, prva na svetu predstavila mobilni telefon z Android 
operacijskim sistemom z vgrajenim sistemom za razpoznavanje šarenice. 
1.1  Struktura 
Diplomsko delo je sestavljeno iz naslednjih poglavij: v prvem poglavju podamo 
kratek uvod v delo; v drugem predstavimo osnovne informacije o tematiki; tretje 
poglavje prinaša teoretično ozadje biometrije šarenice in globokih nevronskih omrežij 
ter nekaj zgodovinskih dejstev; v četrtem opisujemo uporabljene metode in orodja 
za pridobitev rezultatov; v petem predstavimo rezultate z grafi in analizo; zaključke 
pa podamo v šestem poglavju. 
1.2  Cilji 
Glavni cilij diplomskega dela so: 
 Uporaba vnaprej naučenega globokega konvolucijskega nevronskega 
omrežja za pridobivanje vektorjev značilk področja šarenice kot alternativa 
klasični metodi: vektorji značilk so pridobljeni iz direktnih vhodnih slik, 
obdelanih s pomočjo globokega nevronskega omrežja imenovanega 
GoogLeNet [2], z razliko od pridobivanja značilk po že uveljavljeni metodi, ki 
vključuje segmentacijo, normiranje in luščenje vektorjev značilk. 
 
 Izvedba hibridne metode pridobivanja vektorjev značilk področja šarenice 
kot alternativa klasični metodi: vektorji značilk so pridobljeni kot kombinacija 
postopkov iz klasične metode (segmentacija in normiranje) in obdelave z 
globokim nevronskim omrežjem GoogLeNet. 
 
1.2  Cilji 17 
 
 
 Primerjava uspešnosti razpoznavanja uporabljenih metod: zadnji korak je 
primerjava uspešnosti razpoznavanja obeh predstavljenih alternativnih 
metod, ki vključujeta globoko nevronsko omrežje, z že uveljavljeno klasično 
metodo razpoznavanja področja šarenice. 
 
Pri številnih možnostih implementacije razpoznavalnika šarenice, kot so mobilni 
sistemi, sistemi višjih nivojev varnosti in sistemi za zabavno industrijo, je uporaba 
globokih nevronskih omrežij kot algoritem zanimiv in sodoben način luščenja značilk. 
Razlog, da smo se odločili za raziskovanje pridobivanja značilk z globokimi 
nevronskimi omrežji, je tudi v tem, da imajo slednje v številnih aplikacijah velik 
potencial in ne malo prednosti pred klasičnimi statističnimi metodami. Kljub temu, da 
so globoka nevronska omrežja kompleksne nelinearne funkcije z zapletenimi 
povezavami, za njihovo uporabo ni potrebno detajlno poznavanje notranjih stanj 
omrežja ali sistema. Za njihovo uporabo namreč zadostuje samo številna in dobra 
zbirka vzorcev za učenje in optimizacijo. Globoka nevronska omrežja so enostavna za 
implementacijo v paralelne arhitekture (večprocesorsko okolje, grafične procesorske 
enote), zato se proces lahko hitreje izvede, medtem ko so rezultati primerljivi ali celo 
boljši od klasičnih postopkov.  
 19 
2  Osnovni pojmi 
Biometrični sistem je sistem razpoznavanja vzorcev, ki deluje po ustaljenem 
postopku [3]. V prvi fazi pridobimo vzorec, v drugi fazi izluščimo vektorje značilk in v 
tretji fazi primerjamo pridobljene vektorje značilk z že predhodno pridobljenimi in 
shranjenimi vektorji značilk v bazi uporabnikov oziroma klientov. V odvisnosti od 
aplikacije obstajata dva različna sistema – sistem verifikacije in sistem identifikacije.  
Verifikacijo lahko opišemo kot postopek preverjanja identitete posameznika, ki 
ga izvedemo s primerjavo v bazi shranjenega biometričnega vzorca s pravkar zajetim 
vzorcem te iste osebe. V tem sistemu se mora posameznik predstaviti kot določena 
oseba (z uporabniškim imenom, PIN številko), sistem pa potem naredi primerjavo 1: 1 
med pridobljenim in shranjenim vzorcem.  
Identifikacijo lahko opišemo kot postopek preverjanja identitete posameznika 
s primerjavo vseh shranjenih vzorcev s pridobljenim vzorcem. V tem sistemu se 
biometrični vzorec posameznika primerja 1:𝑁, kjer je 𝑁 število vseh vzorcev v bazi. 
Običajno je sistem za razpoznavanje sestavljen iz naslednjih modulov: 
 
 Modul za zajem 
 Namen modula je zajem biometričnih podatkov posameznika. V 
našem primeru je to NIR (Near-Infrared Light ) kamera za zajem 
področja šarenice. 
 Modul za pridobivanje značilk 
 Namen modula je obdelava biometričnih podatkov, pridobljenih v 
prejšnjem koraku in generiranje značilk.  
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  Modul za primerjavo 
 Namen modula je primerjava značilk, pridobljenih v prejšnjem 
koraku. 
 Modul za shranjevanje baze podatkov 
 Namen tega modula je shranjevanje vektorjev značilk, ki jih 
potrebujemo kasneje, za uspešno primerjavo prijavljenih 
uporabnikov in posameznikov za verifikacijo. 
2.1  Registracija uporabnikov 
Registracija uporabnikov je še en nujen korak pri sistemih za razpoznavanje. 
Biometrični podatki so shranjeni v bazo klientov in so povezani z identiteto 
posameznika. Registracija poteka po stalnem vzorcu. V prvem koraku pridobimo 
biometrični vzorec - v našem primeru vzorec področja šarenice. Z metodami 
pridobivanja značilk izluščimo unikatne lastnosti biometričnega vzorca. Pred 
shranjevanjem vzorca moramo preveriti kvaliteto vzorca in pridobljenih značilk. V 
primeru, da je kvaliteta ustrezna, vzorec shranimo v bazo klientov, v nasprotnem 
primeru postopek ponovimo. Zadnji korak je preizkus delovanja verifikacije in/ali 
identifikacije.  
2.2  Verifikacija 
Verifikacijo lahko matematično opišemo z enačbo (2.1) 
 




č𝑒 𝑗𝑒 𝑆(𝑋𝑄, 𝑋𝐼) ≥ 𝑡
𝑣 𝑣𝑠𝑒ℎ 𝑑𝑟𝑢𝑔𝑖ℎ 𝑝𝑟𝑖𝑚𝑒𝑟𝑖ℎ
 (2.1) 
 
pri čemer 𝑋𝑄 in 𝑋𝐼 predstavljata vektorja značilk, 𝑆 funkcijo primerjave teh vektorjev, 
𝐼 deklarirano identiteto posameznika, 𝑤1 in 𝑤2 razreda klientov in vsiljivcev, 𝑡 pa 
predstavlja prag, ki ločuje ta dva razreda. Vhodni biometrični vzorec se primerja s 
shranjenim vzorcem 𝑋𝑖 in če ima ta nižjo vrednost od praga, se klasificira v razred 𝑤1, 
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v nasprotnem primeru v razred 𝑤2. Verifikacija se izvaja za primerjavo 1: 1, to pomeni 
da se preverja ali je oseba to, kar trdi, da je ali ne. Uporablja se za potrditev 
razpoznavanja za preprečitev uporabe iste identitete pri različnih posameznikih.  
2.3  Identifikacija 
Identifikacijo matematično opišemo kot (𝑁 + 1) razredni problem razvrščanja 
z enačbo (2.2) 
 
 𝑋𝑄 ∈ {
𝐼𝑘,
𝐼𝑁+1,
 č𝑒 𝑗𝑒 𝑚𝑎𝑥 (𝑆(𝑋𝑄 , 𝑋𝐼𝑘))  ≥ 𝑡, 𝑘 = 1,2, . . , 𝑁




pri čemer 𝑋𝑄 predstavlja pridobljen vhodni vektor značilk, 𝑋𝐼𝑘 vektor značilk 
𝐼𝑘 identitete, 𝑆 funkcijo primerjave teh vektorjev, 𝐼𝑘 iskano identiteto posameznika 
in 𝐼𝑁 vse identitete posameznikov v bazi. Pri identifikaciji primerjamo vhodni 
biometrični vzorec z vsemi vzorci v bazi klientov 1:𝑁, kjer je 𝑁 število vseh shranjenih 
biometričnih vzorcev. 
2.4  Napake biometričnih sistemov pri verifikaciji 
Rezultat primerjave dveh vzorcev šarenice je tipično realno število. Tudi, če 
vzorca pripadata isti osebi, se lahko pri primerjavi pojavi določeno odstopanje 
enakosti. To je lahko posledica več dejavnikov: 
 osvetljenosti 
 kota zajema 
 tipa naprave za zajem 
 kvalitete vzorca. 
Nižja kot je vrednost števila, ki je pridobljeno s primerjavo, večja je verjetnost, da 
vzorca prihajata od dveh različnih oseb in obratno. Odločanje sistema o tem, ali je 
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oseba ista ali ne, je regulirano s pragom 𝑡. Generirane vrednosti primerjav, ki padejo 
pod prag 𝑡, smatramo za distribucijo vsiljivcev, tiste, ki pa so nad pragom pa za 
distribucijo klientov. Pri verifikaciji se lahko pojavita dva tipa napak: 
 
 napačno razpoznavanje dveh biometričnih vzorcev kot enakih, medtem ko 
prihajata od dveh različnih oseb (false match) 
 napačno razpoznavanje dveh biometričnih vzorcev kot različnih, medtem ko 
prihajata od iste osebe (false non-match). 
Te napake definiramo kot FMR (False Match Rate) in FNMR (False Non-Match Rate). 
Obe napaki sta funkciji praga 𝑡. Če se prag 𝑡 manjša, se sistem obnaša bolj tolerantno 
in je bolj odporen na vhodne spremembe in motnje, medtem ko se varnost sistema 
zmanjšuje. V primeru večanja praga 𝑡 se varnost sistema in FNMR izboljša, FMR in 
odpornost sistema na motnje pa poslabša.  
 
Verjetnosti posameznih napak so definirane s pomočjo teorije informacij z enačbami 
(2.3) in (2.4) 
 𝐹𝑀𝑅 = 𝑃(𝐷1|𝐻0) (2.3) 
 𝐹𝑁𝑀𝑅 = 𝑃(𝐷0|𝐻1) (2.4) 
 
pri čemer so hipoteze 𝐻 opredeljene z 
 
𝐻0: vzorec 𝑋𝑄 ne pripada isti osebi kot vzorec 𝑋𝐼; 
𝐻1: vzorec 𝑋𝑄 pripada isti osebi kot vzorec 𝑋𝐼. 
 
Odločitvene spremenljivke 𝐷 pa 
 
𝐷0: oseba ni ta, za kogar se izdaja; 
𝐷1: oseba je ta, za kogar se izdaja. 
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Napake so opredeljene kot 
 
Napaka tipa I – false match (odločitev 𝐷1, ko je hipoteza 𝐻0 resnična) 
Napaka tipa II – false non-match (odločitev 𝐷0, ko je hipoteza 𝐻1 resnična) 
 
Odločitveno pravilo se glasi: če je vrednost 𝑆(𝑋𝑄, 𝑋𝐼𝐾) manjše od praga 𝑡, potem je 
prava odločitev 𝐷0, v nasprotnem primeru je to 𝐷1. Grafična predstavitev verjetnosti 
napak FMR in FNMR je prikazana s Sliko 2.1 
 
Slika 2.1: Grafični prikaz verjetnosti napak 𝐹𝑀𝑅 in 𝐹𝑁𝑀𝑅 [3] 
Potrebno je definirati še napako EER (Equal Error Rate), ki je enaka presečišču 
nepravilno potrjenih (FMR) in nepravilno zavrnjenih (FNMR) posameznikov. EER se 
uporablja za oceno uspešnosti sistemov, ko hočemo oceniti sistem neodvisno od 
vrednosti praga 𝑡. Manjša kot je vrednost napake EER, bolj je sistem uspešen pri 
razpoznavanju in obratno.  
Pri predstavitvi rezultatov diplomskega dela bodo uporabljene oznake napak 
FAR (False Accept Rate) in FRR (False Rejection Rate). Do sedaj je bilo pri ocenjevanju 
biometričnih sistemov govora samo o FMR in FNMR. Obstaja relacija med temi 
napakami, saj FAR in FRR vsebujeta še napaki zaradi senzorja zajema FTA (Failure To 
Aquire) in pridobitve ustreznega vzorca FTE (Failure To Enroll). V našem procesu 
razpoznavanja smo uporabili že obstoječe slike šarenic, zato lahko te napake 
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zanemarimo. Tako se relacija med različnimi oznakami napak poenostavi in lahko 
zapišemo enakosti med FNMR in FRR ter FMR in FAR.  
2.5  Grafični prikaz algoritmov razpoznavanja 
Za predstavitev učinkovitosti algoritmov razpoznavanja se uporabljajo 
namenske krivulje. Kot primer grafične vizualizacije in evalvacije sistemov 
razpoznavanja, lahko izpostavimo ROC (Receiver Operating Characteristics) krivuljo 
in DET (Detection of Error Trade-off) krivuljo. 
2.5.1  ROC krivulja 
En izmed prvih, ki je uporabil ROC krivuljo v kontekstu strojnega učenja je bil 
Spackman [6], ki je prikazal uporabnost ROC krivulje pri oceni in primerjavi različnih 
algoritmov. ROC krivulja se v sklopu razpoznavanja šarenice uporablja za predstavitev 
rezultatov, ki obsegajo vse vrednosti praga 𝑡. Na ta način se primerja različne sisteme 
v podobnih pogojih ali enake sisteme v različnih pogojih. Primer ROC krivulje je 
predstavljen s Sliko 2.2 
 
Slika 2.2: Primer ROC krivulje 
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Graf krivulje ima na 𝑥 osi vrednosti FAR, na 𝑦 osi pa vrednosti 1-FRR, ki ustrezajo 
vrednostim TAR (True Accept Rate) ali VR (Verification Rate). Za vsako ROC krivuljo 
sta značilni dve točki na grafu - to sta točki (0,0) in (1,1). Do teh točk pridemo s 
postavitvijo praga v eno ali drugo skrajnost na intervalu [−∞,∞]. Pri točki (0,0) se 
prag premakne v neskončno in s tem se predpostavi, da nobenega vzorca ni mogoče 
razvrstiti kot prilegajočega. To tudi pomeni, da nobenega od vzorcev ni mogoče 
napačno razvrstiti med prilegajoče, zato imata tu FAR in VR vrednosti 0. Pri točki (1,1) 
se prag premakne v minus neskončno. Pri tem predpostavljamo, da so vsi vzorci 
prilegajoči. To pomeni, da so tudi ne prilegajoči vzorci razvrščeni med prilegajoče, 
zato imata tu FAR in VR vrednost 1. Še ena točka, ki jo je potrebno omeniti, je točka 
(0,1), ki predstavlja popolni razpoznavalnik. Bližje kot je krivulja tej točki, boljši je 
uporabljen algoritem in učinkovitejši je sistem razpoznavanja. V primeru, da točka leži 
na premici med (0,0) in (1,1) pomeni, da imamo opravka z naključnim sistemom 
razpoznavanja [4]. 
2.5.1.1  AUC (Area Under Curve) 
Za primerjanje dveh sistemov razpoznavanja lahko poenostavimo celotno 
predstavitev rezultatov z ROC krivuljo na zgolj eno skalarno vrednost. To je območje 
pod krivuljo AUC. Vrednost AUC je vedno na intervalu vrednosti [0,1], vendar nikoli 
manj kot 0.5, to pa zato, ker ima naključni razpoznavalnik že vrednost AUC 0,5. Primer 
območja pod krivuljo prikazuje Slika 2.3. Krivulja B ima večjo vrednost AUC kot krivulja 
A, zato je algoritem B uspešnejši od algoritma A. 
 
Slika 2.3: Primer območja pod krivuljo (AUC) za krivuljo A in B [4] 
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2.5.2  DET krivulja 
Za primerno predstavitev sistema potrebujemo krivuljo učinkovitosti, saj opis 
sistema z enim parametrom ne zadostuje. Običajno se za to predstavitev uporablja 
ROC krivulja, vendar se je pri določenih aplikacijah že izkazalo (npr. razpoznavanje 
govora), da ima DET krivulja več prednosti. Slednja je namreč modificirana ROC 
krivulja, ki prikazuje napake na obeh oseh. Slika 2.4 prikazuje DET krivuljo. Ob 
primerjavi z ROC krivuljo na Sliki 2.2, opazimo skoraj linearno karakteristiko in 
enakomerno razporeditev čez celotno območje DET krivulje. To pomeni lažje 
opazovanje in odčitavanje vrednosti napak.  
 
Slika 2.4: Primer DET krivulje [5] 
 
Za potrebe diplomskega dela bomo uporabili ROC krivuljo, je pa odločitev, 
katero krivuljo izbrati, stvar namembnosti ali aplikacije. Nekatere krivulje so bolj 
primerne za razvijalce in proizvajalce sistemov, druge pa bolj za uporabnike. V praksi 
obe dajeta uporabne informacije o učinkovitosti sistema razpoznavanja, zato je 
smiselno poznavanje obeh [5]. 
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3  Teoretično ozadje 
V tem poglavju opisujemo teoretično ozadje obdelave področja šarenice in 
teoretično ozadje nevronskih omrežij ter predstavljamo tudi kratek zgodovinski 
pregled obeh področij.  
3.1  Biometrija področja šarenice 
Klasično razpoznavanje področja šarenice je problem, ki ga je potrebno reševati 
sistematično. Koraki in postopki so predstavljeni v naslednjih razdelkih. Za učinkovito 
razpoznavanje moramo imeti ustrezne vzorce, s katerimi lahko kvalitetno operiramo. 
Za zajem bogate strukture področja šarenice potrebujemo sistem zajema, ki zagotovi 
premer področja šarenice z vsaj 70 točkami resolucije. V praksi imajo sistemi za zajem 
premera področja šarenice tudi od 100 do 140 točk. Tipično se uporabljajo enobarvne 
CCD kamere, resolucije 480x640 točk z NIR osvetlitvijo valovne dolžine 700 do 900 
𝑛𝑚, ki je za človeško oko nevidna in tako nevsiljiva [1]. 
3.1.1  Zgodovinski pregled biometrije področja šarenice 
Ideja o očesni biometriji je stara že več kot 100 let. Začetki raziskovanja lastnosti 
za identifikacijo posameznika segajo v leto 1886, ko je Francoz A. Bertillon ugotavljal 
unikatnost področja šarenice. Raziskave so se takrat izvajale za potrebe francoske 
policije v Parizu in uporabljale za vizualni pregled identitete pariških zapornikov [7]. 
Prva konceptualna rešitev je prišla leta 1987, ko sta Flom in Safir patentirala 
avtomatiziran biometrični sistem [8]. Njun sistem je bil nepraktičen za splošno 
uporabo, saj je bila pridobitev vzorčnih slik precej zamudna in naporna. Čeprav pri 
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tem ni bil razvit noben algoritem, je bil patent vseeno odlična podlaga za nadaljnje 
delo. Mejnik pri biometriji šarenice je leta 1994 postavil John Daugman, ko je 
patentiral sistem za razpoznavanje šarenice s praktično izvedenim algoritmom [1]. 
Teoretična zamisel Daugmanovega algoritma pravi, da je negativni izid testa 
statistične neodvisnosti lahko zelo učinkovita metoda razpoznavanja vzorcev ob 
pogoju, da je entropija med vzorci iz različnih razredov dovolj visoka. Obdobje do leta 
2001 lahko klasificiramo kot začetek očesne biometrije. Kasneje je to področje 
doživelo razcvet - med letoma 2008 in 2010 je bilo namreč objavljenih več publikacij 
kot v skupno 15 letih prej (Slika 3.1). Kljub številnim izboljšavam Daugmanovega 
algoritma skozi desetletja, ostaja ta še danes osnova za to vrsto biometrične 
identifikacije [9].  
 
Slika 3.1:  Število publikacij biometrije šarenice med leti 1991-2010 [9] 
3.1.2  Segmentacija 
V prvem koraku pri klasičnem razpoznavanju šarenice določimo meji, ki ločujeta 
šarenico od ostalih delov očesa. Ena poteka na zunanji strani šarenice, druga pa na 
notranji. Ti meji se lahko aproksimira z dvema krogoma, ki potekata po obodih 
šarenice. Za določitev teh mej oziroma mejnih obrisov obstajajo različni postopki, ki 
uporabljajo različne pristope. Ko te mejne obrise izračunamo, lahko na ta način 
izolirano področje šarenice uporabimo v naslednjem koraku. Postopek iskanja mejnih 
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obrisov imenujemo segmentacija. Največji izziv pri segmentaciji so ne željena 
prisotnost trepalnic, prekrit del področja šarenice z veko, odsev na očesu, 
deformacija zenice, uporaba kontaktnih leč. Ker gre za zelo aktivno področje 
raziskovanja, se pojavljajo vedno boljši algoritmi in načini izločanja teh motenj. 
Segmentacija šarenice je v procesu razpoznavanja en od najpomembnejših korakov. 
Segmentirana področja šarenic, ki jih obdelujemo v naslednjih korakih, morajo biti 
točna, brez artefaktov, saj lahko le na ta način zgradimo robusten sistem 
razpoznavanja. V nadaljevanju sta opisana dva uveljavljena načina iskanja mejnih 
obrisov.  
3.1.2.1  Houghova transformacija 
Houghova transformacija predstavlja standardni algoritem pri računalniškem 
vidu. Uporablja se za detekcijo enostavnih geometrijskih oblik, ki so prisotne v 
slikovnih datotekah. Najprej moramo z gradientnim operatorjem določiti robne točke 
vhodne slike. Nato s pomočjo Houghove transformacije te točke povežemo v obris in 
ugotovimo, ali ležijo na določeni krivulji (v tem primeru krožnici) ali ne. To izvedemo 
s primerjavo z določenim pragom. Obris, ki ga pridobimo na ta način, sovpada z 
območjem šarenice.  
Matematični opis je povzet po algoritmu Wildesa [10] z enačbo (3.1) 
 
 |∇𝐺(𝑥, 𝑦) ∗ 𝐼(𝑥, 𝑦)| ≥ 𝑡ℎ (3.1) 
 
pri čemer 𝐼(𝑥, 𝑦) predstavlja vhodno sliko šarenice in 𝐺(𝑥, 𝑦) Gaussovo funkcijo s 
središčem v točki (𝑥0, 𝑦0) in s standardnim odklonom 𝜎. Matematični izraz Gaussove 
funkcije je 
 








2𝜎2 . (3.2) 
 
Celoten izraz (3.2) ima kot rezultat robne točke, ki jih pridobimo z 
upragovljanjem najmočnejše spremembe svetilnosti gradienta s pragom 𝑡ℎ. S 
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takšnim upragovljanjem ne dobimo samo željenih robnih točk šarenice, ampak vse 
prisotne robne točke na vhodni sliki. Da lahko določimo obris šarenice, potrebujemo 
algoritem ali transformacijo, ki odloča o tem, ali robna točka leži na določeni 
geometrijski obliki (krožnici) ali ne. To transformacijo izvede Houghova 
transformacija. V primeru, da je šarenica prekrita z veko na spodnjem ali zgornjem 
delu, to lahko vpliva na uspešnost segmentacije zaradi lažnih robnih točk, ki niso del 
obrisa šarenice. To rešimo z obtežitvijo ustreznih odvodov robnih točk. Ob iskanju 
mejnega obrisa so odvodi spremembe svetilnosti vertikalnih robov bolj obteženi kot 
odvodi horizontalnih robov (Slika 3.2). Zaradi bolj obteženih vertikalnih robov, se 
krožni obris prilega zunanjima robovoma med šarenico in beločnico in tako se 
segmentacija uspešno izvede. Matematični zapis Houghove transformacije z enačbo  
(3.3) 
 
 𝐻(𝑥𝑐, 𝑦𝑐, 𝑟) = ∑ ℎ(𝑥𝑗 , 𝑦𝑗 , 𝑥𝑐 , 𝑦𝑐, 𝑟)
𝑛
𝑗=1  (3.3) 
pri čemer je 




č𝑒 𝑗𝑒 𝑔(𝑥𝑗 , 𝑦𝑗 , 𝑥𝑐, 𝑦𝑐, 𝑟) = 0 
𝑣 𝑣𝑠𝑒ℎ 𝑑𝑟𝑢𝑔𝑖ℎ 𝑝𝑟𝑖𝑚𝑒𝑟𝑖ℎ
 (3.4) 
in 




− 𝑟2 (3.5) 
 
 
pri čemer so robne točke predstavljene z (𝑥𝑗 , 𝑦𝑗) za 𝑗 = 1,2, . . , 𝑛. Parametrizirana 
krožnica je zapisana z (𝑥𝑐, 𝑦𝑐 , 𝑟), pri čemer je (𝑥𝑐, 𝑦𝑐) središče krožnice 𝑟 pa polmer. 
Za vsako robno točko se nato izračuna vrednost funkcije 𝑔 (3.5) in če je ta vrednost 
nič, pomeni, da točka leži na krožnici. Točke krožnice, ki maksimizirajo funkcijo 𝐻 
predstavljajo iskan obris šarenice. 
 Za določitev notranje meje med zenico in šarenico se uporablja isti princip, le z 
manjšimi variacijami. Manjše variacije so:  




- algoritem za iskanje robnih točk ni usmerjen, ker pri območju zenice ni 
nevarnosti prekrivanja 
- krožnica, ki opisuje obris zenice, leži znotraj krožnice, ki ločuje šarenico od 
beločnice. 
 
Ko sta oba obrisa določena, moramo določiti še prekrivanje (če to obstaja) zgornje in 
spodnje veke, kar pa ni predmet te diplomske naloge, zato bomo detajlno razlago 
izpustili.  
 
Slika 3.2:  Prikaz različnih usmerjenosti robnih točk [14] 
3.1.2.2  Daugmanov operator (ang. Daugman's Integro-Differential Operator) 
Postopek za določitev obrisa z Daugmanovim operatorjem [11] lahko smatramo 
kot variacijo Houghove transformacije. Tudi v tem primeru se z odvajanjem določi 
robne točke in se jih nato z enačbo (3.6) združi v geometrijsko obliko. Ta način iskanja 
obrisa področja šarenice je predstavil John Daugman in je še danes prisoten v 
integriranih sistemih za razpoznavanje. Algoritem je manj odporen na prisotne šume 
v slikah (npr. odsevi, prekrivanja), njegova prednost pa je, da ne prihaja do napak 
zaradi napačno izbranega praga, kot pri Houghovi transformaciji. To lahko pripišemo 
dejstvu, da se v tem primeru ukvarjamo samo z direktnimi vrednostmi odvodov brez 
upragovljanja. Ko iščemo obris, moramo vhodno sliko 𝐼(𝑥, 𝑦) v prvem koraku zgladiti 
s pomočjo Gaussovega filtra. S tem odstranimo nepomembne, šibke robne točke in 
omilimo vpliv šuma, ki prihaja iz okolja ali iz opreme za zajem. Glavne robne točke, ki 
jih filter ohrani, nato uporabimo za izračun obrisa s pomočjo Daugmanovega 
operatorja. Z operatorjem poiščemo maksimum krožnega integrala s središčem v 
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(𝑥0, 𝑦0) in spremenljivim radijem. To naredimo za obe meji, torej za notranjo in 
zunanjo mejo področja šarenice.  
Matematični izraz operatorja za iskanje obrisov predstavimo z enačbo (3.6) 
 























predstavlja Gaussov filter (3.7) s središčem v 𝑟0 in standardnim odklonom 𝜎. Gaussov 
filter uporabimo za glajenje slike. Operator deluje kot iterativni krožni detektor, ki 
išče mejne vrednosti območij, definirane s parametri (𝑥0, 𝑦0, 𝑟). Delovanje takšnega 
operatorja prikazuje Slika 3.3. 
 
 
Slika 3.3: Delovanje Daugmanovega operatorja [9] 
 
Na Sliki 3.3 ni nobenih motenj ali prekrivanj na področju šarenice (odsevi, veke, 
trepalnice), zato je v tem primeru operator uspešen. Če bi veka pokrivala del 
področja, krožni integral ne bi deloval več pravilno. V takšnem primeru se integral 
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omeji na področja skrajno levo in skrajno desno (kot smo to videli pri Houghovem 
transformu) in na tak način zagotovi pravilno delovanje. 
 
Kateri način segmentacije izberemo je odvisno od kvalitete in tipa vzorcev. V primeru, 
da je prag težko določljiv, je boljša izbira Daugmanov operator, saj je pri Houghovi 
transformaciji pogosta napaka nepravilno izbran prag za detekcijo robnih točk. Ta 
pogosto privede do izgub kritičnih robnih točk, izguba kritičnih točk pa pomeni 
zmotno detekcijo področja šarenice in tako nepravilno segmentacijo. V primeru, da 
imamo opravka z veliko motenj v vzorcih pa uporabimo Houghovo transformacijo, saj 
je Daugmanov operator manj odporen na motnje in prekrivanja.  
3.1.3  Normiranje 
V drugem koraku je potrebno pridobljeno segmentirano šarenico normirati. To 
storimo s pretvorbo v obliko, ki je primernejša za luščenje značilk. Najbolj uveljavljen 
način je normiranje s pomočjo Daugmanovega modela, ki krožno obliko šarenice 
pretvori v traku podobno obliko.  
3.1.3.1  Daugmanov model (ang. Daugman's rubber sheet model) 
Območje šarenice, ki ga pridobimo pri segmentaciji, mora biti primerljivo z še 
enim območjem, če hočemo, da sistem razpoznavanja deluje. Težava se pojavi, ko 
primerjamo šarenici iste osebe, zajeti v različnih pogojih (npr. drugi model kamere, 
različna oddaljenost subjektov, različna osvetlitev). Področji šarenic nista direktno 
primerljivi zaradi deformacij (različno velika zenica), zato ju je potrebno 
standardizirati. Uporabiti moramo torej ustrezni algoritem, ki področje šarenice 
normira. John Daugman je predstavil model [1], ki iz krožne oblike šarenico pretvori 
(odvije) v pravokotno obliko standardnih velikosti. Pri tem se vsaka polarna 
koordinata (𝑟, 𝜃) transformira v kartezijsko koordinato v ravnini (𝑥, 𝑦), pri čemer 𝑟 
ponazarja širino območja šarenice, 𝜃 pa opisan kot. Vrednost 𝑟 je vedno na intervalu 
[0,1], medtem ko je opisan kot 𝜃 na intervalu [0,2𝜋]. 




Slika 3.4: Daugmanov model [9] 
Pretvorbo lahko matematično opišemo z enačbo (3.8)  
 
 𝐼(𝑥(𝑟, 𝜃), 𝑦(𝑟, 𝜃))
 
→𝐼(𝑟, 𝜃) (3.8) 
 
pri čemer sta 
 
 𝑥(𝑟, 𝜃) = (1 − 𝑟)𝑥𝑝(𝜃) + 𝑟𝑥𝑖(𝜃) (3.9) 
 
 𝑦(𝑟, 𝜃) = (1 − 𝑟)𝑦𝑝(𝜃) + 𝑟𝑦𝑖(𝜃). (3.10) 
 
𝐼(𝑥, 𝑦) predstavlja segmentirano šarenico pred normalizacijo, 𝐼(𝑟, 𝜃) pa 
normalizirano šarenico. Koordinati 𝑥(𝑟, 𝜃) in 𝑦(𝑟, 𝜃) sta linearni kombinaciji robnih 
točk meje med zenico in beločnico, predstavljeni z enačbami (3.9) in (3.10), pri čemer 
sta (𝑥𝑝, 𝑦𝑝) in (𝑥𝑖 , 𝑦𝑖) koordinati zenice in beločnice v smeri kota 𝜃. 
3.1.4  Vektorji značilk  
Najprej smo morali področje šarenice pri segmentaciji ustrezno izolirati, da smo 
zagotovili čim boljše delovanje izbranega algoritma luščenja značilk. V naslednjem 
koraku smo šarenico normirali zaradi potrebe po objektivnem primerjanju dveh 
področij. V zadnjem koraku pridobivanja vektorjev značilk moramo iz segmentirane 
in normirane bogate teksture šarenice izluščiti samo ključne, unikatne lastnosti in jih 
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kodirati v primeren format za kasnejšo primerjavo. Bistveno je, da imajo pridobljeni 
vektorji značilk podobne vrednosti, ko primerjamo področja šarenice istega 
posameznika (med-razredne primerjave) in različne vrednosti, ko primerjamo 
področja dveh različnih oseb (izven-razredne primerjave). Do ustreznih in uporabnih 
rezultatov lahko pridemo z uporabo različnih algoritmov. Najbolj pogosti so postopki 
luščenja značilk s pomočjo Gaborjevih filtrov. 
3.1.4.1  Gaborjevi filtri 
Gaborjevi filtri se uporabljajo za analizo tekstur in detekcijo robnih točk. Na ta 
način pridobimo značilke, primerne za ugotavljanje lastnosti slik. Gaborjeva funkcija 
je definirana kot modulacijski produkt kompleksne sinusoide in Gaussovega pulza. 

















2𝜎2 [cos(2𝜋𝑓0𝑡 + 𝜓) + j sin(2𝜋𝑓0𝑡 + 𝜓)] (3.11) 
 
pri čemer 𝜎, 𝑡0, 𝑓0 in 𝜓 predstavljajo širino Gaussovega pulza, lego njegovega vrha na 
časovni osi, frekvenco in fazo sinusoide. Funkcija je nato ločena na dva dela – realni 
in imaginarni. Realni del je modulirana kosinusna funkcija z Gaussovim pulzom, 
medtem ko je imaginarni del moduliran sinus z Gaussovim filtrom. Za pridobivanje 
vektorjev značilk segmentiranega in normiranega področja šarenice, je Daugman 
zapisal Gaborjevo funkcijo v dvorazsežnem kartezijskem koordinatnem sistemu  
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pri čemer je 𝑓𝐺  zmnožek eliptične Gaussove funkcije s središčem v točki (𝑥0, 𝑦0) in 
standardnima odklonoma 𝜎𝑥 in  𝜎𝑦 ter kompleksne sinusoide s prostorsko frekvenco   
(𝑈, 𝑉) in fazo 𝜓 [13]. 
Pri klasični metodi sistemov razpoznavanja vektorje značilk kodiramo v bitne 
predloge. Za izdelavo predlog za kasnejšo primerjavo smo uporabili demodulacijo 
izhoda Gaborjevega filtra, ki izlušči fazno informacijo s pomočjo 2D Gaborjevih 
valjčkov. Generirani kompleksni koeficienti določajo kot fazorja v kompleksni ravnini. 
Vsak fazor je nato kvantiziran na enega od štirih kvadrantov, z velikostjo dveh bitov 
na fazno informacijo. Proces ponovimo čez celotno območje normirane šarenice, 
dokler skupna velikost izluščenih informacij ne doseže 2048 bitov (256 bajtov) [11]. 
Na Sliki 3.5 je grafično prikazan proces fazne demodulacije  
 
Slika 3.5: Proces fazne demodulacije [11] 
3.1.5  Log-Gaborjevi filtri 
Pri Gaborjevih filtrih se lahko pojavi težava enosmerne komponente v primeru, 
da je pasovna širina večja od ene oktave. Enosmerno komponento lahko izničimo z 
uporabo Gaborjevih filtrov v logaritemski skali. Frekvenčni odziv lahko zapišemo z 
enačbo (3.13) 
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pri čemer 𝑓0 predstavlja frekvenco, 𝜎 pa pasovno širino filtra [14]. 
3.1.6  Prileganje 
Predloge značilk vzorcev pridobljene z Gaborjevimi filtri vsebujejo kodirano 
informacijo področja šarenice. Za primerjavo predlog značilk potrebujemo algoritem, 
ki lahko kvantitativno oceni podobnost dveh množic značilk. Ker se področje šarenice 
po uveljavljenem klasičnem postopku binarno kodira, lahko neenakost dveh vzorcev 
izmerimo s Hammingovo razdaljo. S to razdaljo izračunamo, koliko bitov med dvema 
bitnima predlogama je enakih. Rezultat primerjave je neenakost dveh vzorcev; 
primerjava torej pokaže ali operiramo z dvema različnima ali z dvema enakima 







𝑗=1 𝑌𝑗 (3.14) 
 
pri čemer 𝑋𝑗 predstavlja bitno predlogo šarenice za verifikacijo, 𝑌𝑗 pa bitno predlogo, 
ki pripada šarenici posameznika v bazi klientov . 𝑁 predstavlja celotno število bitov. 
Izračunana razdalja je razmerje med vsoto različnih bitov (funkcija izključujoči ALI 
predstavljena s simbolom ⊕) in številom vseh bitov 𝑁 [1]. 
3.2  Globoka nevronska omrežja 
Začetki globokih nevronskih omrežij izvirajo iz študij umetnih nevronskih mrež, 
ki so bile zasnovane kot alternativa klasičnim koračnim algoritmom. Koncept 
nevronskih mrež je povzet po bioloških sistemih in poskuša posnemati njihovo 
delovanje. Od klasičnih metod se razlikujejo predvsem po konceptu obdelave 
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informacij. Medtem ko imajo koračni algoritmi že vnaprej določeno strukturo in potek 
obdelave podatkov, se nevronske mreže učijo s pomočjo primerov ob vsaki iteraciji. 
Z učenjem se spreminjajo posamezne uteži povezav nevronov in tako samo-
organizirajo ključne vhodno-izhodne povezave [23].  
3.2.1  Zgodovinski pregled nevronskih mrež 
Začetek moderne dobe nevronskih mrež lahko povežemo s člankom iz leta 1943 
[15], kjer se prvič povezujeta področji nevrofiziologije in logike. Opisan model 
nevrona po predvidevanjih McCullocha in Pittsa deluje po zakonu vse ali nič, torej 
binarni logiki, kjer je vrednost praga konstantna. Nakazala sta tudi, da bi bilo omrežje, 
sestavljeno iz takšnih nevronov, ob primernih pogojih sposobno rešiti kakršenkoli 
matematični problem. Rezultati predstavljenega modela so zato bile enostavne 
logične funkcije. Leta 1949 je Hebb [16] predlagal mehanizem učenja bioloških 
nevronov in uveljavil Hebbovo pravilo učenja. Kasneje leta 1958 [17] je bil prvič 
predstavljen model večplastnega perceptrona - nevronske mreže z več obteženimi 
vhodi. V članku je opisan nov pristop razpoznavanja vzorcev z nadzorovanim 
učenjem. V tem pristopu so bile odkrite dve pomanjkljivosti [18]; prvič, da enoplastni 
perceptron ni sposoben reševati funkcije izključujoči ALI, drugič, da je bila takratna 
računalniška tehnologija premalo zmogljiva za primerno velike nevronske mreže. Po 
odpravi pomanjkljivosti je bil leta 1986 predstavljen sistem vzvratnega učenja 
Rumelharta in McClellanda [19], ki je ponovno obudil raziskovanje nevronskih mrež. 
Potrebe po reševanju vedno bolj kompleksnih sistemov in aplikacij so rasle, zato je 
bilo za napredek nujno odkritje algoritmov, da omogočajo nenadzorovano učenje 
(brez poseganja človeka). LeCun je pokazal, da lahko s pomočjo gradienta in 
vzvratnega učenja naučimo konvolucijsko omrežje, ki lahko rešuje vsakdanje 
probleme. Leta 1998 to tudi uporabil za razpoznavanje dokumentov [20]. Hinton je 
leta 2006 predstavil hiter algoritem za učenje globokih nevronskih omrežij, ki je kazal 
velik potencial [21], leta 2012 pa je Krizhevsky obnovil zanimanje za konvolucijska 
nevronska omrežja z visoko natančnostjo razpoznavanja na ILSVRC (ImageNet Large-
Scale Visual Recognition Challenge) [22]. Od takrat dalje je praksa učenja globokih 
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konvolucijskih nevronskih omrežij postala stalna, bolj priljubljena in bolj uporabna od 
klasičnih, ne-globokih metod.  
3.2.2  Model nevrona (Hebbov model) 
Nevron je osnovni gradnik in je ključnega pomena za delovanje nevronske 
mreže. Izvira iz Rosenblattovega perceptrona, ideje, ki je bila predstavljena leta 1985 
[17]. Osnovni deli perceptrona so vhodi, uteži, prag, aktivacijska funkcija ter en izhod. 
Uteži lahko zavzamejo katero koli vrednost v množici realnih števil. Vsi obteženi vhodi 
se nato združijo v sumacijsko točko, kjer so pomnoženi z izbrano aktivacijsko funkcijo. 
Vloga teh funkcij je omejevanje amplitude izhoda nevrona na primeren interval. 
Shematski prikaz nevrona prikazuje Slika 3.6.  
 
Slika 3.6: Diagram Hebbovega modela nevrona [13] 
Vhodi so predstavljeni z 𝒙𝒊 = 𝑥1, 𝑥2, .., 𝑥𝑛, vsak vhod je obtežen z utežjo 𝒘𝒋𝒏 = 𝑤𝑗1, 
𝑤𝑗2,.., 𝑤𝑗𝑛. Vsoto vseh vhodov v 𝑗-to procesno enoto in njenega praga 𝑤𝑗 nato vodimo 
skozi aktivacijsko funkcijo. Vhod 𝒛𝒋 v aktivacijsko funkcijo je predstavljen z enačbo 
(3.15) 
 
 𝒛𝒋 = (∑ 𝒘𝒋𝒊𝒙𝒊
𝑛
𝑖=1 ) − 𝒘𝒋. (3.15) 
 
Izhod iz 𝑗-te procesne enote opišemo z enačbo (3.16) 
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 𝒚𝒋 = 𝑓(𝒛𝒋) (3.16) 
pri čemer 𝑓 predstavlja izbrano aktivacijsko funkcijo [13]. Nekaj primerov aktivacijskih 
funkcij je predstavljenih na Sliki 3.7. 
 
Slika 3.7: Primeri osnovnih aktivacijskih funkcij [13] 
3.2.3  Preprosta nevronska mreža 
Preprosta nevronska mreža je sestavljena iz vhodne plasti, izhodne plasti in ene 
ali več skritih plasti. Primer mreže je predstavljen na Sliki 3.8. Vsako vozlišče vhodne 
plasti je povezano z vsakim vozliščem skrite plasti in vsako vozlišče skrite plasti je 
povezano z vsakim vozliščem izhodne plasti. Vsako vozlišče je obteženo z določeno 
utežjo.  
 
Slika 3.8: Primer nevronske mreže z dvema skritima plastema [23] 
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Takšen tip nevronske mreže imenujemo usmerjena nevronska mreža, saj informacije 
potujejo usmerjeno iz vhodne plasti proti izhodni plasti. Vhoda in izhoda ne povezuje 
povratna zanka, zato so izhodni podatki le funkcija vhodnih. Vozlišča v skritih plasteh 
so obtežena z utežmi. Tako obtežena vozlišča predstavljajo vhode v naslednje plasti, 
ki so v nadaljevanju procesirane z linearnimi ali nelinearnimi aktivacijskimi funkcijami. 
Usmerjeno nevronsko mrežo z vhodnim vektorjem 𝒙𝒊 = 𝑥1, 𝑥2, .., 𝑥𝑛 in izhodnim 
vektorjem 𝒚𝒊 = 𝑦1, 𝑦2, .., 𝑦𝑛 lahko matematično predstavimo z enačbo (3.17) 
 
 𝒑𝒋 = tanh(∑ 𝒘𝒊,𝒋𝒙𝒊𝑖 ) (3.17) 
 
pri čemer 𝒙𝒊 predstavlja vhodni vektor, 𝒘𝒊,𝒋 vektor uteži prve skrite plasti, 𝑡𝑎𝑛ℎ 
nelinearno aktivacijsko funkcijo, 𝒑𝒋 pa izhodni vektor prve skrite plasti. Te vrednosti 
se nato prenesejo na vhod druge skrite plasti, ki postopek ponovi, le z drugimi 
vhodnimi podatki (izhodni vektor iz prve skrite plasti) in drugim izhodnim vektorjem. 
Enačbo lahko zapišemo (3.18) 
 
 𝒒𝒌 = tanh(∑ 𝒘𝒋,𝒌𝒑𝒋𝑗 ) (3.18) 
 
pri čemer 𝒑𝒋 predstavlja vhodni vektor, 𝒘𝒋,𝒌 vektor uteži druge skrite plasti, 𝑡𝑎𝑛ℎ 
nelinearno aktivacijsko funkcijo, 𝒒𝒌 pa izhodni vektor druge skrite plasti. 
Izhodna plast nato izvede preprosto seštevanje obteženih vhodov (3.19) in rezultat je 
vektor 𝒚𝒍 
 
 𝒚𝒍 = ∑ 𝒘𝒌,𝒍𝒒𝒌𝑘  (3.19) 
 
pri čemer 𝒒𝒌 predstavlja vhodni vektor, 𝒘𝒌,𝒍 vektor uteži izhodne plasti, 𝒚𝒍 pa izhodni 
vektor [23]. 
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3.2.4  Konvolucijska nevronska omrežja 
Vloga konvolucijskih omrežij je bila ključna pri razvoju globokega učenja. So ena 
izmed prvih uporabnih komercialnih aplikacij globokega učenja in še vedno ostajajo 
prva izbira pri uporabi tovrstnih aplikacij. V devetdesetih letih 20. stoletja je ameriško 
podjetje AT&T razvilo sistem z globokim konvolucijskim omrežjem, ki je lahko 
samostojno bralo izdane čeke. Konec devetdesetih je isti sistem bral že desetino vseh 
čekov Združenih držav Amerike. Kasneje so bili predstavljeni številni OCR (Optical 
Character Recognition) sistemi in sistemi za razpoznavanje pisave, ki so imeli za 
osnovo globoka konvolucijska omrežja [24].  
Konvolucijska nevronska omrežja se lahko predstavijo kot nadgradnja 
usmerjenih nevronskih mrež. Uporabna so predvsem tam, kjer se obdeluje podatke, 
ki imajo mrežno strukturo [25] . To so lahko eno-dimenzionalni podatke, kot je zvočni 
signal ali pa dvo-dimenzionalni, kot je slikovna datoteka. Kot že samo ime pove je ena 
plast sestavljena iz funkcij, ki imajo za matematično operacijo konvolucijo. V osnovi 
pa so zgrajene iz več plasti, vsaka ima svojo funkcijo pri luščenju značilk.  
 
1. Konvolucijska plast 
 
Običajne nevronske mreže imajo povezave med vsakim izhodom in 
vhodom predstavljene z matriko parametrov. To pomeni, da obstaja različen 
parameter med vsakim parom vhod-izhod in da je v primeru 𝑚 vhodov in 𝑛 
izhodov potrebno število parametrov 𝑚 𝑥 𝑛. Torej čas in število računskih 
operacij, ki jih algoritem potrebuje za izračun, je sorazmeren številu teh 
parametrov. Konvolucijske plasti poskrbijo, da se število teh parametrov 
zmanjša. To je izvedeno tako, da je za vhodno plast konvolucije zajeto manjše 
področje celotne vhodne plasti, ki ustreza morebitni značilki. Če to manjšo plast 
premikamo po celotni vhodni plasti, omejimo vse vhodno-izhodne povezave na 
neko število 𝑘. Na ta način število vseh parametrov zmanjšamo na v 𝑘 𝑥 𝑛. To 
število 𝑘 je enako številu povezav znotraj konvolucijske plasti. S tem, ko 
premikamo konvolucijsko plast čez celotno območje, uporabljamo tudi vedno 
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enake parametre za izračun izhodnega vektorja konvolucijske plasti. V 
primerjavi z drugimi omrežji, konvolucijska omrežja zato niso le manj računsko 
zahtevna, ampak tudi prostorsko bolj varčna. V praksi to pomeni, da se čas, 
sredstva in delovni spomin, ki so potrebni za izvedbo ukazov in hranjenje 
parametrov, precej zmanjšajo [26] . 
 
2. Pooling plast 
Tipično ima konvolucijsko nevronsko omrežje tri dele. V prvem delu se 
izvedejo vzporedne konvolucije čez celotno področje vhodne plasti in kot 
rezultat na izhodu dobimo linearne transformacije. V drugem delu vsako 
linearno transformacijo pridobljeno iz konvolucij vodimo čez nelinearno 
aktivacijsko funkcijo in tako dobimo nelinearno izhodno transformacijo. V 
zadnjem delu nelinearni izhod iz konvolucijske plasti vodimo še čez eno plast, 
ki jo imenujemo Pooling. Bistvo Pooling plasti je zmanjšanje odvisnosti izhoda 
od manjših odstopanj vhoda ter zmanjšanje prostorskih dimenzij konvolucijskih 
plasti. Za primer lahko izpostavimo Max-Pooling plast, ki ni občutljiva na 
pozicijo vrednosti nelinearnega izhoda ampak samo na maksimalno vrednost 
sosednjih izhodov [27].  
 
Slika 3.9: Primer delovanja MaxPooling plasti [27] 
 
S to metodo zmanjšamo dimenzionalnost podatkov, pri tem pa ohranimo 
večino informacije. Na Sliki 3.9 imamo primer MaxPoolinga s filtrom velikosti 
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2 𝑥 2, ki lahko zavzame štiri možne pozicije. Ko vhodno plast filtriramo s tem 
filtrom, vidimo, da dobimo za vsako možno pozicijo kot izhodni parameter 
maksimalno vrednost tega področja. Kljub precejšnjemu zmanjšanju 
dimenzionalnosti še vedno ohranimo najpomembnejše informacije (npr. robne 
točke) posameznih podpodročij.  
 
3. Popolnoma povezane plasti 
Po konvolucijskih in Pooling plasteh sledi še popolnoma povezana plast, 
ki ima funkcijo presojanja na zadnjem, najvišjem nivoju. Popolnoma povezane 
plasti uporabijo izhode nevronov iz prejšnjih plasti (Pooling ali konvolucijskih 
plasti) in jih povežejo z vsakim razpoložljivim nevronom v popolnoma povezani 
plasti. Te plasti niso več prostorsko razporejene, zato so izhodi teh plasti 
primerni za algoritme, ki so odgovorni za razvrščanje in označevanje (primer 
takšnega algoritma je Softmax plast) [22]. 
 
4. Aktivacijske funkcije  
Pri osnovnem modelu nevrona so bile predstavljene tri osnovne 
aktivacijske funkcije – linearna, binarna in sigmoidalna (Slika 3.7). V globokih 
nevronskih omrežjih so običajno uporabljeni drugi tipi aktivacijskih funkcij, ki 
imajo vse nelinearen značaj. Te funkcije omogočajo globokim nevronskim 
omrežjem kompleksnejšo predstavitev podatkov v primerjavi z linearnimi 
predstavitvami. Opisali bomo tri najbolj uporabljene. Te so: 
 
 Sigmoidalna funkcija 
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pri čemer je 𝑧 ∈ ℝ. Funkcija je grafično prikazana na Sliki 3.10 a). Številčna 
vrednost 𝑧 je lahko katerokoli število iz množice realnih števil, izhodna 
vrednost funkcije pa se nahaja na intervalu [0,1]. Ravno zaradi dveh območij 
nasičenja (pri 0 in 1) in enostavnosti odvajanja v linearnem delu je bila 
sigmoidalna funkcija pogosta izbira pri učenju globokih nevronskih omrežij 
[27].  
 
 Funkcija tanh 
Aktivacijsko funkcijo tanh opišemo z enačbo (3.21) 
 
 𝜎(𝑧) = tanh (𝑧) (3.21) 
 
pri čemer je 𝑧 ∈ ℝ. Funkcija je grafično prikazana na Sliki 3.10 b). Vhodne 
vrednosti so enake kot pri sigmoidalni aktivacijski funkciji, s tem da je izhodni 
interval pri tanh simetričen [−1,1]. Tudi pri tej funkciji imamo dve področji 
nasičenja, razlika je v srednji vrednosti funkcije. Simetrične aktivacijske funkcije 
imajo zato prednost pred standardnimi (3.20), saj so normirane na srednjo 
vrednost nič. Konvergenca je običajno hitrejša, če je povprečna vrednost 
vhodnih spremenljivk med učenjem blizu ničle [27], [28]. 
 
 Funkcija ReLU (Rectified Linear Unit)  
Aktivacijsko funkcijo ReLU [30] opišemo z enačbo (3.22) 
 
 𝜎(𝑧) = {
𝑧𝑖,
0,  
č𝑒 𝑗𝑒 𝑧𝑖 ≥ 0
č𝑒 𝑗𝑒 𝑧𝑖 < 0
 (3.22) 
 
pri čemer je 𝑧 ∈ ℝ. Funkcija je grafično prikazana na Sliki 3.10 c). Za razliko od 
tanh in sigmoidalne funkcije preide ReLU v nasičenje samo v eno smer.  
Krizhevsky je pokazal [22], da uporaba ReLU funkcij precej pohitri 
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konvergenco spusta gradienta in posledično tudi učenja v primerjavi s 
sigmoidalnimi in tanh funkcijami [29]. Prednost je tudi enostaven izračun, saj 
pri ReLU izvedemo le upragovljenje pri pragu nič, medtem ko moramo pri 
funkcijah tanh (3.20) in sigmoidalni (3.21) računati eksponentne ali 
trigonometrične funkcije, kar je računsko zahtevnejše in časovno potratno. 
 
Slika 3.10: Primeri različnih aktivacijskih funkcij, pri čemer je a) sigmoidalna b) tanh ter c) ReLU [27]. 
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4  Metodologija 
V tem poglavju so opisani vsi algoritmi, baze podatkov ter orodja za izvedbo 
eksperimentov. Poglavje je razdeljeno v tri razdelke. V prvem se nahaja opis baze slik. 
V drugem je opisana baza algoritmov za segmentacijo, pridobivanje vektorjev značilk 
in prileganje. V tretjem je opisano uporabljeno globoko konvolucijsko nevronsko 
omrežje. 
4.1  Opis zbirke slik CASIA-Iris V4 
CASIA-IrisV4 [31] vsebuje šest različnih zbirk, za praktični del diplome pa smo 
uporabili štiri. Nabor vsebuje 32034 slik, te so predstavljene z osmimi biti nivojev 
sivine v JPEG formatu. Zajete so bile s pomočjo kamere, ki deluje v skoraj infrardeči 
svetlobi valovne dolžine med 700 in 900 𝑛𝑚. Kratek opis uporabljenih zbirk je 
prikazan v Tabeli 4.1. Slike šarenic za različne zbirke so zajete z različnimi tipi senzorja, 
pri različnih pogojih, zato testiranje na posameznih zbirkah prinaša več različno 
uporabnih rezultatov in omogoča izgradnjo robustnega sistema razpoznavanja. 
CASIA-Iris-Interval je primerna za detajlno preučevanje teksture šarenice. Slike so 
zajete s pomočjo NIR LED obroča, ki področje šarenice primerno osvetli. Pri CASIA-
Iris-Lamp so slike zajete s pomočjo ročnega senzorja. Med zajemanjem slik šarenic se 
je spreminjalo osvetljenost in tako vneslo med-razredne variacije, saj se s 
spreminjanjem osvetljenosti zenica širi in krči, področje šarenice se deformira, kar 
predstavlja dodaten izziv pri razpoznavanju. CASIA-Iris-Twins ima v bazi sto parov 
dvojčkov. Prav zaradi njihovih ostalih fizičnih podobnosti je zanimiva študija 
podobnosti oz. razlik na področju šarenice. CASIA-Iris-Syn vsebuje deset tisoč 
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sintetiziranih slik področja šarenice, ki so bile avtomatsko generirane. Teksture so 
prenesli na fotografije ljudi, kar celotno zbirko naredi bolj realistično. Med-razredne 
variacije, ki se pojavljajo v zbirki, vključujejo rotacijo, zameglitev in deformacijo in na 
ta način otežujejo razpoznavanje.  
 
 




OKI IRISPASS-h OKI IRISPASS-h 
CASIA iris algoritem 
za sintezo šarenic 















Število oseb 249 411 200 1000 
Število razredov 395 819 40 1000 
Število slik 2639 16212 3183 10000 
Resolucija 320*280 640*480 640*480 640*480 
Lastnosti 
Zelo jasne slike 











Tabela 4.1: Prikaz lastnosti posameznih uporabljenih zbirk [31] 
4.2  USIT Toolkit V2 
Univerza v Salzburgu je izdala paket orodij, s katerim lahko procesiramo 
slikovne datoteke v namen raziskovanja sistemov za razpoznavanje šarenice. Paket  
USIT Toolkit V2 [32] vsebuje algoritme za segmentacijo, luščenje vektorjev značilk in 
primerjavo vektorjev značilk. Vsa orodja, ki se nahajajo v paketu, so prikazana v Tabeli 
4.2. Za potrebe diplomske naloge so algoritmi predstavljeni samo s kratico ter kratkim 
nazivom v angleškem jeziku. Podrobnejši opis algoritmov se nahaja v dokumentaciji 
zbirke [32]. 
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Namen algoritma Naziv Kratek opis v angleškem jeziku 
Segmentacija _caht_ Contrast-adjusted Hough Transform 
_wahet_ Weighted Adaptive Hough and Ellipsopolar Transform 
_ifpp_ Iterative Fourier-series Push Pull 
_manuseg 
Uses points from a manual segmentation to extract the iris 
texture 
Pridobitev vektorjev značilk _lg_ 1D-LogGabor Feature Extraction  
_cg_ Complex Gabor filterbanks as used by Daugman 
_qsw_ Extraction with the algorithm of Ma et al. 
_ko_ Algorithm of ko et al. 
_cr_ Algorithm of Rathgeb and Uhl 
_cb_ Context-based Iris Recognition 
_dc_t Algorithm of Monroe et al. 
_sift_ Sift points as iris code 
Prileganje  _koc_ Algorithm of Ko et al. 
_cbc_ Context based algorithm 
_dctc_ Algorithm of Monro et al. 
_siftc_ Comparator for sift iris codes 
_surfc_ Comparator for surf iris codes 
_lbpc_ Comparator for lbp based iris codes 
_hd_ Hamming Distance-based Comparator 
 
Tabela 4.2: Algoritmi za obdelavo slik vključeni v USIT Toolkit V2 [32] 
4.3  GoogLeNet 
Za alternativni algoritem pridobivanja vektorjev značilk smo izbrali vnaprej 
naučeno globoko konvolucijsko omrežje GoogLeNet. Omrežje je bilo razvito za 
potrebe tekmovanja v razpoznavanju in detekciji ILSVRC 2014 in na njem doseglo 
najboljši rezultat. Naučeno je bilo za namen razpoznavanja stvari in predmetov 
(object recognition), kjer opažamo bistvene napredke v zadnjih letih, predvsem zaradi 
dobre hkratne implementacije globokih arhitektur DCNN (Deep Convolutional Neural 
Network) in klasičnih arhitektur R-CNN (Reccurent Convolutional Neural Network). 
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Globoko nevronsko konvolucijsko omrežje GoogLeNet ima 22 plasti. V posamezni 
plasti omrežja prihaja do kombinacije filtrov znotraj mreže in konvolucijskih filtrov 
različnih velikosti. Takšna mreža je precej spremenjena v primerjavi s prejšnjimi 
arhitekturami konvolucijskih omrežij, največ zaradi novih dodatnih plasti, imenovanih 
Inception (Slika 4.2). Osnovna ideja Inception plasti je uporaba učljivih filtrov različnih 
velikosti, s katerimi se lahko prilagaja različnim nivojem. Temelji na aproksimaciji in 
uporabi obstoječih komponent lokalnih raztresenih struktur (Sparse structure) v 
konvolucijskem omrežju. Vzporedno je implementirana tudi Pooling plast, ki je 
potrebna za zmanjševanje prostorske velikosti omrežja. Pred 3x3 in 5x5 
konvolucijami so v omrežju uporabljene še 1x1 konvolucije. S tem se poveča globina 
in širina mreže, zmanjša število parametrov in zmanjša dimenzionalnost podatkov. S 
takšno arhitekturo zmanjšamo možnost prenasičenosti (overfitting) v fazi učenja in 
potrebo po velikih spominskih kapacitetah za hranjenje parametrov. Vse konvolucije 
uporabljene v GoogLeNet mreži uporabljajo ReLU aktivacijske funkcije. Inception 
plasti so uporabne predvsem za potrebe razvrščanja, medtem ko je za detekcijo 
uporabljena R-CNN. Za primerjavo - GoogLeNet uporablja 12x manj parametrov, kot 
jih je uporabljalo nevronsko omrežje Krizheyskyja leta 2012. Kljub manjšemu številu 
parametrov so rezultati, ki jih dosežejo s tem nevronskim omrežjem, bistveno boljši. 
V primerjavi z letom 2013 se je proces detekcije izboljšal kar za dvakrat. Na Sliki 4.1 
je prikazano celotno GoogLeNet omrežje z vsemi plastmi. 
 
Slika 4.1: Celotno globoko konvolucijsko nevronsko omrežje GoogLeNet [2] 
 
 




Slika 4.2: Prikaz Inception plasti [2] 
 Za potrebe diplomskega dela bomo to isto globoko nevronsko omrežje 
poskušali uporabiti kot algoritem za luščenje značilk, čeprav je omrežje naučeno z 
vzorci, ki niso korelirani s tem področjem. Glede na namembnost in učno množico 
vzorcev ne pričakujemo sposobnosti razpoznavanja, saj na prvi pogled področje 
šarenice in področje objektnega razpoznavanja nimata veliko skupnega. V primeru 
pozitivnih rezultatov bomo ugotavljali smiselnost globokih nevronskih omrežij za 
uporabo v tovrstnih aplikacijah in morebitno raziskavo v smeri učenja globokih 
omrežij na vzorcih šarenic za izgradnjo boljšega sistema razpoznavanja. 
4.3.1  Prileganje 
Tako kot pri klasični metodi, tudi pri metodi luščenja značilk z globokim 
nevronskim omrežjem potrebujemo algoritem, ki lahko kvantitativno oceni 
podobnost dveh množic značilk. Z razliko od klasičnega postopka, kjer se področje 
šarenice binarno kodira, imamo tukaj opravka z vektorji, ki imajo za zalogo vrednosti 
množico realnih števil. Za mero podobnosti dveh vektorjev značilk, ki sta zvezna, 
bomo uporabili eno od razdalj Minkovskega. To je Evklidova razdalja [13], ki jo 
zapišemo z enačbo (4.1) 
 
 𝐷𝐸(𝒙𝒌, 𝒙𝒍) = √∑ (𝑥𝑘,𝑗 − 𝑥𝑙,𝑗)
2𝑛
𝑗=1  (4.1) 
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5  Rezultati 
V tem poglavju so predstavljeni rezultati poskusov. Poglavje je razdeljeno po 
zbirkah, kjer je vsaka opisana, predstavljena z reprezentativnimi slikovnimi 
datotekami, opisani in prikazani pa so tudi vsi vmesni koraki pri določanju vektorjev 
značilk. Rezultati so grafično predstavljeni v obliki ROC krivulj, ki smo jih pridobili s 
pomočjo paketa algoritmov PhD Toolbox [33] v sklopu programskega orodja Matlab®. 
Vektorji značilk in primerjave za potrebe klasične metode so bili pridobljeni s pomočjo 
zbirke algoritmov USIT Toolbox V2. Kot alternativno pridobivanje vektorjev značilk, je 
bilo uporabljeno vnaprej naučeno globoko konvolucijsko omrežje GoogLeNet, 
primerjave vektorjev pa so bile izvedene s pomočjo programskega orodja Matlab®. 
Pri klasični metodi smo za segmentacijo šarenice uporabili spremenjeno 
Houghovo transformacijo, za normiranje pa Daugmanov model. Algoritem, ki smo ga 
uporabili za izvedbo teh transformacij, je predstavljen s kratico _wahet_(Tabela 4.2). 
Segmentirane in normirane šarenice lahko vidimo na Slikah 5.2, 5.5, 5.8 in 5.11 d) in 
e). Motenj (npr. odsevov, vek in trepalnic) v sklopu diplomskega dela nismo odstranili, 
kar je tudi razvidno iz pravkar naštetih primerov slik. Vektorje značilk smo nato 
pridobili s pomočjo Log-Gaborjevih filtrov. Algoritem, ki smo ga uporabili, je označen 
s kratico _lg_ (Tabela 4.2). Primere vektorjev značilk lahko vidimo na slikah 5.2, 5.5, 
5.8 in 5.11 a). Mero podobnosti vzorcev smo izmerili z algoritmom _hd_, ki ustreza 
Hammingovi razdalji. 
 Pri hibridni metodi smo ravno tako uporabili algoritem _wahet_, s tem, da smo 
izhodno velikost segmentirane in normalizirane šarenice nastavili na resolucijo 
224x224 točk (slike 5.2, 5.5, 5.8 in 5.11 c)). Za pridobitev vektorjev značilk smo 
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uporabili implementirano omrežje GoogLeNet, mero podobnosti med značilkami pa 
izmerili s pomočjo Evklidove razdalje.  
Pri direktni metodi smo uporabili kar neobdelano vhodno sliko, ki smo ji 
spremenili resolucijo na 224x224 točk. Vektorje značilk smo nato izračunali s pomočjo 
omrežja GoogLeNet. Mero podobnosti med značilkami smo zopet izmerili s pomočjo 
Evklidove razdalje. Vhodne slike v globoko nevronsko omrežje so prikazane na slikah 
5.2, 5.5, 5.8 in 5.11 b). 
5.1  CASIA-Iris-Interval 
Zbirka slik je bila zajeta večinoma v dveh seansah. Uporabljena je bila kamera z 
NIR obročem, ki poudari bogato teksturo šarenice. V zbirki je 249 subjektov, kjer je 
395 med-razrednih možnih primerjav. Število vseh slik znaša 2639, resolucija teh je 
320x280 točk. Število med-razrednih primerjav je 8932, medtem ko je število izven-
razrednih primerjav 884136. Za med-razredne primerjave izračunamo razdaljo med 
vzorci iste osebe istega očesa, za izven-razredne pa vse ostale primerjave. Na Sliki 5.1 
je prikazano levo oko osebe S1001 zajeto v dveh časovnih intervalih.  
 
Slika 5.1: Primer slik CASIA-Iris-Interval [31] 
Vmesna stanja pridobivanja vektorjev značilk pri zbirki CASIA-Iris-Interval prikazuje 
Slika 5.2 pri čemer je a) primer bitne predloge šarenice po klasični metodi, b) primer 
neobdelane vhodne slike v globoko nevronsko omrežje po direktni metodi [31], c) 
primer izboljšane segmentirane vhodne slike v globoko nevronsko omrežje po 
hibridni metodi, d) primer izboljšane segmentirane slike po klasični metodi in e) 
primer originalne segmentirane slike šarenice po klasični metodi. 




Slika 5.2: Primeri vmesnih stanj zbirke CASIA-Iris-Interval pri pridobivanju vektorjev značilk in 
razpoznavanju šarenice 
V Tabeli 5.1 so prikazani rezultati primerjav z izbranimi metodami. Grafično so 








Tabela 5.1: Primerjava rezultatov izbranih metod pri zbirki CASIA-Iris-Interval 
 
Pri zbirki CASIA-Iris-Interval smo dosegli najboljše rezultate s klasično metodo z 
EER 4,10%. Pri VER@1FAR smo dosegli 92,15% verjetnost verifikacije, medtem ko je 
druga najboljša direktna metoda z EER 12,22% in VER@1FAR s 60,12%. Zaradi 
kvalitetnih testnih vzorcev z jasnim področjem šarenice smo pričakovali, da bo 
klasična metoda imela najboljši rezultat, je pa rezultat z direktno metodo nad 
pričakovanji, saj dobršen del vhodne slike pokriva šarenica. Hibridna metoda je 
dosegla EER 21,56% in VER@1FAR 31,09%, kar je še vedno več kot dvakrat boljše od 





EER VER@1FAR VER@01FAR VER@001FAR 
Klasična 0.0410 0.9215 0.8298 0.6885 
Hibridna 0.2156 0.3109 0.1394 0.0560 
Direktna 0.1222 0.6012 0.3669 0.1978 




Slika 5.3: Grafični prikaz rezultatov CASIA-Iris-Interval v obliki ROC krivulje v linearnem merilu (levo) 
in logaritemskem merilu (desno) 
5.2  CASIA-Iris-Lamp 
Zbirka slik je bila zajeta v eni seansi. Uporabljena je bila kamera tipa OKI 
IRISPASS. V zbirki je 411 subjektov, kjer je 819 med-razrednih možnih primerjav. 
Število vseh slik znaša 16212, resolucija teh je 640x480 točk. Število med-razrednih 
primerjav je 153090, medtem ko je število izven-razrednih primerjav 12591474. Za 
med-razredne primerjave izračunamo razdaljo med vzorci iste osebe istega očesa, za 
izven-razredne pa vse ostale primerjave Na Sliki 5.4 je prikazano levo oko osebe 
S2001 zajeto pri različnih osvetlitvah.  
 
Slika 5.4: Primer slik CASIA-Iris-Lamp [31] 
Vmesna stanja pridobivanja vektorjev značilk pri zbirki CASIA-Iris-Lamp prikazuje Slika 
5.5 




Slika 5.5: Primeri vmesnih stanj zbirke CASIA-Iris-Lamp pri pridobivanju vektorjev značilk in 
razpoznavanju šarenice 
pri čemer je a) primer bitne predloge šarenice po klasični metodi, b) primer 
neobdelane vhodne slike v globoko nevronsko omrežje po direktni metodi [31], c) 
primer izboljšane segmentirane vhodne slike v globoko nevronsko omrežje po 
hibridni metodi, d) primer izboljšane segmentirane slike po klasični metodi in e) 
primer originalne segmentirane slike šarenice po klasični metodi. 
V Tabeli 5.2 so prikazani rezultati primerjav z izbranimi metodami. Grafično so 













EER VER@1FAR VER@01FAR VER@001FAR 
Klasična 0.0637 0.8710 0.7755 0.6854 
Hibridna 0.2198 0.3893 0.2128 0.1086 
Direktna 0.0986 0.7245 0.5418 0.3851 




Slika 5.6: Grafični prikaz rezultatov CASIA-Iris-Lamp v obliki ROC krivulje v linearnem merilu (levo) in 
logaritemskem merilu (desno) 
Vzorci v tej zbirki (Slika 5.4) so višje resolucije kot v prejšnji zbirki (Slika 5.1), je 
pa področje šarenice manjše, zato je kvaliteta malenkost slabša. Kljub temu smo 
dosegli dobre rezultate s klasično metodo z EER 6,37%. Pri VER@1FAR smo dosegli 
87,10% verjetnost verifikacije, medtem ko je druga najboljša tudi tokrat direktna 
metoda z EER 9,86% in VER@1FAR s 72,45%. Direktna metoda je boljša kot v Tabeli 
5.1 predvsem zaradi širšega področja obraza, ki vnese večje izven-razredne in manjše 
med-razredne variacije. S hibridno metodo smo dosegli EER 21,98% in VER@1FAR 
38,93% kar je podobno kot pri CASIA-Iris-Interval. 
5.3  CASIA-Iris-Syn 
Zbirka slik je bila sintetično ustvarjena. Na fotografije ljudi so bila dodana 
umetno ustvarjena področja šarenice. V zbirki je 1000 subjektov, kjer je 1000 med-
razrednih možnih primerjav. Število vseh slik znaša 10000, resolucija teh je 640x480 
točk. Med-razrednih primerjav je 45000, medtem ko je izven-razrednih primerjav 
8991000. Za med-razredne primerjave izračunamo razdaljo med vzorci iste osebe 
istega očesa, za izven-razredne pa vse ostale primerjave. Na Sliki 5.7 je prikazano 
umetno generirano področje šarenice levega očesa osebe S6000. 




Slika 5.7:  Primer slik zbirke CASIA-Iris-Syn [31] 
Vmesna stanja pridobivanja vektorjev značilk pri zbirki CASIA-Iris-Syn prikazuje Slika 
5.8 
 
Slika 5.8: Primeri vmesnih stanj zbirke CASIA-Iris-Syn pri pridobivanju vektorjev značilk in 
razpoznavanju šarenice 
pri čemer je a) primer bitne predloge šarenice po klasični metodi, b) primer 
neobdelane vhodne slike v globoko nevronsko omrežje po direktni metodi [31], c) 
primer izboljšane segmentirane vhodne slike globoko nevronsko omrežje po hibridni 
metodi, d) primer izboljšane segmentirane slike po klasični metodi in e) primer 
originalne segmentirane slike šarenice po klasični metodi. 
V Tabeli 5.3 so prikazani rezultati primerjav z izbranimi metodami. Grafično so 
prikazani na Sliki 5.9. 
 
 









Tabela 5.3: Primerjava rezultatov izbranih metod pri zbirki CASIA-Iris-Syn  
 
Slika 5.9: Grafični prikaz rezultatov CASIA-Iris-Syn v obliki ROC krivulje v linearnem merilu (levo) in 
logaritemskem merilu (desno) 
V primeru zbirke CASIA-Iris-Syn smo dosegli najboljše rezultate v vseh 
eksperimentih z direktno metodo z EER 2,15%. Pri VER@1FAR smo dosegli 96,22% 
verjetnost verifikacije, medtem ko je druga najboljša klasična metoda z EER 21,04% 
in VER@1FAR s 67,53%. Direktna metoda je v splošnem najboljša predvsem zaradi 
področja obraza, ki se v tej zbirki ne spreminja, ko računamo med-razredne 
primerjave. Namreč umetno ustvarjena področja šarenic so znotraj razreda priredili 
vedno isti fotografiji. Na ta način so med-razredne variacije le variacije v šarenici, izve-
razredne pa variacije v celotni sliki, kar ta dva razreda jasno ločuje. S hibridno metodo 







EER VER@1FAR VER@01FAR VER@001FAR 
Klasična 0.2104 0.6753 0.6385 0.6062 
Hibridna 0.2186 0.3776 0.1955 0.0929 
Direktna 0.0215 0.9622 0.8355 0.2218 




Zbirka slik je bila zajeta v eni seansi. Uporabljena je bila kamera tipa OKI 
IRISPASS. V zbirki je 200 subjektov, kjer je 400 med-razrednih možnih primerjav. 
Število vseh slik znaša 3183, resolucija teh je 640x480 točk. Med-razrednih primerjav 
je 12376, medtem ko je izven-razrednih primerjav 1110417. Za med-razredne 
primerjave izračunamo razdaljo med vzorci iste osebe istega očesa, za izven-razredne 
pa vse ostale primerjave. Na Sliki 5.10 je prikazano levo oko osebe S3001.  
 
Slika 5.10: Primer slik zbirke CASIA-Iris-Twins [31] 
Vmesna stanja pridobivanja vektorjev značilk pri zbirki CASIA-Iris-Twins prikazuje 
Slika 5.11 pri čemer je a) primer bitne predloge šarenice po klasični metodi b) primer 
neobdelane vhodne slike v globoko nevronsko omrežje po direktni metodi [31] c) 
primer izboljšane segmentirane vhodne slike globoko nevronsko omrežje po hibridni 
metodi d) primer izboljšane segmentirane slike po klasični metodi in e) primer 
originalne segmentirane slike šarenice po klasični metodi. 
 




Slika 5.11: Primeri vmesnih stanj zbirke CASIA-Iris-Twins pri pridobivanju vektorjev značilk in 
razpoznavanju šarenice 
V Tabeli 5.4 so prikazani rezultati primerjav z izbranimi metodami. Grafično so 










Tabela 5.4: Primerjava rezultatov izbranih metod pri zbirki CASIA-Iris-Twins 
 
Slika 5.12:  Grafični prikaz rezultatov CASIA-Iris-Twins v obliki ROC krivulje v linearnem merilu (levo) 





EER VER@1FAR VER@01FAR VER@001FAR 
Klasična 0.1568 0.7438 0.6596 0.5818 
Hibridna 0.2586 0.3704 0.2035 0.0999 
Direktna 0.1361 0.6449 0.4801 0.3367 
5.4 CASIA-Iris-Twins 63 
 
 
V primeru zbirke CASIA-Iris-Twins smo dosegli najboljše rezultate s klasično 
metodo z EER 15,68%. Pri VER@1FAR smo dosegli 74,38% verjetnost verifikacije, 
medtem ko je druga najboljša direktna metoda z EER 13,61% in VER@1FAR s 64,49%. 
V tej zbirki so vzorci slabše kvalitete zato so rezultati nekoliko slabši od ostalih zbirk. 





6  Zaključek 
Implementiral in preizkusil sem sisteme za razpoznavanje šarenice, ki temeljijo 
na globokem nevronskem omrežju GoogLeNet ter na klasični metodi. Izvedel sem tri 
metode razpoznavanja in jih primerjal med seboj. Pokazal sem, da kljub drugi 
namembnosti globokega omrežja GoogLeNet, dobimo zanimive rezultate pri 
razpoznavanju. Posebno zanimivo je dejstvo, da pri vseh zbirkah daje hibridna 
metoda – torej kombinacija klasične segmentacije in globoke konvolucijske 
nevronske mreže GoogLeNet – podobne rezultate. Pri klasični in direktni metodi je 
precej odstopanj od zbirke do zbirke, medtem ko je hibridna metoda konsistentna. 
Klasična metoda je precej odvisna od uspešnosti segmentacije, pri problematičnih 
vzorcih, kot so pri CASIA-Iris-Twins in CASIA-Iris-Syn, ki vsebujeta rotacije, zameglitve, 
prekrivanja in podobne motnje, je verjetnost napak v tej fazi visoka. Glede na to, da 
so uporabljene enake vhodne segmentirane slike šarenic tudi pri hibridni metodi 
sklepam, da je ta metoda precej manj občutljiva na nepravilno segmentacijo, saj 
nevronsko omrežje tolmači segmentirano sliko kot celoto. Pri direktni metodi se 
rezultati spreminjajo glede na velikost zajetega območja obraza, zato ima tak sistem 
omejitve. Potreben je natančen in invarianten zajem šarenice in okolice očesa, saj s 
spremembo kadra vplivamo na rezultate. Pokazal sem, da lahko že s pomočjo vnaprej 
naučenega globokega konvolucijskega omrežja, kot je GoogLeNet, pridemo do 
konsistentnih rezultatov in da je raziskava v smeri učenja globokih nevronskih omrežij 
na podatkovnih bazah šarenic smiselna in smotrna.   
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6.1  Nadaljnje delo 
 
Za nadaljnje delo bi bilo smiselno izboljšati algoritem segmentacije oziroma 
segmentirati šarenico s popolnoma drugim algoritmom. Namesto direktne metode z 
enim globokim nevronskim omrežjem bi lahko uporabili dve globoki nevronski 
omrežji, eno za segmentacijo, eno za razpoznavanje in tako izločili konvencionalne 
metode pri razpoznavanju šarenice. Potrebno bi bilo tudi izdelati avtomatski sistem 
izločanja nepravilno segmentiranih šarenic. Implementirati bi bilo potrebno tudi 
algoritem za izločanje motenj, ki bi zagotovil optimalno delovanje luščenja značilk. 
Globoko konvolucijsko omrežje bi bilo potrebno na novo naučiti z zbirko področij 
šarenic ter vse izboljšave implementirati v nov sistem razpoznavanja. Tovrstne 
izboljšave bi omogočile izvedbo robustnega sistema razpoznavanja tudi v primeru 
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