We present an extended version of max-plus algebra which includes the inverse operator of "max". This algebra enables us to ultra-discretize the system including subtractions and obtain new ultra-discrete equations. The known ultra-discrete equations can also be recovered by this construction.
Introduction
An integrable system is one of main subjects in mathematics and physics. Especially, soliton equations and integrable lattice models have been studied as integrable systems in a variety of points of view. Recently, by the development of computer sciences, discrete and ultra-discrete versions of integral system have been attracting a great deal of attention. The ultra-discretization of soliton equations and other various important equations are intensively studied in [1, 2, 3, 4, 5, 6, 7, 8] . Moreover, it is known that the various ultra-discrete soliton equations are obtained from solvable vertex model in statistical mechanics in a certain limiting procedure [9, 10] . The key formula for the ultra-discretization is given by lim ǫ→∞ ǫ log(e X/ǫ + e Y /ǫ ) = max(X, Y )
for arbitrary real numbers X, Y . Using this formula, it is known that the field of real numbers can be transformed into the so-called "max-plus" algebra, which is well known in integrable systems. But the main difficulty for the usual ultra-discretization procedure is that there is no operator corresponding to the subtraction " − ". (see Fig.1 ) Therefore, so far, we cannot deal with ultra-discretization of integral systems including the subtraction.
In this paper, in order to solve this difficulty, we define an extended version of max-plus algebra called "inversible Max-Plus algebra", which includes the usual max-plus algebra and the operator corresponding to the subtraction.
x × y −→ X + Y x/y −→ X − Y x + y −→ max(X, Y )
x − y −→ ??
Fig. 1. ultra-discretization
Our constructions is as follows. We shall define a Max-Plus algebra as Z-module A with the operation Max : A × A → A satisfying (α + β) + γ = α + (β + γ), (
for α, β, γ ∈ A. Max-Plus subalgebra and homomorphism are defined in the usual manner. The basic example is Z which is the ring of integer with Max(n, m) = max(n, m), where max(n, m)
stands for the maximum of the pair n and m.
In this paper, we explicitly construct Max-Plus algebra Ω and Ω 0 with P : Ω 0 → Z such that
(1) Ω ⊃ Ω 0 as Max-Plus algebra, for arbitrary α, β ∈ Ω
We call Ω inversible Max-Plus algebra, due to the inversible property of Max operator (1.4) .
It is known that we can construct UD equation (ultra-discrete equation) on Z from standard discrete PDE's (partial differential equations) satisfying certain conditions through the usual ultra-discretization procedure. But, using our constructions, we can construct UD equation on Ω from any discrete PDE's, even if they include the subtraction. If this UD equation and its solution on Ω belong to Ω 0 , the projection P gives the UD equation and solutions on Z explained above. As an application, we apply this inversible Max-Plus algebra Ω to periodic recursive equation and obtain UD periodic equation on Ω and Z.
Secondly, we shall define "plus" operator onZ (i.e., plus :Z ×Z →Z) as follows. For
In the sequel, we write a + b for plus(a, b) for the matter of convenience.
If a = a ′ + η, define the order relations a > a ′ , a < a ′ and a = a ′ by
If a = η, define the absolute value |a| by |a| = max(a, 0) + max(−a, 0).
Definition of
For the matter of convenience, an element (a 1 , · · · , a n ) is denoted by a or (a i ) n i=1 . Set Ξ = ∞ n=1Z n / ∼, where the union is disjoint and the equivalence relation "∼" is generated by
An element (a 1 , · · · , a n ) is called irreducible, if n is minimum in its equivalence class. We remark that we can introduce the order relations into a 1 , · · · , a n , if (a 1 , · · · , a n ) is irreducible.
If there is no danger of confusion, the equivalence class defined by (a 1 , · · · , a n ) is also denoted by (a 1 , · · · , a n ).
Let us define "Max" and "Plus" operators on Ξ = ∞ n=1Z n / ∼ (i.e., Max : Ξ × Ξ → Ξ and Plus :
In the sequel, we write a + b for Plus(a, b) for the matter of convenience. Firstly, we will show the "Max" operator is invariant under relations (2.1), (2.2) and (2.3).
which shows the invariance under relation (2.1). For a = (a 1 · · · , a n , c, c+η), a ′ = (a 1 , · · · , a n , −∞)
which shows the invariance under relation (2.2). For a = (a 1 · · · , a n , −∞), a ′ = (a 1 , · · · , a n ) and
which shows the invariance under relation (2.3).
Secondly, we will show the "Plus" operator is invariant under relation (2.1), (2.2) and (2.3).
Lemma 2.2 For a, b, c ∈ Ξ, we have the following identities:
The proof is straightforward from (2.4) and (2.5). First formula (2.6) is obtained by the following computation:
Second formula (2.7) is obtained by the following computation:
Third formula (2.8) is obtained by the following computation:
Last formula (2.9) is obtained by the following computation:
, where Ξ ′ = Ξ\{(−∞)} and the equivalence relation is given by
The equivalence class of (a, b) is denoted by a − b. Then, we have
Next, we will define "Max" , "Plus" and "Minus" operators on Φ (i.e., Max : Φ × Φ → Φ,
In the sequel, for the matter of convenience, we write α + α ′ and α − α ′ for Plus(α, α ′ ) and Minus(α, α ′ ) respectively.
Lemma 2.3
The above definition is well defined.
Proof. Firstly, we will show the "Max" operator is invariant under relations (2.10)
which shows the invariance under relation (2.10).
Secondly, we will show the "Plus" operator is invariant under relations (2.10)
Thirdly, we will show the "Minus" operator is invariant under relations (2.10)
Next, we shall show that Φ has the Max-Plus algebra structures (1.1), (1.2), (1.3) and the inversible property (1.4). More precisely, we have the following lemma.
Lemma 2.4 For α, β, γ ∈ Φ, we have the following identities:
Proof. Suppose α = a − b, β = c − d and γ = e − f . First identity (2.14) is obtained by the following computation:
Second identity (2.15) is obtained by the following computation:
Third identity (2.16) is obtained by the following computation:
Final identity (2.17) is obtained by the following computation:
Definition of inversible Max-Plus algebra Ω
For the matter of convenience, a one-component element a = (a) ∈ Φ is denoted by a, and
there is no danger of confusion.
Proof. The computation is straightforward as follows:
Define a subset Ω of Φ by Proof. By definition, it is clear that Ω ⊂ Φ. Therefore, it is enough to show that Φ ⊂ Ω.
For α = (a 1 , · · · , a n ) − (b 1 , · · · , b m ) ∈ Φ, we may assume that (a 1 , · · · , a n ) and (b 1 , · · · , b m ) are irreducible and a 1 ≥ · · · ≥ a n and b 1 ≥ · · · ≥ b n , without loss of generality. Then, we have
Here, we have used
Next, in the following two theorems, we shall express Plus, Minus and Max operators in Ω.
∈ Ω, the result of the computation of Plus and Minus operators is given by
where the correction terms C + , C − are given by
Proof. The computation is straightforward from Lemma 2.5. 
Next, we express Max operator in Ω. For arbitrary
where the correction term C m is given by
If a = a ′ + η, we have
(2.22) Remark 1. We will extend the above formula for general cases as follows. For
the expression of Max(α, α ′ ) can be computed by using (2.21), (2.22) and the identity
Here, notice that the first term in the right hand side (2.23) can be computed by (2.21), (2.22). 1. There exists k ∈ N and k < n, m such that
without loss of generality. These three cases 1, 2 and 3 correspond to the first, second and third cases in (2.22) respectively.
Proof of Theorem 2.8. Let us consider the case a = a ′ + η. Without loss of generality, we can assume that a ≥ a ′ . Then, we have
Next, let us consider the case a = a ′ + η. Firstly, we consider the first case in (2.22). (i.e.
There exists k ∈ N and k < n, m such that
which shows the first case in (2.22). Secondly, we consider the second case in (2.22). (i.e. m < n
In this case, we have 
which shows the third case in (2.22).
Applications

The projection to the usual max-plus algebra Z
Let Ω 0 be a subset of Ω defined by
(3.1)
Proof. It is clear from (2.21), (2.19) and (2.20) . Notice that a, a ′ ∈ Z.
Theorem 3.2 The map P : Ω 0 → Z is a homomorphism map with respect to "Max", "Plus", "Minus" operators. More precisely, for
The faithful representation on Ω
For any positive real number ǫ and a = x + ξ ∈Z, set a = x + ξ ∈ C, where
Here we set e a i /ǫ to be zero, if a i = −∞.
Lemma 3.3
The above definition R ǫ : Φ → C is well defined.
Proof. Firstly, we shall show that the definition is invariant under relations (2.1), (2.2) and
we have
Secondly, we shall show that the definition is invariant under relation (2.10). Suppose
Then, it follows that
Then, we have
which shows the invariance under relation (2.10). Here, we have used (3.2) in the third line.
For any positive real number ǫ, define a map Max ǫ :
where a, b ∈ C. Here, we remark that C with Max ǫ has the Max-Plus algebra structures (1.1), (1.2) and (1.3).
Theorem 3.4 (1) The map R ǫ : Φ → C is a representation of Φ. More precisely, for α, α ′ ∈ Φ, we have
Proof.
(1) Firstly, we will prove (3.3) as follows. For
which shows (3.3). Secondly, we will prove (3.4) as follows:
This shows (3.4). We can obtain (3.5) in the same way.
(2) For α = (a 1 , · · · , a n ) − (b 1 , · · · , b m ) ∈ Φ, it is assumed that α is irreducible and a 1 ≥ · · · ≥ a n and b 1 ≥ · · · ≥ b n . Then, we have
Hence, we have
This equation is equal to
Considering ǫ → ∞, we have a 1 = b 1 . By using inductive argument, we obtain
which shows α = 0.
The ultra-discrete recursive equation
Define UD : Z → Ω by
Let P : R n → R be a polynomial function of finite degree given by
where a i 1 ···in ∈ Z, x i ∈ R. For P (x 1 , · · · , x n ), define its UD polynomial P U D : Ω n → Ω by
where
More generally, let F : R n → R a rational function given by
where P and Q are polynomial functions of finite degree. Then, we define its UD equation
Remark. (3.6) is just obtained by the following transformations:
Theorem 3.5 Suppose a periodic recursive equation
on R has period k (i.e. x n+k = x n ), then its UD periodic recursive equation
on Ω also has period k (i.e. X n+k = X n ).
Proof. Substituting x n = e Rǫ(Xn)/ǫ into (3.7), we have = R ǫ (U (a i 1 ···in ) ).
(U (b i 1 ···in ) + i 1 X 1 + · · · i n X n ) .
Hence, we finally obtain
On the other hand, we have R ǫ (X n+k ) = R ǫ (X n ) from x n+k = x n . This implies X n+k = X n .
Next, we will give some examples.
Example 3.6 The periodic recursive equation
has period 5. Then, from Theorem 3.5, we find that its UD equation Example 3.7 The periodic recursive equation
has period 4. Then, from Theorem 3.5, we find that its UD equation Remark. We cannot act the projection map P : Ω 0 → Z for both sides of equation (3.10) and (3.11), since all the variables X i do not belong to Ω 0 . Therefore, this is a new type of UD equations, which cannot be obtained by the usual ultra-discretization procedure.
