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Estimating the parameters of gravitational wave signals detected by ground-based detectors re-
quires an understanding of the properties of the detectors’ noise. In particular, the most commonly
used likelihood function for gravitational wave data analysis assumes that the noise is Gaussian,
stationary, and of known frequency-dependent variance. The variance of the colored Gaussian noise
is used as a whitening filter on the data before computation of the likelihood function. In practice
the noise variance is not known and it evolves over timescales of dozens of seconds to minutes. We
study two methods for estimating this whitening filter for ground-based gravitational wave detec-
tors with the goal of performing parameter estimation studies. The first method uses large amounts
of data separated from the specific segment we wish to analyze and computes the power spectral
density of the noise through the mean-median Welch method. The second method uses the same
data segment as the parameter estimation analysis, which potentially includes a gravitational wave
signal, and obtains the whitening filter through a fit of the power spectrum of the data in terms of
a sum of splines and Lorentzians. We compare these two methods and argue that the latter is more
reliable for gravitational wave parameter estimation.
I. INTRODUCTION
Analysis of data containing compact binary coales-
cence (CBC) signals from ground-based gravitational
wave (GW) detectors [1, 2] relies on accurate models not
only of the expected signal waveforms, but also of the
detector noise [3]. While the field of waveform modeling
has received extensive attention over the last decades [4],
modeling the detector noise has been historically less
mainstream. Despite this, the properties of the detector
noise have been at the forefront of investigations around
GW detections, including the first binary neutron star
(BNS) observation, GW170817, as the signal overlapped
with a major noise excursion in one of the detectors [5].
Traditional template-based analyses of gravitational
wave signals depend on noise weighted inner-products of
waveform models and data which, in turn, depend on
three assumptions about the random noise processes in
the data:
1. The noise is Gaussian, completely characterized by
a mean and a variance.
2. The frequency-dependent variance of the noise is
known.
3. The noise is stationary, i.e. the mean and variance
do not change in time.
Of particular relevance to this work, all three of these
assumptions are explicitly invoked when evaluating the
likelihood function in the LALInference parameter esti-
mation (PE) pipeline used by LIGO-Virgo [6, 7].
However, all three assumptions are invalid to one ex-
tent or another. Most obviously, the variance of the noise
is not known a priori, and needs to be estimated from
the available data, possibly in a way that incorporates
the uncertainty in that estimation [8]. Secondly, the
noise process is time-evolving [9], though for transient
sources it is a reasonable approximation that the sta-
tionary timescales of the noise are long compared to the
stride of data containing the signals [10, 11]. Finally,
non-Gaussian noise excursions, or “glitches”, are com-
mon in the detectors [10, 12] and can potentially occur
in data also containing signals. One such noise excur-
sion, an overflow glitch, overlapped with the BNS signal
GW170817, explicitly breaking the Gaussianity assump-
tion necessary for PE from pipelines available at the time.
In that case, the glitch was coherently fit and regressed
from the data, leaving a Gaussian residual and enabling
robust PE [5, 13].
In this paper we revisit the assumptions about the
noise variance being known and stationary, and com-
pare methods to estimate it as input to the LIGO-Virgo
pipeline used for PE of CBC signals. We study two ap-
proaches for estimating the noise variance.
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2The first method uses “off-source” data – data near
in time, but not containing, the detected signal – to esti-
mate the power spectral density (PSD) of the noise using
a periodogram-based approach. The off-source data are
subdivided into segments equal to the duration T of the
data to be analyzed, and the PSD is estimated by aver-
aging the power spectrum of the data from each segment,
being careful to avoid biases due to large outliers or data
windowing effects. Details of the approach, referred to
as the mean-median method, and its implementation in
the LALInference pipeline are described in Ref. [6].
The second method uses only “on-source” data con-
taining the signal and infers the frequency-dependent
noise variance with a parameterized model. The model
for the noise variance is a two-component phenomenolog-
ical fit. The broad-band noise is fit using a cubic spline
where the number and location of control points for the
spline are free parameters. This fit can be thought of as
a Gaussian process regression for the smooth component
of the PSD [14]. Narrow-band features in the noise are fit
using a linear combination of Lorentzians parameterized
by their central frequency, amplitude, and line width.
Similar to the spline model, the number of Lorentzians in
the fit is a free parameter, and models are explored using
a transdimensional Markov Chain Monte Carlo (MCMC)
algorithm, BayesLine [15].
In this paper we expand upon the exploratory stud-
ies in [15] and compare the two noise estimation meth-
ods by performing a number of quantitative checks on a
more extensive set of PE analyses. In an effort to emulate
the challenges faced by realistic PE for advanced ground-
based detectors we use real publicly available data from
the two LIGO [1] detectors and restrict to methods as
deployed in analysis of real signals. In particular we sim-
ulate CBC signals in different mass regimes, inject them
into the data, and analyze them using LIGO-Virgo PE
software [7] replicating the analysis procedures used in
Ref. [16].
We perform “posterior predictive checks” by testing
whether the data conditioned by our estimates of the
noise variance are consistent with the underlying assump-
tions about the noise set out above. We find that the
on-source parameterized fits typically outperform the off-
source estimation method in these tests. We then show
the effect of the noise variance estimation method on the
inferred parameters of the simulated systems, demon-
strating quantitative differences. We conclude that, of
the two methods tested here, the on-source method yields
estimates of the noise that are more faithful to the foun-
dational assumptions upon which current PE methods
are built, and therefore is the preferred method for noise
characterization.
We also perform exploratory checks on how PE re-
sults are impacted when the noise deviates from the sta-
tionarity assumption. We inject CBC sources into LIGO
data and analyze them with“on-source” whitening filters
computed from data increasingly away from the injec-
tions. We find that as the separation in time between
the signal and the data used to compute the whitening
filter increases, so do the differences in PE results. We
attribute these differences to noise non-stationarity and
advise against using longer-than-necessary data segments
in traditional PE analyses.
The rest of the paper presents the details of our study.
In Sec. II we describe the off-source and the on-source
way of computing the noise variance as well as the simu-
lated signals we analyze. In Sec. III we describe various
tests we perform on the computed noise variances. In
Sec. IV we discuss how the effect of the noise variance
on PE from the CBC sources we simulate. In Sec. V we
explore the effect of noise non-stationarity on PE results.
Finally, in Sec. VI we conclude.
II. THE NOISE VARIANCE
The variance of noise in GW detectors is one of the
ingredients necessary for computing the likelihood func-
tion of the data given a signal model. In this section we
describe the role of the noise variance in GW PE and the
common ways of computing it. We also discuss the CBC
signals we simulate to test the properties of the methods
for computing the noise variance.
A. The role of the noise variance
Our modeling assumption is that the data collected by
ground-based GW detectors can be expressed as
d = h+ n (1)
where d is the data, h is a GW signal that is coher-
ent across the observatory network, and n is the random
noise independent in each detector. Assuming an accu-
rate model for the GW signal h′, the residual r ≡ d− h′
should have the same statistical properties as the detec-
tor noise. Then the likelihood function L(d|h′) in a single
detector, i.e. the probability (density) of measuring the
data d under the assumption that the true signal is h′
is the probability (density) of drawing r from the noise
distribution. For Gaussian noise this reduces to
lnL(d|h′) = −1
2
riC
−1
ij rj + const, (2)
where Einstein summation is assumed, the subscripts de-
note specific time or frequency bins, Cij ≡ 〈ninj〉 is the
noise covariance matrix, we assume that the noise process
is zero-mean, and the constant depends only on the co-
variance matrix and not on the data (or residual). Angle
brackets denote an average over noise realization.
If we further assume that the detector noise is station-
ary, i.e. its properties do not change on the timescales
of interest, then the noise covariance matrix reduces to a
diagonal matrix in the frequency domain
Cij ≡ 〈n˜in˜j〉 = T
2
Sn(fi)δij , (3)
3where no summation is assumed, δij is the Kronecker
delta function, T is the duration of the analysis segment,
and the overhead tilde marks frequency-domain quanti-
ties. Now the (natural logarithm of the) likelihood func-
tion further reduces to [6]
lnL(d|h′) = −2
N/2∑
i
r˜ir˜
∗
i
TSn(fi)
+ const, (4)
where a star denotes the complex conjugate, i counts
the frequency bins, and N is the number of time sam-
ples, equal to the sampling rate times T . For a multi-
observatory network with independent noise, the joint
likelihood is the product of the individual likelihood func-
tions for each detectors’ data. This expression is the well-
known likelihood function used for GW PE [6] 1.
The function Sn(f) is usually referred to as the PSD of
the noise but, for our purposes here, it is simply thought
of as a whitening filter, by which we divide the data (or
residuals) with the expectation that the result will be
consistent with a collection of fair draws from a zero-
mean unit-variance Gaussian distribution, N (0, 1).
The above introductory discussion to the derivation of
the likelihood function highlights the importance of the
three assumptions about the noise in the final expression:
• The Gaussian nature of the noise is invoked when
requiring that the residuals are distributed accord-
ing to a normal distribution, Eq. (2).
• The stationarity of the noise is required to express
Cij as a diagonal matrix, Eq. (3), reducing the
number of operations from O(N2) to O(N) when
evaluating the summation in Eq. (2).
• Finally, in order to compute the likelihood function
we need to know Sn(f).
The main focus of this paper is the whitening filter
Sn(f) and how to realistically compute it in the context
of LIGO-Virgo PE of GW transients. Given that the
detector properties change with time, Sn(f) needs to be
computed for each detector and for each signal separately
from the available data. Before we turn into describing
the two main ways to compute Sn(f) used in LIGO-Virgo
PE studies to date, we discuss some general considera-
tions of the Sn(f) calculation.
We separate the detector data in two pieces. The first,
denoted ds, are the data that contain the signal and the
assumed noise, and enter the numerator of the likelihood
function. The second, denoted dn are the data we will
use to estimate Sn(f), and hence enter the denominator
of the likelihood function. The stationarity assumption
1 The likelihood function is defined slightly differently in
BayesLine, specifically the factor of T/2 is absorbed in the def-
inition of Sn(f). The end product for the numerical values of
lnL(d|h′) is the same.
requires that neither segment of data is too long, oth-
erwise the properties of the noise could change nontriv-
ially. For this reason, it is customary to choose ds to be
as short as possible. Specifically, ds is chosen to be the
smallest power-of-2 integer number of seconds that in-
clude the entire duration of time that the signal spends
in the measurement band of the detectors.
For example, analyses of high mass binary black holes
(BBHs) such as GW150914 use T = 4s [17]; for lower
mass BBHs such as GW151226, T = 8s [18] is ap-
propriate; and BNS signals such as GW170817 require
T = 128s, which will contain the entire signal for a BNS
with a chirp mass of M ∼ 1.1975M (in the detector
frame) from 23Hz to 2048Hz [19].
We then need to compute Sn(f) from dn. We again re-
quire that dn is short enough such that the detector noise
remains stationary. We also require that dn is computed
with the same spectral resolution df as ds. This ensures
that the spectral lines are resolved to the same accuracy
in the numerator and the denominator of the likelihood,
and hence do not affect PE considerably.
Below we describe the two main ways to compute
Sn(f). One method uses a segment of data near in time
to, but not including, the data that contain the GW sig-
nal itself, which we refer to as the off-source method.
This approach assumes that the data collected adjacent
to the detection are a good proxy for the noise behavior
in the data to be analyzed. This is analogous to us-
ing flat-field and dark images to characterize the noise
of an imaging telescope between observations. The other
method uses the same data that contain the signal itself,
i.e. dn = ds, which we refer to as the on-source method,
analogous to “self-calibrating” the data by doing noise
characterization in concert with the signal processing.
B. Off-source spectral estimation
The “off-source” spectral estimation is described in [6].
In that case dn, the data used to estimate Sn(f), are data
before the segment of interest that contains the signal. In
particular, M non-overlapping segments of data of dura-
tion T are selected. The data are windowed appropri-
ately to avoid biases and the one-sided PSD is computed
from each segment. Each individual PSD exhibits large
variations due to the specific noise realization in each
segment. The final noise PSD is then computed by av-
eraging the segment PSDs by computing the median in
each frequency bin.
The number of data segments M needs to satisfy two
criteria. First, it needs to be large enough that the aver-
aging can efficiently mitigate the variation due to noise
realization on the resulting PSD. Second, it needs to not
be too large such that the non-stationarity of the noise
becomes important. For short-duration signals, such as
BBHs, LALInference uses a default of M = 32, assum-
ing there is science-quality data available for that dura-
tion prior to the segment of interest. For longer-duration
4signals, such as BNSs, there is an additional constraint
such that by default M × T ≤ 1024s. This is chosen as a
compromise between the desire for a large number of seg-
ments to average over and the avoidance of issues caused
by non-stationarity.
During the initial LIGO era, the effects of non-
stationary noise, the variation in the resulting off-source
PSDs, and their impact on recovered binary parameters
were also investigated in [9]. Using M = 32 and T = 32s,
the same simulated binary signal was added to data sep-
arated by 10s before which an off-source PSD was esti-
mated and then used in a PE analysis. The spread in the
recovered posterior distributions were there found to be
comparable to that observed when performing the same
analysis with different GW signal models between the
injected “true” waveform and the model used to recover
the signal.
C. On-source spectral estimation
The “on-source” spectral estimation is done with the
BayesLine algorithm originally described in [15], and
publicly available in [20]. BayesLine uses a parameter-
ized model for the noise spectrum to infer the frequency-
dependent noise variance. The model for the noise vari-
ance has two components, with the broad-band noise
being fit by a cubic spline where the location of con-
trol points for the spline are free parameters; while the
narrow-band features in the noise are fit using a linear
combination of Lorentzians, parameterized by their cen-
tral frequency, amplitude, and line width. The number
of control points in the spline model and Lorentzians in
the line fit are free parameters. The model is explored
using a transdimensional (or Reverse Jump) MCMC sam-
pler [21]. For a visual representation of the spectral fit-
ting in terms of splines and Lorentzians, see Fig. 4 of [15].
The likelihood function used in BayesLine has a sim-
ilar form to Eq. 4 but now part of the previously ne-
glected normalization term depends on model parame-
ters, namely Sn(f), and must be explicitly computed:
lnL(d|Sn) = −2
N/2∑
i
r˜ir˜
∗
i
TSn(fi)
− 1
2
lnSn(fi) + const. (5)
Note that this likelihood still implicitly assumes that the
noise is stationary and Gaussian, but it relaxes the re-
quirement on the time over which the stationary assump-
tion must hold compared to the off-source method.
BayesLine is fully integrated with another transdi-
mensional MCMC algorithm, BayesWave [20], which uses
a linear combination of wavelets to model non-Gaussian
features in the data, with the option of demanding coher-
ence across the detector network to serve as a GW signal
model without relying on CBC waveforms [22]. The com-
bined pipeline is used for detection and characterization
of short-duration (< 1 s) GW transients in LIGO-Virgo
data, including BH mergers. It possesses the flexibility to
reconstruct a wider variety of signal morphologies than
the dedicated CBC analyses at the expense of sensitiv-
ity to low mass and/or low signal-to-noise ratio (S/N)
events [16, 23].
Whereas the BayesWave pipeline directly uses
BayesLine to produces samples of the whitening filter
Sn(f) and marginalize over the noise model, for CBC
PE analyses BayesLine has been used as a pre-processing
step for spectral estimation [5, 16, 19, 24, 25]. In that
case it might be possible for the on-source spectral esti-
mation to result in a noise model that has partly fitted
the potential signal power, thereby corrupting the pro-
ceeding PE analyses. To prevent this from happening,
the spectral estimation pre-processing step is performed
with the wavelet model enabled so as to fit non-Gaussian
features in the data and provide a clean residual for spec-
tral estimation.
While marginalizing over uncertainty in the noise
model is ideal, at the time of this study, the capabil-
ities of LALInference require that a point estimate of
the noise model is used. When using BayesLine for the
spectral estimation application, two options for point es-
timates are available: The “Fair Draw” model, which is
the reconstructed Sn(f) taken from a random sample of
the Markov chain; or the “Median” model, which is as-
sembled by taking the median value in each frequency
bin of the posterior distribution of Sn(f). In this paper
we will test the performance of both approaches, but ul-
timately lean in favor of the median model thanks to its
reproducibility.
BayesLine uses a fairly informative model about the
noise spectrum i.e. a smoothly varying function, de-
scribed by cubic splines, with prominent spikes described
with Lorentzians. This model has been informed by past
experience on the behavior of typical LIGO noise spectra.
At the same time the priors on the various model param-
eters are less informative: uniform priors on the spline
parameters (location in [fspline, logSn] space of the spline
points) and line parameters (frequency, natural log of the
amplitude, and line width). These uniform priors do not
take full advantage of our knowledge about the data–the
model has to “re-learn” where spline points and lines are
needed every time it analyzes new data despite there be-
ing persistent features in the noise spectrum throughout
an observing run, e.g. general line locations. It is a de-
sirable improvement of the noise modeling approach to
develop priors from the data that are continually adapted
throughout an observing run, giving the on-source spec-
tral estimation method the “best of both worlds” where
it is informed by long strides of data such as the off-
source method, but preserves the minimal requirements
on the stationary timescales of the noise. We leave these
developments to future work, though we emphasize that
the current implementation of BayesLine is still able to
produce converging posteriors for the noise model Sn(f).
With the typical number of spline points and lines, the
posterior on the PSD is likelihood-dominated, so more in-
formative priors are only expected to reduce the compu-
5tational cost and overall timescale of the analysis. More
details will be described elsewhere [26].
D. Injections
In order to study the above methods of estimating
the noise variance of real interferometric detector data,
we use data from the second observing run (O2) of the
advanced detectors accessible through the Gravitational
Wave Open Science Center [27, 28]. We simulate CBC
signals, add (or “inject”) them to the observational data,
and then analyze the data using the same PE procedures
used in Ref. [16]. Results from the simulated CBC sig-
nals are grouped into three types: high mass BBHs, low
mass BBHs, and BNSs. The PE analyses use the pub-
licly available software library LALInference to sample
the multidimensional posterior distribution of the source
parameters [6]. Details of the injections are as follows:
1. High mass BBH: We draw 38 random samples from
the posterior distribution for GW150914 [29], cre-
ate simulated GW signals using the spin-precessing
waveform model IMRPhenomPv2 [30–32], and in-
ject those signals into non-ovelapping data seg-
ments around the GW event GW170104. We
then analyze 4s of data containing each simulated
signal, over the bandwidth from 20 to 1024 Hz.
We use again IMRPhenomPv2, in its reduced or-
der quadrature implementation [33], to recover the
properties of the signal.
2. Low mass BBH: We follow the same procedure as
the high mass BBH injections above, only we now
use 22 random samples from the posterior distribu-
tion for GW151226 [29]. The analysis segment is
also increased to 8s. We keep the bandwidth the
same.
3. BNS: We use 20 randomly selected samples from
the posteriors computed in Ref. [34] for simu-
lated BNS signals with different models for the NS
equation of state. In particular, we use 7(7)[6]
samples from the WFF1(H4)[MS1] posteriors, al-
lowing us to probe a wide range of equation of
state stiffness. We create simulated GW signals
using the spin-aligned waveform model IMRPhe-
nomD NRTidal [35], and inject the signals in non-
overlapping segments of O2 data. We do not vet
the data we use for glitches before the analysis. We
then analyze 128s of data containing each simulated
signal, in a bandwidth of 25 to 2048Hz. We use
again IMRPhenomD NRTidal, in its reduced order
quadrature implementation [33, 36], to recover the
properties of the signal.
In all cases, we estimate the on-source noise variance
after the signals have been injected in the data, as is true
for real detections. Additionally, all PE analyses use the
same prior distributions as [16].
III. WHITENING TESTS
Having calculated the noise variance of the data around
the injections described in Sec. II D using the on- and off-
source methods, we perform a number of tests to study
the performance of the spectral estimation in the con-
text of the assumptions implicitly made by the likelihood
function used within GW PE. Figure 1 shows represen-
tative results from analysis of data containing high mass
BBH (top row), low mass BBH (middle row), and BNS
(bottom row) injections.
The left column shows a comparison of the ampli-
tude spectral density (ASD) of the on-source data that
are being analyzed (grey), the off-source whitening filter
(green), and the median on-source whitening filter (or-
ange). The ASD of the data has a large variance since
it is affected by the specific noise realization. The off-
source spectral estimate has lower variance obtained by
averaging over many segments of equal length. The on-
source parameterized spectral model has the least degrees
of freedom, and imposes a smooth fit through its con-
struction, resulting in the least variation across adjacent
frequency bins.
A visual comparison between the spectral estimates
reveals that the off-source model contains a small num-
ber of low-amplitude spectral lines that are not visibly
present in the data, and are not included in the on-source
model for the spectrum. One such example can be found
at around 600Hz in the middle row. These additional
lines rise above the broadband noise by a factor of a few.
They can be attributed to the fact that the “strength” of
spectral lines grows with duration of the data T (as the√
T in amplitude, T in power). For short data segments
there is insufficient evidence for low-amplitude lines to
be included in the BayesLine fit, as supported by the
visual inspection of the actual data. The off-source PSD
estimation approach uses more data, and therefore accu-
mulates evidence for lines not prominent in the segment
being used for PE. We emphasize that Fig. 1 directly
plots the data that enter the numerator of the likelihood
function (in grey) and hence provides the most direct
comparison in favor of the presence or absence of weak
lines.
Finally, as a word of caution we note that the prospect
of “missing lines” that are known to be in the data from
longer integration times sounds alarming, but the GW
signal to noise ratio (and, more importantly, the likeli-
hood) for CBC sources is integrated over a large range of
frequencies and these weak lines occupy a small fraction
of the overall observing bandwidth. The integrated dif-
ferences from the broadband noise when using off-source
estimates are also important to consider when comparing
PSD estimates.
The right column of of Fig. 1 shows the distribution of
the whitened residuals for each of the spectral estimates
on the left plots. We compute the plot in the following
way. We begin with the complex frequency-domain data,
the ASD of which is plotted in the left column of the fig-
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FIG. 1. Example results for a high mass BBH system (top), low mass BBH system (middle), and BNS system (bottom).
The left column shows the amplitude spectral density of the interferometer data plus signal injection (gray), the off-source
spectral estimation (green), and the median on-source noise model (orange). The right column shows the difference between
the cumulative distribution of the percentiles (P ) and expected credible level (p) versus the expected credible level (p ) of the
whitened Fourier amplitudes, assuming they are drawn from N (0, 1). The gray ellipses represent expected fluctuations at the
1, 2, and 3σ level given the number of samples in the data.
ure. We then use the estimated noise variances (orange
and green curves in left column) as whitening filters, di-
viding the real and the imaginary part of the data by the
square root of the noise model. If the assumptions about
the noise statistics are valid, and the whitening filter is
a good approximation to the true noise variance, then
the real and the imaginary part of the whitened data
should be consistent with random draws from N (0, 1),
a zero-mean, unit-variance normal distribution. We test
noise assumptions for each whitened data point by com-
puting its corresponding percentile of N (0, 1) which, in
turn, should be uniformly distributed between 0 and 1 if
the null hypothesis (the noise is stationary and Gaussian
etc.) is supported by the data. We then compute the cu-
mulative distribution function of the percentiles, i.e. the
number of percentiles P that are are below a certain value
p. Because of the large number of data points, we plot
P − p as a function of p (rather than P vs. p) to assess if
the data and noise model satisfy our assumptions in the
likelihood function. The grey shaded regions enclose the
1, 2, and 3σ expected variation of P − p given the finite
number of samples in the data. The latter is computed
through σ2 = p(1−p)/N , where N is the number of data
points.
For independent samples drawn from a normal distri-
bution, the above procedure should produce P −p values
that are close to 0. We find that indeed the on-source
spectral estimation method leads to whitened data whose
7P − p values are within the expected variation. The off-
source method, on the other hand, results in large out-
liers, i.e. data points that would be unlikely random
draws from a Gaussian distribution, and the P −p distri-
bution ventures outside of the expected range more sig-
nificantly than the on-source method. The BNS example
shows the largest discrepancy between the spectral esti-
mation methods, and from the null hypothesis. Analysis
of BNS signals requires the longest data segments, which
puts the assumptions about stationarity under pressure
both for the on-source method (now using 128s of data
rather than 4 or 8s for the BBH cases), and even more so
for the off source method which needs to average over sev-
eral 128s-long segments of data. It is therefore expected
that the differences in spectral estimation approaches will
be most apparent for BNS analyses.
A. The Anderson-Darling statistic
The previous section showed representative examples
of the different spectral estimation methods, and a visual
demonstration of how the quality of the data whitening
depends on the noise model used for the analysis. In
this section we will use the entire injections set to quan-
tify the differences in spectral estimation methods for an
ensemble of sources and data segments. To do so, we
need a statistic for characterizing the quality of the data
whitening for each analysis segment. In this study we
adopt the Anderson-Darling statistic A2, which is a way
of assessing whether a set of samples are drawn from a
given probability distribution, in this case N (0, 1). It is
also related to the p-value of the hypothesis that the sam-
ples are drawn from the target distribution. In general,
samples that are inconsistent with the target distribu-
tion lead to large A2 values and low p-values. This in
turn means that we can reject the hypothesis that the
samples were drawn from the target distribution.
It is defined as [37]
A2 ≡ N
∫ ∞
−∞
(Fn(x)− F (x))2
F (x)(1− F (x)) dF (x) (6)
where N is the number of samples, F (x) is the target
distribution – in this case N (0, 1) – and Fn(x) is the
empirical distribution of the samples. The test is a mea-
sure of the integrated distance between F (x) and Fn(x)
computed with the metric F (x)(1 − F (x)). The latter
is non-unique; this specific choice of metric places more
weight on the tails of the observed distribution. This is
appropriate for GW PE, as GW signals are observed as
outliers of the expected noise distribution.
For each of our injected signals, we compute A2 using
different spectral estimates as whitening filters, and plot
the cumulative distributions in Fig. 2. In this figure we
include both the on-source median and fair draw mod-
els, as well as the results using the off-source method.
The black dashed lines show the expected distribution of
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FIG. 2. Cumulative distribution of the square of the AD
statistic for our high mass BBH (top), low mass BBH (mid-
dle), and BNS (bottom) injections. The black dashed line
shows the theoretical expectation for random samples drawn
from a normal distribution with a mean of zero and a stan-
dard deviation of one. The grey shaded regions show 1, 2 and
3σ error regions.
A2 empirically determined by 10000 Monte Carlo realiza-
tions of N (0, 1), while the grey shaded regions show the
1, 2 and 3σ error regions. We use the results of [38] to
compute the corresponding p-values and confirm that the
p-values for a given value of A2 which would be inferred
from this distribution are consistent with the theoretical
expectation.
We find that the off-source filter frequently produces
whitened data with low probability of being generated
by N (0, 1), i.e. whitened data that strain the assump-
tions implicit in the likelihood function used by PE. This
suggests that the data whitened with the off-source filter
have multiple outliers from N (0, 1) which cannot simply
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Whitened Data
10−5
10−4
10−3
10−2
10−1
100
P
D
F
N (0, 1)
Onsource Re
Onsource Im
Offsource Re
Offsource Im
FIG. 3. Histogram of the real and the imaginary part of the
whitened data obtained with the on-source and the off-source
whitening filter for the same system as the bottom row of
Fig. 2. The x-xis is in units of standard deviation. For com-
parison we also plot a zero-mean, unit-variance Gaussian dis-
tribution. The off-source whitening done on the data before
the simulated injections are added. The on-source whitening
has the signals included, but BayesWave fits any non-Gaussian
noise with wavelets and we whiten the residuals.
be explained as a random variation. As an example of
this, in Fig. 3 we plot the histograms of the real and the
imaginary Fourier amplitudes of the whitened data with
the on-source and the off-source filter and compare them
to N (0, 1). The example corresponds to the same system
as the bottom row of Fig. 2. This system has A2 = 51
with the off-source filter, and as expected we see that the
data histogram deviates from a normal distribution at
around 3σ or earlier.
From Fig. 2 we also see that the on-source models lead
to A2 values that are within the expected variation (grey
regions) and hence more consistent with the null hypoth-
esis than the off-source method. For high mass BBHs
(top row, using 4 s of data) we find that the best agree-
ment between the fair draw and the theoretical expecta-
tion, while the median model yields high A2 results at a
lower rate than expected, though still consistent with the
expected distribution at 3σ. Lower values of A2 than ex-
pected suggest that the whitened data exhibit fewer out-
liers from Gaussianity than random numbers produced
by a random number generator. We attribute this to the
fact that the analysis segment is short and the spectral
lines are not well resolved. Both the median and the
fair draw on-source filters follow the theoretical expec-
tation for low mass BBHs with good accuracy, while for
BNSs we find that the on-source filters outperform the
off-source one by a wide margin. This behavior is also
reflected in Fig. 3 where we see that the data whitened
with the on-source filter follow the normal distribution
curve to at least 4σ, where low-sample variation takes
over; the corresponding AD value is A2 = 4.5.
We emphasize that differences between off- and on-
source methods are increasingly pronounced when more
data are used in the analysis, therefore placing a larger
demand on the noise being stationary over the interval
needed for off-source spectral estimation. Though the
obtained A2 distribution for BNS (bottom row) is con-
sistent with the theoretical expectation to within a 3σ un-
certainty, we do not expect this to be the case for longer
analysis segments if the trend continues. Such longer
data segments will soon become unavoidable as the lower
frequency performance of the detector improves towards
design sensitivity or next generation detectors [39, 40].
Similar challenges will be faced by analysis of data from
the planned space-based detector LISA [41, 42].
IV. PARAMETER ESTIMATION
While statistical tests of the whitened data are an im-
portant way to evaluate the noise spectrum estimation
method, what is most relevant is how those differences
map to the inferences made about the GW signals. To
assess how the noise model affects PE we analyze each
injected signal with the publicly available software li-
brary LALInference [6] to obtain samples from the pos-
terior distribution of the system parameters using the
off-source, on-source median, and on-source fair draw
noise models. To reduce computational cost, and since
we have established similar performance between the on-
source median and fair draw models, we only compare
the off-source model to the on-source median model in
our analyses of the BNS signals.
We quantify the difference between the posteriors for
the various system parameters using the Kolmogorov-
Smirnov (KS) statistic. The KS statistic is defined as
the maximum distance between two cumulative distri-
butions, in this case the one dimensional posterior for
a given parameter obtained with the on-source or the
off-source noise models. Figure 4 shows the KS statis-
tic for selected parameters of each of our injections when
using the off-source median method. We find that the
on-source median and fair-draw methods produce very
similar results compared to the off-source method.
We find that in general the largest KS statistic, and
hence the largest difference between the posterior es-
timates, are obtained for the chirp mass, defined as
M = (m1m2)3/5/(m1 + m2)1/5. This is likely due to
the fact that the chirp mass is the best measured mass
parameter, and hence is sensitive to systematic errors due
to, e.g., unsatisfied assumptions in the data model (i.e.
likelihood function). The ratio of the masses of the two
binary components q = m2/m1, (m1 > m2) is less well
measured, so it is less affected by the method for esti-
mating the noise. The effective spin parameter, defined
as the mass-weighted projection of the spin components
along the orbital angular momentum [43], also results in
moderately large KS statistic for some injections. For
the spin-precessing BBH injections, we also present re-
sults for the effective precession parameter χp [44]. Fi-
nally, for the BNS injections, we examine the effective
tidal parameter Λ˜ [45], which is the best measured tidal
parameter. The remaining figures of this section show
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FIG. 4. KS statistic between the posteriors for selected pa-
rameters computed with the off-source and the on-source me-
dian noise variance for our high mass BBH (top), low mass
BBH (middle), and BNS (bottom) injections.
example posterior distribution for the injections with the
largest KS statistic.
We begin in Fig. 5 with the chirp mass distributions
obtained with the off-source and the on-source median
noise variance for our different sets of injections. For
reference, the vertical black lines are the injected values
of the chirp mass. We do emphasize though that the
one-dimensional posterior distribution for a parameter is
not generically expected to peak at the injected value,
especially in the presence of noise. As expected, we find
that the chirp mass is relatively well measured, so small
difference in the estimate of the noise can have a visible
impact on the resulting posteriors.
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FIG. 5. Posterior distributions for the chirp mass obtained
with the off-source and the on-source whitening filter for the
two high mass BBH (top), low mass BBH (middle), and BNS
(bottom) systems with the highest KS statistic from Fig 4.
The true chirp mass is represented by the black vertical line.
The mass ratio posteriors with the largest KS statis-
tic are presented in Fig. 6 where the vertical lines again
denote the injected values. The estimated mass ratio
posteriors are fairly broad and in some cases extend to
their prior bounds. Nonetheless, we again find differences
in the mass ratio posteriors that are comparable to other
expected systematic errors, such as the omission of higher
order modes [46].
The spin parameters are studied in Figs. 7 and 8. The
effective spin posteriors, shown in Fig. 7, correspond
to one of the best measured spin parameter combina-
tions, though relatively poorly constrained compared to
the masses. We still find small shifts in the resulting
posteriors, showing that the noise variance estimate can
influence inference about the spin distribution of BHs,
especially for loud or multiple events. The effective spin-
precession parameter χp [44], shown in Fig. 8, is signif-
icantly less measurable than the effective spin. In the
worst case (left panel for a high mass BBH system) we
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FIG. 6. Posterior distributions for the mass ratio obtained
with the off-source and the on-source whitening filter for the
two high mass BBH (top), low mass BBH (middle), and BNS
(bottom) systems with the highest KS statistic from Fig 4.
The true mass ratio is represented by the black vertical line.
find a large effect on the resulting posterior.
Finally, the tidal parameters are in Fig. 9 for the two
BNS injections with the largest value of the KS statis-
tic. Even though the effective tidal parameter Λ˜ is not
expected to be well-measured (at least compared to the
mass parameters) we again find examples where the pos-
teriors are visibly different. This might be due to the fact
that Λ˜ is measured from a small time-frequency region,
corresponding to the last few milliseconds of the emitted
signal. Therefore even small imperfections in the noise
variance estimation in those frequencies could influence
the Λ˜ posterior.
Besides the intrinsic parameters of the systems, we
also notice that the off-source spectral estimation method
leads to systematically larger values for the matched-
filter S/N of the signals. The latter is defined as
(d|h)/√(h|h) and it is an estimate of both how well a
template models the data and of the intrinsic loudness of
the template. The off-source PSD estimation attempts
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FIG. 7. Posterior distributions for the effective spin obtained
with the off-source and the on-source whitening filter for the
two high mass BBH (top), low mass BBH (middle), and BNS
(bottom) systems with the highest KS statistic from Fig 4.
The true effective spin is represented by the black vertical
line.
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FIG. 8. Posterior distributions for the effective precession
obtained with the off-source and the on-source whitening filter
for the high mass BBH (left), low mass BBH (right) systems
with the higher KS values from Fig 4. The true effective
precession parameter is represented by the black vertical line.
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FIG. 9. Posteriors distributions for the effective tidal param-
eter obtained with the off-source and the on-source whitening
filter for the BNS systems with the higher KS values from
Fig 4. The true effective tidal parameter is represented by
the black vertical line.
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FIG. 10. KS statistic for the chirp mass of two high mass
BBH events injected at t0 and analyzed with whitening filters
computed with the BayesLine on-source methodology from
data at t − t0 as a function of the time delay t − t0. We
find a generally increasing trend of the KS with the time dis-
tance between the signal and the data used to compute the
whitening filter.
to produce an un-biased estimate of S(f) from the off-
source data. The likelihood for S(f) follows approxi-
mately an inverse-χ2 distribution; for such a distribution
the mean is smaller than the median – that is, the proba-
bility mass concentrates at “small values”. An unbiased
estimate of S(f) will produce an estimate of 1/S(f) –
and therefore S/N– that is biased toward larger values.
This in turn will lead to generically larger values for the
matched-filter S/N. This consideration shows that S/N is
not an appropriate discriminator between different noise
variance estimation methods.
V. STATIONARITY
The whitening tests presented in Sec. III suggest that
the performance of the on-source filter degrades as the
duration of the data segment analyzed increases. Indeed
for the BNS case (bottom row of Fig. 2) the obtained
on-source A2 value are at the edge of the 3σ error. To
investigate this more we turn our attention to the as-
sumption that the detector noise analyzed is stationary.
The stationarity assumption refers to the expectation
that the mean and the variance of the noise does not
change with time and it is instrumental in expressing the
noise correlation matrix as a diagonal matrix, Eq. (3).
This assumption is expected to become less reliable with
increasing data duration and it is known to completely
break down for long stretches of data. In fact, Littenberg
and Cornish [15] present evidence for deviations from sta-
tionarity on timescales of ∼ 64s, already within the re-
quirements of BNS PE analyses.
We here perform an exploratory study on the impact
of non-stationarity on PE results. We select two of our
simulated high mass BBH signals and inject them at
time t0 in the LIGO-Hanford detector. We then use the
BayesLine algorithm to compute the on-source whiten-
ing filter from 4s stretches of data that are increasingly
removed from t0. In particular, we compute the whiten-
ing filter for data within [t0 − 2 − 4i, t0 + 2 − 4i], for
i ∈ [0, 32]. Case i = 0 corresponds to the same analy-
sis as Sec. IV and as performed in Ref. [16] for example.
Case i = 31 corresponds to data about 128s away from
the signal, which is the duration of current BNS analyses.
We then perform PE and compute the KS between
the posterior for the chirp mass obtained from case i = 0
and cases i ∈ [1, 32). The result is plotted in Fig. 10 for
both events and as a function of 4i, the time difference
between the i = 0 and each subsequent data segment.
The resulting KS values exhibit a general upward trend
with time, suggesting that the effects of non-stationarity
in the detector noise can have a noticeable impact on
PE with segment durations as low as 128s. Given that
such segment durations are already in use and essential
for analysis of BNS signals at current detector sensitiv-
ity, investigating ways to handle departures from noise
stationarity is more pressing than usually assumed.
VI. CONCLUSIONS
This paper compares two methods for estimating the
noise spectrum of Advanced LIGO data when analyz-
ing short-duration transients: A periodogram-based ap-
proach which uses data near in time to a candidate event
versus a parameterized model that is fit to the data con-
taining the candidate transient event. The off-source
method assumes the noise is Gaussian and stationary
over the entire stretch of data used for spectral estima-
tion and source characterization, while the “on-source”
parameterized model makes the same assumptions but
only over shorter stretches of data.
Comparisons of the noise estimation methods are de-
signed in the context of parameter estimation applica-
tions, and are performed on data from Advanced LIGO’s
second observing run in which simulated signals have
been added. The simulated signals are representative
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of different merger events observed by LIGO-Virgo, in-
cluding high mass BBH mergers (such as GW150914),
low mass BBH mergers (such as GW151226) and BNS
mergers (such as GW170817).
The Anderson-Darling statistic is employed to test as-
sumptions about the noise implicitly encoded in the like-
lihood function used by LIGO-Virgo parameter estima-
tion pipelines, particularly that it is stationary and Gaus-
sian. The Anderson-Darling tests provide indisputable
evidence that the statistical properties of the data be-
ing analyzed are in better agreement with those assumed
in the analysis methodology when using the parameter-
ized model and on-source analysis (see Fig. 2). The con-
jectured cause of the difference in performance between
methods is that the stationary timescales of the noise
are shorter than the duration of data needed for the
off-source spectral estimation. This is supported by the
result that the off-source method produces increasingly
poorer fits to the noise as the duration of data needed
for the analysis (and therefore needed for the spectral
estimation) increases.
Note that the parameterized model also begins to di-
verge from the theoretical expectations for the Anderson-
Darling tests when analyzing 128s of data (with the
BNS simulations), suggesting that the assumptions about
the noise properties are not supported over such dura-
tions. This conclusion is also supported by the analysis
of Fig. 10 which shows that parameter posteriors are in-
creasingly affected as the distance in time between the
signal and the data used for spectral estimation grows.
As ground-based GW detector sensitivities continue to
improve, low-mass binaries will remain in the measure-
ment band of the detectors for longer durations and anal-
ysis procedures need to adapt to these changes.
While the Anderson-Darling tests are a good way to
quantify the validity of assumptions made by the likeli-
hood function, what is most relevant is how differences in
the spectral estimation map to inferences about the phys-
ical parameters of the source. The Kolmogorov-Smirnov
statistic is used to compare the inferred posterior dis-
tributions from data analyzed with the on-source and
off-source noise estimates (see Fig. 4). From these com-
parisons it is clear that the choice of spectral estimation
method does affect the inferred parameter distributions.
To see how these differences are manifested in the actual
inferred parameters, Figs. 5-9 show the marginalized pos-
teriors for various parameters of particular interest cor-
responding to the results with the largest values of the
KS statistic (i.e. the least similar).
Based on the parameter estimation results, we con-
clude that considering differences in spectral estimation
methods is more than just an academic exercise. It in-
stead has measurable impact on inferences drawn from
the data, and thus should be given the same scrutiny as
other ingredients of the analysis, such as waveform mod-
els.
Given the sensitivity of parameter recovery to spec-
tral estimation methods, it is clearly favorable to not
only use a parameterized model and on-source estima-
tion, but to also incorporate that model into the analysis
and marginalize over its uncertainty, as is currently done
in the BayesWave pipeline for template-free detection and
characterization of transients. Such a capability is an ex-
tremely desirable feature to incorporate into the param-
eter estimation pipelines used for compact merger anal-
yses. In the absence of that capability, we recommend
adopting methods such as those developed in BayesLine
for spectral estimation and, for the sake of reproducibil-
ity, suggest the median noise spectrum as a suitable point
estimate.
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