In this paper we present the algorithmic framework and practical aspects of implementing a parallel version of a primal-dual semidefinite programming solver on a distributed memory computer cluster. Our implementation is based on the CSDP solver and uses a message passing interface (MPI), and the ScaLAPACK library. A new feature is implemented to deal with problems that have rank-one constraint matrices. We show that significant improvement is obtained for a test set of problems with rank one constraint matrices. Moreover, we show that very good parallel efficiency is obtained for large-scale problems where the number of linear equality constraints is very large compared to the block sizes of the positive semidefinite matrix variables.
Introduction
Semidefinite programming (SDP) has been a very popular area in mathematical programming since the early 1990's. Applications include LMI's in control theory, the Lovász ϑ-function in combinatorial optimization, robust optimization, approximation of maximum cuts in graphs, satisfiability problems, polynomial optimization by approximation, electronic structure computations in quantum chemistry, and many more (see e.g. [15, 6] ).
There are several interior-point SDP solvers available such as SeDuMi [25] , CSDP [3] , SDPT3 [27] , SDPA [29] , and DSDP5 [2] . Unfortunately, it is well-known that sparsity in SDP data cannot be exploited as efficiently as in the linear programming (LP) case, and the sizes of problems that can be solved in practice are modest when compared to LP.
As a result, parallel versions of several SDP software packages have been developed like PDSDP [1] , SDPARA [30] and a parallel version of CSDP [5] . The first two are designed for PC clusters using MPI 1 and ScaLAPACK 2 and the last one is designed for a shared memory computer architecture [5] . PDSDP is a parallel version of the DSDP5 solver developed by Benson, Ye, and Zhang [2] and it uses a dual scaling algorithm. SDPARA is a parallel version of SDPA for a computer cluster and employs a primal-dual interior-point method using the H..K..M. search direction, as does CSDP.
In this paper we present a open source version of CSDP for a Beowulf 3 (distributed) computer cluster. It makes use of MPI, and of the ScaLAPACK library for parallel algebra computations. The new software is meant to complement the parallel version of CSDP [5] that is already available for shared memory machines. A beta version of our software is freely available at http://lyrawww.uvt.nl/~edeklerk/PCSDP/ Our implementation also has a new built-in capability to deal efficiently with rank-one constraint matrices. As a result, significant speedup is achieved when computing the Schur complement matrix for such problems. To the best of our knowledge our software is the first parallel primaldual interior point solver to exploit rank-one structure. The only option available so far is to use SDPT3 (no parallel implementation available (yet)) or the dual scaling algorithm implemented in PDSDP.
Outline
This paper is organized as follows: in the next section we motivate our choice of computer architecture for our implementation. In Section 3 we discuss the algorithmic framework behind the solver. In particular, we give details about how a rank-one structure of data matrices is exploited. Section 4 describes details about the parallel part of the solver. Numerical test results for our code on benchmark problems are presented in Section 5. In Section 6 we compare our implementation to the parallel solvers SDPARA [30] and PDSDP [1] that use the same computer architecture.
Choice of computer architecture
There are two main classifications of multiprocessor 'supercomputers' today with respect to the programming model, namely shared memory and distributed memory architectures. The two architectures are suited to solving different kinds of problems.
Shared memory machines are best suited to so-called 'fine-grained' parallel computing, where all of the pieces of the problem are dependent on the results of the other processes. Distributed memory machines on the other hand are best suited to 'coarse-grained' problems, where each node can compute its piece of the problem with less frequent communication.
Another issue with distributed memory clusters is message passing. Since each node can only access its own memory space, there has to be a way for nodes to communicate with each other.
Beowulf clusters use MPI to define how nodes communicate. An issue with MPI, however, is that there are two copies of data: one is on the node, and the other has been sent to a central server. The cluster must ensure that the data that each node is using is the latest.
Partitioning problems to solve them is the main difficulty with the Beowulf cluster. To run efficiently, problems have to be partitioned so that the pieces will run efficiently in the RAM, disk, networking, and other resources on each node. If nodes have a gigabyte of RAM but the problem's data set does not easily partition into pieces of at most one gigabyte, then the problem could run inefficiently. This issue with the dynamic load balancing is not a problem for shared memory computers.
The attraction to use Beowulf clusters lies in the low cost of both hardware and software, and in the control that builders and users have over their system. These clusters are cheaper, often by orders of magnitude, than single-node supercomputers. Advances in networking technologies and software in recent years have helped to level the field between massively parallel clusters and purpose-built supercomputers. Ultimately the the choice between 'shared or distributed' depends on the problem one is trying to solve. In our case the parts of the SDP algorithm suitable for parallel computation are computing the Schur complement matrix and its Cholesky factorization.
First, composing the Schur complement matrix allows each node independently from the others to compute its piece of data and no communication is needed until the pieces of the matrix are assembled. This allows us to regard this computation as a course-grained process. Secondly, the ScaLAPACK routines employed for Cholesky factorization are based on blockpartitioned algorithms in order to minimize the frequency of data movement between different levels of the memory hierarchy.
Algorithmic Framework
We recall in this section the predictor-corrector primal-dual interior point algorithm implemented in the original code of CSDP [3] . Moreover, we review how low rank of data matrices may be exploited.
The semidefinite programming problem
Consider the semidefinite programming (SDP) problem formulation in primal form
X 0 where X 0 (or X ∈ S + n ) means that X is a symmetric positive semidefinite n × n matrix. We assume a representation of the linear operator A as
where the matrices A i ∈ S n (i.e. are symmetric n × n) for i = 1, . . . , m, as is the matrix C. Thus n denotes the size of the matrix variables and m the number of equality constraints. The dual of the SDP problem (P) is given by
where
is the adjoint of A with respect to the usual trace inner product. A primal X and dual (y, Z) are interior feasible solutions of (P) and (D), respectively, if they satisfy the constraints of (P) and (D) as well as X ≻ 0 and Z ≻ 0. (We use the notation X ≻ 0 for X ∈ S n to be positive definite.) The idea behind primal-dual IPM's is to 'follow' the central path
where each (X(µ), y(µ), Z(µ)) is a solution of the system of equations
where I denotes the identity matrix of size n × n, and µ > 0 is a given value called the barrier parameter.
It is well-known that for each µ > 0 (3.3) has an unique solution (X(µ), y(µ), Z(µ)) assuming that there exists a interior feasible solution (X, y, Z) of the SDP and constraint matrices A i ∈ S n for i = 1, . . . , m are linearly independent. Moreover, in the limit as µ goes to 0, (X(µ), y(µ), Z(µ)) converges to an optimal solution of the SDP.
The H..K..M search direction
The algorithm used in CSDP [3] is an infeasible-start method and it is designed to work with starting point X ≻ 0, Z ≻ 0 that is not necessarily feasible. An alternative approach used in some SDP solvers as SeDuMi [25] is to use a self-dual embedding [8] technique to obtain a feasible starting point on the central path. In our implementation we use the default CSDP starting point (a similar approach is used in [27] ); see [3] for details. This initial point, say (X, y, Z), does not satisfy A(X) = b or A * (y) − Z = C in general, so we define
The algorithm implemented in CSDP uses a predictor-corrector strategy. The predictor step is computed from:
Using the same approach as in [15] , we can reduce the system of equations (3.4) to
If we introduce the notation
then we can write (3.5) in matrix form as follows:
As Helmberg, Rendl, Vanderbei and Wolkowicz have shown, the Schur complement matrix M is symmetric and positive definite [15] . Thus we can compute the Cholesky factorization of M to solve the system of equations (3.9). By back substitution in (3.6) and (3.7) we can subsequently compute ∆ Z and ∆ X respectively. Note that in this case ∆ X is not necessarily symmetric. In order to keep X + ∆ X symmetric, we replace ∆ X by
. For the corrector step we solve the linear system −A(∆X) = 0, ∆Z + C − A * (∆y) = 0, (3.10)
where µ = trace XZ 2n . These equations have the same form as (3.4) and are solved similarly as before to obtain (∆X, ∆y, ∆Z). Next we add the predictor and corrector step to compute the search directions:
Next, we find the maximum step lengths α P and α D such that the update (
In practice, the Schur complement matrix M may become numerically singular even though X and Z are numerically nonsingular. In this case, CSDP returns to the previous solution, and executes a centering step with µ = trace XZ n . The solution of the linear system (3.9) involves the construction and the Cholesky factorization of the Schur complement matrix M ≻ 0 that has size m by m. For dense X, Z and A i i = 1, . . . , m, the worst case complexity in computing M is O(mn 3 + m 2 n 2 ) [20] . In practice the constraint matrices are very sparse and we exploit sparsity in the construction of the Schur complement matrix in the same way as in [10] . For sparse A i 's with O(1) entries, the matrix There are results on exploiting aggregate sparsity patterns of data matrices via matrix completion [11] . Results from the practical implementation of this approach (see [22] ) show that it is efficient only on a very sparse SDP's where the aggregate sparsity pattern of the constraint matrices induces a sparse chordal graph. If this is not the case, a general SDP solver will have better performance. Therefore, we didn't consider exploiting this structure in our implementation since our aim was not a problem specific solver.
The overall computational complexity of presented primal-dual IPM is dominated by different operations depending on the particular structure of the SDP problem. For problems with m ≫ n more CPU time is spent in computation of the m × m Schur complement matrix M , and computation of the solution ∆ y of (3.9). When the constraint matrices are very sparse, factoring the m×m matrix M becomes the dominant operation. From now on we will refer to the Cholesky factorization procedure as Cholesky. In case of m ≫ n and a small number of big diagonal blocks, the matrix operations on X and Z can be the dominant ones. In general the primal variable X is fully dense even if all the constraint matrices A i (i = 1, ..., m) are sparse. On the other hand, the dual matrix variable Z computed by
inherits the aggregate sparsity pattern of the constraint matrices A i (i = 1, ..., m) and C. Thus, although Z is typically also dense, the are several applications where it is sparse, e.g. for the Goemans-Williamson [12] SDP relaxation of the maximum cut problem on sparse graphs.
For such problmes, primal-dual IPM's are at a disadvantage when compared to dual interiorpoint methods which generate iterates only in the dual space. Despite lower computational cost per iteration, dual IPM's do not posses super-linear convergence rates and typically attain less accuracy in practice [30] than primal-dual methods.
When we have dense constraints, construction of M , called Schur from now on, can be the most time consuming computation in each iteration when m ≫ n. To reduce the computational time of our code takes advantage of the approach by Fujisawa, Kojima, and Nakata [10] . As test results in [5, 29] suggest, the most computational time in general large scale problems using primal-dual IPM algorithms is occupied by constructing Schur and solving the linear system which involves Cholesky. This motivated our work toward employing distributed parallel computation for these computations.
Exploiting rank-one structure of constraint matrices
In this subsection one additional assumption will be made: the constraint matrices have the form A i = a i a i T , a i ∈ R n and i = 1, ..., m. We will refer to this type of structure as rank-one. Our aim is to use this special structure of A i 's to speed up computation of Schur when using a primal-dual IPM. The approach we use is basically one introduced by Helmberg and Rendl [14] . Recall from (3.8) that
m).
Since A i = a i a i T , this reduces to
Precomputing a i T Z −1 and a i T X for each row leads to an O(mn 2 + m 2 n) arithmetic operations procedure for building M [14] . In practice this can be improved significantly for sparse a i 's. Note that it is a simple matter to extend this approach to the case where the matrices A i have low rank (as opposed to rank 1).
In the rank-one case, we would like to store only the vectors a i as opposed to the matrices A i = a i a T i . Unfortunately, the standard SDPA sparse input data format does not have an option to store rank-one matrices efficiently. For the purpose of our numerical experiments, we implemented the following 'hack': Since the SDPA input file accepts only block diagonal matrix structure, we save each vector a i , i = 1, ..., m as a diagonal matrix, and introduce an additional parameter that we call rank1 into the file of CSDP input parameters param.csdp, to ensure that the constraint matrices are interpreted in the right way by our modified software (ı.e. not as diagonal matrices, but as a rank-one matrices).
Of course, a more structural (future) solution would be to modify the standard SDPA input format to allow more types of data matrices.
The code is written in ANSI C with additional MPI directives and use of ScaLAPACK library for parallel algebra computations. We also assume that optimized BLAS and LAPACK libraries are available on all nodes. The latter are used for implementation of matrix multiplication, Cholesky factorization and other linear algebra operations. As we already mentioned in the previous section, the most time-consuming operations are the computation of the elements of Schur complement matrix M and its Cholesky factorization. Therefore, in our development we used parallelization to accelerate these two bottlenecks in the sequential algorithm. Next we describe how our software actually works.
We denote by N the number of processors available, and we attach a corresponding process P j , j = 0, .., N − 1 to each one of them. We call process P 0 a root. When defined in this way, the processes form a one-dimensional array. To be able to use ScaLAPACK efficiently, it is useful to map this one-dimensional array of processes into a two-dimensional rectangular array, called often a process grid. Let this process grid have N r rows and N c columns, where N r × N c = N . Each process is thus indexed by its row and column coordinates as P row,col , with 0 ≤ row ≤ N r − 1 and 0 ≤ col ≤ N c − 1.
The software starts execution by sending a copy of the execution and data files to all N nodes. Each node independently proceeds to allocate space for the variables X, y, Z locally, and starts the execution of its copy of the code, until computation of the Schur complement matrix M is reached.
We use a distributed storage for M during the complete solution cycle of the algorithm. As a result the software does not require that any of the nodes should be able to accommodate the whole matrix in its memory space. It has to be mentioned that M is stored on distributed memory only in one storage format, and not in two different formats as in SDPARA. We only use a two-dimensional block cyclic data distribution required later on by ScaLAPACK; see Figure  1 . In particular, the matrix M is subdivided into blocks of size N B × N B for a suitable value For this two-dimensional block cyclic layout it is difficult to achieve a good load balance. The quality of the load balance depends on the choices of N B, N r and N c . If we choose N c = 1 and N r = N we will have a very good load balance, i.e. we will have a one-dimensional block row distribution (used e.g. by SDPARA). On the other hand, the distributed Cholesky factorization of M performed by ScaLAPACK reaches its best performance when the process grid is as square as possible (N r ≈ N c ) . As we will show later, the square process grid is justified when we use Beowulf clusters that use only 1GBit ethernet interconnect, which has relatively high latency (50 − 100µs) compared with Myrinet or Infiniband interconnects (6 − 9µs).
Numerical results
In this section we present numerical results testing our rank-one feature on the sequential CSDP code. We also show results in the last subsection from tests of our parallel implementation on a number of selected SDP test problems taken from SDPLIB, DIMACS and other sets of benchmark problems.
Experimental results for the sequential code on rank-one problems
In this section we test the practical efficiency of our modified sequential CSDP code to deal with rank-one constraints. From now on we will refer to this version as CSDP-R1. The numerical experiments were executed on PC with Intel x86 P4 (3.0GHz) CPU and 3GB of memory running the Linux operation system. Optimized BLAS and LAPACK libraries were used. The code was compiled with gcc 3.4.5 using the default values of all parameters from CSDP 5.0. 4 The input data format used was our modified SDPA sparse format for rank-one constraint matrices.
SDP problems with rank-one (or low rank) data matrices arise from several applications, including truss topology optimization [21] , combinatorial optimization [12] , sum-of-squares decompositions of polynomials [17] , and the educational testing problem [28] .
The performance of both CSDP and CSDP-R1 was tested on SDP instances with rank-one data matrices taken from [7] . These SDP problems approximate the minima of a set of twenty univariate test functions from Hansen et al. [13] on an interval, by first approximating the functions using Lagrange interpolation, and subsequently minimizing the Lagrange polynomials using SDP. These SDP problems only involve rank-one data matrices by using an SDP formulation due to Löfberg and Parrilo [17] . These rank-one problems were not run in parallel due to their relatively small sizes, i.e. the goal of these experiments was only to illustrate the potential gains of exploiting the rank-one structure.
These problems are representative of rank-one instances where the data matrices are dense. The data in Tables 1 and 2 describes the results from our experiments with respect to the number of (Chebyshev) interpolation points 20, 40, 60 80, 100, 150 and 200 for CSDP and CSDP-R1, respectively. The sizes of the SDP problems roughly depend on the number of interpolation points as follows: the number of linear equality constraints m equals the number of interpolation points, and there are two positive semidefinite blocks of size roughly m/2. Table 1 : Solution times in seconds for CSDP for twenty rank-one test problems from [7] .
The solution times in Tables 1 and 2 show that when we have up to 40 interpolation points, the times are of the same order. This is to be expected due to the small size of the SDP problem. With increasing the number of interpolation points, the difference in solution times becomes apparent. When the order is 80, we notice roughly a 50% reduction in solution time when exploiting rank-one structure. This percentage increases with increase of the number of interpolation points. For order 200, CSDP-R1 obtains solutions about 2.7 times faster on average than the standard version of CSDP. These results clearly indicate that the simple construction (3.12) for exploiting rank-one structure when computing Schur in a primal-dual IPM algorithm can result in a very significant speedup in practice.
Next, we included in our tests the fastest known approach to solve rank-one problems, namely using the DSDP solver. We performed tests with DSDP using its Matlab 6.5 interface and Linux operating system on the same PC as the test of CSDP and CSDP-R1. The test was only on the test functions test1 and test17 functions, as the computational times vary only slightly for the different instances. The results are shown in Table 3 . All times are in seconds and we were only interested in the total running time. We see that for order 20 and 40 we have a running times with difference within a 2-3 tenths of a second for DSDP, CSDP and CSDP-R1. When the order is 100 then DSDP is faster than CSDP-R1 by a factor of three. When the size of the Table 3 : Running times in seconds for CSDP, CSDP-R1 and DSDP for one rank-one test problem from [7] .
SDP problem further increases, the gap between the two algorithms grows as one might expect. For 200 interpolation points, CSDP-R1 is slower than DSDP by a factor close to 10. In summary, from all our numerical experiments so far exploiting rank-one structure in CSDP still does not compete well with the dual scaling algorithm implemented in DSDP, but it does make the gap smaller than before.
Experimental results on parallel code
In this section we present results on numerical tests of our parallel implementation of CSDP using MPI, which we will refer to as PCSDP. The software was developed and tested on the DAS3 Beowulf cluster at the Delft University of Technology. Each node of the cluster has two 64bit AMD Opteron 2.4 GHz CPU, running ClusterVisionOS Linux, and has 4 GB memory. Communication between the nodes relies on a 1GBit ethernet network, which is used as an interconnect and network file transport through a 10GBit switch.
As is customary, we measured speedups S and parallel efficiencies E, defined by
where T 1 and T N are the times to run a code on one processor and N processors respectively. In principle one has 0 ≤ E ≤ 1 with E = 1 corresponding to perfect speedup, but E > 1 may occur in practice due to cache issues.
Results on SDP benchmark problems
We selected for our tests fourteen medium and large-scale SDP problems from five different applications. These applications are: control theory, the maximum cut problem, the Lovász ϑ-function, the min k-uncut problem, and calculating electronic structures in quantum chemistry. All of the test instances are from standard benchmark suites. Problems control10 and control11 are from control theory and they are the largest of this type in the SDPLIB test set [4] . The instance maxG51 is a medium size maximum cut problem chosen from the same benchmark set. ThetaG51, theta42, theta62, theta8, and theta82 are Lovász ϑ problems. The first three are from SDPLIB, while the others were generated by Toh and Kojima [26] . The instances hamming 8 3 4, hamming 9 5 6, hamming 10 2 and hamming 11 2 compute the ϑ function of Hamming graphs. All four of them are from the DIMACS [18] library of mixed semidefinite-quadratic-linear programs as is the min k-uncut test problem fap09. The sixteenth instance is CH4.1A1.STO6G, that comes form calculating electronic structures in quantum chemistry [23] . The initial point and the stopping criteria were the CSDP [3] default choices. Tables 4 and 5 give the time in seconds for computing Schur complement matrix M , Cholesky factorization of M and total solution time using one to sixty four processors. Note that we did not exploit rank-one structure in these computations.
In these tables m is the number of constraints as before, and n max is the size of the largest block in the primal matrix variable X. Computing Schur (the Schur complement matrix) for problems control10 and control11 is the most time consuming operation. For the rest of problems except maxG51, the time to compute the Cholesky factorization of M dominates. The parallel efficiencies were calculated using (5.13). This was not possible for all of the test problems, though; when the number of constraints exceed 20, 000, the memory required to accommodate the problem exceeded the available memory on an individual node. Therefore, Table 4 presents only results for the problem that could run on 1 node.
For problems control10 and control11, computing the Schur complement matrix is the dominant task and it scales relatively well with the number of the processors. However this is not the Table 4 : Running times (in seconds) for the selected SDP benchmark problems for our solver PCSDP.
case with Cholesky factorization of M and the total running time, especially when the number of processors is 16, 32 and 64. The m × m Schur complement matrix is fully dense in general and its Cholesky factorization does not inherit much from the structure of the problem. Although the block structure and the sparsity of X, Z and A i are effectively utilized in the matrix multiplications, they do not affect the scalability of distributed computing of Cholesky. Additionally, the high latency of the 1GBit network interconnect means relatively high delivery times for messages between nodes. Therefore, when the problem has fewer than 10, 000 constraints, like control10 and control11, it is not very efficient to solve it by distributed memory cluster. The Table 5 : Running times (in seconds) for the selected large-scale SDP benchmark problems for our solver PCSDP ('*' -means lack of memory) same issue is observed also in the middle-sized Lovász ϑ-type problems theta42, theta5, theta6 and theta8. The story is similar for the problem thetaG51. This is to be expected due to the relatively large dimensions of the primal and dual matrix variables X and Z.
Another example that suffers from poor parallel efficiency is the max-cut problem maxG51, where n = m. The constraints matrices are very sparse (and rank-one). As a result computing the elements of M and its Cholesky factorization takes a very small part in the total solution time. The dominant operations in this case are factorization of the primal matrix variable. Therefore, the overall scalability is poor and solving such a problem in a distributed memory computers is very inefficient. A similar problem with the scalability of maxG51 was observed for the solver SDPARA in [30] .
Much better results are obtained for the large scale instances as theta62, fap09 and hamming 8 3 4. Only for 32 CPUs is the performance relatively poor due to the non square grid geometry in this case i.e. N r = 8, N c = 4. Both the Cholesky factorization and construction of the Schur complement matrix scale well with the number of processors for all three problems. When these two computations dominate in the overall running time one sees a good overall scalability of the problem.
As we already mentioned above, we were not able to solve the largest test problems CH4, hamming 9 5 5, hamming 10 2, hamming 11 2 and theta82 on one processor. In Table 5 we therefore present only the running times in seconds when 4, 16, 32 and 64 processors were used. At least 4 nodes were required to accommodate the Schur complement matrix for problems with around 24, 000 constraints like CH4, hamming 10 2 and theta82. They have also a small dimension of the primal and dual matrix variables, hence the parallel operations dominate. As a result, very good scalability is observed not only in computing M and its Cholesky factorization but on the total running time as well. For the truly large-scale problems hamming 9 5 6 and hamming 11 2, at least 16 nodes were needed due to the amount of memory required. They both have more than 50, 000 constraints and 32bit addressing would not be enough to address the elements of Schur complement matrix M . In this case m ≫ n and the solver efficiently solved them with a good scalability in terms of running times between 16 and 64 CPUs.
Comparison with other parallel SDP solvers
We compare the performance of our SDP software PCSDP with two other distributed memory solvers, namely SDPARA by Yamashita et al. [30] and PDSDP by Benson [1] . All three codes were run on the DAS3 Beowulf cluster at the Delft University of Technology.
The stopping criteria for PCSDP were as follows:
In order to have comparable stopping criteria for SDPARA and PDSDP we set the SDPARA parameters 'epsilonDash' and 'epsilonStar' to 10 −7 , and used the PDSDP parameter settings: DSDPSetGapTolerance = 10 −7 , DSDPSetRTolerance = 10 −6 , and DSDPSetPTolerance=10 −6 , the last two being default values. These stopping criteria are not identical, but comparable. Since our primary interest is the parallel efficiency of the codes and not the solution time on one processor, this suffices for our purposes. Table 6 gives the respective running times on up to 64 cpu's for the three codes, and Table 7 the corresponding parallel efficiencies. Note that the parallel efficiencies could only be calculated for those problems that could be solved on one processor.
The parallel efficiencies in Table 7 are quite similar from PCSDP and SDPARA, as one might expect due to the similar algorithmic frameworks. However, it is clear from the instance fap09 that the codes may sometimes perform quite differently (see Table 6 ). The explanation is that the 2D process grid approach of PCSDP to forming the Schur complement matrix pays dividends here. In particular, the time spent by SDPARA for redistributing M is given in Table  8 . Note that as much as 8,000 seconds is spent by SDPARA in this process for 8CPUs.
The parallel efficiencies of DSDP in Table 7 are also very similar to those of the primal-dual codes, even though the corresponding running times in Table 6 can be quite different. This is logical, since the three codes exploit parallelism in the same places, namely in forming and solving the respective Schur complement systems. This results in roughly the same speedup per iteration for the three codes.
Future developments
The ability of PCSDP to exploit rank-one structure in the data matrices may be extended to data matrices with 'low' rank. This is already done in some versions of the code DSDP [2] by way of spectral decompositions of the data matrices. However, it would be much more efficient Table 6 : Running times in seconds for the selected SDP problems solved by PCSDP, SDPARA and PDSDP ('*' -means lack of memory).
if the user could specify the low rank structure directly in the input file. This highlights the need for a standard SDP input format that allows the user to directly specify more information on the data matrices than is currently possible with the sparse SDPA input format. 
