Abstract-This paper presents an improved technique for estimating the end-to-end distortion, which includes both a quantization error after encoding and a random transmission error, after transmission in video communication systems. The proposed technique mainly differs from most existing techniques in that it takes into account filtering operations, e.g., interpolation in subpixel motion compensation, as introduced in advanced video codecs. The distortion estimation for pixels or subpixels under filtering operations requires the computation of the second moment of a weighted sum of random variables. In this paper, we prove a proposition for calculating the second moment of a weighted sum of correlated random variables without requiring knowledge of their probability distribution. Then, we apply the proposition to extend our previous error-resilient algorithm for prediction mode decision without significantly increasing complexity. Experimental results using an H.264/AVC codec show that our new algorithm provides an improvement in both rate-distortion performance and subjective quality over existing algorithms. Our algorithm can also be applied in the upcoming high-efficiency video coding standard, where additional filtering techniques are under consideration.
Improved Estimation of Transmission Distortion for
Error-Resilient Video Coding
I. Introduction
I N A TYPICAL video encoder, two kinds of compression techniques are usually involved, lossless and lossy compression. Lossless compression can be applied by reducing the redundancy between spatiotemporal neighboring pixels, i.e., through intra/interprediction, and through the design and use of better codeword representations for a given probability distribution, i.e., using entropy coding techniques. Lossy compression is used to further compress the video by reducing Manuscript received March 6, 2011; revised July 13, 2011; accepted September 6, 2011. Date of publication October 10, 2011; date of current version April 2, 2012 . This work was supported in part by the U.S. National Science Foundation, under grant ECCS-1002214. This paper was recommended by Associate Editor B. Pesquet-Popescu.
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Digital Object Identifier 10.1109/ TCSVT.2011.2171262 fidelity, e.g., through quantization. In traditional video coding or video compression designs, rate-distortion (R-D) theory [1] , [2] is proposed to study the relationship between bit rate and video distortion induced by the lossy quantization operation.
With a R-D function, the redundancy of video sequences can be maximally exploited and distortion can be controlled by an acceptable quantization scheme through a R-D optimization (RDO) technique. However, in error-prone channels, reducing the redundancy also reduces the resilience to random transmission errors which may incur an increase in the end-toend distortion. On the other hand, increasing error resilience, e.g., through random intrarefreshing, may reduce compression efficiency. Error-resilient RDO (ERRDO), or sometimes called loss-aware RDO, is one method that can be used to alleviate the adverse effects of both bandwidth limitations and random transmission errors. The problem of minimizing the distortion given a bit rate constraint can be formulated as a Lagrangian optimization. Due to its discrete characteristics, however, the R-D function is not guaranteed to be convex [3] . Therefore, in this case, the traditional Lagrange multiplier solution for continuous convex function optimization is infeasible. The discrete version of Lagrangian optimization was first introduced in [4] , and then applied in a source coding application in [3] . Due to its simplicity and effectiveness, this optimization method is widely used in traditional video coding applications [5] - [7] . In the case of ERRDO, however, the end-to-end distortion is caused by both quantization and packet transmission errors. While the quantization error is known to the encoder, the transmission error depends on the particular channel realization and is therefore unknown to the encoder. Instead, ERRDO can use an estimate of the expected end-to-end distortion through characterizing the channel behavior, e.g., packet loss probability (PLP), to help the RDO process.
However, predicting end-to-end distortion is particularly challenging due to: 1) the spatiotemporal correlation in the input video sequence, i.e., a packet error will degrade not only the video quality of the current frame but also that of the subsequent frames due to error propagation; 2) the nonlinearity of both the encoder and the decoder, which makes the instantaneous transmission distortion not equal to the sum of distortions caused by individual error events; and 3) varying PLP in time-varying channels, which makes the distortion process into a nonstationary random process. Some pixel-level end-to-end distortion estimation algorithms have been proposed to assist mode decision as in [8] - [11] . Stockhammer et al. [8] , [9] proposed a distortion estimation algorithm by simulating K independent decoders at the encoder during the encoding process and then averaging their simulated distortion. We will refer to this algorithm, which is based on the Law of Large Numbers (LLN), as the LLN Algorithm. That is, the estimated result will asymptotically approach the expected distortion when K goes to infinity. In the H.264/AVC JM reference software [7] , this method is adopted to estimate the end-to-end distortion for mode decision. However, in the LLN Algorithm more simulated decoders lead to higher computational complexity and larger memory requirements. Also for the same video sequence and the same PLP, different encoders may have different estimated distortions due to the randomly produced error events at each encoder.
In [10] , the recursive optimal per-pixel estimate (ROPE) Algorithm is proposed to estimate the pixel-level end-toend distortion by recursively calculating the first and second moments of the reconstructed pixel value. However, nonlinear clipping that contributes to the transmission distortion is neglected [12] . In addition, enhancing ROPE to support pixel averaging operations, e.g., interpolation filtering, requires intensive approximation computation of cross correlation terms. In [13] , the authors extended ROPE by using the upper bound, obtained from the Cauchy-Schwarz approximation, to approximate the cross correlation terms. However, such an approximation requires very high complexity. For example, for an N-tap filter interpolation, each subpixel requires N integer multiplications 1 for calculating the second moment terms, N(N − 1)/2 floating-point multiplications and N(N − 1)/2 1 One common method to simplify the multiplication of an integer variable and a fractional constant is as follows: first scale up the fractional constant by a certain factor, round it off to an integer, perform integer multiplication, and, finally, scale down the product. square root operations for calculating the cross correlation terms, and N(N − 1)/2 + N − 1 additions and 1 shift for calculating the estimated distortion. On the other hand, the upper bound approximation is not accurate for practical video sequences since it assumes that the correlation coefficient is 1, for any two neighboring pixels. In [14] , the authors propose several models to approximate the correlation coefficient of two pixels as functions, e.g., an exponentially decaying function, of their distance. However, due to the random behavior of individual pixel samples, the statistical model does not produce an accurate pixel-level distortion estimate. In addition, such approximations incur extra complexity compared to the Cauchy-Schwarz upper bound approximation, since they need additional N(N −1)/2 exponential operations and N(N −1)/2 floating-point multiplications for each subpixel. Therefore, the complexity incurred is prohibitively high for real-time video encoders. On the other hand, since both the CauchySchwarz upper bound and the correlation coefficient model approximations require floating-point multiplications, additional round-off errors are unavoidable, which further reduce their estimation accuracy.
In [12] , we proposed a divide-and-conquer method to quantify the effects of four individual terms on transmission distortion: 1) residual concealment error; 2) motion vector (MV) concealment error; 3) propagation error and clipping noise; and 4) correlations between any two of them (RMPC). Based on our theoretical results, we proposed the RMPC Algorithm in [11] for error-resilient R-D optimized mode decision with pixel-level end-to-end distortion estimation. In state-of-the-art video codecs, such as H.264/AVC [15] and high-efficiency video coding (HEVC) [16] , fractional pixel motion compensation with interpolation filtering can have a substantial R-D performance gain. However, distortion estimation for pixels or subpixels under filtering operations requires the computation of the second moment of a weighted sum of random variables. In this paper, we first theoretically derive a proposition for calculating the second moment of a weighted sum of correlated random variables using a closed-form function of the second moments of those individual random variables. This proposition is general in estimating the distortion for any pixels after a filtering operation. Then, we apply the proposition to extend our previous RMPC Algorithm to subpixel-level distortion estimation for prediction mode decision without significantly increasing complexity. This algorithm is referred to as extended RMPC (ERMPC). The ERMPC Algorithm only requires N integer multiplications, N − 1 additions, and 1 shift to calculate the second moment for each subpixel. Experimental results show that, ERMPC achieves an average peak signal-to-noise ratio (PSNR) gain of 0.25 dB over the existing RMPC Algorithm for the Mobile sequence when PLP equals 2%, and ERMPC achieves an average PSNR gain of 1.34 dB over the the LLN Algorithm for the Foreman sequence when PLP equals 1%.
The remainder of this paper is organized as follows. Section II presents the system description and the necessary preliminaries of the RMPC Algorithm, and serves as a starting point for understanding the following sections. In Section III, we first derive the general proposition for the second moment of a weighted sum of correlated random variables, and then apply this proposition to design a low-complexity and highaccuracy algorithm for mode decision. Section IV shows the experimental results, which demonstrate the advantages of the ERMPC Algorithm over existing algorithms for H.264/AVC mode decision in error-prone environments. Section V concludes this paper. Fig. 1 shows the structure of a typical hybrid video coding system. Note that in this system, both the residual and the MV channels are application-layer channels. These channels can be separated for more general applications, e.g., for slice data partitioning under unequal error protection. If the residual and MV packets are transmitted in the same channel with the same error protection, this becomes a special case where the two channels have the same characteristics and are fully correlated.
II. System Description and Preliminaries

A. Structure of a Wireless Video Communication System
In Fig. 1 , for any pixel u in the kth frame, f k u is the input pixel value at the encoder;f 
as a transmission error. While the quantization error is known to the encoder after the encoding process, the transmission error is caused from any combinations of three error events, i.e., residual packet, MV packet, and propagated errors. In Fig. 1 , the residual used for reconstruction in the decoder, i.e., e k u , may be either the quantized residualê is the reference pixel value for reconstruction at the decoder, which recursively depends on all error events in the reference trajectory till the intracoded pixel.
Depending on whether the MV is correctly received or not, the propagated error can be calculated, according to (2) , by
where the concealed MV may point to a different reference frame j from the true reference frame j. Clipping noise is defined aŝ
at the encoder and as
at the decoder. That is, the clipping noise at the decoder is a function of the residual concealment, MV concealment, and propagated errors. Denote {r,m} as the error event that both residual and MV are correctly received at the decoder for pixel u k ; the clipping noise under this event will be
. Some important notations used in this paper are listed in Table I . Throughout this paper, we addˆonto the reconstructed variables at the encoder, addˇonto the concealed variables at the decoder, and add˜onto the variables, which are subject to the random channel error at the decoder.
B. Preliminaries About the RMPC Algorithm
In [12] , we take a divide-and-conquer approach to derive the second moment of ζ
. We first divide the transmission reconstructed error into four components: three random errors (residual concealment, MV concealment, and propagated errors) due to their different physical causes, and clipping noise, which is a nonlinear function of these three random errors. This error decomposition allows us to quantify the effects of below four terms on transmission distortion: 1) residual concealment error (R); 2) MV concealment error (M); 3) propagated error plus clipping noise (P); and 4) correlations between any two of the error sources (C). Based on this decomposition, we developed a practical algorithm, called RMPC Algorithm, to estimate the pixel-level end-toend distortion for mode decision in [11] .
In [11] , the end-to-end distortion function for each pixel u in the kth frame is defined as D
2 ], and can be derived by is independent of ξ k u , i.e., the packet transmission error is independent from the values of residual and MV, we proved in [11] and [12] that without slice data partitioning, E[ ζ
2 In [11] and [12] , we assume that if S(m) = 1, the reference pixel, pointed by the concealed MVmv k u , comes from the k − 1th frame; in this paper, we denote the k − j th frame for reference pixel pointed by the concealed MV mv k u without such an assumption. where
in the k − j th frame have been calculated by (5) and (6) and stored in memory during encoding of the k − j th frame;
2 ] can be calculated by (7) and (8), shown at the bottom of the page, where
have been calculated and stored in memory during encoding of the k − jth frame. Note that in this paper, for simplicity, we use E(·) to also represent the estimate of E(·), i.e.,Ê(·), in [11] .
Existing pixel-level algorithms, e.g., the RMPC Algorithm, are based on the integer pixel MV assumption to derive an estimate of D 2 ] requires the computation of the second moment of a weighted sum of correlated random variables and therefore the computation of several cross correlation terms. This is also true for distortion estimation for pixels or subpixels under other filtering operations. In Section III, we will extend RMPC Algorithm to solve this problem with low complexity.
III. Extended RMPC Algorithm for Mode Decision
In this section, we first derive a general proposition for any second moment of a weighted sum of correlated random variables; then we apply it to extend RMPC to estimate the end-to-end distortion for subpixel motion compensation and design the algorithm for mode decision.
A. Subpixel-Level Distortion Estimation for Error-Resilient Video Encoding
Typically, the R-D optimized mode decision consists of two steps. First, the R-D cost is calculated by
where
l is the set of pixels in the lth macroblock (MB) (or sub-MB, i.e., any block size for a given prediction mode) of the kth frame, ω m is the prediction mode [17] , R(ω m ) is the encoded bit rate for mode ω m , ω m ∈ m and m is the mode set for mode decision, and λ is the preset Lagrange multiplier. Then, the optimal prediction mode that minimizes the R-D cost is found bŷ
For the RMPC Algorithms, if the MV of one block for encoding is fractional, the MV has to be rounded to the nearest integer. This block will use the reference block pointed to by the rounded MV as a reference. However, in state-ofthe-art codecs, such as H.264/AVC and HEVC, interpolation filters are used to interpolate a reference block. Therefore, the distortion of nearest neighbor approximation is not optimal for such an encoder. In order to optimally estimate the distortion for pixels with interpolation filtering, or any other filtering in general, we need to extend the existing RMPC Algorithm.
In H.264/AVC, motion compensation accuracy is in units of one quarter of the distance between luma samples. 3 The prediction values at half-sample positions are obtained by applying a 1-D 6-tap finite impulse response filter horizontally and vertically. The prediction values at quarter-sample positions are generated by averaging samples at integer and half-sample positions [17] . Take ζ
and v is in a subpixel position in the k − jth frame. All neighboring pixels in the integer position, used to interpolate the reconstructed pixel value at v, are denoted by v i and with a weight w i , i ∈ 1, 2, . . . , N, where N = 6 for the half-sample interpolation, and N = 2 for the quarter-sample interpolation in H.264/AVC. Therefore, the interpolated reconstructed pixel value at the encoder iŝ (11) and at the decoder
From (2), we have
3 Note that considering the chroma distortion does not always improve the R-D performance but induces more complexity. Therefore, we only consider luma components in RDO in this paper.
Since
However, calculating
is in fact the second moment of a weighted sum of correlated random variables.
B. Proposition for Calculating the Second Moment of a Weighted Sum of Correlated Random Variables
The moment generating function (MGF) can be used to calculate the second moment for random variables [18] . However, to estimate the second moment of a weighted sum of random variables, the traditional MGF usually requires knowing their probability distribution and assumes they are independent. However, in a practical video codec, most random variables, e.g., those involved in the averaging operations, are not independent and their probability distributions are unknown. Therefore, some approximations, such as the Cauchy-Schwarz upper bound approximation [13] or the correlation coefficient model approximation [14] , are usually adopted. However, those approximations are of high complexity. In a wireless video communication system, the computational capability of the real-time encoder is usually very limited, and floating-point processing is undesirable. Therefore, it is desirable to design a new algorithm for the calculation of the second moment in (15) using only integer operations. Proposition 1 is a result of this motivation. Proposition 1: For any N correlated random variables {X 1 , X 2 , . . . , X N } and w i ∈ , i ∈ {1, 2, . . . , N}, the second moment of the weighted sum of these random variables is given by
The proof of Proposition 1 is provided in (20) . Note that in H.264/AVC, most averaging operations, e.g., interpolation, deblocking, and biprediction, are special cases of Proposition 1 in that N i=1 w i = 1. Therefore, we can extend the RMPC Algorithm through the consideration of Proposition 1. In (16) , since E(X 2 j ) has been estimated by the RMPC Algorithm, the only unknown is
. However, we will see that this unknown can be assumed to be negligible for the purposes of mode decision. (2) we have
C. Extended RMPC Algorithm for Mode Decision
In (17), bothf will not change too much fromf (16) . On the other hand, distortion is estimated for one MB or one sub-MB as in (9) for mode decision. When the cardinality |V
and hence E[( ζ
converges to a constant with high probability for all modes due to the summation over the same samples in each mode. For simplicity, we will call it "negligible term" in the following sections. Therefore, in (16) only the first term on the righthand side needs to be calculated without too much loss in precision.
With the N-tap filter interpolation, the complexity in (18) is dramatically reduced to only N integer multiplications, N − 1 additions, and 1 shift. Here, we propose the following (14) and (18) for all pixels in the MB; (8) (5) and (6) do not require (18) .
2) Complexity Analysis:
In [11] , we compare the complexity of RMPC to that of ROPE and LLN in theory. In this section, we first compare the complexity of ERMPC to RMPC in theory. Then, we test the complexity of ERMPC/RMPC/ROPE in JM16.0 and compare them to the default ERRDO Algorithm in JM16.0, i.e., LLN; we also test the RDO without errorresilient algorithms as a benchmark.
RMPC computational complexity is calculated from (4) to (8) , where the first moment and the second moment of the reconstructed error of the best mode should be stored after the mode decision (note that the reconstructed error in previous frames could be regarded as the propagated error in the current frame, recursively). Therefore, two units of memory are required to store those two moments for each pixel. 2 ] include only an integer MV. Therefore, the additional complexity of ERMPC compared to RMPC is the calculation of (14) and (18) .
Note that (14) and (18) (14) and (18) 
In fact, we may further simplify the implementation of (18) by replacing the integer multiplication operations by additions and shifts as
Note that in (19) , E( ζ
are invoked two times, but are counted only once since the temporary result is saved in the CPU register. As a result, the half-pixel position needs eight additions (ADDs) and four shifts only. For quarter-pixel positions, additional computations will need to be performed. We observe that there are two practical implementations for ERMPC, each one having different computational complexity and memory requirements. In the first, we can store the first and second moments of the transmission error for half-pixel positions, which will require three times the memory compared to storing only the integer pixel moments. However, this will reduce the complexity of calculating the moments for quarter-pixel positions. In the second, the moments for all fractional positions are calculated on the fly. This is also the method used in the LLN Algorithm available in the JM. The complexity of this method is analyzed below. Note that the computational complexity of calculating (14) and (18) for different subpixel positions is different.
In this paper, we only show the complexity analysis for those half-pixel positions interpolated by integer pixels. It is very easy to extend this analysis for all fractional positions.
Since (14) and (18) are calculated on the fly, there is no additional memory requirement for ERMPC. Note that in most CPUs, a shift can be integrated into an ADD, therefore not impacting complexity. As a result, the complexity of ERMPC can be found in Table II . 4 For LLN, half-pixel position motion compensation requires eight ADDs and four shifts more than LLN with integer-pixel position motion compensation for each simulated decoder; i.e., LLN is 8N d ADDs more than the complexity of that in [11] , where N d means the number of simulated decoders at the encoder. The default value in JM is N d = 30. We also cite the complexity of ROPE and LLN with integer MV accuracy from [11] in Table II for reference. Since the theoretical complexity comparison only accounts for half-pixel positions, it would be beneficial to evaluate complexity in a real encoding environment. In reality, MVs could point to any position, integer or fractional. The nearest integer MV is used to approximate the fractional MV in RMPC and ROPE. NO − ERRDO means the normal RDO mode decision process, without any error resiliency considerations available in the JM. Table III shows the results for the Mobile sequence at CIF resolution with PLP= 5%. The experimental setup is the same as those in Section IV. A system based on an AMD Opteron(tm) 2356 processor at 2.29 GHz was used. It can be seen that the execution time of ERMPC/RMPC/ROPE is only slightly higher of that of NO − ERRDO. However, LLN requires considerably more execution time than these schemes. Other sequences and channel conditions show similar results.
D. Merits and Limitations of ERMPC Algorithm
1) Merits:
Since both the Cauchy-Schwarz upper bound approximation [13] and the correlation coefficient model approximation [14] induce floating-point multiplications, roundoff error is unavoidable. The algorithm by Yang et al. [14] needs extra complexity to mitigate the effect of round-off error during distortion estimation. In contrast, one of the merits of Proposition 1 is that it only needs integer multiplications and additions. In H.264/AVC and HEVC, w i (and w i · w j ) can be scaled to an integer value without any round-off error for all coding modes. As a result, round-off error can be avoided in the ERMPC Algorithm.
In [19] , the authors prove that a low-pass interpolation filter will decrease the frame-level propagated error under some assumptions. In fact, it is easy to prove that when N i=1 w i = 1 and |V k l | is large, the negligible term is larger than or equal to zero. Even at the MB-level, the negligible term is larger than or equal to zero with very high probability. From (16), we see that the block-level distortion decreases, with very high probability, after the interpolation filtering.
One additional benefit of (16) is to guide the design of the interpolation filter. Traditional interpolation filter design aims to minimize the prediction error. With (16), we may design an interpolation filter by maximizing 
recursively by storing the value in memory. This will be considered in our future work.
IV. Experimental Results
In this section, we compare the R-D performance and subjective performance of the ERMPC Algorithm with that of the RMPC and the LLN Algorithms for mode decision in H.264/AVC. Since the original ROPE does not support the interpolation filtering operation and its extensions [13] , [14] induce many floating-point operations and round-off errors, we only use the same nearest integer MV approximation to show how its R-D performance differs from ERMPC, RMPC, and LLN. To compare all algorithms under multireference picture motion-compensated prediction, we also enhance the original ROPE Algorithm [10] with multireference capability.
A. Experimental Setup
The JM encoder and decoder were used in the experiments. The first 100 frames from several CIF resolution, 30 f/s test video sequences were tested under different PLP settings from 0.5% to 5%. The colocated pixel copy from the previous frame method was used for error concealment in all algorithms. The first frame is assumed to be correctly received. The high profile of H.264/AVC, using context-adaptive binary arithmetic coding for entropy coding but without B slices, with three slices per picture and three reference frames, was used. Constrained intraprediction was also enabled. In the LLN Algorithm, the number of simulated decoders is 30.
B. R-D Performance
Due to space limitations, we only show the plots of PSNR versus bit rate for video sequences Foreman and Mobile under PLP= 0.5% and PLP= 2% in Figs. 2 and 3 , respectively. The experimental results show that ERMPC achieves the best R-D performance, RMPC achieves the second best R-D performance, ROPE achieves better performance than LLN in some cases such as at high rate in Fig. 2 , but worse performance than LLN in other cases such as in Fig. 3 and at the low rate in Fig. 2 .
It is interesting to see that for some sequences and channel conditions, ERMPC achieves a notable PSNR gain over RMPC. This is, e.g., evident in Mobile and Foreman. For some other cases, however, ERMPC only achieves a marginal PSNR gain over RMPC (e.g., Coastguard and Football). From the analysis in Section III-A, we know that the only difference between RMPC and ERMPC is the estimate of the propagated error ζ k−j u+mv k u in (7) and (8) . Therefore, the performance gain of ERMPC over RMPC only comes from intermodes, since they both use exactly the same estimates for intramodes. Thus, the higher percentage of intramodes in Coastguard and Football may result in a marginal PSNR gain of ERMPC over RMPC.
For most sequences and channel conditions, we observe that in most cases the higher the bit rate for encoding, the more the PSNR gain of ERMPC over RMPC, such as in Figs. 2 and 3(a) . In (4), the end-to-end distortion consists of both quantization and transmission distortion. The ERMPC Algorithm gives a more accurate estimation of propagated error in transmission distortion than the RMPC Algorithm. When the bit rate for source encoding is very low, with rate control the controlled quantization parameter (QP) is large, and hence the quantization distortion becomes the dominant part in the end-to-end distortion. Therefore, the PSNR gain of ERMPC over RMPC is marginal. On the contrary, when the bit rate for source encoding is high, the transmission distortion becomes the dominant part in the end-to-end distortion. Therefore, the PSNR gain of ERMPC over RMPC is notable. However, this is not always true as observed in Fig. 3(b) . The reason is as follows. In the JM, the Lagrange multiplier in (9) is a function of QP. A higher bit rate or smaller QP also causes a smaller Lagrange multiplier; therefore, the rate cost in (9) becomes smaller, which may produce a higher percentage of intra modes. In such a case, the PSNR gain of ERMPC over RMPC decreases. As a result, different sequences give different results depending on whether the effect of increase of intramodes dominates over the effect of decrease of quantization distortion.
LLN has poorer R-D performance than ERMPC. This may be since 30 simulated decoders are still not enough to achieve a reliable distortion estimate. Meanwhile, complexity increase is considerable compared to ERMPC. It is also interesting to see that the integer MV approximation for ROPE is only valid for some sequences, such as Foreman, while this approximation gives poor R-D performance for some other sequences, such as Mobile. However, the nearest neighbor approximation for RMPC in all sequences achieves good performance. This is because RMPC approximates the first and second moments of the propogated error ζ k−j u+mv k u by the rounded MV, while ROPE approximates the first and second moments of the reference pixel value f k−j u+mv k u by the rounded MV. Since the propagated errors are much smaller and more stable than the reference pixel values, RMPC shows better and more stable performance using integer MV approximation. Table IV shows the average PSNR gain (in dB) of ERMPC over RPMC, LLN, and ROPE for different video sequences and different PLP. The average PSNR gain is obtained using the Bjøntegaard delta-PSNR method in [20] , which measures the average distance (in PSNR) between two R-D curves. From Table IV , we see that ERMPC achieves an average PSNR gain of 0.25 dB over RMPC for the sequence Mobile under PLP= 2%, it achieves an average PSNR gain of 1.34 dB over LLN for the Foreman sequence under PLP= 1%, and it achieves an average PSNR gain of 3.18 dB over ROPE for the Mobile sequence under PLP= 0.5%.
C. Subjective Performance
Since PSNR may not be as meaningful for error concealment, subjective performance is also evaluated. Fig. 4 shows the subjective quality of the 84th frame and the 99th frame of Foreman sequence under a PLP of 1% and a bit rate of 250 kb/s. These results suggest a similar performance as those presented in Section IV-B. We can thus conclude that ERMPC achieves the best performance.
D. Discussion
1) Effect of Clipping Noise on the Mode Decision:
Since ROPE does not consider the effect of clipping noise on the transmission distortion, it overestimates the end-to-end distortion for intermodes. Hence, ROPE would tend to select intra modes more often than ERMPC, RMPC, and LLN, which will lead to higher encoding bit rates. To verify this conjecture, we tested all sequences under the same QP settings, from 20 to 32, without rate control. We observed that the ROPE Algorithm always produced a higher bit rate than other schemes as shown in Figs. 5 and 6.
2) Effect of Transmission Errors on Mode Decision: One can observe three characteristics for ERMPC/RMPC/ LLN/ROPE Algorithms versus NO − ERRDO: a) the number of intra MBs increases since the transmission error is accounted for during mode decision; b) the number of skip mode MBs also increases, since the transmission error will increase the transmission distortion in all other modes except for this mode; and c) if we allow the first frame to be erroneous, the second frame will have high percentage of intra MBs. This is because only the value of 128 can be used to conceal the reconstructed pixel values if the first frame is lost, while if other frames are lost the collocated pixel in the previous frame can be used to conceal the reconstructed pixel values. Therefore, the propagated error from the first frame will be much higher than the error from other frames. As a result, if the first frame is allowed to be lost with a certain probability, the second frame will contain a high percentage of intra MBs due to ERRDO.
V. Conclusion
In this paper, we proved a new proposition for calculating the second moment of a weighted sum of correlated random variables without requiring knowledge of the random variable probability distributions. Then, we apply this proposition to extend our previous RMPC Algorithm in estimating the fractional-level end-to-end distortion for prediction mode decision without significantly increasing complexity. Experimental results showed that ERMPC achieves on average a PSNR gain of 0.25 dB over the existing RMPC Algorithm for the Mobile sequence when PLP equals 2%; ERMPC achieves an average PSNR gain of 1.34 dB over the the LLN Algorithm for the Foreman sequence when PLP equals 1%. Experimental results also showed that subjective quality was also improved. He is currently a Staff Engineer with the Image Technology Group, Dolby Laboratories, Inc., Burbank, CA. His current research interests include image and video compression and transmission, image and video quality evaluation, and computer vision.
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