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Models for Pricing and Hedging Caps and
Swaptions
Abstract
In  this paper  we empirically compare different term structure models when it comes to th e
pricing and hedging of caps and swaptions. W e analyze the influence of the number of factors
on  the pricing and hedging results, and investigate which type  of data  !interest rate data or
deriv ative  price data ! should be used to estimate the model parameters to obtain the bes t
pricing and hedging results.  We use data on interest rates, and  cap and swaption prices from
1995  to 1999.  We find that models with two or three factors imply better out-of-sampl e
predictions o f cap and swaption prices than one-factor models. Also, estimation on the basis
of  de rivative prices leads to more accurate out-of-sample prediction of cap and swaptio n
prices than e stimation on the basis of interest rate data. The empirical results on the hedging
of caps and swaptions show that, if the number of hedge instruments is equal to the number
of   factors, the multi-factor models outperform one-factor models in hedging caps an d
swaptions. However,  if one uses a large set of hedge instruments, one-factor models perform
as well as multi-factor models. 
JEL Codes: G12, G13, E43.
Keywords: Term Structure Models; Interest Rate Derivatives; Option Pricing; Hedging.Buhler   et al. (1999) call their methodology  a  global approach, as opposed to the  local approach of Amin
1
and Morton (1994). Gl obal or interest-rate-based estimation is also applied by Moraleda and Vorst (1996), while
the  lo cal or option-based estimation method is also used by Flesaker (1993), Moraleda and Vorst (1997) an d
Moraleda and Pelsser (1998).
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1  Introduction
Most  large f inancial institutions use term structure models to price and hedge interest rate derivativ e
securities.   Several articles have empirically examined such term structure models. A large part of thi s
literature has focused on the performance of these models in terms of th e pricing of bonds, see, for example,
Babbs  and Nowm an (1999), Dai and Singleton (1999), and Pearson and Sun (1994). In general, th e
conclusion  is that models that have one factor that drives interest rates of all maturities are rejected i n
favour of two-  or three-factor models. However, there exists little empirical evidence of how multi-factor
models perform in terms of the pricing and hedging of inte rest rate derivatives. In this paper we empirically
analyze the performance of both one- and multi-factor models f or both the  pricing and  hedging of caps and
swaptions, using weekly data on cap and swaption prices from 1995 until 1999.
We focus on two issues. The first issue concerns the number of factors that is necessary for accurate
pricing and hedging of caps and swaptions. Longstaff, Santa-Clara, and Schwartz (1999) and Rebonato
(1999) argue, purely  on a theoretical basis that, although a one-factor model might suffice for the pricing
of caps, it is likely to be inappropriate for the pricing of swaptions , because swaption prices directly depend
on the correlation between interes t rates of different maturities. In one-factor models these (instantaneous)
correlations are equal to one, contradicting empirical observations.
The second aim of the paper is to analyze which data  !interest rate data  or derivative price data ! should
be used to estimate the parameter s of the term structure model in order to accurately price and hedge caps
an d  swaptions. A similar issue has been studied by Chernov and Ghysels (2000) for the estimation o f
stochastic volatility models for equity prices.
This  paper is  related to Amin and Morton (1994) and Buhler et al. (1999). Amin and Morton (1994)
use  E urodollar futures options data and compare several one-factor HJM-type models by analyzing th e
predicti on  of futures option prices, parameter stability and profits from model-based trading strategies .
They estimate the parameters of the model using  the daily cross-section of option prices, and conclude that
the simple st one-factor model, the Ho and Lee (1986) model, is the preferred one, although there is weak
evidence fo r a hump-shaped volatility structure. In contrast, Buhler et al. (1999) estimate the parameters
of   one- and two-factor models using data on interest rate changes, and, subsequently, analyze how wel l
these models price options on German government bonds.
Our paper extends these two articl es in several ways. First, we apply both the  option-based estimation
method of Amin and Morton (1994), and  the  interest-rate-based estimation method that is used by Buhler
et   al. (1999) . By applying both estimation  approaches we will be able to analyze which type of estimation
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will  r esult in the best out-of-sample predictions of derivative prices. Moreover, in this way we can als o
assess the sensitivity of the conclusions of Amin and Morton  (1994) and Buhler et al. (1999) to the specific
estimation method chosen.
Secon d,  we use data on other instruments than Buhler et al. (1999) and Amin and Morton (1994) ,
name ly  panel data on prices of caps and swaptions. These derivative prices contain much information ,
because th ey contain both short- and long-maturity options, ranging from 1 month to 10 years, and these
options  are w ritten on both single interest rates (caps) and combinations of interest rates of differen t
maturities (swaptions). This v ariety in instruments enables us to analyze in detail both the entire volatility
structure of interest rates and the correlations betwe en these interest rates. In particular, we can distinguish
between one-factor, two-factor and three-factor models. In Amin and Mor ton (1994), the Eurodollar futures
options have maturities up to one year and the underlying intere st rate has a maturity of three months. They
note  that  ‘with options on short-maturity instruments, we cannot distinguish between multiple additiv e
factors’.  I n Buhler et al. (1999), the options have maturities up to three years, and have as underlyin g
inst ruments only medium-term and long-term government bonds. They analyze both one- and two-factor
models, and f ind in some cases that the two-factor models have larger pricing errors for the bond options
than  one-fac tor models. One explanation for this result may be a lack of variety in the derivativ e
instruments in their data to identif y multiple factors. Also, because their two-factor models do not nest the
one-factor mo dels, and estimation strategies differ amongst these models, it is difficult to determine what
exac tly  causes the difference between their one- and two-factor models. In particular, the effect of non -
perfect correlations between interest rates of different maturities for derivative pricing remains unclear.
Third, we not only investigate the pricing  of interest rate derivatives, but also the size of hedging errors
of model-based delta-hedging strategies  for caps and swaptions. Although pricing accuracy has often been
investi gated,  this does not apply to hedging accuracy. For equity options, several articles examine th e
effectiveness of delta-hedging (for example, Dumas, Fleming and Whal ey (1997)). For interest rate options,
the  empirical evidence is scarce. In a simulated two-factor economy,  Canabarro (1995) shows that one-
factor models might yield accurate derivative pric e predictions, whereas these models poorly hedge interest
rate options. We  empirically analyze  hedging accuracy, and focus especially on the differences in hedging
errors between one- factor and multi-factor models. We also analyze hedging strategies based on different
sets of hedging instruments.
The models that we analyz e are all specified according to the Heath, Jarrow and Morton (HJM, 1992)
approach. Many well-known term s tructure models, such as the Ho-Lee (1986) model and the Hull-White
(1990) model, fit into this framework. HJM-models fit th e current term structure of (forward) interest rates
by construction. Especially for the prici ng and hedging of interest rate derivative portfolios, it is important
to price the  underlying swaps or bonds without error. Also, the HJM models can price and hedge interest
rate derivatives without assumptions on the market  price of interest rate risk. One only needs to specify the
volatilities and correlations of forward interest rates for all forward maturities.
Our empirical analysis c onsists of the following steps. First, we estimate the parameters of the models-3-
under considerati on. In case of option-based estimation we estimate the parameters for every week in our
dataset,   using the cross-section of cap and swaption prices. In case of interest-rate-based estimation w e
estimate  the parameters for every week using  a time-series of interest rate changes and a rolling horizon
of   39 weeks. Second, we analyze for each model and for both estimation strategies the accuracy o f
predicting   the prices of caps and swaptions out-of-sample. Third, for each model, we assess the hedging
accuracy for caps and sw aptions, i.e., we analyze how much of the variability of cap and swaption prices
is removed by delta-hedging strategies based on the model.
The empirical results can be summarized a s follows. First, a three-factor model, applying option-based
estimation,  results in the best out-of-sample predictions for  cap and swaption prices, but the differences
in  pr edictions with the one-factor models are economically not very large, and not always statisticall y
significant. In particular, we find that the absolute prediction errors for swaptions decrease (on average)
from 12.5% of the price, in case of a one-factor model, to 8.7% of the pr ice, in case of a three-factor model.
Second,   in all cases, option-based estimation leads to better out-of-sample price predictions tha n
interest-rate-based estimation, and the differences are  especially large for the prediction of swaption prices.
Option-based estimation on average leads to estima tes for forward rate volatilities that are of the same size
or  a little lower than for interest-rate-based estimation. For the multi-factor models, the correlation s
bet ween  forward interest rates are lowest in case of option-based estimation. Hence, the interest-rat e
correlations implici t in swaption prices are lower than the historically estimated interest rate correlations,
which explains the superior performance of  option-based estimation, when it comes to predicting swaption
prices.
If  one compares different models on the basis of interest-rate-based estimation only,  the multi-factor
models   on average lead to worse predictions of cap and swaption prices than a one-factor model. Thi s
result c orresponds to the results of Buhler et al. (1999), who use interest-rate-based estimation only, and
implies that conclusions solely on the basis of interest-rate-based estimation might be premature.
In addition, we construct for e ach model strategies for delta-hedging caps and swaptions, assuming the
v alidity  of the underlying model, using discount bonds as hedge instruments. We calculate how much the
v ariability of c ap and swaption prices decreases if one rebalances the hedge portfolio every two weeks. If
we use as many hedge instruments as the number of fa ctors in the model, we find large differences between
t he one- and multi-factor models; t he reduction in derivative price variability due to delta-hedging with the
t hree-factor model is alm ost twice as large as for the one-factor models. However, if we use for every cap
a nd swaption a set of hedge instrument s that corresponds to all cash flow dates of the cap or swaption, the
d ifferences between the one- a nd multi-factor models disappear. Hence, the choice of the number of hedge
instruments  and the maturities of these hedge instruments seem to  be more important than the particular
model choice.
The remainder of this paper is organized as follows. In Section 2 we brief ly review the literature on HJM
mode ls  and the pricing of caps and swaptions. Section 3 describes the data. In Section 4 we discuss th e
specifi cation  of the different models and the estimation methods that we use. Section 5 contains th edf( t, T)’ µ ( t, T, T) dt % j
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˜ µ ( t, T, T)’ j
K
i’1




Fi( t, u, T) du.
f( t, T)
f( 0 , T)
Wi( t) ,i’1 , . . , K µ ( t, T, T)
Fi( t, T, T)




e stimation results. In Section 6, we analyze  the predictions of caps and swaption prices for both one-factor
and   multi-factor models, and we  determine the effect of non-perfectly correlated interest rates on th e
prici ng  of caps and swaptions. In Section 7, we assess the hedging accuracy for caps and swaptions .
Section 8 contains concluding remarks.
2 Pricing Caps and Swaptions with HJM Models
In  th is section we briefly review the HJM approach to modeling the term structure of (forward) interes t
rates.  Let   denote the forward interest rate at time  t for riskless and instantaneous borrowing o r
le nding  at date  T. The key to the HJM approach is to start with modeling the processes of thes e
instantaneous forward interest rates, given the current instantaneous forward rate curve  :
Here    are  K factors, being independent Brownian Motions,   is the drift function,
a nd   i s the volatility function of factor  i; T  represents the state of nature. In the general set-up,
both  the d rift function and the volatility functions can be quite general, and only have to satisfy wea k
r egularity conditions. The process presented in (1)  is under the “true” probability distribution. HJM (1992)
s how that in an arbitrage-free econ omy, the resulting drift function  of the forward rates under the
e quivalent martingale measure, wit h the money-market account as numeraire, is completely determined by
the volatility functions in (1), i.e.,
This implies tha t for the pricing and hedging of interest rate derivatives, only the volatility functions need
to be specified and estimated.
In  this paper, we  only analyze models with time-homogeneous, deterministic volatility functions, i.e.,
v o latility functions that only depend on the dates  t and  T and, thus, not on  T, where the dependence on  T
and  t is through their difference  T-t. The reason is threefold. First, estimation of time-inhomogeneou s
volatility  f unctions from historical interest rate data is at the least very difficult. Secondly, a time -
i nhomogeneous volatility fun ction can lead to a very unrealistic pattern for the future volatility of the spotL*( t, T)’ *&1( P( t, T) / P( t, T%*) &1)
df( t, T)’ µ ( t, T, T) dt % j
K
i’1
Fi( T&t) dWi( t) ,
Fi( t, T, T)
Fi( T&t) ˜ µ ( t, T, T)’ ˜ µ ( t, T)
Fi( T&t)
Caplett, *Max{ 0 , L*( T, T) &k} T%* L*( t, T)
For   US interest rates there is some evidence that the volatility of i nterest rates indeed depends on the level
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of interest rates (Chan et al. (1992)). However, as  argued by Babbs and Nowman (1999), these results may (partly)
be  caused by the high and volatile interest rates in the period 1979-1982. More recent studies (Nowman (1997),
Bliss and S mith (1998)) provide at the most very weak evidence for a relation between volatility and the interest
rate level.
Moreover,   these models are l inked to the Duffie-Kan (DK, 1996) class of interest rate models. The DK-
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class,  th at encompasses, for example, the Vasicek (1977) and, Cox, Ingersoll, and Ross (1985) models, can b e






r ate. Third, the assumption of determ inistic volatilities together with time-homogeneity implies a Gaussian
distribution  for interest rates. As our analysis is based on prices  of at-the-money options, we will not be
able  to obtain  very precise results on the probability distribution of interest rates. Only if one observes a
s et of option s with a wide range of strike prices, one will be able to make clear statements concerning the
probability  distribution of interest  rates. For example, Ait-Sahalia and Lo (1998) can nonparametrically
e stimat e the risk-neutral density of equity prices, but only because they can use equity option prices with
d ifferent strikes. Also, the  studies of Amin and Morton (1994) and Buhler et al. (1999) reveal that models
that   depend on  T through the forward rates (as in HJM, section 7) and differ in the way the volatilit y
function   depends on the forward rates, do not show large differences in performance, suggesting that the
dependence   on  T is not that crucial.  An additional a rgument to analyze Gaussian models is their analytical
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and   numerical tractability . Of course, Ga ussian models cannot guarantee positive interest rates. However,
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f or re alistic parameter values, the probability of negative interest rates is small for Gaussian models (see
Rogers (1997)).
Thus, the models that we analyze have the following form
The impl ied drift function under the equivalent martingale measure becomes (2),  with  replaced
b y  , so that  .  The models that we consider differ through the number of factors
K and the specification of each volatility   as function of  T-t.
Given  th e specification of such Gaussian HJM models, pricing formulas for caps and swaptions ar e
readily   available. Let  P(t,T) denote the time  t price of a zero-coupon bond maturing at time  T. Then th e
p rice of a caplet a t time  t,   that pays off   at time  , where  is the
*-period forward Libor rate , has been shown to be equal to (see Brace and Musiela (1994))
4Caplett ’ P( t, T) N( &h)& ( 1%k*) P( t, T%*) N( &h&>) ,
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Here   N(.)  denotes the standard normal distribution function and  I denotes the information set of time  t. t
I ns pection of these formulas reveals that, because the variance of the log-bond price is the relevant input
for  the price of the caplet, only the sum of the squared volatility functions of  all factors is present in the
p ricing formula. Therefore, the price  of a caplet, and, thus, the price of a cap, which is a sum of caplets of
different  ma turities, only depends on the variances of interest rates, and not on the covariances of bon d
prices or interest rates of different maturities.
For the price of a payer swaption at time  t,   which give s the right to enter into a swap at time
T with fixed rate  k,  where the swap has payment dates  T , T ,.., T , the following expression is derived by 1 2 n
Brace and Musiela (1994)
where   N (x) is t he density function of the  K-dimensional standard normal distribution and  ( ,.., (   are  K- K 1 n
dimensional vectors such that, for all i,j =1,...,n,
As  opposed to ca plets, the price of a swaption also depends on the covariances between bond prices o r
i nterest rates of differ ent maturities. As a very important difference between one- and multi-factor models
l ies in t he implications for covariances and correlations of interest rates (one-factor models imply perfect
i ns tantaneous correlations between interest rates), swaption prices potentially contain information on the
number of factors that determine interest rate movements.
Formula  (5) is a special case of the pricing formula for the price of a put-option on a coupon-bon d
derived   by Jamshidian (1989), as a payer swaption is equivalent to a put-option on a coupon-bond wit hP( t, T)’ exp ( $1( T&t) %… %$d( T&t) d%j
s
j’1
$d%jmax ( 0, T&t&kj) d)
k1
k2




c oupon rate  k a nd exercise price 1. For one-factor models, equation (5) leads to a closed-form expression
for  the swapt ion price. For multi-factor models, it is, in general, not possible to obtain closed-for m
s olutions, and simulation is necessary  to calculate prices. We use the simulation methodology of Clewlow,
Pang and Strickland (1996), who make use of control variates, to obtain prices for swaptions.
For  our he dging analysis we also need partial derivatives of the prices of caps and swaptions wit h
respec t  to zero-coupon prices, which are derived by Brace and Musiela (1994). For the sake o f
completeness, the appendix contains these hedge ratios.
3 Caps and Swaptions Data
We  use two US data sets  for our analysis:  one data set containing money-market rates and swap rates and
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the other data set containing implied Black (1976) volatilities of caps and swaptions.
From  January 1994 until June 1999 we have weekly data  on US money-market rates with maturities
of  1, 3, 6, 9, and 12 months, and data on US swap  rates with maturities ranging from 2 to 15 years. All
week ly  observations are on the Monday of each week. These interest rate data are used to construct th e
forward   interest rate curve at each Monday in the dataset. We need these forward interest rates for tw o
r easons. First, when pricing derivatives with HJM  models, the initial forward interest rate curve is an input
t o the HJM model. Second, one way to esti mate the parameters of the HJM volatility functions is based on
the variances and covariances of historical forward rate changes of different maturities.
However,  w hen constructing the forward interest rate curves, one should be aware of a trade off, a s
noted  by Buhler et al. (1999).  In principle, for the pricing of derivatives at one day, one would like to fit
t he price of the underlyi ng instrument perfectly. On the other hand, because estimates for forward interest
r ate s turn out to be very sensitive to small differences between money market or swap rates of nearly the
s ame maturity, a perfect fit of all underlying mo ney market and swap rates generally leads to unreasonably
h igh estimates for the volatilities of historical forward rate chan ges. Therefore, we impose some smoothness
c onditions on the shape of the forward interest rate c urve, as described in, for example, Bliss (1997). Thus,
we parametrize the price of a zero-coupon bond maturing at  T at date  t as follows
I n our application  we choose  d equal to 3 and the number of knot points  s equal to 2, with   set equal to
2  years and   equal to  4 years. The parameters  $ are estimated for each Monday by minimizing the sumThe total maturity of a swaption is defined as the sum of the option maturity and the swap maturity.
6
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o f squared relative dif ferences between the observed money-market and swap rates and the corresponding
money-market and swap rates as implied by (7).  In Table 1, we present some summary statistics on the fit.
I t follows that the average absolute error is 0.46% for money-market r ates and 0.25% for swap rates, which
i s equival ent to, respectively, 2.3 and 1.2 basis points, which seems satisfactory. Notice that from (7) we
can obtain a forward interest curve  f(t,T) that is differentiable in  t and  T.
The derivatives data that we use ar e weekly quotes, again on each Monday of the week, for the implied
Blac k (1976) volatilities of at-the-money-forward US caps and swaptions, from January 2, 1995 to June
7,  1999. In t otal, this renders 232 weekly time-series observations on 63 instruments. The caps hav e
maturities ranging  from 1 to 10 years, and their payoffs are defined on 3-month interest rates. The 1-year
c ap consists of 3 caplets with ma turities of 3, 6, and 9 months, and the 10-year cap consists of 39 caplets,
with maturities ranging from 3 months to 9 years and 9  months. The other caps are constructed in a similar
way. The strike of each cap is equal to the  corresponding swap rate with quarterly compounding. Caps are
q uoted in the  market by Black implied volatilities. Given the underlying forward interest rate curve, there
is a one-to-one correspondence between the cap implied volatility and the price of a cap.
In Table 2 we provide some summary statistics on the implied volatilities of the caps. Although these
impli ed  volatilities cannot be interpreted directly as volatilities of single interest rates, because a ca p
c onsists of seve ral caplets, we can still conclude that there is some evidence for a  hump shaped volatility
structure,  which is in line with Amin and Morton (1994), and Moraleda  and Vorst (1997). More formal
evidence for hump shaped volatility structures will be given later in this paper.
A swaption is characterize d both by the option maturity and the swap maturity. In our data, the option
maturities ran ge from 1 month to 5 years, while the swap maturities range from 1 to 10 years. We do not
i nclude  prices of swaptions with total maturities  longer than 11 years, because the implied volatilities of
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t hese swaptions are not always updat ed in our data. The strike of an at-the-money swaption is equal to the
c orresponding forward swap rate.  Henc e, given the underlying forward interest rate curve, there  is a one-
to-one  correspondence between swaption implied volatilities and swaption prices. In Tables  3 and 4, we
provid e  summary statistics for the swaption implied Black volatilities. Again, there is some informa l
e vidence for a hum p shaped volatility structure. We also see that the variability over time in the swaption
implied volatilities is somewhat lower than for cap implied volatilities.
4  Model Specification and Estimation
The differences between models in the time-h omogeneous Gaussian HJM class that we consider arise from
the  number of  factors that is included and the particular functional shape of the volatility functio n
c orrespo nding to each factor. We choose to analyze two types of specifications for the volatility functionF1( T&t)’ (1e
&(2( T&t) ( 1%(3( T&t) )
F1( T&t)’ g1( T&t)
F2( T&t)’ g2( T&t)
F3( T&t)’ g3( T&t)




g3 g1 g2 g3
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in  the Gaussian HJM-class, namely a  purely parametric one, and one based upon Principal Components
Analysis (PCA):
(I) Parametric One-Factor Models
(II) PCA One-, Two-, and Three-Factor Models
In  case of  (I)  , and   are unknown real-valued parameters. In case of (II)   ar e
unknown functions of the time to maturity  T-t.
The choice for these models is largely inspired  by models that are proposed and analyzed in the existing
literature  on interest rate models. The parametric one-factor model (I) is proposed  by Amin and Morton
( 1994) and Mercurio and Moraleda (1996). In its general form, it implies  a hump shaped volatility structure
if   (  <  ( . We will also analyze two special cases of this  model. First, if  (  and  (  are equal to zero, the 2 3 2 3
c onstant volatility model of  Ho and Lee (1986) is obtained. If  (  is equal to zero, the Generalized Vasicek 3
(1977)  model i s obtained, or, equivalently, the one-factor model of Hull and White (1990). Amin an d
Morton (1994) are not ab le to obtain stable parameter estimates for the general specification (I), and only
estimate restricted versions of this specification. So, we classify for later reference
(Ia) Ho and Lee: 
(Ib) Generalized Vasicek: 
(Ic) Mercurio and Moraleda:  (-s free.
The  one-factor PCA model is obtained if the functions    vanish, and the two-factor PCA is
obtained  if the function  vanishes. The functions  , , and   in  the PCA models will be estimated  
u s ing principal components analysis (PCA). The use of principal components analysis to estimate HJM-
volatility  functions  was proposed initially by Heath, Jarrow and Morton (1990), and has been applied to
interest rate data by, for example, Litterman and Scheinkman (1991), Knez, Litterman, and Scheinkman
( 1994), Morale da and Vorst (1996) and Buhler et al. (1999). Below we will further discuss estimation of
these models.
We can first of all determine  which specification gives the best description of the  variances of forward
interest  rates. In this respect we extend Amin and Morton (1994), as we also analyze models based o n
PCA-est imates.  Furthermore, by analyzing PCA models with either one, two, or three factors, we ca n
analyze  which specification gives the best description of the  correlations  between forward interest rates
of different maturities.
One way to proceed is to assume that the models are valid ove r the entire sample. Then one could apply,g1 g2, g3
See, for example, Ball and Torous (1999).
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We  have also used exponential smoothing to give recent observations  a higher weight. However, this does
8
not  improve  the pricing of caps and swaptions in general. This is in contrast with the results of Bali an d
Karagozoglu (1999) for Eurodollar futures options.
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f or example, the Generalized Methods of Moments (see Hansen (198 2)) using the price restrictions for caps
a nd swaptions to estimate the parameters and  test for the overidentifying restrictions. This is the procedure
followed  by Flesaker  (1993). Following Amin and Morton (1994), and Buhler et al. (1999), we follow a
d ifferent approa ch: both in the cases of option-based estimation and interest-rate-based estimation, we do
not  restrict the parameters to be constant over the entire valuation  period from 1995 to 1999, as there is
s ome evidence for time-varying interest rate volatility in the li terature . One could try to model time-varying
7
v olatility using the stochastic-vola tility approach (Hull and White (1987)). However, the specification and
e stimation  of such models is more difficult than for the models proposed here. For example, in stochastic
v olatility models, one must specify the risk premium associated  with the stochastic volatility. Also, as noted
by  Amin and  Morton (1994), using a constant volatility model with market-implied or time-varyin g
v o latility parameters is a good approximation of a stochastic volatility model, as long as the options that
are  an alyzed are not too far from at-the-money. In that case the valuation formula for an at-the-mone y
o ption price in a stochastic volatilit y model has a similar form as the valuation formula for an option price
i n a constant volatility model, with the constant volatility  parameter replaced by the expected volatility over
the lifetime of the option, as shown by Hull and White (1987).
4.1 Interest-Rate-Based Estimation of Volatility Functions
We will use the term interest-rate-based estimation for estim ation strategies that are solely based on interest
rate  tim e series data. Because (forward) interest rates are Gaussian in our modeling framework, an d
because  unde r the equivalent martingale measure Q the drifts of interest rates are determined by th e
v ariances and covariances of int erest rates, we only need to estimate the volatility functions of the models,
which can be achieved by estimating the variances and covariances of the interest rates.
We already argued why  we want to use parameter estimates that vary over time. Therefore, we use a
r olling h orizon estimation strategy to account for the time-varying behaviour of interest rate volatility. In
line with Buhler et al. (1999), we use a rolling horizon of 9 months (39 weeks) .
8
For the model-class (II), we use principal components analy sis to estimate the functions  ,   and  .
The approach uses the fact that for Gaussian HJM mo dels, the covariance matrix of instantaneous forward
rate changes is given byCov[ df( t, Ti) , df( t, Tj) ]’ j
K
k’1
Fk( Ti&t) Fk( Tj&t) dt.
gi T&t
This   app roximate relationship is only exact if the drift of forward rate changes is equal to zero. Fo r
9
weekly forward rate changes, the drift term is very small relative to the volatility of forward rate changes.
Because   we observe many more swaption than cap prices, namely 56 vs. 7, we put a higher weight on
10
ca ps  than on swaptions. To be precise, all swaptions with a fixed option maturity (there are 9 different optio n
-11-
(8)
By approximation, this relationship also holds for forward rate  changes over small time periods, in our case
weekly cha nges . We choose a finite number of forward rate maturities, construct a covariance matrix of
9
f orward rate  changes for these forward rate maturities and determine the first three principal components
of  this covariance matrix. This  renders estimates of the volatility functions   at the forward rate maturities 
that  ar e used; we linearly interpolate between these points to obtain the entire volatility function. Thi s
a pp roach implies that the volatility function of the one-factor model is the same as the volatility function
o f the first factor of a two- or three-fac tor model. We use a set of 3-month forward rates with forward rate
maturities from 0 up to 11 years, with quarterly intervals.
For the models with par ametric volatility functions in specification (I), a principal component analysis
is   not directly applicable. Therefore, we choose a different approach that is approximately based on th e
s ame informatio n as used with the principal components analysis. More precisely, we use the generalized
method  of moments (GMM, Hansen (1982))  to estimate the parameters of the volatility functions, using
b oth variances and covariances of forward rate changes as moment  restrictions, which are given in equation
(8).  The following moment restrictions are used: the variances of forward rate changes with forwar d
maturities of 3 months , 1, 3, 5, 7, and 10 years, and the covariance of the change in the forward rate with
3 -month forward  maturity with the changes in forward rates with forward maturities of 1, 3, 5, 7, and 10
years.   This yields 11 moment restrictions. Again, a rolling horizon of 9 months is used for this GM M
estimation.
4.2 Option-Based Estimation of Volatility Functions
A different  way to estimate the parameters of the volatility functions of the different models is to use the
c ross-se ction of derivative price data. We shall call this estimation strategy option-based estimation. The
o ption-based es timated parameters reflect market expectations that are present in option prices and, thus,
are  forward-looking.
For the models with parametric volatility functi ons in (I), we estimate the parameters by minimizing the
s um of squared relative  differences between observed prices of caps and swaptions and the corresponding
p rices for caps and swap tions as implied by the model . This minimization is performed for each week in
10gi
gi ’ 8iˆ gi ˆ gi gi
8i
maturities) have a total weight of one, and each cap has a weight of one.
  In calculating the standard errors and  J-statistics in this and subsequent tables, we ignore the sampling
11
error due to estimating (7).
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o ur dataset separately, and, thus, this can  lead to parameter estimates that differ from week to week (recall
that we use the option prices that are observed on the Monday of each week).
For  the models with PCA volatility functions, option-based estimation is less trivial. To obtain  a
parsi monious  specification of the volatility function and facilitate the interpretation of the factors, w e
choose  to maintain  the shape of the volatility functions, as estimated with principal components analysis
based  on t he last 9 months of interest rate data. We model the volatility function of each factor   a s
, where   denotes the  estimated   according to the interest-rate-based estimation method, and
where  8  is an unknown parameter. These parameters   are estimated by  minimizing the weighted sum i 
o f squared relative pricing err ors for each week in our dataset. As a consequence, the shape of each factor
v olatility function is the same as for interest-rate-based esti mation, and only the volatility of the factor itself
can  be diffe rent for option-based estimation. Thus, for the PCA models, the option-based estimatio n
s tra tegy uses both interest rate data and derivative price data. The difference between interest-rate-based
e stimation and option- based estimation is completely determined by the cross-section of derivative prices.
5  Estimated Volatilities and Correlations
5.1 Interest-Rate-Based Estimation
I n Table 5 we provide information on the param eter estimates in case of the interest-rate-based estimations
of  the parametric one-factor models (see (Ia)-(Ic) of the previous section), and in the  upper-left panel of
Fi gure  1 we graph the corresponding volatilities of forward rates implied by the models. We report th e
parameter  estimates averaged over all weekly estimations, together with the corresponding standar d
d eviations; we also report average  t-ratios and average J-statistics. The parametric models are statistically
not  reject ed based on these moment restrictions,  which is not surprising, given the small sample of 3 9
11
weeks that is used for each GMM estimation. For the Hull-White  model, the average estimate for the mean-
reversion   parameter  (  is small and negative. This is the result of the hump shape of the variance o f 2 
f orward rate changes. Given a hump shaped volatility structure, a low vol atility parameter  (  and a negative 1
e stimate for  the mean-reversion parameter  (  will roughly give the same fit as a high volatility parameter 2
and  a  positive mean-reversion estimate. This is confirmed by the parameter estimates for the Mercurio -
Moraleda  model, which are such that the volatility structure  for this model is hump shaped, as shown in
Figure   1. In this figure, it is also shown that the hump shape for the forward rate volatilities in th e8i ˆ gi
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Mercurio-Moraleda model is very different from the flat shapes of the Ho-Lee and Hull-White models.
In Figure 2 , we plot the average of the volatility functions of the PCA models (see (II) of the previous
secti on).  The shapes for these three factors can be interpreted as  level,  steepness, and  curvature. Thes e
shapes  are als o found by, for example, Litterman and Scheinkman (1991). In Table 6, some summar y
s tatistics of the estimated volatility functions are gi ven. As we use a rolling horizon, the estimated volatility
func tions  change weekly, but the shapes of these volatility functions are quite constant over time. O n
average,   the first three factors explain about 97.8% of the variation in forward interest rates. The firs t
factor explains on average 83.7%, the second factor 10.1%, and the third factor 4.0%. 
In the upper-right  panel of Figure 1 we graph the volatilities of the forward rates for different forward
r ate maturities in case of the PCA-models, which again reveal a  hump shaped volatility structure. However,
the  shape of the  hump is very different from the hump shape that is implied by the Mercurio-Moraled a
( parametri c) model. In Figure 3 we plot the correlation of a spot 3-month interest rate with forward rates
of  different maturities, for the two- and three-factor PCA models. This graph shows that the differenc e
b etween the correlations of the two- and three- factor models is quite large. Hence, although the third factor
o nly explains 4 .0% of the total variation in forward rates, it strongly affects correlations between interest
rates.
5.2 Option-Based Estimation
F or the  parametric models (see (Ia)-(Ic) of section 4), the averaged option-based parameter estimates are
g iven in Table 7. For the Ho-Lee model the option-based averaged parameter  estimate is slightly higher than
the  inte rest-rate-based averaged parameter estimate. For the Hull-White model, the mean-reversio n
p arameter is now slightly positive on averag e, although the average is not significantly different from zero.
For  the  Mercurio-Moraleda model, all average parameter estimates are significantly different from zero.
I n most cases, the standard deviations of the time-series of paramete r estimates are a little higher for option-
based estimation, compared to interest-rate-based estimation.
In the lower-left panel of  Figu re 1, we plot the average forward rate volatilities for these three models.
The  Ho- Lee and Hull-White model again imply (almost) flat term structures of volatility, whereas th e
Mercurio-Moraleda  model again implies a hump shaped volatility curve. However, for option-base d
e stimation, the shape of the hump is quite different from the hump imp lied by interest-rate-based estimation.
In  particular, option-based estimation leads to much lower estimates for the volatilities  of long-maturity
forward rates than interest-rate-based estimation.
In Table 8 we present the estimates for  , the multipliers o f the estimated factor volatility functions  ,
fo r  both the one-, two-, and three-factor PCA models (see (II) of section 4). It follows that the averag e8i The   es timation of the   is actually the final step in a multi-step estimation procedure. We ignore the
12
sampling error due to the earlier steps.
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estimat es  for the first, second, and third factor are significantly different from zero.  The paramete r
12
estimates   for the first factor are in all cases not very volatile. However, the time series of paramete r
estimates  for the second and third factor have a much larger standard  deviation. Because the first factor
p r imarily determines the volatilities of interest rates, while the second and third factor mainly change the
correlations  between interest  rates, it follows that the option-based estimates for the correlations are less
stable over time than the option-based volatility estimates.
In  the  lower-right panel of Figure 1, the average forward rate volatilities are graphed for the option -
b as ed estimated PCA models. For the interest-rate-based estimates of the PCA models, the volatilities of
forward  rates increase  with the number of factors. For the option-based estimates, this is not necessarily
t he case, and the forward rate volatilities  for the one-, two-, and three-factor models are quite close to each
o ther. Also, the option-based es timates are on average lower than the interest-rate-based estimates. Again,
t he shape of the volatility hump implied b y the PCA models is very different from the hump implied by the
Mercurio-Moraleda  (parametric) model, because the long-maturity forward rates have much highe r
volatilities in the PCA models.
In Fi gure 3, we plot for the two- and three-factor PCA-models the average correlation of the 3-month
spot  interest rate with forward rates of different forward maturities. The differences between th e
correlation s  implied by the two- and three-factor models are large. Also, the option-based correlatio n
e stim ates are almost always lower than the interest-rate-based estimates. Hence, the correlations implicit
in swaption prices are on average lower than the estimates from historical interest rate data.
6 Conditional Prediction of Derivative Prices
6.1 Comparison of Models
In  this sect ion, we will focus on the conditional prediction of derivative prices. This analysis is als o
performed   in Amin and Morton (1994), who refer to this as pricing options with lagged volatility. T o
measure how well a given model conditionally predic ts derivative prices, our procedure is as follows. First,
a t each trading day in our dataset, we estimate the  parameters of a model, given information up to this day,
using  either interest-rate-based estimation or option-based estimation. Then, after  J weeks, we value the
caps  and swa ptions using these parameter values and the term structure after  J weeks and compare th e
i mplied pric es of the caps and swaptions with the observed prices. This procedure is then repeated for all




management for regulatory purposes.
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Notice  that this provides  a fair comparison between the option-based estimation method and interest-
r ate-based estimation m ethod, because we compare the out-of-sample fit of derivative prices. If we would
c ompa re the fit of derivative prices at the day at which parameters are estimated, option-based estimated
models would always have a bett er fit than interest-rate-based estimated models. If there are measurement
errors   in the derivative price data, and if these measurement errors are uncorrelated over time, analyzing
c onditional pre dictions enables us to detect whether option-based estimated models are overfitted to these
me asurement  errors. For completeness and comparison, we also present the pricing results for caps an d
swaptions at the estimation day ( J equal to zero) in Tables 9 and 10.
In Table 11, we prese nt the prediction results for caps. Almost all models underprice caps on average.
The   three-factor PCA model, applying option-based parameter estimation, has the lowest absolut e
prediction  errors, which are on average around 8%. These sizes of  percentage pricing errors are smaller
than  those  reported by Buhler et al. (1999), and Amin and Morton (1994). For each model separately ,
option-based  estimation leads  to lower absolute prediction errors than interest-rate-based estimation; the
d ifference in  average absolute prediction errors is largest for the Hull-White model, and equal to 3.7% of
t he price. However, the i nterest-rate-based estimated PCA models outperform both the interest-rate-based
a nd option-based estimated Ho-Lee and Hull-Whit e models. This result seems to be caused by the fact that
these latter two models are not able to provide a hump shaped volatility structure.
In Table 12, we give the  results of a pairwise comparison of the models, on the basis of cap prediction
errors.  We compute the differences  of absolute prediction errors of each pair of models and test whether
the  mea n of this difference is equal to zero. It follows that the three-factor PCA model, combined wit h
o ption-bas ed estimation, has significantly lower prediction errors than all other models. For the subset of
interest-rate-based estimated models, the two-factor PCA model has the lowest prediction errors, but the
d ifference with the three-factor PCA model is not  large and also not significant. Hence, only using interest-
r ate-ba sed estimation to compare models, which is done by Buhler et al. (1999), might lead to premature
conclus ions.  Table 12 also shows that the differences in prediction errors between option-based an d
interest-rate-based estimation are in most cases statistically significant.
In Figur e 4a, we plot the average and average absolute cap prediction errors for the three-factor PCA
model and option-based estimation. I t is clear that there are maturity effects in these pricing errors. The 1-
year  cap is overpriced, all other caps are  underpriced. The average absolute size of the prediction errors
i s almost constant over all caps. Therefore, all caps contribute  to the significant mispricing of caps reported
in Table 11.
In Tables 13 and 14, we give the  prediction results for swaptions. For the interest-rate-based estimated
models, the one-factor Ho- Lee model has the lowest prediction errors. The option-based estimated models-16-
all  statis tically outperform the interest-rate-based estimated models for swaptions, and the difference i n
p rediction errors is quite large for all models, and much larger than t he differences that were found for caps.
In  cas e of option-based estimation, the one-factor Hull-White model has the lowest absolute predictio n
e rrors, which are on average equal to 8.5%. For this model, the diffe rence in prediction errors with the other
models is significantly different from zero, except for the three-fact or PCA model. In fact, in case of option-
based  estimation, the Hull-White model, the Mercurio-Moraleda model and the three-factor PCA mode l
have average prediction errors that are very close to each other.
The  fact  that a model that does not contain a hump shaped volatility structure comes out as best fo r
s waptions, implies that the hump shaped volatility stru cture is much less present in the prices of swaptions,
which  also follows from  the fact that the option-based estimated Ho-Lee model yields smaller prediction
errors than the one-factor PCA model.
In  Figure s 4b and 4c, we plot the prediction errors of the three-factor PCA model. It follows tha t
swaptions  with short option or  short swap maturities have the highest prediction errors. Also, swaptions
with short swap maturities are largely overpriced on average.
For the joint prediction of cap and  swaption prices, the three-factor PCA model, applying option-based
e stimation, h as the best performance, as it is the only model that is not significantly outperformed by any
other  model in predicting cap or swaption prices, while the  model outperforms any other model either in
predicting cap prices or predicting swaption prices, or both.
Finally, we note that for m ost models we find average underpricing of caps and average overpricing of
s waptions. In Figure 5, we plot the t ime series of average cap and swaption prediction errors over time for
the  option-based estimated three-factor model. This graph shows that this over- and underpricing i s
persistent  over the 5 years of data. The over- and  underpricing is particularly substantial in the first one
a nd a half year, becoming less in the remaining part of  the sample, possibly indicating a growth to maturity
o f the market.  A priori, one would expect such a result only  for one-factor models, because swaption prices
a re determined  by a combination of interest rates that are not perfectly correlated, whereas cap prices are
dete rmined  only by variances of single interest rates. Hence, a one-factor model will most likel y
u nderestimate variances and overestimate cova riances of interest rates, leading to overpricing of swaptions
a nd underpricing of caps. However, we find this feature  not only in one-factor models but also in the multi-
factor  models considered. Future research has to indicate whether other  models, possibly including even
more factors, can explain this under- and  overpricing, and whether this effect can be exploited to construct
trading strategies to gain abnormal returns.
6.2 Volatility and Correlation Effects
Above, we analyzed for both one- and multi-factor models the pred iction of cap and swaption prices. In this
s ubsection,  we will further analyze the differences between one-factor and multi-factor PCA models, and








If  extra fac tors are added to the one-factor PCA model, both the volatility of forward rates and th e
correlations  b etween these forward rates change. It is important to decompose the effect (on cap an d
swaption  prices) of adding a factor into these two components, because the real added value  of an extra
fa ctor  is determined by the size of the correlation effect. This is because for the class of Gaussian HJ M
models,  t he volatilities of forward rates implied by a multi-factor model can also be obtained from a n
a ppropriately chosen one-facto r model: corresponding to  the multi-factor model given in equation (3), the
one-factor model with the same volatilities of forward rates as the multi-factor model in (3) is given by
where  Z(t) is a standard Brownian Motion.  We shall refer to model (9) as the “one-factor PCA model with
K principal components”. The difference between  models (3) and (9) is, of course, the correlation structure
b etween forward rates. To identify the correlation and volatility eff ects, we shall compare three models. The
volatility effect of adding a principal component is measured by the di fference between the one-factor model
with   one principal component and the one-factor model with two or three principal components . Th e
correlation effect is defined by the difference between the one-factor PCA model with two (or three )
principal components and the two-factor (or three-factor) PCA model.
It  is important to note that  we do not re-estimate the parameters in model class (II) for the one-factor
P CA models  with multiple principal components. This implies that, both for option-based estimation and
int erest-rate-based  estimation, the one-factor model with two (or three) principal components generate s
e xactly the same volatilities of forward rates as the two-factor  (or three-factor) model. This, in turn, implies
that  the  prediction errors for caps are exactly the same for these two models, because cap prices onl y
depend   on forward rate volatilities. Thus, the only difference between these models will be the pricing of
swaptions.
In Table 15 we present the average absolute predi ction errors for swaptions. If we increase the variance
of  forw ard rates in a one-factor model (by adding principal components to the one-factor model), th e
a bsolute prediction errors for swaptions increase. This is because  in the one-factor model with one principal
compo nent,  swaptions are already overpriced, as shown in Table 13, so that increasing the variance o f
forward  rate s in a one-factor model leads to even higher overpricing of swaptions. Hence, the volatilit y
effect  is neg ative for swaptions. This negative volatility effect is compensated by the correlation effect ,
which  is around 2.2% of the price for two-factor models and around 3.7% of the price for three-facto r
models, applying  option-based estimation. In other words, the absolute pricing errors decrease with 3.7%
o f the  price, if we allow interest rates to be imperfectly correlated, while keeping the variance of forwardWe observe the prices of at-the-money caps and  swaptions at each trading day, so that after 2 weeks,
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we do not observe t he price of a cap or swaption with the at-the-money strike rate of the starting date. To be able
to calculate the price of a  cap or swaption after these 2 weeks, we assume that there is no implied Black volatility
smile, i .e., we assume that the observed implied Black volatility for a cap or a swaption is the same for all strike
rat es.  As the deviations from the at-the-money strike rate in 2 weeks are not very large, this assumption seem s
reasonable and not in favour of any particular model.
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i nterest rates at the same l evel. Applying interest-rate-based estimation, the correlation effect is somewhat
s maller. This i s consistent with the results in Figure 3, which shows that option-based estimation leads to
lower correlations than interest-rate-based estimation.
7 Accuracy of Hedging Caps and Swaptions
Besides the pricing and prediction of interest-rate derivative s, a second application of term structure models
i s the hedging of derivative instruments. In this section, we emp irically investigate the size of hedging errors
of   delta-hedging strategies, and we analyze the differences between the hedging errors of the differen t
models. In particular, we focus again on the differences between one- and multi-factor models.
Th e setup is as follows. For each week, we estimate a model applying either option-based or interest-
rate-based   estimation. We calculate for each cap and swaption the deltas (as implied by the model under
c onsideration) with respect to certain hedge instrumen ts (to be presented), and construct for each derivative
instrum ent  a delta-hedged portfolio. After two weeks, we compute the change in the value of this hedg e
portf olio,  using the observed prices for the hedge instruments and the derivatives . This procedure i s
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r epeated for each week. T his gives us 230 (partly overlapping) time-series observations on hedging errors
f or each cap and swaption. We measure the accuracy  of a hedging strategy by calculating for each cap and
s waption the ratio of the standard deviation of  these 230 hedging errors and the standard deviation of  two-
week  chan ges in an unhedged investment in the particular derivative instrument. This latter standar d
d eviation is model independent. Thus the ratio of standard devia tions  measures how much of the variability
i n the derivative instrumen t is removed by a delta-hedging strategy. If we would hedge continuously using
th e  correct model, the hedge-portfolio would have zero variance. Because we only hedge discretely, an d
because  the m odels we analyze are approximations to reality, we will observe a positive hedging erro r
variance.
We implement two he dging strategies, factor hedging and bucket hedging.  Factor hedging is based on
the  fact t hat in a  K-factor model,  K different instruments (together with the money-market account) ar e
t heoretically s ufficient to replicate every derivative instrument in continuous time. Furthermore, the same
K hedging instruments can be used for all derivatives. If the model describes the interest rate movements
correctly,  the choice of hedging instruments is irrelevant  as long as the instruments are sensitive to all  K
f actors. We choose a ze ro-coupon bond with 6 months maturity as the hedge instrument for all one-factor-19-
models,  zero-coupon bonds with maturities of 6 months and 10 years for all two-factor models and zero-
coupon  bonds with maturities of 6 months, 3 years  and 10 years for all three-factor models. This choice
of  instruments is inspired by our results for the PCA models and the fact that (i) the first factor of a n
interest  rate  model is often chosen to be related to the short interest rate, (ii) the second factor is ofte n
a ssociated with the spread between a long and short maturity interes t rate, and (iii) the third factor is related
to  the curvatu re of the term structure of interest rates (see, for example, Andersen and Lund (1997) ,
Longstaff and Schwartz (1992) and Boudoukh et al. (1997)). Canabarro  (1995) examines hedging accuracy
f or one-factor models in simulated two-factor economies, u sing a single instrument to hedge all interest rate
options.  He finds that, in a two-factor economy, ‘the hedging accuracy  of extended one-factor models is
poor’.
For factor hedging, the h edge instruments are the same for all caps and swaptions, and depend only on
the  n umber of factors in the model. For  bucket hedging the converse is true: the hedge instruments ar e
d ifferent for each derivative, and independent of th e number of factors of the model. The hedge instruments
f or each cap or swaption are zero-coupon b onds with maturities that correspond to all  tenor dates relevant
t o th e particular derivative. For example, for a 2-year cap, that consists of 7 quarterly caplets, we use as
h edge instruments zero-coupon bonds with ma turities of 3 months, 6 months, and so on, up to 2 years. For
a  1 -year option on a 5 year swap with yearly payments, we use zero-coupon bonds with maturities of  1
year,  2 years, and so on, up to  6 years, as hedge instruments. In the appendix, we give the formulas that
lead to the hedge ratios that we use for factor and bucket hedging.
Thus, factor hed ging represents a hedge strategy that makes use of as few instruments as theoretically
n ecessary, whereas bucket hedging probably comes closer to hed ging as it is performed in practice for large
books  of derivative instruments. Of course, other choices for the  hedge instruments are possible, but for
a lmost all other choices the number of h edge instruments will lie between the number of hedge instruments
for factor hedging and the number of hedge instruments for bucket hedging.
In  T able 16, we present the results of the factor hedging strategy. For factor hedging, the number o f
factors  is of  great importance: for the three-factor PCA model we find that factor hedging leads to  a
r eduction in standard deviation of around 65% for bo th caps and swaptions, whereas the one-factor models
l ead, at best, to a standard deviation  reduction of 46% for caps and 36% for swaptions. Hence, because of
n on-parallel movements of the term structu re, it does not suffice to use only one hedge instrument to hedge
all  possible t erm structure movements. This result is in line with the results of Canabarro (1995). Th e
d ifference between the interest-rate -based and option-based estimated models is not very large in all cases,
a lthough the overall hedging results for option-based estimation are sligh tly better. If we focus on the results
f or one-factor model s, the results also show that for caps a model with a hump shaped volatility structure
p erforms  a little better than models with constant or declining volatility functions, whereas for swaptions
the converse is true. This is in line with the results of the conditional prediction in the previous section.
In Figure 6, we grap h the ratios of standard deviation for all caps and swaptions. For caps, adding the
1 0-year bond as hedge instrument improves the hed ge results for the long-maturity caps, and subsequently,-20-
a dding the 3-year bond to the he dge instruments improves the hedge for caps with intermediate maturities,
as  could be expected. For swaptions,we find a similar  result. For the one-factor PCA model, with the 6-
mo nth  bond as hedge instrument, the reduction in variability is largest for swaptions with short tota l
maturities. Adding the 10-year bond as hedge instrument improves the hed ge results for swaptions with long
total  ma turities, and, subsequently, adding the 3-year bond reduces primarily the variance of hedg e
portfolios for swaptions with intermediate maturities.
For all models and all instruments, there is still considerable va riation left in the hedge portfolio. Besides
t he fact that we only  hedge discretely, one important cause of the non-zero standard deviation is the vega-
e ffect: after two weeks the  (implied) volatility of the cap or swaption has changed. To calculate how large
t his vega-effect is, we  have recalculated the hedge results, but now we value the portfolio after two weeks
(the  end o f the hedging period) using the same implied Black volatilities that were used to value th e
portfolio  at the beginning of the hedge. It follows from this analysis that, on average, the reduction i n
s tandard deviation is fo r caps 10% higher and for swaptions 6% higher than without this vega-correction.
Tab les 2 and 4 show that, on average, the volatility of implied cap volatilities is larger than the volatility
of implied swaption volatilities, which is consistent with our findings for the size of the vega-effect. 
In Ta ble 17 we give the results for bucket hedging. In contrast to factor hedging, there are hardly any
differences  between the models and estimation methods, although  the variance reduction is a little larger
for  interest-rate-based estimated models. It turns out that the hedge ratios  for bucket hedging, which are
given  in equation  (A.1) and (A.6) in the appendix, are not very sensitive to changes in parameter values.
For  exampl e, doubling the Ho-Lee parameter from 0.01 to 0.02 on an annual basis (i.e., doubling th e
v olatility of all forward rates), leads to an average change in  the hedge ratios of less than 1%. For the hedge
ratios  that correspond to factor hedging, such a change  in the parameter value leads to changes in hedge
r atios between 5% and 20%. Thus, we conclude that the ch oice of the number of hedge instruments is more
important than the particular model and estimation method that is used.
Intuitively, the bu cket hedging approach hedges a derivative for many possible movements of the term
s tructure, even if a one-factor mo del is used to calculate the deltas. This is what makes this hedge strategy
very   robust. Thus, although the factor hedging results provide clear evidence against one-factor ter m
structure   models, it is possible to decrease the hedging errors of one-factor models by using mor e
sophisticated hedge strategies.
In  Figure 6, we give the bucket hedging results per cap  and swaption, for the option-based estimated
t hree-factor PCA model. The results for  the other models are quite similar. For the 7- and the 10-year cap,
f actor hedging with a three-factor model leads to larger variance reductio ns than the bucket hedging method.
This can be explained as follows: with bucket hedgin g, a caplet with a maturity of 9.75 years on a 3-month
i nterest rate is he dged with two zero-coupon bonds with maturities of 9.75 and 10 years, by taking a long
p osition in one  bond and a short position in the other. However, as the difference between these two bond
prices  is essentially the 3-month forward rate with a forward maturity of  9.75  years, and because long-
maturities forward rates are estima ted (using equation (7)) with quite a high error variance, a large part of-21-
th e  movements in this hedge portfolio is estimation error and thus uncorrelated with movements in th e
d erivative price. As the hedge instruments that are used for factor hedgin g are more robust to this estimation
e rror, factor hedging outperforms bucket hedging for l ong-maturity caps. Still, for all caps together, bucket
hedging leads to hedge reductions that are, on average, a little larger than for factor hedging.
For swaptions, bucket hedging im proves the hedge results in comparison to the hedge results for factor
hedging   with a three-factor model, indicating that three hedge instruments are not sufficient to hedge al l
s waptions ac curately. Figure 6 shows that for swaptions with long option maturities, estimation error for
the underlying instruments plays a role, although the effect is not as strong as for caps.
Finally,  we  also calculated the size of the vega-effect for bucket hedging, and the size of this effect is
arou nd  16 percent points for caps and 13 percent points for swaptions. In other words, the ratios o f
s tandard deviations in Table 17 are 16% and 13% lower for, respectiv ely, caps and swaptions, if we correct
for the vega-effect.-22-
8 Concluding Remarks
The goal of this paper is to  provide an empirical analysis and comparison of several one- and multi-factor
t erm structure models, and, in particular, to analyze t he importance of a term structure model with multiple
factors  for the pricing and hedging of interest rate  derivatives. In contrast to most previous research, we
h ave used data on derivative instruments to compare the models,  namely caps and swaption prices. Because
of  the large  variety in option maturities and swap maturities, the prices of these instruments potentiall y
contain a lot of information.
We compare the models by analyzing for each  model the prediction of cap and swaption prices and  the
accuracy  of hedg ing caps and swaptions. It has been claimed in the literature that, for the pricing o f
swaptions,  one-factor models are too restrictive because they imply perfect correlation between interes t
r ates of different maturities. We find that , on average, a three-factor model gives the best prediction of cap
a nd swaption prices, but the differe nces with one-factor models are both economically and statistically not
very  large. We  also find that parameter estimation on the basis of option prices, as applied by Amin and
Mort on (1994), leads to better prediction of derivative prices than estimation on the basis of interest rate
c hanges, which is done by Buhle r et al. (1999). In almost all cases, caps are underpriced by both one- and
multi-factor  models, whereas swaptions are overpriced by these models. This over- and underpricing i s
persistent over almost 5 years of derivative price data.
A hedging analysis reveals large differences  between the one- and multi-factor models, if one uses as
many hedge ins truments as there are factors in the model: the reduction in derivative price variability due
t o delta-hedging with the three-factor model is almost twic e as large as for the one-factor models. However,
i f we use for every cap and swa ption a set of hedge instruments that covers all maturities at which the cap
o r swaption pays out (bucket hedging), the differences  between the one- and multi-factor models disappear.
Henc e,  from that perspective, the choice of the number of hedge instruments and the maturities of thes e
hedge instruments is more important than the particular model choice.MV( t)
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Appendix: Factor and Bucket Hedging
In   this appendix we discuss the hedging of swaptions in Gaussian time-homogeneous HJM models. As a
c aplet is an option on a  one-period swap, this discussion also applies to caps. The results in this appendix
are all derived by Brace and Musiela (1995).
Equ ations (5) and (6) present the price of a payer swaption, giving the right to enter a swap at time  T
with fixed rate  k, where the swap has payment  dates  T , T ,.., T . To simplify notation we assume here that 1 2 n
t he payment dates  are equally spaced and define the daycount fraction as the time between payment dates
.  We al so define   and  . For the case of Gaussian HJ M
models,  Brace and Musiela (1995) derive the partial derivatives of a swaption price  V(t) with respect to
zero-coupon bond prices :
Here   are defined in equation (6), and
and    is  the complement of  A. As before,  N (x) is the density function of the  K-dimensiona l K
standard normal distribution.
The  s waption price  V(t) satisfies the following stochastic differential equation (under the equivalen t
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Also, bond prices satisfy the following SDE in Gaussian time-homogeneous HJM models
Equations  (A.3)  and (A.5) show that the hedge-ratios in equation (A.1) can directly be used to hedge the
swaption with  n+1 zero-coupon bonds with maturities  T and  T , T ,.., T , because 1 2 n
This is exa ctly the hedge strategy of  bucket hedging. Note also that in a  K-factor model, the  K Brownian
Motions in  equation (A.3) can be substituted by  K zero-coupon bond prices of different maturities, using
equation (A.5). This procedure leads directly to the hedge portfolio that is used for  factor hedging.-25-
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Economics, 5, 177-188. Table 1. Fit of Money-Market Rates and Swap Rates.
This table gives the results of fitting the sm ooth discount function in (7) to money-market rates and swap rates,
both in relative terms and in basispoints, for every week from January 1994 until June 1999.
Average Relative Average Absolute Relative Average of Daily
Error Error Maximal Errors
Money Market Rates -0.04% (-0.2 bp) 0.46% (2.3 bp) 0.77% (3.9 bp)
Swap Rates 0.02 % (0.1 bp) 0.25% (1.2 bp) 0.47% (2.4 bp)
Table 2. Statistics Cap Implied Black Volatilities.
Averages  and standard deviations are calculated  from 232 weekly observations
on implied volatilities of caps.







10 17.5% 2.4%Table 3. Averages of Swaption Implied Volatilities.
Averages  are calculated from 232 weekly observations on implied volatilities of swaptions. All maturities ar e
expressed in years.
 Maturity1 2 3 4 5 7 10
(Swap) (Swap) (Swap) (Swap) (Swap) (Swap) (Swap)
0.85 16.7% 17.0% 16.8% 16.7% 16.6% 15.9% 15.3%
0.25 16.5% 16.9% 16.6% 16.4% 16.0% 15.8% 15.0%
0.50 16.5% 16.8% 16.6% 16.4% 16.2% 15.6% 14.8%
1.00 17.8% 17.2% 16.7% 16.1% 15.8% 15.2% 14.4%
1.50 17.5% 16.9% 16.3% 15.9% 15.6% 14.9%
2.00 17.1% 16.6% 15.9% 15.7% 15.3% 14.8%
3.00 16.7% 16.0% 15.7% 15.3% 14.9% 14.3%
4.00 16.5% 15.8% 15.2% 14.4% 14.1%
5.00 16.2% 15.8% 15.1% 14.6% 14.2%
Table 4. Standard Deviations of Swaption Implied Volatilities.
Standard  d eviations are calculated from 232 weekly observations on implied volatilities of swaptions. Al l
maturities are expressed in years.
 Maturity1 2 3 4 5 7 10
(Swap) (Swap) (Swap) (Swap) (Swap) (Swap) (Swap)
0.85 5.6% 4.1% 3.9% 3.6% 3.4% 3.0% 2.6%
0.25 4.6% 3.7% 3.4% 3.1% 2.8% 2.6% 2.2%
0.50 3.5% 3.1% 2.9% 2.6% 2.4% 2.1% 1.8%
1.00 3.0% 2.6% 2.3% 2.1% 1.9% 1.7% 1.5%
1.50 2.6% 2.3% 2.0% 1.9% 1.8% 1.6%
2.00 2.3% 2.1% 1.9% 1.8% 1.8% 1.6%
3.00 1.9% 1.8% 1.7% 1.6% 1.6% 1.5%
4.00 1.7% 1.8% 1.6% 1.5% 1.5%
5.00 1.6% 1.6% 1.3% 1.4% 1.4%Table 5. GMM Interest-Rate-Based Estimation Results.
The  table reports average parameter estimates for 1-factor models, based on GMM with moment restrictions
a s described in section 5. A  rolling horizon of 9 months is used. The volatility parameters are all expressed in
percentages on an annual basis.
1-Factor  1-Factor 1-Factor
Ho-Lee Model Hull-White Mercurio-Moraleda
Avg. Estimate  ( 0.975% 0.950% 0.681% 1
Standard Deviation  ( 0.169% 0.254% 0.193% 1
Avg. t-ratio  ( 19.11 18.56 15.32 1
Avg. Estimate  ( - -0.009 0.191 2
Standard Deviation  ( - 0.031 0.091 2
Avg. t-ratio  ( - 2.22 2.45 2
Avg. Estimate  ( - - 0.850 3
Standard Deviation  ( - - 0.531 3
Avg. t-ratio  ( - - 1.89 3
Avg. J-statistic  4.15  4.11  3.90 
(and avg. p-value)(0.98) (0.94) (0.93)
Table 6. Results of Principal Components Analysis.
The  table reports average estimates and standard deviations of  the factor volatility functions at the indicated
forward rate maturities. The factor vola tility functions are estimated using principal components analysis, with
a  rolling  horizon of 9 months. The averages and standard deviations are calculated from the 282 resultin g
weekly observations on the factor volatility fun ctions. Parameters are all expressed in percentages on an annual
basis.
Forward Factor 1Factor 1Factor 2Factor 2Factor 3Factor 3
Maturity AverageSt. Devation AverageSt. Devation AverageSt. Devation
3 months 0.52% 0.17% -0.18% 0.14% 0.21% 0.11%
1 year 1.12% 0.32% -0.30% 0.25% 0.30% 0.11%
5 years 0.98% 0.14% 0.01% 0.12% -0.15% 0.08%
10 years 0.98% 0.17% 0.37% 0.40% 0.10% 0.22%Table 7. Option-Based Estimation Results Parametric Models.
Avera ges  and standard deviations are taken over 282 weekly estimates. The p-value refers to a test of th e
hypoth esis  that the parameter is equal to zero. For the parameter  (  the parameter sign is not identified , 1
i mplying th at, if the true parameter value is equal to zero, the average has asymptotically a truncated normal
distribution.
1-Factor  1-Factor 1-Factor
Ho-Lee Model Hull-White Mercurio-Moraleda
Avg. Estimate  ( 0.993% 1.057% 0.863% 1
Standard Deviation  ( 0.166% 0.322% 0.421% 1
p-value  ( 0 0 0 1
Avg. Estimate  ( - 0.017 0.248 2
Standard Deviation  ( - 0.069 0.086 2
p-value  ( - 0.403 0 2
Avg. Estimate  ( - - 0.879 3
Standard Deviation  ( - - 0.737 3
p-value  ( - - 0 3
Table 8. Implied Parameter Estimates for PCA Models.
Avera ges  and standard deviations are taken over 282 weekly estimates. The p-value refers to a test of th e
hypothesis  that th e parameter is equal to zero. If the true parameter value is equal to zero, the average ha s
asymptotically a truncated normal distribution.
Average Standard Deviation P-value
1-Factor Model, Factor 1 Parameter 0.989 0.114 0.000
2-Factor Model, Factor 1 Parameter 0.912 0.104 0.000
2-Factor Model, Factor 2 Parameter 0.996 0.665 0.000
3-Factor Model, Factor 1 Parameter 0.869 0.100 0.000
3-Factor Model, Factor 2 Parameter 0.901 0.689 0.000
3-Factor Model, Factor 3 Parameter 1.203 0.620 0.000Table 9. Pricing Results for Cap Prices.
The  table provi des statistics on the pricing errors of caps. A pricing error is defined as model price minu s
o bser ved price, divided by the observed price. Averages are based on 232 time-series observations, for 7 caps
at each week.
Interest-Rate- Interest-Rate- Option-Based Option-Based
Based Estimation Based Estimation Estimation Estimation
Average Average Absolute Average Average Absolute
Ho-Lee  -8.83% 16.67% -7.55% 14.21%
Model
Hull-White  -11.90% 16.86% -6.42% 12.70%
Model
Mercurio- -9.79% 13.20% -7.32% 10.26%
Moraleda Model
1-Factor  -9.36% 12.28% -11.54% 12.10%
PCA
2-Factor  -4.02% 9.57% -8.32% 9.11%
PCA
3-Factor  1.28% 9.72% -5.34% 6.83%
PCA
Table 10. Pricing Results for Swaption Prices.
The table provides statistics on the pricin g errors of swaptions. A pricing error is defined as model price minus
observed  price, divided by the observed price. Averages are based on 232 time-series observations, for 5 6
swaptions at each week.
Interest-Rate- Interest-Rate- Option-Based Option-Based
Based Estimation Based Estimation Estimation Estimation
Average Average Absolute Average Average Absolute
Ho-Lee  2.22% 12.33% 3.55% 8.65%
Model
Hull-White  0.63% 13.01% 2.88% 7.24%
Model
Mercurio- 15.01% 19.34% 4.33% 7.34%
Moraleda Model
1-Factor  10.23% 14.27% 7.47% 9.50%
PCA
2-Factor  14.14% 16.34% 5.78% 8.36%
PCA
3-Factor  16.17% 17.90% 3.28% 7.23%
PCATable 11. 2-week Prediction Results for Cap Prices.
The table provides statistics on the two-week condit ional prediction errors of caps. A prediction error is defined
as  model  prediction minus observed price, divided by the observed price. The conditional predictions ar e
c alculated as described in the  text. Results  are based on 232 time-series observations, for 7 caps at each week.
Interest-Rate- Interest-Rate- Option-Based Option-Based
Based Estimation Based Estimation Estimation Estimation
Average Average Absolute Average Average Absolute
Ho-Lee  -8.57% 16.61% -7.01% 14.60%
Model (2.07%) (2.37%) (1.53%) (2.05%)
Hull-White  -11.54% 16.89% -5.81% 13.19%
Model (2.05%) (2.38%) (1.02%) (1.81%)
Mercurio- -9.41%  13.24%  -6.71%  10.79% 
Moraleda Model(2.09%) (2.19%) (1.21%) (1.71%)
1-Factor  -8.95% 12.40% -10.98% 11.92%
PCA (2.07%) (2.04%) (1.72%) (1.79%)
2-Factor  -3.60% 9.82% -7.74% 9.47%
PCA (1.56%) (1.55%) (1.29%) (1.41%)
3-Factor  1.66% 10.15% -4.75% 7.81%
PCA (1.55%) (1.55%) (0.85%) (1.15%)
Table 12. Pairwise Model Comparison: Predicting Cap Prices, 2-week Horizon.
Models I-V I are interest-rate-based estimated models: I is Ho-Lee, II is Hull-White Model, III is the Mercurio-
Moraleda model, IV, V and VI are 1/2/3-factor PCA mode ls. Models VII-XII are option-based estimated models,
in the same order as interest-rate-based estimated models. The  table contains t-ratios for the difference in average
absolute pricing errors of pairs of  models, i.e., the average absolute pricing error of model i (in row i) minus the
average absolute pric ing error of model j (in column j). The t-ratios are calculated allowing for a general cross-
correlation  structure of prediction errors, and  corrected for heteroskedasticity and 10th degree autocorrelation
using Newey-West (1987).
I II III IV V VI VII VIII IX X XI
II 0.5
III -3.7 -5.8
IV -4.2 -4.7 -1.4
V -5.7 -5.7 -4.3 -3.7
VI -4.7 -4.6 -2.5 -1.8 0.5
VII -2.3 -2.1 1.1 1.7 4.2 3.9
VIII -3.1 -3.2 -0.1 0.6 3.1 3.2 -3.0
IX -4.7 -4.5 -2.0 -1.2 1.0 0.8 -5.6 -5.1
X -4.6 -4.2 -1.3 -0.5 2.6 1.9 -3.7 -1.7 2.1
XI -5.4 -5.1 -3.1 -2.3 -0.4 -0.7 -5.9 -5.2 -3.9 -3.9
XII -5.7 -5.7 -4.2 -3.3 -2.3 -2.6 -6.1 -6.4 -5.8 -5.0 -4.3Table 13. 2-week Prediction Results for Swaption Prices.
The  table  provides statistics on the two-week conditional swaption prediction errors. A prediction error i s
d efin ed as model prediction minus observed price, divided by the observed price. Conditional predictions are
ca lculated  as described in the text. Results are based on 282 time-series observations, for 56 swaptions eac h
week.
Interest-Rate- Interest-Rate- Option-Based Option-Based
Based Estimation Based Estimation Estimation Estimation
Average Average Absolute Average Average Absolute
Ho-Lee  2.29% 12.58% 3.90% 9.80%
Model (1.83%) (1.93%) (1.01%) (1.42%)
Hull-White  0.76% 13.24% 3.21% 8.54%
Model (2.00%) (2.03%) (0.71%) (1.19%)
Mercurio- 15.15%  19.58%  4.69%  8.81% 
Moraleda Model(3.58%) (3.64%) (0.91%) (1.34%)
1-Factor  10.35% 14.62% 7.78% 10.54%
PCA (2.46%) (2.52%) (1.22%) (1.49%)
2-Factor  14.27% 16.79% 6.12% 9.67%
PCA (2.74%) (2.79%) (1.04%) (1.36%)
3-Factor  16.28% 18.34% 3.64% 8.70%
PCA (2.97%) (3.01%) (0.71%) (1.23%)
Table 14. Pairwise Model Comparison: Predicting Swaption Prices, 2-week Horizon.
Models I-V I are interest-rate-based estimated models: I is Ho-Lee, II is Hull-White Model, III is the Mercurio-
Moraleda Model, IV, V and VI are 1/2/3-facto r PCA models. Models VII-XI are option-based estimated models,
in   same order as interest-rate-based estimated models. The table contains t-ratios for the difference in average
absolute pricing errors of pairs of  models, i.e., the average absolute pricing error of model i (in row i) minus the
average absolute pric ing error of model j (in column j). The t-ratios are calculated allowing for a general cross-
correlation  structure of prediction errors, and  corrected for heteroskedasticity and 10th degree autocorrelation
using Newey-West(1987).
     j I II III IV V VI VII VIII IX X XI
   i
II 1.6
III 3.4 3.2
IV 1.7 1.1 -4.1
V 2.9 2.4 -3.0 4.8
VI 3.4 3.0 -1.3 5.1 4.7
VII -2.7 -3.2 -3.9 -2.8 -3.6 -3.9
VIII -3.6 -4.0 -4.1 -3.3 -3.9 -4.2 -3.3
IX -3.4 -3.8 -4.0 -3.2 -3.9 -4.2 -2.4 2.6
X -2.0 -2.6 -3.6 -2.4 -3.3 -4.4 2.4 4.3 4.7
XI -2.8 -3.4 -3.9 -2.9 -3.6 -3.7 -0.5 2.9 -3.3 3.6
XII -3.5 -4.0 -4.1 -3.3 -3.9 -3.9 -3.4 -0.5 -4.7 -4.0 0.9Table 15. Volatility and Correlation Effects.
The table contains average a bsolute two-week prediction errors for swaptions, for PCA models with one-, two-
a nd three factors. For t he one-factor PCA model, three versions are presented, namely models with either one,
t wo, or three pri ncipal components determining the volatility function of this model. Then the volatility effect
i s given by the difference between the one-factor model  with two or three components, and the one-factor model
with one principal component. The correlation e ffect is equal to the difference between the two-factor (or three-
factor) model and the one-factor model with two (or three) principal components.
One-Factor  Two-Factor Three-Factor
PCA Model  PCA Model PCA Model
Interest-Rate-Based Average Absolute Average Absolute Average Absolute
Estimation Swaption Prediction Swaption Prediction Swaption Prediction
Error Error Error
One Principal Component 14.62% - -
Two Principal Components 18.13% 16.79% -
Three Principal Components 21.45% - 18.34%
Option-Based Estimation Average Absolute Average Absolute Average Absolute
Swaption Prediction Swaption Prediction Swaption Prediction
Error Error Error
One Principal Component 10.54% - -
Two Principal Components 11.87% 9.67% -
Three Principal Components 12.44% - 8.70%Table 16. Results for Factor Hedging of Caps and Swaptions.
For each cap and swaption , the ratio of the standard deviation of two-week changes in the hedge portfolio and
the   standard deviation of two-week changes in the unhedged portfolio are calculated. The table presents th e
averages of these ratios over all caps an d all swaptions. The hedge instrument for 1-factor models is a 6-month
zero-coupon  bond, for 2-factor models 6-month and 10-year zero-coupon bonds, and for 3-factor models 6 -
month, 3-year and 10-year zero-coupon bonds. Standard errors of the average ratios are in brackets.
Model Interest-Rate- Option-Based Interest-Rate- Option-Based
Based Estimation Based Estimation Estimation
Estimation Caps Swaptions Swaptions
Caps
Ho-Lee Model55.46% (3.31%) 55.45% (3.33%) 64.04% (4.46%) 64.00% (4.43%)
Hull-White Model 55.52% (3.33%) 56.92% (3.07%) 64.18% (4.48%) 64.91% (4.02%)
Mercurio- Moraleda 55.01% (3.13%) 54.89% (2.96%) 65.58% (4.23%) 65.22% (3.91%)
Model
1-Factor PCA53.96% (4.21%) 53.90% (4.20%) 65.96% (5.48%) 65.86% (5.46%)
2-Factor PCA53.86% (3.72%) 53.83% (3.73%) 58.80% (4.20%) 58.76% (4.21%)
3-Factor PCA34.74% (2.58%) 34.66% (2.58%) 35.51% (2.61%) 35.44% (2.62%)
Table 17. Results for Bucket Hedging of Caps and Swaptions.
For each cap and swaption , the ratio of the standard deviation of two-week changes in the hedge portfolio and
the   standard deviation of two-week changes in the unhedged portfolio are calculated. The table presents th e
averages  of these ratios over all caps and all swaptions. The hedge instruments are zero-coupon bonds tha t
correspond to all  dates that are relevant for the particular derivative, so that the number of hedge-instruments
is  equal to number of  bucket dates of each derivative instrument. Standard errors of the average ratios are in
brackets.
Interest-Rate- Option-Based Interest-Rate- Option-Based
Based Estimation Based Estimation Estimation
Estimation Caps Swaptions Swaptions
Caps
Ho-Lee Model 34.70% (2.64%) 34.65% (2.65%) 31.04% (2.31%) 31.02% (2.31%)
Hull-White Model 34.70% (2.64%) 34.64% (2.65%) 31.03% (2.31%) 30.98% (2.31%)
Mercurio- Moraleda Model 34.69% (2.64%) 34.62% (2.64%) 31.08% (2.31%) 31.02% (2.31%)
1-Factor PCA 34.66% (2.63%) 34.61% (2.64%) 31.11% (2.32%) 31.01% (2.32%)
2-Factor PCA 34.58% (2.63%) 34.58% (2.63%) 31.13% (2.32%) 30.99% (2.31%)












Volatilities of Forward Rates: Interest-Rate-Based Estimation







































Volatilities of Forward Rates: Interest-Rate-Based Estimation







































Volatilities of Forward Rates: Option-Based Estimation






































Volatilities of Forward Rates: Option-Based Estimation



























Figure 1. Estimated Forward Rate Volatilities. The plots  contain the average volatilities of forward rates
o f different forward rate maturities implied by para metric models (left) and PCA models (right). The upper
gr aphs  correspond to interest-rate-based estimation, the lower graphs correspond to option-base d
estimat ion.  The forward rate volatilities are obtained by averaging the weekly volatility estimates fro m




































Figure 2. PCA Volatility functions. Volatility functions for the first, second and third factor of the PCA
models. The volatility functions are estimated using principal  components analysis on 3-month forward rate
c hanges with different forward maturities, using a rolling h orizon of 9 months. The figure gives the average

































































Average and Average Absolute Prediction Error
Figure 3. Estimated Forward Rate Correlations. The plot contains the average correlations of the 3 -
month  spot  interest rate with the 3-month forward rates of different forward rate maturities, implied b y
P CA models. The correlations are obtained by aver aging the weekly correlation estimates, calculated using
the covariance matrix in equation (7), from January 1995 until June 1999.
Figure 4a. Cap Prediction Errors. Average and average  absolute two-week prediction errors for caps:



















option maturity, 1m to 5y
AVERAGE PREDICTION ERROR SWAPTIONS













































option maturity, 1m to 5y
AVERAGE ABSOLUTE PREDICTION ERROR SWAPTIONS




























Figure 4b-c. Swaption Prediction Errors. Average and average absolute two-week prediction errors for
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Average prediction error swaptions























Figure 5. Time-series of Cap and Swaption Prediction Errors. The graph shows the average o f
respectiv ely  all cap and swap prediction errors for each week, for January 1995 until June 1999. Th e
prediction errors are for the three-factor PCA model with option-based estimation.
Figure 6a. Cap Hedge Results. Ratios of standard deviations of two-week changes in hedged an d
u nhedged portfolios, for ca ps and for factor hedging and bucket hedging. All results are for the one-, two-
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Factor Hedging 1-factor PCA


























option maturity, 1m to 5y
Factor Hedging 2-factor PCA


























option maturity, 1m to 5y
Factor Hedging 3-factor PCA























option maturity, 1m to 5y
Bucket Hedging of Swaptions






Figure 6b-e. Swaption Hedge Results. Ratios of standard deviations of two-week changes in hedged and
u nhedged portfolios, for swaptions, and for  factor hedging and bucket hedging. All results are for the one-,
two- and three-factor PCA models and option-based estimation.