Abstract-The number and capabilities of IoT devices will exponentially grow over the next years. Together with the pervasive diffusion of smart personal mobile devices this opens up unprecedented opportunities for contextualised services provided to mobile users, based on their current interests and behaviours. In addition, most of these services will be content-centric rather than host-centric. Cloud computing and Information-Centric Networking (ICN) are therefore two key technologies in this perspective. In both cases, solutions are typically designed for global Internet platforms, while mobile nodes are seen as edge devices from which data are fetched and sent back through pervasive wireless networks (typically, LTE). However, it is questionable whether such an approach will work as expected, e.g., due to data privacy concerns and expected bandwidth shortage of even last-generation cellular networks. In this paper we present a general framework where global cloud and ICN platforms are complemented in a totally synergic way by local clouds formed at the edge of the network by mobile devices, where service provisioning and data management functionalities are offloaded whenever possible (and appropriate). This results in a multi-layer, content-and service-centric approach to IoT data management and service provisioning. We then present performance evaluation results from applying this framework to a specific case where data-centric services are jointly provided by edge devices and by a global cloud platform. Results show that this approach is very promising, as it is able to drastically cut the related cellular-network traffic, and, at the same time, improve the effectiveness of service provisioning to users.
I. INTRODUCTION AND MOTIVATION
There is a clear trend showing that the number of wireless connected devices is growing steadily, with IoT devices and users' personal devices representing the biggest share. For example, the latest CISCO VNI report [1] foresees that by 2020 the total number of wireless connected devices will increase beyond 10 billions worldwide, with smartphones and IoT devices collectively accounting for 66% of this amount. Interestingly, IoT devices show the largest percentage increase across all devices types, from 8% in 2015 up to 26% by 2020.
This results in an emerging scenario recently called immersed human [2] , [3] , which is represented in Figure 1 . In this view, there is a tight and continuous interaction between the human users, their personal devices, and the "things" embedded in the physical environment (sensory swarm). These interactions are primarily information-centric, with IoT and personal devices constantly generating data that are transferred between sources (things and users' devices), places where they can be stored and elaborated, and sent back to the users. This is expected to generate a huge increase in mobile traffic demand, which is forecasted to grow at a compound annual growth rate (CAGR) of 53% between 2015 and 2020 [1] . The main reason for this increase, besides the sheer number of mobile devices, will be the development of mobile applications that will be more and more data intensive, also in the IoT domain (e.g., IoT multimedia applications [1] ). To fully exploit the potential of the data available in such an environment, cloud computing and Information-Centric Networking (ICN) are currently considered cornerstone technologies. Cloud computing provides a scalable approach to store data generated by things and users devices, and, most importantly, to extract information and knowledge from raw data, providing value-added services to the users. On the other hand, ICN [4] is the most promising approach to turn the Internet into an information-centric network that natively supports access to data, irrespective of where they are stored or generated, also overcoming possible disconnections of data providers.
In order to use cloud and ICN technologies to support the immersed human vision, the fundamental assumption is that data generated by IoT and users' devices (the outer layers of the scheme in Figure 1 ) can be transferred to cloud and ICN platforms deployed in the global Internet, and that results of data elaboration can be easily transferred back to users. In fact, IoT and users' devices are seen, from the cloud and ICN perspective, as edge devices, that generate data and receive services, but are not included in the data management and service provisioning processes. Most mainstream IoT architectures (including the reference ETSI architecture 1 ) are based on this assumption [2] .
Unfortunately, this assumption might frequently not be verified, for several reasons. Firstly, cellular networks, and primarily 4G/LTE, which are foreseen to be the reference network to move data from where they are generated to cloud and ICN platforms, should have enough capacity to support the expected data traffic, but it might not be the case. In front of an expected exponential increase of traffic demand, the cellular capacity is foreseen to increase only by a factor slightly higher than 3 between 2015 and 2020, and only by a factor of 1.4 for 4G technologies [1] . For example, each IoT device is foreseen to generate a worth of traffic of about 2Kbps by 2020 [1] . Even assuming a quite optimistic LTE upload capacity of 100Mbps in a cell of 1 km 2 , one IoT device every 20 m 2 will be sufficient to saturate the LTE capacity (without counting the rest of the mobile traffic generated by users' applications). This means that in the medium term we might experience bandwidth crunch problems, similar to those occurred for 3G technologies around 2010 [5] , thus questioning the possibility to effectively transfer data back and forth between IoT devices, users' personal devices, and cloud and ICN infrastructures.
Secondly, data privacy concerns might be a showstopper. For example, while the users would be interested in extracting knowledge from local data they generate, they might not be willing to share these data with global cloud/ICN service providers. Similar constrains may arise for the companies in the Industry 4.0 scenario 2 . For example, confidentiality requirements of individual companies' data might be in contrast with a push towards centrally managed ICN/Cloud platforms.
Finally, moving all raw data to some global cloud or ICN infrastructure might even not be needed. Often, data (and the services built on them) will be of local value, and relevant only to the users close to where they are generated [6] . Aggregate information might be good enough, and even preferred, for users distant from where data is generated.
These considerations are the basis for the framework we propose in this paper (Section III). Specifically, we argue that a much more effective solution with respect to state of the art in both ICN and cloud-based service provisioning (Section II) should be multi-level, and include mobile devices (including users' personal devices) into both the ICN and service provisioning processes. The approach we propose goes into the direction of pushing intelligence towards the edge of the network, which, in the cloud computing area, is the main argument for the Cloudlet architectures [7] , the fog computing paradigm [8] , and proposals integrating cloud functions into cellular base stations (i.e., LTE eNodeBs) [9] . However, all these solutions require additional infrastructure elements (e.g., gateways and femto-cell eNodeBs), and therefore need additional infrastructure investments, planning and maintenance. Our proposal goes one step further by pushing intelligence directly to mobile devices, where we allocate both ICN and cloud computing functionalities. This is enabled by the opportunistic networking and computing paradigms [10] , [11] , whereby mobile nodes exploit physical proximity to transfer data and provide services directly to each other. Through this approach, mobile nodes form mobile clouds at the edge of the network (also implementing standard ICN functionalities, e.g., for data forwarding and caching), without requiring any additional infrastructure. Data is collaboratively stored and elaborated inside the mobile clouds, and transferred to global ICN/cloud platforms only when useful. Local mobile clouds, therefore, support provisioning of contextualised, informationcentric services of local relevance to the users, without burdening the cellular network with unnecessary traffic.
The proposed framework is a general paradigm for datacentric service provisioning in mobile environments, and can be instantiated in several specific architectures and protocols. Moreover, it is complementary, and not a replacement, of the existing ICN and cloud architectures. To exemplify both properties, in this paper we consider an instance of the proposed framework, described in detail in [12] and summarised in Section III-C. We consider a scenario where services based on local data generated by users' devices can be executed either on a global cloud platform, or locally on an edge cloud formed by mobile users' devices. Our solution dynamically decides whether service requests should be provided by the global cloud platform or by the local mobile cloud. We show that such a multi-level solution takes the advantages of both global and local service provisioning, by avoiding saturation of the wireless cellular network and improving the quality of service provisioning to end users. Specifically, in Section IV we present a sensitiveness analysis of this solution to show how it dynamically splits service provisioning between the global and the local clouds, by varying the size of the data on which services are generated, the popularity of service requested, the share of local devices providing the required services, and the background traffic on the LTE network used to transfer data between local devices and the global cloud.
II. RELATED WORK
Work related to this paper falls primarily in the areas of service provisioning for IoT environments, and data-centric mobile networks.
With respect to the first area, the mainstream approach is to use centralised cloud platforms to enable easy development of vertical applications [2] . An example is the standard ETSI M2M architecture. However, to overcome the drawbacks of this approach, moving intelligence (i.e., service provisioning, in our case) closer to the edge of the network where data are generated, is considered one of the alternative approaches. Fog computing [8] and Cloudlet [7] architectures go in this direction. Services are provided from gateways at the boundary between the access network and the Internet, but users' and IoT wireless devices are only data producers and final users of applications services. Mobile edge computing goes one step beyond, by offloading service provisioning also on mobile devices. This is complementary to mobile cloud solutions [9] that, instead, offload computation and storage from mobile devices to the cloud, or to intermediate nodes such as gateways. The latter is motivated by the fact that for some tasks mobile devices might not have enough computing resources, which are instead plentiful in cloud platforms. Coordination of local mobile devices forming a mobile cloud has been recently proposed in FemtoCloud [13] , where the controller (residing in a gateway) is entirely responsible to schedule parallel tasks execution on mobile devices. In contrast, our proposed framework relies on a hybrid service provisioning that exploits the presence of a pervasive cellular infrastructure as a control channel and of a global cloud platform when appropriate, as well as the use of local resources through opportunistic computing, which can be considered as an extreme version of mobile edge computing. Finally, the specific service provisioning algorithm used in this paper was presented in detail in [12] . Here is it used as a specific instance of a much more general framework that we originally present in this paper.
As far as data-centric mobile networks, apart from conventional ICN architectures -deeply discussed in Section III-B, the most closely related approaches are data-centric wireless sensor networks [14] and data-centric opportunistic networks [15] . We differentiate from work on data centric wireless sensor networks as we include in the picture data produced by mobile users' devices, and we want to tolerate disconnections due to mobility between nodes of the network. With respect to data-centric solutions in opportunistic networks, they partly fit our scenario, as they also support direct data transfer between nodes during physical proximity. However, none of them is compliant with standard ICN architectures, which is one of the key features of our proposed framework. In addition, they are not designed to operate with a heterogeneous architecture where also global data management platforms (such as a conventional ICN infrastructure) are used.
III. MOBILE CLOUDS FOR DATA-CENTRIC IOT SERVICES
The framework proposed in the paper is described in Figure 2. Conceptually it is made up of three levels. At the bottom level (raw data generation), individual devices generate raw data. These can be either IoT devices (e.g., sensors) or users' personal devices (e.g., smartphones). Conventional protocols for moving data across such nodes, such as standard wireless sensor network protocols, can be used at this level. The top level (global platforms) is composed by global ICN and cloud platforms deployed over the Internet. The core innovative aspect of our framework is to include an intermediate level (mobile clouds), composed of local mobile clouds formed by devices available in specific physical areas. Devices at this level are heterogeneous, and can be users' mobile devices or static nodes with sufficient storage, computing and networking capabilities (e.g., fixed cameras integrating WiFi and computing capabilities). Note that devices at this layer can also be generators of raw data, thus logically belonging also to the bottom level. Devices at the mobile-clouds level communicate through direct contacts enabled by ad hoc enabling technologies (such as WiFi or Bluetooth in ad hoc mode), according to the opportunistic networking paradigm (briefly explained in Section III-A). In addition, exploiting opportunistic computing techniques (see, again, Section III-A), during direct contacts they provide services to each other, based on the data available on each other.
Global ICN & Cloud
The mobile-clouds level interacts with the global platforms level in multiple ways. First of all, the two levels interact to decide which data, available in a mobile cloud, should also be transferred to the global platforms. This might be the case of aggregate data, which for example would provide a summarised representation of the status of the physical environment in the area of the mobile cloud, or of particularly important data, which are of interest globally (e.g., across multiple mobile clouds in different physical locations). Similarly, the two levels interact to decide if services available locally in the mobile cloud are sufficient to satisfy the requirements of the users' applications, or if services should be served by the global cloud platform. The latter might be the case, for example, for services requiring data that are not available locally, or services that are more efficiently provided from the global cloud.
From a networking standpoint, we assume that mobile devices and "things" both in the raw data generation and in the mobile cloud layers can communicate with global ICN and cloud platforms through a pervasive LTE cellular network. Given that, a significant part of the data might stay inside the mobile clouds, our framework drastically cuts the traffic over the cellular network, thus contributing to avoid the bandwidth crunch issues discussed in Section I. Moreover, the availability of an LTE network allows for the implementation of lightweight control protocols for data management and service provisioning in mobile clouds to overcome key limits of pure opportunistic networking and computing.
Given this overall conceptual architecture, the main challenges to be addressed are as follows. From the standpoint of service provisioning, we need to integrate service provisioning from the global and mobile clouds. This means designing solutions running on mobile nodes that understand dynamically if a given service has to be provided from the global cloud or from mobile devices in the vicinity. Moreover, this also requires to develop solutions such that mobile devices can provide services to each other in a networking environment characterised by mobility, disconnections, and network partitioning. From the standpoint of data management, we need to design solutions whereby global ICN architectures can be extended in the mobile clouds and raw data generation layers. This also requires significant advancements, since the standard ICN architectures are designed having in mind a fixed Internet networking environment in absence of mobility and where bandwidth is plentiful. In both cases, we need techniques to coordinate global and local operations, thus realising a hybrid data-centric service provisioning environment.
In the rest of the section we we briefly recall the main features of the key building blocks required to address these challenges, i.e., opportunistic networking and computing (Section III-A), ICN (Section III-B) and service provisioning approaches in mobile clouds (Section III-C).
A. Opportunistic networking and computing
Opportunistic networks [11] are an evolution of selforganising networks, where the existence of a continuous multi-hop path is not necessary for end-to-end data transfer. During direct contacts between each other, nodes evaluate whether local messages should be transferred to the encountered peer, so that data progresses towards the intended destination(s). Using this approach, opportunistic networks exploit mobility as a feature to move data across nodes, and do not require to maintain costly routing structures, which may change too dynamically due to nodes mobility.
Opportunistic computing [10] , [16] , exploits the same concept, but supports general service provisioning across mobile nodes. During contacts, nodes not only transfer data between each other, but also provide services to each other, according to the needs of the encountered peers. In opportunistic computing, resources available at local nodes are abstracted as service components, and composed dynamically to offer to individual nodes additional functionalities with respect to what they have locally.
The typical drawback of opportunistic solutions is that nodes can reconstruct information about the other nodes in the network only through direct contacts, which means that they may have a quite imprecise view of the status of the network. Recent approaches in the opportunistic networking domain [17] overcome this limitation by jointly exploiting opportunistic networks and LTE infrastructures. For example, in [17] lightweight control agents are deployed in the Internet, which collect from nodes information about the status of a data dissemination process occurring in the opportunistic network. Agents thus acquire a global view about the status of the dissemination process, and complement purely opportunistic networking mechanisms by sending directly (through LTE) to mobile nodes data that would otherwise miss a delivery deadline. To the best of our knowledge, such a lightweight coordination approach has not yet been proposed for opportunistic computing.
B. Information-centric mobile clouds
Information-centric approaches have been designed to support the exponential increase of content generated in the Internet and the high demand of its distribution in a more efficient and scalable way. In contrast with host-centric networks, in information-centric networks, the main objective is not to deliver packets to specific "locations" (i.e., hosts/destination addresses), but to retrieve content and to access services and applications by name.
A number of different information-centric architectures have been proposed in the past years (e.g., Data Oriented Network Architecture (DONA), Content Centric Networking (CCN), SAIL -see [4] for a survey). Among them, CCN and its successor Named Data Networking (NDN) [18] are the most popular and fully-fledged information-centric architectures. NDN nodes maintain three main data structures: (i) the Content Store (CS), which acts as a data cache, (ii) the Pending Interest Table ( PIT), which stores interests (i.e., data requests) that have arrived at the node, and have not yet been satisfied, and (iii) the Forwarding Information Base (FIB), which tells how to route interest packets towards the required data (analogous to an IP forwarding table). When a node generates an Interest packet, this is forwarded from node to node according to the content of the FIBs, until it finds the required content in a CS (or at the source). Interest packets install a reverse route while being forwarded, which is used to send the data back to the requesting node.
As discussed in Section I, the ICN idea is very suitable for IoT environments, as in many IoT applications the main emphasis is on data access, irrespective of the location where a certain data is stored. Therefore, in our framework we consider to include ICN functions also at the level of mobile clouds, so that they can natively interoperate with ICN architectures in the global platforms level. However, implementing ICN functions in mobile clouds is a challenge. Indeed, the reference ICN architectures have been conceived for fixed networks and assume that information stored in the data structures, and in particular in FIB, is subject to rare changes because the wired network is quite stable. Furthermore, mobility is considered a rare event, and mobile devices are handled as simple edge devices that either generate or consume data, but are not part of the ICN infrastructure.
On the other hand, in the framework we propose, mobile nodes act as content routers, and adopt ICN-based forwarding and caching strategies in order to manage data in the local cloud. The advantage is that content can be managed and kept closer to where it is most likely of interest, but modifications to the standard ICN algorithms are needed to cope with the totally different networking environment. While opportunistic networking can provide algorithms to implement data-centric functions in mobile clouds [15] , an open challenge is how to make such algorithms compatible with the standard ICN protocol mechanisms. A first attempt in this direction is a recent proposal for an IETF draft on the adoption of ICN for IoT applications [19] .
C. Service provisioning in mobile clouds
Service provisioning in mobile clouds is mostly built on the opportunistic computing concept. This is conceptually close to standard service-oriented architectures, insofar ser-vices (abstractions of resources) are dynamically composed based on application needs. However, in a mobile cloud, communications occur via opportunistic contacts, and therefore the mechanisms to implement service provisioning and composition need to be completely re-designed.
One key challenge is how to decide whether and how to compose services available on different nodes, upon an application request at a given node (usually named seeker). This problem has been recently explored, among others, in [20] , [21] . Typically, nodes need to build a local view of the services available at other nodes in the mobile cloud. This is typically organised in a service composition graph, where vertices are nodes, and edges represent the cost of obtaining a certain service from that node. This information is collected either through direct contacts, or through advertisements of available services that are epidemically diffused across the mobile cloud. Cost of obtaining a service typically include both an estimate of the time needed to send a service request (and the needed input data) to the service provider, and the expected service execution time based on the load of the providers. Results in [20] , [21] show that it is possible to efficiently maintain such knowledge with limited overhead, and provide services directly between nodes.
Another challenge is how to effectively spread service execution requests, in presence of multiple possible providers [10] . Intuitively, the more service executions are created in parallel, the better, because the seeker will receive the service from the provider that completes the service provisioning process first. On the other hand, too aggressive replications would result in saturation of the providers' resources, thus increasing the service provisioning time. Results in [10] show that an optimal operating point exists, and this can be computed in a distributed way by each node in the mobile cloud. Other challenges still requiring valuable solutions include, for example, effective service advertisement, optimal "duty cycling" of service provisioning, optimal execution for composed services.
One of the main challenges specific to the framework presented in Figure 2 is how to integrate local and global service provisioning. Similarly to what presented in [17] for data dissemination, it is possible to deploy, at the interface between the mobile and the global cloud, an agent that collects information about the status of service provisioning in the mobile cloud, and assists mobile nodes in deciding where to execute services. Specifically, through this approach the service composition graph can be built more efficiently, as this agent would exploit more precise information about the status of nodes in the mobile cloud. In addition, it is also possible to decide if a certain service should be provided by nodes in the mobile cloud or if the global cloud platform should be preferred. This overcomes another short-coming of pure opportunistic computing, i.e., the need for a minimal density of nodes for enabling service provisioning. In hybrid solutions, like those we consider in our framework, at low density in the mobile cloud, services would be provided automatically from the global cloud platform.
An initial solution along those lines has been presented in [12] . In the following section, we focus on the practical applicability of our proposed general framework for what concerns data-centric service provisioning in an integrated global cloud and mobile edge computing, and we show a sensitivity analysis with respect to key parameters.
IV. PERFORMANCE RESULTS
In the system we have designed to realise data-centric service provisioning in an integrated global cloud and mobile edge computing environment (see details in [12] ), any mobile device requiring a service decides whether it should be obtained from the local or the global cloud (assuming services are available on both). This decision is based on estimates of the time required to obtain the service results in either case. We assume the presence of an agent at the interface between the mobile and the local cloud (e.g., running on the LTE eNodeB covering the local cloud), which assists nodes in taking this decision. Estimates of service execution times are computed based on the contact patterns between mobile devices, the state of the service execution queue of the providers, the available LTE bandwidth for communicating with the global cloud platform, and the capacity of direct transfers during opportunistic contacts with the other nodes
We tested the hybrid service provisioning solution using TheOne simulator 3 . Hereafter, we present a sensitiveness analysis. We tested 30 mobile nodes moving in a 500mx500m area following the Random WayPoint mobility model. During the simulated time (400000s per run), the interval between the generation of two requests is uniformly distributed in the interval (i.e., [10s,15s] -higher load, [20s,30s] -lighter load). The request is associated with a node (seeker) chosen with uniform probability. The requested service is picked among a set of 15 possible services either with uniform probability, or with a Zipf probability with parameters α equal to 1 or 3, to test the system under more or less skewed preferences towards specific services (the higher α, the more preference is skewed towards a small set of very popular services). We vary the percentage of providers for each service between 10%, 25% and 50% of nodes, to test the performance with higher or lower "service capacity" of the mobile cloud. At each point in time, an additional number of (background) nodes is supposed to be actively generating data traffic over the LTE network. , respectively, corresponding to fewer or more background nodes possibly competing for the LTE capacity. The number of competing nodes is generated according to a standard birth/death process. The total LTE capacity (300Mbps for download and 75Mbps for upload) is shared equally among all active nodes (the nodes requesting/providing services and the additional, background nodes). Finally, service execution time when the global cloud is used is assumed to be 5s long, half the average mobile service execution time. Simulations are replicated 5 times, keeping exactly the same evolution of the background active nodes process across replicas. This guarantees that the congestion Fig. 3 . Requests served locally on the LTE network due to the additional nodes is the same when we vary the other simulation parameters. The tests are repeated changing the amount of data that has to be transferred as input and output of the services, from 40MB to 80MB and 160MB. All the results shown are the average results of 5 independent simulation runs, with 95% confidence intervals.
Preliminary results in [12] indicate already that hybrid service provisioning outperforms using global cloud only, in particular when background traffic or the size of service parameters increase. Specifically, we have found that the "global" service provisioning time is between 1.2 and 100 times higher than "hybrid" service provisioning time for the range of input/output service parameters sizes considered [12] . Hereafter, we better analyse the behaviour of hybrid service provisioning with respect to the described simulation parameters. Table I recaps the parameters values used in the simulations (bold indicates default values). Figure 3 shows the variation over time of the fraction of requests served by the local mobile cloud during specific simulation runs with varying service input/output parameters sizes. We plot it together with the fraction of additional background devices in case the maximum number is 40. In general, the fraction of requests served by the local cloud follows quite closely the background traffic. In addition, there is a sort of shift due to the amount of data required for service execution. Specifically, in the 40MB scenario (blue line) there are time intervals where all requests are assigned to the global cloud (where the curve drops to 0% in the graph). Instead in the 160MB scenario (red line) the Hybrid approach always offloads some requests to the mobile cloud even with low numbers of background devices.
In Figures 4(a) and 4(b) we analyse the sensitivity with respect to the network load. Specifically, points in the x axis are in the form XXM YY-ZZ where XX represents the size of input/output service parameters, while YY and ZZ are the extremes of the time interval between service requests generations. Therefore, moving from left to right on the x axis we constantly reduce the network load. Finally, each curve in the plots corresponds to a different maximum number of It is interesting to note that service provisioning time increases gradually as the traffic load increases. Specifically, in Figure 4 (a) we do not have signs of saturation such as an exponential increase of service provisioning time. From Figure 4 (b), the main reason is the fact that the percentage of requests served by the mobile cloud increases as the cellular network becomes more and more congested. Interestingly, from Figure 4 (a) we see that service provisioning time does not vary much for a varying number of background nodes, while (Figure 4(b) ) the fraction of service requests served in the local cloud does increase quite significantly. Therefore, as the LTE network becomes more and more congested, more services are provided locally, and this limits the effect of higher congestion on the cellular network. Finally, note that in case of 20 maximum background nodes and high load, service provisioning time is the highest (with respect to cases with greater numbers of background nodes), which is unexpected. From more detailed analysis of the various components of the delay, we found that this is due to the higher percentage of requests served by the global cloud in this case. This creates, at seekers, longer queues of messages to be sent to the eNodeB, and, in turn, this generates significant delay for seekers to get from the eNodeB the initial estimate of the service provisioning time using the global cloud. With a higher background load, fewer requests are selected to be served using the global cloud, which results in fewer messages queued for transmission towards the eNodeB. Paradoxically, seekers receive the estimates for global service provisioning times quicker.
Figures 5(a), 5(b) and 5(c) show the service provisioning time for varying skewness of service popularity and total service capacity in the mobile cloud. Again, it is confirmed that hybrid service provisioning provides graceful degradation of performance under significant loads. Specifically, signs of saturation appear only for a very unfortunate combination of parameters, i.e., when (i) service capacity is very low (10% of nodes are providers); (ii) network load is very high; and (iii) service requests are very skewed towards specific services (Zipf popularity with α = 3).
V. CONCLUSIONS
In this paper we have presented a general framework to exploit mobile clouds built atvalue the edge of the network by local nodes to support information-centric IoT services. 
