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RESUMEN
Aunque en los últimos años la lingüística de corpus ha experimentado una gran evolución 
y en la actualidad cuenta con una creciente presencia en proyectos de investigación en tor-
no a estudios de Lingüística y Traducción (por ejemplo: Kübler y Foucou, 2003; Laroche 
y Langlais, 2010), los procedimientos técnicos más avanzados enfocados a la compilación 
y explotación de corpus siguen siendo un escollo. El principal propósito de este trabajo 
es, por tanto, hacer accesible este tipo de información a toda la comunidad investigadora 
poco experta en la materia. En concreto, presenta la experiencia de creación de un corpus 
paralelo alineado con Déjà Vu, etiquetado lingüísticamente con TreeTagger, documentado 
con Notepad++ e indexado con IMS Open Corpus Workbench. Además, incluye una breve 
introducción a la exploración y el análisis de corpus con Corpus Query Processor, la princi-
pal herramienta de IMS Open Corpus Workbench.
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ABSTRACT
Although Corpus linguistics has advanced a great deal in recent years and is now being 
increasingly more frequently included within research projects regarding Linguistics and 
Translation (for instance: Kübler & Foucou, 2003; Laroche & Langlais, 2010), the most 
advanced technical procedures focused on the creation and exploitation of corpora are 
still a pitfall. The main aim of this paper is, then, to make this kind of information more 
widely available to the research community with little experience in the field. In particular, 
it presents the experience of creating a parallel corpus that was aligned with Déjà Vu, 
linguistically tagged with TreeTagger, meta-textually tagged with Notepad++ and indexed 
with IMS Open Corpus Workbench. Furthermore, it includes a brief introduction to the 
exploration and analysis of corpora with Corpus Query Processor, the main tool of IMS 
Open Corpus Workbench.
Keywords: Corpus linguistics; Déjà Vu; Tree Tagger; IMS Open Corpus Workbench.
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1. INTRODUCCIÓN
Existe un amplio consenso en cuanto a que la lingüística de corpus constituye una 
herramienta óptima para el estudio de fenómenos lingüísticos y traductológicos 
(véase, por ejemplo: Bernardini, 2004; Aston, 2009; Kübler, 2011). Cuando un 
investigador dispone del corpus adecuado para sus fines y una interfaz de bús-
queda que le permita extraer de él la información específica que busca, los corpus 
electrónicos no solamente suponen un importante ahorro de tiempo, sino que 
hacen posibles análisis que serían inviables a partir de un procedimiento manual.
Pero no siempre existe un corpus de las características necesarias y en mu-
chas ocasiones el investigador se ve obligado a diseñar y crear su propio corpus y 
dotarlo del formato adecuado para consultarlo. Ésta no es una tarea sencilla y el 
investigador deberá adquirir conocimientos técnicos y metodológicos diversos, 
que a veces no son fáciles de encontrar, especialmente cuando se trata de corpus 
complejos de finalidades muy específicas como pueden ser los corpus paralelos o 
comparables utilizados en los estudios de traducción1.
Por otra parte, la literatura especializada en torno al uso de los programas para 
1 Un corpus paralelo está formado por textos originales en una lengua A y sus correspondientes 
traducciones a una lengua B. Un corpus comparable es una colección de textos originales en una 
lengua A que pertenecen al mismo ámbito de especialidad y tienen un contenido similar a los textos 
sometidos a traducción a una lengua B, con los que se suelen comparar. Véase Kenning (2010) para 
obtener más información sobre ambos tipos de corpus.
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el procesamiento de los datos a menudo requiere un nivel considerable de conoci-
mientos en lenguaje de programación, como pasa por ejemplo en el caso de algu-
nos manuales para la indexación de corpus (véase, por ejemplo: Christ, Schulze, 
Hofmann y König, 1999; Evert y OCWB, 2005). Ante esta dificultad, el propó-
sito del presente artículo es eminentemente metodológico, con un enfoque muy 
práctico, centrándose en las cuestiones que causan más dificultades por su carácter 
predominantemente técnico (Fig.1):
Figura 1. Pasos para compilar un corpus paralelo etiquetado.
En concreto, se describe detalladamente el procedimiento seguido para la 
creación de un corpus paralelo alemán-español de literatura infantil y juvenil en 
el sistema operativo Microsoft Windows2. Nuestro punto de partida es la con-
sideración de la expresión de la manera de desplazamiento como problema de 
traducción. Con dicho corpus se persigue estudiar el proceso de traducción de la 
manera de desplazamiento de una lengua de marco satélite (alemán) a una lengua 
de marco verbal (español) (Talmy, 1975, 1985, 1991) y proponer un listado de 
técnicas de traducción adaptado a dicho fenómeno.
2. FUNDAMENTOS TEÓRICOS: LA LINGÜÍSTICA DE CORPUS, 
LA LINGÜÍSTICA APLICADA Y LA TRADUCCIÓN
Un corpus se puede definir, sucintamente, como una herramienta muy fiable que 
permite validar de forma empírica teorías a partir de una muestra lingüística real 
y representativa. Lo que caracteriza especialmente a los corpus, en comparación 
2 Concretamente la versión utilizada ha sido Microsoft Windows XP, Home Edition, 2002, 
Service Pack 3.
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con otros recursos lingüísticos, es que se crean a partir de criterios de diseño espe-
cíficos y que son representativos del uso real de una lengua o de una variedad de 
lengua. En palabras de Braun (2005), los datos proporcionados por la lingüística 
de corpus son:
realistic, showing language in real use; rich, providing more (and more diversified) 
information than dictionaries or reference grammars can; illustrative, providing 
actual patterns of use instead of abstract explanations; up-to-date, revealing trends 
in language use and evidence for short-term historical change (Braun 2005: 48).
En la literatura no existe todavía consenso en cuanto a si la lingüística de corpus 
es una metodología – “a way of doing linguistics” (Meyer, 2002: xi) –, una teoría o 
disciplina – “its unique approach to the study of language […] is firmly based on 
the integration of four interdependent, equally important elements: data, descrip-
tion, theory, and methodology” (Laviosa, 2002: 8) – o si ésta está a caballo entre la 
metodología y la teoría: “Corpus linguistics is viewed primarily as a methodology, 
not a theory. However, this should not be understood simply to imply that corpus 
linguistics is theory-free. The focus and method of research, as well as the type 
of corpus selected for a study, is influenced by the theoretical orientation of the 
researchers, explicit or implicit” (McEnery y Gabrielatos, 2006: 35). 
La lingüística de corpus ha gozado de una larga trayectoria en Lingüística Apli-
cada. Si bien existen algunos estudios de corpus realizados antes de los años cin-
cuenta, el origen de la lingüística de corpus podría establecerse a principios de los 
años sesenta, tras la creación en 1959 del Survey of English Usage Corpus (SEU)3. 
Desde entonces, y gracias a la revolución del software y del hardware, los corpus 
han hecho posibles nuevas formas de investigar en Lingüística Aplicada, por ejem-
plo: estudios cuantitativos, búsqueda por lema, comparación del uso y la norma, 
entre otros4. Los corpus han revolucionado casi todas las disciplinas lingüísticas 
(McEnery, Xiao y Tono, 2006), como la lexicografía y la gramática, los estudios 
lingüísticos contrastivos, el estudio de lenguas, la ingeniería lingüística, las tecno-
logías telemáticas o los estudios de traducción, por poner sólo algunos ejemplos5. 
El uso del corpus en los estudios de traducción es relativamente nuevo, cuenta 
con un par de décadas. En 1993, Mona Baker propuso usar los corpus compa-
rables monolingües para analizar el proceso de traducción y estudiar las caracte-
rísticas de la lengua traducida. Desde entonces los corpus han demostrado ser un 
3 El SEU es un corpus de inglés británico hablado y escrito creado por Randolph Quirk en la 
University College London.
4 Véase Kennedy (1998) y Corpas Pastor (2008) para un panorama más amplio sobre la evolu-
ción histórica de la Lingüística de corpus.
5 Hunston (2002) recoge las principales aplicaciones de la Lingüística de corpus en Lingüística 
Aplicada.
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recurso excelente no sólo para estudios de corte más descriptivo (por ejemplo: 
Baker, 1995; Laviosa, 1998; Mauranen y Kujamäki, 2004), sino también para 
cuestiones de índole más práctica, como la traducción profesional, la traducción 
automática o la enseñanza de la traducción y la interpretación (por ejemplo: Za-
nettin, Bernardini y Steward, 2003; Beeby, Rodríguez y Sánchez-Gijón, 2009)6. 
Baker (1995: 227) distingue los tres tipos de corpus que pueden ser de especial 
interés para el investigador en traducción: el corpus paralelo, el comparable y el 
bilingüe/multilingüe7. Este artículo se centrará en el corpus paralelo, que sirve 
principalmente para estudiar las estrategias que utilizan los traductores cuando se 
enfrentan a determinados problemas de traducción y para observar la naturaleza 
de la lengua traducida.
3. METODOLOGÍA
3.1. Procedimiento
La metodología que presenta este trabajo forma parte de una tesis doctoral de-
sarrollada en el marco de los Estudios de Traducción de la Universitat Jaume I 
(España). Como se explicó en la introducción, este artículo narra la experiencia de 
compilación de un corpus paralelo alemán-español de literatura infantil y juvenil 
que data de 1973 a 2011 y que contiene 18 novelas originales en alemán y sus 
respectivas traducciones al español, con un total de 916.063 palabras (tokens). En 
la Tabla I se indican las 18 novelas originales que componen la base empírica:
Tabla I. Novelas del corpus paralelo.
6 Véase Laviosa (2002), Olohan (2004) y O’Keeffe y McCarthy (2010) para obtener un panora-
ma más general sobre la aplicación de la lingüística de corpus en traducción.
7 Un corpus bilingüe/multilingüe está formado por dos o más corpus monolingües escritos en 
diferentes lenguas, producidos con el mismo criterio para la misma o diferentes instituciones.
NOVELA AUTOR
Momo Michael Ende
Vorstadtkrokodile Max von der Grün
Das Geheimnis des Brunnens Luise Rinser
Ben liebt Anna Peter Härtling
Stolperschritte Mirjam Pressler
Anne will ein Zwilling werden Paul Maar
Die Wartehalle Klaus Kordon
Das Fünfmarkstück Klaus Kordon
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El objetivo específico de la creación de dicho corpus reside en el interés por 
estudiar cómo se traduce la expresión de la manera de desplazamiento del ale-
mán al español, dado que, según la teoría de los patrones de lexicalización de 
Talmy (1975, 1985, 1991), la lengua alemana y la lengua española pertenecen a 
tipologías diferentes con respecto a cómo codifican el componente Trayectoria. 
El alemán es una lengua de marco satélite y expresa el Movimiento y la Manera 
o la Causa a través del verbo principal y la Trayectoria se expresa normalmente a 
partir de partículas adjuntas a esta forma, a las que Talmy denomina ‘satélites’. El 
español es una lengua de marco verbal y normalmente expresa el Movimiento y 
la Trayectoria a través del verbo principal, mientras que la Manera o la Causa, en 
caso de ser relevante, se considera un coevento y se expresa a través de otras formas 
(por ejemplo, un gerundio).
Estas diferencias tipológicas se atribuyen principalmente a dos circunstancias. 
Por una parte, a una cuestión discursiva, es decir, en las lenguas de marco verbal 
se requiere un esfuerzo cognitivo añadido para expresar la Manera (Slobin, 2006) 
y por tanto generalmente ésta sólo se expresa si es imprescindible para la caracte-
rización del evento. Por otra parte, a una cuestión léxica, es decir, las lenguas de 
marco verbal tienen un repertorio verbal más reducido y menos expresivo para la 
lexicalización del componente Manera y en muchas ocasiones esta información 
debe ser interpretada e inferida del contexto (McNeill, 2000; Özcalışkan y Slobin, 
2003). Estas divergencias pueden provocar algunas dificultades en lo que respecta 
al procesamiento del lenguaje y a la traducción, como por ejemplo, omisión de 
componentes del evento de movimiento (Filipović, 2007). Nuestro interés reside 
en valorar si se mantiene, omite, añade o modifica la información relativa a la 
manera de desplazamiento en cada una de las concordancias extraídas del corpus 
y finalmente proponer un listado de técnicas de traducción adaptado a dicho fe-
nómeno.
Die Unterirdischen Angela Sommer-Bodenburg 
Der neue Pinocchio Christine Nöstlinger
Die Geschichte von der Schüssel und vom Löffel Michael Ende
Wenn du dich gruseln willst Angela Sommer-Bodenburg 
Spürnase Jakob-Nachbarkind Christine Nöstlinger
Als der Weihnachtsmann vom Himmel fiel Cornelia Funke
Die Zauberschule Michael Ende
Reise gegen den Wind Peter Härtling
Der verborgene Schatz Paul Maar
Rico, Oskar und die Tieferschatten Andreas Steinhöfel
Continuación Tabla I.
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3.2. Compilación del corpus paralelo: digitalización y alineación
• Digitalización
En primera instancia, lo que condiciona las características y procedencia de los 
textos de un corpus es el objeto de estudio específico para el cual éste es creado. 
Tras una primera reflexión deberá explorarse si dichos textos están disponibles en 
formato de papel o electrónico.
Si el material objeto de estudio está sólo disponible en papel, el primer paso 
es digitalizarlo con un programa que utilice un algoritmo de reconocimiento óp-
tico de caracteres (OCR). Digitalizar es una tarea sencilla que por lo general no 
causa problemas. No obstante, tras la digitalización es necesario leer y revisar las 
obras escaneadas. Se suele realizar una tarea de preprocesamiento, donde es reco-
mendable comparar los textos, sobre todo, a nivel estructural, ya que esto evitará 
posibles problemas posteriores. Es necesario repasar sobre todo si se ha pasado 
por alto algún número de página, intertítulo, nota al pie, etc. Para una mayor 
orientación sobre preprocesamiento, véase Bowker y Pearson (2002: 96-97, 100) 
y Frankenberg-García (2007). Puesto que este proceso carece de complejidad, en 
el presente artículo se parte detalladamente de la consiguiente fase de alineación8.
• Alineación
Alinear consiste en “finding correspondences, in bilingual parallel corpora, bet-
ween textual segments that are translation equivalents” (Kraif, 2002: 273). Se 
trata de una fase esencial de la creación del corpus paralelo, puesto que consiste en 
crear vínculos entre los textos origen (TO) y los textos meta (TM) que permiten 
establecer concordancias bilingües.
En la actualidad encontramos una amplia gama de programas de alineación, 
de pago (por ejemplo, Stingray, Trados, Transit, LF Aligner, Bligner, Déjà Vu) y gra-
tuitos (Youalign, Geometric Mapping and Alignment, Champollion Tool Kit, Uplug). 
En nuestro caso, se ha alineado el corpus con el programa informático Déjà Vu X2, 
un programa de traducción automática y asistida compatible con Windows, que 
ofrece un asistente de alineación práctico y sencillo, que admite una gran variedad 
de formatos y que permite alinear varios pares de textos simultáneamente. La ver-
sión utilizada ha sido Déjà Vu 8.0.611. 
8 Una alternativa a la digitalización es la selección de textos que estén disponibles en formato 
electrónico en la Web. Por ejemplo, Project Gutenberg (http://www.gutenberg.org/) pone a disposi-
ción textos en formato digital.
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a) Creación del archivo de alineación y de la memoria de traducción
El primer paso es crear un proyecto de alineación a través del asistente de alinea-
ción de Déjà Vu: Menú Archivo>Nuevo>Proyecto de alineación9. Tras introducir las 
lenguas de trabajo y cargar los textos, el programa importa toda la información y 
crea un bitexto, un texto que contiene información codificada para el propósito de 
almacenamiento y procesamiento en ordenadores y que presenta dos columnas; la 
columna de la izquierda se corresponde con el TO y la de la derecha, con el TM 
(Harris, 1988).
Tras este proceso de alineación automática resulta imperioso realizar una re-
visión manual. Cabe asegurarse de que todos los pares coinciden a partir de la 
lectura íntegra de los textos en el asistente de Déjà Vu, ya que la traducción no se 
realiza siempre de una manera predecible o lineal, sino que en ella se pueden pro-
ducir varios fenómenos, tal y como indican Frankenberg-García y Santos (2003: 
4): división de una oración del original en dos o más oraciones en la traducción, 
fusión de dos o más oraciones del original en la traducción, omisión de infor-
mación, inserción de elementos no presentes en el texto origen, reordenación de 
elementos, entre otros. Esta revisión parece especialmente relevante en el caso de 
los textos literarios, ya que por sus características parecen otorgar más libertad al 
traductor y le permiten ser más creativo.
Finalmente, un aspecto clave en esta fase es la creación de la memoria de traduc-
ción, que no es más que “a database containing paired source text and translation 
segments, hence it is a type of parallel corpus” (Zanettin, 2012: 169). La alineación 
es, por tanto, el proceso mediante el cual se alimenta la memoria de traducción. 
b) Exportación de la memoria de traducción
Una vez creada y guardada la memoria de traducción, para continuar con el pro-
ceso de compilación del corpus y poder etiquetarlo, ésta se debe exportar. Para 
ello, en Déjà Vu, se debe seguir primero la ruta Menú Archivo> Abrir> memo-
ria_de_traducción, y seguidamente Menú Archivo> Exportar> Datos externos. En 
este proceso se deben elegir los siguientes parámetros: el formato del archivo ex-
portado10; el tipo de campo; el idioma; el elemento delimitador entre TO y TM y 
la codificación para la exportación de la memoria de traducción11. De este modo 
disponemos finalmente de un corpus paralelo alineado.
9 Durante el trabajo con Déjà Vu se aconseja desactivar cualquier programa antivirus o firewall, 
ya que puede haber interferencia entre ambos programas.
10 Se aconseja seleccionar Texto.
11 Europeo Occidental (Windows) (ANSI), Unicode (UTF-8), etc. En el caso de lenguas como 
el francés o el catalán, se recomienda seleccionar el formato de codificación Unicode (UTF-8), que sí 
reconoce los acentos graves, entre otros símbolos lingüísticos, por ejemplo. En caso de no seleccionar 
ninguna codificación, el programa selecciona la más adecuada en función de las lenguas de trabajo.
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3.3. Etiquetado
Etiquetar un corpus consiste en dotarlo de información lingüística e interpretativa 
(Leech, 2004). Este apartado se enfoca en el etiquetado lingüístico y documental.
3.3.1. Etiquetado lingüístico
Si bien existen varios tipos de etiquetado lingüístico, como gramatical, léxico, 
fonético, semántico, pragmático, discursivo y estilístico (Leech, 2004), el presente 
trabajo se concentra en el etiquetado gramatical y léxico. El primero consiste en 
identificar la categoría gramatical a partir de etiquetas, y el segundo, en identificar 
el lema.
Existe una amplia gama de programas de etiquetado. Algunos ejemplos de 
pago son Connexor Machinese Syntax o STILUS Core y algunos ejemplos gratui-
tos son TreeTagger o Freeling. A la hora de elegir el programa de etiquetado, es 
recomendable buscar uno que incluya las lenguas que interesan al usuario. En la 
experiencia descrita en el presente artículo se utilizó la herramienta TreeTagger, 
desarrollada por Helmut Schmid en el Institute for Computational Linguistics de 
la Universität Stuttgart. Se trata de un programa que desempeña las funciones de 
etiquetador gramatical y léxico12.
a) Segmentación y preparación de los textos
TreeTagger etiqueta por lengua, esto es, textos monolingües. Por tanto, antes de 
etiquetar morfológicamente los textos se debe transformar el archivo de alinea-
ción bilingüe producido por Déjà Vu (la memoria exportada) en dos archivos de 
texto monolingües. Este proceso no está exento de complejidad, ya que se debe 
recurrir a la línea de comandos13. Además, se precisa de un script en el lenguaje 
de programación Perl que convierta el archivo bilingüe alineado en dos archivos 
monolingües14. A continuación, se explican detalladamente los pasos que se deben 
seguir para segmentar los textos, como fase previa a la fase de etiquetado:
12 TreeTagger (http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/) dispone de versio-
nes para Linux, Mac y Windows y es compatible con las siguientes lenguas: inglés, francés, alemán, 
español, italiano, búlgaro, holandés, ruso, griego, portugués y chino.
13 La línea de comandos es un accesorio del sistema operativo Windows que ocupa comandos 
de MS-DOS. Su acceso varía en función de la versión del sistema operativo de Windows, pero suele 
ubicarse en la carpeta “Accesorios”. También se puede activar a partir de la introducción de las ini-
ciales CMD en la opción “Ejecutar”.
14 En nuestro caso, hemos recurrido al script segmentador.pl, que además de segmentar los textos, 
añade los atributos estructurales <s> y </s> de inicio y fin de frase necesarios para indexar el corpus 
en una fase posterior. Se trata de un script implementado por el grupo de investigación COVALT de 
la Universitat Jaume I. Dicho script está disponible bajo petición.
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 ෙ Descargar el programa Strawberry Perl15.
 ෙ Copiar el script de Perl (segmentador.pl) y la memoria de traducción expor-
tada (ejemplo.txt) al directorio bin, en C:\cd strawberry\cd perl\bin>.
 ෙ Activar la línea de comandos. De forma predeterminada aparecerá lo si-
guiente: C:\Users:\Username. Finalmente, para activar el script y segmentar 
el documento se tienen que insertar en la línea de comandos las instruccio-
nes que se muestran a continuación (Fig. 2):
Figura 2. Segmentación del archivo bilingüe con el script segmentador.pl.
En este proceso se crean dos archivos, el archivo separado en la lengua origen 
(ejemplo.to) y el archivo separado en la lengua meta (ejemplo.tm). Estos archivos se 
encuentran en la carpeta bin, dentro del directorio perl y a la vez dentro de la car-
peta strawberry, en el disco C. Por ejemplo, veamos el aspecto de los dos archivos 
separados tras esta fase (Fig. 3):
Figura 3. Archivos segmentados y con los atributos estructurales 
de inicio y fin de frase.
15 Strawberry Perl es una distribución del lenguaje de programación Perl para la interfaz de Win-
dows (http://strawberryperl.com/releases.html).
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b) Etiquetado gramatical y léxico
La siguiente fase es etiquetar los textos con TreeTagger. Se puede etiquetar bien 
cada texto de cada lengua individualmente, bien todos los textos de cada lengua 
de forma simultánea. El segundo procedimiento es más rápido y sobre todo acon-
sejable para corpus paralelos de gran tamaño, pero requiere, antes del etiquetado, 
fusionar en un solo documento todos los textos de cada lengua.
Una vez activado el TreeTagger se selecciona la lengua en la que se desea etique-
tar, en el lateral izquierdo de la interfaz. Después, se carga el archivo a etiquetar 
(Input file) y se le asigna un nombre al archivo etiquetado (Output file). Para evitar 
que TreeTagger etiquete los atributos estructurales <s> y </s> cabe activar la opción 
SGML tags present. Finalmente, se activa el comando Run. TreeTagger crea un do-
cumento de texto plano por cada lengua con un aspecto como el que se muestra 
a continuación (Fig. 4).
Figura 4. Archivo etiquetado con TreeTagger.
Se observa un texto con tres columnas separadas por tabulaciones. Se trata de 
los atributos posicionales word, pos y lemma, respectivamente. La primera colum-
na representa las palabras o tokens; la segunda, la categoría gramatical a partir de 
etiquetas que podemos encontrar en los tagsets de TreeTagger para cada lengua16; y 
la tercera, el lema.
Finalmente, cabe comentar que TreeTagger presenta un pequeño margen de 
error en sus resultados, ya que no identifica el lema de algunas palabras y lo indica 
como “<unknown>”. Éste y otros errores son comunes en la mayoría de los pro-
gramas de este tipo: “Because of the complex and ambiguous nature of language, 
even a relatively simple annotation task such as POS-tagging can only be done 
16 Disponibles en: http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/.
Compilación y análisis de un corpus paralelo para la investigación en traducción. Proyecto con Déjà Vu... / T. Molés-Cases
160
RLA. Revista de Lingüística Teórica y Aplicada, 54 (1), I Sem. 2016
automatically with up to 95% to 98% accuracy” (Leech, 2004). Al respecto exis-
ten opiniones enfrentadas en torno a si una posterior revisión manual del etique-
tado sería o no necesaria. Por ejemplo, Sinclair (1992) se manifiesta contrario a la 
postedición humana y prioriza un análisis automático en su integridad: “Analysis 
should be restricted to what the machine can do without human checking, or 
intervention” (1992: 381). Al contrario, Kahrel, Barnett y Leech (1997) opinan 
que “ultimately it is the human being’s mental interpretation that enables us to 
evaluate the quality of annotation” (1997: 244). Nuestra opinión al respecto es 
que cada investigador deberá valorar si su corpus puede tener ese pequeño margen 
de error en función del tamaño principalmente, pero también en función de qué 
se estudie, cómo, en qué circunstancias, etc.
3.3.2. Etiquetado documental
El etiquetado documental proporciona información principalmente bibliográfica 
sobre cada uno de los textos del corpus. Se trata de un etiquetado XML (eXtensible 
Markup Language) con metadatos: “A common metalanguage by which electro-
nic texts of all kinds can be stored, transmitted and displayed by different users” 
(Zanettin, 2012: 80). En otras palabras, se trata de atribuir un encabezamiento 
a cada texto, que será la marca de identidad para que la interfaz de indexación lo 
identifique y por tanto lo relacione con su texto paralelo alineado.
El encabezamiento puede contener cuanta información se desee. Su principal 
objeto es identificar el texto, por lo que los atributos más comunes son: autor, 
fecha de publicación, título, editorial, colección, etc. Este tipo de etiquetado suele 
añadirse de forma manual con un editor de XML. Con frecuencia el encabe-
zamiento se añade después del etiquetado lingüístico, principalmente para evi-
tar que el etiquetador lo etiquete, lo que también se puede evitar seleccionando 
la opción SGML tags present de TreeTagger, tal y como hemos comentado en el 
apartado anterior. En nuestro caso hemos recurrido al editor Notepad++17. Los 
metadatos elegidos para el encabezamiento de cada texto deberán añadirse junto 
con los atributos estructurales <text> y </text> de inicio y fin de texto. Veamos un 
ejemplo (Fig. 5):
17 Notepad++ es un editor de texto gratuito con soporte para varios lenguajes de programa-
ción que tiene únicamente soporte para Windows (http://notepad-plus-plus.org). Otros editores de 
XML similares son Oxygen y Jedit, por ejemplo.
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Figura 5. Archivo con etiquetado documental y lingüístico.
Tras estos pasos se dispone del corpus paralelo etiquetado lingüísticamente y 
documentado. Ahora bien, antes de poder explorarlo, es necesario indexarlo.
3.4. Indexación del corpus
Indexar un corpus significa “encode the corpus in a special binary format, write a 
registry file and create indexes for efficient access” (Evert, 2011) con la finalidad de 
analizarlo e interrogarlo a partir de búsquedas que permitan estudiar fenómenos 
y comportamientos lingüísticos específicos. Antes de indexar el corpus, se debe 
seleccionar la interfaz que lo albergará y que servirá para la indexación de éste.
En el presente trabajo hemos recurrido a la interfaz IMS Open Corpus Work-
bench (CWB) en su versión 3.0, un sofisticado conjunto de herramientas de análi-
sis de corpus de código abierto diseñado por el Institut für Maschinelle Sprachverar-
beitung de Stuttgart que permite explorar corpus etiquetados de gran tamaño. Su 
característica más sobresaliente es el Corpus Query Processor (CQP), un software de 
búsqueda y recuperación avanzada que permite realizar búsquedas muy complejas.
CWB posee un lenguaje de consulta específico y usa un formato de entrada 
en forma vertical. Por ejemplo, usa archivos de texto en los que cada token se 
encuentra al principio de una nueva línea, seguido por la categoría gramatical y 
la lematización correspondientes en forma tabular, tal y como se muestra en el 
siguiente ejemplo (Fig. 6):
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Figura 6. Estructura de los corpus indexados con IMS Open Corpus Workbench.
Como se desprende de la imagen, además de los atributos estructurales <s>, 
</s>, <text> y </text> que ya se han visto en apartados anteriores de este artículo, 
CWB precisa de un tercer atributo estructural que indica inicio y fin del corpus, 
es decir, <corpus> y </corpus>. En el apartado 4.1.2 se indica en qué momento 
del proceso se debe introducir dicho atributo estructural.
Existen varias opciones a la hora de indexar un corpus con CWB18. En esta 
sección se explica con detalle el proceso de indexación de un corpus paralelo con 
CWB para un ordenador con el sistema operativo de Windows.
La distribución de CWB para Windows se encuentra en pruebas beta, por lo 
que puede no presentar la misma estabilidad que tiene en las versiones definitivas 
de otros sistemas operativos como Linux, Mac o Solaris. Por tanto, hasta que exis-
ta una distribución definitiva de CWB para Windows, este artículo presenta una 
alternativa para usuarios de este sistema operativo que deseen indexar su corpus 
18 Por ejemplo: desde la web, desde un ordenador o un servidor con un sistema operativo com-
patible con CWB (como Linux, Mac o Solaris, cuyas versiones de CWB ya son definitivas), desde 
un ordenador con Windows (cuya versión de CWB está en pruebas beta), etc. La selección de una 
u otra vía estará condicionada fundamentalmente por los conocimientos del usuario en lenguaje de 
programación Unix (un sistema operativo portable, multitarea y multiusuario desarrollado en 1969) 
y por el sistema operativo desde el que éste trabaje. En el sitio web IMS Open Corpus Workbench 
(http://cwb.sourceforge.net) encontramos información detallada al respecto.
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con CWB y contar con la estabilidad de una versión definitiva. Dicha alternativa 
consiste en acceder a las funcionalidades de CWB a través de la conexión a un 
servidor compatible con CWB. En nuestro caso hemos recurrido a un servidor 
Linux19. A continuación, se explica este proceso detalladamente20.
3.4.1. Pasos previos a la indexación
En este apartado se da cuenta de una serie de requisitos técnicos y de organiza-
ción que cabe tener presentes antes de acceder a CWB.
a) Requisitos técnicos
En primer lugar, es imprescindible acceder al servidor Linux mediante un pro-
grama de transferencia de archivos. Cabe tener datos de acceso como usuario ad-
ministrador del servidor: nombre del servidor, nombre de usuario, contraseña, 
protocolo de transferencia de archivos y número de puerto. En el presente caso se 
accedió a un servidor Linux a través del programa de código abierto WinSCP21. 
Tras la instalación y la validación de los datos de usuario administrador, aparece 
una ventana cuya parte izquierda muestra la carpeta local del ordenador (la de 
Windows), y cuya parte derecha muestra la cuenta del servidor (la de Linux).
Seguidamente, es necesario otorgar permisos a la información que se desea 
cargar al servidor, es decir, al corpus. Para ello, se recurrió a la instalación del 
programa PuTTY y a la validación con los datos de acceso al servidor22. Cabe 
comentar que al escribir la contraseña en PuTTY, ésta no se visualiza; además el 
ratón se bloquea, por lo que tras escribirla es necesario insertar un salto de línea a 
modo de activación.
Una vez instalados estos programas, es necesario instalar en el servidor la dis-
tribución de CWB correspondiente al sistema operativo del servidor (en nuestro 
caso, Linux) y la interfaz de lenguaje de Perl23.
19 Si bien las universidades y los centros de investigación suelen dar acceso a este tipo de servicios 
a sus usuarios, con una sencilla búsqueda en la web, encontramos múltiples proveedores de servido-
res Linux o de otros sistemas operativos compatibles con CWB. 
20 CWB cuenta con una lista de correo de la Università di Bologna en la que se resuelven al 
instante dudas acerca de este programa y sus funcionalidades (http://devel.sslmit.unibo.it/mailman/
listinfo/cwb).
21 WinSCP es un programa de transferencia de archivos (http://winscp.net/eng/download.php). 
Otro programa similar es FileZilla.
22 PuTTY es un emulador de terminal, un programa que permite conectar con máquinas y eje-
cutar programas remotamente. PuTTY se conecta como cliente a múltiples protocolos, como SSH, 
Telnet o Rlogin (http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html).
23 Los paquetes de instalación se encuentran en: http://cwb.sourceforge.net/download.php. En 
cuanto al proceso de instalación hay información detallada en: http://cwb.sourceforge.net/install.
php. No obstante, a continuación se explica sucintamente cómo se instalaría la distribución de 
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b) Preparación de la carpeta raíz y de los textos
Antes de acceder a CWB es necesario preparar los textos o corpus para su codifi-
cación e indexación. Los sistemas Unix tienen una estructura de árbol, donde hay 
una carpeta raíz desde la que se ramifica el resto de carpetas. Para indexar el corpus 
se deberá trabajar siempre dentro de la carpeta raíz, que será la que albergará el 
corpus. Por tanto, en primer lugar se debe crear una carpeta en el servidor: por 
ejemplo, corpus, en home/user_name. Una vez creada, se accederá a ella a partir de 
PuTTY con el comando cd, es decir, con la indicación de la ruta de la carpeta: cd 
corpus24.
Indistintamente del número de textos que contenga el corpus paralelo, éste 
sólo debe contener dos documentos de texto: un documento con los textos origi-
nales y otro documento con los textos meta. Por ello, es necesario unir todos los 
TO y TM en dos documentos. Para ello, dentro de la carpeta corpus deben crearse 
dos subcarpetas y desde la carpeta local se arrastran los textos originales (original1.
txt, original2.txt, etc.) a una carpeta y los textos traducidos (traducido1.txt, tradu-
cido2.txt, etc.) a otra. Tras ello hay que desplazarse al interior de cada una de las 
subcarpetas con el comando cd, tal y como se ha visto en el caso anterior. Una vez 
dentro de cada subcarpeta, para fusionar los textos se puede seguir el siguiente ata-
jo: cat *.txt > original.txt y cat *.txt> traducido.txt25. De este modo, el resultado será 
un documento en cada lengua del corpus que contendrá todos los textos etique-
tados en esa lengua. En este artículo, a efectos prácticos, se denominarán original.
txt y traducido.txt. A continuación, se aconseja reubicar estos documentos en la 
carpeta raíz corpus, en el primer nivel, simplemente por cuestiones de practicidad.
Una vez se dispone de dos documentos finales, cabe editarlos e insertar ma-
nualmente las etiquetas de inicio y cierre del corpus (<corpus> y </corpus>) para 
que la estructura del corpus se corresponda finalmente con la que puede interpre-
tar el CWB, tal y como se ha mostrado previamente (Fig. 6).
CWB en un servidor Linux, lo que es extensible también a la instalación de la interfaz del lenguaje 
de Perl. En primer lugar, debe descargarse al ordenador Windows el paquete instalador correspon-
diente al sistema operativo del servidor, en el caso en cuestión, Linux (cwb-3.0.0-linux-i386.tar.
gz), y seguidamente debe cargarse al servidor con un programa que implemente la transferencia de 
archivos vía SSH, por ejemplo, WinSCP. A continuación se debe acceder con PuTTY al servidor y se 
debe descomprimir el paquete instalador con el comando de descompresión tar (tar zxvf cwb-3.0.0-
linux-i386.tar.gz). Después hay que ejecutar el instalador, esto es, en primer lugar cabe entrar en la 
carpeta adecuada ($ cd cwb-3.0.0-linux-i386/) y seguidamente instalar con el comando sudo el pro-
grama instalador (sudo ./install-cwb.sh), que siempre tiene .sh como extensión. Al final del proceso el 
sistema requiere la contraseña del servidor.
24 El comando cd significa ‘change directory’.
25 Este comando fusiona todos los archivos con extensión .txt. El asterisco indica que pueden 
tener cualquier nombre y que se ordenarán alfabéticamente.
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3.4.2. Proceso de indexación
Para indexar el corpus con CWB es necesario crear o disponer de una herramienta 
que tenga la función de indexar el corpus con CWB26. Debido a la complejidad de 
indexación con dicha herramienta, en nuestro caso se usó un wrapper de Perl del 
script original de indexación de CWB. Los pasos que se describen a continuación 
se corresponden con dicho script 27.
En primer lugar, el script cwbify_standard_corpus.pl se debe arrastrar o copiar a 
la carpeta raíz, corpus. A partir de este momento se trabajará por línea de coman-
dos, esto es, con PuTTY. La Tabla II indica exactamente qué comandos se deben 
introducir para continuar el proceso de indexación:
Tabla II. Activación del script de indexación.
El siguiente paso es indexar cada uno de los corpus, original.txt y traducido.
txt, por separado. En primer lugar, es necesario indicar la lengua del corpus (lan-
gcode: -l), el directorio donde se guardará (dir: -d), el nombre (cwbname: -c) y la 
26 La herramienta original de indexación de CWB es cwb-encode y viene por defecto con la distri-
bución estándar del Corpus Workbench. En las siguientes direcciones se pueden seguir los pasos de in-
dexación con esta herramienta: http://cwb.sourceforge.net/files/CWB_Encoding_Tutorial/CWB_
Encoding_Tutorial.html y http://cwb.sslmit.unibo.it/doku.php?id=users:indexing_a_corpus.
27 Se trata del script cwbify_standard_corpus.pl, creado por Marco Baroni, de la Università degli 
Studi di Trento y Adriano Ferraresi, de la Università di Bologna. Dicho script está disponible bajo 
petición.
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descripción (descname: -n), así como indicar en qué archivo se encuentra28. A con-
tinuación se presentan los comandos que se debe introducir29. Para ello, en primer 
lugar, con el fin de indexar el corpus original debe introducirse en PuTTY, lo que 
se indica a continuación (Fig. 7)30:
Figura 7. Comandos de indexación (para los textos originales).
Seguidamente, para indexar el corpus traducido se debe repetir este procedi-
miento y adaptar los parámetros mencionados en el párrafo anterior a las caracte-
rísticas del corpus en cuestión. De este modo, ya se dispone de los textos originales 
y traducidos indexados. El siguiente paso es alinearlos, tal y como se indica en la 
Tabla III. Esta acción se realiza dos veces, una por cada lengua:
Tabla III. Alineación de los corpus indexados.
28 La lengua del corpus se debe indicar en formato ISO en minúsculas (en, de, it, etc.); el nom-
bre del corpus se debe escribir íntegramente en mayúsculas; las características del corpus se deben 
escribir entre comillas.
29 Obsérvese que estos comandos se han adaptado a la indexación de un corpus paralelo alemán-
español, por tanto, dicha información deberá adaptarse a la combinación lingüística del corpus que 
se desee indexar según los parámetros que explica la anterior nota al pie, al igual que user_name 
deberá ser sustituido por el nombre real del usuario del servidor o, en general toda la ruta (/home/
user_name/corpus) por la ruta real correspondiente.
30 Todo en la misma línea, separado por espacios.
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Una vez alineado el corpus paralelo de la lengua original (alemán) a la lengua 
meta (español), es necesario alinear el corpus en la otra dirección, es decir, de la 
lengua meta (español) a la lengua original (alemán). Para ello basta con repetir las 
instrucciones de la Tabla III e intercambiar los nombres de los corpus, esto es, en 
vez de de_corpus, es_corpus y viceversa. Finalmente, se dispone de un corpus para-
lelo etiquetado indexado con CWB31. Seguidamente, ya es posible explorarlo con 
Corpus Query Processor.
3.5. Exploración del corpus paralelo: búsquedas con Corpus Query Processor
Como ya se comentó en párrafos anteriores, CQP es uno de los principa-
les componentes de CWB, y su característica más importante es que permi-
te realizar búsquedas de carácter muy complejo32. Sus principales ventajas son: 
la integración de un número ilimitado de etiquetas a nivel de palabra, metadatos 
y etiquetas estructurales (en forma de etiquetas XML de inicio y cierre) en sus 
búsquedas y la capacidad de realizar búsquedas muy generales en corpus grandes 
y gestionar de forma eficaz mucha información, que se guarda en macrolibrerías 
para una recuperación posterior (Baroni, 2005; Hoffmann y Evert, 2006).
A continuación se indican algunos comandos de búsqueda que se deben in-
troducir en PuTTY y que, además de servir como práctica para CQP, ayudarán 
a comprobar si el corpus se ha indexado correctamente (Tabla IV). No obstante, 
para interrogar el corpus con CQP se recomienda estudiar el manual de usuario 
de CQP33, puesto que “a corpus is still only a resource, and will only show us what 
we are capable of finding” (Saldanha, 2009: 3).
31 Una vez superado este proceso, la siguiente fase es estudiar las opciones existentes de cara al 
archivo y la distribución del corpus. Al respecto Wynne (2004) propone una serie de pautas que 
constituyen una hoja de ruta idónea.
32 Otras herramientas similares son WordSmith Tools (Scott, 1999), Monoconc Pro (2000) y Word 
Sketch Engine (Kilgarriff, Rychly, Smrz y Tugwell, 2004).
33 Disponible en: http://cwb.sourceforge.net/files/CQP_Tutorial.pdf.
Continuación Tabla III.
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Tabla IV. Principales comandos de búsqueda de Corpus Query Processor.
4. RESULTADOS
Existen varios patrones lingüísticos que pueden expresar manera de desplazamien-
to en alemán. No obstante, debido a la necesidad de delimitar el análisis de da-
tos, se consideró el verbo alemán de manera de desplazamiento como unidad de 
búsqueda en la parte alemana del corpus paralelo y consiguientemente el evento 
que lo incluye como unidad de análisis. Si bien es cierto que tomar como unidad 
de búsqueda el verbo de manera de desplazamiento no representa toda la expre-
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sión de la manera de desplazamiento existente en la parte alemana del corpus, 
en concreto, y en la lengua alemana, en general, sí da cuenta de una parte muy 
significativa de este fenómeno, al ser éste el patrón lingüístico predominante para 
expresar dicho fenómeno.
Tras extraer los verbos del subcorpus alemán ([pos = “VV.*”] y del subcorpus 
español ([pos = “VL.*”])34, se ordenaron por lema en función de la frecuencia 
(count by lem). Consiguientemente, se realizó una lectura manual de dicho lista-
do de frecuencias para extraer los verbos que expresan manera de desplazamien-
to en cada lengua y se constató que el subcorpus alemán contiene 86 verbos de 
manera de desplazamiento (lemas) y el subcorpus español, 50. Estos resultados 
corroboran las afirmaciones de McNeill (2000) y Özcalışkan y Slobin (2003) en 
cuanto a que las lenguas de marco verbal tienen menor riqueza léxica, esto es, un 
repertorio verbal más reducido35.
Para extraer la base empírica objeto de estudio, es decir, los eventos de manera 
de desplazamiento en alemán y sus traducciones al español, se extrajeron las con-
cordancias36 de los 86 verbos alemanes de manera de desplazamiento (por ejem-
plo: [lem = “.*klettern”]37) alineadas con sus respectivas traducciones y se guardó 
cada una de las búsquedas en un documento de texto para una posterior explora-
ción. Finalmente, se analizaron las concordancias y se establecieron conclusiones 
en cuanto a las técnicas de traducción de la manera de desplazamiento del alemán 
al español observadas en el corpus paralelo (Molés-Cases, 2015).
5. CONCLUSIONES
Como se ha visto hasta aquí, el proceso de alineación, etiquetado, indexación y 
exploración de un corpus paralelo no es una empresa fácil. No obstante, debido a 
la importancia de la lingüística de corpus para la investigación en Lingüística y en 
Traducción cualquier dificultad en el proceso de creación de corpus debería asu-
mirse como menor y transitoria, ya que los resultados volcados al final del proceso 
permiten un análisis minucioso y fiable de un gran número de fenómenos. Los 
34 Los símbolos “.*” funcionan a modo de wild card o comodín. Estas expresiones regulares 
ordenan a CQP buscar todos los verbos en alemán y en español respectivamente en cualquier forma 
verbal. Las etiquetas específicas dependen del tagset de cada lengua. Según el tagset de TreeTagger para 
alemán, “VV” indica cualquier verbo, excepto modales y auxiliares. Según el tagset de TreeTagger para 
español, “VL” indica cualquier verbo, excepto los verbos ser, estar, tener, haber y los verbos modales.
35 Cabe tener en cuenta que esta diferencia en la riqueza del lexicón verbal se refiere a la manera 
de desplazamiento y que en español puede compensarse a través del contexto u otros recursos, como: 
adverbios, adjetivos, etc.
36 Una concordancia es “a collection of the occurrences of a word-form, each in its own textual 
environment” (Sinclair, 1991: 32).
37 Este comando ordena a CQP buscar las concordancias de todas las formas verbales (incluso 
aquellas que contengan prefijos) del lema klettern.
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procesos de alineación y etiquetado destacan por su larga duración, no tanto por 
su complejidad. No obstante, la principal dificultad de este proceso reside en la 
indexación del corpus.
Por una parte, el proceso de indexación con CWB puede resultar laborioso, ya 
que requiere una adquisición paulatina de conocimientos técnicos de programa-
ción a usuarios generalmente sin experiencia y sin habilidades técnicas previas, así 
como el estudio del manual de búsquedas de CQP y la práctica de las múltiples 
funciones que éste ofrece. Además, hay que resaltar la sensibilidad de CWB, esto 
es, la mínima diferencia con respecto a las instrucciones interrumpiría el proceso, 
lo que conllevaría una gran pérdida de tiempo.
En contrapartida, la única habilidad técnica que se requiere aprender es la 
adquisición de conocimientos de Unix, y pese a su dificultad, debe considerar-
se como una fase transitoria y necesaria para la gestión y el análisis del corpus. 
“Fortunately (and contrary to many people’s fears), programming for linguistic 
research questions does not require a special aptitude in computer science or 
mathematics. The basic tool you need is knowledge of a language that a compu-
ter understands” (Biber, Conrad y Reppen, 1998: 256). Así, a pesar del esfuerzo 
inicial, es muy recomendable indexar un corpus con CWB, puesto que éste ofrece 
datos exactos acordes con la rigurosidad de su proceso de indexación. Se trata de 
un programa de gestión de corpus muy útil, veloz, flexible y de gran capacidad 
que además incluye un procesador capaz de realizar búsquedas muy complejas y 
específicas, lo que permite el estudio de fenómenos y comportamientos lingüísti-
cos y traductológicos de forma minuciosa y flexible y, a su vez, ofrece un amplio 
abanico de posibilidades de análisis. Al final, con la práctica se puede adquirir una 
actitud mecánica y personalizada hasta cierto punto, y es aquí donde el esfuerzo 
inicial tiene su recompensa.
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