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Abstract
We construct a weak dilation of a not necessarily unital CP-semigroup to an E–semigroup
acting on the adjointable operators of a Hilbert module with a unit vector. We construct
the dilation in such a way that the dilating E–semigroup has a pre-assigned product sys-
tem. Then, making use of the commutant of von Neumann correspondences, we apply the
dilation theorem to proof that covariant representations of product systems admit isometric
dilations.
1 Introduction
Let S = R+ or S = N0. Our scope is the proof of the following theorem on existence of
isometric dilations of covariant representations of product systems, a problem suggested by one
of the authors of [MS02] on the occasion of a meeting in Bangalore in December 2005.
1.1 Theorem. Let F⊙ =
(
Ft
)
t∈S be a product system of correspondences over a C∗–algebra (a
W∗–algebra) M. Let σ⊙ = (σt)t∈S be a (normal) covariant representation of F⊙ on a Hilbert
space G. Then there exists a (normal) isometric dilation τ⊙ = (τt)t∈S of σ⊙.
∗2000 AMS-Subject classification: 46L55; 46L08; 46L53; 60J25
†This work is supported by research funds of University of Molise and Italian MIUR (PRIN 2005).
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We recall briefly the definitions of the three notions that occur in the theorem (in a variant
adapted to the theorem). By ⊙we indicate the internal tensor product of two correspondences.[a]
A product system is a family F⊙ = (Ft)t∈S of correspondences Ft over a C∗–algebra M with E0 =
M, together with a family of bilinear unitaries ut,s : Ft ⊙ Fs → Ft+s that compose associatively,
and such that the identifications u0,t(F0 ⊙ Ft) = Ft = ut,0(Ft ⊙ F0) are the canonical ones. In
the W∗–case the tensor product is that of W∗–correspondences. Often, we will suppress the
mappings ut,s and simply write Ft ⊙ Fs = Ft+s. A covariant representation of a product system
F⊙ on a Hilbert space G is a family σ⊙ = (σt)t∈S of linear CC-maps σt : Ft → B(G) such
that σ0 is a representation of M (not necessarily nondegenerate but of course ∗), all σt are
M–M–linear (that is, σt(m1xtm2) = σ0(m1)σt(xt)σ0(m2)), and σt+s(xt ⊙ ys) = σt(xt)σs(ys). In
the W∗–case we say σ⊙ is normal, if every σt is σ–weak with respect to the natural σ–weak
topologies. A covariant representation is nondegenerate, if σt(Ft)G is total in G for every t. It is
isometric, if σt(xt)∗σt(yt) = σ0(〈xt, yt〉). Note that an isometric bimodule map σt is completely
contractive, automatically. In the W∗–case, σt is normal, if and only if the restriction of σ0
to the W∗–subalgebra FM
s
of M generated by the range ideal FM := span〈F, F〉 is normal.
A (normal) isometric dilation of a (normal) covariant representation σ⊙ on G is a (normal)
covariant isometric representation τ⊙ on a Hilbert space H ⊃ G such that pGτt(•)pG = σt,
where pG ∈ B(H) is the projection onto G.
A nondegenerate covariant representation is what Muhly and Solel [MS02] call fully coiso-
metric. In [MS98, Theorem 3.3] they proved the result for a single correspondence, what in the
notation of Theorem 1.1 is just the discrete case S = N0. (In this case F⊙ = (F⊙n)n∈N0 is just
the product system generated by the single correspondence F.) In [MS02, Theorem 3.7] they
proved the continuous time case S = R+ for a nondegenerate representation σ⊙. (We should
note that the word “discrete” in their theorem does not refer to the indexing semigroup S, but
simply is to emphasize that there are no continuity or measurability conditions on the product
system. We prefer to use the term algebraic product system, as “discrete”, in our opinion, fits
much better to the semigroup S.) In Theorem 1.1 we treat now the general case.
The heart of our proof is the following theorem about existence of a (weak) dilation of a
CP-semigroup with a pre-assigned product system. It has an obvious extension to W∗–modules,
which, in a sense, is dual to Theorem 1.1.
1.2 Theorem. Let E⊙ =
(
Et
)
t∈S be a product system of correspondences over a unital C∗–alge-
bra B and let ξ⊙ = (ξt)t∈S be a contractive (that is, 〈ξt, ξt〉 ≤ 1) unit for E⊙. Then there exists a
unique strict weak dilation (E, ϑ, ξ) of the CP-semigroup T = (Tt)t∈S (Tt := 〈ξt, •ξt〉) fulfilling:
1. The product system associated with the strict E–semigroup ϑ = (ϑt)t∈S on Ba(E) is E⊙.
2. E is generated by E⊙ in the sense that ⋃t∈S ϑt(ξξ∗)E is total in E.
[a]Recall that a correspondence has always a nondegenerate left action.
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Recall that a unit for a E⊙ is a family ξ⊙ = (ξt)t∈S of elements ξt ∈ Et with ξ0 = 1 that is
multiplicative in the sense that ξs ⊙ ξt = ξs+t. Clearly, for every (contractive) unit, the mappings
Tt define a semigroup of (contractive) CP-maps on B. An E–semigroup is a semigroup of en-
domorphisms of a ∗–algebra. If these endomorphisms are unital, then we say E0–semigroup.
An E–semigroup on Ba(E) is strict, if every endomorphism ϑt is strict on bounded subsets.
(Equivalently, the action ϑt(K(E)) of the compacts K(E) is already nondegenerate on ϑt(1)E.)
Finally, a weak dilation of a CP-semigroup T of contractions Tt on B is a triple (E, ϑ, ξ) con-
sisting of a Hilbert B–module, a strict E–semigroup ϑ = (ϑt)t∈S on Ba(E) and a unit vector
ξ ∈ E (that is, 〈ξ, ξ〉 = 1) such that Tt(b) = 〈ξ, ϑt(ξbξ∗)ξ〉. The term “weak” refers to that the
representations b 7→ ϑt(ξbξ∗) of B (that is, the Markov flow associated with the dilation) are,
usually, nonunital; see Bhat and Skeide [BS00]. We recall in Section 2 what we mean by the
product system associated with an E–semigroup.
We prove Theorem 1.2 in Section 2, as stated, in a version for C∗–correspondences over
a unital C∗–algebra. It extends easily to W∗–correspondences. In Section 3 we recall what
the commutant of a product system of W∗–correspondences (or better, of von Neumann corre-
spondences) is. We make some effort to point out that the correspondence between a product
system and its commutant is bijective when applied to categories of concrete von Neumann
correspondences. We establish a couple of bijections (Theorem 3.6) between structures present
in a product system and structures present in its commutant system. In particular, we show
that after passing to the commutant system of E⊙ Theorem 1.2 translates into the W∗–version of
Theorem 1.1 in the special case when σ0 is faithful and nondegenerate. In Section 4 we explain
how both the general W∗–case and the C∗–case boil down to Theorems 1.2 and 3.6.
We mention that Muhly and Solel (private communication) give a direct formulation of the
construction of the isometric dilation in Theorem 1.1 without passing through commutants.
However, their proof only reduces the problem to their dilation result for nondegenerate covari-
ant representations [MS02, Theorem 3.7]. We should like to say that, assuming the basic and
(easy to verify) facts about commutants of von Neumann correspondences, the proof we give
here is self-contained.
It is very well possible to read the three following sections in reverse order, that is, first
reducing the general statement to the case of faithful nondegenerate σ0, then showing equiv-
alence of the statement of Theorem 1.1 in this case with the statement of Theorem 1.2 and,
finally, proving Theorem 1.2. Of course, reading in this order makes less clear that Theorem
1.2 is a result that is independent of the remainder.
Note that, in Theorem 1.1, as compared with our usual convention, we have switched the or-
der of the letters s, t for time arguments. This may appear to be a total triviality. However, in the
transition between a product system and its commutant in Section 3 also time-orders do change;
see Remark 3.8. And it is Theorem 1.2 which is directly related to our usual conventions, while
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Theorem 1.1, the dual of Theorem 1.2, has opposite order.
Acknowledgements. Apart from support PRIN 2005 financed by the Italian MIUR and by
the University of Molise, we would like to thank the referee having pointed out a fatal typo in
Section 2 of the first version, for having filled in some bibliographic gaps, and for encouraging
to be more explicit about the involved categories in Section 3.
2 Proof of Theorem 1.2
There are several ways to associate with an E–semigroup a product system. These possibilities
are all equivalent in that they produce isomorphic product systems. We will have to give a
more specific meaning to this in Section 3. In this section we are interested only in the special
case of the product system associated with a strict E–semigroup ϑ acting on Ba(E) where E
is a Hilbert B–module with a unit vector ξ ∈ E (that is, 〈ξ, ξ〉 = 1). In this case the product
system associated with an E–semigroup (or better: one representative of the isomorphism class)
may be obtained in exactly the same way as in Skeide [Ske02]: Put Et := ϑt(ξξ∗)E. Then Et
becomes a correspondence over B by defining the left action bxt := ϑt(ξbξ∗)xt of b ∈ B. By
x⊙yt 7→ ϑt(xξ∗)yt we define a unitary E⊙Et onto ϑt(1)E ⊂ E giving back ϑt as ϑt(a) = a⊙ idEt ∈
Ba(ϑt(1)E) ⊂ Ba(E). Moreover, the restriction of this unitary to Es ⊙ Et ⊂ E ⊙ Et defines a
bilinear unitary us,t : Es ⊙ Et → Es+t and the family of all these bilinear unitaries defines a
product system structure. If there is no danger of confusion we will suppress the us,t and simply
write Es ⊙ Et = Es+t. Note that Et ⊂ E, so that it makes sense to speak about E being generated
by E⊙ in the sense of Theorem 1.2(2). The generalization of [Ske02] from E0–semigroups to
E–semigroups has been discussed by Bhat and Lindsay [BL05]. We may also obtain a version
for nonunital B (that is, in particular, without unit vector) following the methods from Muhly,
Skeide and Solel [MSS06] as explained in the case of E0–semigroups in [Ske04]. However,
note that in this case large parts of the proof of Theorem 1.2 will not work.
The idea to prove Theorem 1.2 is to mimic the construction in [BS00, Section 8] which
treats the case when E⊙ is the GNS-system of the CP-semigroup T , that is, the unit ξ⊙ that
gives back T as 〈ξt, •ξt〉 generates the whole product system. The construction in [BS00] is
done by passing to the unitalized CP-semigroup T˜ on the unitalization B˜ = C1˜ ⊕ B. Then the
so-called minimal dilation of T˜ is constructed. This construction involves an inductive limit of
correspondences (called the first inductive limit in [BS00] or the two-sided inductive limit in
[BBLS04]) giving the product system and an inductive limit of right Hilbert modules (called the
second inductive limit in [BS00] or the one-sided inductive limit in [BBLS04]) giving the right
module on which the E0–semigroup dilating T˜ lives. At the moment of the proof in [BS00]
these constructions are already known and simply used. The major part of the work in [BS00,
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Section 8] consists in identifying how the dilation of T itself sits inside the dilation of T˜ .
Here we have to redo the first inductive limit (or better to replace it with something similar)
to obtain a product system of correspondences over B˜ with a unital unit that allows, then, to
do the second inductive limit, also yielding a dilation (just not necessarily the minimal one)
of T˜ . The work to show how this dilation of T˜ contains a dilation of T is very similar to
[BS00]. We apologize for that with respect to [BS00] we find it convenient to change the order
of certain components in column vectors. (For instance, since B is unital, B˜ is isomorphic to
the C∗–algebraic direct sum C ⊕ B. Here we shall write the component C as upper component,
while in [BS00] we wrote it as lower component.) We also mention a typo in [BS00, Theorem
8.4] where we wrote accidentally that ϑ is an E0–semigroup. (Of course, if T is nonunital, then
ϑ constructed in [BS00] is definitely not an E0–semigroup but only an E–semigroup.) We also
should like to say that the version in [BS00] is formulated for pre-Hilbert modules and extends
easily to Hilbert modules (and, likewise, to W∗– or von Neumann modules), while here we write
immediately for Hilbert modules. This is mere convenience, and whatever we write down in
this section would work also in the algebraic context without any completion.
A crucial point in [BS00] was to identify the GNS-module of T˜t and its cyclic vector ξ˜t
in terms of the GNS-module Et and cyclic vector ξt of Tt.[b] Here we do the same for Et and
ξt, just that now Et may be bigger than Et. So put ξ̂t :=
√
1˜ − 〈ξt, ξt〉 ∈ B˜ and denote by
Êt := ξ̂tB˜ the closed right ideal in B˜ generated by ξ̂t. Turn the Hilbert B˜–module Êt into
a correspondence over B˜ by putting b̂ξt = 0 for every b ∈ B (and, of course, 1˜ ξ̂t = ξ̂t).
Moreover, Et is a correspondence over B˜ in the unique (because nondegenerate) way. Define
the B˜–correspondence E˜t := Êt ⊕ Et. Observe that ξ˜t := ξ̂t ⊕ ξt is a unit vector in E˜t and that
〈˜ξt, •ξ˜t〉 is nothing but the unitalization of Tt. (In fact, if Et was the GNS-module, then E˜t would
be the GNS-module of T˜t; see [BS00].)
As Es ⊙ Êt = {0}, we find
E˜s ⊙ E˜t = (Ês ⊙ Êt) ⊕ (Ês ⊙ Et) ⊕ (Es ⊙ Et),
and, similarly,
E˜tn ⊙ . . . ⊙ E˜t1 =
n⊕
k=0
Êtn ⊙ . . . ⊙ Êtk+1 ⊙ Etk ⊙ . . . ⊙ Et1 . (2.1)
Accordingly,
ξ˜tn ⊙ . . . ⊙ ξ˜t1 =
n⊕
k=0
ξ̂tn ⊙ . . . ⊙ ξ̂tk+1 ⊙ ξtk ⊙ . . . ⊙ ξt1 .
[b]The GNS-construction for a CP-map T on (or between) unital (pre-)C∗–algebra(s) is due to Paschke [Pas73,
Theorem 5.2]. The result is a correspondence E and vector ξ ∈ E such that T is recovered as T = 〈ξ, •ξ〉. If ξ
is cyclic for E, that is if ξ generates E as a correspondence, then we speak of the GNS-module, as in this case
everything is determined up to suitable unitary equivalence.
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Of course, this is the tensor product of unit vectors and, therefore, itself a unit vector. (A direct
verification of this trivial fact alone from the right-hand side would be quite tedious.) Rather
than the lattices of interval partitions of (0, t], we use the lattices
Jt :=
{
t = (tn, . . . , t1) : n ∈ N , ti > 0 , tn + . . . + t1 = t
}
(t > 0) as in [BS00]. We define a partial order on Jt by s ≤ t, if there are s j ∈ Js j , s =
(sm, . . . , s1) ∈ Jt such that t = sm ` . . . ` s1, where the join ` of two tuples s = (sm, . . . , s1) ∈
Js, t = (tn, . . . , t1) ∈ Jt is defined as s ` t := (sm, . . . , s1, tn, . . . , t1) ∈ Js+t. See [BS00, Observa-
tion 4.2] for why we find this lattice more useful than the lattice of interval partitions (to which
it is isomorphic). For t = (tn, . . . , t1) ∈ Jt it follows that
β
t(t) : ξ̂t 7−→
n−1⊕
k=0
ξ̂tn ⊙ . . . ⊙ ξ̂tk+1 ⊙ ξtk ⊙ . . . ⊙ ξt1 and Et

−−−→ Etn ⊙ . . . ⊙ Et1
defines a bilinear isometric embedding E˜t → E˜tn ⊙ . . . ⊙ E˜t1 =: E˜t sending ξ˜t to ξ˜tn ⊙ . . . ⊙ ξ˜t1 .
(To check that this mapping is isometric on ξ̂t simply observe that the missing term k = n in
the sum has “square length” 〈ξt, ξt〉, so that the sum from k = 0 to k = n − 1 has “square
length” 1˜ − 〈ξt, ξt〉 = 〈̂ξt, ξ̂t〉 as it should, and that the left action of b ∈ B on βt(t)(̂ξt) gives 0
as it should.) For t ≥ s (so that t = sm ` . . . ` s1, s j ∈ Js j , s = (sm, . . . , s1) ∈ Jt) we put
β
ts
:= β
sm(sm)⊙ . . .⊙βs1(s1). As in [BS00, Section 4] the βts : E˜s → E˜t form an inductive system,
the inductive limits E˜t := lim indt∈Jt E˜t form a product system E˜⊙ and the ξ˜t ∈ E˜t = E˜(t) ⊂ E˜t
form a unital unit ξ˜⊙ for E˜⊙. (Of course, E˜s ⊙ E˜t imbeds into E˜s+t, and surjectivity follows from
the fact that every tuple in Js+t, by adding a single time point if necessary, has a refinement
of the form s ` t with s ∈ Js, t ∈ Jt. In addition to [BS00, Section 4], see also Barreto,
Bhat, Liebscher and Skeide [BBLS04, Section 4.3] and Skeide [Ske03a, Ske06f] for similar
two-sided limits. See [BS00, Appendix A] for details about inductive limits of Hilbert modules
and correspondences.)
Clearly, span B˜ ξ˜tB˜ contains Êt = (˜1 − 1)E˜t. This shows that E˜⊙, as a product system, is
generated by E⊙ and ξ˜⊙ (in the sense that there is no proper subsystem of E˜⊙ containing E⊙ and
ξ˜⊙). Also, since ξ̂t = (˜1 − 1)˜ξt, we find that
ξ̂s+t = (˜1 − 1)˜ξs ⊙ ξ˜t = ξ̂s ⊙ ξ˜t = ξ̂s ⊙ ξ̂t + ξ̂s ⊙ ξt
so that everything in E˜t that lies in the complement of Et lies in the span of elements of the form
ξ̂t−s ⊙ xs (0 ≤ s < t, xs ∈ Es). Note that by (2.1), 1E˜t is just Et.
From the unital unit ξ˜⊙ we construct an inductive limit E˜ = lim indt E˜t as in [BS00, Section
5] with the help of the isometric embeddings E˜s → ξ˜s ⊙ E˜t ⊂ E˜s+t. (In [BS00] we discussed the
minimal case, but the construction works without changing a word also in the general case. See,
for instance, [BBLS04, Section 4.4] or Skeide [Ske03b].) We have the factorization E˜ = E˜ ⊙ E˜t
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such that ϑ˜(a) = a ⊙ idE˜t defines an E0–semigroup acting on Ba(E˜), having the product system
E˜⊙. Further, we have a unit vector ξ˜ = ξ˜t ∈ E˜t ⊂ E˜, satisfying ξ˜ = ξ˜ ⊙ ξ˜t, so that (E˜, ϑ˜, ξ˜) is a
dilation of T˜ .
Next we show how the dilation of T˜ restricts to a dilation of T . We proceed as in [BS00,
Section 8]. We define E := E˜1 and observe that E is a Hilbert B–module with a unit vector
ξ := ξ˜1. As multiplication with 1 from the right defines a central projection p in Ba(E˜) onto E,
an operator a ∈ Ba(E˜) is in Ba(E), if and only if pa(= ap) = a. So, for a ∈ Ba(E) it follows that
ϑ˜t(a) = a ⊙ idE˜t = (pa) ⊙ idE˜t = a ⊙ idEt ,
where, by slight abuse of notation, we denote the projection onto Et in Ba(E˜t) (that is, left
multiplication with 1 ∈ B) by idEt . This shows that ϑ˜t leaves Ba(E) invariant. Denote by ϑ the
restriction of ϑ˜ to Ba(E). Then,
ϑt(ξξ∗)E = ϑ˜t (˜ξ1ξ˜∗)E˜1 = ϑ˜t (˜ξ1ξ˜∗)ϑ˜t (˜ξξ˜∗)E˜1 = 1E˜t1 = Et1 = Et,
so that the product system of ϑ is E⊙. (It is an easy exercise to show that the identification
E˜s ⊙ E˜t = E˜s+t restricted to elementary tensors from Es ⊙ Et gives the correct identification
Es ⊙ Et = Es+t.) Also ϑ˜t (˜ξbξ˜∗) = ϑ˜t(ξbξ∗) = ϑt(ξbξ∗) and ξ = ξ˜1 = ξ˜ ⊙ ξ˜t1. Therefore,
ϑt(ξξ∗)ξ = ξ ⊙ ξt = ξt. That is, we obtain back the unit ξ⊙ and (E, ϑ, ξ) is a dilation of T .
For showing Condition 2 in Theorem 1.2, we first show that a dilation fulfilling Condition
2 is determined uniquely. Let consider an inner product (in E) of elements xt = ϑt(ξξ∗)x ∈ Et
(x ∈ E) and ys ⊙ zt = ϑs(ξξ∗)y ⊙ ϑt(ξξ∗)z ∈ Es+t (y, z ∈ E). We find
〈xt, ys ⊙ zt〉 =
〈
ϑt(ξξ∗)x , ϑt(ϑs(ξξ∗)yξ∗)ϑt(ξξ∗)z〉
=
〈
ϑt
(
ϑs(ξξ∗)ξξ∗)ϑt(ξξ∗)x , ϑt(ϑs(ξξ∗)yξ∗)ϑt(ξξ∗)z〉 = 〈ξs ⊙ xt, ys ⊙ zt〉,
so that these inner products (and, therefore, all inner products of E) can be calculated by using
the product system structure of E⊙ and the unit ξ⊙.
It remains to show that the dilation we constructed fulfills Condition 2. But this follows from
totality of the elements ξ̂t−s ⊙ xs (0 ≤ s ≤ t, xs ∈ Es) in E˜t and from ξ̂t1 = ξ˜t1 − 1ξ˜t = ξ˜t1 − 1ξ˜t1
(see the crucial [BS00, Observation 8.1]). Indeed, the elements ξ˜ ⊙ x˜t (t ∈ S, x˜t ∈ E˜t) are dense
in E˜ so that the elements ξ˜ ⊙ x˜t1 are dense in E. Now for all 0 ≤ s ≤ t we have
ξ˜ ⊙ ξ̂t−s ⊙ xs1 = ξ˜ ⊙ ξ̂t−s1 ⊙ xs = ξ˜ ⊙ (˜ξt−s1 − 1ξ˜t−s) ⊙ xs = ξ˜ ⊙ xs − ξ˜ ⊙ ξt−s ⊙ xs.
Now ξ˜ ⊙ xs is in Es = ϑs(ξξ∗)E and ξ˜ ⊙ ξt−s ⊙ xs is in Et = ϑt(ξξ∗)E. This shows that Condition
2 is fulfilled.
2.1 Remark. The discussion in [BS00, Section 12] shows how to adapt the arguments to von
Neumann modules using the appendices of [BS00]. Taking into account that every W∗–module
may be considered as a von Neumann module (by choosing a concrete representation of the
underlying W∗–algebra), the result holds also for W∗–modules.
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2.2 Remark. We would like to note that, like in [BS00, Section 8], the C–linear codimension
of E in E˜ is 1. More precisely, Ω := ξ˜(˜1 − 1) is a vector with “length” 〈Ω,Ω〉 = 1˜ − 1 such that
E˜ = CΩ ⊕ E. This follows by looking at (2.1) and from the fact that Ωt := ξ˜t(˜1 − 1) (t > 0) is
a vector with “length” 〈Ωt,Ωt〉 = 1˜ − 1 such that E˜t = CΩt ⊕ E˜t1 and further E˜t = CΩt ⊕ E˜t1.
Finally, also Ω⊙ = (Ωt)t∈S (with Ω0 := 1˜) is a unit for E˜⊙.
3 Duality between dilations
Von Neumann correspondences from A to B are in duality with von Neumann correspondences
fromB′ toA′ via the commutant, a functor that naturally generalizes the functor that sends a von
Neumann algebra to its commutant. Also a product system of von NeumannB–correspondences
E⊙ has a commutant E′⊙, a product system of von Neumann B′–correspondences. Under this
duality contractive units ξ⊙ for E⊙ correspond to covariant representations σ′⊙ of E′⊙ with faith-
ful σ′0 and the contractive CP-semigroup Tt = 〈ξt, •ξt〉 may, likewise, be reconstructed from
σ′⊙, simply by going back to the (unique) unit ξ⊙ on the side of E⊙. Also, E–semigroups with
associated product system E⊙, under commutant, correspond to isometric representations of the
commutant system E′⊙. See Theorem 3.6(1-3).
The scope of this section is to combine these dualities in order to establish a duality be-
tween, on the one hand, weak dilations with pre-assigned product system (E⊙, ξ⊙) of a normal
CP-semigroup T determined by a unit ξ⊙ in the product system E⊙ of von Neumann correspon-
dences over a von Neumann algebra B ⊂ B(G) and, on the other hand, isometric dilations of
the covariant representations σ′⊙ of the commutant system E′⊙ on G with σ′0 = idB′ that is asso-
ciated with that CP-semigroup. See Theorem 3.6(4). This duality translates, then, the existence
result Theorem 1.2 into the existence result Theorem 1.1 in the special case σ′0 = idB′ .
The correspondence between a von Neumann algebra and its commutant is bijective. In or-
der that this desirable property remains true for commutants of von Neumann correspondences
(not degenerating to an equivalence), we have to choose our categories carefully. The correct
category that allows to view the commutant as a bijective functor is the category of concrete von
Neumann correspondences; Skeide [Ske06b]. In the sequel, we discuss only the case relevant
to us, namely, correspondences over B. In order that all correspondences stated in Theorem
3.6 are true one-to-one correspondences (and not just up to isomorphism or equivalence) we
will have to come back also to the problem mentioned in the beginning of Section 2, namely,
to indicate more specifically when we consider a product system as the one associated with an
E–semigroup.
Before we can speak about concrete von Neumann correspondences, we have to speak
about concrete von Neumann modules. Recall that a von Neumann algebra is a strongly closed
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∗–algebra B ⊂ B(G) of operators acting nondegenerately on a Hilbert space G. As usual, by
B′ ⊂ B(G) we denote the commutant of B. Similarly, a concrete von Neumann B–module is a
subset E of B(G, H), where H is another Hilbert space, such that
1. E is a right B–submodule of B(G, H), that is, EB ⊂ E,
2. E is a pre-Hilbert B–module with inner product 〈x, y〉 = x∗y, that is, E∗E ⊂ B,
3. E acts nondegenerately on G, that is, span EG = H, and
4. E is strongly closed.
If we wish to underline the Hilbert space H, we will also write the pair (E, H) for the con-
crete von Neumann B–module. One may show (see Skeide [Ske00, Ske05]) that a subset E of
B(G, H) fulfilling 1–3 (that is, E is a concrete pre-Hilbert B–module) is a concrete von Neu-
mann B–module, if and only if E is self-dual, that is, if and only if E is a W∗–module over the
von Neumann algebra B ⊂ B(G) considered as a W∗–algebra. By cvNB we denote the category
of concrete von Neumann B–modules with the adjointable (in the usual sense) and, therefore,
bounded maps a ∈ Ba(E1, E2) as morphisms. The definition of concrete von Neumann modules
and their category is due to Skeide [Ske06b].
Identifying xg ∈ H with x ⊙ g ∈ E ⊙ G, we see from 3 that H and E ⊙ G are canonically
isomorphic.
3.1 Remark. In fact, if E is a pre-Hilbert module over a pre-C∗–algebra B ⊂ B(G), then one
may construct the Hilbert space E ⊙ G with an embedding x 7→ Lx ∈ B(G, E ⊙ G) where we
put Lxg := x ⊙ g, transforming E into a concrete pre-Hilbert B–module (E, E ⊙ G). For a von
Neumann algebra B ⊂ B(G) we defined in Skeide [Ske00] that E is a von Neumann B–module,
if its image in B(G, E ⊙ G) is strongly closed. Of course, in that way also a W∗–module over
a W∗–algebra M may be turned into a von Neumann module after choosing a faithful normal
unital representation of M on a Hilbert space G, thus, turning M into a von Neumann algebra.
Giving E as a subset of B(G, H) from the beginning, is crucial for that the commutant, later
on, will be bijective. However, the fact that H is canonically isomorphic to the tensor product
E ⊙ G is by far more inspiring from the algebraic point of view. For instance, by well-known
standard results certain operators on the factors E or G of a tensor product embed into the
operators on the tensor product E ⊙ G via amplification, while the corresponding action on H
is much less intuitive. So, every adjointable operator a ∈ Ba(E1, E2) amplifies to an operator
a ⊙ idG ∈ B(E1 ⊙ G, E2 ⊙ G). Consequently, a gives rise to and is determined uniquely by an
operator in B(H1, H2) that acts as x1g 7→ (ax1)g. We shall denote this operator by the same
symbol a and indentify in that way Ba(E1, E2) as a subset of B(H1, H2). It is easy to show that
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B
a(E1, E2) is strongly closed in B(H1, H2). In particular, Ba(E) ⊂ B(H) is a von Neumann
algebra acting on H.
The operators on the second factor in E ⊙G that embed into B(E ⊙G) are the bilinear, that
is, the B–C–linear operators on G. Of course, Bbil(G) = B′ is nothing but the commutant of B.
So, the (clearly, normal and nondegenerate) representation b′ 7→ idE ⊙b′ of B′ on E ⊙ G gives
rise to a normal nondegenerates representation ρ′ of B′ on H which acts as ρ′(b′)xg = xb′g. We
call ρ′ the commutant lifting associated with E.
3.2 Remark. In both cases, the action of a ∈ Ba(E1, E2) as an operator in B(H1, H2) and the
action of ρ′(b′) on H, there is no problem in showing that these operators are well-defined. But
only the tensor product pictures a ⊙ idG and idE ⊙b′ explain where the operators come from and
why it is natural to write them down.
Let us return to the concrete von Neumann B–module (E, H). From the commutant lifting
ρ′ we obtain back E as the space
E = CB′(B(G, H)) := {x ∈ B(G, H) : ρ′(b′)x = xb′ (b′ ∈ B′)} (3.1)
of intertwiners for the natural actions of B′. (This was known already to Rieffel [Rie74]. See
[Ske05] for a proof by simply calculating the double commutant of the linking von Neumann
algebra in B(G⊕H). This proof also shows that the commutant ρ′(B′)′ of the range of ρ′ in B(H)
may be identified with the von Neumann algebra Ba(E) ⊂ B(H). By doing the computation
for E = E1 ⊕ E2 one also shows that Ba(E1, E2) is just Bbil(H1, H2), the space of operators that
intertwine the commutant liftings ρ′2 and ρ′1.) Conversely, if (ρ′, H) is a normal nondegenerate
representation of B′ on the Hilbert space H, then E := CB′(B(G, H)) as in (3.1) defines a
concrete von Neumann B–module in B(G, H), which gives back ρ′ as commutant lifting. (The
only critical task, nondegeneracy in Condition 3, follows from Muhly and Solel [MS02, Lemma
2.10].) We find that
(E, H) ←→ (ρ′, H) a ∈ Ba(E1, E2) ←→ a ∈ Bbil(H1, H2) (3.2)
establishes a bijective functor between the category cvNB of concrete von NeumannB–modules
and the category B′cvN of normal nondegenerate representations of B′ with the intertwiners
Bbil(H1, H2) as morphisms. (The preceding correspondence was established in Skeide [Ske03a]
as an equivalence between the category von Neumann B–modules and B′cvN. As a von Neu-
mann B–module E, first, must be turned into a concrete von Neumann B–modules (E, E ⊙G),
the correspondence is not bijective but only an equivalence. The precise formulation above,
where the functor is, really, bijective and not only an equivalence, is due to [Ske06b].)
A concrete von Neumann correspondence over a von Neumann algebra B is a concrete
von Neumann B–module (E, H) with a left action of B such that ρ : B → Ba(E) → B(H)
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defines a normal (nondegenerate, of course) representation ofB on H. We call ρ the Stinespring
representation associated with E.
3.3 Remark. If E is the GNS-module of a (normal) CP-map, then ρ is, indeed, the Stinespring
representation, while ρ′ is (a restriction of) the representation constructed by Arveson [Arv69]
in the section called “lifting commutants”.
By BcvNB we denote the category of concrete von Neumann correspondences from B to B
with the the bilinear adjointable maps a ∈ Ba,bil(E1, E2) as morphisms. (For adjointable maps,
only left B–linearity has to be checked.) We observe that ρ(B) ⊂ Ba(E) = ρ′(B′)′, that is, ρ′
and ρ have mutually commuting ranges. As this is very close to correspondences in the sense
of Connes [Con80] (if B is in standard form, then B′  Bop), we introduce the category of
concrete Connes correspondences BcCB whose objects are triples (ρ′, ρ, H) such that ρ′ and ρ
are a pair of normal nondegenerate representations of B′ and of B, respectively, on H with mu-
tually commuting ranges, and with those maps in B(H1, H2) as morphisms that intertwine both
actions that of B′ and that of B. Extending the correspondence between concrete von Neumann
B–modules and representations of B′, we find a find bijective functor between the category of
concrete von Neumann B–correspondences (E, H) and the category of concrete Connes corre-
spondences (ρ′, ρ, H). In [Ske03a] we observed this as an equivalence for von Neumann cor-
respondences, while the bijective version for concrete von Neumann correspondences is from
[Ske06b].
A last almost trivial observation (once again in [Ske03a] up to equivalence and in [Ske06b],
really, bijective) consists in noting that in the representation picture the roles of the represen-
tations ρ′ and ρ are absolutely symmetric. That is, BcCB  B′cCB′ . Therefore, if we switch B
and B′, that is, if we interprete ρ as commutant lifting of B, the commutant of B′, and ρ′ as
Stinespring representation of B′, by
E′ := CB(B(G, H)) := {x′ ∈ B(G, H) : ρ(b)x′ = x′b (b ∈ B)} (3.3)
we obtain a von Neumann B′–module which is turned into a von Neumann B′–correspondence
by defining a left action via ρ′. We call E′ the commutant of E. The commutant is a bijective
functor from the category of concrete von Neumann B–correspondences onto the category of
concrete von Neumann B′–correspondences (in each case with the bilinear adjointable maps as
morphisms that are, really, the same algebra Ba(E) ∩ Ba(E′) = ρ′(B′)′ ∩ ρ(B)′ of operators in
B(H)). Obviously, E′′ := (E′)′ = E.
3.4 Remark. Muhly and Solel [MS04] have discussed a version of the commutant for W∗–al-
gebras, called σ–dual, where σ is a faithful representation of the underlying W∗–algebra, that
must be chosen, and the σ–dual depends on σ (up to Morita equivalence of correspondences
[MS05a]). The extension to correspondences from A to B was first done in the setting of
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σ–duals in [MS05a]. In [Ske06b] we discussed the version for von Neumann algebras and
(concrete) von Neumann correspondences.
We remark that the functor cvNB ↔ B′cvN in (3.2) fits canonically into the setting of the
commutant functor as CcvNB ←→ B′cvNC′ , if we consider C = C′ ⊂ B(C) = C as a von
Neumann algebra.
The tensor product of Connes correspondences is tricky to describe in terms that do not
explicitly involve the von Neumann correspondences to which they correspond. It requires that
the von Neumann algebra is a W∗–algebra in standard form and parts from Tomita-Takesaki
theory and the result depends manifestly on the choice of a normal semifinite weight; see, for
instance, Takesaki [Tak03, Section IX.3]. Also the tensor product of W∗–correspondences,
although definitely less involved, still has the problem that the usual tensor product must be
completed in a suitable σ–topology, and this topology is defined rather ad hoc.
The tensor product two of von Neumann correspondences E1 and E2 is easy to obtain
(and canonical up to unitary equivalence): Simply construct E1 ⊙ E2 ⊙ G and determine the
strong closure of E1 ⊙ E2 in B(G, E1 ⊙E2 ⊙G) or, equivalently, determine the intertwiner space
CB′(B(G, E1 ⊙ E2 ⊙G)), a purely algebraic problem, like determining the double commutant of
a ∗–algebra of operators. Up to canonical isomorphism it is not important whether we construct
first E1 ⊙ E2 and then (E1 ⊙ E2)⊙G or first E2 ⊙G and then E1 ⊙ (E2 ⊙G). If we have concrete
von Neumann correspondences (E1, H1) and (E2, H2) it occurs to be more adapted to construct
E1 ⊙ H2 as the space H2, canonically isomorphic to E2 ⊙ G, is given from the beginning. By
slight abuse of notation we shall denote the concrete von Neumann correspondence obtained in
that way by E1 ⊙ E2 ⊂ B(G, E1 ⊙ H2), using the same symbol ⊙ as for the tensor product of
C∗–correspondences. Anyway, no matter how we obtained E1 ⊙ E2 ⊙ G, as (E1 ⊙ E2) ⊙ G, as
E1 ⊙ (E2 ⊙G) or as E1 ⊙ H2, to fix an isomorphism from the concrete von Neumann correspon-
dence (E1 ⊙ E2, E1 ⊙ E2 ⊙G) to a concrete von Neumann correspondence (F, K) simply means
to fix a unitary u ∈ B(E1 ⊙ E2 ⊙ G, K) that intertwines both the commutant liftings of B′ and
the Stinespring representations of B.
The notations established so far allow to state and prove Theorem 3.6(1), namely, that the
commutant establishes a bijective functor between the category cvN⊙
B
of product systems of con-
crete von Neumann B–correspondences and the category cvN⊙
B′
of product systems of concrete
von Neumann B′–correspondences. A morphism between two objects E⊙ and F⊙ in cvN⊙
B
is a
family a⊙ =
(
at
)
t∈S of maps at ∈ Ba,bil(Et, Ft) that fulfills as ⊙ at = as+t and a0 = idB. Also The-
orem 3.6(2), namely, that contractive units for E⊙ correspond one-to-one with covariant normal
representations of the commutant E′⊙, may be stated and proved. (Actually, for this part it is
not even necessary to speak about concrete von Neumann correspondences. It is true as soon as
we fix a pair E⊙, E′⊙ of product systems of von Neumann correspondences that are commutants
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of each other up to isomorphism.)
So far, we associated with an E–semigroup on Ba(E) a product system, in the case that E has
a unit vector. But there are other ways to do this (see [Ske03a, Ske04]) that lead to canonically
isomorphic, but definitely not equal product systems. In order that also the correspondence
between E–semigroups having a certain product system and isometric representations of the
commutant of that product system becomes one-to-one, we have to indicate carefully what we
understand by the opposite direction, that is, what it means that an E–semigroup is associated
with a product system. We shall say an E–semigroup ϑ on Ba(E) is associated with a given
product system E⊙, if ϑ can be recovered as ϑt(a) = ut(a ⊙ idt)u∗t for a family of isometries
ut : E ⊙ Et → E fulfilling ut(us ⊙ idt) = us+t(idE ⊙us,t) and u0 being the canonical identification.
(Also here, usually, we will leave out the mapping ut and simply identify E ⊙ Et ⊂ E. The
associativity condition reads, then, (x ⊙ ys) ⊙ zt = x ⊙ (ys ⊙ zt).)
3.5 Remark. One may show that two E–semigroups on the same Ba(E) may be associated with
the same product system E⊙, if and only if they are conjugate by a partially isometric cocycle.
While two ways to associate the same E–semigroup with E differ by a local cocycle or, what is
the same, by an automorphism of E⊙; see [BS00, Section 7] or [BBLS04, Section 4.4].
Now we are ready to formulate the whole theorem.
3.6 Theorem. LetB ⊂ B(G) be a von Neumann algebra (acting nondegenerately on the Hilbert
space G) and denote by B′ its commutant.
1. The commutant establishes a one-to-one correspondence between product systems E⊙ of
concrete von Neumann correspondences over B (in the sense of [Ske06b]) and product
systems E′⊙ of concrete von Neumann correspondences over B′. Of course, E′′⊙ = E⊙.
The product systems E⊙ and E′⊙ have the same morphisms a⊙ = (at)t∈S, at ∈ Ba,bil(Et) =
ρ′t(B′)′ ∩ ρt(B)′ = Ba,bil(E′t ). In fact, the commutant is a bijective functor between cvN⊙B
and cvN⊙
B′
.
2. Contractive units ξ⊙ for E⊙ correspond one-to-one to normal covariant representations
σ′⊙ of E′⊙ on G with σ′0 = idB′ .
3. Let (E, H) ∈ cvNB and E⊙ ∈ cvN⊙B. The ways to associate with E⊙ a normal E–semigroup
ϑ on Ba(E) correspond one-to-one to the normal isometric covariant representations τ′⊙
of E′⊙ on H with τ′0 = ρ′. Moreover, E is strongly full, if and only if τ′⊙ is faithful, and ϑ
is an E0–semigroup, if and only if τ′⊙ is nondegenerate. If both is true, then necessarily
every Et is strongly full, respectively, the left action of B′ on every E′t is faithful.
4. Let T be the CP-semigroup determined by either of the ingredients of a pair (ξ⊙, σ′⊙) as
in Number 2. Then, in the sense of Number 3, weak dilations (E, ϑ, ξ) of T associated
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with E⊙ correspond one-to-one to isometric dilations τ′⊙ of σ′⊙. In particular, existence
of one implies existence of the other.
Proof. 1. This was indicated in the case of product systems of von Neumann correspondences
in [Ske03a]. Here we have concrete von Neumann correspondences Et = CB′(B(G, Ht)) and
E′t = CB(B(G, Ht)) as in [Ske06b], so that a product system E⊙ gives rise to a family
(
E′t
)
t∈S of
von Neumann B′–correspondences. What is still missing is the product system structure of this
family. Computations of this type have been detailed also in Muhly and Solel [MS05b] (in the
language of σ–duals) so that here we may content ourselves with a sketchy description. The
identification Es ⊙ Et → Es+t is given by an operator us,t ∈ B(Es ⊙ Ht, Hs+t) that intertwines
both ρ′s+t and the canonical action idEs ⊙ρ′t of B′ on a Es ⊙ Ht as well as ρs+t and the canonical
action of B on Es⊙Ht. On the other hand, Es⊙Ht is canonically isomorphic to E′t ⊙Hs. Indeed,
consider an element y′tg in the total subset E′tG of Ht. Then xs ⊙ y′tg 7→ y′t ⊙ xsg defines a
unitary Es ⊙Ht → E′t ⊙Hs which intertwines the respective actions of B and also the respective
actions of B′. The image of us,t as an operator E′t ⊙ Hs → Hs+t determines an identification
E′t ⊙ E′s → E′s+t. We leave it as an exercise to check associativity and also the statement about
the morphisms.
2. For a single pair of correspondences Et ↔ E′t this is more or less [MS02, Lemma 2.16]
and the remark that follows it. (In our notations, [MS02, Lemma 2.16] asserts that covariant
representations (σ′t , idB′) of E′t on G correspond one-to-one to contractions ξ∗t ∈ E∗t ⊂ B(Ht,G).
By the remark following [MS02, Lemma 2.16] normality of idB′ alone implies normality of
(σ′t , idB′). However, the correspondence Et = E∗∗t has not been mentioned in [MS02]. In the
form of σ–duals it appears as [MS04, Theorem 3.4].) We leave it as an exercise to check
that the ξt form a unit for E⊙, if and only if the (σ′t , idB′) form a covariant representation of
E′⊙. (In the special case when E⊙ is generated by ξ⊙, that is if E⊙ is the GNS-system of the
CP-semigroup associated with ξ⊙, an application of [Ske02, Proposition 3.1] shows that the
statement is equivalent to [MS02, Theorem 3.9]. However, the product system E⊙ = E′′⊙,
which coincides with the product system constructed in [BS00], has not been mentioned in
[MS02].)
3. For E0–semigroups and nondegenerate covariant representations this is [Ske04, Theo-
rem 7.4] in the discrete case and [Ske04, Theorem 8.2] in general with [Ske04, Remark 8.3]
pointing out the extensions we need here. That part of the backwards direction that constructs
from a representation of E′⊙ an E– or E0–semigroup can be found already as a part of [MS02,
Theorem 3.10] and goes back to [MS99, Lemma 2.3] for the discrete case, while the proof
that the associated product system is E⊙ is due to [Ske03a, end of Section 2] in the case of
E0–semigroups and generalizes easily to E–semigroups. We explain this very briefly. The von
Neumann B–module E on the semigroup side and τ′0 on the covariant representation side are
related by considering τ′0 as the commutant lifting associated with E. (From this the state-
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ment about the relation between strongly full and faithful follows.) Next if ϑt is a normal
endomorphism of Ba(E), then ϑt(1)E factors into E ⊙ Et or, equivalently, ϑt(1)H factors into
E ⊙ Ht ⊂ H. Therefore, τ′t(y′t) : xg 7→ x ⊙ y′tg ∈ H defines an isometric covariant represen-
tation (τ′t , τ′0) of E′t on H. (This representation is nondegenerate, if and only if ϑt is unital.)
Similarly, if (τ′t , τ′0) is an isometric covariant representation of E′t on H, then span τ′t(E′t )H is
isomorphic to E ⊙ Ht via τ′t(y′t)xg 7→ x ⊙ y′tg. By ϑt(a) = a ⊙ idHt we define a homomorphism
Ba(E) → B(span τ′t(E′t )H) ⊂ B(H). Actually, the range is contained in τ′(B′)′ = Ba(E) so that
ϑt is an endomorphism. It remains to check that the semigroup property of the family ϑ corre-
sponds exactly to the factorization property the family τ′ must fulfill taking into account how,
according to the first part, the product system structures of E⊙ and of E′⊙ are related. (One sees
that, nicely enough, the order of elementary tensors z′t ⊙ y′s acting on xg ∈ H becomes reversed.
This explains, roughly, why everything is compatible with the first part. We leave details as an
exercise.)
4. This is simply 3. and 2. put together. Of course, a unit vector ξ ∈ E ⊂ B(G, H) is an
isometry and allows to identify G as a subspace of H and provides us with a projection ξξ∗ onto
that subspace that compresses the isometric representation τ′⊙ to σ′⊙. Conversely, if G ⊂ H and
the projection p onto G compresses τ′⊙ to σ′⊙, then p is in the intertwiner space E. The unit
vector ξ := p ↾ G has all the desired properties, that is, ξ turns the E–semigroup ϑ (dual to τ′⊙)
into a dilation of T .
3.7 Remark. The list of dualities may be extended. For instance, the fact that (by using quasi
orthonormal bases of von Neumann B–modules, as suitable substitute for orthonormal bases
of Hilbert spaces) every von Neumann B–module is a complemented submodule of a free von
Neumann B–module, may be used to prove the amplification-induction theorem on the repre-
sentations ρ′ of B′. In the presence of invariant vector states there is a duality between CP-maps
from A to B and CP-maps from B′ to A′ that includes a duality between tensor dilations of
a CP-maps on B and extensions from B′ to B(G) of the dual of that CP-map; see Gohm and
Skeide [GS05]. Applying this duality to the canonical embedding of a subalgebra A ⊂ B into
B (both in standard form) and translating back the dual map B′ → A′ into a map B → A via
twofold Tomita conjugation, one obtains the Accardi-Cecchini conditional expectation [AC82]
that coincides with the usual conditional expectation whenever the latter exists; see also Accardi
and Longo [Lon84, AL93].
3.8 Remark. The commutant switches orders in tensor products: (E ⊙ F)′  F′ ⊙ E′. For
von Neumann B–correspondences this is [Ske03a, Theorem 2.3]. For correspondences over
different von Neumann algebras (in the language of σ–duals) this is [MS05a, Lemma 3.3]. We
note that it is possible to give a precise meaning to E ⊙ F′ as Connes correspondence (closely
related to Sauvageot [Sau80, Sau83]) and that E ⊙ F′ is canonically isomorphic to F′ ⊙ E via
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simply flipping elementary tensors. The isomorphisms as we fixed them in the proof of Theorem
3.6(1) for concrete von Neumann correspondences become, then, (E ⊙ F)′  E ⊙ F  E ⊙ F′ 
F′ ⊙ E  F′ ⊙ E′ everything in the sense of Connes correspondences. Roughly speaking, in
the sense of Connes correspondences the right factor in a tensor product may be replaced by
its commutant. With this rule of thumb (valid for correspondences over different von Neumann
algebras) we obtain a powerful tool to calculate isomorphisms in multifold tensor products of
correspondences and their commutants. We will explain this and apply it systematically in
[Ske07].
We emphasize that Part (3) of the theorem is also an instance of this change of order under
commutant. Recall that, in the sense of Remark 3.4 the Hilbert space H with the commutant
lifting ρ′ of (E, H) is just the commutant E′ of E. In other words, we have (E ⊙ Et)′  E′t ⊙ H.
As ut : E ⊙ Et → E is bilinear in the sense that ut intertwines the canonical actions of Ba(E)
on these B–modules, it induces a bilinear mapping u′t between the ρ′(B′)–C–modules E′t ⊙ H
and H. The representation constructed is nothing but τ′t(x′t)h = u′t(x′t ⊙ h). The E–semigroup on
Ba(E) = Bbil(H) is just ϑt(a) = u′t(id′t ⊙a)u′t∗.
Families like ut and u′t (in the unital, respectively, nondegenerate case) have been called
left and right dilations of E⊙ and of E′⊙, respectively, in Skeide [Ske06a, Ske06c, Ske06e].
In [Ske06a] their consequent application led to a simple proof of Arveson’s result [Arv89a,
Arv90a, Arv89b, Arv90b] that every Arveson system (product system of Hilbert spaces) is
associated with an E0–semigroup. This proof has been simplified further by Arveson [Arv06]
and Skeide [Ske06d]. A von Neumann module version with full existence results (going beyond
the special Hilbert module versions [Ske06c, Ske06e]) shall appear elsewhere [Ske07]. There
we will also address questions related to continuity (or measurability) of product systems.
4 Proof of Theorem 1.1
Let us discuss first the von Neumann case. We appeal to Theorem 3.6 and the existence result
Theorem 1.2, where M plays the role of B′ and F⊙ plays the role of E′⊙. For that goal we have
to show that the general case boils down to the case when σ0 is faithful and nondegenerate. But
this is easy.
First of all, as σ0(1)σ(yt)σ0(1) = σt(yt) we may simply pass to the subspace σ0(1)G of G,
so that now σ0 is nondegenerate.
Then, if σ0 is not faithful, we simply “add” a faithful nondegenerate representation σ̂0 of
kerσ0 on a Hilbert space Ĝ. More precisely, we pass to the covariant representation σ˘⊙ on
˘G := Ĝ ⊕G that is defined by setting
σ˘0 := σ̂0 ⊕ σ0 σ˘t := 0 ⊕ σt (t > 0).
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Then every isometric dilation of σ˘⊙ compresses further to G, giving back σ⊙.
Now we set B := σ˘0(M)′ ⊂ B( ˘G), so that M  B′ as W∗–algebras. Put Et = CB′(B( ˘G, Ht))
where Ht := Ft ⊙ ˘G with ρ′t and ρt the canonical action of B′ and of B, repectively, so that
F⊙  E′⊙ as product system of W∗–correspondences. (E⊙ is precisely what [MS04, MS05b]
would call the σ˘0–dual of F⊙.) Under these isomorphisms the covariant representation σ˘⊙ of
F⊙ induces a normal covariant representation σ′⊙ of E′⊙ on ˘G with σ′0 = idB. So dilating as
in Theorem 1.2 the CP-semigroup T on B associated to the unit ξ⊙ corresponding to σ′⊙ by
Theorem 3.6(2), by Theorem 3.6(4) we obtain an isometric dilation of σ′⊙ and, therefore, an
isometric dilation of σ⊙.
Now let us discuss the C∗–case, that is, M is a C∗–algebra and F⊙ a product system of
C∗–correspondences over M with a covariant representation σ⊙ on a Hilbert space G. Our scope
is simply to pass to the double commutant F′′⊙ of F⊙ which is a product system of concrete von
Neumann modules, to show that σ⊙ extends to a normal covariant representation σ′′⊙ of that
double commutant and, then, to apply the preceding discussion to F′′⊙. To that goal we must
choose a faithful representation of M, and we must choose it carefully if we want that the left
action of M is sufficiently normal.
So let K be the representation space of the universal enveloping von Neumann algebra M∗∗
of M. In this way we identify M ⊂ B(K) and M∗∗ = M′′. Put Kt := Ft ⊙ K. On Kt we have
the normal commutant lifting pi′t of M′. (The fact that pi′t is normal follows easily from the fact
that B(K, Kt) has enough intertwiners yt ∈ Ft for the action of M′ via pi′t on Kt and the defining
action of M′ on K.) The left action of M on Ft gives rise to a representation pit of M on Kt.
By the universal property of M′′ this representation extends to a unique normal representation
pi′′t of M′′ on Kt. Put F′′t := CM′(B(K, Kt)) ⊃ Ft. Clearly, (F′′t , Kt) is a concrete von Neumann
correspondence over M′′ and the product system structure of F⊙ extends uniquely to F′′⊙.
We return to the covariant representation σ⊙ of F⊙. First, we observe that σ0 extends
uniquely to a normal representation σ′′0 of M′′. Then, as in the proof Theorem 3.6(2), σ⊙ gives
rise to a unit ζ′⊙ for F′⊙ := (F′′)′⊙. Further, each ζ′t ∈ F′t gives rise to a normal representation
(σ′′t , σ′′0 ) of F′′t , which clearly extends (σt, σ0). (This is exactly the statement of the remark fol-
lowing [MS02, Theorem 2.16].) Of course, the σ′′t form a normal representation σ′′⊙ of F′′⊙ so
that now we are ready to apply the W∗–version of Theorem 1.1, obtaining an isometric dilation
τ′′⊙ of σ′′⊙ that restricts to an isometric dilation τ⊙ of σ⊙.
4.1 Remark. We mention that if the weak dilation that we use as input for Theorem 3.6(4) is
the unique one from Theorem 1.2 fulfilling the Condition 2, then the corresponding isometric
dilation is also minimal in the sense of [MS02, Theorem 3.7] (that is, the smallest subspace of
H invariant for the isometric dilation is H) and determined uniquely by this condition.
17
References
[AC82] L. Accardi and C. Cecchini, Conditional expectations in von Neumann algebras and
a theorem of Takesaki, J. Funct. Anal. 45 (1982), 245–273.
[AL93] L. Accardi and R. Longo, Martingale convergence of generalized conditional ex-
pectations, J. Funct. Anal. 118 (1993), 119–130.
[Arv69] W. Arveson, Subalgebras of C∗–algebras, Acta Math. 123 (1969), 141–224.
[Arv89a] , Continuous analogues of Fock space, Mem. Amer. Math. Soc., no. 409,
American Mathematical Society, 1989.
[Arv89b] , Continuous analogues of Fock space III: Singular states, J. Operator The-
ory 22 (1989), 165–205.
[Arv90a] , Continuous analogues of Fock space II: The spectral C∗–algebra, J. Funct.
Anal. 90 (1990), 138–205.
[Arv90b] , Continuous analogues of Fock space IV: essential states, Acta Math. 164
(1990), 265–300.
[Arv06] , On the existence of E0–semigroups, Infin. Dimens. Anal. Quantum Probab.
Relat. Top. 9 (2006), 315–320.
[BBLS04] S.D. Barreto, B.V.R. Bhat, V. Liebscher, and M. Skeide, Type I product systems of
Hilbert modules, J. Funct. Anal. 212 (2004), 121–181, (Preprint, Cottbus 2001).
[BL05] B.V.R. Bhat and J.M. Lindsay, Regular quantum stochastic cocycles have exponen-
tial product systems, Quantum Probability and Infinite Dimensional Analysis —
From Foundations to Applications (M. Schu¨rmann and U. Franz, eds.), Quantum
Probability and White Noise Analysis, no. XVIII, World Scientific, 2005, pp. 126–
140.
[BS00] B.V.R. Bhat and M. Skeide, Tensor product systems of Hilbert modules and dilations
of completely positive semigroups, Infin. Dimens. Anal. Quantum Probab. Relat.
Top. 3 (2000), 519–575, (Rome, Volterra-Preprint 1999/0370).
[Con80] A. Connes, Correspondences, His hand-written notes, unpublished, 1980.
[GS05] R. Gohm and M. Skeide, Constructing extensions of CP-maps via tensor dilations
with the help of von Neumann modules, Infin. Dimens. Anal. Quantum Probab. Re-
lat. Top. 8 (2005), 291–305, (arXiv: math.OA/0311110).
[Lon84] R. Longo, Solution of the factorial Stone-Weierstrass conjecture, Invent. Math. 76
(1984), 145–155.
[MS98] P.S. Muhly and B. Solel, Tensor algebras over C∗–correspondences: representa-
tions, dilations, and C∗–envelopes, J. Funct. Anal. 158 (1998), 389–457.
[MS99] , Tensor algebras, induced representations and the Would decomposition,
Canad. J. Math. 51 (1999), 850–880.
[MS02] , Quantum Markov processes (correspondences and dilations), Int. J. Math.
51 (2002), 863–906, (arXiv: math.OA/0203193).
18
[MS04] , Hardy algebras, W∗–correspondences and interpolation theory, Math.
Ann. 330 (2004), 353–415, (arXiv: math.OA/0308088).
[MS05a] , Duality of W∗-correspondences and applications, Quantum Proba-
bility and Infinite Dimensional Analysis — From Foundations to Applications
(M. Schu¨rmann and U. Franz, eds.), Quantum Probability and White Noise Analy-
sis, no. XVIII, World Scientific, 2005, pp. 396–414.
[MS05b] , Quantum Markov semigroups (product systems and subordination), Pre-
print, arXiv: math.OA/0510653. To appear in Int. J. Math., 2005.
[MSS06] P.S. Muhly, M. Skeide, and B. Solel, Representations of Ba(E), Infin. Dimens. Anal.
Quantum Probab. Relat. Top. 9 (2006), 47–66, (arXiv: math.OA/0410607).
[Pas73] W.L. Paschke, Inner product modules over B∗–algebras, Trans. Amer. Math. Soc.
182 (1973), 443–468.
[Rie74] M.A. Rieffel, Morita equivalence for C∗–algebras and W∗–algebras, J. Pure Appl.
Algebra 5 (1974), 51–96.
[Sau80] J.-L. Sauvageot, Produites tensoriels de Z–modules, Preprint 23, Publ. Univ. P. &
M. Curie, 1980.
[Sau83] , Sur le produit tensoriel relatif d’espace de Hilbert, J. Operator Theory 9
(1983), 237–252.
[Ske00] M. Skeide, Generalized matrix C∗–algebras and representations of Hilbert modules,
Mathematical Proceedings of the Royal Irish Academy 100A (2000), 11–38, (Cott-
bus, Reihe Mathematik 1997/M-13).
[Ske02] , Dilations, product systems and weak dilations, Math. Notes 71 (2002),
914–923.
[Ske03a] , Commutants of von Neumann modules, representations of Ba(E) and other
topics related to product systems of Hilbert modules, Advances in quantum dynam-
ics (G.L. Price, B .M. Baker, P.E.T. Jorgensen, and P.S. Muhly, eds.), Contemporary
Mathematics, no. 335, American Mathematical Society, 2003, (Preprint, Cottbus
2002, arXiv: math.OA/0308231), pp. 253–262.
[Ske03b] , Dilation theory and continuous tensor product systems of Hilbert mod-
ules, Quantum Probability and Infinite Dimensional Analysis (W. Freudenberg, ed.),
Quantum Probability and White Noise Analysis, no. XV, World Scientific, 2003,
Preprint, Cottbus 2001, pp. 215–242.
[Ske04] , Unit vectors, Morita equivalence and endomorphisms, Preprint, arXiv:
math.OA/0412231, 2004.
[Ske05] , Von Neumann modules, intertwiners and self-duality, J. Operator Theory
54 (2005), 119–124, (arXiv: math.OA/0308230).
[Ske06a] , A simple proof of the fundamental theorem about Arveson systems, In-
fin. Dimens. Anal. Quantum Probab. Relat. Top. 9 (2006), 305–314, (arXiv:
math.OA/0602014).
19
[Ske06b] , Commutants of von Neumann Correspondences and Duality of Eilen-
berg-Watts Theorems by Rieffel and by Blecher, Quantum probability (M. Boze-
jko, W. Mlotkowski, and J. Wysoczanski, eds.), Banach Center Publications,
vol. 73, Polish Academy of Sciences — Institute of Mathematics, 2006, (arXiv:
math.OA/0502241), pp. 391–408.
[Ske06c] , E0–semigroups for continuous product systems, Preprint, arXiv:
math.OA/0607132, 2006, To appear in Infin. Dimens. Anal. Quantum Probab. Relat.
Top.
[Ske06d] , Existence of E0–semigroups for Arveson systems: Making two proofs into
one, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 9 (2006), 373–378, (arXiv:
math.OA/0605480).
[Ske06e] , Nondegenerate representations of continuous product systems, Preprint,
arXiv: math.OA/0607362, 2006.
[Ske06f] , The index of (white) noises and their product systems, Infin. Dimens.
Anal. Quantum Probab. Relat. Top. 9 (2006), 617–655, (Rome, Volterra-Preprint
2001/0458, arXiv: math.OA/0601228).
[Ske07] , Dilations of product sytems and commutants of von Neumann modules, in
preparation, 2007.
[Tak03] M. Takesaki, Theory of operator algebras II, Encyclopaedia of Matematical
Sciences, no. 125 (number VI in the subseries Operator Algebras and Non-
Commutative Geometry), Springer, 2003.
20
