A nonlinear hybrid system was proposed to describe the fed-batch bioconversion of glycerol to 1,3-propanediol with substrate open loop inputs and pH logic control in previous work (Ye et al., 2011) . The current work concerns the optimal control of this fed-batch process. We slightly modify the hybrid system to provide a more convenient mathematical description for the optimal control of the fed-batch culture. Taking the feeding instants and the terminal time as decision variables, we formulate an optimal control model with the productivity of 1,3-propanediol as the performance index. Inequality path constraints involved in the optimal control problem are transformed into a group of end-point constraints by introducing an auxiliary hybrid system. The original optimal control problem is associated with a family of approximation problems. The gradients of the cost functional and the end-point constraint functions are derived from the parametric sensitivity system. On this basis, we construct a gradient-based algorithm to solve the approximation problems. Numerical results show that the productivity of 1,3-propanediol can be increased considerably by employing
NLP that requires efficient optimization strategies (Biegler, 2007) .
23
The optimization of glycerol fed-batch process considered in this work is a 24 dynamic optimization of switching times due to the special control method of 25 this bioprocess. In the laboratory, since it is hard to control the flow rate of 26 glycerol precisely by the pump, the flow rate is set to be a fixed constant and the 27 inlet flow is controlled by on/off switches of the pump. Therefore, the decision The fermentation of glycerol by Klebsiella pneumoniae is a complex bio-27 process, since microbial growth is subjected to multiple inhibitions of substrate 28 and products (Zeng et al., 1994) . Among most of the literature, the considered 29 states are the biomass, the substrate glycerol, the product 1,3-PD, the inhibitory In the fed-batch culture, the substrate glycerol is discontinuously added to 6 the reactor every so often in order that glycerol concentration keeps in a given 7 range. Alkali (NaOH solution) is also fed into the reactor from time to time for 8 neutralizing the formed acid byproduct such as acetic acid, lactic acid, succinic 9 acid and so on. The inputs of glycerol and alkali are determined by a preas- 10 signed time sequence and a pH logic controller, respectively. The flows of alkali 11 and glycerol are set to be constant rates. According to the above description, 12 the fermentation switches among the following four different operating modes 13 throughout the entire fed-batch process.
14 Mode 0. batch process (no glycerol or alkali feeding);
15 Mode 1. semibatch process with alkali feeding only; 16 Mode 2. semibatch process with feeding glycerol only; 17 Mode 3. semibatch process with both glycerol and alkali feeding.
18
Some notations are adopt as follows. Let [t 0 , T ] be the entire time horizon 19 of the fed-batch fermentation, and let T ad := [T * , T * ] be the admissible set of T , 20 which is known a prior in the laboratory. Let x(t) := (x 1 (t), x 2 (t), . . . , x 7 (t)) 21 be the continuous state vector at time t, the components of which are the function of I. If there is no confusion, we also simplify F G (t) as F G .
6
In the factual experiments, the inlet flow rate of glycerol only takes two dis- Firstly, according to the growth characteristic of the strain, the entire time
units by introducing a minor grid
from the time t = T n−1 + j · dT n and this input is stopped at some moment 10 t = T n−1 + j · dT n + τ n , followed by a period of time without glycerol feeding (1). In other words, it can be viewed as imposing a set of equality constraints
2N n . Correspondingly, the binary vectorā in (1) at time t is given by
Here K a is the averaged dissociation constant of acid byproducts, and pK a = is a sufficient small constant, below which the concentration of NaOH can be 13 ignored while computing the pH.
14
According to the growth characteristic of the strain, the pH of the solu-
15
tion should be limited in a desired range [pH * , pH * ], which is described by the following inequality constraints. its allowable upper bound but the alkali flow is still kept feeding, so the pH 6 control system will impose the alkali pump to be shut down. Alternatively,
7
F N (t) = 0 and ph 1 (x(t)) = 0 implies that the pH reaches its allowable lower 8 bound but the the alkali pump is still closed. The alkali pump is imposed to 9 pour the alkali solution into the reactor in this situation until the pH value 10 increases to its upper bound again. The process is repeated until the end of the 11 fermentation. As a result, the function F N (·) is naturally defined as follows.
2.3. Nonlinear hybrid dynamical system in fed-batch culture 13 In the previous two subsections we developed formulations describing on/off 14 switches of the pumps of glycerol and alkali, respectively. Let 
where F G (t) and F N (t) are defined in (1) and (5) which are given as follows.
In (11)- (15), for cell growth. The admissible set of the state vector x is defined as W ad :=
, where x * 6 and x * 7 are the upper bounds of x 6 and x 7 , and x i * , 12 i = 1, 2, . . . , 7 are the lower bounds of x i , respectively.
13
Based on the above definitions and notations, the fed-batch fermentation of 14 glycerol can be described by
Note that in the system (16), both the functions F G (t) and F N (t) take 2 discrete values. The function F G (t) is explicitly defined by a piecewise constant 3 function, and F N (t) is governed by the impulsive system (5), which is coupled 4 with the system (16) since the continuous state is involved. Therefore, the 5 entirety of (1), (5) and (16) is a hybrid dynamical system, which is referred to 6 as the system HDS in the sequel.
7
According to the actual experiments, we make the following assumptions. and nonuniform space distribution are ignored.
10
(H2) The substrates added to the reactor only include glycerol and alkali.
11
(H3) There exists a constant C > 0 such that, for all x ∈ W ad ,
Assumptions (H1) and (H2) are standard hypotheses in plenty of literature 12 on modelling of reactor dynamics. On the other hand, the physical meaning 13 of the assumption (H3) is that the change rate of the pH in the solution is 14 bounded, which may be hard to be verified from the mathematical model, but 15 an acceptable hypothesis from engineering point of view.
16
The solution of the system HDS is governed by several different vector fields holds:
The above conditions determine the switching of the system HDS, which are 4 referred to as the switching conditions of the system HDS. For convenience, the 5 kth active switching condition is denoted as
Here, g k k+1 is referred to as the discontinuity function of the kth continuous 7 evolution.
8
Under the assumptions (H1)-(H3), we can obtain the following properties of for all (τ, T ) ∈ Ω ad × T ad and x 0 ∈ W ad , i.e., the discrete variables F G (t) and F N (t) have at most finitely many times of switches over the time interval
13
[t 0 , T ]. Furthermore, the system HDS has a unique solution with each pair variable F G (t) is explicitly determined by τ , while the switching of F N (t) de-
19
pends on the state of the system, which is also indirectly affected by the τ .
20
In the sequel, given τ and T , let N τ,T *
< ∞ be the total number of switches 21 that the two discrete variables of the system HDS experiences over the interval The optimal control problem is to find a feasible pair (τ, T ) to maximize the 2 productivity of 1,3-PD. For convenience, let u := (τ, T ) and U ad := Ω ad × T ad .
3
Then the optimal control problem can be formulated as
The constraint (19) is imposed to avoid the case that the optimal solution would 5 be obtained when the biomass is still at the exponential growth stage and the 6 concentration of 1,3-PD is relatively low. So,x 3 is a preassigned lower bound 7 of 1,3-PD.
8
To explicitly represent the inequality path constraint (18), we define the 9 following functions.
Then the inequality path constraint (18) can be rewritten as
The existence of inequality path constraints would increase the complexity 12 of the solution to the optimal control problem due to the potential high-index 13 DAEs composed of the active path constraints and the original ODEs or DAEs. dling the inequality path constraints. In the control parametrization scheme,
20
Feehery and Barton (1998 Barton ( , 1999 propose an algorithm for inequality path con- The method adopt in this work is to transform the inequality path con- ϕ i , i = 1, 2, . . . , 14, which are given by the following differential equations
with the initial condition
and junction conditions
The path constraint (18) is equivalent to the end-point constraints
A major disadvantage arising from the use of the end-point constraints (25) is (OCP ) min
From Property 1 and (22)- (24), we can verify that ϕ i , i ∈ I 14 , are continuous 7 in u on U ad , and readily obtain the following relationship between the solutions 8 of the problem (OCP) and the problem (OCP ) as → 0.
9
Property 2. Let {u * } be a sequence of optimal solutions to (OCP ) as → 0.
10
Then there exists a subsequence of {u * } converging to a point u * ∈ U ad , which
11
is an optimal solution of the problem (OCP).
12
Proof. The proof of the property is similar to that of Lemma 3.1 in Teo and 13
Jennings (1989b).
14 Property 2 indicates that the solution to the problem (OCP) can be approx- for the system HDS.
22
The partial derivatives of the continuous state x with respect to the decision 1 variables τ n , n = 1, 2, . . . , N T , and T are referred to as parametric sensitivity 2 functions. For convenience, we let S n (t; u) := ∂x(t; u) ∂τ n , n = 1, 2, . . . , N T , if 3 the partial derivatives exist. In an abuse of notations, we use f (t
Property 3. (The parametric sensitivity function of x with respect to τ )
7
Given u ∈ U ad , let x(·; u) be the solution of the system HDS over [t 0 , T ]. Assume that x(t; u) ∈ R
+ for all t ∈ [t 0 , T ], and assume that the following
hold for all k ∈ {1, 2, . . . , N τ,T * }. Then, under the assumptions (H1)-(H3), the 11 partial derivatives S n (t; u), n = 1, 2, . . . , N T , exist for all t = t τ k and satisfy the 12 following equations
with the initial conditions
Moreover, the transition from one equation in (26) to another is given by
for all k ∈ {1, 2, . . . , N τ,T * }, where 
.
4
Note that the cost functional is of the form J (u) = −x 3 (T ; u)/T . So the partial derivatives of the cost functional with respect to the decision variables τ n , n = 1, 2, . . . , N T can be readily obtained from Property 3. And its partial derivative with respect to T can be computed due to the fact
In addition, analogous to the proof of the above theorems, we can derive the 5 partial derivatives of the constraint function ϕ i (i ∈ I 14 ) with respect to τ n 6 (n ∈ I N T ) as follows. I N T ), ∂ϕ i /∂τ n , exists for all t = t τ k and satisfies the following equations
and junction condition of zero except for the instant t = T , at which the following equation is satisfied. tion is required in the implementation of the algorithm.
21
To begin with, let
where λ > 0. Given h ∈ R N T +1 and δ > 0, let
). Now we define the optimality function and descent direction for (OCP ) as 3 follows.
h(u) := arg min
According to Theorem 2.2.8 in Polak (1997) , θ (u) and h(u) are given by
where
0, 1, . . . , 15} and η u is a solution of (36). Letξ = (ξ 0 , ξ ) with ξ 0 ∈ R and 7 ξ ∈ R N T +1 , and let
Then θ (u) and h(u) can be equivalently expressed in the form
We construct the following algorithm for solving (OCP ).
Algorithm 4.1
11
Step
Step 2. At u := u k , solve the system HDS, compute the parameter sensitiv-3 ity functions defined in (26)- (29), the transformed constraint functions 4 defined in (22)- (24), and the related gradients from (30)- (32) and (33), 5 respectively.
6
Step 3. Solve the problem (39
Step 4.
8
Step 4. Set the stepsize
Step 5. Set u k+1 := u k + ι k h k , replace k by k + 1, and goto Step 2.
10
In algorithm 4.1, the parameter ε 0 defines the precision of the conceptual stop-
Step 4 is defined as
where β M is the minimum stepsize.
11
In the kth iteration of Algorithm 4.1, the problem (39) can be numerically 12 solved by the following subprocedure based on the Franke-Wolfe algorithm in 13 Polak (1997).
14 Subprocedure 4.2
15
Step I-1.
16
Step I-2. Compute
with Υ(ξ) := ξ 0 + 1 2δ ξ 2 . Set dξ j :=ζ j −ξ j and goto Step I-3.
18
Step I-3. If (j > 0 and j mod M 1 =0), set j1 :=ζ j −ξ j−M1 and j 1 := j 1 + 1.
If j1 ≤ ε 1 , stop; else goto Step I-4.
20
Step I-4. Compute the stepsize
Setξ j+1 :=ξ j + j · dξ j , replace j by j + 1, and goto Step I-2. 
Numerical results

13
The system HDS and the coupled parametric sensitivity systems need to be 
6.4 6.6 10 2039 1300 1026 360.9 500 5 For ease of calculation, the terminal time of the fermentation is preassigned 5 as 45h. For each τ , the optimal terminal time T * τ can be easily calculated in the 6 numerical simulation of the system HDS. Therefore, only τ needs to be optimized 7 in Algorithm 4.1. According to the growth characteristics of the strain, the total 8 fermentation time is divided into 26 phases. The start time of these phases are 9 0 < 3 < 5 < 6 < 7 < 8 < 9 < 10 < 10.5 < 11 < 12 < 13 < 14 < 15 < 18 < 10 20 < 22 < 24 < 26 < 28 < 30 < 32 < 34 < 36 < 39 < 42. In addition, each 11 phase is divided into several units with the same length dT n = 100 (seconds), 12 n = 1, 2, · · · , 26.
The admissible set of τ , Ω ad ⊂ R 26 + , is given on empirical basis. Algorithm The average iterations of the algorithm required to find the (local) optimal solu- 
11
The state trajectories of the system HDS and the trend of the performance 
Discussions and conclusions
26
In this paper, an optimal control problem for the bioconversion of glycerol 27 to 1,3-PD in fed-batch culture was considered, which is subject to inequality constraints efficiently, we didn't design optimization algorithm in this scheme. reveal that the proposed algorithm can solve the optimal control problem effi-7 ciently, and that the productivity of 1,3-PD can be significantly improved by 8 employing our optimal control strategy. 
