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JANZTEN COEFFICIENTS AND BLOCKS OF CATEGORY Op
WEI XIAO
Abstract. The BGG category O and its generalization Op play essential roles
in representation theory and have led to far-reaching work. Some elementary
problems remain open for several decades, such as the block decomposition of
category Op. In this paper, we solve the problem of blocks by applying the
theory of Jantzen coefficients.
1. Introduction
The category Op [R] is a natural generalization of the well known category
O introduced by Joseph Bernstein, Israel Gelfand and Sergei Gelfand [BGG]. If
two simple modules of Op extend nontrivially, we put them in the same block; this
relation generates an equivalence relation which partitions the simple modules ofOp
into blocks [H3]. The goal of this paper is to completely determine the blocks of Op.
This problem has fundamental importance in the study of category Op and related
topics, such as simplicity criterion of generalized Verma modules [J2, He, HKZ, BX],
homomorphism between generalized Verma modules [Bo, BC, BEJ, BN, L1, L2, M1,
M2, M3, Xi] and representation types of blocks of Op [BN, P2]. The results in this
paper illustrate the inside symmetry of Op which revealed by the theory of Koszul
duality [So, BGS, B].
Let g ⊃ b ⊃ h be a complex semisimple Lie algebra g containing p with a fixed
Borel subalgebra b and a fixed Cartan subalgebra h. The category Op can be
decomposed according to generalized infinitesimal characters:
Op =
⊕
χ
Opχ,
where χ = χλ for some λ ∈ h∗. It suffices to find block decomposition of Opχλ = O
p
λ
(In some paper, the full subcategory Opλ is called a “block” of O
p). If p = b or
λ is regular, the subcategory Opλ is a block [H3]. It was proved by Brundan that
this is also true when the root systems of irreducible components of g is of type A
[Br]. However, there are examples showing that Opλ can further decompose as sum
of more than one block for all the other root systems (see [ES, BN, P1] or examples
in this paper). So the general problem turns out to be quite elusive. Only the two
lower rank cases F4 and G2 was fully worked out using computer programs [P2]
(block is called “linkage class” there) in 2009. Recently, the blocks for semisimple
Lie algebras of type E are given in [HXZ]
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Recall that extensions between simple modules are determined by the leading
coefficients (the µ-function) of Kazhdan-Lusztig polynomials [KL]. However, the
calculation of µ-function is a very difficult open problem. We do not understand it
except for some special cases [Lu, X, LX]. In this paper, we show that the blocks
can also be determined by the Jantzen coefficients [XZ], which come from the well-
known Jantzen filtration [J1, J2] for standard modules. This is the first step towards
a possible solution. The computation of Jantzen coefficents is relatively easy since
the coefficients have many invariant properties [XZ]. They can be used to efficiently
calculate the radical filtration of generalized Verma modules in many cases [HX].
Possible criteria emerge when we accumulated many interesting examples.
More preciously, suppose that g is isomorphic to one of the Lie algebras gl(n,C),
so(2n+1,C), sp(n,C) and so(2n,C) with the root system Φ. Let Φ+ be the positive
system associated with b and ∆ be the corresponding simple system. Let W be the
Weyl group of Φ with length function ℓ(·). Any subset I ⊂ ∆ generates a subsystem
ΦI of Φ and a subgroup WI of W . For λ ∈ h∗, denote by L(λ) a simple module
with highest weight λ − ρ, where ρ is the half sum of positive roots. If λ ∈ h∗ is
integral, let λ be the unique dominant weight in the orbit Wλ. Put
Φλ = {α ∈ ∆ | 〈λ, α〉 = 0}.
There exists J ⊂ ∆ so that ΦJ = Φλ. Suppose that p is the standard parabolic
subalgebra corresponding to I. The simple modules of Opλ can be parameterized
by the set
IW J = {w ∈W | ℓ(xwy) = ℓ(x) + ℓ(w) + ℓ(y) for any x ∈ WI , y ∈WJ},
that is, L(wλ) ∈ Opλ for any w ∈
IW J . In particular, 〈wλ, α〉 > 0 for all α ∈ I.
The category Opλ is fully determined by the triple (Φ,ΦI ,ΦJ ) up to isomorphism
of categories. If g ≃ so(2n,C) for n ≥ 1, then senJ := {senα | α ∈ J} ⊂ ∆. In this
case, set IW J = IW J ⊔ IW senJ .
Main Theorem (Theorem 7.30) Let I, J ⊂ ∆ with IW J 6= ∅. Choose a dominant
integral weight λ so that Φλ = ΦJ .
(1) There exist k ≥ 0 and subalgebras gi (1 ≤ i ≤ k) with simple system ∆i
and Weyl groups Wi such that
IW J ≃ I1W J
1
1 × . . .×
IkW J
k
1
when Φ = Dn with (Φ,ΦI ,ΦJ) being even and
IW J ≃ I
1
W J
1
1 × . . .×
IkW J
k
1
otherwise. Here Ii, J i ⊂ ∆i are determined by I, J . Moreover, the cate-
gories associated with I
i
W J
i
i are pseudo-indecomposable.
(2) L(µ), L(ν) ∈ Opλ are in the same block if and only if L(µ
i), L(νi) are in the
same block for each subcategories. The weights µi, νi ∈ h∗i are determined
by µ, ν, where h∗i is a Cartan subalgebra of gi.
The definitions of even systems and pseudo-indecomposable categories are given
in the paper (see §7.3). A pseudo-indecomposable category contains at most two
blocks depending on our criteria (Corallary 7.29). We also give the number of
blocks in each case (see §7). Here we can see from the main theorem that Opλ has
exactly 2p blocks for some nonnegative integer p ≤ k. If g ≃ gl(n,C), then p = 0.
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This recovers Brundan’s result for type A [Br]. If Φ is of type B, C or D, there
exists Opλ with exactly 2
p blocks for any p ≥ 0 (see Example 4.27).
Now we illustrate our main theorem by examples.
Example 1.1. Let g = gl(7,C) and I = {e1 − e2, e2 − e3, e4 − e5}. Choose a
dominant weight λ = (3, 2, 2, 2, 1, 1, 1). Thus J = {e2− e3, e3− e4, e5− e6, e6− e7}.
The category Opλ contains two simple modules L(µ), L(ν) with
µ = (3, 2, 1 | 2, 1 | 2 | 1) and ν = (3, 2, 1 | 2, 1 | 1 | 2).
Note that I separates each weight into four segments (different segments are divided
by vertical lines). We put entries of µ into a table T (µ) such that each segment are
in the same column and equal entries are in the same row. Similarly we can get
T (ν). Therefore
T (µ) =
3
2 2 2
1 1 1
and T (ν) =
3
2 2 2
1 1 1
,
Note that the bold lines divide the table into four parts. The lower left of each
table is always
2 2
1 1
, while the upper right is always empty. The weights µ1,
ν1 are determined by the upper left, that is, µ1 = (3) = ν1, while µ2, ν2 are
determined by the lower right, that is, µ2 = (2 | 1) and ν2 = (1 | 2). Moreover,
g1 ≃ gl(1,C) and g2 = gl(2,C), while I1 = I2 = J1 = J2 = ∅. It is easy to see that
IW J ≃ I
1
W J
1
1 ×
I2W J
2
1 .
Example 1.2. Let g = so(13,C) and ∆\I = {e4 − e5, e6}. Choose a dominant
weight λ = (2, 1, 1, 1, 0, 0). Thus ∆\J = {e1−e2, e4−e5}. The categoryO
p
λ contains
four simple modules. Choose
µ = (2, 1, 0,−1 | 1, 0 |) and ν = (1, 0,−1,−2 | 0,−1 |).
Here I separates each weight into three segments (including an empty one). We
can construct tables T (µ) and T (ν). Now entries with equal absolute value are in
the same row, while each nonempty segment still possesses a column, that is,
T (µ) =
2
±1 1
0 0
and T (ν) =
−2
±1 −1
0 0
,
Similarly, the lower left is stable and the upper right is empty for each table.
The weights µ1, ν1 also depend on the upper left. Unlike the case of type A, we
have to take the 0-entries from corresponding segments to form µ1 and ν1. Thus
µ1 = (2, 0 |) and ν1 = (0,−2 |). The lower right of the tables yields µ2 = (1, 0 |) and
ν2 = (0,−1 |). For i ∈ {1, 2}, one has gi ≃ so(5,C), Ii = {e1 − e2} and J i = {e2}.
The category associated with I
i
W J
i
i contains two simple modules L(µ
i), L(νi). The
extensions between them are trivial, that is, they are not in the same block. The
main theorem shows that Opλ has four blocks. Moreover, L(µ), L(ν) are not in the
same block.
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Example 1.3. Let g = so(18,C) and ∆\I = {e4−e5, e6−e7}. Choose a dominant
weight λ = (2, 2, 1, 1, 1, 1, 0, 0, 0). Thus ∆\J = {e2 − e3, e6 − e7}. The category O
p
λ
contains four simple modules. Choose
µ = (2, 1, 0,−1 | 1, 0 | 2, 1, 0) and ν = (1, 0,−1,−2 | 0,−1 | 2, 1, 0).
In the sense of Example 1.2, a table is constructed for each weight.
T (µ) =
2 2
1 ±1 1
0 0 0
and T (ν) =
2 −2
1 ±1 −1
0 0 0
.
In order to get a similar partition, we put the third segment (2, 1, 0) of each weight
into the first column of each table. Thus λ1 = (2, 0 | 2, 0) and ν1 = (0,−2 | 2, 0).
For µ2 and ν2, we need to take the lower right and corresponding entries in the
first column (the last segment of each weight). Therefore, µ2 = (1, 0 | 1, 0) and
ν2 = (0,−1 | 1, 0). For i ∈ {1, 2}, one has gi ≃ so(8,C), Ii = {e1−e2, e3±e4} = J i.
The category associated with I
i
W J
i
i contains two simple modules L(µ
i), L(νi) and
Ext1(L(µi), L(νi)) = 0. In view of the main theorem, Opλ contains four blocks.
Moreover, L(µ), L(ν) are not in the same block.
Note that k is always 2 in the previous examples. At last we give an example
with k = 3.
Example 1.4. Let g = so(18,C) and ∆\I = {e5 − e6, e8 ± e9}. Choose λ =
(3, 2, 2, 2, 1, 1, 1, 1,−1). Thus ∆\J = {e1 − e2, e4 − e5, e8 − e9}. The category O
p
λ
contains four simple modules. Choose
µ = (3, 2, 1,−1,−2 | 2, 1,−1 | 1 |) and ν = (2, 1,−1,−2,−3 | 2, 1,−1 | −1 |).
In this case, (Φ,ΦI ,ΦJ) is even (§7.3). We obtain
T (µ) =
3
±2 2
±1 ±1 1
and T (ν) =
−3
±2 2
±1 ±1 −1
.
Here we need to do the partitions twice. One has µ1 = (3), ν1 = (−3), µ2 =
ν2 = (2), µ3 = (1) and ν3 = (−1). Thus gi ≃ so(2,C) ≃ gl(1,C), Φi = Ii = J i = ∅
and I
i
W J
i
i = 1 for i ∈ {1, 2, 3}. Both O
p
λ and O
p
senλ
contain four blocks and L(µ),
L(ν) are not in the same block.
This paper is organized as follows. Some basic notations and definition are given
in section 2. In section 3, we transfer the problem of blocks to the problem of
nonzero Jantzen coefficients. In section 4, we describe some special roots which
makes corresponding Jantzen coefficients to be nonzero. The majority of the paper
(section 5-8) is devoted to provide a complete description of blocks.
2. Notations and definitions
2.1. General notations. Let g ⊃ b ⊃ h be a complexed reductive Lie algebra with
a fixed Borel subalgebra b and a fixed Cartan subalgebra h. Then g = Zg ⊕ [g, g],
where Zg ⊂ h is the center of g and [g, g] is the semisimple part. Denote by Φ ⊂ h∗
the root system of (g, h) with a positive system Φ+ and a simple system ∆ ⊂ Φ+
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corresponding to b. Let gα be the root subspace of g corresponding to α ∈ Φ. Let
ΦI be the subsystem of Φ generated by a subset I ⊂ ∆ with a positive root system
Φ+I := ΦI ∩Φ
+. The Weyl group W (resp. WI) is produced by reflections sα with
α ∈ Φ (resp. α ∈ ΦI). Denote by ℓ(·) the length function on W , which can also be
view as the length function on WI via restriction. The action of W on h
∗ is given
by sαλ = λ − 〈λ, α∨〉α for α ∈ Φ and λ ∈ h∗. Here 〈·, ·〉 is a bilinear form on h∗
induced from a non-degenerate invariant form on g (e.g., §0.2.2 in [W]), which is
the direct sum of the Killing form on [g, g] and any non-degenerate symmetric form
on Z(g). And α∨ := 2α/〈α, α〉 is the coroot of α.
The weight λ ∈ h∗ is called regular (resp. ΦI -regular) if 〈λ, α∨〉 6= 0 for all roots
α ∈ Φ (resp. α ∈ ΦI). Otherwise λ is called sigular (resp. ΦI -singular). We say
λ is integral if 〈λ, α∨〉 ∈ Z for all α ∈ Φ. An integral weight λ ∈ h∗ is dominant
(resp. anti-dominant) if 〈λ, α∨〉 ∈ Z≥0 (resp. 〈λ, α∨〉 ∈ Z≤0) for all α ∈ ∆. When
λ is integral, there exists a unique dominant weight λ in the orbit Wλ such that
λ = wλ for some w ∈ W . Then λ := w0λ is the unique anti-dominant weight in
Wλ, where w0 is the longest element in W . Let wI be the longest element in WI .
Let lI := h⊕
∑
α∈ΦI
gα be the Levi subalgebra and uI :=
⊕
α∈Φ+\Φ+I
gα be the
nilpotent radical corresponding to I. The pI := lI ⊕ uI is a standard parabolic
subalgebra of g. We frequently drop the subscript when I is fixed. Put
Λ+I := {λ ∈ h
∗ | 〈λ, α∨〉 ∈ Z>0 for all α ∈ I}.
Set ρ := 12
∑
α∈Φ+ α. For λ ∈ Λ
+
I , the generalized Verma module is defined by
MI(λ) := U(g)⊗U(pI) F (λ− ρ),
where F (λ−ρ) is a finite dimensional simple lI -modules of highest weight λ−ρ, and
has trivial uI -actions viewed as a pI-module. The generalized Verma moduleMI(λ)
and its simple quotients L(λ) has the same infinitesimal character χλ, where χλ is
an algebra homomorphism from the center Z(g) of U(g) to C so that z ·v = χλ(z)v
for all z ∈ Z(g) and all v ∈ MI(λ). For a fixed p = pI , let Op be the category of
all finitely generated g-modules M , which is finitely semisimple as an l-module and
locally u-finite. ThenMI(λ) are basic objects in the subcategory Op. In particular,
if I = ∅, thenM(λ) :=MI(λ) is the Verma module with highest weight λ−ρ and O
p
is the usual Berstein-Gelfand-Gelfand category O. Let Opχ be the full subcategory
of Op containing modules M on which z − χ(z) acts as locally nilpotent operator
for all z ∈ Z(g). Then we have a decomposition
Op =
⊕
χ
Opχ,
where χ = χλ for some λ ∈ h
∗. We often write Opλ instead of O
p
χ if χ = χλ. In view
of the Harish-Chandra isomorphism, Opλ = O
p
µ for µ ∈ Wλ since χλ = χµ in this
case. Denote by chM the formal character for g-module M of O. The module M
has a composition series with simple quotients isomorphic to some L(λ). Denote
by [M : L(λ)] the multiplicity of L(λ).
For λ ∈ h∗, set
Φλ := {β ∈ Φ | 〈λ, β〉 = 0}.
Thus Φλ is a subsystem of Φ with a positive system Φ
+
λ := Φλ ∩ Φ
+. Define
IW =: {w ∈ W | ℓ(sαw) = ℓ(w) + 1 for all α ∈ I}.
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If λ = wλ is an integral weight contained in Λ+I , then
〈λ, α〉 = 〈wλ, α〉 = 〈λ,w−1α〉 > 0
for α ∈ I yields w−1α ∈ Φ+. It follows that ℓ(sαw) = ℓ(w)+ 1 (see Lemma 1.6 and
Corollary 1.7 in [H2]) and w ∈ IW . Define the set of singular simple roots for λ by
J = {α ∈ ∆ | 〈λ, α〉 = 0}.
Then Φλ = wΦJ ≃ ΦJ and WJ = {w ∈ W | wλ = λ}. With λ = wλ = wsαλ for
all α ∈ J , one has wsα ∈ IW by a similar argument. Put
IW J = {w ∈ IW | ℓ(w) + 1 = ℓ(wsα) and wsα ∈
IW, for all α ∈ J}.
Every integral weight λ ∈ Λ+I can be uniquely written in the form λ = wλ for some
w ∈ IW J . Denote J ′ = −w0J and w′ = wIwwJw0. Then J ′ ⊂ ∆ and w′ ∈ IW J
′
(see [BN]). We get another parametrization of λ:
λ = wλ = wwJλ = wI(wIwwJw0)(w0λ) = wIw
′λ.
Although our parametrization is more convenient in this paper, we will always be
aware of such differences in the cited results.
Since Opλ is determined by the system (Φ,ΦI ,ΦJ ) up to isomorphism of cate-
gories, we will frequently use the notation (Φ,ΦI ,ΦJ) rather than O
p
λ if the corre-
sponding result is independent of the choice of λ.
3. Jantzen filtration and Jantzen coefficients
For the remainder of the paper, we assume that all weights such as λ, µ are
integral.
In this section, we will show that the blocks of Op is determined by the Jantzen
coefficients of generalized Verma modules contained in Op.
3.1. Jantzen filtration. For any λ ∈ Λ+I , we have the following equation (see for
example Proposition 9.6 in [H3]):
(3.1) chMI(λ) =
∑
w∈WI
(−1)ℓ(w) chM(wλ).
The right side of (3.1), which we denoted by θ(λ), is valid for any λ ∈ h∗. Denote
Ψ+λ = {β ∈ Φ
+\ΦI | 〈λ, β
∨〉 ∈ Z>0}.
In the case of category O, there is a remarkable filtration known as Jantzen
filtration (see [J1]) for every Verma module M(λ). It leads to a conceptual proof
of the BGG Theorem and provides information about the composition factors of
M(λ). As pointed out by Humphreys (see Remark 9.17 of [H3]), although there
is no parallel role for “Jantzen filtration” in generalized Verma module, Jantzen
developed such a filtration in [J2]. Indeed, keeping in mind of Lemma 3, Satz 2
and the observation in the Bemerkung before Lemma 4 in [J2], along Jantzen’s line
for Verma modules (see [J1] or [H3]), one can obtain a natural generalization of
Jantzen filtration:
Theorem 3.2 (Jantzen filtration and sum formula for generalized Verma modules).
Let λ ∈ Λ+I , then MI(λ) has a filtration by submodules
MI(λ) =MI(λ)
0 ⊃MI(λ)
1 ⊃MI(λ)
2 ⊃ . . .
with MI(λ)
i = 0 for large i, such that
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(1) Every nonzero quotient MI(λ)
i/MI(λ)
i+1 has a nondegenerate contravari-
ant form.
(2) MI(λ)
1 is the unique maximal submodule of MI(λ).
(3) There is a formula:
(3.3)
∑
i>0
chMI(λ)
i =
∑
β∈Ψ+
λ
θ(sβλ).
Remark 3.4. It was showed in [HX] that Theorem 3.2 also holds for radical filtra-
tion of MI(λ). These two filtrations coincide for regular weight λ ∈ Λ
+
I . It was
conjectured that this is also true for singular weights ([BB, Sh]).
3.2. Jantzen coefficents and blocks of category Op. First we recall the Jantzen
coefficients defined in [XZ]. In view of (3.1), one has θ(wλ) = (−1)ℓ(w)θ(λ) for
w ∈ WI and λ ∈ h∗. Moreover, if λ is ΦI -singular, then θ(λ) = 0. If λ is ΦI -
regular, there exists w ∈ WI with wλ ∈ Λ
+
I . Therefore θ(λ) = (−1)
ℓ(w)θ(wλ) =
(−1)ℓ(w) chMI(wλ). We obtain the following formula.
(3.5)
∑
β∈Ψ+
λ
θ(sβλ) =
∑
ν∈Λ+I
c(λ, ν) chMI(ν),
where c(λ, ν) are called Jantzen coefficients associated with (ΦI ,Φ). These co-
efficients are nonzero for only finitely many ν ∈ Λ+I and can be calculated by a
reduction process (see [XZ], §4). If we put
(3.6) Ψ+λ,µ := {β ∈ Ψ
+
λ | µ = wβsβλ for some wβ ∈ WI},
then c(λ, µ) =
∑
β∈Ψ+
λ,µ
(−1)ℓ(wβ).
For λ, µ ∈ h∗, we write µ ≤ λ if HomO(M(µ),M(λ)) 6= 0. This can be viewed
as the Bruhat ordering on h∗ (see [ES], §2). In particular, if λ, µ ∈ Λ+I and
Ext1Op(L(µ), L(λ)) 6= 0, then either µ < λ or λ < µ.
Definition 3.7. Fix I ⊂ ∆. Let λ, µ ∈ Λ+I . If c(λ, µ) 6= 0, we write λ ≻ µ. In
general, write λ  µ if there exist λ1, . . . , λk ∈ Λ+I (k ≥ 0) so that
λ = λ0 ≻ λ1 ≻ . . . ≻ λk = µ.
This induces another ordering on Λ+I . In particular, if λ ≻ µ and there exists no
λ > ν > µ with λ ≻ ν ≻ µ, we say λ is adjacent to µ.
Lemma 3.8. Let λ, µ ∈ Λ+I . If [MI(λ), L(µ)] > 0, then λ  µ. Conversely, if λ is
adjacent to µ, then [MI(λ), L(µ)] > 0.
Proof. Assume that [MI(λ), L(µ)] > 0 and µ < λ (the case λ = µ is trivial). In
view of (3.3) and (3.5), one has
(3.9)
∑
i>0
[MI(λ)
i : L(µ)] =
∑
ν∈Λ+
I
c(λ, ν)[MI(ν) : L(µ)].
The left side of (3.9) is nonzero. If c(λ, µ) 6= 0, we already get λ ≻ µ. If c(λ, µ) = 0,
there exists λ > λ1 > µ such that c(λ, λ1)[MI(λ
1) : L(µ)] 6= 0. This yields λ ≻ λ1
and [MI(λ
1) : L(µ)] 6= 0. It suffices to consider the case λ1 6≻ µ, then, c(λ1, µ) = 0.
With λ replaced by λ1 in the previous argument, there exists λ1 ≻ λ2 > µ so that
c(λ1, λ2)[MI(λ
2) : L(µ)] 6= 0. Since the set Wλ containing λi is a finite set, we can
eventually get λ ≻ λ1 ≻ . . . ≻ λk−1 ≻ µ in this fashion.
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Conversely, assume that λ is adjacent to µ. Then c(λ, µ) 6= 0 by definition. If
c(λ, ν)[MI(ν) : L(µ)] 6= 0 for some ν ∈ Λ
+
I , the argument of the first part shows that
λ ≻ ν  µ. The adjacent condition implies ν = λ. Thus c(λ, ν)[MI(ν) : L(µ)] = 0
unless ν = µ. We get
(3.10)
∑
i>0
[MI(λ)
i : L(µ)] = c(λ, µ) 6= 0,
by applying (3.9). Hence [MI(λ) : L(µ)] > 0. 
Definition 3.11. Fix I ⊂ ∆. For λ, µ ∈ Λ+I , we say λ, µ are connected by Jantzen
coefficients if λ = µ or there exist λ = λ0, λ1, . . . , λr = µ ∈ Λ+I such that
c(λi−1, λi) 6= 0 or c(λi, λi−1) 6= 0.
for all 1 ≤ i ≤ r.
Definition 3.12. Fix I ⊂ ∆. For λ, µ ∈ Λ+I , write λ↔ µ if Ext
1
Op(L(µ), L(λ)) 6= 0.
In general, write λ↔ µ if λ = µ or there exist λ0, λ1, . . . , λr ∈ Λ+I such that
λ = λ0 ↔ λ1 ↔ . . .↔ λr = µ,
we say λ, µ ∈ Λ+I are Ext
1-connected relative to (ΦI ,Φ).
For convenience, if λ ↔ µ relative to (ΦI ,Φ), we write w1λ ↔ w2µ for any
w1, w2 ∈WI .
The definition gives an equivalence relation on all the ΦI -regular weights such
that each WI orbit is contained in one equivalence class. The following result is
well known.
Lemma 3.13. Let λ, µ ∈ Λ+I with µ < λ. If Ext
1
Op(L(µ), L(λ)) 6= 0, then
[MI(λ), L(µ)] > 0. Conversely, if [MI(λ), L(µ)] > 0, then λ↔ µ.
Lemma 3.8 implies the following result.
Proposition 3.14. Fix I ⊂ ∆. Let λ, µ ∈ Λ+I . Then λ, µ are Ext
1-connected if
and only if λ, µ are connected by Jantzen coefficients.
Proof. First assume that λ↔ µ. By Definition 3.11, it suffices to consider the case
Ext1Op(L(µ), L(λ)) 6= 0 with µ < λ. In view of Lemma 3.13, we have [MI(λ), L(µ)] >
0. Lemma 3.8 yields λ ≻ µ. Thus λ, µ are connected by Jantzen coefficients.
Conversely, suppose that c(λ, µ) 6= 0. By definition 3.7, we can further assume
that λ, µ are adjacent. Then Lemma 3.8 yields [MI(λ), µ] > 0, while this implies
λ↔ µ by Lemma 3.13. 
Remark 3.15. Recall that the extensions between simple modules are determined by
the leading coefficients (so called the µ-function) of Kazhdan-Lusztig polynomials
[KL, V]. The calculation of µ-function is very difficult, while the computation of
Jantzen coefficients are relative easy [XZ]. So Proposition 3.14 largely simplifies
the problem of blocks for category Op.
Lemma 3.16. If c(λ, µ) 6= 0 for λ, µ ∈ λ+I , there exists β ∈ Ψ
+
λ and w ∈ WI so
that µ = wsβλ. Moreover, λ↔ µ.
Proof. The second statement follows from Proposition 3.14. For the first one, note
that c(λ, µ) =
∑
β∈Ψ+
λ,µ
(−1)ℓ(wβ) 6= 0 in view of (3.6). So Ψ+λ,µ is not empty. Choose
any β ∈ Ψ+λ,µ and set w = wβ . We get µ = wsβλ. 
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Lemma 3.17. Let I, J ⊂ ∆. Suppose that λ (resp. µ) is a dominant weight with
Φλ = ΦJ (resp. Φµ = ΦI). Choose x,w ∈ IW J . Then xλ ↔ wλ (relative to
(ΦI ,Φ)) if and only if x
−1µ↔ w−1µ (relative to (ΦJ ,Φ)).
Proof. This follows immediately from Lemma 3.16 and the dual invariance of Jantzen
coefficients (see Lemma 4.17 in [XZ]). 
Lemma 3.18. Let I, J ⊂ ∆. Suppose that ΦI and ΦJ are W -conjugate, choose
w ∈ W so that Φ+J = wΦ
+
I . Let λ, µ ∈ Λ
+
I . Then λ↔ µ (relative to (ΦI ,Φ)) if and
only if wλ↔ wµ (relative to (ΦJ ,Φ)).
Proof. This is an easy consequence of Lemma 3.16 and the conjugate invariance of
Jantzen coefficients (see Lemma 4.18 in [XZ]). 
4. Linked roots
From now on in this paper, g is always one of the classical Lie algebras gl(n,C),
so(2n+1,C), sp(n,C) and so(2n,C). Thus rankg = dim h = n and Φ = An−1, Bn,
Cn or Dn. The roots of Φ and weights of h
∗ can be realized as vectors of Cn ([H1],
§12.1). With Proposition 3.14, we can study the problem of blocks for classical
Lie algebras by taking advantage of the theory of Jantzen coefficients developed in
[XZ].
4.1. Linked roots and the reduction process. Inspired by Lemma 3.16, we
give the following definition.
Definition 4.1. Suppose λ, µ ∈ Λ+I . If c(λ, µ) 6= 0 and µ = wsβλ for some w ∈ WI
and β ∈ Ψ+λ , we say β is a linked root from λ to µ or λ, µ are linked by β (relative to
(ΦI ,Φ)). In this situation, we will also say wβ is a linked root from µ to λ (keeping
in mind that λ = w−1swβµ).
In general, if β is linked root from λ to µ with µ = wsβλ for w ∈ WI , we say
w1β is a linked root from w1λ to w2µ for any w1, w2 ∈ WI , keeping in mind that
w2µ = (w2ww
−1
1 )sw1β(w1λ).
Remark 4.2. If c(λ, µ) 6= 0, the definition means every β ∈ Ψλ,µ is a linked root
from λ to µ.
In view of Proposition 3.14 and Lemma 3.16, the following lemma is an immediate
consequence of the definition.
Lemma 4.3. Let λ, µ be two ΦI-regular weight. Then λ↔ µ if and only if we can
find λ = λ0, λ1, · · · , λr = µ with linked roots βi from λi−1 to λi for 1 ≤ i ≤ r.
Example 4.4. Let g = so(7,C). Then Φ = B3. Using the standard parametriza-
tion ([H1]), Choose I = J = {e1 − e2, e3}. Let λ = (1, 0, 1) and µ = (0,−1, 1).
Then Ψ+λ,µ = {e1, e1+ e2, e1+ e3} and c(λ, µ) = 1. So λ, µ are linked by three roots
e1, e1 + e2, e1 + e3.
Now let g = so(5,C) and Φ = B2. Choose I = {e2} and J = {e1 − e2}. Let
λ = (1, 1) and µ = (−1, 1). Then Ψ+λ,µ = {e1, e1 + e2} and c(λ, µ) = 0. Thus λ, µ
are not linked.
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If Φ = Dn (n ≥ 4), en−1 − en 6∈ I and en−1 + en ∈ I, we say I is not standard ;
otherwise I is standard. The notation get more complicated when I is not standard.
Normally we send a nonstandard I to a standard one by the isomorphism
(4.5) ϕ : h∗ → h∗ with ϕ(λ) = senλ.
It interchanges en−1 ± en and fixes the others.
Remark 4.6. Because of the category equivalence between OpIλ and O
pϕ(I)
ϕ(λ) , the
results for (Φ,ΦI ,ΦJ) work equally well for (Φ,Φϕ(I),Φϕ(J)). We only need to
consider the standard I in most cases. However, even when I is standard, it is
possible that J is not standard. One should be aware of this since some of our
arguments depend on the dual relations between (Φ,ΦI ,ΦJ) and (Φ,ΦJ ,ΦI).
We need more notations to describe all the linked roots. Suppose that ∆\I =
{αq1 , . . . , αqm−1} with 1 ≤ q1 < . . . < qm−1 ≤ n (qm−1 < n for Φ = An−1).
Set q0 = 0 and qm = n + 1. If I is standard or s < m − 1, let Is = {αi ∈
I | qs−1 < i < qs}. If I is not standard, then qm−1 = n − 1. In this case, set
Im−1 = {αi ∈ I | qm−2 < i < qm−1} ∪ {αn} and Im = ∅. We have
ΦI =
m⊔
s=1
ΦIs .
Put ns = |Is|+ 1 for 1 ≤ s < m and nm = |Im|. In particular, nm 6= 1 for Φ = Dn.
If I is standard, then ns = qs−qs−1 for 1 ≤ s < m and nm = n−qm−1. Any vector
λ ∈ h∗ can be divided into m segments (λqs−1+1, . . . , λqs−1+ns) for 1 ≤ s ≤ m. If
λ ∈ Λ+I , one has
(4.7) λqs−1+1 > λqs−1+2 > . . . > λqs−1+ns
for 1 ≤ s < m or Φ = An−1 and
(4.8) λqm−1+1 > λqm−1+2 > . . . > λn > 0
for Φ = Bn, Cn with qm−1 < n and
(4.9) λqm−1+1 > λqm−1+2 > . . . > λn−1 > |λn|
for Φ = Dn with qm−1 < n− 1. The following result is evident.
Lemma 4.10. Let I ⊂ ∆ be standard. Then λ ∈ h∗ is ΦI-regular if and only if the
following conditions are satisfied:
(1) λi 6= λj for qs−1 < i < j ≤ qs when s < m or Φ = An−1;
(2) |λi| 6= |λj | for qm−1 < i < j ≤ n and |λi| 6= 0 for qm−1 < i ≤ n when
Φ = Bn or Cn;
(3) |λi| 6= |λj | for qm−1 < i < j ≤ n when Φ = Dn.
Let λ be a ΦI -regular weight with Φλ = ΦJ . Write ∆\J = {αq1 , . . . , αqm−1}
for 1 ≤ q1 < . . . < qm−1 ≤ n. Put q0 = 0 and qm = n + 1. If J is standard
or s < m − 1, let Js = {αi ∈ J | qs−1 < i < qs}. If J is not standard, let
Jm−1 = {αi ∈ I | qm−2 < i < n− 1} ∪ {αn} and Jm = ∅. So
ΦJ =
m⊔
s=1
ΦJs .
Set as = λqs and for 1 ≤ s < m and am = 0. Then a1 > . . . > am−1 ≥ am = 0. Let
A = {a1, a2, . . . , am−1, am}.
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We also set ns = |Js|+ 1 for 1 ≤ s < m and nm = |Jm|.
Remark 4.11. One might have am−1 = 0 = am for some very special categories
Opλ (Φ = Dn, qm−2 = n − 1 and qm−1 = n). This will cause some problems on
notation. Fortunately, any of these categories is isomorphic to some other category
corresponding to (Φ,ΦI ,ΦJ) with am−1 > 0 (see Remark 7.3 in [XZ]).
For convenience, we will always assume that am−1 > 0 in this paper.
If Φ = An, we set
nλs (a) = |{qs−1 < i ≤ qs | λi = a}|,
for any a ∈ A and 1 ≤ s ≤ m. If Φ 6= An and I is standard, we set
(4.12) nλs (a) = |{qs−1 < i ≤ qs | λi = a or − a}|.
If I is not standard, the definition of nλs (a) is the same as (4.12) except that
nλm−1(a) = |{qm−2 < i ≤ n | λi = a or −a}| and n
λ
m(a) = 0. In particular, n
λ
s (a) is
invariant under the map ϕ(·) when Φ = Dn. In view of Lemma 4.10, the following
results are evident.
Lemma 4.13. Let I, J ⊂ ∆ and λ be a ΦI-regular weight with Φλ = ΦJ . Then
(i) nwλs (at) = n
λ
s (at) for 1 ≤ s ≤ m, 1 ≤ t ≤ m and w ∈ WI ;
(ii) ns =
∑m
t=1 n
λ
s (at) for 1 ≤ s ≤ m;
(iii) nt =
∑m
s=1 n
λ
s (at) for 1 ≤ t ≤ m;
(iv) If Φ = An−1 or s = m or a = 0, then n
λ
s (a) ≤ 1, while n
λ
m(0) = 0 for
Φ = Bn, Cn. In general n
λ
s (a) ≤ 2.
Fix a ∈ A and 1 ≤ s ≤ m. We say nλs (a) is maximal if
(4.14) nλs (a) = max{n
µ
s (a) | µ is ΦI -regular}.
Then Lemma 4.13(iv) shows that the maximal value must be 0, 1 or 2. The following
proposition is an easy consequence of Theorem 7.27 in [XZ].
Proposition 4.15. Choose λ ∈ Λ+I and β ∈ Ψ
+
λ so that sβλ is ΦI-regular. Then
β is a linked root from λ to sβλ except the following cases:
(1) Φ = Bn (resp. Cn), n
λ
s (a) = 1, n
λ
s (0) + n
λ
m(a) = 1 for 1 ≤ s < m and
0 < a ∈ A. Moreover, β satisfies one of the following conditions:
(1a) β = ei (resp. 2ei) or ei+ej for qs−1 < i < j ≤ qs with λi = a > 0 = λj.
(1b) β = ei (resp. 2ei) or ei + ej for qs−1 < i ≤ qs ≤ qm−1 < j ≤ n with
λi = λj = a.
(2) Φ = Dn, n
λ
s (a) = n
λ
m(a) = 1 and n
λ
s (0) = n
λ
m(0) = 1 for 1 ≤ s < m and
0 < a ∈ A. Moreover, β = ei + ej or ei + ek for qs−1 < i < j ≤ qs ≤
qm−1 < k < n with λi = λk = a and λj = λn = 0.
Remark 4.16. Assume that λ is ΦI -regular and 〈λ, β∨〉 > 0 for some β ∈ Φ+\ΦI .
There exists w ∈ WI so that wλ ∈ Λ
+
I and wβ ∈ Ψ
+
wλ. We can obtain linked roots
for ΦI -regular weights by applying Proposition 4.15. Moreover, if β is a linked root
from λ to sβλ, it is also a linked root from sβλ to λ. These observations give us
the following generalization.
Proposition 4.17. Choose β ∈ Φ+\ΦI . Suppose that λ, sβλ are distinct ΦI-regular
weights. Then β is a linked root from λ to sβλ except the following cases:
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(1) Φ = Bn (resp. Cn), n
λ
s (a) = 1, n
λ
s (0) + n
λ
m(a) = 1 for 1 ≤ s < m and
0 < a ∈ A. Moreover, β satisfies one of the following conditions:
(1a) β = ei (resp. 2ei) or ei+ej for qs−1 < i, j ≤ qs with |λi| = a > 0 = λj.
(1b) β = ei (resp. 2ei) or ei + ej for qs−1 < i ≤ qs ≤ qm−1 < j ≤ n with
λi = λj = ±a.
(1c) β = ei (resp. 2ei) or ei − ej for qs−1 < i ≤ qs ≤ qm−1 < j ≤ n with
λi = −λj = ±a.
(2) Φ = Dn, n
λ
s (a) = n
λ
m(a) = 1 and n
λ
s (0) = n
λ
m(0) = 1 for 1 ≤ s < m and
0 < a ∈ A. Moreover, β satisfies one of the following conditions:
(2a) β = ei + ej or ei + ek for qs−1 < i, j ≤ qs ≤ qm−1 < k, l ≤ n with
λi = λk = ±a and λj = λl = 0.
(2b) β = ei + ej or ei − ek for qs−1 < i, j ≤ qs ≤ qm−1 < k, l ≤ n with
λi = −λk = ±a and λj = λl = 0.
4.2. Criteria of connectedness. In this subsection, we will give several con-
nectedness criterion based on the previous results about linked roots. Although
Proposition 4.17 is fairly complete, it may not be so convenient to use it to verify
all the linked roots. So we give the following sufficient condition.
Lemma 4.18. Let Φ = Bn, Cn or Dn and I be standard. Assume that β = ei±ej ∈
Φ for qs−1 < i ≤ qs and qt−1 < j ≤ qt. Suppose that λ, sβλ are different ΦI-regular
weights. They are linked by β when one of the following conditions holds:
(1) s 6= t and |λi| 6= |λj |;
(2) s 6= t, s, t < m and |λi| = |λj |;
(3) s = t, |λi|, |λj | > 0 and |λi| 6= |λj |.
Proof. If β ∈ ΦI , there is nothing to prove. If β ∈ Φ\ΦI , the corollary is an
immediate consequence of Proposition 4.17. 
If λ, sβλ are ΦI -regular, Proposition 4.17 shows that they are linked except some
very special cases. The following example shows that even two weights are not liked,
it is still possible that they are connected. Because they might be connected by a
chain of linked roots.
Example 4.19. Let Φ = B3 and I = {e1− e2}. Suppose that λ = (1, 0 | 2). Then
se1λ = (−1, 0 | 2). Note that the vertical lines separate different segment of the
weights. In view of Proposition 4.17, λ and se1λ are not linked. However, we still
have λ↔ se1λ since
λ = (1, 0 | 2)
e1−e3
←−−→ (2, 0 | 1)
e2−e3
←−−→ (2, 1 | 0)
e2+e3
←−−→ (2, 0 | −1)
e1−e3
←−−→ (−1, 0 | 2) = se1λ.
In view of Prop 4.17, the roots marked on arrows are linked roots of corresponding
weights.
Inspired by the above example, we present two more criteria of connectedness.
Lemma 4.20. Let Φ = Bn, Cn or Dn and I be standard. Let λ be a ΦI-regular
weight. Denote a = |λi| for 1 ≤ i ≤ n. There is 1 ≤ s ≤ m such that qs−1 < i ≤ qs.
Assume that a 6= 0. Then λ↔ seiλ when all the following conditions hold:
(1) nλs (a) = 1;
(2) nλs (0) + n
λ
t (0) = 1;
(3) 1 ≤ nλt (0) + n
λ
t (a) ≤ 2;
for some 1 ≤ t ≤ m.
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Proof. Obviously (2) yields t 6= s. First assume that nλs (0) = 1. Then n
λ
t (0) = 0
by (2) and 1 ≤ nλt (a) ≤ 2 by (3). There are qs−1 < j ≤ qs with λj = 0 and
qt−1 < k ≤ qt with |λk| = a. In view of Lemma 4.10, if s, t < m, there exists
β ∈ {ej ± ek} so that sβλ is ΦI -regular (β = ej + ek when λk = λi and β = ej − ek
when λk = −λi, one always have (sβλ)j = −λi = −(sβλ)i). Let γ 6= β be the other
root contained in {ej ± ek}. Set µ = sei−ejsβλ. If β = ej + ek, then γ = ej − ek.
One has µi = (sβλ)j = −λk = −λi, µj = (sβλ)i = λi = λk, µk = (sβλ)k = 0 and
µl = λl for l 6= i, j, k. Therefore
λ↔ sβλ↔ sei−ejsβλ↔ sγsei−ejsβλ = seiλ,
keeping in mind of Lemma 4.18(i) and ei− ej ∈ ΦI . If λi = a, we can illustrate the
transformation of entries involved here (the case λi = −a is similar):
(4.21) (λi, λj | λk) = (a, 0 | a)
ej+ek
←−−→ (a,−a | 0)
ei−ej
←−−→ (−a, a | 0)
ej−ek
←−−→ (−a, 0 | a).
In a similar spirit, we can obtain λ ↔ seiλ when β = ej − ek. If s < t = m and
Φ = Dn, the argument is similar to the case s, t < m. If s < t = m and Φ = Bn
(resp. Cn), ν = sek±ejλ are not ΦI -regular (since νk = 0 and n
ν
m(0) = 1, contradicts
Lemma 4.13). Fortunately, now ei (resp. 2ei) is a linked root from λ to seiλ by
Proposition 4.17 (with nλs (0)+n
λ
m(a) = 2). If s = m, then λ↔ sei−ejsei+ejλ = seiλ
since ei ± ej ∈ ΦIm ⊂ ΦI .
Next assume that nλs (0) = 0. Then n
λ
t (0) = 1 by (2) and n
λ
t (a) ≤ 1 by (3).
There exists qt−1 < j ≤ qt with λj = 0. If s, t < m, we can choose β ∈ {ei ± ej}
such that sβλ is ΦI -regular. Let γ 6= β be the other root of {ei ± ej}. We obtain
λ ↔ sβλ ↔ sγsβλ = seiλ by Lemma 4.18. If s = m and Φ = Dn, the proof is
similar. If s = m and Φ = Bn (resp. Cn), we still get λ ↔ seiλ since ei ∈ ΦI
(2ei ∈ ΦI). If t = m, we get ej ∈ ΦI (resp. 2ej ∈ ΦI) for Φ = Bn (resp. Cn)
and thus λj 6= 0, a contradiction. This forces Φ = Dn. In this case, if nλm(a) = 0,
then λ ↔ sei−ejsei+ejλ = seiλ. If n
λ
m(a) = 1, there exists qm−1 < k ≤ n with
|λk| = a. If λk = λi, then λ ↔ sek+ejsek−ejsei+ekλ = seiλ by Proposition 4.17
and ek ± ej ∈ ΦI . If λk = −λi, then λ ↔ sek+ejsek−ejsei−ekλ = seiλ by a similar
argument. 
Remark 4.22. The formula (4.21) helps us to understand the corresponding argu-
ment more clearly. It could be very useful if one keeps this kind of formula in mind
while going through a similar argument.
Lemma 4.23. Let Φ = Bn, Cn or Dn and I be standard. Denote a = |λi| and
b = |λj | for 1 ≤ i, j ≤ qm−1. There exist 1 ≤ s, t < m such that qs−1 < i ≤ qs
and qt−1 < j ≤ qt. Assume that ab 6= 0. Then λ ↔ seisejλ when the following
conditions hold:
(1) nλs (a) = n
λ
t (b) = 1;
(2) nλs (b) ≤ 1 or n
λ
t (a) ≥ 1;
(3) nλs (b) ≥ 1 or n
λ
t (a) ≤ 1.
Proof. If i = j, there is nothing to prove. So we can assume that i 6= j. If a = b, then
s 6= t by (1)(note that i 6= j). So sei±ejλ = λ, seisejλ are ΦI -regular (see Lemma
4.10) and λ ↔ sei±ejλ by Lemma 4.18(2). If s = t, then a 6= b by (1), which also
implies that sei+ejλ is ΦI -regular. Thus λ ↔ sei+ejλ ↔ sei−ejsei+ejλ = seisejλ
by Lemma 4.18(3) and ei − ej ∈ ΦI . From now on assume that a 6= b and s 6= t.
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Obviously, seisejλ is ΦI -regular in view of (1). By symmetry, we can also assume
that nλs (b) ≥ n
λ
t (a).
If nλs (b) = 0, then n
λ
t (a) = 0. It is easy to verify that sei+ejλ is ΦI -regular. In
view of Lemma 4.18, ei+ ej is a linked root from λ and ei− ej is a linked root from
sei+ejλ. It follows that
λ↔ sei+ejλ↔ sei−ejsei+ejλ = seisejλ.
If nλs (b) = 1, then n
λ
t (a) = 0 or 1. There exists qs−1 < k ≤ qs with |λk| = b.
Moreover, sek±ejλ = λ, seksejλ are ΦI -regular, so are sei+eksek±ejλ. If λk = λi,
then
λ↔ sek+ejλ↔ sei+eksek+ejλ↔ sei−eksei+eksek+ejλ = seisejλ
by Lemma 4.18 and ei − ek ∈ ΦI . If λk = −λi, then
λ↔ sek−ejλ↔ sei+eksek−ejλ↔ sei−eksei+eksek−ejλ = seisejλ.
If nλs (b) = 2, then n
λ
t (a) ≥ 1 by (2). First assume that n
λ
t (a) = 1, there is
qt−1 ≤ k ≤ qt with |λk| = a. We can get
λ↔ sei+ekλ↔ sek+ejsei+ekλ↔ sek−ejsek+ejsei+ekλ = seisejλ
for λk = λi and
λ↔ sei−ekλ↔ sek+ejsei−ekλ↔ sek−ejsek+ejsei−ekλ = seisejλ
for λk = −λi by a similar argument.
Now suppose that nλs (b) = n
λ
t (a) = 2. There exist qs−1 < k, l ≤ qs and qt−1 <
p, r ≤ qt with λk = b, λl = −b, λp = a and λr = −a. If λi = a and λj = b, then both
sel−erλ and sei+ejsel−erλ are ΦI -regular. With Lemma 4.18 and ej−er, ei−el ∈ ΦI ,
one has
λ↔ sel−erλ↔ sei+ejsel−erλ↔ sej−ersei−elsei+ejsel−erλ = seisejλ.
To make the argument more clear, we give entries involved here:
(λi, λk, λl | λp, λr, λj) =(a, b,−b | a,−a, b)
el−er
←−−→ (a, b,−a | a,−b, b)
ei+ej
←−−→(−b, b,−a | a,−b,−a)
ei−el
←−−→ (−a, b,−b | a,−b,−a)
ej−er
←−−→(−a, b,−b | a,−a,−b) = (−λi, λk, λl | λp, λr,−λj).

Some other cases are covered by following useful result.
Lemma 4.24. Let Φ = Bn, Cn or Dn and I be standard. Let λ be a ΦI-regular
weight. Choose 1 ≤ s, t ≤ m and 0 ≤ a, b ∈ A with s 6= t and a 6= b. Suppose that
(i) Both nλs (a) and n
λ
t (b) are nonzero;
(ii) Both nλs (b) and n
λ
t (a) are not maximal;
(iii) nλs (a) + n
λ
t (b) > n
λ
s (b) + n
λ
t (a).
There exists β = ei ± ej ∈ Φ so that the following conditions hold:
(1) |λi| = a, |λj |=b with qs−1 < i ≤ qs and qt−1 < j ≤ qt.
(2) µ = sβλ is ΦI-regular and β is a linked root from λ to µ;
(3) nµs (a) = n
λ
s (a)− 1, n
µ
s (b) = n
λ
s (b) + 1 and n
µ
s (c) = n
λ
s (c) for c 6= a, b.
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Proof. If (1) holds and sβλ is ΦI -regular, then β is a linked root by Lemma 4.18
and (3) follows from (1). With (i), we can find qs−1 < i ≤ qs and qt−1 < j ≤ qt
such that |λi| = a and |λj | = b.
Keeping in mind of Lemma 4.10, if nλs (b) = n
λ
t (a) = 0, then both sei+ejλ and
sei−ejλ are ΦI -regular. Choose β = ei + ej . If n
λ
s (b) = 0 and n
λ
t (a) = 1, then (ii)
implies t < m and a > 0 (see Lemma 4.13). There exists qt−1 < k ≤ qt such that
|λk| = a. We choose β = ei + ej when λk = λi and β = ei − ej when λk = −λi.
Since nλs (b) = 0 is not maximal, Lemma 4.10 implies that sβλ is ΦI -regular. If
nλs (b) = 1 and n
λ
t (a) = 0, the argument the similar. If n
λ
s (b) = n
λ
t (a) = 1, then
(ii) implies s, t < m and a, b > 0. We can find qs−1 < k ≤ qs and qt−1 < l ≤ qt so
that |λk| = b and |λl| = a. It follows from (iii) that nλs (a) = 2 or n
λ
t (b) = 2. By
symmetry, it suffices to consider the case nλs (a) = 2. There exists qs−1 < r ≤ qs
with λr = −λi. If λi = λl and λj = λk, choose β = ei + ej . If λi = −λl and
λj = −λk, choose β = ei − ej . If λi = λl and λj = −λk, choose β = er − ej and
interchange the index r with i (note that |λr| = |λi| = a). If λi = −λl and λj = λk,
choose β = er + ej and interchange r with i. In either case, sβλ is ΦI -regular. 
Example 4.25. The above lemma will be applied in our main results. The
condition (iii) may seem odd at first sight. It is used to rule out the follow-
ing counterexample. Suppose that Φ = D4 and I = {e1 − e2, e3 − e4}. Let
λ = (2, 1 | 2,−1). Then λ ∈ Λ+I . With (s, t) = (1, 2) and (a, b) = (2, 1), we
get nλs (a) = n
λ
s (b) = n
λ
t (a) = n
λ
t (b) = 1. The conditions (i) and (ii) in the above
lemma are satisfied, while (iii) is failed. In this case, we can not find β ∈ Φ such
that (1)-(3) hold.
Remark 4.26. In view of Proposition 4.17, it is expected that the subcategory Opλ
or the system (Φ,ΦI ,ΦJ) for classical Lie algebras contains only one block in most
cases. One might wonder what kind of system contains more blocks. How many
blocks could it have? Is there an upper limit for the number of blocks? For classical
Lie algebras, there are many examples of systems having two blocks [ES, P1]. Platt
[P1] also described a system containing four blocks (which he called linkage classes
there). Now we are going to give a general construction in the following example.
Example 4.27. First, let Φ = B2 and I = {e1 − e2} = ∆\{α2}. Let λ = (1, 0)
with J = {e2}. Then IW Jλ = Wλ ∩ Λ
+
I contains two weights λ
1 = (1, 0) and
λ2 = (0,−1). By Theorem 7.5 in [XZ] or Jantzen’s simplicity criteria [J2], the
generalized Verma modulesMI(λ
1) andMI(λ
2) are simple. Thus the category OpIλ
is semisimple and has two blocks.
Next, let Φ = B6 and I = {e1 − e2, e3 − e4, e4 − e5, e5 − e6} = ∆\{α2, α6}, that
is, q1 = 2 and q2 = 6. So m = 3. It follows that n1 = 2, n2 = 4 and n3 = 0.
Let λ = (2, 1, 1, 1, 0, 0). Then Φλ = ΦJ , where J = {e2 − e3, e3 − e4, e5 − e6, e6} =
∆\{α1, α4}. If µ ∈ IW Jλ =Wλ∩Λ
+
I , it can be verified that µ must be one of the
following four weights
λ1 =(1, 0 | 2, 1, 0,−1), λ3 = (0,−1 | 2, 1, 0,−1)
λ2 =(1, 0 | 1, 0,−1,−2), λ4 = (0,−1 | 1, 0,−1,−2)
All the generalized Verma modules MI(λ
l) (1 ≤ l ≤ 4) are simple (in view of
[XZ, J2]). The category OpIλ is also semisimple and has four blocks.
Then let Φ = B12, I = ∆\{α2, α6, α12} and J = ∆\{α1, α4, α9}. Choose λ =
(3, 2, 2, 2, 1, 1, 1, 1, 1, 0, 0, 0). Then OpIλ has eight blocks, each of which contains
16 WEI XIAO
exactly a (simple) generalized Verma modules MI(λ
l) (1 ≤ l ≤ 8), where
λ1 = (1, 0 | 2, 1, 0,−1 | 3, 2, 1, 0,−1,−2),
λ2 = (1, 0 | 2, 1, 0,−1 | 2, 1, 0,−1,−2,−3),
λ3 = (1, 0 | 1, 0,−1,−2 | 3, 2, 1, 0,−1,−2),
λ4 = (1, 0 | 1, 0,−1,−2 | 2, 1, 0,−1,−2,−3),
λ5 = (0,−1 | 2, 1, 0,−1 | 3, 2, 1, 0,−1,−2),
λ6 = (0,−1 | 2, 1, 0,−1 | 2, 1, 0,−1,−2,−3),
λ7 = (0,−1 | 1, 0,−1,−2 | 3, 2, 1, 0,−1,−2),
λ8 = (0,−1 | 1, 0,−1,−2 | 2, 1, 0,−1,−2,−3).
In general, let Φ = Bn with n = k(k + 1) for k ∈ Z>0. Choose I = ∆\{αi(i+1) |
1 ≤ i ≤ k} and J = ∆\{αi2 | 1 ≤ i ≤ k}. Define a weight λ such that λ(i−1)2+j =
k+1− i, where 1 ≤ j ≤ 2i−1 for 1 ≤ i ≤ k and λk2+j = 0 for 1 ≤ j ≤ k. Then λ is
a dominant weight with Φλ = ΦJ . The set
IW Jλ = Wλ ∩ Λ+I contains weights λ
l
(1 ≤ l ≤ 2k). If l = 1+
∑k
i=1 ǫi2
k−i with ǫi ∈ {0, 1}, then λli(i−1)+j = i+1− j− ǫi,
where 1 ≤ j ≤ 2i for 1 ≤ i ≤ k. It can be checked that every generalized Verma
module MI(λ
l) is simple. The category OpIλ is semisimple and has 2
k blocks. Each
block contains a unique simple module (also a generalized Verma module).
5. separable weights and separable systems
It can be found in many examples that the connectedness between λ and seiλ
and seisejλ is a crucial point for the number of blocks. In this section, we will given
criterion for the connectedness of these weights.
5.1. separable pairs. For a better understanding of the previous examples, we
put entries of any ΦI -regular weight λ into a table T (λ) as follows. If |λi| = at ∈ A
for qs−1 < i ≤ qs−1 + ns and 1 ≤ t ≤ m, then put λi in the sth column and the
tth row. Thus the table has m or m − 1 (when nm = 0) columns and m or m− 1
(when nm = 0) rows.
Now consider the case Φ = B6 in Example 4.25. The tables corresponding to λ
i
(1 ≤ i ≤ 4) are
T (λ1) =
2
1 ±1
0 0
, T (λ2) =
−2
1 ±1
0 0
, T (λ3) =
2
−1 ±1
0 0
, T (λ4) =
−2
−1 ±1
0 0
.
Table 1. Weights of the system (B6, A1 ×A3, A2 ×B2)
Observe that the lower right of each table is always
±1
0
. Moreover, the first
column and the second column never “interfere” each other in all these tables.
Inspired by this example and many others, we give the following definitions.
Definition 5.1. Let λ be a ΦI -regular weight with Φλ = ΦJ . Let S (resp. S) be
a nonempty subset of {1, . . . ,m} (resp. {1, . . . ,m}). We say λ is separable relative
to separable pair (S, S) if the following conditions are satisfied.
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(1) m > 1 (i.e., I 6= ∆) and m > 1 (i.e., J 6= ∆);
(2) nλs (at) is maximal when s ∈ S and t ∈ S;
(3) nλs (at) = 0 when s 6∈ S and t 6∈ S;
(4) For Φ = Bn, Cn, m ∈ S if and only if m 6∈ S;
(5) For Φ = Dn, m ∈ S if and only if m ∈ S.
For any λ ∈ IW Jλ, let D = D(λ,ΦI ,Φ) be the set of all separable pairs of λ.
Definition 5.2. Suppose D is not empty. If Φ 6= An−1 and (S, S) ∈ D is one of
({1, . . . ,m−1}, {m}), ({1, . . . ,m}, {m}), ({m}, {1, . . . ,m−1}) and ({m}, {1, . . . ,m}),
we say (S, S) is weakly separable, otherwise (S, S) is strongly separable. We say λ
is strongly separable if D contains a strongly separable pair; otherwise we say λ is
weakly separable.
If Φ = An−1, every separable pair is strongly separable.
Example 5.3. When Φ = B2, I = {e1 − e2} and J = {e2} in Example 4.27, the
weight λ1 = (1, 0) and λ2 = (0,−1) are separable relative to ({1}, {2}) (nλ1 (0) = 1
is maximal, nλ2 (1) = 0). Both λ
1 and λ2 are weakly separable.
When Φ = B6, I = ∆\{α2, α6} and J = ∆\{α1, α4}. The weights λl (1 ≤ l ≤ 4)
are separable relative to ({1, 2}, {3}) and ({2}, {2, 3}) (see Table 1). Hence they
are strongly separable.
In the general cases, all the weights λl (1 ≤ l ≤ 2k) are separable relative to
({h, h+1, . . . , k}, {k+2−h, . . . , k+1}) for any 1 ≤ h ≤ k. Hence they are strongly
separable if and only if k > 1.
This example illustrates the following useful result which is an easy consequence
of Lemma 8.8 in the last section.
Lemma 5.4. Let λ be a ΦI-regular weight with Φλ = ΦJ . If λ is separable relative
to (S, S), then µ is separable relative to (S, S) for any µ ∈ IW Jλ.
With the above result, the following definition is predictable.
Definition 5.5. Let λ be a dominant weight with Φλ = ΦJ . We say the system
(Φ,ΦI ,ΦJ) is separable relative to separable pair (S, S) if every λ ∈ IW Jλ is sep-
arable relative to (S, S). Similarly, we say (Φ,ΦI ,ΦJ ) is strongly (resp. weakly)
separable if every λ ∈ IW Jλ is strongly (resp. weakly) separable.
If I, J are fixed, it is easy to see that (S, S) is independent of the choices of λ.
The following result also comes from Lemma 8.8.
Lemma 5.6. Let I, J ⊂ ∆. Then (Φ,ΦI ,ΦJ) is strongly (resp. weakly) separable
if and only if (Φ,ΦJ ,ΦI) is strongly (resp. weakly) separable.
The remainder of this section is devoted to the proofs of three critical proposi-
tions.
Proposition 5.7. Assume that Φ = Bn, Cn. Let I, J ⊂ ∆ and λ be a ΦI-regular
weight with Φλ = ΦJ . Suppose that seiλ is a ΦI -regular weight with λ 6↔ seiλ for
some 1 ≤ i ≤ n. If (nm, nm) 6= (0,m − 1), (m − 1, 0), then (Φ,ΦI ,ΦJ) is strongly
separable.
Proposition 5.8. Assume that Φ = Dn. Let I, J ⊂ ∆ and λ be a ΦI-regular
weight with Φλ = ΦJ . Suppose that seiλ is a ΦI -regular weight with λ 6↔ seiλ for
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some 1 ≤ i ≤ n. If nm 6= 0 and (nm, nm) 6= (m,m), then (Φ,ΦI ,ΦJ) is strongly
separable.
Proposition 5.9. Assume that Φ = Bn, Cn or Dn. Let I, J ⊂ ∆ and I be standard.
Let λ be a ΦI-regular weight with Φλ = ΦJ . Suppose that seisejλ is any ΦI-regular
weight with 1 ≤ i, j ≤ qm−1 and λiλj 6= 0. If λ 6↔ seisejλ, then (Φ,ΦI ,ΦJ) is
strongly separable.
5.2. The proof of Proposition 5.7. We will prove Proposition 5.7 by several
lemmas. It suffices to consider the case Φ = Bn, while the proof for Φ = Cn is
similar. The idea of the proof comes from Example 4.19 and many others. Indeed,
Example 4.19 shows how to “connect” two weights which are not “linked”. This
strategy was already used in the proof of Lemma 4.20 and Lemma 4.23. In these
arguments, sequences of linked roots were constructed to connect two weights. Here
we need longer sequences which can be built up by induction. We start with some
subsets of {1, 2, . . . ,m}. Those subsets will be used to produce separable pairs in
some cases.
Now Φ = Bn. Fix 0 < a ∈ A. For any ΦI -regular weight λ with Φλ = ΦJ ,
denote
Sλ0 ={1 ≤ s ≤ m | n
λ
s (a) ≥ 1 = n
λ
s (0)};
T λ0 ={1 ≤ s ≤ m | 1 ≥ n
λ
s (a) ≥ 0 = n
λ
s (0)}.
One has m ∈ T λ0 by Lemma 4.10 and S
λ
0 ∩T
λ
0 = ∅. For r ≥ 1, if T
λ
r−1 is defined, let
T λr = {1 ≤ s ≤ m | ∃0 < b ∈ A, t ∈ T
λ
r−1 so that n
λ
s (b) ≤ 1 ≤ n
λ
t (b)} ∪ T
λ
r−1,
Denote T λ =
⋃∞
r=0 T
λ
r and S
λ = {1, 2, . . . ,m}\T λ.
Once i is chosen, there exists 1 ≤ s0 ≤ m so that qs0−1 < i ≤ qs0 . The case
λi = 0 is trivial. Assume that λi 6= 0 and set a = |λi| at the beginning. One has
nλs0(a) = 1 since seiλ is ΦI -regular. Note that n
λ
s0
(0) is either 1 or 0, we have to
consider the two cases separately.
Lemma 5.10. If Sλ0 ∩T
λ 6= ∅, then λ↔ seiλ for any qs0−1 < i ≤ qs0 with |λi| = a
and nλs0(a) = n
λ
s0
(0) = 1, where 1 ≤ s0 ≤ m.
Proof. If s0 = m, then ei ∈ ΦI and λ↔ seiλ by definition. So we can assume that
s0 < m. Evidently, s0 ∈ S
λ
0 . If S
λ
0 ∩ T
λ 6= ∅, choose the smallest positive integer
r = rλ so that S
λ
0 ∩T
λ
r 6= ∅. We use induction on r to prove the lemma. Assume that
s ∈ Sλ0 ∩ T
λ
r . Then n
λ
s (a) ≥ 1 = n
λ
s (0) and s < m (since m ∈ T
λ
0 and S
λ
0 ∩T
λ
0 = ∅).
There exist qs−1 < j ≤ qs such that λj = 0. On the other hand, s ∈ T λr \T
λ
r−1
implies the existence of 0 < b ∈ A and s 6= t ∈ T λr−1 with n
λ
s (b) ≤ 1 ≤ n
λ
t (b). If
nλt (a) ≥ 1, then n
λ
t (0) = 0 (otherwise t ∈ S
λ
0 ∩ T
λ
r−1, contradicts the minimality of
r). With Lemma 4.20 (relative to s0, t), we get λ↔ seiλ. So it suffices to consider
the case nλt (a) = 0. In this case, s0 6= t and b 6= a.
Now we have nλs (b) ≤ 1 ≤ n
λ
t (b) and n
λ
t (a) = 0 < n
λ
s (a) with s < m. Lemma
4.24 gives β ∈ {ek ± el} such that µ = sβλ is ΦI -regular, where qs−1 < k ≤ qs
and qt−1 < l ≤ qt with |λk| = a and |λl| = b. Moreover, β is a linked root from
λ, that is, λ ↔ sβλ. We obtain |µl| = a and n
µ
t (a) = 1 + n
λ
t (a) = 1, which means
selµ is ΦI -regular. In addition, n
µ
s0
(0) = nλs0(0) = 1 and n
µ
s0
(a) = 0 (s0 = s) or 1
(s0 6= s). Since the above reasoning does not depend on the sign of λi (whether or
not s0 = s, keeping in mind that s0 6= t), we also have seiλ↔ sβseiλ.
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If rλ = 1, then t ∈ T λ0 . So n
µ
t (0) = n
λ
t (0) = 0. Recall that n
µ
t (a) = 1 and
nµs0(a) ≤ 1 = n
µ
s0
(0). With |µl| = a for qt−1 < l ≤ qt, we get µ ↔ selµ by Lemma
4.20 (relative to t, s0). If s0 = s, then i = k and
λ↔ sβλ = µ↔ selµ = selsβλ = sβsekλ = sβseiλ↔ seiλ.
If s0 6= s, then i 6= k. Since t 6= s0, we also get l 6= i. With nµs0(a) = n
µ
t (a) = 1 and
nµs0(0) = 1 > 0 = n
µ
t (0), we can similarly get µ↔ seiµ by Lemma 4.20 (relative to
s0, t). Therefore
λ↔ sβλ = µ↔ seiµ = seisβλ = sβseiλ↔ seiλ.
If r = rλ > 1, then t 6∈ T λr−2 (otherwise s ∈ S
λ
0 ∩ T
λ
r−1, a contradiction).
Recalling that nλt (a) = 0, t 6∈ T
λ
r−2 yields t 6∈ T
λ
0 and thus n
λ
t (0) = 1. Thus
nµt (0) = 1. Combined with n
µ
t (a) = 1 (|µl| = a), one has t ∈ S
µ
0 . If t ∈ T
µ
r−1,
we get rµ ≤ r − 1 < rλ. The induction hypothesis (with (λ, s0, i) replaced by
(µ, t, l)) implies µ ↔ selµ. If s0 = s, then i = k and one obtains λ ↔ µ ↔ selµ =
sβsekλ↔ seiλ. If s0 6= s, then i 6= k, |µi| = |λi| = a and s0 ∈ S
µ
0 . We can also use
the induction hypothesis (with (λ, s0, i) replaced by (µ, s0, i)) to obtain µ ↔ seiµ.
Hence λ ↔ µ ↔ seiµ = sβseiλ ↔ seiλ. It remains to consider the case t 6∈ T
µ
r−1.
With nµs (0) = n
λ
s (0) = 1, obviously s 6∈ T
µ
0 . Notice that n
µ
s′(a
′) = nλs′(a
′) for any
a′ ∈ A and s′ 6= s, t. If s 6∈ T µr−1, we obtain T
µ
p = T
λ
p for 0 ≤ p ≤ r − 1 by
definition. If s ∈ T µh \T
µ
h−1 for 1 ≤ h < r, there is t
′ ∈ T µh−1 = T
λ
h−1 and 0 < b
′ ∈ A
such that nµs (b
′) ≤ 1 ≤ nµt′(b
′). Obviously t′ 6= s, t and nµt′(b
′) = nλt′(b
′). Note that
nµs (b
′)− nλs (b
′) = −1 (b′ = a), 1 (b′ = b) or 0 (b′ 6= a, b). If b′ 6= a, then
nλs (b
′) ≤ nµs (b
′) ≤ 1 ≤ nµt′(b
′) = nλt′(b
′),
that is, s ∈ T λh ∩ S
λ
0 , which contradicts the minimality of r. Now assume that
b′ = a. Then nλt′(a) = n
µ
t′(b
′) ≥ 1. If nλt′(0) = 0, we must have λ↔ seiλ by Lemma
4.20 (relative to s0, t
′). If nλt′(0) = 1, then t
′ ∈ Sλ0 ∩T
λ
h−1. This also contradicts the
minimality of r. 
With the above lemma, we can prove a weak version of Proposition 5.7.
Lemma 5.11. With the setting in Proposition 5.7, we further assume that |λi| = a
and nλs0(0) = 1, where qs0−1 < i ≤ qs0 and 1 ≤ s0 ≤ m. If λ 6↔ seiλ, then either
(nm, nm) = (0,m− 1) or (Φ,ΦI ,ΦJ ) is strongly separable.
Proof. Since seiλ is ΦI -regular, one must have n
λ
s0
(a) = 1. If λ 6↔ seiλ, we can
apply Lemma 5.10 and get Sλ0 ∩ T
λ = ∅. In this case, s0 ∈ Sλ0 ⊂ S
λ and m ∈ T λ0 ⊂
T λ. Thus Sλ and T λ are not empty. Let
A = {b ∈ A | nλt (b) ≥ 1 for t ∈ T
λ}.
Fix 0 < b ∈ A. There exists t ∈ T λ with nλt (b) ≥ 1. We can choose r ≥ 0 so that t ∈
T λr . If n
λ
s (b) ≤ 1 for some s ∈ S
λ, then nλs (b) ≤ 1 ≤ n
λ
t (b) yields s ∈ T
λ
r+1 ⊂ T
λ. We
get s ∈ Sλ ∩ T λ, a contradiction. This forces nλs (b) = 2 (hence maximal by Lemma
4.13) for all 0 < b ∈ A, s ∈ Sλ. If nλs (0) = 0 for some s ∈ S
λ, then nλs (a) = 0.
Otherwise Lemma 4.20 (relative to s0, s) yields λ↔ seiλ, a contradiction. However,
nλs (0) = n
λ
s (a) = 0 means s ∈ T
λ
0 ∩ S
λ = ∅, another contradiction. So nλs (0) = 1
(also maximal) for all s ∈ Sλ. Denote S = {1 ≤ r ≤ m | ar ∈ A}. Then (Φ,ΦI ,ΦJ)
is separable relative to (Sλ, S ∪ {m}) in view of Lemma 5.4.
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If S is empty, then T λ = {m} and Sλ = {1, . . . ,m− 1}. This forces nm = 0 and
nλs (0) = 1 for 1 ≤ s ≤ m− 1. Thus nm = m− 1. If S = {m} and (Φ,ΦI ,ΦJ) is not
strongly separable, then Sλ = {1, . . . ,m − 1}. It follows that nλm(0) ≥ 1. In view
of Lemma 4.10, we arrive at a contradiction that λ is ΦI -singular. If S 6= {m} is
not empty, it can be verified that (Sλ, S ∪ {m}) is a strongly separable pair. 
Proposition 5.7 is proved if the following result holds.
Lemma 5.12. With the setting in Proposition 5.7, we further assume that |λi| = a
and nλs0(0) = 0, where qs0−1 < i ≤ qs0 and 1 ≤ s0 ≤ m. If λ 6↔ seiλ, then either
(nm, nm) = (m− 1, 0) or (Φ,ΦI ,ΦJ ) is strongly separable.
Proof. Note that λ 6↔ seiλ is equivalent to seiλ 6↔ λ = sei(seiλ). We can assume
that λi = a. Since λ is ΦI -regular, there is w ∈ WI so that wλ ∈ Λ
+
I . Therefore,
λ 6↔ seiλ if and only if wλ 6↔ sweiwλ. In view of Lemma 4.13, it suffices to consider
the case λ ∈ Λ+I .
With nλs0(0) = 0, one can transfer the problem associated with (Φ,ΦI ,ΦJ ) to
a dual problem associated with (Φ,ΦJ ,ΦI). Then apply Lemma 5.11. In fact,
nλs0(a) = 1 (since seiλ is ΦI -regular) and n
λ
s0
(0) = 0 yield nλm(a) = 1 by Proposition
4.17: otherwise ei is a linked root from λ to seiλ. There exists qm−1 < j ≤ n with
λj = a, in view of λ ∈ Λ
+
I . Recall that λ = wλ for some w ∈
IW J and dominant
weight λ. Let λ
′
be a dominant root with Φ
λ
′ = ΦI and λ
′ = w−1λ
′
. Note that
(5.13) 〈λ,w−1ei〉 = 〈wλ, ei〉 = λi = a = λj = 〈λ, ej〉 = 〈λ,w
−1ej〉 > 0.
So we can assume that w−1ei = ei′ and w
−1ej = ej′ (obviously i
′ 6= j′). The above
equation implies that λi′ = λj′ = a. Thus ei′−ej′ ∈ ΦJ . There exists 1 ≤ s < m so
that qs−1 < i
′, j′ ≤ qs. Since sei ∈ W and seiλ is ΦI -regular, there exist w1 ∈ WI
and x ∈ IW J such that xλ = w1seiλ = w1seiwλ. We can find w2 ∈ WJ such that
xw2 = w1seiw. Note that w1λ
′
= λ
′
for w1 ∈ ΦI . So
(5.14) sei′λ
′ = w−1seiwλ
′ = w−1seiλ
′
= w−12 x
−1w1λ
′
= w−12 x
−1λ
′
is ΦJ -regular. With λ 6↔ seiλ, we get wλ 6↔ xλ. Lemma 3.17 implies λ
′ =
w−1λ
′
6↔ x−1λ
′
. It follows from (5.14) that λ′ 6↔ sei′λ
′. Denote a′ = |λ′i′ |. It
follows from ej ∈ ΦI that 0 = 〈λ
′
, ej〉 = 〈w−1λ
′
, w−1ej〉 = 〈λ′, ej′〉 = λ′j′ . We get
nλ
′
s (a
′) = nλ
′
s (0) = 1 (relative to J). With Lemma 5.11 in hand, we get either
(nm, nm) = (0,m − 1) or (Φ,ΦJ ,ΦI) is strongly separable. By Lemma 5.6, one
obtains either (nm, nm) = (m− 1, 0) or (Φ,ΦI ,ΦJ ) is strongly separable. 
5.3. The proof of Proposition 5.8. Similarly, the proof of this proposition di-
vides into several lemmas involving particular subsets of {1, . . . ,m}.
Now Φ = Dn. Fix 0 < a ∈ A. For any ΦI -regular weight λ with Φλ = ΦJ ,
denote
Sλ0 ={1 ≤ s ≤ m | n
λ
s (a) ≥ 1 = n
λ
s (0)};
T λ0 ={1 ≤ s ≤ m | 1 ≥ n
λ
s (a) ≥ 0 = n
λ
s (0)}.
Then we always have Sλ0 ∩ T
λ
0 = ∅. For r ≥ 1, if T
λ
r−1 is defined, let
T λr = {1 ≤ s ≤ m | ∃0 < b ∈ A, t ∈ T
λ
r−1 so that n
λ
s (b) + δs,m ≤ 1 ≤ n
λ
t (b)} ∪ T
λ
r−1,
where δs,m = 0 for s 6= m and δm,m = 1. Denote T λ =
⋃∞
r=0 T
λ
r and S
λ =
{1, 2, . . . ,m}\T λ.
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Lemma 5.15. If I is standard and Sλ0 ∩ T
λ 6= ∅, then λ ↔ seiλ for any qs0−1 <
i ≤ qs0 with |λi| = a and n
λ
s0
(a) = nλs0(0) = 1, where 1 ≤ s0 ≤ m.
Proof. Evidently, s0 ∈ Sλ0 . With n
λ
s0
(a) = nλs0(0) = 1, there is qs0−1 < u ≤ qs0 so
that λu = 0 (u 6= i). If s0 = m, then ei ± eu ∈ ΦI and λ ↔ sei−eusei+euλ = seiλ.
So we can assume that s0 < m. With ei−eu ∈ ΦI , if ei+eu is a linked root from λ,
then λ ↔ sei+euλ ↔ sei−eusei+euλ = seiλ, a contradiction. By Proposition 4.17,
ei + eu is not a linked root only when n
λ
m(a) = n
λ
m(0) = 1. So we can assume that
m ∈ Sλ0 . If S
λ
0 ∩T
λ 6= ∅, choose the smallest positive integer rλ so that Sλ0 ∩T
λ
rλ
6= ∅.
As in Lemma 5.10, we use induction on r = rλ. Assume that s ∈ Sλ0 ∩ T
λ
r . There
exist qs−1 < j ≤ qs such that λj = 0. On the other hand, s ∈ T λr \T
λ
r−1 implies
the existence of 0 < b ∈ A and s 6= t ∈ T λr−1 with n
λ
s (b) + δs,m ≤ 1 ≤ n
λ
t (b). If
nλt (a) ≥ 1, then n
λ
t (0) = 0 since S
λ
0 ∩ T
λ
r−1 = ∅. With Lemma 4.20 (relative to
s0, t), we get λ↔ seiλ. So it suffices to consider the case n
λ
t (a) = 0 (thus t < m).
In this case, nλt (b) > 0 implies b 6= a.
Now we have nλs (b) + δs,m ≤ 1 ≤ n
λ
t (b) and n
λ
t (a) = 0 < n
λ
s (a). Lemma 4.24
provides β ∈ {ek ± el} such that µ = sβλ is ΦI -regular, where qs−1 < k ≤ qs and
qt−1 < l ≤ qt with |λk| = a and |λl| = b. Moreover, β is a linked root from λ, that
is, λ ↔ sβλ. We obtain |µl| = a and n
µ
t (a) = 1, which implies selµ is ΦI -regular.
In addition, nµs0(0) = 1 and n
µ
s0
(a) = 0 (s0 = s) or 1 (s0 6= s). Similar reasoning
shows seiλ↔ sβseiλ.
If rλ = 1, then t ∈ T λ0 yields n
µ
t (0) = n
λ
t (0) = 0. Recall that n
µ
t (a) = 1 and
nµs0(a) ≤ 1 = n
µ
s0
(0). With |µl| = a, we get µ ↔ selµ by Lemma 4.20 (relative to
t, s0). If s0 = s, then i = k and λ↔ µ↔ selµ = selsβλ = sβsekλ = sβseiλ↔ seiλ.
If s0 6= s, then i 6= k. With nµs0(a) = n
µ
t (a) = 1 and n
µ
s0
(0) = 1 > 0 = nµt (0), we can
get µ↔ seiµ by Lemma 4.20. Therefore λ↔ µ↔ seiµ = seisβλ = sβseiλ↔ seiλ.
If r = rλ > 1, then t 6∈ T λr−2. It implies n
λ
t (0) = 1 since n
λ
t (a) = 0. Thus
nµt (0) = 1. It follows from n
µ
t (a) = 1 (|µl| = a) that t ∈ S
µ
0 . If t ∈ T
µ
r−1 ∩ S
µ
0 ,
it yields rµ ≤ r − 1 < rλ. The induction hypothesis (with (λ, s0, i) replaced by
(µ, t, l)) implies µ ↔ selµ. If s0 = s, then k = i and one obtains λ ↔ µ ↔ selµ =
sβsekλ = sβseiλ ↔ seiλ. If s0 6= s, then k 6= i, |µi| = |λi| = a and s0 ∈ S
µ
0 . We
can also use the induction hypothesis (with (λ, s0, i) replaced by (µ, s0, i)) to obtain
µ ↔ seiµ. Hence λ ↔ µ ↔ seiµ = sβseiλ ↔ seiλ. It remains to consider the case
t 6∈ T µr−1. Notice that n
µ
s′(a
′) = nλs′(a
′) for any a′ ∈ A and s′ 6= s, t. If s 6∈ T µr−1,
one obtains T µp = T
λ
p for 0 ≤ p ≤ r− 1 by definition. If s ∈ T
µ
h \T
µ
h−1 for 1 ≤ h < r
(s 6∈ T λ0 since n
µ
s (0) = n
λ
s (0) = 1), there exist t
′ ∈ T µh−1 = T
λ
h−1 and 0 < b
′ ∈ A
such that nµs (b
′)+ δs,m ≤ 1 ≤ n
µ
t′(b
′). Evidently t′ 6= s, t and nµt′(b
′) = nλt′(b
′). Note
that nµs (b
′)− nλs (b
′) = −1 (b′ = a), 1 (b′ = b) or 0 (b′ 6= a, b). If b′ 6= a, then
nλs (b
′) + δs,m ≤ n
µ
s (b
′) + δs,m ≤ 1 ≤ n
µ
t′(b
′) = nλt′(b
′),
that is, s ∈ T λh , which contradicts the minimality of r. Now suppose b
′ = a, then
nλt′(a) = n
µ
t′(a) ≥ 1. If n
λ
t′(0) = 0, we must have λ↔ seiλ by Lemma 4.20 (relative
to s0, t
′). If nλt′(0) = 1, then t
′ ∈ Sλ0 ∩ T
λ
h−1. This also contradicts the minimality
of r. 
Lemma 5.16. With the setting in Proposition 5.8, we further assume that I is
standard, |λi| = a and nλs0(0) = 1, where qs0−1 < i ≤ qs0 and 1 ≤ s0 ≤ m. If
λ 6↔ seiλ, then either (nm, nm) = (m,m) or (Φ,ΦI ,ΦJ) is strongly separable.
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Proof. If λ 6↔ seiλ, Lemma 5.15 yields S
λ
0 ∩T
λ = ∅. The proof of Lemma 5.15 also
shows that s0,m ∈ Sλ0 ⊂ S
λ and s0 6= m. Thus Sλ is not empty. Let
A = {b ∈ A | nλt (b) ≥ 1 for t ∈ T
λ}.
Fix 0 < b ∈ A and t ∈ T λ with nλt (b) ≥ 1. Choose r ≥ 0 so that t ∈ T
λ
r . If n
λ
s (b) ≤
1− δs,m for some s ∈ Sλ, then nλs (b) + δs,m ≤ 1 ≤ n
λ
t (b) yields s ∈ T
λ
r+1 ⊂ T
λ. We
get s ∈ Sλ ∩ T λ, a contradiction. This forces nλs (b) = 2 − δs,m (hence maximal by
Lemma 4.13) for all 0 < b ∈ A, s ∈ Sλ. We also have nλs (0) = 1 for all s ∈ S
λ by
an argument similar to that of the case Φ = Bn in Lemma 5.11. Thus (Φ,ΦI ,ΦJ)
is separable relative to (Sλ, S ∪ {m}), where S = {1 ≤ r ≤ m | ar ∈ A}. If 0 < |S|,
then T λ 6= ∅. it can be verified that λ is strongly separable relative to (Sλ, S∪{m}),
so is (Φ,ΦI ,ΦJ) in view of Lemma 5.4.
If S is empty, then T λ = ∅ and Sλ = {1, . . . ,m}. This forces nm = |S
λ| = m.
With nλs0(a) = n
λ
m(a) = 1 and n
λ
s0
(0) = nλm(0) = 1, one can also transfer the
problem to the dual case. The essential ideas can be found in Lemma 5.12, but
modified slightly. It suffices to consider the case λ ∈ Λ+I and λi = a. So λn = 0
and there exists qm−1 < j < n with λj = a. Assume that λ = wλ for w ∈ IW J .
Let λ
′
be a dominant weight with Φ
λ
′ = ΦI and λ
′ = w−1λ
′
∈ Λ+J . In view of
(5.13), we can set w−1ei = ei′ , w
−1ej = ej′ and obtain ei′ − ej′ ∈ ΦJ . Moreover,
there exists 1 ≤ s < m so that qs−1 < i
′, j′ ≤ qs (as = a). Since ei ± en ∈ Φ
and seiλ = sei−ensei+enλ ∈ Wλ is ΦI -regular, there exist w1 ∈ WI and x ∈
IW J
such that xλ = w1seiλ = w1sei−ensei+enwλ. We can find w2 ∈ WJ such that
xw2 = w1sei+ensei−enw. Denote a
′ = |λ′i′ |. Then ej±en ∈ ΦI yields λ
′
j′ = λ
′
n′ = 0,
where en′ = ±w
−1en. So
sei′λ
′ = sei′ sen′λ
′ = w−1sei+ensei−enwλ
′ = w−12 x
−1w1λ
′
= w−12 x
−1λ
′
is ΦJ -regular. Lemma 3.17 implies λ
′ 6↔ sei′λ
′. By the previous argument,
(Φ,ΦJ ,ΦI) is strongly separable when nm 6= m (J is standard since nm ≥ 2).
This combines with Lemma 5.6 completes the proof. 
Lemma 5.17. If I is standard and Sλ0 ∩T
λ 6= ∅, then λ↔ seiλ for qs0−1 < i ≤ qs0
with |λi| = a, nλs0(a) = 1 and n
λ
s0
(0) = 0, where 1 ≤ s0 ≤ m.
Proof. Evidently, s0 ∈ T λ0 . If n
λ
m(0) = 1, then Lemma 4.20 (relative to s0,m)
yields λ ↔ seiλ. So we can assume that n
λ
m(0) = 0. It follows that m ∈ T
λ
0 (it
is possible that s0 = m). If S
λ
0 ∩ T
λ 6= ∅, choose the smallest positive integer rλ
so that Sλ0 ∩ T
λ
rλ
6= ∅. Denote r = rλ. Assume that s ∈ Sλ0 ∩ T
λ
r . There exist
qs−1 < j ≤ qs such that λj = 0. On the other hand, s ∈ T λr \T
λ
r−1 yields 0 < b ∈ A
and s 6= t ∈ T λr−1 with n
λ
s (b) + δs,m ≤ 1 ≤ n
λ
t (b). With s ∈ S
λ
0 , we get n
λ
s (0) = 1.
If nλs (a) ≤ 1, then Lemma 4.20 (relative to s0, s) implies λ ↔ seiλ. If n
λ
t (0) = 1
and nλt (a) ≤ 1, then we also get λ ↔ seiλ by Lemma 4.20 (relative to s0, t). If
nλt (0) = 1 and n
λ
t (a) = 2, then we arrive at a contradiction t ∈ S
λ
0 ∩ T
λ
r−1 = ∅. So
we only need to consider the case nλs (a) = 2 and n
λ
t (0) = 0. Therefore s < m (so
δs,m = 0) and b 6= a (since n
λ
s (b) ≤ 1).
With nλs (b)+δs,m ≤ 1 ≤ n
λ
t (b) and n
λ
t (0) = 0 < 1 = n
λ
s (0). Lemma 4.24 provides
β ∈ {ej ± el} such that µ = sβλ is ΦI -regular, where qt−1 < l ≤ qt with |λl| = b.
Moreover, β is a linked root from λ, that is, λ ↔ sβλ. We also have µl = 0 and
nµt (0) = 1. Since b 6= a, similar reasoning shows that seiλ ↔ sβseiλ. Moreover,
nµs0(a) = n
λ
s0
(a) = 1 (since b 6= a) and nµs0(0) = 0 (s0 6= t) or 1 (s0 = t).
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For r = 1, we get t ∈ T λ0 and n
µ
t (a) = n
λ
t (a) ≤ 1 (since b 6= a). With n
µ
t (0) = 1
and nµs0(a) = 1, if s0 6= t, we get n
µ
s0
(0) = 0. Then µ ↔ seiµ by Lemma 4.20
(relative to s0, t). If s0 = t < m, then n
µ
s0
(0) = 1 and nµm(0) = n
λ
m(0) = 0.
With qs0−1 < i, l ≤ qs0 and |µi| = |λi| = a > 0 = µl, µ ↔ sei+elsei−elµ = seiµ
by Proposition 4.17. If s0 = t = m, then µ ↔ sei+elsei−elµ = seiµ in view of
ei ± el ∈ ΦI . In either case,
λ↔ sβλ = µ↔ seiµ = seisβλ = sβseiλ↔ seiλ.
Now assume that r > 1. Then t ∈ T λr−1\T
λ
r−2 implies t 6∈ T
λ
r−2. Recalling that
nλt (0) = 0 < 1 = n
µ
t (0), t 6∈ T
λ
0 indicates n
λ
t (a) > 1. It follows that t 6= s0 and
nµt (a) = n
λ
t (a) = 2 (since b 6= a). With n
µ
t (0) = 1, one obtains t ∈ S
µ
0 . If t ∈ T
µ
r−1,
then rµ < r = rλ. We can use the induction hypothesis (with (λ, s0, i) replaced
by (µ, s0, i)) to get µ ↔ seiµ. Therefore λ ↔ µ ↔ seiµ = sβseiλ ↔ seiλ. We
still need to consider the case t 6∈ T µr−1. Notice that n
µ
s′(a
′) = nλs′(a
′) for any
a′ ∈ A and s′ 6= s, t. If s 6∈ T µr−1, we obtain T
µ
p = T
λ
p for 0 ≤ p ≤ r − 1 and thus
t 6∈ T µr−1 = T
λ
r−1, a contradiction. If s ∈ T
µ
h \T
µ
h−1 for 1 ≤ h ≤ r − 1 (s 6∈ T
µ
0
since nµs (a) = n
λ
s (a) = 2), there exist t
′ ∈ T µh−1 = T
λ
h−1 and 0 < b
′ ∈ A such
that nµs (b
′) ≤ 1 ≤ nµt′(b
′). Since t′ 6= s, t, we have nλt′(b
′) = nµt′(b
′). Note that
nµs (b
′)− nλs (b
′) = 1 (b′ = b) or 0 (b′ 6= b). We have
nλs (b
′) + δs,m = n
λ
s (b
′) ≤ nµs (b
′) ≤ 1 ≤ nµt′(b
′) = nλt′(b
′),
that is, s ∈ Sλ0 ∩ T
λ
h , which contradicts the minimality of rλ. 
Lemma 5.18. With the setting in Proposition 5.8, we further assume that I is
standard, |λi| = a and nλs0(0) = 0, where qs0−1 < i ≤ qs0 and 1 ≤ s0 ≤ m. If
λ 6↔ seiλ, then either nm = 0 or (Φ,ΦI ,ΦJ) is strongly separable.
Proof. If λ 6↔ seiλ, Lemma 5.17 implies S
λ
0 ∩ T
λ = ∅. The proof of Lemma 5.17
also shows that s0,m ∈ T λ0 ⊂ T
λ. Thus T λ is not empty. Let
A = {b ∈ A | nλt (b) ≥ 1 for t ∈ T
λ}.
Then a ∈ A. Fix 0 < b ∈ A and t ∈ T λ with nλt (b) ≥ 1. We can show that n
λ
s (b)
is maximal for any s ∈ Sλ as in Lemma 5.16. For any 1 ≤ s ≤ m with nλs (0) = 1,
λ 6↔ seiλ and Lemma 4.20 yield n
λ
s (a) = 2. So s ∈ S
λ
0 ⊂ S
λ. Therefore nm = 0
when Sλ = ∅. If Sλ 6= ∅, then (Sλ, S) is a strongly separable pair of (Φ,ΦI ,ΦJ),
where S = {1 ≤ r ≤ m | ar ∈ A}. 
The proof of Proposition 5.8 is completed once we show the following result.
Lemma 5.19. Proposition 5.8 holds when I is not standard.
Proof. Proposition 5.8 is proved in Lemma 5.15-5.18 when I is standard. If I is
not standard, we can consider ϕ(I) ⊂ ∆, which is standard, keeping in mind that
nm, nm are invariant under the map ϕ. We also need the easy fact that (Φ,ΦI ,ΦJ)
is strongly separable when (Φ,Φϕ(I),Φϕ(J)) is strongly separable. 
5.4. The proof of Proposition 5.9. Let Φ = Bn, Cn or Dn.
Fix 0 < a, b ∈ A. For any ΦI -regular weight λ, denote
Sλ0 ={1 ≤ s ≤ m− 1 | n
λ
s (a) ≥ 1};
T λ0 ={1 ≤ s ≤ m− 1 | 1 ≥ n
λ
s (b) ≥ 0 = n
λ
s (a)}.
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Then Sλ0 ∩ T
λ
0 = ∅. If T
λ
r−1 is defined for r ≥ 1, let
T λr = {1 ≤ s ≤ m−1 | ∃0 < c ∈ A and t ∈ T
λ
r−1 such that n
λ
s (c) ≤ 1 ≤ n
λ
t (c)}∪T
λ
r−1.
Denote T λ =
⋃∞
r=0 T
λ
r and S
λ = {1, 2, . . . ,m− 1}\T λ.
Lemma 5.20. Let I be standard. If Sλ0 ∩ T
λ 6= ∅ and nλs0(b) ≥ n
λ
t0
(a), then
λ↔ seisejλ for qs0−1 < i ≤ qs0 , qt0−1 < j ≤ qt0 with |λi| = a, |λj | = b (a 6= b) and
nλs0(a) = n
λ
t0
(b) = 1, where 1 ≤ s0, t0 ≤ m− 1 (s0 6= t0).
Proof. With Lemma 4.23, it suffices to consider the case nλs0(b) = 2 and n
λ
t0
(a) = 0.
Thus s0 ∈ Sλ0 and t0 ∈ T
λ
0 . If S
λ
0 ∩ T
λ 6= ∅, let rλ be the smallest positive integer
so that Sλ0 ∩ T
λ
rλ
6= ∅. Denote r = rλ. Assume that s ∈ S
λ
0 ∩ T
λ
r . Then n
λ
s (a) ≥ 1
and s 6= t0. Moreover, s ∈ T λr implies the existence of 0 < c ∈ A and t ∈ T
λ
r−1
with nλs (c) ≤ 1 ≤ n
λ
t (c). Since S
λ
0 ∩ T
λ
r−1 = ∅, we get n
λ
t (a) = 0, c 6= a and t 6= s0.
Applying Lemma 4.24, we can find β ∈ {ek ± el} such that µ = sβλ is ΦI -regular,
where qs−1 < k ≤ qs and qt−1 < l ≤ qt with |λk| = a and |λl| = c. Moreover,
λ ↔ sβλ. So |µl| = a and n
µ
t (a) = 1. It follows that selµ is ΦI -regular. Recall
that nλs0(a) = n
λ
t0
(b) = 1. So nµs0(a) = 0 (s0 = s) or 1 (s0 6= s), n
µ
t0
(a) = 0 (t0 6= t)
or 1 (t0 = t) and n
µ
t0
(b) = 0 (t0 = t and c = b) or 1 (t0 6= t or c 6= b). If t0 6= t
or c 6= b, then j 6= l. Similar reasoning shows that seisejλ ↔ sβseisejλ (whether
or not s0 = s). If t0 = t and c = b, then j = l. This happens only when s0 6= s
since nλs0(b) = 2 > n
λ
s (c) = n
λ
s (b). Thus seisejµ is ΦI -regular, keeping in mind
that selµ = sejµ is ΦI -regular. Let γ 6= β be the other root of {ek ± el}. Then
sγseisejλ = seisejµ and seisejλ↔ sγseisejλ by Lemma 4.18.
Consider the case r = 1. So t ∈ T λ0 and n
λ
t (b) ≤ 1. Then n
µ
t (b) = 0 (c = b) or
nµt (b) = n
λ
t (b) ≤ 1 (c 6= b). First assume that s0 6= s, that is, k 6= i, |µi| = a and
nµs0(a) = 1. If t0 6= t or c 6= b, recall that l 6= j, |µj | = b and n
µ
t0
(b) = 1 ≥ nµt0(a).
Also recall that |µl| = a, n
µ
t (a) = 1 ≥ n
µ
t (b). In view of Lemma 4.23 (relative to i, l
and then l, j), we have µ↔ seiselµ↔ selsej (seiselµ) = sejseiµ. It follows that
λ↔ µ↔ seisejµ = seisejsβλ = sβseisejλ↔ seisejλ.
If t0 = t and c = b, then l = j, |µj | = a and n
µ
t0
(a) = 1 > nµt0(b) = 0. With Lemma
4.23 (relative to i, j), one gets
λ↔ µ↔ seisejµ = seisejsβλ = seisγsejλ = sγseisejλ↔ seisejλ.
Next assume that s = s0, that is, k = i and n
µ
s0
(a) = 0. If t 6= t0 or c 6= b, we
also get l 6= j, |µj | = b and n
µ
t0
(b) = 1. With |µl| = a, n
µ
t (b) ≤ 1 = n
µ
t (a) and
nµt0(a) ≤ 1, similar argument shows that µ↔ selsejµ and
λ↔ µ↔ selsejµ = selsejsβλ = selsβsejλ = sβseisejλ↔ seisejλ.
If t0 = t and c = b, we get 2 = n
λ
s0
(b) ≤ 1 ≤ nλt0(b). This is impossible.
Assume that r > 1. With t0 ∈ T λ0 , if n
λ
s (b) ≤ 1 = n
λ
t0
(b), then s ∈ T λ1 and r = 1,
a contradiction. So nλs (b) = 2. It follows from n
λ
s (c) ≤ 1 that c 6= b and n
µ
s (b) = 2
(thus s 6∈ T µ0 ). On the other hand, the minimality of r implies t ∈ T
λ
r−1\T
λ
r−2. We
obtain t 6∈ T λ0 and thus t 6= t0. So n
λ
t (a) = 0 (since S
λ
0 ∩T
λ
r−1 = ∅) yields n
λ
t (b) > 1.
Then nµt (b) = n
λ
t (b) = 2 in view of c 6= b. Recalling that |µl| = a and n
µ
t (a) = 1,
we have t ∈ Sµ0 .
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If t ∈ T µr−1, then rµ ≤ r − 1 < rλ. The induction hypothesis (with (λ, i, j)
replaced by (µ, l, j) yields µ↔ selsejµ. If s0 = s, then k = i. One obtains
λ↔ µ↔ selsejµ = selsejsβλ = selsβsejλ = sβseisejλ↔ seisejλ.
If s0 6= s, then |µi| = |λi| = a and k 6= i. We can also use the induction hypothesis
(with (λ, i, j) replaced by (µ, i, j)) to obtain µ↔ seisejµ. Hence
λ↔ µ↔ seisejµ = seisejsβλ = sβseisejλ↔ seisejλ.
Now assume that t 6∈ T µr−1. Note that n
µ
s′(a
′) = nλs′(a
′) for any a′ ∈ A and s′ 6= s, t.
If s 6∈ T µr−1, one has T
µ
p = T
λ
p for 0 ≤ p < r and arrives at the contradiction
t 6∈ T µr−1 = T
λ
r−1. If s ∈ T
µ
h \T
µ
h−1 for 1 ≤ h < r, there exist t
′ ∈ T µh−1 = T
λ
h−1
and 0 < c′ ∈ A such that nµs (c
′) ≤ 1 ≤ nµt′(c
′). Since Sλ0 ∩ T
λ
r−1 = ∅ implies
nµt′(a) = n
λ
t′(a) = 0, we obtain c
′ 6= a. Note that nµs (c
′) − nλs (c
′) = 1 (c′ = c) or 0
(c′ 6= c). Thus nλs (c
′) ≤ nµs (c
′) ≤ 1 ≤ nµt′(c
′) = nλt′(c
′). By definition, s ∈ T λh , which
contradicts the minimality of r = rλ. 
Lemma 5.21. Proposition 5.9 holds for Φ = Bn, Cn and Dn.
Proof. There exist 1 ≤ s0, t0 < m so that qs0−1 < i ≤ qs0 , qt0−1 < j ≤ qt0 . If
λ 6↔ seisejλ, then i 6= j. If seiλ is not ΦI -regular, there is qs0−1 < u ≤ qs0
such that λu = −λi. Then seisejλ is ΦI -regular only when u = j. This forces
seisejλ = sei−ejλ ↔ λ (since ei − ej ∈ ΦI in this case), a contradiction. If sejλ is
not ΦI -regular, we can arrive at a similar contradiction. Therefore, if we set a = |λi|
and b = |λj |, one must have nλs0(a) = n
λ
t0
(b) = 1. If a = b, then s0 6= t0 (keeping
in mind that i 6= j). In view of Lemma 4.18, λ↔ sei+ejλ = seisejλ when λi = λj ,
and λ ↔ sei−ejλ = seisejλ when λi = −λj . If a 6= b and s0 = t0, we also have
λ ↔ sei+ejλ ↔ sei−ejsei+ejλ = seisejλ by Lemma 4.18 and ei − ej ∈ ΦI . So we
obtain a 6= b and s0 6= t0. By symmetry, we can also assume that n
λ
s0
(b) ≥ nλt0(a).
Lemma 4.23 implies nλs0(b) = 2 and n
λ
t0
(a) = 0. Thus s0 ∈ Sλ0 and t0 ∈ T
λ
0 ⊂ T
λ.
Now apply Lemma 5.20 and get Sλ0 ∩ T
λ = ∅. Denote
A = {c ∈ A | nλs (c) ≥ 1 for s ∈ T
λ}.
If nλs (c) ≤ 1 for 0 < c ∈ A, then n
λ
t (c) ≤ 1 for some t ∈ T
λ. It follows that s ∈ T λ.
Therefore nλs (c) = 2 for all s ∈ S
λ and 0 < c ∈ A.
First consider the case Φ = Bn, Cn. Since seiλ is ΦI -regular. It follows from
λ 6↔ seisejλ that λ 6↔ seiλ or seiλ 6↔ seisejλ. In view of Proposition 5.7, we must
have (nm, nm) = (0,m−1) or (m−1, 0) when (Φ,ΦI ,ΦJ) is not strongly separable.
If (nm, nm) = (0,m− 1), then nλt0(0) = 1 and 0 ∈ A. As in Lemma 5.10 and 5.15,
it can be verified that (Φ,ΦI ,ΦJ ) is strongly separable relative to (S
λ, S), where
S = {1 ≤ r ≤ m | ar ∈ A}. If (nm, nm) = (m − 1, 0), then (Φ,ΦI ,ΦJ) is strongly
separable relative to (Sλ ∪ {m}, S).
Now Φ = Dn. If λ 6↔ seisejλ for some 1 ≤ i, j ≤ qm−1, then λ 6↔ seiλ or
seiλ 6↔ seisejλ. Proposition 5.8 implies (nm, nm) = (m,m) or nm = 0 when
(Φ,ΦI ,ΦJ) is not strongly separable. If (nm, nm) = (m,m), then (Φ,ΦI ,ΦJ) is
strongly separable relative to (Sλ ∪ {m}, S), where S = {1 ≤ r ≤ m | ar ∈ A}.
If (nm, nm) = (0, 0), then (Φ,ΦI ,ΦJ ) is strongly separable relative to (S
λ, S). We
only need to consider the case when nm = 0 and nm > 0.
In this case, we investigate the dual problem. It suffices to consider the case
when λ ∈ Λ+I . Assume that λ = wλ for w ∈
IW J . Let λ′ = w−1λ
′
, where λ
′
is
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a dominant weight with Φ
λ
′ = ΦI . We can set w
−1ei = ±ei′ and w−1ej = ±ej′ .
Note that sei+ejsei−ejλ = seisejλ is ΦI -regular, there exist w1 ∈WI and x ∈
IW J
so that xλ = w1sei+ejsei−ejλ. We can find w2 ∈WJ with xw2 = w1sei+ejsei−ejw.
So
sei′ sej′λ
′ = w−1seisejwλ
′ = w−1sei−ejsei+ejλ
′
= w−12 x
−1w1λ
′
= w−12 x
−1λ
′
is ΦJ -regular. Applying Lemma 3.17, we get λ
′ 6↔ sei′ sej′λ
′. Then sei′λ
′ is ΦJ -
regular (whether or not J is standard). It follows from λ′ 6↔ sei′ sej′λ
′ that λ′ 6↔
sei′λ
′ or sei′λ
′ 6↔ sei′ sej′λ
′. With nm = 0 and nm > 0, Proposition 5.8 shows
that (Φ,ΦJ ,ΦI) is strongly separable. Hence (Φ,ΦI ,ΦJ) is strongly separable by
Lemma 5.6. 
6. Blocks of weakly separable systems
In this section, we will determine the blocks of weakly separable systems. We
will also show that a system which are not separable contains at most one block.
6.1. Separable pairs. We need to discover more properties of separable pairs
before we can prove our main results. Here A $ B means A is a proper subset of
B. Write (S1, S1) ≤ (S2, S2) when S1 ⊂ S2 and S1 ⊃ S2. This defines a partial
ordering on D = D(λ,ΦI ,Φ) = D(Φ,ΦI ,ΦJ ), where Φλ = ΦJ .
Lemma 6.1. Suppose (S1, S1), (S2, S2) ∈ D. If S1 6= S2 and S1 6= S2, then either
(S1, S1) ≤ (S2, S2) or (S1, S1) ≥ (S2, S2).
Proof. Fix λ ∈ IW Jλ. If S2 is not a subset of S1 and S2 is not a subset of S1,
we can choose s ∈ S2\S1 and t ∈ S2\S1. Then nλs (at) is maximal since s ∈ S2
and t ∈ S2. Moreover, nλs (at) = 0 since s 6∈ S1 and t 6∈ S1. This happens only
when Φ = Bn, Cn, s = m and t = m. However, m 6∈ S1 and m 6∈ S1 imply that
(S1, S1) 6∈ D in this case, a contradiction. Now we obtain S1 ⊃ S2 or S1 ⊃ S2. If
S1 % S2 and S1 6⊂ S2, one can find s ∈ S1\S2 and t ∈ S1\S2 and lead to a similar
contradiction. The argument for the other case is similar. 
Define an equivalent relation “∼” on D. It is generated by the following relations:
(i) (S1, S) ∼ (S2, S) when S1 ⊂ S2.
(ii) (S, S1) ∼ (S, S2) when S1 ⊂ S2.
Let (S, S) ∼ (S′, S′). We say
(S, S) = (S1, S1) ∼ (S2, S2) ∼ . . . ∼ (Sk, Sk) = (S
′, S′)
is a fundamental chain of (S, S) and (S′, S′) if the following conditions holds:
(1) Si = Si+1 or Si = Si+1 for any 1 ≤ i < k;
(2) (Si, Si) > (Si+1, Si+1) or (Si, Si) < (Si+1, Si+1) for any 1 ≤ i < k.
Lemma 6.2. Let (S1, S), (S2, S) ∈ D. Then (S, S) ∈ D for any nonempty set S
with S1 ∩ S2 ⊂ S ⊂ S1 ∪ S2. Moreover, (S1, S) ∼ (S2, S).
Proof. Fix λ ∈ IW Jλ. It suffices to prove the first assertion. For any s ∈ S, we get
s ∈ S1 or S2. So n
λ
s (at) is maximal when t ∈ S. For any s 6∈ S, we obtain s 6∈ S1
or s 6∈ S2. So nλs (at) = 0 when t 6∈ S. It can be verified that (S, S) is a separable
pair. 
The proof of the following dual lemma is similar.
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Lemma 6.3. Let (S, S1), (S, S2) ∈ D. Then (S, S) ∈ D for any nonempty set S
with S1 ∩ S2 ⊂ S ⊂ S1 ∪ S2. Moreover, (S, S1) ∼ (S, S2).
Lemma 6.4. Let (S1, S1), (S2, S2) ∈ D. Suppose that |S1| = |S2| or |S1| = |S2|.
Then either S1 = S2 or S1 = S2. Moreover, (S1, S1) ∼ (S2, S2).
Proof. In view of Lemma 6.1, one has S1 = S2 or S1 = S2. Then the lemma follows
from Lemma 6.2 and Lemma 6.3. 
Lemma 6.5. Suppose that (S, S) > (S′, S′) are two equivalent separable pairs with
a shortest fundamental chain (S1, S1) ∼ (S2, S2) ∼ . . . ∼ (Sk, Sk). Then
(1) For any 1 ≤ i < k, Si = Si+1 or Si = Si+1;
(2) For any 1 ≤ i < j ≤ k, Si 6= Sj (resp. Si 6= Sj) unless j = i+ 1;
(3) (S1, S1) > (S2, S2) > . . . > (Sk, Sk);
Proof. The definition gives (1). We consider (2). Choose 1 ≤ i < j ≤ k so that
Si = Si+1 = . . . = Sj−1 = Sj
and j − i as large as possible. If j < k, then Sj 6= Sj+1. (1) implies Sj = Sj+1.
Moreover, we have Sj $ Sj+1 or Sj % Sj+1 since the chain is fundamental. Lemma
6.1 yields either (Si, Si) > (Sj+1, Sj+1) or (Si, Si) < (Sj+1, Sj+1). Thus
(S1, S1) ∼ . . . ∼ (Si, Si) ∼ (Sj , Sj) ∼ (Sj+1, Sj+1) ∼ . . . ∼ (Sk, Sk)
is a fundamental chain of length k − j + 1 + i ≥ k, that is, j ≤ i + 1. If i > 1,
we can get Si−1 6= Si and j ≤ i + 1 by a similar reasoning. If i = 1 and j = k,
then S1 = Sk. So (S, S) ∼ (S′, S′) is a fundamental chain and j = 2 = i+ 1. Now
suppose Si = Sj for some 1 ≤ i < j ≤ k. Then
(S1, S1) ∼ . . . ∼ (Si, Si) ∼ (Si ∪ Sj , Sj) ∼ (Sj , Sj) ∼ . . . ∼ (Sk, Sk)
is a fundamental chain. The previous argument shows that it is not shortest. Thus
k − j + 2 + i > k, that is, j ≤ i+ 1. The dual case is similar.
Next we prove the following result by induction on i.
(6.6) (S1, S1) > (S2, S2) > . . . > (Si, Si) ≥ (Sk, Sk).
Then (3) is an easy consequence. The case i = 1 is trivial. Suppose (6.6) holds for
i ≥ 1. If i = k, there is nothing to prove. If i < k and Si = Sk (resp. Si = Sk),
then (2) yields i = k − 1. Moreover, (6.6) is true for i + 1 = k. Now suppose
that Si % Sk and Si $ Sk. We can choose i ≤ j < k so that |Si| ≤ |Sj | and
|Si| > |Sj+1|. Then (2) implies Sj = Sj+1. So Si ⊂ Sj+1 = Sj in view of Lemma
6.1. If Si 6= Sj , one must have Si ⊃ Sj and thus Si = Sj (since |Si| ≤ |Sj |). Thus
(2) implies j = i + 1. With Si+1 = Si % Sk, we obtain (Si+1, Si+1) > (Sk, Sk) by
Lemma 6.1. It remains to consider the case Si = Sj = Sj+1. Then (2) forces j = i.
Hence (Si, Si) > (Si+1, Si+1) > (Sk, Sk) by Lemma 6.1.

Lemma 6.7. Let Φ = Bn, Cn (resp. Dn), Φλ = ΦJ and I be standard. Suppose
that (nm, nm) = (0,m− 1) or (m− 1, 0) (resp. nm = 0 or (nm, nm) = (m,m)). Let
(S, S) ∈ D. Then the following conditions are equivalent.
(1) seiλ is ΦI-singular for ΦI-regular weight λ ∈ Wλ with qs−1 < i ≤ qs,
λi 6= 0 and s ∈ S\{m}.
(2) There exists (S′, S′) ∼ (S, S) so that S′ ⊂ S, |S′| = 1 and |S′\{m}| = m−1.
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Under these hypothesis, λj is fixed for any qs−1 < j ≤ qs with s ∈ S and λ ∈ IW Jλ.
Proof. Let λ ∈ Wλ be any ΦI -regular weight. Use induction on |S|. First assume
that |S| = 1. If S = {m}, then either Φ = Bn, Cn with (nm, nm) = (m − 1, 0)
or Φ = Dn with (nm, nm) = (m,m). We obtain (S, S) ∼ ({m}, {1, . . . ,m − 1})
(resp. ({m}, {1, . . . ,m})) for Φ = Bn, Cn (resp. Dn). The equivalence of (1)
and (2) is trivial. If S = {s0} for some s0 < m, then either Φ = Bn, Cn with
(nm, nm) = (0,m − 1) or Φ = Dn with nm = 0. With (S, S) ∈ D, one gets
nλs (at) = 0 for s 6= s0 and t 6∈ S. In view of Lemma 4.13, we obtain n
λ
s0
(at) ≥ 1 for
t 6∈ S\{m} since nt > 0. Thus (1) holds if and only if nλs0(at) = 2 for t 6∈ S\{m},
keeping in mind of Lemma 4.10. In the other direction, (2) holds if and only if
S′ = {s0} and nλs0(at) = 2 for t 6∈ S\{m}.
Now suppose |S| > 1. Assume that (1) holds. choose s0 ∈ S such that ns0 =
min{ns | m > s ∈ S}. One must have nλs (at) = 0 or 2 for s ∈ S\{m} and
1 ≤ t < m. Denote S2 = S\{s0} and
S2 = {1 ≤ t ≤ m | n
λ
s0
(at) > 0}.
We show that (S2, S2) ∼ (S, S). Evidently S2 ⊃ S since nλs0(at) is maximal for
t ∈ S. If m ∈ S, then either Φ = Bn, Cn with (nm, nm) = (m − 1, 0) or Φ = Dn
with (nm, nm) = (m,m). We always have n
λ
m(at) is maximal for 1 ≤ t ≤ m. If
m ∈ S, then either Φ = Bn, Cn with (nm, nm) = (0,m − 1) or Φ = Dn with
(nm, nm) = (m,m). So n
λ
s (0) is maximal for s ∈ S. If n
λ
s (at) = 0 for some
s ∈ S2\{m} and t ∈ S2\{m}, we can find t0 6∈ S2 with n
λ
s (at0) = 2 and n
λ
s0
(at0) = 0,
keeping in mind that ns0 ≤ ns. So t0 6∈ S (otherwise n
λ
s (at0) is maximal). Lemma
4.24 gives ΦI -regular weight µ = sej−ekλ, where qs0−1 < j ≤ qs0 and qs−1 < k ≤ qs.
Moreover, sejµ and sekµ are also ΦI -regular, which contradicts (1). Therefore
nλs (at) is maximal for s ∈ S and t ∈ S2. One has (S2, S2), (S, S2) ∈ D and thus
(S2, S2) ∼ (S, S). With (S, S) replaced by (S2, S2), the induction hypothesis yields
(S′, S′) ∼ (S2, S2) so that S
′ ⊂ S2, |S
′| = 1 and |S′\{m}| = m− 1. Now (2) is an
immediate consequence.
Conversely, if (2) is true, let
(S, S) = (S1, S1) ∼ (S2, S2) ∼ . . . ∼ (Sk, Sk) = (S
′, S′)
be a shortest fundamental chain of (S, S) and (S′, S′). If s ∈ Si\Si+1, then Si =
Si+1 in view of Lemma 6.5. We obtain n
λ
s (at) is maximal for t ∈ Si and is zero for
t 6∈ Si. This is also true for s ∈ S′ = Sk. Then seiλ is ΦI -singular for qs−1 < i ≤ qs.
Hence (1) holds since S =
⋃k
i=1(Si\Si+1), where Sk+1 = ∅. 
In a similar spirit, we can prove the following result by a dual argument.
Lemma 6.8. Let Φ = Bn, Cn (resp. Dn) and I be standard. Suppose that
(nm, nm) = (m − 1, 0) or (0,m − 1) (resp. nm = 0 or (nm, nm) = (m,m)). Let
(S, S) ∈ D. Then the following conditions are equivalent.
(1) seiλ is ΦI-singular for any ΦI-regular weight λ ∈ Wλ with qs−1 < i ≤ qs,
λi 6= 0 and s 6∈ S;
(2) There exists (S′, S′) ∼ (S, S) so that S′ ⊃ S, |S′| = 1 and |S′\{m}| = m−1.
Under these hypothesis, λi is fixed for any qs−1 < i ≤ qs with s 6∈ S and λ ∈
IW Jλ.
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6.2. Special weights. In this subsection, we show that any ΦI -regular weight of
the system (Φ,ΦI ,ΦJ ) is connected to some special weights. First we recall the
restriction of weights. If Φ′ is a subsystem of Φ, there exists a unique weight λ|Φ′
in the subspace CΦ′ so that
(6.9) 〈λ|Φ′ , α
∨〉 = 〈λ, α∨〉
for all α ∈ Φ′. We write λ ⊥ Φ′ if λ|Φ′ = 0. Of course λ|Φ′ can also be viewed as
a weight in h∗. Thus one has (λ − λ|Φ′ ) ⊥ Φ′ for any λ ∈ h∗. For convenience, we
also write S ⊥ Φ′ for S ⊂ CΦ when λ ⊥ Φ′ for every weight λ ∈ S. The following
result is evident.
Lemma 6.10. Let Φ′ be a subsystem of Φ. Choose ν ∈ h∗ ( not necessarily a root).
(1) If ν ⊥ Φ′, then (sνλ)|Φ′ = λ|Φ′ for any λ ∈ h∗.
(2) If ν ∈ CΦ′, then (sνλ)|Φ′ = sν(λ|Φ′ ) for any λ ∈ h∗.
Start with the case of type A.
Lemma 6.11. Let Φ = An−1. Choose I, J ⊂ ∆. Let λ be a ΦI-regular weight
with Φλ = ΦJ . Suppose that i1, . . . , im is a permutation of {1, . . . ,m} such that
ni1 ≥ . . . ≥ nim . Set bl = ail for 1 ≤ l ≤ m. Then we can find a ΦI-regular weight
(6.12) λˆ = (b1, . . . , bq1 , λˆq1+1, . . . , λˆn)
so that λ↔ λˆ.
Proof. We can construct a ΦI -regular weight µ ↔ λ and n
µ
1 (b1) ≥ . . . ≥ n
µ
1 (bm)
step by step. Start with µ = λ. Suppose we already have nµ1 (b1) ≥ . . . ≥ n
µ
1 (bk)
and nµ1 (bk) < n
µ
1 (bk+1) for some 1 ≤ k < m. Choose the smallest 0 ≤ j < k so that
nµ1 (bj+1) = 0 = n
µ
1 (bk) < 1 = n
µ
1 (bk+1). Since
m∑
s=1
nλs (bj+1) = nij+1 ≥ nik+1 =
m∑
s=1
nλs (bk+1),
there is 1 < s ≤ m so that nλs (bj+1) > n
λ
s (bk+1). We can assume that µl = bk+1 for
some 1 ≤ l ≤ q1 and µh = bj+1 for some qs−1 < h ≤ qs. Then ν = sel−ehµ is ΦI -
regular and µ↔ ν in view of Proposition 4.17. Moreover, nν1(b1) ≥ . . . ≥ n
ν
1(bk) ≥
nν1(bk+1). Replacing µ by ν and increasing k in this fashion, we can eventually get
nµ1 (b1) = . . . = n
µ
1 (bq1) = 1 > 0 = n
µ
1 (bq1+1) = . . . = n
µ
1 (bm)
with µ↔ λ. There exists w ∈ WI so that
wµ = (b1, . . . , bq1 , λˆq1+1, . . . , λˆn+1).
Hence one has λ↔ λˆ, where λˆ = wµ. 
Lemma 6.13. Let Φ = An−1. Choose I, J ⊂ ∆. Let λ be a dominant weight with
Φλ = ΦJ . There exists a ΦI-regular weight µ such that λ ↔ µ for any ΦI-regular
weight λ ∈Wλ.
Proof. We can prove the lemma by induction on m. The case m = 1 is evident
sinceWI =W and λ = wλ↔ λ. If m > 1, let Φ′ = Φ∩
∑n
i=q1+1
Cei andW ′ be the
corresponding Weyl group. Denote I ′ = I ∩Φ′. Choose ΦI -regular weight λ ∈Wλ.
With Lemma 6.11, we can find ΦI -regular weight λˆ ↔ λ satisfying (6.12). The
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induction hypothesis implies λˆ|Φ′ ↔ µ′ ( relative to (ΦI′ ,Φ′)) for some Φ′I′ -regular
weight µ′ ∈
∑n
i=q1+1
Cei. Set µ′i = 〈µ
′, ei〉 for q1 < i ≤ n. Denote
µ = (λˆ1, . . . , λˆq1 , µ
′
q1+1, . . . , µ
′
n).
One has λˆ↔ µ, in view of Lemma 4.3 and Proposition 4.17. Hence λ↔ λˆ↔ µ. 
With Lemma 6.13, we can recover the following result of Brundan [Br].
Theorem 6.14. Let Φ = An. The system (Φ,ΦI ,ΦJ ) contains at most one block
for any I, J ⊂ ∆.
The above results of type A inspire us to find similar results for the other types.
Lemma 6.15. Assume that Φ = Bn, Cn. Choose I, J ⊂ ∆. Let λ be a dominant
weight with Φλ = ΦJ and λ ∈ Wλ be ΦI-regular. Suppose that m > 1. Let
i1, . . . , im−1 be a permutation of {1, . . . ,m − 1} such that ni1 ≥ . . . ≥ nim−1 . Set
bl = ail for 1 ≤ l < m and p = [
n1+1
2 ].
(1) If p = m or nip ≤ 2nm, we can find ΦI-regular weight
λˆ = (b1, . . . , bk, 0,−bj, . . . ,−b1, λˆn1+1 . . . , λˆn)
so that λ↔ λˆ or λ↔ sek λˆ, where k is determined by λ and j = n1− 1−k.
(2) If p < m and nip > 2nm, we can find ΦI-regular weight
λˆ = (b1, . . . , bk,−bj , . . . ,−b1, λˆn1+1 . . . , λˆn)
so that λ↔ λˆ or λ↔ sek λˆ, where k is determined by λ and j = n1 − k.
Proof. (1) If p = m, then n1 = 2m−1 and all nλs (as) are maximal, keeping in mind
of n1 =
∑m
s=1 n
λ
s (as) ≤ 2m− 1. There exists w ∈ WI1 so that
λ↔ wλ = λˆ = (b1, . . . , bp−1, 0,−bp−1, . . . ,−b1, λˆn1+1 . . . , λˆn).
Here k = j = p− 1.
Assume that p < m and nip ≤ 2nm. We claim there is µ↔ λ satisfying:
(i) nµ1 (0) = 1;
(ii) nµ1 (b1) ≥ . . . ≥ n
µ
1 (bm−1).
With (i) and (ii), one obtains nµ1 (b1) = . . . = n
µ
1 (bj) = 2, n
µ
1 (bj+1) = . . . = n
µ
1 (bk) =
nµ1 (0) = 1 and n
µ
1 (bk+1) = . . . = n
µ
1 (bm−1) = 0 for some 0 ≤ j ≤ k < m. We can
continue to show that there exists such a µ↔ λ satisfying
(iii) nij+1 = nik when j < k;
(iv) nij > nik+1 when j > 0 and k < m− 1.
Suppose we already have µ ↔ λ satisfying (i)-(iv). Obviously k is unique when λ
is fixed. Since wµ↔ µ for any w ∈WI1 , one can assume that
µ = (b1, . . . , bj , µj+1, . . . , µk, 0,−bj, . . . ,−b1, µn1+1, . . . , µn),
where |µl| = bl for j < l ≤ k. For any j < l < k with µl = −bl, replace µ by
sel+eksel−ekµ. We still have µ ↔ λ by Lemma 4.18 and eventually get µl = bl for
l < k. If µk = bk, set λˆ = µ, otherwise set λˆ = sekµ.
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It remains to find µ↔ λ satisfying (i)-(iv). The main tool is Lemma 4.24. Start
with µ = λ. If nλ1 (0) = 1, then (i) holds. If n
λ
1 (0) = 0, note that
∑p−1
j=1 n
λ
1 (bj) ≤
2(p− 1) < n1. There exists p ≤ j < m with nλ1 (bj) ≥ 1. In view of
nλ1 (bj) +
∑
1<s≤m
nλs (0)=1
nλs (bj) ≤
m∑
s=1
nλs (bj) = nij ≤ nip ≤ 2nm = 2
m∑
s=1
nλs (0),
We can find 1 < s < m with nλs (0) = 1 and n
λ
s (bj) ≤ 1 (n
λ
m(0) = 0 in view
of Lemma 4.13). Applying Lemma 4.24 (relative to bj, 0), there exist β ∈ Φ\ΦI
so that µ = sβλ is ΦI -regular. Moreover, µ ↔ λ and n
µ
1 (0) = n
λ
1 (0) + 1 = 1.
Now consider (ii). If nµ1 (b1) ≥ . . . ≥ n
µ
1 (bk) < n
µ
1 (bk+1) (which is 1 or 2) for
1 ≤ k < m− 1, choose the smallest 0 ≤ j < k so that nµ1 (bj+1) = n
µ
1 (bk). One can
choose 1 < s ≤ m with nµs (bj+1) > n
µ
s (bk+1), keeping in mind that
m∑
s=1
nµs (bj+1) = nij+1 ≥ nik+1 =
m∑
s=1
nµs (bk+1).
With Lemma 4.24 (relative to bj+1, bk+1), there is ν ↔ µ so that nν1(bk+1) =
nµ1 (bk+1)− 1. If n
ν
1(bk) ≥ n
ν
1(bk+1), we can replace µ by ν and get n
µ
1 (b1) ≥ . . . ≥
nµ1 (bk) ≥ n
µ
1 (bk+1). If n
ν
1(bk) < n
ν
1(bk+1) (which must be 1), imitate the previous
argument (with j replaced by j + 1). We get η ↔ ν and nη1(b1) ≥ . . . ≥ n
η
1(bk) ≥
nη1(bk+1) = 0. Then replace µ by η. Increasing k in this fashion, one obtains (ii).
Now we have (i) and (ii) for (µ, k). If nij+1 > nik and j < k, there is 1 < t ≤ m
with nµt (bj+1) > n
µ
t (bk), keeping in mind that n
µ
1 (bj+1) = n
µ
1 (bk) = 1. Lemma 4.24
yields ΦI -regular weight ν ↔ µ ↔ λ such that n
ν
1(bj+1) = 2 and n
ν
1(bk) = 0. It is
evident that (i) and (ii) also hold for (ν, k − 1). Replacing µ by ν and decreasing
k stepwise in this fashion, we arrive at (iii). Now nij ≥ nik+1 . We only need to
consider the case nij = nik+1 with j > 0 and k < m − 1. There exists 1 < t ≤ m
with nµt (bj) < n
µ
t (bk+1), in view of n
µ
1 (bj) = 2 > 0 = n
µ
1 (bk+1). Lemma 4.24 gives
ν ↔ µ ↔ λ such that nν1(bj) = n
ν
1(bk+1) = 1. Obviously (i)-(iii) still hold with
(µ, k) replaced by (ν, k + 1). Increasing k stepwise, we will obtain (iv).
(2) If p < m and nip > 2nm, we first give µ ↔ λ with n
µ
1 (0) = 0. Then (2)
follows from an argument similar to (1). If nλ1 (0) = 0, set µ = λ. If n
λ
1 (0) = 1, with
nλ1 (0) +
∑p
j=1 n
λ
1 (bj) ≤ n1 < 2p+ 1, we must have n
λ
1 (bj) ≤ 1 for some 1 ≤ j ≤ p.
With 1 ≥ nλm(bj) > 0 = n
λ
m(0) and nij ≥ nip > 2nm, one gets n
λ
s (bj) > n
λ
s (0) = 0
for some 1 < s < m. So Lemma 4.24 gives µ↔ λ with nµ1 (0) = 0.

If Φ = Dn, the argument is almost the same. The only difference is that n
λ
m(0)
might be nonzero for some ΦI -regular weight λ in this case. So we need to make
corresponding changes on conditions about nip and 2nm. The result can be sum-
marized as follows:
Lemma 6.16. Assume that Φ = Dn. Choose I, J ⊂ ∆ with I being standard.
Let λ be a dominant weight with Φλ = ΦJ and λ ∈ Wλ ∪Wsenλ be ΦI-regular.
Suppose that m > 1. Let i1, . . . , im−1 be a permutation of {1, . . . ,m− 1} such that
ni1 ≥ . . . ≥ nim−1 . Set bl = ail for 1 ≤ l < m and p = [
n1+1
2 ].
(1) If p = m or nip < 2nm, we can find ΦI-regular weight
λˆ = (b1, . . . , bk, 0,−bj, . . . ,−b1, λˆn1+1 . . . , λˆn)
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so that λ↔ λˆ or λ↔ sek λˆ, where k is determined by λ and j = n1− 1−k.
(2) If p < m and nip ≥ 2nm, we can find ΦI-regular weight
λˆ = (b1, . . . , bk,−bj , . . . ,−b1, λˆn1+1 . . . , λˆn)
so that λ↔ λˆ or λ↔ sek λˆ, where k is determined by λ and j = n1 − k.
Remark 6.17. The proof of Lemma 6.15 and Lemma 6.16 shows that k ≥ n1−12 ≥ 0.
If k = 0 (e.g., when n1 = p = m = 1), one has λ ↔ λˆ for all ΦI -regular weight
λ ∈ Wλ.
If Φ = Dn and λn 6= 0, then Wλ ∩Wsenλ = ∅. If Φ = Bn, Cn or λn = 0, we
always have Wλ =Wsenλ.
Similar to Lemma 6.13, we have the following result.
Lemma 6.18. Assume that Φ = Bn or Cn. Choose I, J ⊂ ∆. Let λ be a dominant
weight with Φλ = ΦJ . There exists ΦI-regular weight µ so that
λ↔ sǫ1ek1 s
ǫ2
ek2
. . . sǫm−1ekm−1
µ
for any ΦI-regular weight λ ∈ Wλ. Here qs−1 < ks ≤ qs and ǫs ∈ {0, 1} for
1 ≤ s < m. In particular, if ǫs = 1, then µks 6= 0 and seksµ is ΦI-regular.
Proof. We prove the lemma by induction on m. If m = 1, that is, I = ∆, there
exists w ∈ WI = W so that λ = wλ ↔ λ. Set µ = λ. If m > 1, it follows from
Lemma 6.15 that we can find λˆ for each ΦI -regular weight λ ∈Wλ such that either
λ ↔ λˆ or λ ↔ sek λˆ with 0 ≤ k ≤ q1, where k and λˆ1, . . . , λˆq1 are independent of
the choice of λ. If k = 0 (see Remark 6.17), set k1 = q1 and ǫ1 = 0, otherwise set
k1 = k. One has λ↔ s
ǫ1
ek1
λˆ with ǫ1 ∈ {0, 1}. Moreover, ǫ1 = 0 unless λ 6↔ λˆ. Put
Φ′ = (
∑
q1<i≤n
Qei) ∩ Φ and I ′ =
⋃
1<t≤m
It.
If Φ′ = ∅, then q1 = n, n2 = 0 and m = 2. Thus µ = λˆ is independent of the choice
of λ. We obtain λ↔ sǫ1ek1µ. Next assume that Φ
′ 6= ∅. Then
λ′ = λˆ|Φ′ = (s
ǫ1
ek1
λˆ)|Φ′ = (λˆq1+1, . . . , λˆn)
is Φ′I′-regular. There exists w
′ ∈ W ′ so that λ′ = w′λ′ is a dominant weight of Φ′,
where W ′ is the Weyl group of Φ′. Obviously λ′ is independent of the choice of λ.
By the induction hypothesis, there exists Φ′I′-regular weight µ
′ ∈W ′λ′ such that
λ′ ↔ sǫ2ek2 s
ǫ3
ek3
. . . sǫm−1ekm−1
µ′.
(relative to (Φ′I′ ,Φ
′)) for all possible λ′. Denote
µ = (λˆ1, . . . λˆq1 , µ
′
q1+1, . . . , µ
′
n),
where µ′i = 〈µ
′, ei〉 for q1 < i ≤ n. Then Lemma 4.3 and Proposition 4.17 yield
λ↔ sǫ1ek1 λˆ↔ s
ǫ1
ek1
sǫ2ek2
. . . s
ǫm−1
ekm−1
µ. The second statement is an easy consequence of
the above argument. 
If Φ = Dn, we have to consider λ and senλ at the same time, where senλ is also
a dominant weight. The proof (which we leave to the reader) is similar.
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Lemma 6.19. Assume that Φ = Dn. Choose I, J ⊂ ∆ with I being standard. Let
λ be a dominant weight with Φλ = ΦJ . There exists ΦI-regular weight µ so that
λ↔ sǫ1ek1 s
ǫ2
ek2
. . . sǫm−1ekm−1
sǫmen µ
for any ΦI-regular weight λ ∈ Wλ ∪Wsenλ. Here qs−1 < ks ≤ qs and ǫs ∈ {0, 1}
for 1 ≤ s < m. Moreover, ǫm ∈ {0, 1} for nm > 0, while ǫm = 0 for nm = 0. In
particular, if ǫs = 1, then seksµ is ΦI-regular.
Remark 6.20. It follows from Lemma 6.18 and Lemma 6.19 that (Φ,ΦI ,ΦJ) con-
tains at most 2m−1 blocks for Φ = Bn, Cn and 2
m blocks for Φ = Dn.
6.3. Blocks of non separable systems and weakly separable systems. We
need one more lemma before we can prove the main results of this section.
Lemma 6.21. Let Φ = Bn, Cn or Dn and I be standard. Let λ ∈ Λ
+
I . Assume
that β = ei ± ej ∈ Ψ
+
λ for qs−1 < i ≤ qs and qt−1 < j ≤ qt(i < j). Set a = |λi| and
b = |λj |.
(1) If nλs (b) is maximal, then sβλ is ΦI-singular unless λi = a > b = 0, s = t
and nλs (a) = 1;
(2) If nλt (a) is maximal, then sβλ is ΦI-singular unless a = b > 0, t = m and
nλs (a) = 1,
Proof. Since β ∈ Φ+\ΦI , we have s < m. Denote µ = sβλ.
(1) First assume that s = t. We must have β = ei + ej (ei − ej ∈ ΦI) and
〈λ, β〉 = λi+λj > 0. Then µi = −λj , µj = −λi and µk = λk when k 6= i, j. Keeping
in mind that λ ∈ Λ+I and ei − ej ∈ ΦI , one has λi > λj and thus a > b ≥ 0. If
b 6= 0, then nλs (b) = 2 and there exists qs−1 < k ≤ qs with λk = −λj (thus k 6= i, j).
So 〈µ, ek − ei〉 = µk − µi = λk − (−λj) = 0 and µ is ΦI -singular. If b = 0 and
nλs (a) = 2, we can also show that µ is ΦI -singular in a similar spirit. If b = 0
and nλs (a) = 1, it can be verified that µ is ΦI -regular. It remains to consider the
case s 6= t. If a 6= b, then nµs (b) = n
λ
s (b) + 1. This is impossible since n
λ
s (b) is
maximal. If a = b, we get λi = a > 0 in view of 〈λ, β〉 = λi ± λj > 0. It follows
that µ = sβλ = seisejλ. Since n
λ
s (b) is maximal and s < m, one obtains n
λ
s (b) = 2.
There exists qs−1 < k ≤ qs so that λk = −λi. We get µk = λk = −λi = µi. Hence
〈µ, ei − ek〉 = 0 and µ is ΦI -singular.
(2) First assume that s = t. We can still get a > b ≥ 0 like (1). With t = s < m
and a > 0, we get nλt (a) = 2. There exists qs−1 < k ≤ qs with λk = −λi. Then
〈µ, ek − ej〉 = 0 and µ is ΦI -singular. If s 6= t and µ is ΦI -regular, then a = b > 0
and µ = seisejλ by an argument similar to (1). It follows that n
λ
s (a) = n
λ
t (b) = 1.
This forces t = m since nλt (a) = n
λ
t (b) = 1 is maximal. Conversely, with a = b > 0,
t = m and nλs (a) = 1, µ = sβλ = seisejλ must be ΦI -regular. 
For λ ∈ Λ+I , let P (λ) be a parity function on Λ
+
I . More precisely, P (λ) = 0 if
|{1 ≤ i ≤ n | λi < 0}| is even and P (λ) = 1 if |{1 ≤ i ≤ n | λi < 0}| is odd.
Theorem 6.22. Let Φ = Bn, Cn and I, J ⊂ ∆. Let λ be a dominant weight with
Φλ = ΦJ . Assume that (Φ,ΦI ,ΦJ) have nonzero blocks. Then
(1) If (Φ,ΦI ,ΦJ) is not separable, it has only one block.
(2) If (Φ,ΦI ,ΦJ) is weakly separable, then (nm, nm) = (0,m− 1) or (m− 1, 0).
The system has two blocks.
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(3) Let λ, µ ∈ IW Jλ. Suppose (Φ,ΦI ,ΦJ) is weakly separable. Then λ and µ
belong to the same block if and only if P (λ) = P (µ).
Proof. If (Φ,ΦI ,ΦJ) is not strongly separable, we show that it contains at most
two blocks. First Lemma 6.18 yields a ΦI -regular weight ν ∈ Wλ so that λ ↔
sǫ1ek1
. . . s
ǫm−1
ekm−1
ν for all λ ∈ IW Jλ. Here ǫs ∈ {0, 1} and qs−1 < ks ≤ qs for
1 ≤ s < m. Moreover, if ǫs = 1, then sǫseks ν is ΦI -regular. If ǫ1 = . . . = ǫm−1 = 0
for any λ ∈ IW Jλ, then λ ↔ ν and (Φ,ΦI ,ΦJ) has only one block. Otherwise
choose the maximal 1 ≤ s < m so that νks 6= 0 and seks ν is ΦI -regular. Fix
λ ∈ IW Jλ. For any t < s with ǫt = 1. Proposition 5.9 implies
λ↔ sǫ1ek1 . . . s
ǫs−1
eks−1
sǫseks ν ↔ s
ǫ1
ek1
. . . sǫt−1ekt−1
sǫt+1ekt+1
. . . sǫs−1eks−1
s1−ǫseks ν.
With this kind of operation, we can eventually get λ ↔ sǫekν for some ǫ ∈ {0, 1}
and 1 ≤ k = ks ≤ qm−1. This shows that (Φ,ΦI ,ΦJ ) has at most two blocks.
Ifm = 1 orm = 1, then (Φ,ΦI ,ΦJ ) is not separable and contains only one block.
Now suppose m,m > 1. If (nm, nm) 6= (0,m − 1), (m − 1, 0), Proposition 5.7 and
the previous reasoning yield λ↔ sǫekν ↔ ν. Thus the system has only one block.
Now assume that (nm, nm) = (0,m−1). If λ, µ ∈ IW Jλ are linked by β ∈ Ψ
+
λ , we
show that P (λ) = P (µ). In fact, we have 〈λ, β〉 > 0 and λ = wsβµ for w ∈ WI . If
β = ei or 2ei for some qs−1 < i ≤ qs and 1 ≤ s < m, then a = λi = 〈λ, ei〉 > 0. With
nm = 0 and nm = m− 1, one obtains nλs (a) = n
λ
s (0) = 1 and n
λ
m(a) = n
λ
m(0) = 0.
It follows from Proposition 4.17 that β is not a linked root from λ, a contradiction.
Next assume that β = ei±ej for some qs−1 < i ≤ qs, qt−1 < j ≤ qt and 1 ≤ s, t < m.
If λi = 0, then n
λ
t (0) = 1 is maximal, in view of nm = m − 1. Lemma 6.21 yields
|λi| = |λj | > 0, a contradiction. Similarly, if λj = 0, Lemma 6.21 gives s = t and
nλs (a) = 1, where a = |λi|. With nm = 0, Proposition 4.17 implies that β is not a
linked root, another contradiction. Now we obtain λi, λj 6= 0. So P (λ) = P (sβλ)
in this case. On the other hand, nm = 0 implies any w ∈ WI is a permutation,
that is, P (µ) = P (wsβλ) = P (sβλ) = P (λ). As a consequence, P (λ) = P (µ)
when λ↔ µ. In view of Lemma 6.7 (choose (S, S) = ({1, . . . ,m− 1}, {m})), there
exists λ ∈ IW Jλ and 1 ≤ i ≤ qm−1 so that seiλ (6= λ) is ΦI -regular (otherwise the
system is strongly separable relative to ({s0}, {1, . . . ,m}) for some 1 ≤ s0 < m, a
contradiction). Choose w ∈ WI so that µ = wseiλ ∈ Λ
+
I . So P (µ) 6= P (λ) in this
case. This shows that (Φ,ΦI ,ΦJ) possess at least two blocks.
Now consider (nm, nm) = (m − 1, 0), then nλs (0) = 0 for any 1 ≤ s ≤ m and
λ ∈ IW Jλ. If λ, µ are linked by β, we can also show that β 6= ei by Proposition
4.17, while P (sβλ) = P (λ) always holds for β = ei ± ej (λi, λj 6= 0). The following
reasoning is similar (with Lemma 6.7 replaced by Lemma 6.8). 
Theorem 6.23. Let Φ = Dn and I, J ⊂ ∆. Let λ be a dominant weight with
Φλ = ΦJ . Assume that (Φ,ΦI ,ΦJ) have nonzero blocks. Then
(1) If (Φ,ΦI ,ΦJ) is not separable, it has only one block.
(2) If (Φ,ΦI ,ΦJ) is weakly separable, it has two blocks when (nm, nm) = (m,m),
otherwise it has only one block.
(3) Let λ, µ ∈ IW Jλ. If (Φ,ΦI ,ΦJ ) is weakly separable and has two blocks,
then λ and µ belong to the same block if and only if P (λ) = P (µ).
Proof. If I is not standard, we can consider the isomorphic system (Φ,Φϕ(I),Φϕ(J)).
Assume that I is standard. First we show that (Φ,ΦI ,ΦJ ) has at most two blocks.
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It follows from Lemma 6.19 that there exists a ΦI -regular weight ν ∈Wλ∪Wsenλ
so that λ ↔ sǫ1ek1 . . . s
ǫm−1
ekm−1
sǫmen ν. In particular, ǫm = 0 when nm = 0. If ǫs = 1,
then νks 6= 0 and s
ǫs
eks
ν is ΦI -regular. Choose the maximal 1 ≤ s < m so that
νks 6= 0 and seks ν is ΦI -regular. Fix λ ∈
IW Jλ. For any t < s with ǫt = 1. If
(Φ,ΦI ,ΦJ) is not strongly separable, Proposition 5.9 implies
λ↔ sǫ1ek1 . . . s
ǫs−1
eks−1
sǫseks s
ǫm
en
ν ↔ sǫ1ek1 . . . s
ǫt−1
ekt−1
sǫt+1ekt+1
. . . sǫs−1eks−1
s1−ǫseks s
ǫm
en
ν.
We can eventually get λ↔ sǫeks
ǫm
en
ν for some ǫ ∈ {0, 1} and 1 ≤ k = ks ≤ qm−1. If
m = 1 or m = 1, the result is trivial. It suffices to consider the case m,m > 1.
First assume that (nm, nm) 6= (m,m). If nm > 0, then Proposition 5.8 yields
λ ↔ sǫeks
ǫm
en
ν ↔ ν. Thus (Φ,ΦI ,ΦJ ) possess only one block. If nm > 0, then
(Φ,ΦJ ,ΦI) contains only one block by a dual argument. In view of Lemma 5.6,
(Φ,ΦI ,ΦJ) has one block. It remains to consider the case (nm, nm) = (0, 0). In this
case, ǫm = 0 and n
λ
s (0) = 0 for all 1 ≤ s ≤ m. It follows that P (µ) = P (λ) whenever
µ ∈ Wλ. Therefore P (λ) = P (λ) = P (sǫekν). If ν ∈ Wλ (resp. ν ∈ Wsenλ), then
ǫ = 0 (resp. ǫ = 1) for all possible λ. Hence (Φ,ΦI ,ΦJ) has one block.
Next assume that (nm, nm) = (m,m). By the proof of Lemma 6.18 and Lemma
6.19, we can assume that
νqm−1+1 > . . . > νn−1 > |νn| ≥ 0.
Then nνm(0) = 1 implies νn = 0. So s
ǫm
en
ν = ν, which means (Φ,ΦI ,ΦJ) has at
most two blocks. If λ and µ are linked by β ∈ Φ+\ΦI , we show that P (λ) = P (µ).
In fact, we have µ = wsβλ for w ∈ WI . Assume that β = ei ± ej for some
qs−1 < i ≤ qs, qt−1 < j ≤ qt and 1 ≤ s ≤ t ≤ m. Then w ∈ WIs∪It . Moreover,
λi, λj 6= 0 by a proof similar to the case when Φ = Bn. If t = m, then nλt (a) = 1
is maximal for a = |λi|. Lemma 6.21 yields |λj | = a. Proposition 4.17 implies β
is not a linked root. This forces s ≤ t < m. So we must have P (sβλ) = P (λ).
On the other hand, w ∈ WIs∪It is a permutation for s ≤ t < m, that is, P (µ) =
P (wsβλ) = P (sβλ) = P (λ). In general, P (λ) = P (µ) when λ ↔ µ. By Lemma
6.7 (choose (S, S) = ({1, . . . ,m}, {m})), there is λ ∈ IW Jλ and 1 ≤ s < m so
that qs−1 < i ≤ qs and seiλ = sei+ensei−enλ ∈ Wλ is ΦI -regular (otherwise
(S, S) ∼ ({m}, {1, . . . ,m}) and the system is strongly separable in view of Lemma
6.5). Choose w ∈ WIs so that µ = wseiλ ∈ Λ
+
I . So P (µ) 6= P (λ) in this case. This
shows that (Φ,ΦI ,ΦJ) has at least two blocks.

7. Blocks of strongly separable systems
In this section, we will determine the blocks of strongly separable systems. We
say a separable pair (S, S) ∈ D is trivial if it satisfies the following conditions:
(i) When Φ = Bn, Cn, (S, S) ∼ ({s0}, {1, . . . ,m}) for some 1 ≤ s0 < m or
(S, S) ∼ ({1, . . . ,m}, {t0}) for some 1 ≤ t0 < m;
(ii) When Φ = Dn, (S, S) ∼ ({s0}, {1, . . . ,m − 1}) for some 1 ≤ s0 < m or
(S, S) ∼ ({1, . . . ,m− 1}, {t0}) for some 1 ≤ t0 < m.
7.1. strongly separable systems for Φ = An−1. In this subsection, we show
that the strongly separable systems for Φ = An−1 can be written as product of
two subsystems. Let λ be a dominant weight with Φλ = ΦJ . There exists strongly
separable pair (S, S) so that nλs (at) = 1 for s ∈ S, t ∈ S and n
λ
s (at) = 0 for s 6∈ S,
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t 6∈ S. Here λ is any ΦI -regular weight contained inWλ. Denote T = {1, . . . ,m}\S
and A = {at ∈ A | t ∈ S}. Obviously A ⊂ {λqs−1+1, . . . , λqs} when s ∈ S. Set
p = |A|. For λ ∈ IW Jλ, we can choose ws ∈WIs so that ν = (
∏
s∈S ws)λ satisfies
(7.1)
{νqs−1+1, . . . , νqs−1+p} = A,
νqs−1+1 > . . . > νqs−1+p, νqs−1+p+1 > . . . > νqs
when s ∈ S. Denote wλ =
∏
r∈S wr. Then wλ is unique, so is ν. Put
(7.2) Φ1 = (
∑
qs−1+p<i≤qs,
s∈S
Qei) ∩ Φ and Φ2 = (
∑
qs−1<i≤qs,
s∈T
Qei) ∩Φ.
Obviously Φ1,Φ2 are proper subsystems of Φ (the empty set is also viewed as a
subsystem of Φ, see Remark 7.5).
Let Wi be the Weyl group of Φi for i = 1, 2. Let ∆i be the simple system
corresponding to Φ+i = Φi ∩ Φ
+. Denote Ii = ΦI ∩ ∆i. Then I1 = I ∩ Φ1 and
I2 = I ∩ Φ2. Obviously, ΦIi is a subsystem of Φi generated by I
i. Set λi = ν|Φi .
Evidently, λi ∈ Λ+(ΦIi ,Φi). Denote by n
λi(a) the number of entries of λi with
absolute value a. It follows from the construction that
(7.3) nλ
1
(at) =
{
0, if t ∈ S;
nt, if t 6∈ S.
nλ
2
(at) =
{
nt − |S|, if t ∈ S;
0, if t 6∈ S.
Let λi ∈Wiλi be a dominant weight of Φ
+
i = Φi∩Φ
+. In view of (7.3), λi is uniquely
determined by λ and (S, S). Put J i = {α ∈ ∆i | 〈λi, α〉 = 0}. It can be verified
that λ → (λ1, λ2) gives a bijection between IW Jλ and (I
1
W J
1
1 λ
1, I
2
W J
2
2 λ
2). This
actually gives the first part of the following theorem.
Theorem 7.4. Let Φ = An−1. If (Φ,ΦI ,ΦJ ) is strongly separable, then
(1) There exist proper subsystem Φi of Φ for i = 1, 2 such that
IW J ≃ I
1
W J
1
1 ×
I2W J
2
2 ,
where Wi is the Weyl group of Φi and I
i, J i are subsets of simple system
∆i corresponding to Φ
+
i = Φi ∩ Φ
+.
(2) Let λ be a dominant weight with Φλ = ΦJ . There exist dominant weight
λi of Φi for i = 1, 2 such that each ν ∈ IW Jλ correspond νi ∈ I
i
W J
i
i λ
i.
Moreover, λ↔ µ if and only if λi ↔ µi relative to (ΦIi ,Φi).
Proof. The root system Φi is either empty or of type A. Thus (2) follows from
Theorem 6.22. 
Remark 7.5. When Φi is an empty root system for some i ∈ {1, 2}, then Ii, J i
are also empty. The Weyl group Wi = 1 =
IiW J
i
i . The weights λ
i = νi = 0. For
convenience, we write λi ↔ νi for any ν ∈ IW Jλ.
Inspired by the above results for type A, we will prove similar results for the
other types.
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7.2. strongly separable systems for Φ = Bn, Cn. We only need to consider
the case Φ = Bn. The case Φ = Cn is similar. Let λ be a dominant weight with
Φλ = ΦJ . There exists strongly separable pair (S, S) so that n
λ
s (at) is maximal
for s ∈ S, t ∈ S and nλs (at) = 0 for s 6∈ S, t 6∈ S, where λ ∈ Wλ is a ΦI -regular
weight. Denote A = {at | t ∈ S} and A
∗
= {±a | 0 < a ∈ A}. It is evident that
A
∗
⊂ {λqs−1+1, . . . , λqs} when s ∈ S\{m}. Moreover, A\{0} ⊂ {λqm−1+1, . . . , λn}
when m ∈ S. Set p = |A\{0}| and h = qm−1 + p. Then |A
∗
| = 2p. Note that
n − qm−1 ≤ |A\{0}| = p when m 6∈ S (since nλm(0) = 0). For λ ∈
IW Jλ, we can
choose permutations ws ∈WIs so that ν = (
∏
s∈S ws)λ satisfies
(7.6)
{νqs−1+1, . . . , νqs−1+2p} = A
∗
,
νqs−1+1 > . . . > νqs−1+2p, νqs−1+2p+1 > . . . > νqs
when s ∈ S\{m} and
(7.7)
{νqm−1+1, . . . , νh} = A\{0},
νqm−1+1 > . . . > νh, νh > . . . > νn > 0
when m ∈ S. Denote wλ =
∏
r∈S wr. Then wλ is unique, so is ν. Set T =
{1, 2, . . . ,m}\S. Put
(7.8) Φ1 = (
∑
qs−1+2p<i≤qs,
s∈S\{m}
Qei +
∑
h<j≤n
Qej) ∩Φ
and
(7.9) Φ2 = (
∑
qs−1<i≤qs,
s∈T\{m}
Qei +
∑
qm−1<j≤h
Qej) ∩ Φ.
Thus Φ1,Φ2 are proper subsystems of Φ (the empty set is also viewed as a subsystem
of Φ, see Remark 7.5). Moreover, Φ1 ⊥ Φ2.
Let Wi be the Weyl group of Φi for i = 1, 2. Let ∆i be the simple system
corresponding to Φ+i = Φi ∩ Φ
+. Denote Ii = ΦI ∩∆i. In particular, I
1 = I ∩ Φ1.
If qm−1 < h < n, I
2 = (I ∩ Φ2) ∪ {eh}, otherwise I2 = I ∩ Φ2. Let ΦIi is a
subsystem of Φi generated by I
i. Set λi = ν|Φi . Evidently, λ
i ∈ Λ+(ΦIi ,Φi). Let
λi ∈ Wiλi be a dominant weight of Φ
+
i = Φi ∩ Φ
+. Similar to the case of type A,
λi is uniquely determined by λ and (S, S). Put J i = {α ∈ ∆i | 〈λi, α〉 = 0}. Then
λ→ (λ1, λ2) gives a bijection between IW Jλ and (I
1
W J
1
1 λ
1, I
2
W J
2
2 λ
2). We obtain
the first part of the following theorem.
Theorem 7.10. Let Φ = Bn or Cn. If (Φ,ΦI ,ΦJ ) is strongly separable, then
(1) There exist proper subsystem Φi of Φ for i = 1, 2 such that
IW J ≃ I
1
W J
1
1 ×
I2W J
2
2 ,
where Wi is the Weyl group of Φi and I
i, J i are subsets of simple system
∆i corresponding to Φ
+
i = Φi ∩ Φ
+.
(2) Let λ be a dominant weight with Φλ = ΦJ . There exist dominant weight
λi of Φi for i = 1, 2 such that each ν ∈ IW Jλ correspond νi ∈ I
i
W J
i
i λ
i.
Moreover, λ↔ µ if and only if λi ↔ µi relative to (ΦIi ,Φi).
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Proof. Suppose λi ↔ µi for i = 1, 2. Let η ∈ IW Jλ be the weight corresponding to
(λ1, µ2). Then (wηη)j = (wλλ)j for qs−1 < j ≤ qs with s ∈ S\{m} and h < j ≤ n.
It follows from Lemma 4.3 and Proposition 4.17 that wηη ↔ wλλ. Similarly we can
get wηη ↔ wµµ. Therefore λ↔ µ.
For the other direction, it suffices to consider the case when λ, µ ∈ IW Jλ ⊂ Λ+I
are linked by β ∈ Φ+\ΦI , that is, µ = wsβλ for w ∈ WI and 〈λ, β〉 > 0. Put
ζ = wµµ. First assume that β = ei ± ej for 1 ≤ i < j ≤ n. There exist 1 ≤ s ≤
t ≤ m such that qs−1 < i ≤ qs and qt−1 < j ≤ qt. Set a = |λi| and b = |λj |.
With β 6∈ ΦI , one obtains s < m. Since (sβλ)u = λu when u 6= i, j, one has
w ∈ WIs∪It =WIsWIt . There exist w
′ ∈ WIs and w
′′ ∈ WIt with w = w
′w′′. Note
that wλ is a permutation in WI and ν = wλλ. We can assume that wλei = ek for
qs−1 < k ≤ qs and wλej = el for qt−1 < l ≤ qt. Then γ = wλβ = ek ± el.
If s ∈ S and t ∈ T , then s 6= t. With nλt (b) ≥ 1, we obtain b ∈ A. So n
λ
s (b) is
maximal. Thus sβλ is ΦI -singular by Lemma 6.21, a contradiction.
If s ∈ T and t ∈ S, then a ∈ A and nλt (a) is maximal. With Lemma 6.21,
one must have a = b > 0, t = m and sβλ = seisejλ. This forces β = ei + ej in
view of (4.8). Then µ = (w′sei)(w
′′sej )λ ∈ Λ
+
I . We obtain w
′′sejλ ∈ Λ
+
Im
and
w′seiλ ∈ Λ
+
Is
. Evidently w′′ = sej . Thus
wλµ = wλwsβλ = wλw
′w′′seisejλ = w
′seiwλλ = w
′seiν.
Since s 6∈ S ∪ {m}, (7.6) and (7.7) are satisfied with ν replaced by wλµ. The
uniqueness of wµ forces wµ = wλ and ζ = wµµ = wλµ. Moreover, s 6∈ S ∪ {m} also
implies (Is ∪{ei}) ⊥ Φ1. By Lemma 6.10, µ1 = ζ|Φ1 = (w
′seiν)|Φ1 = ν|Φ1 = λ
1. In
view of Is ∪ {ei} ⊂ Φ2, we also get µ2 = ζ|Φ2 = w
′sei(ν|Φ2) = w
′seiλ
2. Note that
|νl| = |〈ν, wλej〉| = |〈λ, ej〉| = b = a ∈ A\{0}.
Thus l ≤ h (by 7.7) and γ = wλβ = ei + el ∈ Φ2 (wλei = ei because s 6∈ S).
Notice that w′selsei+elν = w
′selseiselν = ζ. We get µ
2 = w′selsei+elλ
2 in view of
{el, ei + el} ⊂ Φ2. Since β is a linked root from λ, γ = ei + el is a linked root from
ν = wλλ. Hence ei + el is a linked roots from λ
2 to µ2 by Proposition 4.17.
If s, t ∈ S, we claim that a, b 6∈ A\{0}. In fact, if a ∈ A\{0}, then nλs (a) =
nλt (a) = 2. By Lemma 6.21, we must have n
λ
s (a) = 1, a contradiction. If b ∈ A\{0},
Lemma 6.21 implies b = 0, also a contradiction. Now the claim is proved. One gets
νk, νl 6∈ A
∗
in view of |νk| = a and |νl| = b that. Therefore γ = ek ± el ∈ Φ1. Note
that (sγν)u = νu unless u = k, l. It follows from
ζ = wµwsβλ = wµww
−1
λ sγwλλ = (wµww
−1
λ )sγν
that w1 = wµww
−1
λ ∈ W1 ∩
∏
s∈SWIs =WI1 . Thus µ
1 = w1sγλ
1 and µ2 = λ2. In
view of Proposition 4.17, γ is a linked root from µ1.
If s, t ∈ T , then w ∈ WI2 . Moreover, (Is ∪ It) ⊥ Φ1 and β ⊥ Φ1. Thus
wλµ = wsβwλλ = wsβν will satisfy (7.6) and (7.7). We get wµ = wλ. Hence
µ1 = (wsβν)|Φ1 = ν|Φ1 = λ
1 and µ2 = wsβλ
2. Also, β is a linked root from λ2.
Next assume that β = ei for qs−1 < i ≤ qs and s < m. Then a = λi = 〈λ, β〉 > 0.
With µu = λu when u 6= i, one obtains w ∈ WIs . Since seiλ is ΦI -regular, we must
have nλs (a) = 1, which is not maximal for s < m. If s ∈ S, then a 6∈ A (since
nλs (a) = 1 < 2). Similar argument shows that µ
1 = (wµww
−1
λ )sγλ
1 and µ2 = λ2,
where γ = wλβ = ek is a linked root from λ
1 by Proposition 4.17. In a similar
spirit, if s ∈ T , we get µ1 = λ1, µ2 = wseiλ
2 and ei is a linked root from λ
2. 
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The following lemma can be used to get the number of blocks.
Lemma 7.11. Let Φ = Bn or Cn. Let (S, S) ∈ D be a strongly separable pair. Set
D1 ={(S′, S′) ∈ D | (S′, S′) ≤ (S, S), S′ 6= S\{m}};
D2 ={(S′, S′) ∈ D | (S′, S′) ≥ (S, S), S′ 6= S\{m}}.
Fix i ∈ {1, 2}. If Ii, J i 6= ∆i, there is bijection ψi between D(λi,ΦI ∩ Φi,Φi) and
Di satisfying the following conditions:
(1) ψi sends equivalent pairs to equivalent pairs, so does ψ
−1
i .
(2) If (S′i, S
′
i) ∈ D(λ
i,ΦI ∩Φi,Φi) is strongly separable, then ψi(S′i, S
′
i) ∈ D
i is
strongly separable.
(3) (S′i, S
′
i) ∈ D(λ
i,ΦI ∩Φi,Φi) is trivial if and only if ψi(S
′
i, S
′
i) ∈ D
i is trivial
or equivalent to (S, S) 6∈ Di.
Otherwise (S′, S′) ∼ (S, S) ∈ D3−i for any nontrivial (S′, S′) ∈ Di.
Proof. Denote
H1 ={qs−1 + 2p < i ≤ qs | m > s ∈ S} ∪ {h < i ≤ n};
H2 ={qs−1 < i ≤ qs | m > s ∈ T } ∪ {qm−1 < i ≤ h}.
The entries of λi are indexed by Hi for i = 1, 2. Set T = {1, . . . ,m}\S. Denote
(7.12)
Si = {1 ≤ s < m | n
λi
s (at) > 0 for some 1 ≤ t < m˜} ∪ {m};
Si = {1 ≤ t < m | n
λi
s (at) > 0 for some 1 ≤ s < m˜} ∪ {m}.
If (S′i, S
′
i) ∈ D(λ
i,ΦI ∩ Φi,Φi), it is evident that S′i ⊂ Si and S
′
i ⊂ Si. Since
(S, S) is separable, we obtain S1 = {s ∈ S | ns > 2p} ∪ {m} for m 6∈ S and
S1 = S ∪ {m} for m ∈ S, while S1 = T ∪ {m}. Similarly, S2 = S ∪ {m} for m ∈ S
and S2 = {t ∈ S | nt > 2|S|} ∪ {m} for m 6∈ S, while S2 = T ∪ {m}.
It suffices to consider the case i = 1, while the proof for i = 2 is similar. First
assume that I1, J1 6= ∆1. If (S′1, S
′
1) ∈ D(λ
1,ΦI ∩Φ1,Φ1), we get S′1 ⊂ S∪{m} and
S′1 ⊂ T ∪ {m}. If S
′
1 6⊂ S, one must have S
′
1 = S ∪ {m} and m 6∈ S. Thus m ∈ S
and m 6∈ S′1. We can choose t ∈ S
′
1 ⊂ T so that n
λ
m(at) = n
λ1
m (at) = 1 is maximal.
On the other hand, nλm(at) = 0 since m 6∈ S and t 6∈ S. This forces S
′
1 ⊂ S. It
is routine to check that ψ1 : (S
′
1, S
′
1) → (S
′
1, S
′
1 ∪ (S\{m})) gives an bijective map
from D(λ1,ΦI ∩ Φ1,Φ1) to D1 (with inverse map (S′, S′) → (S′, S′\(S\{m}))).
Then (1) and (2) are obvious. If (S′1, S
′
1) and ({s0}, S1) are equivalent separable
pairs contained in D(λi,ΦI ∩ Φi,Φi) for some m > s0 ∈ S1, then
ψ1(S
′
1, S
′
1) ∼ ψ1({s0}, S1) ∼ ({s0}, (T ∪ {m}) ∪ (S\{m}) = ({s0}, {1, . . . ,m})
is trivial. If (S′1, S
′
1) and (S1, {t0}) are equivalent for some m > t0 ∈ S1, then
m ∈ S′1 ⊂ S yields m 6∈ S. Moreover,
ψ1(S
′
1, S
′
1) ∼ (S1, {t0} ∪ S) ∼ (S1, S) ∼ (S, S) 6∈ D
1.
Conversely, if (S′, S′) ∈ D1 is trivial, it is easy to check that ψ−11 (S
′, S′) is trivial.
If ψ1(S
′
1, S
′
1) ∼ (S, S) 6∈ D
1, then m ∈ S′1 ⊂ S1 ⊂ S. Lemma 6.5 shows that
(S, S) ∼ (S1, S ∪ {t0}) for some m > t0 ∈ S′1. Hence (S
′
1, S
′
1) ∼ (S1, {t0}) by (1).
Next assume that J1 = ∆1, that is, S ⊃ {1, . . . ,m − 1}. If (S′, S′) ∈ D1 is
nontrivial, we have S′ = S = {1, . . . ,m − 1}. Thus (S′, S′) ∼ (S, S) ∈ D2 in view
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of m ∈ S. Then assume that I1 = ∆1 and J1 6= ∆1. In this case, nλs (at) = 0 for
m > s ∈ S and t ∈ T ∪ {m}. Moreover, |T\{m}| > 0. This forces ({m}, S) ∈ D. If
(S′, S′) ∈ D1 is nontrivial, Lemma 6.1 yields S′ = S or S′ = {m}. In either case,
one has (S′, S′) ∼ (S, S) ∈ D2.

Theorem 7.13. For Φ = Bn, Cn, the system (Φ,ΦI ,ΦJ) has 2
k blocks, where k is
the number of equivalence classes of nontrivial separable pairs.
Proof. We adopt notations in Lemma 7.11. If (Φ,ΦI ,ΦJ) is not separable, then D
is empty and (Φ,ΦI ,ΦJ) contains 2
0 = 1 blocks by Theorem 6.22. If (Φ,ΦI ,ΦJ)
is weakly separable, then (nm, nm) = (m− 1, 0) or (0,m− 1). So D contains only
({m}, {1, . . . ,m− 1}) or ({1, . . . ,m− 1}, {m}). We obtain k = 1 in either case. In
view of Theorem 6.22, the system contains 21 = 2 blocks.
Now suppose (Φ,ΦI ,ΦJ) is strongly separable. We use induction on n > 1 (the
case n = 1 is not separable). Choose (S, S) which is a minimal element of the set
of strongly separable pairs. Therefore (Φ1,ΦI1 ,ΦJ1) is not strongly separable by
Lemma 7.11 (ψ−11 (S, S) = (S, {m}) is weakly separable when m ∈ S). If (S
′, S′) ∈
D\D2 is strongly separable, the minimality of (S, S) and Lemma 6.1 implies S′ = S
or S′ = S (otherwise (S, S) < (S′, S′) ∈ D2), that is, (S′, S′) ∼ (S, S). If (S′, S′) ∈
D\D2 is weakly separable, Lemma 6.1 yields (S′, S′) = ({m}, {1, . . . ,m − 1}).
Moreover, one obtains either (S′, S′) ∼ (S, S) or (Φ1,ΦI1 ,ΦJ1) is weakly separable
with respect to ψ−11 (S
′, S′).
First assume that (Φ1,ΦI1 ,ΦJ1) contains only one block. Then this system is
not separable or Φ1 is empty by Theorem 7.4. If m ∈ S, then (S, S) ∈ D2\D1. The
previous argument shows that D\D2 is contained in the equivalence class of (S, S),
that is, D2 have k nontrivial equivalence classes as D, so does D(λ2,ΦI ∩ Φ2,Φ2)
when I2, J2 6= ∆2. Combined with Theorem 6.22 and Theorem 7.10, the induction
hypothesis implies that (Φ,ΦI ,ΦJ) has 2
k blocks. When I2 = ∆2 or J
2 = ∆2, (S, S)
is trivial and D2 contains only trivial pairs. Otherwise Lemma 7.11 shows that
(S, S) ∈ D1, a contradiction. It follows that D = (D\D2)∪D2 contains only trivial
pairs. Theorem 7.4 and Theorem 7.10 shows that (Φ,ΦI ,ΦJ) has 2
0 = 1 block. If
m 6∈ S, then I1 = ∆1 or J1 = ∆1 (otherwise (Φ1,ΦI1 ,ΦJ1) is weakly separable
with respect to ψ−11 (S, S)). This forces Φ1 = ∅ and (S, S) = ({s0}, {1, . . . ,m})
(1 ≤ s0 < m) to be trivial. Lemma 7.11 shows that D(λ2,ΦI ∩ Φ2,Φ2) has k
nontrivial equivalence classes as D and (Φ,ΦI ,ΦJ) has 1× 2
k = 2k blocks.
Then assume that (Φ1,ΦI1 ,ΦJ1) contains two blocks. In view of Theorem 7.4,
this system is weakly separable with respect to ({m}, S1) or (S1, {m}) (see 7.12).
We get either (nm, nm) = (m − 1, 0) or m ∈ S. It follows from I1, J1 6= ∆1 that
|S\{m}| > 0 and |S\{m}| < m − 1. First consider the case (nm, nm) = (m −
1, 0), then ({m}, {1, . . . ,m − 1}) ∈ D\D2. We already show that (S′, S′) ∼ (S, S)
for any other (S′, S′) ∈ D\D2. Lemma 6.1 implies m ∈ S and (S, S) ∈ D2.
We claim that ({m}, {1, . . . ,m − 1}) 6∼ (S′, S′) for any strongly separable pair
(S′, S′) ∈ D. Otherwise Lemma 6.5 and the minimality of (S, S) force S = {m}
or S = {1, . . . ,m − 1}, contradicts |S\{m}| > 0 or |S\{m}| < m − 1. With
({m}, {1, . . . ,m − 1}) 6∈ D2 and (S, S) ∈ D2, D2 contains k − 1 equivalence class
of nontrivial separable pairs, so does D(λ2,ΦI ∩ Φ2,Φ2) when I2, J2 6= ∆2 in
view of Lemma 7.11. The induction hypothesis implies that D(λ2,ΦI ∩ Φ2,Φ2)
has 2k−1 blocks. Theorem 7.10 shows that (Φ,ΦI ,ΦJ) contains 2 × 2
k−1 = 2k
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blocks. When I2 = ∆2 or J
2 = ∆2, (S, S) is trivial. Hence D contains only
one nontrivial equivalence class and (Φ,ΦI ,ΦJ) has 2
1 blocks in view of Theorem
7.4 and Theorem 7.10. Next consider the case m ∈ S. Lemma 6.7 shows that
(S, S) 6∈ D2 is not trivial. In view of Lemma 7.11, D(λ2,ΦI ∩ Φ2,Φ2) contains
k − 1 nontrivial equivalence classes. Similar argument shows that (Φ,ΦI ,ΦJ) has
2k blocks.

7.3. strongly separable systems for Φ = Dn. In view of Remark 4.6, it suffices
to consider the case when I is standard. We say the separable pair (S, S) ∈ D is
odd if m ∈ S. Otherwise we say (S, S) is even. The following result is an immediate
consequence of Lemma 6.1.
Lemma 7.14. Let Φ = Dn. If (S, S) ∈ D is an odd (resp. even) separable pair,
then all the other separable pairs of D are odd (resp. even). In particular, if (S, S)
is odd, it is not trivial. If (S, S) is even, it is strongly separable.
Definition 7.15. We say the system (Φ,ΦI ,ΦJ ) is odd (resp. even) if D(Φ,ΦI ,ΦJ)
contains an odd (resp. even) separable pair.
Suppose (Φ,ΦI ,ΦJ ) is strongly separable relative to (S, S). Let λ be a dominant
weight with Φλ = ΦJ . There exists strongly separable pair (S, S) so that n
λ
s (at)
is maximal for s ∈ S, t ∈ S and nλs (at) = 0 for s 6∈ S, t 6∈ S, where λ ∈ Wλ is
a ΦI -regular weight. Denote A = {at | t ∈ S} and A
∗
= {±a | 0 < a ∈ A}. Set
p = |A\{0}|, g = |S\{m}| and h = qm−1 + p. For λ ∈ IW Jλ, there exists a unique
permutation ws ∈WIs for each s ∈ S so that ν = (
∏
s∈S ws)λ satisfies
(7.16)
{νqs−1+1, . . . , νqs−1+2p} = A
∗
,
νqs−1+1 > . . . > νqs−1+2p, νqs−1+2p+1 > . . . > νqs
when m > s ∈ S and
(7.17)
{νqm−1+1, . . . , νh−1, νh} = A\{0},
νqm−1+1 > . . . > νh−1 > νh > 0, νh+1 > . . . > νn−1 > νn = 0
when m ∈ S (then m ∈ S and 0 ∈ A). Denote wλ =
∏
r∈S wr . Then wλ is unique,
so is ν. Set T = {1, 2, . . . ,m}\S.
7.3.1. The case when (S, S) is odd. In this case 0 ∈ A and h < n. Set
Φ1 = (
∑
qs−1+2p<i≤qs
s∈S\{m}
Qei +
∑
h<j≤n
Qej) ∩ Φ.
and
Φ2 = (
∑
qs−1<i≤qs
s∈T\{m}
Qei +
∑
qm−1<j≤h
Qej +Qen) ∩ Φ.
Then Φ1,Φ2 are proper subsystem of Φ (could be empty, see Remark 7.5). With
h < n, then η|Φ1 and η|Φ2 share an entry ηn for any η ∈ h
∗.
For i = 1, 2, let Wi be the Weyl group of Φi and ∆i be the simple system
corresponding to Φ+i = Φi ∩ Φ
+. Denote Ii = ΦI ∩ ∆i. One has I1 = I ∩ Φ1
and I2 = (I ∩ Φ2) ∪ {eh ± en}. Put λi = ν|Φi . Evidently, λ
i ∈ Λ+(ΦIi ,Φi). Let
λi ∈Wiλ
i be a dominant weight. Since λi contains a 0-entry νn. Thus senλ
i = λi.
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Similar to the proof for Φ = Bn, λi is uniquely determined by λ and (S, S). Set
J i = {α ∈ ∆i | 〈λi, α〉 = 0}. It can be checked that λ → (λ1, λ2) gives a bijection
between IW Jλ and (I
1
W J
1
1 λ
1, I
2
W J
2
2 λ
2). We have proved the first part of the
following theorem.
Theorem 7.18. Let Φ = Dn and I, J ⊂ ∆. If (Φ,ΦI ,ΦJ) is strongly separable
relative to (S, S) with m ∈ S and m ∈ S, then
(1) There exist proper subsystem Φi of Φ for i = 1, 2 such that
IW J ≃ I
1
W J
1
1 ×
I2W J
2
2
where Ii, J i are determined by Φi and Wi is the Weyl group of Φi.
(2) Let λ be a dominant weight with Φλ = ΦJ . There exist dominant weights
λi of Φi such that each ν ∈ IW Jλ correspond νi ∈ I
i
W J
i
i λ
i. Moreover,
λ↔ µ if and only if λi ↔ µi relative to (ΦIi ,Φi).
Proof. The proof is similar to the case Φ = Bn. If λ
i ↔ µi for i = 1, 2, then λ↔ µ
follows from Lemma 4.3 and Proposition 4.17. Now suppose λ, µ ∈ IW Jλ satisfying
µ = wsβλ for w ∈WI and β ∈ Ψ
+
λ . Denote ζ = wµµ. Suppose that β = ei ± ej for
1 ≤ i < j ≤ n, where 1 ≤ s ≤ t ≤ m with qs−1 < i ≤ qs and qt−1 < j ≤ qt. Set
|λi| = a and |λj | = b. One obtains s < m since β 6∈ ΦI . Suppose that w = w′w′′
for w′ ∈ WIs and w
′′ ∈ WIt . In particular, w
′sβλ ∈ Λ
+
Is
and w′′sβλ ∈ Λ
+
It
. We can
assume that wλei = ek for qs−1 < k ≤ qs and wλej = el for qt−1 < l ≤ qt. Set
γ = wλβ = ek ± el.
If s ∈ S and t ∈ T , then b ∈ A and s < t. So nλs (b) is maximal. In view of
Lemma 6.21, sβλ is ΦI -singular, a contradiction.
If s ∈ T and t ∈ S, then a ∈ A and nλt (a) is maximal. Lemma 6.21 implies
a = b > 0, t = m ∈ S and sβλ = seisejλ. So λi = λj = a > 0 (since 〈λ, β〉 > 0)
and β = ei + ej . Then µ = (w
′sei)(w
′′sej )λ ∈ Λ
+
I implies w
′seiλ ∈ Λ
+
Is
and
w′′sejλ ∈ Λ
+
Im
. It follows that w′′ = sej+ensej−en and µ = w
′seisenλ = w
′seiλ ∈
Λ+I . With s 6∈ S, it can be verified that wλµ = wλw
′seiλ = w
′seiν satisfies
(7.16) and (7.17). Therefore wµ = wλ and ζ = w
′seiν. We also obtain l ≤ h
in view of |νl| = b = a ∈ A. Thus γ = wλβ = ei + el ∈ Φ2 (wλei = ei for
s 6∈ S) and sei+elν = seiselν. With 0 ∈ A, one gets el ± en ∈ ΦI2 . Therefore,
µ1 = (w′seiν)|Φ1 = ν|Φ1 = λ
1 and
µ2 = (wλµ)|Φ2 = (wλw
′′w−1λ w
′sei+elν)|Φ2 = (sel+ensel−enw
′)sei+elλ
2.
Since ei+ el is a linked root from ν, Proposition 4.17 implies that it is also a linked
root from λ2.
If s, t ∈ S, Lemma 6.21 shows that a, b 6∈ A. It follows from |νk| = a and |νl| = b
that νk, νl 6∈ A
∗
. Therefore γ = ek ± el ∈ Φ1 and γ ⊥ Φ2. We can find xs ∈WI1∩Is
and xt ∈ WI1∩It such that (7.16) and (7.17) are satisfied with ν replaced by η =
xsxtsγν = xsxtwλ(w
′w′′)
−1
µ. The uniqueness of wµ implies that η = ζ = wµµ
with wµ = xsxtwλw
−1. We get µ2 = λ2 and µ1 = (xsxtsγν)|Φ1 = xsxtsγλ
1. With
Proposition 4.17, γ is a linked root from ν if and only if it is a linked root from λ1.
If s, t ∈ T , then s, t < m and µu = λu for qr−1 < u ≤ qr with r ∈ S. We obtain
wµ = wλ and ζ = wλwsβλ = wsβν. It follows that µ
1 = λ1 and µ2 = wsβλ
2 with
linked root β from λ2. 
The proof of the following result is similar to the proof of Lemma 7.11.
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Lemma 7.19. Let Φ = Dn. Let (S, S) ∈ D be an odd strongly separable pair. Set
D1 ={(S′, S′) ∈ D | (S′, S′) ≤ (S, S)};
D2 ={(S′, S′) ∈ D | (S′, S′) ≥ (S, S)}.
Fix i ∈ {1, 2}. If Ii, J i 6= ∆i, there exists bijection ψi between D(λ
i,ΦI ∩ Φi,Φi)
and Di satisfying the following conditions:
(1) ψi sends equivalent pairs to equivalent pairs, so does ψ
−1
i .
(2) If (S′i, S
′
i) ∈ D(λ
i,ΦI ∩ Φi,Φi) is strongly separable, then ψi(S′i, S
′
i) is
strongly separable.
Otherwise (Si, Si) ∼ (S, S) for any (Si, Si) ∈ Di.
Theorem 7.20. For Φ = Dn, suppose the system (Φ,ΦI ,ΦJ ) has an odd separable
pair. Then it contains 2k−1 blocks, where k is the number of equivalence classes of
separable pairs.
Proof. When (Φ,ΦI ,ΦJ) is weakly separable, then either ({m}, {1, . . . ,m}) ∈ D or
({1, . . . ,m}, {m}) ∈ D. If only one of these two pairs is contained in D, Theorem
6.23 shows that the system has 21−1 = 1 block. Otherwise it has 22−1 = 2 blocks.
Now suppose (Φ,ΦI ,ΦJ) is strongly separable. We use induction on n > 2,
choose (S, S) which is a minimal element of the set of strongly separable pairs.
Therefore (Φ1,ΦI1 ,ΦJ1) is not strongly separable by Lemma 7.19. One has (S, S) ∈
D1 ∩ D2. So ψ−11 (S, S) = (S, {m}) is a weakly separable pair of (Φ1,ΦI1 ,ΦJ1).
If (S′, S′) ∈ D\D2 is strongly separable, Lemma 6.1 implies (S′, S′) ∼ (S, S). If
(S′, S′) ∈ D\D2 is weakly separable, Lemma 6.1 yields (S′, S′) = ({m}, {1, . . . ,m}).
Thus ψ−11 (S
′, S′) = ({m}, S1) (we adopt the definition of S1 given in 7.12) is an-
other weakly separable pair of (Φ1,ΦI1 ,ΦJ1). Theorem 6.23 shows that (Φ1,ΦI1 ,ΦJ1)
has two blocks in this case.
First assume that (Φ1,ΦI1 ,ΦJ1) contains only one block. The previous reasoning
implies that D\D2 is contained in the equivalence class of (S, S) ∈ D2. Thus D2
have k equivalence classes as D, so does D(λ2,ΦI ∩ Φ2,Φ2) when I2, J2 6= ∆2.
Combined with Theorem 6.23 and Theorem 7.18, the induction hypothesis implies
that (Φ,ΦI ,ΦJ ) has 2
k blocks. When I2 = ∆2 or J
2 = ∆2, Lemma 7.19 yields that
D = (D\D2) ∪ D2 contains only one equivalence class represented by (S, S), while
(Φ,ΦI ,ΦJ) has 2
1−1 = 1 block in view of Theorem 6.23 and Theorem 7.18.
Next assume that (Φ1,ΦI1 ,ΦJ1) contains two blocks. Then ({m}, {1, . . . ,m}) ∈
D\D2 and I1, J1 6= ∆1. We obtain |S| > 1 and |S| < m. With Lemma 6.1 and
Lemma 6.5, the minimality of (S, S) implies that ({m}, {1, . . . ,m}) 6∼ (S′, S′) for
any other separable pair (S′, S′) ∈ D. It follows that D2 contains k− 1 equivalence
class of separable pairs, so does D(λ2,ΦI ∩ Φ2,Φ2) when I2, J2 6= ∆2 in view of
Lemma 7.19. The induction hypothesis and Theorem 7.10 show that (Φ,ΦI ,ΦJ)
contains 2 × 2k−1 = 2k blocks. When I2 = ∆2 or J2 = ∆2, D has two equiva-
lence classes represented by ({m}, {1, . . . ,m) and (S, S), while Theorem 6.23 and
Theorem 7.18 show that (Φ,ΦI ,ΦJ ) has 2
2−1 = 2 blocks. 
7.3.2. The case when (S, S) is even. In this case m 6∈ S and 0 6∈ A. Set
Φ1 = (
∑
qs−1+2p<i≤qs
s∈S
Qei) ∩ Φ and Φ2 = (
∑
qs−1<i≤qs
s∈T
Qei) ∩ Φ.
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Then Φ1,Φ2 are proper subsystem of Φ with Φ1 ⊥ Φ2. Let Wi be the Weyl group
of Φi for i = 1, 2. Let ∆i be the simple system associated with Φ
+
i = Φi ∩ Φ
+.
Denote Ii = ΦI ∩∆i = I ∩ Φi. Put λi = ν|Φi . Let λ
i be the dominant weight of
Wiλ
i.
Lemma 7.21. The pair (S, S) is trivial if and only if λi is unique for i = 1, 2 and
λ ∈ IW Jλ.
Proof. First assume that (S, S) is trivial. If (S, S) ∼ ({s0}, {1, . . . ,m−1}) for some
1 ≤ s0 < m, we get nm = 0 (since nm 6= 1). In view of Lemma 6.7, λj is fixed for
any qs−1 < j ≤ qs with s ∈ S. It follows from (7.16) that λ1 is unique, so is λ1. On
the other hand, nλ
2
(at) are fixed for any 1 ≤ t ≤ m (see 7.3 for type A). It suffices
to show that P (λ2) is fixed. With nm = 0, this follows from
(7.22) P (λ) ≡ P (λ1) + P (λ2) + pg (mod2).
In fact, keeping in mind of (7.16) and (7.17), we have
|{1 ≤ j ≤ n | νj < 0}|
=pg + |{qs−1 + 2p < j ≤ qs | s ∈ S, νj < 0}|+ |{qs−1 < j ≤ qs | s ∈ T, νj < 0}|.
In this case, P (λ) = P (λ) = P (ν). Thus (7.22) is proved and λ2 is unique. If
(S, S) ∼ ({1, . . . ,m− 1}, {t0}) for some 1 ≤ t0 < m, the proof is similar.
Conversely, assume that λ1, λ2 are fixed. It can be verified that λ → (λ1, λ2)
gives a bijection between IW Jλ and I
1
W J
1
1 λ
1 × I
2
W J
2
2 λ
2. Since (S, S) is even,
we have nλs (0) = 0 for s 6∈ S. First consider the case nm, nm > 0. Then λ 6= µ =
senλ ∈
IW Jλ. We obtain µ2 = senλ
2 6= λ2 and thus µ2 6= λ2, a contradiction. Next
suppose that nm > 0 and nm = 0. If sejλ is ΦI -regular for some qs−1 < j ≤ qs
with λj 6= 0 and s ∈ S, then µ = wsejsenλ ∈
IW Jλ for some w ∈WIs and µ
2 6= λ2.
Otherwise (S, S) is trivial in view of Lemma 6.7. Then assume that nm = 0 and
nm > 0. We can also show that (S, S) is trivial by a similar argument using Lemma
6.8 instead of Lemma 6.7. Finally suppose nm = nm = 0. If sejλ is ΦI -regular
for some qs−1 < j ≤ qs with λj 6= 0 and s ∈ S and If sekλ is ΦI -regular for some
qt−1 < k ≤ qt with λk 6= 0 and t 6∈ S, then µ = wsejsekλ ∈
IW Jλ for some
w ∈ WIsWIt . We arrive at a similar contradiction. Otherwise (S, S) is trivial by
applying Lemma 6.7 or Lemma 6.8. 
If (S, S) is trivial, set J i = {α ∈ ∆i | 〈λi, α〉 = 0}. We can get the isomorphism
IW Jλ ≃ I
1
W J
1
1 λ
1 × I
2
W J
2
2 λ
2. If (S, S) is not trivial, choose λi+ ∈ {λ
i, ϕ(λi)}
so that P (λ1+) = min{P (λ
1), P (ϕ(λ1))} and P (λ2+) ≡ P (λ) − pg (mod2). Put
λi− = ϕ(λ
i
+) (λ
i
− 6= λ
i
+ if and only if n
λi(0) = 0). Then λ1 ∈ W1λ1+ if and
only if λ2 ∈ W2λ2+. Set J
i = {α ∈ ∆i | 〈λi+, α〉 = 0}. It is easy to check
that ϕ : λ→ (λ1, λ2) gives a bijection between IW Jλ and (I
1
W J
1
1 λ
1
+,
I2W J
2
2 λ
2
+) ⊔
(I
1
W
ϕ(J1)
1 λ
i
−,
I2W
ϕ(J2)
2 λ
i
−). We have proved the first part of the following theorem.
Theorem 7.23. Let Φ = Dn and I, J ⊂ ∆. If (Φ,ΦI ,ΦJ) is strongly separable
relative to (S, S) with m 6∈ S, m 6∈ S, then
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(1) There exist proper subsystem Φi of Φ for i = 1, 2 such that
IW J ≃


I1W J
1
1 ×
I2W J
2
2 , if (S, S) is trivial;
I1W J
1
1 ×
I2W J
2
2 ⊔
I1W
ϕ(J1)
1 ×
I2W
ϕ(J2)
2 , if (S, S) is nontrivial,
where Ii, J i are determined by Φi and Wi is the Weyl group of Φi.
(2) Let λ be a dominant weight with Φλ = ΦJ . There exist dominant weights λ
i
+
of Φi such that each ν ∈ IW Jλ corresponds νi ∈ I
i
W J
i
i λ
i
+ or
IiW
ϕ(Ji)
i ϕ(λ
i
+).
Moreover, λ↔ µ if and only if λi ↔ µi relative to (ΦIi ,Φi) or (Φϕ(Ii),Φi).
Proof. As in the proof of Theorem 7.18, let µ = wsβλ for λ, µ ∈ IW Jλ, w ∈ WI
and β ∈ Ψ+λ . Denote ζ = wµµ. Suppose that β = ei ± ej for 1 ≤ i < j ≤ n, where
1 ≤ s ≤ t ≤ m with qs−1 < i ≤ qs and qt−1 < j ≤ qt. Put |λi| = a and |λj | = b.
We have s < m for β 6∈ ΦI . Moreover, w = w′w′′ for w′ ∈ WIs and w
′′ ∈ WIt .
In particular, w′sβλ ∈ Λ
+
Is
and w′′sβλ ∈ Λ
+
It
. We can assume that wλei = ek for
qs−1 < k ≤ qs and wλej = el for qt−1 < l ≤ qt and γ = wλβ.
If s ∈ S and t ∈ T , Lemma 6.21 implies that sβλ is ΦI -singular.
If s ∈ T and t ∈ S. Lemma 6.21 yields t = m ∈ S, a contradiction.
If s, t ∈ S, we get a, b 6∈ A as in the proof of Theorem 7.18. Thus νk, νl 6∈ A
∗
.
One has γ = wλβ = ek ± el ∈ Φ1 and γβ ⊥ Φ2. We can find xs ∈ WI1∩Is
and xt ∈ WI1∩It such that (7.16) and (7.17) are satisfied with ν replaced by η =
xsxtsγν = xsxtwλ(w
′w′′)−1µ. The uniqueness of wµ implies that ζ = η. Hence
µ2 = λ2 and µ1 = xsxtsγλ
1 with linked root wλβ, in view of Proposition 4.17.
If s, t ∈ T , then γ = β ∈ Φ2. Then (7.16) and (7.17) are satisfied with ν
replaced by wsβν = wλµ. We obtain wµ = wλ and ζ = wsβν. Hence µ
1 = λ1 and
µ2 = wsβλ
2 with linked root β from λ2.

Remark 7.24. If (S, S) is trivial, the previous argument shows that either I
1
W J
1
1 = 1
or I
2
W J
2
1 = 1.
Imitate the proof of Lemma 6.21, we get:
Lemma 7.25. Let Φ = Dn. Let (S, S) ∈ D be an even strongly separable pair. Set
D1 ={(S′, S′) ∈ D | (S′, S′) ≤ (S, S), S′ 6= S\{m}};
D2 ={(S′, S′) ∈ D | (S′, S′) ≥ (S, S), S′ 6= S\{m}}.
Fix i ∈ {1, 2}. If Ii, J i 6= ∆i, there exists bijection ψi between D(λi,ΦI ∩ Φi,Φi)
and Di satisfying the following conditions:
(1) ψi sends equivalent pairs to equivalent pairs, so does ψ
−1
i .
(2) (S′i, S
′
i) is trivial if and only if ψi(S
′
i, S
′
i) is trivial or ψi(S
′
i, S
′
i) ∼ (S, S).
Otherwise (S′, S′) ∼ (S, S) for any nontrivial (S′, S′) ∈ Di.
Theorem 7.26. For Φ = Dn, suppose the system (Φ,ΦI ,ΦJ ) has no odd separable
pair. Then it contains 2k blocks, where k is the number of equivalence classes of
nontrivial separable pairs.
Proof. Lemma 7.14 shows that any separable pair is strongly separable in this case.
If (Φ,ΦI ,ΦJ ) is not separable, then D is empty and (Φ,ΦI ,ΦJ) contains 20 = 1
blocks by Theorem 6.23.
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Next suppose (Φ,ΦI ,ΦJ) is separable. Using induction on n, the case n = 3
is easy. For n > 3, choose (S, S) which is a minimal element of D. Therefore
(Φ1,ΦI1 ,ΦJ1) is not separable by Lemma 7.25. Moreover, D\D
2 is contained in
the equivalence class of (S, S) 6∈ D1 ∪ D2.
If (S, S) is trivial, then D2 contains k nontrivial equivalence classes, so does
D(λ2,ΦI ∩ Φ2,Φ2) when I
2, J2 6= ∆2. When I
2 = ∆2 or J
2 = ∆2, D
2 contains
only trivial pairs. It follows that D = (D\D2)∪D2 contains only trivial pairs. With
the induction hypothesis, Theorem 6.23 and Theorem 7.23 shows that (Φ,ΦI ,ΦJ)
has 2k blocks.
If (S, S) is not trivial, then D(λ2,ΦI ∩ Φ2,Φ2) has k − 1 nontrivial equivalence
classes when I2, J2 6= ∆2. When I2 = ∆2 or J2 = ∆2, D contains one equivalence
class represented by (S, S). Applying the induction hypothesis, Theorem 6.23 and
Theorem 7.23 implies that (Φ,ΦI ,ΦJ) has 2
k blocks.

Corollary 7.27. Let Φ = Bn, Cn or Dn. The system (Φ,ΦI ,ΦJ) has 2
p blocks,
where 0 ≤ p < min{m,m}.
Proof. With Lemma 6.1, we can choose a representative (Si, Si) (1 ≤ i ≤ k) of
each nontrivial equivalence class such that 0 < |S1| < . . . < |Sk| and 0 < |S1| <
. . . < |Sk|. If Φ = Bn, Cn, then |Sk| < m and |Sk| < m (otherwise (Sk, Sk) is
trivial). Thus k < min{m,m}. If Φ = Dn and m 6∈ Sk, we also get k < min{m,m}.
If Φ = Dn and m ∈ Sk, then k ≤ min{m,m}. Now the assertion follows from
Theorem 7.13, Theorem 7.20 and Theorem 7.26. 
Definition 7.28. Suppose (Φ,ΦI ,ΦJ) contains at least two simple modules. We
say Opλ is pseudo-indecomposable if it is not strongly separable, where ΦJ = Φλ.
Theorem 6.14, Theorem 6.22 and Theorem 6.23 give the following result.
Corollary 7.29. Suppose Opλ is pseudo-indecomposable. If m,m > 1 and
(nm, nm) =
{
(0,m− 1), (m− 1, 0) for Φ = Bn, Cn
(m,m) for Φ = Dn,
then Opλ has two blocks, otherwise it contains only one block. In case O
p
λ contains
two blocks, L(µ), L(ν) ∈ Opλ are in the same block if and only if P (µ) = P (ν).
Choose I, J ⊂ ∆ ⊂ h∗. If g ≃ so(2n,C) for n ≥ 1, set IW J = IW J ⊔ IWϕ(J).
Combined with Theorem 6.22, Theorem 6.23, Theorem 7.4, Theorem 7.10 Theorem
7.18 and Theorem 7.23 (with Remark 7.24), we have the following result.
Theorem 7.30. Let I, J ⊂ ∆ such that IW J 6= ∅. Choose λ so that Φλ = ΦJ .
(1) There exist k ≥ 0 and subalgebras gi (1 ≤ i ≤ k) with root systems Φi and
simple system ∆i and Weyl groups Wi such that
IW J ≃ I1W J
1
1 × . . .×
IkW J
k
1
when Φ = Dn with (Φ,ΦI ,ΦJ ) being even and
IW J ≃ I
1
W J
1
1 × . . .×
IkW J
k
1
otherwise. Here Ii, J i ⊂ ∆i are determined by I, J . Moreover, the cate-
gories associated with I
i
W J
i
i are pseudo-indecomposable.
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(2) L(µ), L(ν) ∈ Opλ are in the same block if and only if L(µ
i), L(νi) are in the
same block for each subcategories. The weights µi, νi ∈ h∗i are determined
by µ, ν, where h∗i is a Cartan subalgebra of gi.
8. Blocks and partitions
The last section is devoted to discover the relation between blocks and partitions
which classified the nilpotent orbits [CM].
8.1. Nonzero criterion of blocks. We always assume that IW J 6= ∅ in the
previous sections. Now we recall the criterion obtained in [P3] for IW J to be
nonempty. For a positive integer N , define the set
P(N) := {π = (π1, π2, . . . , πN ) ∈ ZN | π1 ≥ π2 ≥ . . . ≥ πN ≥ 0,
n∑
i=1
πi = N}
of partitions of N . For any π ∈ P(N), the dual partition πt of π is defined by
πti := |{j | πj ≥ i}| for 1 ≤ i ≤ N.
We will frequently omit the trailing 0’s when writing down a partition. There exists
a partial ordering on P(N), called the dominance ordering, defined as follows. If
π, η ∈ P(N), we write π E η if
π1 + π2 + . . .+ πi ≤ η1 + η2 + . . .+ ηi.
for all i ≤ N .
The adjoint group G of g is a connected complex Lie group with Lie algebra g.
The variety N (g) of nilpotent elements of g has finitely many G-orbits (so called
nilpotent orbit) under the natural action of G. For any I ⊂ ∆, define the nilpotent
orbit
OI = G · (
∑
α∈I
Eα),
where Eα are nonzero elements of gα.
Let Φ be a classical root system of type X , whereX is one of A, B, C andD. It is
well known that the nilpotent orbits of a classical Lie algebra can be parameterized
by certain partitions of N(Xn) (see for example [CM], §5), where N(Xn) is given as
follows. The nilpotent orbits of type An−1 are in one-to-one correspondence with
the set PA(n) = P(n) of all partitions of N(An−1) = n. The nilpotent orbits of
type Bn are in one-to-one correspondence with the set PB(2n+ 1) of partitions of
N(Bn) = 2n + 1 in which even parts occur with even multiplicity. The nilpotent
orbits of type Cn are in one-to-one correspondence with the set PC(2n) of partitions
ofN(Cn) = 2n in which odd parts occur with even multiplicity. The nilpotent orbits
of type Dn are parameterized by partitions PD(2n) of N(Dn) = 2n in which even
parts occur with even multiplicity, except the very even partitions π (i.e., those
with only even parts, each having even multiplicity) correspond to two orbits. For
type Dn such that π is a very even partition, denote by O
I
π and O
II
π the two orbits
associated with π. For all other cases, the orbit corresponding to the partition π
will be denoted by Oπ. The partition πI associated with OI is given as follows (see
[Sp] or [P3] or [CM] §5).
• Let Φ = An−1. Then πI ∈ P(n) is given by arranging the set
{n1, n2, . . . , nm−1, nm}.
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• Let Φ = Bn. Then πI ∈ P(2n+ 1) is given by arranging the set
{n1, n1, n2, n2, . . . , nm−1, nm−1, 2nm + 1}.
• Let Φ = Cn. Then πI ∈ P(2n) is given by arranging the set
{n1, n1, n2, n2, . . . , nm−1, nm−1, 2nm}.
• Let Φ = Dn. If nm ≥ 2, πI ∈ P(2n) is given by arranging the set
{n1, n1, n2, n2, . . . , nm−1, nm−1, 2nm − 1, 1}.
If nm = 0 (note that nm 6= 1), πI ∈ P(2n) is given by arranging the set
{n1, n1, n2, n2, . . . , nm−1, nm−1}.
When I is standard and πI is very even, OI = O
I
πI
. When I is not standard
and πI is very even, then πI = πϕ(I) and OI = O
II
πI
.
There also exists a nilpotent orbit RI , which is defined to be the nilpotent orbit
associated with G · uI . It is called the Richardson orbit corresponding to I. Let
π be a partition contained in PX(N(Xn)), where X = A, B, C or D. There is a
unique partition πX ∈ PX(N(Xn)) so that η E πX E π for any η ∈ PX(N(Xn))
with ηEπ. The partition πX is called the X-collapse (see Lemma 6.3.3 in [CM]) of
π. In particular, πX = π when X = A. Now we restate Theorem 4 in [P3], which
is due to Kraft [Kr] and Spaltenstein [Sp].
Theorem 8.1 ([P3], Theorem 4). Let I ⊂ ∆. The Richardson orbit RI = O(πt
I
)X
except that X is of type D and πI is very even. In this exceptional case, RI = O
I
(πtI )X
when one of the following condition is satisfied:
(1) I is standard and 4 | n;
(2) I is not standard and 4 ∤ n.
Similarly, RI = O
II
(πtI )X
when one of the following condition is satisfied:
(1) I is standard and 4 ∤ n;
(2) I is not standard and 4 | n.
Theorem 8.2 ([P3], Theorem 8). Let I, J ⊂ ∆. The following three conditions
are equivalent.
(1) (Φ,ΦI ,ΦJ) contains a nonzero block;
(2) OI ≤ RJ ;
(3) OJ ≤ RI .
The following corollary is Corollary 9 in [P3] with slight correction. Based on
the idea in [P3], we write down the full proof for self containment.
Corollary 8.3 ([P3], Corollary 9). Let Φ be a classical root system with I, J ⊂ ∆
such that I is standard. If (Φ,ΦI ,ΦJ) is nonempty, then πI Eπ
t
J and πJ Eπ
t
I . The
converse is true unless the following conditions are satisfied:
(1) πI and πJ are very even;
(2) πI = π
t
J and πJ = π
t
I ;
(3) J is not standard when 4 | n or J is standard when 4 ∤ n.
The original corollary was given without considering the exceptions. The coun-
terexample can be found in Example 8.5.
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Proof. It was obtained by Gerstenhaber [G] and Hesselink [Hes] (see also Theorem
6.2.5 in [CM]) that Oπ < Oη if and only if π ⊳ η for any π, η ∈ PX(N(Xn)).
Moreover, Oπ ≤ Oη if and only if π E η except that π = η is very even and
{Oπ, Oη} = {OIπ, O
II
π }. If (Φ,ΦI ,ΦJ) is nonempty, then πI E (π
t
J )X in view of
Theorem 8.1 and 8.2. It is evident that πI E (π
t
J )X if and only if πI E π
t
J .
Conversely, assume that πI E π
t
J . Then πI E (π
t
J )X . If πI ⊳ (π
t
J )X , we always
have OI < RJ in view of Theorem 8.1 and 8.2. If πI E (π
t
J )X and πI is not very
even, then OI ≤ RJ . It suffices to consider the case πI = (πtJ )X and πI is very even.
If (πtJ )X ⊳ π
t
J , it follows from the construction of X-collapse (see Lemma 6.3.3 in
[CM]) that (πtJ )X has at least one odd part. This is impossible since (π
t
J )X = πI
is very even. It forces (πtJ )X = π
t
J , that is, πJ is very even. This gives (1) and (2).
Recall that OI = O
I
πI
for standard I. With πI = (π
t
J )X and Theorem 8.1, OI ≤ RJ
unless RJ = O
II
πI
. In this exceptional case, we get (3) by Theorem 8.1. 
Remark 8.4. The above corollary can also be proved by a computational approach
using our notation nλs (a). But this can only be achieved in a case-by-case fashion.
The proof will be much more time consuming than the original one.
Example 8.5. Let Φ = D4. Suppose that
I = {e1 − e2, e3 − e4} and J = {e1 − e2, e2 − e3, e3 − e4}.
Then both πI and πJ are very even. Set λ = (1, 1, 1, 1). Then Φλ = ΦJ . Moreover,
ϕ(λ) = (1, 1, 1,−1) and ϕ(J) = {e1 − e2, e2 − e3, e3 + e4}. It can be verified
that µ = (1,−1, 1,−1) ∈ Λ+I and thus µ ∈
IW Jλ. So IW J is not empty. If
IWϕ(J) is not empty, there exists w ∈ IWϕ(J) such that ν = wϕ(λ) ∈ Λ+I . So
|ν1| = |ν2| = |ν3| = |ν4| = 1. We must have ν = (1,−1, 1,−1) = w(1, 1, 1,−1) since
ν ∈ Λ+I also implies ν1 > ν2 and ν3 > ν4. This is absurd since w ∈W changes only
even number of signs. Hence IWϕ(J) = ∅, even though πI = πtϕ(J).
8.2. Criterion by partitions. The following definition is somewhat opaque look-
ing at first sight. We should consider this definition with Lemma 8.7.
Definition 8.6. We say 1 ≤ k ≤ 2m − 1 is compatible with (Φ,ΦI ,ΦJ) if the
following conditions are satisfied:
(i) For Φ = Bn, (πJ )2 ≥ k ≥ 2nm + 1 and (πI)k ≤ 2nm + 1 when k is odd;
k ≤ 2nm and (πI)k ≥ 2nm + 1 when k is even.
(ii) For Φ = Cn, (πJ )2 ≥ k ≥ 2nm+1 and (πI)k ≤ 2nm when k is odd; k ≤ 2nm
and (πI)k ≥ 2nm + 1 when k is even.
(iii) For Φ = Dn, (πJ )2 ≥ k ≥ 2nm and (πI)k ≥ 2nm when k is even; k ≤ 2nm−1
and (πI)k ≤ 2nm − 1 when k is odd.
is routine to check the following result.
Lemma 8.7. If (S, S) is a separable pair of (Φ,ΦI ,ΦJ ), then
k =
{
2|S| − 1, if m ∈ S;
2|S|, if m 6∈ S
is compatible with (Φ,ΦI ,ΦJ ).
Let λ′ be a dominant weight with Φλ′ = ΦI . Denote a
′
s = λ
′
qs for 1 ≤ s < m
and a′m = 0. Set A
′ = {a′1, . . . , a
′
m}. Here we also assume that a
′
m−1 > 0 (see
Remark 4.11).
50 WEI XIAO
Lemma 8.8. Let Φ = Bn, Cn or Dn. Suppose I, J 6= ∆ and IW J 6= ∅. Let
λ (resp. λ′) be a dominant weight with Φλ = ΦJ (resp. Φλ′ = ΦI). Then the
following conditions are equivalent:
(1) (Φ,ΦI ,ΦJ) is separable.
(2) (Φ,ΦJ ,ΦI) is separable.
(3) There exists λ ∈ IW Jλ such that λ is separable.
(4) There exists λ′ ∈ JW Iλ′ such that λ′ is separable.
(5) There exists k which is compatible with (Φ,ΦI ,ΦJ) and
∑k
i=1(πI)i =
∑k
i=1(π
t
J )i.
(6) There exists l which is compatible with (Φ,ΦJ ,ΦI) and
∑l
i=1(πJ )i =
∑l
i=1(π
t
I)i.
Proof. Evidently (1) implies (3), while (2) implies (4). We will first show that
(5) implies (1), then prove that (3) implies (5) and (6). Details are provided for
Φ = Bn, while the other cases are similar.
Now (5) is true. If k is odd, then k ≥ 2nm + 1 and (πI)k ≤ 2nm + 1. Denote
S1 = {1 ≤ s < m | ns > (πI)k} ∪ {m} and S2 = {1 ≤ s < m | ns ≥ (πI)k} ∪ {m}.
There exists S1 ⊂ S ⊂ S2 so that k = 2|S| − 1. Set S1 = {1 ≤ t < m | nt > k} and
S2 = {1 ≤ t < m | nt ≥ k}. Note that (πJ )2 = max{ns | 1 ≤ s < m}. It follows
from (πJ )2 ≥ k that S2 is nonempty. Choose nonempty set S1 ⊂ S ⊂ S2. Then
m 6∈ S. Note that πJ is obtained by arranging the set
{n1, n1, n2, n2, . . . , nm−1, nm−1, 2nm + 1}.
Choose any λ ∈ IW Jλ. One has
(8.9)
(πtJ )1 + . . .+ (π
t
J )k = 2
∑
t∈S
k + 2
∑
t6∈S∪{m}
nt + (2nm + 1)
= 2k|S|+ 2
∑
t6∈S
m∑
s=1
nλs (at) + 1
≥ 2
∑
t∈S
∑
s∈S
nλs (at) + 2
∑
t6∈S
∑
s∈S
nλs (at) + 1
= 2
∑
s∈S
m∑
t=1
nλs (at) + 1 = 2
∑
s∈S\{m}
ns + (2nm + 1)
= (πI)1 + . . .+ (πI)k.
The equality holds in view of
∑k
i=1(πI)i =
∑k
i=1(π
t
J )i. So n
λ
s (at) is maximal for
s ∈ S and t ∈ S. Moreover, nλs (at) = 0 for s 6∈ S and t 6∈ S. It is easy to verify
that (S, S) is a separable pair for (Φ,ΦI ,ΦJ). If k is even, the argument is similar.
Next assume that (3) is true, that is, λ is separable relative to a separable pair
(S, S). Then nλs (at) is maximal for any s ∈ S, t ∈ S and n
λ
s (at) = 0 for any
s 6∈ S, t 6∈ S. If m ∈ S, then m 6∈ S. We get nt ≥
∑
s∈S n
λ
s (at) = 2|S| − 1
for t ∈ S and nt =
∑
s∈S n
λ
s (at) ≤ 2|S| − 1 for t 6∈ S ∪ {m}. Moreover, nm =∑
s∈S n
λ
s (0) ≤ |S| − 1. Similarly, one has ns ≥
∑
t∈S n
λ
s (at) = 2|S| for s ∈ S\{m}
and ns =
∑
t∈S n
λ
s (at) ≤ 2|S|−1 for s 6∈ S. Moreover, nm ≥ |S|. Thus the equality
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in (8.9) holds, so does (5) when k = 2|S| − 1. On the other hand,
(πtI)1 + . . .+ (π
t
I)2|S| = 2|S|(2|S| − 1) + 1 + 2
∑
s6∈S
ns
= 2
∑
s∈S
∑
t∈S
nλs (at) + 2
∑
s6∈S
∑
t∈S
nλs (at)
= 2
∑
t∈S
nt = (πJ )1 + . . .+ (πJ)2|S|.
Choose l = 2|S|. We obtain (6). If m 6∈ S or m ∈ S, the argument is similar.
Now we have obtained the equivalences of (1), (3) and (5). Moreover, (3) implies
(6). In a similar spirit, we can also get the equivalences of (2), (4) and (6). Thus
(3) implies (4). Hence the lemma can be proved by symmetry. 
8.3. Number of blocks. In this subsection, we will give the number of blocks
without invoking any associated dominant weights (see Theorem 7.13, Theorem 7.20
and Theorem 7.26). It follows from Lemma 8.8 that a separable pair of (Φ,ΦI ,ΦJ)
determines a pair of integers (k, l), which we called compatible pair. Denote by
C = C(Φ,ΦI ,ΦJ) the set of compatible pairs. For Φ = Bn, Cn (resp. Dn), (k, l) ∈ C
if and only if the following conditions are satisfied.
(i) k is compatible with (Φ,ΦI ,ΦJ) and
∑k
i=1(πI)i =
∑k
i=1(π
t
J )i;
(ii) l is compatible with (Φ,ΦJ ,ΦI) and
∑ℓ
i=1(πJ )i =
∑ℓ
i=1(π
t
I)i;
(iii) if k is odd (resp. even), then l is even and
2|{1 ≤ t < m | nt > k}| ≤ l ≤ 2|{1 ≤ t < m | nt ≥ k}|;
(iv) if k is even (resp. odd), then l is odd and
2|{1 ≤ t < m | nt > k}|+ 1 ≤ l ≤ 2|{1 ≤ t < m | nt ≥ k}|+ 1.
Let p be a positive integer. Define the following equivalent relations “∼” on C.
• (k, l) ∼ (k + 2p, l) when (k, l), (k + 2p, l) are compatible pairs;
• (k, l) ∼ (k, l + 2p) when (k, l), (k, l+ 2p) are compatible pairs.
The pair (k, l) ∈ C is called trivial if (k, l) ∼ (2, 2m−1) or (2m−1, 2). The following
results are easy consequence of Theorem 7.13, Theorem 7.20 and Theorem 7.26.
Theorem 8.10. Let Φ = Bn, Cn. The system (Φ,ΦI ,ΦJ ) has 2
p blocks, where p
is the number of equivalence classes of nontrivial compatible pairs.
Theorem 8.11. Let Φ = Dn. Suppose (Φ,ΦI ,ΦJ) has an odd compatible pair.
Then it contains 2p−1 blocks, where p is the number of equivalence classes of com-
patible pairs.
Theorem 8.12. Let Φ = Dn. Suppose (Φ,ΦI ,ΦJ) has no odd compatible pair.
Then it contains 2p blocks, where p is the number of equivalence classes of nontrivial
compatible pairs.
Example 8.13. Let Φ = Bk(k+1) for k ∈ Z>0. Let I = ∆\{αi(i+1) | 1 ≤ i ≤ k}
and J = ∆\{αi2 | 1 ≤ i ≤ k}. This is the general case in Example 4.27. One has
πI = {2k, 2k, . . . , 2, 2, 1} and πJ = {2k + 1, 2k − 1, 2k − 1, . . . , 1, 1};
Thus πtI = {2k + 1, 2k, 2k − 2, 2k − 2, . . . , 2, 2, 1} and π
t
J = πJ . We obtain
C = {(2, 2k − 1), (4, 2k − 3), . . . , (2k, 1)}
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Hence the system has k equivalence classes and 2k blocks.
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