Abstract. Let H n,r be the Ariki-Koike algebra associated to the complex reflection group S n (Z/rZ) n , and let S(Λ) be the cyclotomic q-Schur algebra associated to H n,r , introduced by Dipper, James and Mathas. For each p = (r 1 , . . . , r g ) ∈ Z g >0 such that r 1 + · · · + r g = r, we define a subalgebra S p of S(Λ) and its quotient algebra S p . It is shown that S p is a standardly based algebra and S p is a cellular algebra. By making use of these algebras, we prove a product formula for decomposition numbers of S(Λ), which asserts that certain decomposition numbers are expressed as a product of decomposition numbers for various cyclotomic q-Schur algebras associated to ArikiKoike algebras H n i ,r i of smaller rank. This is a generalization of the result of N. Sawada. We also define a modified Ariki-Koike algebra H p of type p, and prove the Schur-Weyl duality between H p and S p .
Introduction
Let H = H n,r be the Ariki-Koike algebra over an integral domain R associated to the complex reflection group W n,r = S n (Z/rZ) n with parameters q, Q 1 , . . . , Q r ∈ R such that q is a unit in R. Let P n,r (resp. P n,r ) be the set of r-compositions (resp. r-partitions) of n. The cyclotomic q-Schur algebra S(Λ) associated to H was introduced by Dipper, James and Mathas [DJM] , which is the endomorphism algebra of a certain H-module M = μ∈Λ M μ , where Λ is a saturated subset of P n,r . They showed that S(Λ) is a cellular algebra in the sense of Graham and Lehrer [GL] , and Mathas [M] showed that the Schur-Weyl duality (i.e., the double centralizer property) holds between H and S(Λ) in the case where Λ = P n,r with a certain condition. On the other hand, the modified Ariki-Koike algebra H was introduced in [SawS] , under the condition that (*) "Q i − Q j are units in R for each i = j", based on the study of the Schur-Weyl duality between H and a certain subalgebra of the quantum group of type A ( [SakS] , [Sh] ). By using the cellular structure of H, a cyclotomic q-Schur algebra associated to H was constructed, in analogy to S(Λ). It was shown in [SawS] that this cyclotomic q-Schur algebra is isomorphic to the quotient algebra S 0 of a certain subalgebra S 0 of S(Λ), and that the Schur-Weyl duality holds between H and S 0 . Moreover, the structure theorem for S 0 was proved, which asserts that S 0 is a direct sum of tensor products of various q-Schur algebras S( P n i ,1 ) associated to the Iwahori-Hecke algebra of type A n i −1 .
TOSHIAKI SHOJI AND KENTARO WADA
In [Sa] , N. Sawada reconstructed the subalgebra S 0 of S(Λ) and its quotient S 0 based on the cellular structure on S(Λ), which works without the assumption (*). He proved that S 0 is a standardly based algebra in the sense of Du and Rui [DR] , and showed, in the case where R is a field, that the decomposition number d λμ between the Weyl module W λ and the irreducible module L μ of S(Λ) (λ, μ ∈ P n,r )
coincides with the corresponding decomposition number for S 0 whenever |λ (i) | = |μ (i) | for i = 1, . . . , r. This implies in the case where Λ = P n,r , under the condition (*), that d λμ can be written as a product of d λ (i) μ (i) for i = 1, . . . , r, where d λ (i) μ (i) is the decomposition number of the q-Schur algebra S( P n i ,1 ) with |λ (i) | = |μ (i) | = n i . The subalgebra S 0 is regarded, in some sense, as a Borel type subalgebra of S(Λ). For example, we have S(Λ) = S 0 · (S 0 ) * , where (S 0 ) * is the image of S 0 under the involution * of S(Λ), and S 0 is a quotient of both S 0 and (S 0 ) * . Thus S 0 corresponds to a Cartan subalgebra. In this paper, we consider a parabolic analogue of S 0 and S 0 . We fix p = (r 1 , . . . , r g ) ∈ Z g >0 such that r 1 + · · · r g = r. According to p, we regard an r-partition λ = (λ (1) , . . . , λ (r) ) as a g-tuple of multi-partitions λ = (λ [1] , . . . , λ [g] ), where λ [1] = (λ (1) , . . . , λ (r 1 ) ), λ [2] = (λ (r 1 +1) , . . . , λ (r 1 +r 2 ) ), and so on. For example, λ [i] = λ (i) for i = 1, . . . , r if p = (1 r ) with g = r, and λ [1] = λ if p = (r) with g = 1. For each p, we define a subalgebra S p of S(Λ), and its quotient algebra S p . The algebra S p coincides with S 0 if p = (1 r ), and coincides with S(Λ) if p = (r). Thus S p is a generalization of S 0 , and is regarded as an intermediate object between S(Λ) and S 0 . All of the results in [Sa] can be generalized to our cases; S p is a standardly based algebra and S p is a cellular algebra. Assume that R is a field. For λ = (λ [1] , . . . , λ [g] ), μ = (μ [1] , . . . , μ [g] ) ∈ P n,r such that |λ [i] | = |μ [i] | for i = 1, . . . , g, one can show (Theorem 3.13) that the decomposition number d λμ coincides with the corresponding decomposition number in the algebra S p . In the case where Λ = P n,r , we prove the structure theorem (Theorem 4.15) for S p , which asserts that S p is a direct sum of tensor products of various S( P n i ,r i ). We remark, in contrast to the argument in [SawS] , that no assumptions on parameters are required in this proof. Combining with the previous results, we obtain the product formula for decomposition numbers, namely, d λμ coincides with the product of d λ [i] μ [i] for i = 1, . . . , g, where d λ [i] μ [i] is the decomposition number for S( P n i ,r i ) with |λ
[i] | = n i , which holds without any restriction on the parameters (Theorem 4.17) . By making use of the Schur functors on S(Λ), one can define a modified ArikiKoike algebra H p of type p as a certain subalgebra of S p . The algebra H p is isomorphic to H if p = (1 r ), and coincides with H if p = (r). Put Q p i = Q r 1 +···+r i for i = 1, . . . , g. Under the assumption (**) "Q p i − Q p j are units in R for each i = j", we give a presentation of H p which is a generalization of the presentation of H given in [SawS] . We show that S p is realized as an endomorphism algebra of a certain H p -module M p = μ∈Λ M μ , and prove the Schur-Weyl duality between 1. Recollection of cyclotomic q-Schur algebras 1.1. Let R be an integral domain, q, Q 1 , . . . , Q r be elements in R with q invertible. The Ariki-Koike algebra H = H n,r associated to the complex reflection group S n (Z/rZ) n is an associative algebra over R with generators T 0 , T 1 , . . . , T n−1 subject to the condition
It is known that H is a free R-module with rank n!r n . We denote by H n the subalgebra of H generated by T 1 , . . . , T n−1 , which is isomorphic to the IwahoriHecke algebra associated to the symmetric group S n of degree n.
1.2.
It is known by [DJM] that H has a structure of the cellular algebra. In order to describe the cellular basis of H, we prepare some notation. An element μ = (μ 1 , . . . , μ m ) ∈ Z m ≥0 is called a composition of length ≤ m, and |μ| = μ i is called the size of μ. An r-composition λ = (λ (1) , . . . , λ (r) ) is an r-tuple of compositions
once and for all, and denote by P n,r = P n,r (m) the set of r-compositions λ = (λ (1) , . . . , λ (r) ) of size n such that λ (i) is a composition of length ≤ m i . Similarly, we define the set P n,r = P n,r (m) of r-partitions. If m i ≥ n for any i, P n,r (m) are mutually identified for all m. However, even in that case, P n,r (m) depends on the choice of m.
For r-compositions λ = (λ
, we define a dominance order λ μ by the condition
If λ μ and λ = μ, we write it as λ μ.
TOSHIAKI SHOJI AND KENTARO WADA
Let λ be an r-partition of n. We identify λ with the r-tuple of Young diagrams, and refer it as the Young diagram of λ. We denote by Std(λ) the set of standard tableau t = (t (1) , . . . , t (r) ) of shape λ, i.e., t is a Young diagram of λ with letters 1, . . . , n attached to the nodes of the diagram, under the condition that t (i) is a standard tableau in the usual sense for each i. We define t λ ∈ Std(λ) by attaching the letters 1, 2, . . . , n to the nodes of the Young diagram λ in this order, from left to right, and from top to bottom for t (1) , and then for t (2) , and so on. S n acts naturally on the set of tableaux from the right, and we denote by d(t) the element in S n such that t = t λ d(t) for each t ∈ Std(λ). More generally, the set r-Std(μ) of row-standard tableaux of shape μ is defined for μ ∈ P n,r , by replacing a standard tableau t (i) by a row-standard tableau. Then t μ is defined similarly, and d(t) ∈ S n is defined also for t ∈ r-Std(μ).
For μ ∈ P n,r , we define r-tuples of integers
For μ ∈ P n,r , let S μ = S μ (1) × · · · × S μ (r) be the Young subgroup of S n . We define x μ ∈ H n by x μ = w∈S μ q l(w) T w , where l(w) is the length of w ∈ S n , and T w is a basis element of H n corresponding to w ∈ S n . We define m μ ∈ H by m μ = u
is an anti-automorphism on H n defined by T * i = T i for i = 1, . . . , n − 1. Then it is known by [DJM, Theorem 3.26 ] that the set (1.2.1) {m st | s, t ∈ Std(λ) for some λ ∈ P n,r } gives a cellular basis of H with respect to the dominance order on P n,r in the sense of [GL] . In particular, if we denote by h → h * the anti-automorphism on H defined by T * i = T i for i = 0, . . . , n − 1, we have m * st = m ts . 1.3. Here we recall the concept of semistandard tableau in the case of multipartitions due to [DJM] . We consider the set X of pairs (i, k) with 1 ≤ i ≤ n, 1 ≤ k ≤ r, and define a total order on this set by (
For an r-partition λ of n, a Tableau T of shape λ is defined as a Young diagram λ with an element of X attached to each node of λ.
. . , T (r) ) of shape λ is called a semistandard tableau if it satisfies the properties; the entries of T (i) are weakly increasing along the rows, strictly increasing along the columns with respect to X, and furthermore the entries of T (k) consist of (i, k ) with k ≥ k. We denote by T 0 (λ, μ) the set of semistandard tableau of shape λ and type μ for λ ∈ P n,r and μ ∈ P n,r . Note that T 0 (λ, μ) is empty unless λ μ.
Let t be a standard tableau of shape λ. For μ ∈ P n,r , we construct a tableau μ(t) from t as follows; replace the entry j in t by (i, k) if j appears in the i-th row of the k-th component (t μ ) (k) of t μ . μ(t) is a λ-tableau of type μ, but it is not necessarily semistandard.
For each
It is known by [DJM, Theorem 4 .14] that M μ is a free R-module with basis
A subset Λ of P n,r (m) is called a saturated set if any partition λ such that λ μ for some μ ∈ Λ is contained in Λ. We denote by Λ + the set of r-partitions
The cyclotomic q-Schur algebra S(Λ) associated to H (and to Λ) is defined by
We consider the structure of Hom
It is known by [DJM, Corollary 5.17 ] that the map ϕ → ϕ(m ν ) gives an isomorphism of R-modules
Suppose that μ, ν ∈ Λ, and λ ∈ Λ + . We define for S ∈ T 0 (λ, μ), T ∈ T 0 (λ, ν)
Then it is known by [DJM, Proposition 6.3 ] that the set
The fundamental result of Dipper, James and Mathas is the following theorem. Theorem 1.5 ( [DJM] ). The cyclotomic q-Schur algebra S(Λ) is a cellular algebra with a cellular basis 
Assume that R is a field. Then it is known by [DJM] that L λ is a (non-zero) absolutely irreducible module, and that the set {L λ | λ ∈ Λ + } gives a complete set of non-isomorphic irreducible S(Λ)-modules.
Parabolic type subalgebras of S(Λ)
2.1. In [Sa] Sawada constructed a subalgebra S 0 of S(Λ) and showed that its quotient algebra S 0 coincides with the cyclotomic q-Schur algebra associated to the modified Ariki-Koike algebra discussed in [SawS] under some condition on parameters (see Introduction). S 0 is regarded, in some sense, as a Borel type subalgebra of S(Λ). In this section, we extend his result to a more general situation, i.e, to the parabolic type subalgebras.
Let Λ and Λ
+ be as in Section 1. We fix p = (r 1 , . . . , r g ) ∈ Z g >0 such that r = r 1 + · · · + r g for some g, and put
where
. . , g with a 1 = 0. By making use of p, we express the r-compositions as the g-tuples of multi-compositions as follows: let μ = (μ (1) , . . . , μ (r) ) ∈ P n,r . We write μ as (μ [1] , . . . , μ [g] ), where
Note that a p (μ) (resp. α p (μ)) coincides with a(μ) (resp. α(μ)) in 1.2 in the special case where p = (1 r ). We define a partial order on (2.2.1) Let μ, ν ∈ Λ, λ ∈ Λ + . Then we have:
Example 2.3. Let n = 20, r = 5 and take μ = (21; 121; 32; 1 3 ; 41) ∈ P 20,5 . Let p = (2, 2, 1). Then α p (μ) = (7, 8, 5) and α p (μ) = (0, 7, 15). We have μ = (μ
Let
We will see that S p is a subalgebra of S(Λ) and that S p turns out to be a standardly based algebra in the sense of Du and Rui [DR] . Note that in the case where p = (1 r ), S p coincides with S 0 . First we note that the identity element 1 S(Λ) is contained in S p . In fact, one can write 1 S(Λ) = μ∈Λ ϕ μ , where ϕ μ ∈ S(Λ) is the identity map on M μ . Since ϕ μ is written as a linear combination of ϕ ST with S, T ∈ T 0 (λ, μ), we see that 1 S(Λ) ∈ S p . In order to relate S p to the standardly based algebra, we introduce a different kind of labeling for C P , following the idea of [Sa] . Let us define a subset
We define a partial order ≥ on
Note that I p (η) and J p (η) are not empty. For η ∈ Σ p , if we put,
we see easily that
For each η ∈ Σ p , we define a submodule (S p ) ∨η of S p as the R-span of ϕ ST , where
By using the cellular structure of S(Λ), the following result can be proved in a similar way as in [Sa, Lemma 2.4 ].
Lemma 2.5. Take λ
, the following hold:
The following theorem is a generalization of [Sa, Theorem 2.6 ]. The proof is done similarly by using Lemma 2.5.
Theorem 2.6. S p is a subalgebra of S(Λ) containing the identity element of S(Λ).

Moreover, S
p turns out to be a standardly based algebra with the standard basis C p in the sense of [DR] , i.e., the following holds:
where in the first formula f S depends on (ϕ, S, S ) but does not depend on T , and in the second formula f T depends on (ϕ, T, T ) but does not depend on S.
For each
) has a structure of the left S p -module (resp. the right S p -module). Moreover, the theorem implies, for
We define a bilinear form
By the general theory of standardly based algebras (see [DR] ), we obtain the following corollary, which is a strengthened form of [Sa, Proposition 3.7] .
Corollary 2.8. Assume that R is a field. Then:
Remarks 2.9. (i) In [Sa] , only the case Z
). In that case (for arbitrary p), we have the following description on the basis of Z
However, the above argument cannot be applied to Z
is generated by one element as an S p -module.
Recall that ϕ → ϕ
* is the anti-automorphism on S(Λ) defined by ϕ ST → ϕ T S , related to the cellular structure. Let S p * = (S p ) * be the image of S p under the map * . Then S p * is a subalgebra of S(Λ), and it is easy to check that S p * is a standardly based algebra with the standard basis
In a similar way as in [Sa, Proposition 3.2] , one can show the following result.
Proposition 2.11. We have S(Λ) = S p · S p * .
2.12.
Let S p be the R-submodule of S p spanned by
Then by the second and the fourth formulas in Lemma 2. 
Similarly, one can define a quotient algebra S p * = S p * / S p * , where S p * = ( S p ) * is a two-sided ideal of S p * . Let π be the natural projection S p * → S p * , and put ϕ =
On the other hand, the anti-algebra isomorphism 
where r T ∈ R depends on λ, T, ϕ, but does not depend on S.
2.14. We apply the general theory of cellular algebras to
∨λ is a two-sided ideal of S p , and we define the Weyl module Z
Then the radical rad Z 
where ι is the inclusion map, and π is the natural surjective map. 
(ii) Assume that R is a field. Then the above map induces an isomorphism L
The following proposition is proved in a similar way as in [Sa, Theorem 4.15 ] by taking the lemma into account. Proposition 3.3. Assume that R is a field. Then:
3.4. Next we consider the relation between S(Λ) and S p . Since S p is a subalgebra of S(Λ), we regard an S(Λ)-module as an S p -module by restriction. Recall
λ)}, and the basis of W λ is {ϕ T | T ∈ T 0 (λ)}, respectively. The following result is implicit in [Sa] .
Lemma 3.5. For each λ ∈ Λ + , the following hold:
(ii) The map ϕ
Proof. Take ϕ ST ∈ C(Λ) (S, T ∈ T 0 (λ)), and ϕ ∈ S p . By the property of the cellular algebra S(Λ), we have 
On the other hand, by the second formula in Theorem 2.6 we have, for 
We now prove (i).
By the definition of Weyl modules, we see that g T = f T and g T = r T . Thus by comparing (3.5.1) and (3.5.2), we have
o t h e r w i s e .
This proves (i). The assertion (ii) is proved in a similar way.
The following proposition can be proved in a similar way as in [Sa, Theorem 3.3] .
Proposition 3.6. For each λ ∈ Λ + , there exists an isomorphism of S(Λ)-modules
3.7. By Lemma 3.5, the map ϕ 
, and ι i ⊗Id be the induced map
. Hence we have a relation as elements in
This means that
Put α = α p (λ). Take ν ∈ Λ such that α p (ν) = α and multiply ϕ ν on both sides of the above equation. Note that ϕ ν ∈ S p is a projection from M to M ν , and we have λ,0) . It follows that
Since this holds for any ν ∈ Λ such that α p (ν) = α, we have (3.8.1) λ,0) .
Thus one can rewrite (3.8.1) as a relation on Z
This shows that x = ν i y i (ϕ α ψ i ϕ ν ) ∈ M as asserted.
Next we prove (ii). Under the embedding Z
. This is a contradiction.
By making use of Lemma 3.8, we show the following lemma.
Lemma 3.9. Assume that R is a field. Then for each λ ∈ Λ + , there exists a unique maximal S(
, we have a surjective homomorphism Proof. By definition, we have β λ (ϕ
by Lemma 3.8, and the kernel of this map is a proper S(Λ)-submodule of Z
This proves the lemma.
The following two results are generalizations of [Sa, Theorem 5.6, Theorem 5.7] .
Proposition 3.11. Assume that R is a field. Then for λ, μ ∈
Proof. We consider a composition series of Z
be the inclusion map and
We have a filtration
λ by Proposition 3.6 and Lemma 3.8. In order to prove the proposition, it is enough to show that L μ j occurs in the composition series of
, we have the following diagram of S(Λ)-modules:
where the vertical maps are surjective. Thus we obtain a surjective homomorphism L
On the other hand, by Lemma 3.9, we have a surjective homomorphism L
μ , whose kernel N λ is the unique maximal submodule. This implies that we have a surjective homomorphism
Hence L μ j occurs in the composition series of M j /M j−1 , and the proposition is proved. 
Proposition 3.12. Assume that R is a field. Then for any λ, μ ∈
Λ + such that α p (λ) = α p (μ), we have [Z (λ,0) p : L (μ,0) p ] S p ≥ [W λ : L μ ] S(Λ) .
Proof. Consider a composition series of W λ as an S(Λ)-module
We claim that (3.12.1)
Note that (3.12.1) implies the proposition. In fact,
occurs in the composition series of M j /M j−1 for each j, and the proposition follows.
We show (3.12.1). Assume that α p (μ j ) = α p (λ). Then the image of ϕ
It follows that the righthand side of the above equation is contained in Z (λ,0) p , and so x j ϕ μ j ∈ M j \M j−1 . This proves (3.12.1), and the proposition follows.
Combining Proposition 3.3, Proposition 3.11 and Proposition 3.12, we have the following theorem (cf. [Sa, Theorem 5.7] ).
Theorem 3.13. Assume that R is a field. For any λ, μ ∈
4. Structure theorem for S p 4.1. In this section, we assume that
gives a basis of M μ . 
is regarded as the empty set if n k = 0.) Let μ = (μ (1) , . . . , μ (r) ) ∈ Λ be an r-composition and write it as μ = (μ [1] , . . . , μ [g] ). Then a μ-tableau t = (t (1) , . . . , t (r) ) can be expressed as t = (t
. The following lemma is easily verified.
4.4. Let α = (n 1 , . . . , n g ) ∈ P n,1 . For each λ ∈ Λ + such that α p (λ) = α, we define a subset Std(λ) 0 of Std(λ) as the set of t = (t [1] , . . . , t [g] ) such that the letters contained in the tableau t [k] are exactly {n
. This gives a bijection between the set of s ∈ Std(λ) such that μ(s) = S and the set of (s
for each k. Combined with (1.4.1) and (4.1.1), this implies that
n k −1 the generators of H n k ,r k corresponding to T 0 , . . . , T n−1 in the case of H n,r , and more generally we denote by T [k] w for w ∈ S n k the element corresponding to
The following lemma is crucial for later discussions. 
. Take s as above, and take t = (t 
(4.5.1) implies the lemma since u, v are standard tableau of shape ν with a p (ν) = a p (μ) and v ∈ Std(ν) 0 . We shall show (4.5.1). First we compute m s [k] 
following the argument in the proof of [DJM, Proposition 3.20] . Recall that
and put
The letters contained in
By the shift by −a k , we regard t [k] as the tableau consisting of letters {1, . . . , n k }. Assume that the letter 1 is contained in t (p k +f ) . One can write d(t 
Then as in the computation in [DJM, Prop. 3.20, Lemma 3.4] , by noticing that T
(Note that the letters contained in t [k] consist of {a k + 1, . . . , a k + n k }, and we compute d(t [k] ) with respect to these letters.) We note that for t = (t
From the previous computation, we have d(t [k] ) = yc with y ∈ S β and c ∈ S β \S n k . (Here we regard S n k as the permutation group with respect to the letters {a k + 1, . . . , a k + n k }. In particular, y fixes the letter a k + b f + 1.) Hence
Let X be the left-hand side of (4.5.3). Since T c commutes with and u a p ,k+1 , . . . , u a p ,g commutes with T y . It follows that
1 , and T y commutes with L a k +b f +1 , we have by [DJM, Lemma 3.4] ,
where u a p ,k is defined as in (4.5.5) by replacing a by
Summing up the above computation, we have
We now compare (4.5.2) and (4.5.6). The right-hand side of (4.5.2) is written as X 1 + X 2 , where v [k] are standard tableaux of shape μ [k] for some r k -partitions μ [k] . On the other hand, for X 2 , first we convert T
is determined from u b ), and then we follow the argument in the case X 1 . Note that in these computations, the parts u
, one can write the formula (4.5.6) in the form
c , and h T c coincides with h. We also note that Q p k +f = Q [k] f . Now by applying Lemma 3.15 and Proposition 3.18 in [loc.cit] , Y 1 can be expressed as a linear combination of the terms v [k] are standard tableaux of shape μ [k] for some r k -partitions μ [k] . Since this computation proceeds without referring u a p ,k , the coefficients of these elements in the expansion of Y 1 are exactly the same as the coeffi-
by using Proposition 3.20 in [loc.cit] . By comparing b and a , we see that the coefficients in this expansion are exactly the same as the coefficients of m u 
where v [k] are standard tableaux of shape ν [k] , and that their coefficients in the expansion of Y 2 is the same as the coefficients of m u [k] v [k] in the expansion of X 2 .
TOSHIAKI SHOJI AND KENTARO WADA
Now one sees easily that
where μ is an r-partition obtained from λ by replacing λ [k] by μ [k] , and u, v are standard tableau of shape μ obtained from s, t by replacing
Summing up the above arguments, we see that (4.5.1) holds. Hence the lemma is proved.
The following lemma is easily verified by using a similar (but simpler) argument as in the proof of the previous lemma. 
4.7.
We fix α = (n 1 , . . . , n g ) ∈ P n,1 , and let H α be as in 4.4. Assume that
. . , a g ) be as before, and let H α be the subalgebra of H generated by
As a corollary to Lemma 4.5 and Lemma 4.6, we have the following. 
Recall that
μ , and the image of ϕ is contained in M μ . Henceφ = 0 as asserted.
The above discussion allows us to define a linear map θ :
by ϕ →φ, which factors through the mapθ :
. We show the following lemma.
given in (4.4.1). Then we have
. Proof. First we prove(i). Put a = a(μ) and a p = a p (μ). Then m μ = x μ u + a , and
). Then by Proposition 3.18 in [DJM] , m μ [k] is written as a linear combination of the basis elements
are standard tableau of shape λ [k] . By the same procedure, x k is written as a linear combination of
, and the corresponding coefficient coincides with each other.
Note that in the latter case
, etc. are referred with respect to the letters {a k + 1, . . . , a k + n k } as in the proof of Lemma 4.5. We see that
gives rise to a basis element m uv of H, where
The assertion (i) follows from this.
Next we prove (ii). Now we have
0 is generated by m ν as an H α -module. We takeφ ST ∈ H μν . Then any element in M ν 0 is written as m ν h with h ∈ H α , and
This proves (ii), and the lemma follows.
4.11.
We keep the previous setting. By Lemma 4.10, one can define an R-
On the other hand, in view of the isomorphisms φ μ , φ ν together with Corollary 4.8, we have a natural isomorphism of R-modules:
).
(4.11.1)
We have the following lemma. 4.14. Let Δ n,g be the set of α = (n 1 , . . . , n g ) ∈ Z g ≥0 such that n 1 + · · · + n g = n.
Lemma 4.12. The map Θ gives an isomorphism
For α ∈ Δ n,g , put ) S(Λ n 1 ) ⊗ · · · ⊗ S(Λ n g ).
The following structure theorem follows from (4.14.1)-(4.14.3) together with (4.11.1). Note that in the special case where p = (1 r ), this result was proved in [SawS, Theorem 5.5 (i) ] under the assumption that Q i − Q j are units in R for any i = j, and that Λ = P n,r (m) with m i ≥ n for i = 1, . . . , r. In our case, we don't need any assumption for parameters Q i nor m. 
otherwise.
Combining this with Theorem 3.13, we have the following product formula for the decomposition numbers of S(Λ), which is a generalization of [Sa, Corollary 5.10 ].
Theorem 4.17. Assume that R is a field and that Λ = P n,r (m). For λ, μ ∈ Λ + such that α p (λ) = α p (μ), we have
5. Modified Ariki-Koike algebra of type p 5.1. Throughout this section we assume the following property for m = (m 1 , . . . , m r ).
(5.1.1) m i ≥ n for i = 1, . . . , r.
We keep the assumption that Λ = P n,r (m). Let Ω = Ω p be a subset of Λ consisting of ω = (ω Note that Ω coincides with Ω in [SawS, 7.1] in the case where p = (1 r ) (i.e., the case g = r). While in the case where p = (r) (i.e., the case g = 1), Ω = {ω}, where ω is an r-partition ω = (−, . . . , −, (1 n )) which coincides with ω in [M, §4] .
Let I = {1, . . . , n}. For ω ∈ Ω, we denote by I k the set of i such that ω (p k +r k ) i = 1 for k = 1, . . . , g. Then I = g k=1 I k gives a partition of I into g parts, and thanks to (5.1.1), the set Ω is in bijection with the set of partitions of I into g parts. For t = (t [1] , . . . , t [t] ) ∈ Std(λ), we denote by I k the letters contained in the standard tableau t [k] . Then I = I k determines ω = ω t ∈ Ω. We associate to t a semistandard tableau T of shape λ as follows: for each k (1 ≤ k ≤ g), the first terms of the entries of T (p k +i) consist of the entries of t (p k +i) , and the second term of them has the common value p k + r k for i = 1, . . . , r k . Then T ∈ T p 0 (λ, ω), and any element of T p 0 (λ, ω) is obtained from t ∈ Std(λ) such that ω = ω t by the above procedure. The correspondence t → T gives a bijective correspondence (5.1.2) Std(λ)
