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a b s t r a c t
In this paper, we extend various classical results by Armendariz and Steinberg, Fisher,
Kaplansky, Martindale, Posner, and Rowen on semiprime PI-rings. We do this by
introducing several new generalizations of the class of semiprime PI-rings. For these new
classes, some structure theorems are obtained, and connections to arbitrary semiprime
rings are made (e.g., a semiprime ring has a largest essentially closed ideal from some of
these classes). Numerous examples are provided to illustrate and delimit our results.
© 2009 Elsevier B.V. All rights reserved.
Throughout all rings are associative rings but not necessarily with unity. Let R be such a ring, while Q (R), Q `(R), Q s(R),
and Cen(R) denote its maximal right ring of quotients, maximal left ring of quotients, symmetric ring of quotients, and
center, respectively. Ideals without the adjectives ‘‘right’’ or ‘‘left’’ mean two-sided ideals.
We say that a ring R satisfies a polynomial identity (simply, R is a PI-ring) if there exists a polynomial f (x1, . . . , xn)
with integer coefficients and not necessarily commuting indeterminates x1, . . . , xn such that the coefficient of one of the
monomials in f (x1, . . . , xn) of maximal degree is 1 and f (a1, . . . , an) = 0 for all a1, . . . , an ∈ R. An ideal I of a ring R is said
to be a PI-ideal if I (as a ring itself) is a PI-ring.
Recall that an algebra R over a field F is called locally finite if every finite subset of R generates a finite-dimensional
subalgebra over F . Thus a locally finite algebra over F is algebraic over F . In analogy with Burnside’s problem for groups,
Kurosch has asked whether every algebraic algebra is locally finite.
Positive answers for the Kurosch problem using PI-algebras appear in [1, pp. 240–244]. Theorem 2 of [1, p. 243] states:
Let R be an algebraic algebra containing no nonzero nilpotent elements. Assume that R/P is a PI-algebra for every primitive ideal P
of R. Then R is locally finite. It should be noted that an algebraic algebra containing no nonzero nilpotent elements is strongly
regular, hence every prime ideal is maximal. Therefore there is no distinction between prime and primitive ideals. The crux
of the proof for the result is that R contains a nonzero PI-ideal and the sum of all PI-ideals is essential. Then every nonzero
ideal of R contains a nonzero PI-ideal of R.
Thus we are motivated to consider two natural generalizations of PI-rings: every prime factor ring of a ring R is a PI-ring;
and every nonzero ideal of R contains a nonzero PI-ideal of R. In this paper, we say that: (i) a ring R is an almost PI-ring if
every prime factor ring of R is a PI-ring; and (ii) R is an intrinsically PI-ring if every nonzero ideal contains a nonzero PI-ideal
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of R. Observe that [2, Example 1.4] shows the necessity of working with the set of prime ideals rather than primitive ideals.
Indeed, it provides a ring S with S/J(S) a field, where J(S) is the Jacobson radical (hence every primitive factor ring of S is a
field), but S has no nonzero PI-ideal.
The almost PI condition was introduced and investigated in [2]. A well-known result of Rowen [3, Theorem 2] shows
that if R is a semiprime PI-ring, then every nonzero ideal of R has nonzero intersection with Cen(R). Further, by [4, Theorem
2.14], if R is an almost PI-ring, then every nonzero ideal of R has nonzero intersection with Cen(R). This also motivates us
to consider another generalization of semiprime PI-rings. We say that a ring R is ideal intrinsic over its center (simply, IIC) if
every nonzero ideal of R has nonzero intersection with Cen(R). In [5, p. 198] the IIC condition was studied under the name
an ‘‘algebra with large centre’’. We use our terminology to be in agreement with that used in [6].
In [7], Puczylowski and Smoktunowicz note that the class of prime IIC rings is a special class in the sense of radical theory.
In [8, Theorem 2.4], Birkenmeier, Kim, and Park show that if R is IIC, then Cen(R) is Baer if and only if R is quasi-Baer. Besides
the semiprime PI-rings, the following are also IIC rings: biregular rings, reduced rings with essential socle, regular right self-
injective directly finite rings [9, Theorem 9.25], regular rings with primitive factor rings Artinian [9, Theorems 6.2 and 6.6],
R[x]where R is a simple ring with unity, separable algebras [10, Corollary 3.7 and Theorem 3.9], and a semiprime ring Rwith
unity which is an algebraic extension of Cen(R) and satisfies ACC on right annihilators [11, Theorem 2].
In this paper, we continue the investigation of almost PI-rings. Further, we initiate the study of the intrinsically PI-rings
and the right bounded IIC rings. We say that a ring R is right bounded if each essential right ideal of R contains an ideal of R
which is essential in R as a right ideal.
From the aforementioned definitions and results of this paper, it seems that these types of ringsmay be useful in a theory
of noncommutative algebraic geometry or noncommutative algebraic number theory.
In Section 1, for the class of semiprime rings, we study almost PI-rings. We show that every almost PI algebraic algebra
is locally finite (Theorem 1.9 and Example 1.10). Thereby we properly generalize Kaplansky’s theorem [12, Theorem 6.1] on
the Kurosch problem for PI-algebras which states: Every algebraic algebra satisfying a polynomial identity is locally finite.
Further, we obtain characterizations of the intrinsically PI-rings and of the right bounded IIC rings. By using these results,
we show that for a semiprime ring the following implications subsist and are strict (i.e., not reversible) (Theorem 1.17):
PI ⇒ almost PI ⇒ intrinsically PI ⇒ right bounded IIC ⇒ IIC.
Since the rings of interest in this paper all have a large center (i.e., they are IIC), in Section 2 we investigate the transfer
of information between a ring R and its center when R is IIC.
In Section 3, we extend several classical theorems on semiprime PI-rings by Armendariz and Steinberg, Kaplansky,
Martindale, Posner, and Rowen with the following results: (1) If R is an intrinsically PI-ring, then Q (R) is a direct product
of matrix rings over strongly regular self-injective PI-rings. Thereby, Q (R) is biregular and a finite or countably infinite
direct product of Azumaya algebras (Theorem 3.1). (2) Let R be a semiprime IIC ring. Then: (i) Q (Cen(R)) = Cen(Q (R)); (ii)
Cen(R) has uniform dimension n if and only if Q (R) = ⊕ni=1 Qi, where each Qi is a simple ring with unity; (iii) Q (R) is a
subdirect product of simple regular rings with unity (Theorem 3.4). (3) Let R be a semiprime right bounded IIC ring. Then:
(i) Q (R) = Q s(R); (ii) R is prime if and only if RCen(Q (R)) is simple Artinian; (iii) R is right primitive if and only if R is simple
Artinian; and (iv) Cen(R) has finite uniform dimension if and only if Cen(R) is Goldie if and only if R is right and left Goldie. In
this case, Q (R) = Q `(R) = RCen(Q (R)) (Corollary 3.13). (4) A right bounded IIC C∗-algebra with only finitely manyminimal
prime ideals is characterized (Theorem 3.16).
Section 4 primarily concerns the behavior of the IIC condition with respect to various ring extensions. For example we
have the following results: (1) The class of IIC rings is closed under Dorroh extensions (Theorem 4.1). (2) For a ring with
unity, the property of being IIC is a Morita invariant (Theorem 4.3). (3) Let R be a ring with unity and R[M] the monoid ring,
where M is a commutative monoid, then R[M] is IIC (Corollary 4.5). (4) Any semiprime IIC ring is a subdirect product of
prime IIC rings (Theorem 4.9). There exists a ring R such that R is a subdirect product of simple rings with unity that is not
IIC (Example 4.10). (5) The class of semiprime IIC rings is closed under direct sums and direct products (Proposition 4.12).
In Section 5, we study various radicals associated with the IIC class. We show that a certain class of rings which contains
the almost PI-rings and the hypercentral rings satisfies the Koethe conjecture.
Section 6 connects the theory of IIC rings to an arbitrary semiprime ring by proving that the set of all IIC ideals is closed
under sums and intersections (Theorem 6.1). Thus every semiprime ring has a largest IIC ideal. It is shown that the sum of all
IIC ideals of a ring R, Ic(R), has several radical-like properties (Theorem 6.1). Moreover, it is proved that if R is a semiprime
ring, then: (i) R is either IIC, or there is a nonzero ideal M of R such that R/M is semiprime IIC, M ∩ Cen(R) = 0, and
Ic(R) ⊕ M is essential in R; (ii) Q (R) = Ic(Q (R)) ⊕ AnnQ (R)(Ic(R)) and Ic(R) ⊆ Ic(Q (R)) (see Theorem 6.4, Corollary 6.5,
and Proposition 6.7). Applications are made to the local multiplier algebra of a C∗-algebra.
For R-modulesMR andNR, the notionsNR ≤ MR andNR≤essMR denote thatNR is a submodule ofMR andNR is an essential
submodule of MR, respectively. We recall that an R-submodule NR of MR is called dense (also called rational) in MR if for
x, y ∈ M with y 6= 0, there exists r ∈ R such that xr ∈ N and yr 6= 0. Clearly, every dense R-submodule ofMR is an essential
submodule ofMR. But the converse does not hold. We let NR≤denMR denote that NR is a dense submodule ofMR.
For a positive integer n, Matn(R) denotes the n-by-nmatrix ring over a ring R. We use Z(RR) and Z( RR) to denote the right
singular ideal and the left singular ideal of a ring R, respectively. Let X be a nonempty subset of a ring R. Then 〈X〉R denotes
the ideal of R generated by X . Also `R(X) and rR(X) denote the left and right annihilator of X in R, respectively.
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We use I E R to denote that I is an ideal of a ring R. If R is a semiprime ring and I E R, then `R(I) = rR(I), so sometimes
we use AnnR(I) for `R(I) or rR(I).
Recall that if C is a commutative ring with unity and R is an algebra over C , then the Dorroh extensionD(R; C) of R by C
is the ring with unity formed on the Cartesian product, R× C , with componentwise addition and multiplication defined by
(r1, c1)(r2, c2) = (r1r2 + c2r1 + c1r2, c1c2).
Finally, right ideals {Vi | i ∈ Λ} of a ring R are said to be independent if∑i∈Λ Vi =⊕i∈Λ Vi.
Throughout the paper, for technical reasons and for ease of exposition, we assume that, in general R is a nonzero ring, and,
when dealing with Q (R), that R is a ring with `R(R) = 0.
1. Basic properties and relationships
In this section, we begin with some basic properties of the generalizations of semiprime PI-rings which are the focus of
this paper. Using these basic properties, we show that every almost PI algebraic algebra is locally finite (Theorem 1.9 and
Example 1.10). Thus we properly extend Kaplansky’s theorem [12, Theorem 6.1] on the Kurosch problem for PI-algebras.
Then, for a semiprime ring, we obtain characterizations of intrinsically PI-rings (Theorem1.13) and of right bounded IIC rings
(Theorem 1.15). By using Theorems 1.11 and 1.13, we show that for the class of semiprime rings, the following implications
subsist and are strict (Theorem 1.17):
PI ⇒ almost PI ⇒ intrinsically PI ⇒ right (left) bounded IIC ⇒ IIC.
We start with the following lemma for which parts (i) and (ii) are well known and part (iii) is in [13].
Lemma 1.1. (i) Let R be a semiprime ring and I E R. Then IR≤ess RR if and only if IR≤den RR if and only if AnnR(I) = 0.
(ii) Let R be a semiprime ring and I E R. Then I is a semiprime ring. Further, if R is a prime ring, then I is a prime ring.
(iii) ( [13, Lemma 1]) Let R be a semiprime ring and V a right ideal of R. Then Cen(V ) = V ∩ Cen(R).
(iv) Let R be a ring and I E R. If I is semiprime as a ring, then Cen(I) = I ∩ Cen(R).
Proof. (iv) Clearly, I∩Cen(R) ⊆ Cen(I). Let a ∈ Cen(I), k ∈ I , and x ∈ R. Then (ax−xa)k = a(xk)−x(ak) = (xk)a−x(ka) =
0. Thus ax− xa ∈ I ∩ AnnR(I). Since I is semiprime as a ring, I ∩ AnnR(I) = AnnI(I) = 0. Thus a ∈ Cen(R). 
By [3, Theorem 2], a semiprime PI-ring is IIC. Thus the next result extends [14, Theorem 1]: A semiprime PI-ring is right
and left nonsingular. Also see [5, p. 262].
Proposition 1.2. Let R be an IIC ring. Then the following are equivalent.
(i) R is semiprime.
(ii) R is right nonsingular.
(iii) R is left nonsingular.
Proof. (i)⇒ (ii) Assume that R is semiprime. Let c ∈ Z(RR) ∩ Cen(R). Then AnnR(c)R≤ess RR. Since (AnnR(c) ∩ cR)2 = 0,
it follows that AnnR(c) ∩ cR = 0. Thus cR = 0, so c = 0 because R is semiprime. Hence Z(RR) ∩ Cen(R) = 0. Therefore
Z(RR) = 0.
(ii)⇒ (i) Assume to the contrary that R is not semiprime. Then there is 0 6= I E R such that I2 = 0. By hypothesis,
I ∩ Cen(R) 6= 0. Take 0 6= c ∈ I ∩ Cen(R). Let KR be a complement of IR in RR. Then (I ⊕ K)R≤ess RR. Now c(I ⊕ K) = 0
because c(I ⊕ K) = cK ⊆ K ∩ I = 0. Thus c ∈ Z(RR), so Z(RR) 6= 0, a contradiction.
(i)⇔ (iii) This equivalence is proved similarly to the above. 
The following result shows that the classes of rings we investigate are closed with respect to ideals.
Proposition 1.3. Let R be a ring and I E R.
(i) If R is an almost PI-ring, then I is an almost PI-ring.
(ii) If R is an intrinsically PI-ring, then I is an intrinsically PI-ring.
(iii) If R is IIC and I is semiprime as a ring, then I is an IIC ring.
(iv) If R is right bounded IIC and I is semiprime as a ring, then I is a right bounded IIC ring.
Proof. (i) To show that I is an almost PI-ring, let P be a prime ideal of I . PutK = {K E R | K ∩ I ⊆ P}. By Zorn’s lemma, there
is a maximal element K0 ofK . We show that K0 is a prime ideal of R. For this, assume to the contrary that there are x, y ∈ R
such that xRy ⊆ K0, but x 6∈ K0 and y 6∈ K0. Then (K0 + 〈x〉R)∩ I 6⊆ P and (K0 + 〈y〉R)∩ I 6⊆ P . Take q1 + α ∈ (K0 + 〈x〉R)∩ I ,
but q1+α 6∈ P , where q1 ∈ K0 and α ∈ 〈x〉R. Also take q2+β ∈ (K0+〈y〉R)∩ I , but q2+β 6∈ P , where q2 ∈ K0 and β ∈ 〈y〉R.
Then (q1 + α)I(q2 + β) ⊆ K0 ∩ I ⊆ P , so either q1 + α ∈ P or q2 + β ∈ P , a contradiction. Thus K0 is a prime ideal of R.
Now I/(I ∩ K0) is isomorphic to a subring of R/K0. Note that R/K0 is PI, so I/(I ∩ K0) is PI. Since I ∩ K0 ⊆ P , the ring I/P is PI.
Thus I is an almost PI-ring.
(ii) Let 0 6= J E I . By Andrunakievic’s lemma, 〈J〉3R ⊆ J . If 〈J〉3R = 0, then J3 = 0. So J is a PI-ideal of the ring I . Otherwise,
there is a PI-ideal K E Rwith 0 6= K ⊆ 〈J〉3R ⊆ J ⊆ I . Since K E I , the ring I is intrinsically PI.
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(iii) Let 0 6= K E I . From Andrunakievic’s lemma, 〈K〉3R ⊆ K . Since I is a semiprime ring, K 3 6= 0 and so 〈K〉3R 6= 0. Thus
〈K〉3R ∩ Cen(R) 6= 0, hence K ∩ Cen(R) 6= 0. By Lemma 1.1(iv), K ∩ Cen(I) = Cen(K) = K ∩ Cen(R) 6= 0. Therefore I is IIC.
(iv) Assume that R is right bounded IIC. From part (iii), I is an IIC ring. Let 0 6= YI ≤ess II . Then 0 6= YII ≤ II since I is
a semiprime ring. Take 0 6= x ∈ I . Then there is s ∈ I with 0 6= xs ∈ Y . Since I is semiprime, there exists t ∈ I such
that 0 6= (xs)t ∈ YI . So YII ≤ess II . Since I is IIC, I is right nonsingular from Proposition 1.2, so YII ≤den II . Hence YIR≤den IR.
Therefore AnnR(YI) = AnnR(I). Hence (YI ⊕ AnnR(I))R≤ess RR. So there exists X E R such that X ⊆ YI ⊕ AnnR(I)) and
XR≤ess RR. Let K = X ∩ I . Then K ⊆ YI ⊆ Y , K E I , and KI ≤ess II . Therefore I is right bounded. 
Let R be a ring and I, J E R such that I ⊆ J . Then we say that I is ideal essential in J if I ∩ K 6= 0 for any 0 6= K E R with
K ⊆ J . Note that the following result is a partial of converse to Proposition 1.3.
Proposition 1.4. Let R be a ring and I E R ideal essential in R with I a semiprime ring. Then R is semiprime and:
(i) If I is an IIC ring, then so is R.
(ii) If I is a right bounded IIC ring, then so is R.
(iii) If I is an intrinsically PI-ring, then so is R.
Proof. It is easy to see that R is semiprime.
(i) Let 0 6= W E R. Then (W ∩ I)∩ Cen(I) 6= 0. So 0 6= (W ∩ I)∩ Cen(R) ⊆ W ∩ Cen(R) by Lemma 1.1(iii). Hence R is IIC.
(ii) By part (i), R is IIC. Let HR≤ess RR. Because I is semiprime, 0 6= (H ∩ I)I ≤ess II . Since I is right bounded, there is Y E I
satisfying YI ≤ess(H ∩ I)I . From Lemma 1.1(i) and Andrunakievic’s lemma, 0 6= K := 〈Y 〉3R ⊆ Y ⊆ H and KR≤ess RR. Hence R
is right bounded.
(iii) Let 0 6= V E R. Then 0 6= V ∩ I E V . So there is a nonzero PI-ideal Y of I such that Y ⊆ V ∩ I . By Andrunakievic’s
lemma, 0 6= 〈Y 〉3R ⊆ Y ⊆ V . Therefore V contains a nonzero PI-ideal, so R is an intrinsically PI-ring. 
In the next example, there are a ring R and V E R ideal essential in R such that V is semiprime almost PI as a ring, but R
is not almost PI. Thus the almost PI version of Proposition 1.4 does not hold.
Example 1.5 ([9, Example 10.7]). Let F be a field and Rn = Matn!(F) for all n. Let R =∏∞n=1 Rn.
We say that an element (An)∞n=1 ∈ R is scalar eventually if there exists a positive integer ` (depending on (An)∞n=1) such
that An is a scalar matrix for all n ≥ `. Let S be the set of all scalar eventually elements of R, which is a subalgebra of R.
Then as in the argument used in [2, Example 1.5], the ring S is almost PI. Thus V := ⊕∞n=1 Rn E S is an almost PI-ring by
Proposition 1.3(i). Note that V E R and, by Lemma 1.1(ii), V is semiprime as a ring since R is a semiprime ring. Also V is ideal
essential in R. IfM is a maximal ideal containing V , then R/M is simple but not right Artinian. Thus R/M cannot be a PI-ring,
so R is not almost PI.
The following result considers the closure of the classes of interest with respect to extensions by ideals.
Theorem 1.6. Let R be a ring and I E R.
(i) The rings I and R/I are almost PI if and only if R is almost PI.
(ii) If I and R/I are intrinsically PI-rings, then R is intrinsically PI.
(iii) Assume that I is semiprime as a ring. If I and R/I are IIC rings, then R is IIC.
Proof. (i) Assume that I and R/I are almost PI-rings. To see that R is almost PI, let V be a prime ideal of R. If I ⊆ V , then R/V
is isomorphic to a prime factor ring of R/I , hence R/V is a PI-ring. If I 6⊆ V , then (I + V )/V is a nonzero ideal in the prime
ring R/V , so (I + V )/V is a prime ring by Lemma 1.1(ii). Since (I + V )/V is isomorphic to I/(I ∩ V ), it is a PI-ring. Then R/V
is a prime ring containing a nonzero PI-ideal, so R/V must be a PI-ring from [13, Theorem 2]. Thus R is an almost PI-ring.
Conversely, assume that R is almost PI. Routinely we see that R/I is almost PI. Also by Proposition 1.3(i), I is an almost
PI-ring.
(ii) Assume that I and R/I are intrinsically PI-rings. To see that R is intrinsically PI, let 0 6= J E R. If J ∩ I = 0, then J is
isomorphic to a nonzero ideal of R/I . Thus J contains a nonzero PI-ideal. If J ∩ I 6= 0, then it has J ∩ I ∩ S(I) 6= 0, where
S(I) is the sum of all PI-ideals of the ring I . So J contains a nonzero ideal B of I that satisfies a PI. By Andrunakievic’s lemma,
〈B〉3R ⊆ B ⊆ J . If 〈B〉3R = 0, then 〈B〉R is a PI-ideal of R contained in J . If 〈B〉3R 6= 0, then 〈B〉3R is a nonzero PI-ideal of R contained
in J since 〈B〉3R ⊆ B ⊆ J . Hence J contains a nonzero PI-ideal of R. Thus R is intrinsically PI.
(iii) Let 0 6= K E R. If K ∩ I 6= 0, then K ∩ I ∩ Cen(I) 6= 0. So K ∩ Cen(R) 6= 0 by Lemma 1.1(iv). If K ∩ I = 0,
then (K + I)/I ∩ Cen(R/I) 6= 0. Take 0 6= k + I ∈ Cen(R/I) with k ∈ K . Then for r ∈ R, kr − rk ∈ K ∩ I = 0. Thus
0 6= k ∈ K ∩ Cen(R), so R is IIC. 
Let R be a ring and M an (R, R)-bimodule. Recall that the split-null extension of R by M , S(R;M), is the ring whose
underlying set is R×M with addition defined componentwise and multiplication given by (r,m) (s, n) = (rs,ms+ rn) for
r, s ∈ R andm, n ∈ M .
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Corollary 1.7. (i) Let R be the n-by-n upper triangular matrix ring over a ring S. Then R is almost PI (resp., intrinsically PI) if and
only if S is almost PI (resp., intrinsically PI).
(ii) Let C be a commutative ring with unity and R an algebra over C. Then the Dorroh extensionD(R; C) is almost PI (resp.,
intrinsically PI) if and only if R is almost PI (resp., intrinsically PI).
(iii) Let R be a ring and I E R. Then the split-null extension S(R; I) of R by I is almost PI (resp., intrinsically PI) if and only if
R is almost PI (resp., intrinsically PI).
Proof. The proof is a routine application of Proposition 1.3(ii) and Theorem 1.6. 
Note that for n > 1, the n-by-n upper triangular matrix ring over a ring S with `S(S) = 0 can never be IIC. Thus
Corollary 1.7(i) shows that the ‘‘semiprime’’ condition is vital in Theorem 1.17 to connect the IIC propertywith the PI, almost
PI, and intrinsically PI properties. This also shows that the IIC property cannot replace the almost PI (resp., intrinsically PI)
property in Theorem 1.6 without some additional condition on R or I .
Corollary 1.8. (i) A finite direct sum of rings is almost PI if and only if each direct summand is almost PI.
(ii) Let R be a direct sum or direct product of the rings {Ri | i ∈ Λ}. Then R is intrinsically PI if and only if each Ri is intrinsically
PI.
Proof. (i) This part follows from Theorem 1.6(i).
(ii) By Proposition 1.3(ii), if R is intrinsically PI, then so is each Ri. Next assume that each Ri is intrinsically PI. First, take
R = ∏ Ri. Let 0 6= V E R. If VR = 0, then V 2 = 0, hence V is a PI-ideal. So suppose that VR 6= 0. Then pik(V )Rk 6= 0 for
some k ∈ Λ, where pik is the kth projection. Thus pik(V )Rk contains a nonzero PI-ideal, say Yk of Rk. Then ιk(Yk) is a nonzero
PI-ideal of R and ιk(Yk) ⊆ VR ⊆ V , where ιk is the kth injection. A similar proof works when R =⊕ Ri. 
Observe that infinite direct sums or products of PI-rings do not necessarily satisfy a PI; but, by Corollary 1.8(ii), they are
intrinsically PI-rings. We notice from Corollary 1.8(i) and Example 1.5 that an infinite direct product of PI rings is not almost
PI.
Our next theorem properly generalizes Kaplansky’s answer [12, Theorem 6.1] to the Kurosch problem for PI-algebras.
We use P(−) to denote the prime radical of a ring.
Theorem 1.9. Let R be an algebraic algebra over a field. If R is almost PI, then R is locally finite.
Proof. Let F(R) denote the locally finite kernel of R [1, p. 241] and A = R/F(R). If A = 0, we are finished. So assume that
A 6= 0. By Theorem 1.6(i), A is an almost PI-algebra and F(A) = 0 [1, Proposition 1, p. 241]. Consider the following cases:
Case 1. Assume that P(A) 6= 0. By [15, Theorem 2.3], there exists 0 6= N E A such that N3 = 0. So N is an algebraic
algebra satisfying a PI. Hence N is locally finite by [12, Theorem 6.1] (also see [1, Theorem 1, p. 242]). Thus 0 6= N ⊆ F(A), a
contradiction.
Case 2. Assume that P(A) = 0. From [2, Theorem 1.2], there exists a nonzero PI-ideal, say I , of A. By [12, Theorem 6.1], I
is locally finite. Hence I ⊆ F(A), a contradiction.
Therefore A = 0, so R is locally finite. 
The following example shows that Theorem 1.9 is a proper generalization of [12, Theorem 6.1].
Example 1.10 (cf. [2, Example 1.5]). Let F be a field and let
R =
{
(an)∞n=1 ∈
∞∏
n=1
Matn(F) | an = kIn eventually for some k ∈ F
}
,
which is an F-subalgebra of
∏∞
n=1Matn(F), where In is the unitymatrix inMatn(F). Then as in [2, Example 1.5], R is an almost
PI-ring, but R is not a PI-ring. We easily see that R is algebraic over F (hence by Theorem 1.9, R is locally finite).
It is well known that the class of PI-rings and, from Theorem 1.6(i), the class of almost PI-rings are closed with respect to
homomorphic images. Under a suitable restriction, our next result yields this closure property for the classes of intrinsically
PI, right bounded IIC, and IIC rings. Also since much of our work is with semiprime rings, it is of interest to know when a
ring satisfying one of our generalizations of the PI condition (see Theorem 1.17) has a nontrivial semiprime homomorphic
image of the same type.
Let R be a ring and I E R. Then I is called ideal essentially closed in R if whenever I is ideal essential in an ideal J of R, then
I = J .
Proposition 1.11. (i) If a ring R is IIC (resp., intrinsically PI) and I E R is ideal essentially closed in R, then R/I is IIC (resp.,
intrinsically PI).
(ii) Let a ring R be IIC (resp., intrinsically PI, right bounded IIC) such that P(R) is not ideal essential in R. Then there exists a proper
ideal K of R such that:
(a) P(R) is ideal essential in K .
(b) R/K is a semiprime IIC (resp., intrinsically PI, right bounded IIC) ring.
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Proof. (i) Let 0 6= Y/I E R/I . Since I is ideal essentially closed in R, there exists 0 6= A E R such that A ∩ I = 0 and A ⊆ Y .
First, if R is IIC, then there is 0 6= a ∈ A∩ Cen(R). So 0 6= a+ I ∈ Y/I ∩ Cen(R/I). Thus R/I is IIC. Next, if R is intrinsically
PI, then there is a PI-ideal J 6= 0 of R with J ⊆ A. So 0 6= J ∼= (J + I)/I is a PI-ideal of R/I contained in Y/I . Hence R/I is
intrinsically PI.
(ii) (a) By Zorn’s lemma, there is 0 6= V E R maximal with respect to V ∩ P(R) = 0. It is well known that the prime
radical is a hereditary radical. Hence V is semiprime as a ring. Again, by Zorn’s lemma, there is K E R with P(R) ⊆ K and
K maximal with respect to K ∩ V = 0. Let 0 6= J E R with J ⊆ K . If P(R) ∩ J = 0, then P(R) ∩ (V ⊕ J) = 0. In fact, if
x = a + b ∈ P(R) ∩ (V ⊕ J) with a ∈ V and b ∈ J , then x − b = a ∈ K ∩ V = 0. Thus x = b ∈ P(R) ∩ J = 0 and so
P(R)∩ (V ⊕ J) = 0, which is contrary to the fact that V is maximal with respect to P(R)∩ V = 0. Thus P(R)∩ J 6= 0. So P(R)
is ideal essential in K . If K = R, then R ∩ V = K ∩ V = 0, a contradiction. Thus K is a proper ideal of R.
(b) Assume that 0 6= H/K E R/K with (H/K)2 = 0. By the maximality of K , H ∩ V 6= 0. Then (H ∩ V )2 ⊆ K ∩ V = 0,
contrary to V being a semiprime ring. Thus R/K is a semiprime ring.
First, assume that R is IIC. Take 0 6= Y/K E R/K . Then K ( Y , so Y ∩ V 6= 0. Thus there is 0 6= y ∈ Y ∩ V ∩ Cen(R). Hence
0 6= y+ K ∈ Y/K ∩ Cen(R/K). Therefore R/K is IIC.
Next, assume that R is intrinsically PI. Let 0 6= Y/K E R/K . Since K ( Y , 0 6= Y ∩ V E R, so there is 0 6= Y0 E R a PI-ideal
and Y0 ⊆ Y ∩ V . Hence 0 6= (Y0 + K)/K E R/K is a PI-ideal and (Y0 + K)/K ⊆ Y/K . Therefore R/K is intrinsically PI.
Finally, we assume that R is right bounded IIC. From above, R/K is IIC. We claim that K is ideal essentially closed in R. For
this, suppose that K is ideal essential in W E R. If K ( W , then 0 6= W ∩ V E R. Thus K ∩ W ∩ V 6= 0, a contradiction.
So K = W , hence K is ideal essentially closed in R. To show that R/K is right bounded, let E/K be an essential right ideal of
R/K . A routine argument shows that ER≤ess RR. Since R is right bounded, there is B E R such that B ⊆ E and BR≤ess RR. So
(B + K)/K E R/K and (B + K)/K ⊆ E/K . To see that (B + K)/K is essential in R/K , we only have to prove that it is ideal
essential in R/K because R/K is semiprime. Let 0 6= Y/K E R/K . Since K is ideal essentially closed in R, there is 0 6= J E R
with J ⊆ Y and J ∩ K = 0. Take 0 6= x ∈ J ∩ B. Then 0 6= x+ K ∈ (B+ K)/K ∩ Y/K . Thus R/K is right bounded and so R/K
is right bounded IIC. 
From [15] we note that P(R) is not ideal essential in R if and only if R is not essentially nilpotent. Using a proof similar to
that of Proposition 1.11, it can be shown that if R is a semiprime right bounded IIC ring and I E R is ideal essentially closed
in R, then R/I is right bounded IIC.
Let s(k) be the standard identity of degree k. An ideal I of a ring is called an s(k)-ideal if I satisfies s(k), but does not satisfy
s(m) form < k (for example, I is an s(2)-ideal if and only if I is a nonzero commutative ideal).
Lemma 1.12. Let R be a semiprime ring.
(i) If R is a PI-ring, then R satisfies s(k) for some k.
(ii) If R satisfies s(k), then Q (R) also satisfies s(k).
Proof. Part (i) is a well-known fact (see [16] and [17]) and part (ii) follows from [13, Theorem 2]. 
In the following result, we give a characterization of semiprime intrinsically PI-rings.
Theorem 1.13. Let R be a semiprime ring. Then R is intrinsically PI if and only if there are (finite or infinite) sequences of positive
integers k1 < k2 < · · · and independent ideals I1, I2, . . . of R such that:
(i) Ii is an s(ki)-ideal for each i; and
(ii)
⊕
i Ii is an essential ideal of R.
Proof. Assume that R is a semiprime intrinsically PI-ring. Then R contains a nonzero PI-ideal. We let k1 be the least positive
integer such that R contains a nonzero s(k1)-ideal. By Zorn’s lemma, R has a maximal s(k1)-ideal, call it I1. If I1 is essential in
R, then Q (R) = Q (I1) from Lemma 1.1(i). In this case, Q (R) satisfies s(k1) by Lemma 1.12(ii), so R is a PI-ring.
Suppose that I1 is not essential in R. Let R1 = AnnR(I1) and D = AnnR(R1). Then AnnD(I1) = AnnR(I1) ∩ D = AnnR(I1) ∩
AnnR(AnnR(I1)) = 0 because R is semiprime. Since D is a semiprime ring, I1D≤ess DD. By Lemma 1.1(i), Q (I1) = Q (D). From
Lemma 1.12(ii), D is also an s(k1)-ideal of R. Thus I1 = D = AnnR(AnnR(I1)).
Note that I1 ⊕ R1 is essential in R. By Lemma 1.1(ii) and Proposition 1.3(ii), R1 is a semiprime intrinsically PI-ring.
Repeating the same argument on R1, we get a positive integer k2 and an s(k2)-ideal I2 such that I2 = AnnR1(AnnR1(I2)) =
AnnR1(AnnR(I2) ∩ R1) = AnnR(AnnR(I2) ∩ R1) ∩ R1. Thus I2 is a nonzero ideal of R. So k1 < k2 by definition of k1.
If I1 ⊕ I2 is essential in R, then R is a PI-ring by the same argument as above. So assume that I1 ⊕ I2 is not essential in R.
We let R2 = AnnR(I1 ⊕ I2). Then I2 ⊕ R2 ⊆ R1. Proceeding inductively we get the desired sequence of ideals.
Let I = ∑i Ii. Then I = ⊕i Ii. If I is not essential in R, then B = AnnR(I) 6= 0 by Lemma 1.1(i). In this case, there are
infinitelymany ki such that k1 < k2 < · · ·. Also B is a semiprime intrinsically PI-ring by Lemma 1.1(ii) and Proposition 1.3(ii).
By the same argument, there exists a positive integer m > 1 such that B contains an s(m)-ideal J and J = AnnB(AnnB(J)),
which is an ideal of R. Thus there exists ki such that ki > m, hence J is an s(ki)-ideal of R. So J is an s(ki)-ideal having zero
intersection with Ii, a contradiction. Therefore I is essential in R.
The converse follows from Proposition 1.4(iii) and Corollary 1.8(ii). 
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Lemma 1.14. Let R be a semiprime IIC ring.
(i) If I E R, then IR≤ess RR if and only if Cen(I)Cen(R)≤ess Cen(R)Cen(R).
(ii) If J E Cen(R), then JCen(R)≤ess Cen(R)Cen(R) if and only if JRR≤ess RR.
Proof. (i) Let I E R. Suppose that IR≤ess RR. Let U = Cen(I). Then U = I ∩ Cen(R) by Lemma 1.1(iii). Assume to the contrary
that there is 0 6= K E Cen(R)with U ∩K = 0. Note that 0 6= KI E R by Lemma 1.1(i). So 0 6= Y := KI ∩Cen(R) E Cen(R) and
Y ⊆ U . Let y ∈ Y with y =∑ kαaα for some kα ∈ K and aα ∈ I . Then yY ⊆ yU =∑ kαUaα = 0, so Y 2 = 0, a contradiction
to Cen(R) being semiprime. Therefore I ∩ Cen(R) is an essential ideal of Cen(R).
Conversely, assume that Cen(I)Cen(R)≤ess Cen(R)Cen(R). If IR is not essential in RR, then AnnR(I) 6= 0 by Lemma 1.1(i). So
there is 0 6= a ∈ AnnR(I) ∩ Cen(R) since R is IIC. Thus a(I ∩ Cen(R)) = aCen(I) = 0. Since Cen(R) is semiprime and Cen(I)
is essential in Cen(R), a = 0 by Lemma 1.1(i), a contradiction.
(ii) Let JCen(R)≤ess Cen(R)Cen(R). If AnnR(JR) 6= 0, then AnnR(JR) ∩ Cen(R) 6= 0. Hence AnnCen(R)(J) 6= 0, a contradiction
since JCen(R)≤ess Cen(R)Cen(R) from Lemma 1.1(i). Conversely, assume that JRR≤ess RR. If AnnCen(R)(J) 6= 0, then AnnR(JR) 6= 0.
By Lemma 1.1(i), this contradicts that JRR≤ess RR. Thus AnnCen(R)(J) = 0, so JCen(R)≤ess Cen(R)Cen(R) from Lemma 1.1(i). 
The following result provides a characterization of semiprime rings which are right bounded IIC. Furthermore, it
extends [13, Theorem 6]: Let R be a semiprime PI-ring. A right ideal J is essential in R if and only if J ∩ Cen(R) is essential in
Cen(R).
Theorem 1.15. Let R be a semiprime. Then the following conditions are equivalent.
(i) R is right bounded IIC.
(ii) If VR≤ess RR, then Cen(V )RR≤ess RR.
(iii) If VR≤ess RR, then there exists {cα ∈ Cen(V ) | cα 6= 0} satisfying⊕ cαRR≤ess RR.
(iv) If VR≤ess RR, then Cen(V )Cen(R)≤ess Cen(R)Cen(R).
Proof. (i)⇒ (ii) Let VR≤ess RR. Then there isW E RwithWR≤ess VR. From Lemma 1.14(i), Cen(W )Cen(R)≤ess Cen(R)Cen(R), so
Cen(W )RR≤ess RR. Hence Cen(V )RR≤ess RR.
(ii)⇒ (i) Let VR≤ess RR. Then Cen(V )RR≤ess RR and Cen(V )R E R since V ∩ Cen(R) = Cen(V ) from Lemma 1.1(iii). Thus
R is right bounded. Also Cen(R) 6= 0. To see that R is IIC, let K E Rwith K ∩ Cen(R) = 0. By Lemma 1.1(iii), Cen(K) = 0 and
(K ⊕ AnnR(K)) ∩ Cen(R) = Cen(K ⊕ AnnR(K)) = Cen(K) ⊕ Cen(AnnR(K)) = Cen(AnnR(K)) = AnnR(K) ∩ Cen(R). Thus
(AnnR(K) ∩ Cen(R))RR≤ess RR. Now (AnnR(K) ∩ Cen(R))R ∩ K = 0, so K = 0. Hence R is IIC.
(ii)⇒ (iii) Assume that VR≤ess RR. On the family {cR | c ∈ Cen(V ) and c 6= 0}, we can apply a standard argument to
obtain a maximal direct sum,
⊕
cαR ⊆ Cen(V )R. If⊕ cαRR is not essential in RR, then AnnR (⊕ cαR) 6= 0 by Lemma 1.1(i).
Since Cen(V )RR≤ess RR, Y := AnnR
(⊕
cαR
) ∩ Cen(V )R 6= 0. From (i) ⇔ (ii), R is IIC. Hence Y ∩ Cen(R) 6= 0. Let
0 6= c ∈ Y ∩ Cen(R) ⊆ Cen(V ). Then cR 6= 0 because R is semiprime. Furthermore, cR ∩⊕ cαR = 0, a contradiction.
Therefore
⊕
cαRR≤ess RR.
(iii)⇒ (ii) This implication is obvious.
(ii)⇒ (iv) If there is 0 6= B E Cen(R)with B ∩ Cen(V ) = 0, then B ⊆ AnnR(Cen(V )R), a contradiction.
(iv)⇒ (ii) Lemma 1.14(ii) yields this implication. 
We can obtain, using a similar proof, a result for IIC rings analogous to Theorem 1.15 by replacing ‘‘right bounded IIC’’
with ‘‘IIC’’ and taking V to be an ideal of R.
The following corollary extends [13, Theorem 3]: Let R be a semiprime PI-ring and J any right (left) ideal of R. Then either
`R(J) 6= 0 (rR(J) 6= 0) or J contains a two-sided essential ideal of R.
Corollary 1.16. Let R be a semiprime IIC ring. Then R is right bounded if and only if whenever VR ≤ RR with `R(V ) = 0 there
exists W E R such that WR≤ess RR and W ⊆ V .
Proof. Let R be right bounded and `R(V ) = 0, where VR ≤ RR. If `R(RV ) 6= 0, then there is 0 6= a ∈ `R(RV ) ∩ Cen(R). Thus
0 = aRV = RaV = 0, so aV = 0. Hence a ∈ `R(V ) = 0, a contradiction. Thus `R(RV ) = 0, so rR(V ) = rR(RV ) = `R(RV ) = 0
since R is semiprime. Hence V = (V ⊕ rR(V ))R≤ess RR. TakeW = Cen(V )R. ThenW E R andW ⊆ V . Further,WR≤ess RR
by Theorem 1.15. Conversely, let YR≤ess RR. By Proposition 1.2, `R(Y ) = 0. Hence there isW E R such thatWR≤ess RR and
W ⊆ Y . Therefore R is right bounded. 
Theorem 1.17. Let R be a semiprime ring and consider the following conditions:
(i) R is PI;
(ii) R is almost PI;
(iii) R is intrinsically PI;
(iv) R is right bounded IIC; and
(v) R is IIC.
Then (i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v) and these implications are strict (i.e., not reversible).
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Proof. (i)⇒ (ii) Clearly every PI-ring is almost PI.
(ii)6⇒(i) In Example 1.10, there is a semiprime almost PI-ring which is not a PI-ring.
(ii)⇒ (iii) Let 0 6= I E R. Then by Lemma 1.1(ii) and Proposition 1.3(i), I is an almost PI-ring. Thus there exists a nonzero
PI-ideal J of I by [2, Theorem 1.2]. By Andrunakievic’s lemma, 〈J〉3R ⊆ J . Since R is semiprime, 〈J〉3R 6= 0. So 〈J〉3R is a nonzero
PI-ideal such that 〈J〉3R ⊆ I . Hence R is intrinsically PI.
(iii)6⇒(ii) As in Example 1.5, let Rn = Matn!(F) for all n. Take R =∏∞n=1 Rn and V :=⊕∞n=1 Rn E R. Then V is intrinsically
PI by Corollary 1.8(ii). Since V is ideal essential in R and V is semiprime as a ring, R is intrinsically PI from Proposition 1.4(iii).
But R is not almost PI by Example 1.5.
(iii)⇒ (iv) Let VR≤ess RR. By Theorem 1.11, there exists I := ⊕i Ii where each Ii is a PI-ideal of R and IR≤ess RR. Let
Vi = V ∩ Ii. Then ViR≤ess IiR. Let 0 6= a ∈ Ii. Then there is r ∈ R satisfying 0 6= ar ∈ Vi. Since Ii is semiprime, arIi 6= 0. So
there exists b ∈ Ii with 0 6= arb. In this case, note that arb ∈ Vi and rb ∈ Ii. Hence ViIi ≤ess IiIi . From [13, Lemma 2], Vi is a
semiprime PI-ring. Thus Vi is semiprime IIC by [3, Theorem 2].
By Lemma 1.14 and in a manner somewhat similar to the proof of Theorem 1.15, we see that there exists {cij ∈ Cen(Vi) |
j ∈ Γ } such that⊕ cijViVi ≤ess ViVi . From Lemma 1.1(iii), each cij ∈ Cen(R). Hence⊕ cijRR≤ess ViR≤ess IiR. Thus there is a
set Λ and {cα ∈ V ∩ Cen(R) | α ∈ Λ and cα 6= 0} such that⊕α∈Λ cαRR≤ess⊕ IiR≤ess RR. From Theorem 1.15, R is right
bounded IIC.
(iv)6⇒(iii) Let R be a division algebra which is infinite dimensional over its center (e.g., Q (W1[F ]), whereW1[F ] is the first
Weyl algebra over a field F of characteristic zero). Then R is right bounded IIC. But, by Kaplansky’s theorem [18], R is not PI.
Hence R is not intrinsically PI.
(iv)⇒ (v) This implication is obvious.
(v)6⇒(iv) Let R be a simple ring with unity that is not right Artinian. Then R is IIC, but not right bounded. 
Remark. There is a nonsingular PI-ring which is not IIC from [19] or from the n× n upper triangular matrix ring over a field
(n > 1). Thereby we cannot replace ‘‘semiprime’’ with ‘‘nonsingular’’ in the hypothesis of Theorem 1.17.
Example 1.18. Examples of semiprime right (and left) bounded IIC rings are:
(i) Semiprime PI-rings.
(ii) Regular ringswith primitive factor rings Artinian ([9, Theorem6.2, Theorem6.6, and Lemma6.20]). In particular, regular
rings of bounded index (i.e., there is a positive integer n ≥ 1 such that xn = 0 whenever x is a nilpotent element of R)
([9, Corollary 7.10]).
(iii) Semiprime IIC rings with essential socle. Hence reduced rings with essential socle are right (and left) bounded IIC. In
particular, letW1[R] be the first Weyl algebra over the field R of real numbers. Take R to be all sequences in Q (W1[R])
that are eventually integer valued. Then R is a reduced ring with essential socle. But R is neither a regular ring with
prime factor rings Artinian nor a semiprime PI-ring.
(iv) LetD be a central algebraic division algebra. If Cen(D) is uncountable, thenD[x] is right (left) bounded IIC by [1, Corollary
2, p. 248] because D[x] is a right (left) principal ideal domain.
(v) Semiprime rings in which every nonzero one-sided ideal has nonzero intersection with the center of the ring.
Constructions of such rings which are neither left nor right duo are provided in [20] (e.g., H[x], where H is the division
ring of real quaternions). We note that there are semiprime right bounded IIC rings whose nonzero proper one-sided
ideals have no nonzero intersection with the center. For example, the n-by-nmatrix ring over a field for n > 1 is such
a ring.
Since every biregular ring is semiprime IIC, it is natural to ask: Is every right bounded IIC regular ring also biregular? Using
Theorem 1.17, the following example answers this question in the negative by providing a regular PI-ring which is not
biregular.
Example 1.19 ([21, Example 1.6]). Let F be a field and let Fn = F for all n. Take
R =

∞∏
n=1
Fn
∞⊕
n=1
Fn
∞⊕
n=1
Fn
〈 ∞⊕
n=1
Fn, 1
〉
 ,
which is a subring of the 2-by-2 matrix ring over the ring
∏∞
n=1 Fn, where 〈
⊕∞
n=1 Fn, 1〉 is the F-subalgebra of
∏∞
n=1 Fn
generated by
⊕∞
n=1 Fn and the unity 1 of
∏∞
n=1 Fn. Then by [21, Example 1.6], R is regular. We see that R is PI, so R is right
bounded IIC by Theorem1.17. Let a = (an) ∈∏∞n=1 Fn such that an = 1 if n is odd and an = 0 if n is even. Letα = (a 00 0) ∈ R.
Then by [21, Example 1.6], there is no idempotent e ∈ R such that rR(RαR) = eR. Thus R is not biregular.
Question 1.20. Is every semiprime right bounded IIC ring also left bounded?
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2. Connections between R and Cen(R)
Since the generalizations of semiprime PI-rings that are the focus of this paper have relatively large centers, we now
consider connections between such rings and their centers.
In the following result, parts (ii), (iii), and (iv) appear in [5, p. 199] for an algebra with unity.
Proposition 2.1. Let R be an IIC ring.
(i) If Cen(R) has unity 1Cen(R), then R has unity 1Cen(R).
(ii) Cen(R) is a field if and only if R is simple with R2 6= 0.
(iii) Cen(R) is a domain if and only if R is a prime ring.
(iv) Cen(R) is a reduced ring if and only if R is a semiprime ring.
Proof. (i) Let e = 1Cen(R). By Zorn’s lemma, there is C = ⊕〈cα〉R such that cα ∈ Cen(R) and 0 6= I E R implies I ∩ C 6= 0.
Assume that there exists x ∈ R with ex − x 6= 0. Then there is 0 6= y ∈ 〈ex − x〉R ∩ C . Since y ∈ C , ey = ye = y. But
e〈ex− x〉R = 0, a contradiction. Thus e = 1R.
(ii), (iii), and (iv) The proof is routine. 
Our next result provides a ‘‘lying over’’ condition for proper essentially closed prime ideals of Cen(R) in a semiprime IIC
ring.
Theorem 2.2. Assume that R is a semiprime IIC ring.
(i) Let P be an inessential ideal of R. Then P is a prime ideal of R if and only if P ∩ Cen(R) is a prime ideal of Cen(R).
(ii) Let J be a proper essentially closed ideal of Cen(R). Then:
(a) J = 〈J〉R ∩ Cen(R).
(b) J is a prime ideal of Cen(R) if and only if 〈J〉R is a prime ideal of R.
Proof. (i) Suppose that P is a prime ideal of R. Let J1, J2 E Cen(R) such that J1J2 ⊆ P ∩ Cen(R). Then 〈J1〉R 〈J2〉R ⊆ P . Thus
〈J1〉R ⊆ P or 〈J2〉R ⊆ P . Say 〈J1〉R ⊆ P . Then J1 ⊆ P ∩ Cen(R). So P ∩ Cen(R) is a prime ideal of Cen(R).
Conversely, assume that P ∩ Cen(R) is a prime ideal of Cen(R). Since PR is inessential in RR, there is 0 6= KR ≤ RR such
that (P ⊕ K)R≤ess RR. Since PR≤ess rR`R(P)R, K [rR`R(P)] ⊆ K ∩ rR`R(P) = 0 ⊆ P and so rR`R(P) ⊆ P . Thus P = rR`R(P).
We claim that P is a prime ideal of R. For this claim, say BD ⊆ P with B,D E R. Then we have that 〈B ∩ Cen(R)〉R 〈D ∩
Cen(R)〉R ⊆ P . Thus 〈B ∩ Cen(R)〉R ⊆ P or 〈D ∩ Cen(R)〉R ⊆ P . Say V := 〈B ∩ Cen(R)〉R ⊆ P . First, to see that B is an IIC
ring, let 0 6= K E B. From Andrunakievic’s lemma, 〈K〉3R ⊆ K . Since A is a semiprime ring by Lemma 1.1(ii), K 3 6= 0 and so
〈K〉3R 6= 0. Thus 〈K〉3R ∩ Cen(R) 6= 0, hence K ∩ Cen(R) 6= 0. By Lemma 1.1(iii), K ∩ Cen(B) = Cen(K) = K ∩ Cen(R) 6= 0.
Therefore B is IIC. From Lemma 1.1(ii), B is semiprime. Thus by Lemma 1.14(ii), Cen(B)BB≤ess BB. Therefore Cen(B)BR≤ess BR.
Hence VR≤ess BR.
For the above claim, we show that rR`R(V ) is an essential closure of VR. To do this, first note that VR≤ess rR`R(V )R. Next,
letWR ≤ RR such that rR`R(V )R≤essWR. If rR`R(V ) 6= W , then there is w ∈ W with w 6∈ rR`R(V ). Hence `R(V )w 6= 0, so
aw 6= 0 for some a ∈ `R(V ). Thus aV 6= 0 and aw 6= 0. By Proposition 1.2, since R is right nonsingular, VR≤denWR and so
there is r ∈ R satisfying wr ∈ V and awr 6= 0. Thus 0 6= awr ∈ aV = 0, a contradiction. So rR`R(V ) = W . Hence rR`R(V ) is
an essential closure of VR.
Since VR≤ess BR, VR≤ess rR`R(V )R ≤ rR`R(B)R. So rR`R(V )R≤ess rR`R(B)R because BR≤ess rR`R(B)R. Since rR`R(V )R is an
essential closure of VR, rR`R(V ) = rR`R(B) and hence B ⊆ rR`R(V ). Note that V ⊆ P , so rR`R(V ) ⊆ rR`R(P) = P . Thus B ⊆ P .
Therefore P is a prime ideal of R.
(ii) (a) Assume that J is a proper essentially closed prime ideal of Cen(R). To show that J = 〈J〉R ∩ Cen(R), let
W = 〈J〉R ∩ Cen(R). Take w ∈ W such that Jw = 0. Then Ww = 0. So w = 0 because W is a semiprime ring by
Lemma 1.1(ii). Hence from Lemma 1.1(i), JW ≤essWW . Thus we have that JCen(R)≤essWCen(R). Therefore J = 〈J〉R ∩ Cen(R)
since J is essentially closed.
(b) Suppose that J is a prime ideal of Cen(R). By assumption, J is inessential. From Lemma 1.14(i) and part (a), 〈J〉R is an
inessential ideal of R. Thus by parts (i) and (a), 〈J〉R is a prime ideal of R. Conversely, assume that 〈J〉R is a prime ideal of R. If
〈J〉R is essential in R, then by Lemma 1.12(ii) and part (a), JCen(R) = (〈J〉R ∩ Cen(R))Cen(R)≤ess Cen(R)Cen(R), a contradiction. So
〈J〉R is inessential in R. From part (i), J = 〈J〉R ∩ Cen(R) is a prime ideal of Cen(R). 
Recall from [1] that a ring R is called an I-ring if every nonnil right (or left) ideal of R contains a nonzero idempotent. In
the following result, we extend [22, Theorem 2.6].
Proposition 2.3. Let R be a semiprime right bounded IIC. If Cen(R) is an I-ring, then R is an I-ring.
Proof. Let K be a nonnil right ideal of R. Take K ′R to be a complement of KR in RR. Then (K ⊕ K ′)R≤ess RR. By Theorem 1.15
and Lemma 1.1(iii), [(K ⊕ K ′) ∩ Cen(R)]Cen(R)≤ess Cen(R)Cen(R).
Note that (K ⊕ K ′) ∩ Cen(R) is a nonnil ideal of Cen(R) because Cen(R) is reduced. Hence there is 0 6= e = e2 ∈
(K ⊕ K ′) ∩ Cen(R) since Cen(R) is an I-ring. Say e = x+ y, where x ∈ K and y ∈ K ′. From ex = x2 + yx, xe = x2 + xy, and
ex = xe, it follows that yx = xy ∈ K ∩ K ′ = 0. Thus x+ y = (x+ y)(x+ y) = x2 + y2, so x = x2 ∈ K and y = y2 ∈ K ′.
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It remains to show that there exists such x 6= 0 for some 0 6= e = e2 ∈ (K ⊕ K ′)∩ Cen(R). If not, then all idempotents of
(K ⊕ K ′)∩ Cen(R) are in K ′ ∩ Cen(R). Since Cen(R) is an I-ring, we see that⊕α eαCen(R)Cen(R)≤ess[(K ⊕ K ′)∩ Cen(R)]Cen(R)
for some 0 6= eα = e2α ∈ (K ⊕ K ′)∩ Cen(R). Since each eα is in K ′ ∩ Cen(R), we have that
⊕
α eαCen(R) ⊆ K ′ ∩ Cen(R). Also
since [(K ⊕K ′)∩Cen(R)]Cen(R)≤ess Cen(R)Cen(R), it follows that⊕α eαCen(R)Cen(R)≤ess Cen(R)Cen(R). Thus by Lemma 1.12(ii),[⊕α eαCen(R)]RR≤ess RR. Now K ∩ [⊕α eαCen(R)]R ⊆ K ∩ K ′ = 0. So K = 0, a contradiction. Thus K contains a nonzero
idempotent. Therefore R is an I-ring. 
In spite of Example 1.19, we have the following result. Note that a direct product of simple rings with unity is biregular.
A version of this result for an algebra with unity but without the right bounded condition appears in [5, p. 199].
Proposition 2.4. Let R be a semiprime IIC (resp., right bounded IIC) ring. Then the following conditions are equivalent.
(i) Cen(R) has DCC on ideals.
(ii) R has DCC on ideals.
(iii) R is a finite direct sum of simple rings (resp., simple Artinian rings) with unity.
Proof. (i)⇒ (ii) Since Cen(R) is semiprime, Cen(R) = F1 ⊕ · · · ⊕ Fn, where each Fi is a field. Thus 1Cen(R) = e1 + · · · + en,
where each ei is the unity of Fi. By Proposition 2.1(i), 1Cen(R) is the unity of R, so R = e1R⊕ · · · ⊕ enR. Since each eiR is IIC by
Proposition 1.3(iii) and Cen(eiR) = Fi is a field, each eiR is a simple ring with unity. Thus R has DCC on ideals.
(ii) ⇒ (iii) First, assume that R is semiprime IIC with DCC on ideals. Then there is a minimal ideal, say I , of R. From
Andrunakievic’s lemma, I is a simple ring. By Proposition 1.3(ii), I is IIC. Hence I is a simple ring with unity, say e. Then
e2 = e ∈ Cen(I) ⊆ Cen(R) by Lemma 1.1(iii). So e is a central idempotent of R and I = eR. Thus R = I ⊕ Y , where
Y = (1− e)R. Then Y is a semiprime ring. Also Y is IIC by Proposition 1.3(iii). Clearly Y has DCC on ideals. Apply the above
process to Y , and so on. Then R is a finite direct sum of simple rings with unity since R has DCC on ideals.
Next, assume that R is semiprime right bounded with DCC on ideals. Then, by the case when R is semiprime IIC,
R = R1⊕ · · ·⊕ Rn with each Ri a simple ring with unity. We show that each Ri is semiprime right bounded IIC. For this, note
that Ri is obviously semiprime. We check that each Ri is right bounded IIC by straightforward computation. Further, since
each Ri is a simple ring with unity, it is simple Artinian. Therefore R is semisimple Artinian.
(iii)⇒ (i) This implication is evident. 
3. Rings of quotients
In this section, we extend several classical theorems on semiprime PI-rings by Armendariz and Steinberg [22],
Kaplansky [18], Marindale [13], Posner [23], and Rowen [3]. Rings of quotients of almost PI-rings, intrinsically PI-rings, and
right bounded IIC rings are investigated. As an application, a C∗-algebra which is right bounded IIC with only finitely many
minimal prime ideals is characterized.
Self-injective rings mean both right and left self-injective rings. If R is a semiprime PI-ring, then R is right nonsingular by
Proposition 1.2 (or [14, Theorem 1]) and Q (R) is also a PI-ring by Lemma 1.12 (or [13, Theorem 2]). Thus Q (R) is a regular
right self-injective PI-ring. In this case, by [22,13,24], Q (R) is also left self-injective. Thus from [22, Theorem 3.1, Corollary
3.2, and Theorem 3.5], the following results are obtained when R is a semiprime PI-ring:
(1) Q (R) is a direct product of matrix rings over strongly regular self-injective PI-rings.
(2) Q (R) is a biregular ring.
(3) Q (R) is a finite direct product of Azumaya algebras.
In our first result of this section, we establish a structure theorem for the maximal right ring of quotients of a semiprime
intrinsically PI-ring which extends the above results (1), (2), and (3).
Theorem 3.1. Let R be a semiprime intrinsically PI-ring. Then:
(i) Q (R) is a direct product of matrix rings over strongly regular self-injective PI-rings.
(ii) Q (R) is a biregular ring.
(iii) Q (R) is a finite or countably infinite direct product of Azumaya algebras.
Proof. (i) By Theorem 1.13, there are (finite or infinite) sequences of positive integers k1 < k2 < · · · and independent ideals
I1, I2, . . . of R such that each Ii is an s(ki)-ideal and
⊕
i Ii is an essential ideal of R. From Theorem 1.15 and Proposition 1.2,
Q (R) = Q (⊕i Ii) =∏Q (Ii)with each Q (Ii) a regular self-injective PI-ring (see [22, Theorem 2.11] for structures of Q (Ii) in
detail). The result now follows from [22, Theorem 3.1].
(ii) By [22, Corollary 3.2], every regular right self-injective PI-ring is biregular. So each Q (Ii) is biregular. Hence Q (R) is
biregular by part (i).
(iii) From [22, p. 423], each Q (Ii), in the proof of part (i), is a finite direct product of Azumaya algebras. Thus Q (R) is a
finite or countably infinite direct product of Azumaya algebras. 
Corollary 3.2. Let R be a semiprime ring and T an intermediate ring between R and Q (R). Then R is intrinsically PI if and only if
T is intrinsically PI.
Proof. If T is an intermediate ring between R and Q (R), then T is semiprime and Q (T ) = Q (R). Thus for the proof, it is
enough to see that R is intrinsically PI if and only if Q (R) is intrinsically PI.
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Assume that R is intrinsically PI. Then by Theorem 3.1(i) and Corollary 1.8(ii), Q (R) is intrinsically PI. Conversely, assume
that Q (R) intrinsically PI. Then from Theorem 1.13, there are (finite or infinite) sequences of positive integers k1 < k2 < · · ·
and independent ideals U1,U2, . . . of Q (R) such that Ui is an s(ki)-ideal,
⊕
i Ui is essential in Q (R). Since Q (Q (R)) = Q (R),
Q (R) = Q (⊕i Ui) =∏i Q (Ui).
We first show that
∑
i(Q (Ui) ∩ R) is essential in R. For this, take 0 6= r ∈ R. Then there is a ∈ R satisfying
0 6= ra ∈∑i Q (Ui) because⊕Q (Ui)R≤ess Q (R)R. Say ra = q1 + · · · + qn ∈⊕i Q (Ui)with 0 6= qi ∈ Q (Ui) for each i. Since
q1 6= 0 and RR≤den Q (R)R, there exists a1 ∈ Rwith q1a1 ∈ R and raa1 6= 0. So 0 6= raa1 = qa1+ q2a1+ · · ·+ qna1. Note that
q1a1 ∈ Q (U1)∩R. Since raa1 6= 0, RR≤den Q (R)R, and q2a1 ∈ Q (R), it follows as above that there is a2 ∈ Rwith q2a1a2 ∈ R and
raa1a2 6= 0. Hence 0 6= raa1a2 = q1a1a2+q2a1a2+· · ·+qna1a2 with q1a1a2 ∈ Q (U1)∩R and q2a1a2 ∈ Q (U2)∩R. Continue
this procedure to get a1, a2, . . . , an ∈ R such that 0 6= raa1 · · · an = q1a1 · · · an+· · ·+qna1 · · · an and qia1 · · · an ∈ Q (Ui)∩R
for 1 ≤ i ≤ n. Thus B :=⊕i(Q (Ui) ∩ R) is essential in R.
Let 0 6= K E R. Take 0 6= b ∈ B∩ K with b = a1+ · · ·+ am, where ai ∈ Q (Ui)∩ R. Then 0 6= RbR ⊆ Ra1R+ · · ·+ RamR ⊆
Q (U1) ⊕ · · · ⊕ Q (Um). By Lemma 1.12(ii), Q (Ui) is a s(ki)-ideal. Thus Q (U1) ⊕ · · · ⊕ Q (Um) is a s(km)-ideal. So RbR is an
PI-ideal of R and RbR ⊆ K . Therefore R is intrinsically PI. 
Note that if R is a ring with `R(R) = 0 (e.g., R is semiprime or R has unity), then Q (R) exists.
Lemma 3.3. (i) If R is an IIC ring with `R(R) = 0, then any intermediate ring T between R and Q (R) is IIC.
(ii) If R is a semiprime right bounded IIC ring, then any intermediate ring T between R and Q (R) is right bounded IIC.
Proof. (i) Assume that R is IIC. Take 0 6= K E T . Then 0 6= K ∩ R E R, so 0 6= K ∩ R ∩ Cen(R) ⊆ K ∩ Cen(T ). Hence T is IIC.
(ii) Obviously, T is semiprime. Put JT ≤ess TT . Then (J ∩ R)R≤ess RR by the argument used in the proof of sufficiency
of Corollary 3.2. Let K = J ∩ R. By Theorem 1.15, Cen(K)RR≤ess RR, so Cen(J)TT ≤ess TT . Hence T right bounded IIC from
Theorem 1.15. 
Recall that the Brown-McCoy radical, G(R), of a ring R is defined as the intersection of all ideals M of R such that R/M is
a simple ring with unity. We let u.dim (Cen(R)) denote the uniform dimension of Cen(R). Observe that part (i) of the next
result is related to [5, 32.7(2), p. 266].
Theorem 3.4. Let R be a semiprime IIC ring. Then we have the following.
(i) Q (Cen(R)) = Cen(Q (R)).
(ii) u.dim (Cen(R)) = n if and only if Q (R) =⊕ni=1 Qi, where each Qi is a simple ring with unity.
(iii) Q (R) is a subdirect product of simple regular rings with unity.
(iv) The Martindale right (left) ring of quotients of R is Q s(R).
Proof. (i) From Proposition 1.2, R is right nonsingular. By applying [25, Lemma 1.1] to the case of a ring not necessarily with
unity, we see that Cen(R)Cen(R)≤ess Cen(Q (R))Cen(R). Hence Cen(R)Cen(R)≤ess Cen(Q (R))Cen(R)≤ess Q (Cen(R))Cen(R). Since R is
right nonsingular, Q (R) is regular right self-injective. Thus from Armendariz and Steinberg [22, Theorem 2.1], Cen(Q (R)) is
self-injective (see also [26, Theorem 1]). So Q (Cen(R)) = Cen(Q (R)).
(ii) Assume that u.dim (Cen(R)) = n. Let C = Cen(R). Then there exists UC ≤ess CC such that U = ⊕ni=1 Ui, where each
Ui is uniform. Since C is reduced, each Ui is a domain. By part (i),
⊕n
i=1 Q (Ui) = Q (U) = Q (C) = Cen(Q (R)). Hence
Q (R) = ⊕ni=1 Qi by [4, Theorem 3.16], where Cen(Qi) = Q (Ui). Since R is IIC, Q (R) is IIC by Lemma 3.3(i), so each Qi is IIC
by Proposition 1.3(iii) or by a routine computation. Since each Q (Ui) is a field and each Qi is IIC, each Qi is simple.
Conversely, assume that Q (R) =⊕ni=1 Qi, where each Qi is a simple ring with unity. By part (i), Cen(Q (R)) = Q (Cen(R)).
Thus Q (Cen(R)) =⊕ni=1 Fi is a ring direct sum, where each Fi is a field. Hence [(⊕ni=1 Fi) ∩ Cen(R)]Cen(R)≤ess Cen(R)Cen(R).
So [⊕ni=1(Fi ∩ Cen(R))]Cen(R)≤ess Cen(R)Cen(R) and 0 6= Fi ∩ Cen(R) is uniform. Therefore u.dim (Cen(R)) = n.
(iii) Let G(Q (R)) be the Brown-McCoy radical of Q (R). If G(Q (R)) 6= 0, then G(Q (R))∩ R 6= 0. So G(Q (R))∩ R∩ Cen(R) =
G(Q (R)) ∩ Cen(R) 6= 0. Take 0 6= c ∈ G(Q (R)) ∩ Cen(R) ⊆ G(Q (R)) ∩ Cen(Q (R)). Since R is right nonsingular
from Proposition 1.2, Q (R) is regular, so Cen(Q (R)) is regular. Hence there is b ∈ Cen(Q (R)) such that c = cbc. Thus
0 6= cb = (cb)2 ∈ G(Q (R)), a contradiction because G(Q (R)) cannot contain a nonzero central idempotent. Hence
G(Q (R)) = 0, so Q (R) is a subdirect product of simple regular ring with unity.
(iv) The proof follows from [27, p. 385] and the fact that for I E R, if IR≤ess RR, then Cen(I)R is right and left essential in
R from Lemma 1.12. 
By Lemma 1.14, Theorems 1.15 and 3.4(i), the following result extends [24, Theorem 1]:
Let R be a semiprime PI-ring. Then Q (R) is characterized by the following properties:
(1) There is a canonical injection from R ↪→ Q (R) sending Cen(R) into Cen(Q (R)).
(2) For any essential ideal J of C := Cen(R) and for any f ∈ Hom (JC , RC ), one can find q ∈ Q (R) such that qx = f (x) for
x ∈ J .
(3) For any q ∈ Q (R), qJ ⊆ R for some essential ideal J of Cen(R).
(4) For q ∈ Q (R), q = 0 if and only if qJ = 0 for some essential ideal J of Cen(R).
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Theorem 3.5. Let R be a semiprime IIC ring. Then Q s(R) can be characterized by the following properties:
(i) There is a canonical injection R ↪→ Q s(R) sending Cen(R) into Cen(Q s(R)) = Cen(Q (R)).
(ii) For any essential ideal J of Cen(R) and any f ∈ Hom(JCen(R), RCen(R)), there exists q ∈ Q s(R) such that qx = f (x) for x ∈ J .
(iii) For any q ∈ Q s(R), qJ ⊆ R for some essential ideal J of Cen(R).
(iv) For q ∈ Q s(R), q = 0 if and only if qJ = 0 for some essential ideal J of Cen(R).
Proof. We only need to give a detailed proof of part (ii). Parts (i), (iii), and (iv) follow immediately from Lemma 1.14,
Theorem1.15 (see the comment after the proof of Theorem1.15), and Theorem3.4(i). Let C = Cen(R) and assume that J is an
essential ideal of C . Then JRR≤ess RR by Lemma 1.14(ii). Take f ∈ Hom (JC , RC ). Define g : JR→ R by g(∑i ciri) =∑i f (ci)ri
for ci ∈ J and ri ∈ R. We show that g is well defined. For this, let B = {∑i f (ci)ri | ∑i ciri = 0, ci ∈ J, ri ∈ R}.
Then B is a right ideal of R. Assume to the contrary that B 6= 0. Then RB 6= 0 because R is semiprime. Since R is IIC,
RB ∩ C 6= 0 and so RB ∩ J 6= 0. Take 0 6= k ∈ RB ∩ J . Then k = ∑mi=1 aibi with ai ∈ R and bi ∈ B for i = 1, . . . ,m.
Say bi = f (ci1)ri1 + · · · + f (ci`(i))ri`(i) with ci1, . . . , ci`(i) ∈ J , ri1, . . . , ri`(i) ∈ R, and ci1ri1 + · · · + ci`(i)ri`(i) = 0 for
i = 1, . . . ,m. Then k = ∑mi=1 ai (∑`(j)j=1 f (cij)rij). Therefore k2 = ∑mi=1 ai (∑`(j)j=1 f (cij)rij) k = ∑mi=1 ai (∑`(j)j=1 f (cij)krij) =∑m
i=1 ai
(∑`(j)
j=1 f (kcij)rij
)
=∑mi=1 aif (k) (∑`(j)j=1 cijrij) = 0. Since k ∈ C , it follows that k = 0, a contradiction. Hence B = 0.
Therefore g is well defined and g ∈ Hom (JRR, RR). Since R is right nonsingular by Proposition 1.2 and JR≤ess RR, there exists
q ∈ Q (R) such that qy = g(y) for y ∈ JR. Thus qx = f (x) for x ∈ J . Also JR E R and JRq = R(Jq) = R(qJ) ⊆ R. Therefore
q ∈ Q s(R). 
In contrast to Corollary 3.2, part (i) of the next example shows that the maximal right ring of quotients of a semiprime
almost PI-ring need not be almost PI, while parts (ii) and (iii) show that the converse of Lemma 3.3 does not hold, in
general.
Example 3.6. (i) (Example 1.5) LetRn = Matn!(F) for all positive integer n as in Example 1.5. Then by Example 1.5,⊕∞n=1 Rn
is semiprime almost PI, but Q (
⊕∞
n=1 Rn) =
∏∞
n=1 Rn is not almost PI.
(ii) Let R be the n-by-n upper triangular matrix ring over a field, where n > 1. Then Q (R) is prime PI, but R is not IIC.
(iii) Let F be a field and K := F(x1, x2, . . .) the field of fractions of the polynomial ring F [x1, x2, . . .]. Let σ : K → K be
the field monomorphism defined by σ(xi) = xi+1 and σ(a) = a, for i = 1, 2, . . . and a ∈ F . Let R = K [y; σ ] =
{α0 + yα1 + · · · + ynαn | αi ∈ K and n = 0, 1, 2, . . .}, the skew polynomial ring, with addition defined as usual, but
multiplication is given by αy = yσ(α) for α ∈ K . Then R is a right Ore domain (see [28, p. 53]). So Q (R) is a division
ring (hence Q (R) is semiprime right bounded IIC). We see that Cen(R) = {α ∈ K | σ(α) = α}, which is a field. Now R
is not simple because 1 6∈ RyR. So R is not IIC.
Throughout the remainder of this paper, we let K = Cen(Q (R)). Then RK = RCen(Q (R)) is the central closure of R when
`R(R) = 0.
In spite of Example 3.6(i) and (ii), the following result shows that the almost PI and the intrinsically PI conditions transfer
between a ring Rwith `R(R) = 0 and any intermediate ring between R and RK.
Theorem 3.7. Let R be a ring with `R(R) = 0 and T an intermediate ring between R and RK. Then:
(i) R is almost PI if and only if T is almost PI.
(ii) R is intrinsically PI if and only if T is intrinsically PI.
Proof. (i) For an intermediate ring T between R and RK, the central closure of T is RK. From this fact, it is enough to see that
R is almost PI if and only if S = RK is almost PI.
Assume that R is almost PI. We first show that S is almost PI. For this, let J be a prime ideal of S. Take a, b ∈ R/(J ∩ R)
with aR b = 0, where R = R/(J ∩ R), a and b are canonical images of a, b ∈ R in R/(J ∩ R). Then aRb ⊆ J ∩ R ⊆ J , so aSb ⊆ J .
So a ∈ J or b ∈ J . Hence a = 0 or b = 0. Thus J ∩ R is a prime ideal of R and R/(J ∩ R) is isomorphic to (R+ J)/J . Note that
S/J = ((R+ J)/J)((K+ J)/J). Since (R+ J)/J is a prime PI-ring, it satisfies s(k) for some k. Thus by [17, Lemma 1.1.31, p. 8],
S/J is PI. Hence S is almost PI.
Conversely, assume that S is almost PI. To show that R is almost PI, let V be a prime ideal of R. By Zorn’s lemma, there is an
idealW of S which is maximal with respect toW ∩ R ⊆ V . ThenW is a prime ideal of S as in the proof of Proposition 1.3(i).
So S/W is PI. Since R/(W ∩ R) is isomorphic to a subring of the PI-ring S/W , R/(W ∩ R) is a PI-ring. So R/V is a PI-ring. Thus
R is almost PI.
(ii) As in part (i), it is enough to see that R is intrinsically PI if and only if S = RK is intrinsically PI.
Assume that R is intrinsically PI. To show that S is intrinsically PI, let 0 6= I E S. Then 0 6= I ∩ R E R, so there is a nonzero
PI-ideal A of R such that A ⊆ I ∩ R. From [16, Corollary 3.12, p. 13] A satisfies a multilinear identity, so AK satisfies this
multilinear identity by [17, Lemma 1.1.31, p. 8]. Thus AK is a PI-ring. Now 0 6= AK E S and AK ⊆ I . Thus S is intrinsically PI.
Conversely, assume that S is intrinsically PI. To show that R is intrinsically PI, let 0 6= W E R. ThenWK E S. Thus there
exists a PI-ideal 0 6= Y E S such that Y ⊆ WK. We can easily check thatWR≤essWKR. So 0 6= W ∩ Y ⊆ W ,W ∩ Y E R and
W ∩ Y is PI. Therefore R is intrinsically PI. 
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Also despite Example 3.6(iii), the following result shows that the IIC and right bounded IIC conditions transfer between
a semiprime ring R and any intermediate ring between R and RK.
Theorem 3.8. Let R be a semiprime ring and T an intermediate ring between R and RK. Then:
(i) R is IIC if and only if T is IIC and K = Q (Cen(R)).
(ii) R is right bounded IIC if and only if T is right bounded IIC and K = Q (Cen(R)).
Proof. (i) First, we show that R is IIC if and only if S = RK is IIC andK = Q (Cen(R)). IfR is IIC, then S is IIC andK = Q (Cen(R))
by Lemma 3.3(i) and Theorem 3.4(i). Conversely, assume that S is IIC andK = Q (Cen(R)). To see that R is IIC, take 0 6= I E R.
Then 0 6= IK ∩ Cen(S) = IK ∩ K because S is IIC and Cen(S) = K. Since K = Q (Cen(R)), IK ∩ Q (Cen(R)) 6= 0. Take
0 6= q = a1k1 + · · · + ankn ∈ IK ∩ Q (Cen(R)) with ai ∈ I and ki ∈ K, 1 ≤ i ≤ n. Then there exists an essential ideal J of
Cen(R) such that qJ ⊆ Cen(R) and kiJ ⊆ Cen(R) for 1 ≤ i ≤ n. Hence there is c ∈ J with 0 6= qc ∈ Cen(R) and kic ∈ Cen(R)
for 1 ≤ i ≤ n. So 0 6= qc = a1k1c + · · · + anknc ∈ I ∩ Cen(R). Thus R is IIC. Therefore R is IIC if and only if T is IIC and
K = Q (Cen(R)) as in the proof of part (i) of Theorem 3.7.
(ii) As in part (i), we first show that R is right bounded IIC if and only if S = RK is right bounded IIC and K = Q (Cen(R)).
For this, assume that R is right bounded IIC. By Lemma 3.3(ii) and Theorem 3.4(i), S is right bounded IIC andK = Q (Cen(R)).
Conversely, assume that S is right bounded IIC. To show that R is right bounded, let YR≤ess RR. Then YKR≤ess SR since
RR≤ess SR. Thus YKS ≤ess SS . By Theorem 1.15, there exist cα ∈ YK ∩ K (with α ∈ Λ) such that⊕α∈Λ cαSS ≤ess SS . Put
cα =∑nj=1 aαjbαj, where 0 6= aαj ∈ Y and 0 6= bαj ∈ K. Since K = Q (Cen(R)), there are Kαj Cen(R)≤ess Cen(R)Cen(R) with 0 6=
bαjKαj ⊆ Cen(R). Let Kα = ⋂nj=1 Kαj. Then KαCen(R)≤ess Cen(R)Cen(R), cαKαR E R, and cαKαR ⊆ Y . Hence by Lemma 1.14(ii),
KαRR≤ess RR since R is IIC. From Proposition 1.2, R is right nonsingular, so KαRR≤den SR. Let 0 6= cαq ∈ cαS ⊆ S, where q ∈ S.
Then there is r ∈ Rwith qr ∈ KαR and cαqr 6= 0. Thus cαKαRR≤ess cαSR. Therefore⊕α∈Λ cαKαRR≤ess⊕α∈Λ cαSR.
Since cα ∈ YK, cαS ⊆ YKS ⊆ YK ⊆ S. Thus ⊕α∈Λ cαS ⊆ YK ⊆ S. Since ⊕α∈Λ cαSS ≤ess SS , it follows that⊕
α∈Λ cαSS ≤ess YKS . Let 0 6= t ∈ YK. Then there exists s ∈ S such that 0 6= ts ∈
⊕
α∈Λ cαS. From the fact that RR≤den SR,
there is r ∈ R such that sr ∈ R and tsr 6= 0. Thus 0 6= tsr ∈ ⊕α∈Λ cαS with sr ∈ R. Therefore⊕α∈Λ cαSR≤ess YKR.
Let W = ⊕ cαKαR. Then W E R and WR≤ess YKR. So WR≤ess YR. Hence R is right bounded. Therefore as in the proof of
Theorem 3.7, R is right bounded IIC if and only if T right bounded IIC and K = Q (Cen(R)). 
From [29, Lemma 3.1], RK is a simple ring with unity when R is a prime IIC ring. The next result uses the simplicity of RK
to characterize the prime IIC property. This corollary is also related to [5, 35.10 and 35.11, pp. 291–292].
Corollary 3.9. A ring R is a prime IIC ring if and only if RK is a simple ring with unity and K = Q (Cen(R)). In this case, Q (R) is
a simple ring.
Proof. Assume that R is prime IIC. Then Cen(R) 6= 0. From Theorem 3.4(i), K = Q (Cen(R)). So K is a field. By Lemma 3.3(i),
S = RK is prime IIC. Let 0 6= c ∈ Cen(R). Then K = cK ⊆ S. Thus Cen(S) = K and 1 ∈ S. Since S is IIC, S is a simple ring
with unity. Since R ⊆ S ⊆ Q (R), Q (R) is also the maximal ring of quotients of S and Q (R) is simple because S is simple with
unity. Conversely, if S is a simple ring with unity, then R is prime. By Theorem 3.8(i), R is IIC. So R is prime IIC. 
Our next result, Theorem 3.10, is one of the main results of this paper. Using several of our previous results, it extends
various classical results in the theory of PI-rings: Theorem 3.10(ii) extends [24, Theorem 1], while Theorem 3.10(iii) and (iv)
extend [23, Theorem] and [18, Theorem 1], respectively:
[23, Theorem] R is a prime ring satisfying a polynomial identity if and only if R is a subring of the the ring of all r-by-r
matrices, for some r , over a division ring D finite-dimensional over its center, and R has a two-sided ring of quotients which
is all of the matrix ring.
[18, Theorem 1] A primitive algebra satisfying a polynomial identity is finite dimensional over its center.
Theorem 3.10. Let R be a semiprime right bounded IIC ring. Then we have the following.
(i) Q (R) = Q s(R).
(ii) Q (R) is characterized by the following properties:
(1) There is a canonical injection from R ↪→ Q (R) sending Cen(R) into Cen(Q (R)).
(2) For any essential ideal J of C := Cen(R) and for any f ∈ Hom (JC , RC ), one can find q ∈ Q (R) such that qx = f (x) for
x ∈ J .
(3) For any q ∈ Q (R), qJ ⊆ R for some essential ideal J of Cen(R).
(4) For q ∈ Q (R), q = 0 if and only if qJ = 0 for some essential ideal J of Cen(R).
(iii) R is prime if and only if RK is simple Artinian (hence Q (R) = RK).
(iv) R is right primitive if and only if R is simple Artinian.
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Proof. (i) Let q ∈ Q (R). Since R is right nonsingular by Proposition 1.2, there exists VR≤ess RR such that qV ⊆ R. By
hypothesis, there is J E R such that J ⊆ V and JR≤ess RR. Let C = Cen(R). Then by Lemma 1.14(i), (J ∩ C)C ≤ess CC . From
Lemma 1.14(ii), (J ∩ C)RR≤ess RR and (J ∩ C)R E R. Since qV ⊆ R, q(J ∩ C)R ⊆ R and (J ∩ C)Rq ⊆ R. Therefore q ∈ Q s(R).
(ii) It follows immediately from Theorem 3.5 and part (i).
(iii) Assume that R is prime. By Corollary 3.9, S := RK is simple. Let JS ≤ess SS . Take r ∈ R. Then there is q ∈ S with
0 6= rq ∈ J . Since RR is dense in SR, there is a ∈ R such that qa ∈ R and rqa 6= 0. Thus 0 6= rqa ∈ J ∩ R. So (J ∩ R)R≤ess RR. By
hypothesis, there isW E R such thatWR≤ess RR andW ⊆ J ∩ R. Since R is IIC, there is 0 6= c ∈ W ∩ Cen(R). So c ∈ J . Note
that c ∈ Cen(R) ⊆ Q (Cen(R)). Since Q (Cen(R)) = K by Theorem 3.4(i) and K = Cen(S), c is invertible in Cen(S). Thus
J = S, so S is simple Artinian. Also S = Q (R). The converse is obvious.
(iv) Suppose that R is right primitive. Then there exists a modular maximal right ideal M of R which does not contain a
nonzero ideal of R. Since R is right bounded IIC,M is not essential in R. HenceS := Soc(RR) 6= 0, where Soc(RR) is the right
socle of R. Since R is right primitive, R is prime and hence S is prime by Lemma 1.1(ii). Now Cen(S) = S ∩ Cen(R) from
Lemma 1.1(iii). So Cen(S) 6= 0 by hypothesis. Take 0 6= c ∈ Cen(S). Then cS 6= 0 because `S(S) = 0. NowS = cS⊕B for
some BR ≤ SR. Thus BcS ⊆ B ∩ cS = 0, so (SB)(cS) = 0. SinceS is prime and cS 6= 0,SB = 0 and thus B ⊆ rS(S) = 0.
Therefore S = cS. Hence there is s ∈ S such that cs = c. In this case, c ∈ Cen(S) ⊆ Cen(R) ⊆ K = Q (Cen(R)) by
Lemma 1.1(iii) and Theorem 3.4(i). From part (ii), Q (Cen(R)) is a field. Thus from sc = c in Q (R), we get that s = 1. So
S = R, hence R is simple Artinian. The converse is obvious. 
We obtain the next corollary which extends [13, Theorem 5]: If R is a semiprime PI-ring, then Q (R) = Q `(R); and a result
induced from [24, Theorem 1]: If R is a semiprime PI-ring, then Q (R) = Q `(R) = Q s(R).
Corollary 3.11. Let R be a semiprime ring.
(i) If R is right and left bounded, then Q (R) = Q `(R).
(ii) If R is right and left bounded IIC, then Q (R) = Q `(R) = Q s(R).
Proof. (i) By Corollary 1.16, R is right and left Utumi ring. Thus Q (R) = Q `(R) by [24, p. 252].
(ii) Since R is semiprime right bounded IIC, Q (R) = Q s(R) by Theorem 3.10(i). Also since R is semiprime left bounded IIC,
Q `(R) = Q s(R) by the left-sided version of Theorem 3.10(i). 
The following result shows another strong connection between Cen(R) and Q (R)when R is semiprime right bounded IIC.
This result is also related to [5, (11), p. 271].
Theorem 3.12. Let R be a semiprime (right bounded) IIC ring. Then the following are equivalent.
(i) There are independent uniform ideals {Ui | i ∈ Λ} of Cen(R) with⊕i∈Λ Ui essential in Cen(R).
(ii) Q (R) =∏i∈Λ Qi, where each Qi is simple (Artinian). In this case, Q (R) = Q `(R) = RK.
Proof. (i) ⇒ (ii) Note that each Ui is a domain. Let Fi = Q (Ui). Then Fi is a field. So Q (Cen(R)) = Q (⊕i∈Λ Ui) =∏
i∈Λ Q (Ui) =
∏
i∈Λ Fi. Since Cen(Q (R)) = Q (Cen(R)) by Theorem 3.4(i), Cen(Q (R)) =
∏
i∈Λ Fi. By [4, Theorem 3.16],
Q (R) = ∏i∈Λ Qi, where Qi is a prime ring. Let ei be the unity of Qi. Then Qi = Q (R)ei for each i. From the fact that
R ⊆ ∏i∈Λ Rei ⊆ RK and Theorem 3.8(ii), the ring ∏i∈Λ Rei is semiprime right bounded IIC. Thus each Rei is semiprime
right bounded IIC. Since Cen(Rei) ⊆ Fi, Cen(Rei) is a domain. Thus each Rei is a prime ring by Proposition 2.1(iii).
Note that ReiRei ≤ess Q (R)eiRei and Rei is right nonsingular by Proposition 1.2. Thus Q (R)ei is a subring of Q (Rei). Since
Q (R)ei is right self-injective, it follows that Q (Rei) = Q (R)ei. Thus Q (Rei) = Qi is simple Artinian by Theorem 3.10(iii). Also
from Theorem 3.10(iii), Q (Rei) = Rei Cen(Q (Rei)) = Rei Cen(Q (R)ei) = Rei Cen(Q (R))ei = (RK)ei. So Q (R) = ∏i∈Λ Qi =∏
i∈Λ Q (Rei) =
∏
i∈Λ(RK)ei = RK. Since each (RK)ei = Q (R)ei is simple Artinian, it is left self-injective. Thus RK is left
self-injective. Note that RK ⊆ Q `(R) and so RR≤ess RRK≤ess RQ `(R). Since R is left nonsingular by Proposition 1.2 and RK
is left self-injective, RK = Q `(R).
(ii)⇒ (i) This implication follows from Theorem 3.4(i) and [4, Theorem 3.16]. 
From Theorems 3.12 and 3.4(i), we obtain the following corollary which extends [22, Theorem 2.7]: If R is a semiprime
PI-ring, then R is a (left or right) Goldie ring if and only if Cen(R) is a Goldie ring.
Corollary 3.13. Let R be a semiprime right bounded IIC ring. Then the following are equivalent.
(i) u.dim (Cen(R)) <∞.
(ii) Cen(R) is Goldie.
(iii) R is right and left Goldie. In this case, Q (R) = Q `(R) = RK.
Remark. (i) Assume that R is a semiprime intrinsically PI-ringwith u.dim (Cen(R)) <∞. Then by Theorems 1.13 and 3.12,
Q (R) is a PI-ring and hence R is a PI-ring.
(ii) Assume that R is a semiprime right bounded IIC ring. If there exist independent uniform ideals {Ui | i ∈ Λ} of Cen(R)
with
⊕
i Ui essential in Cen(R), then R is left bounded IIC by Theorem 3.12 and the left-sided version of Theorem 3.8(ii)
because Cen(Q `(R)) = Cen(Q (R)) = Q (Cen(R)) = Q `(Cen(R)) (cf. Question 1.20).
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Theorem 3.10(iv) naturally motivates the following question: If R is a right primitive IIC ring, must R be a simple ring with
unity? From the proof of (ii)⇒ (iii) of Proposition 2.4, it can be seen that a right primitive IIC ring with a minimal ideal is
a simple ring with unity. However the following example provides a negative answer to the question, in general. First we
provide the next remark which is used in the example and which also gives motivation for Theorem 4.4 and Corollary 4.5.
Remark. If∆ is a simple ring with unity, then each nonzero ideal of R = ∆[x] is generated by a polynomial in Cen(R). This
is because if I is a nonzero ideal of R, one can select a polynomial f (x) in I of minimal degree. If f (x) has leading coefficient
c different from 1, then ∆c∆ = ∆, so 1 can be expressed as a sum of right and left multiples of c. Multiplying f (x) by
these right and left multiples and adding them yields a monic polynomial g(x) in I of minimal degree. Then for any r ∈ ∆,
g(x)r − rg(x) ∈ I and so g(x)r − rg(x) = 0. Thus g(x) ∈ Cen(R) and I = g(x)∆[x]. In particular, R = ∆[x] is IIC.
Example 3.14. Let R = D[x], where D is a division ring. By the above remark, R is an IIC ring. If D is not algebraic over its
center, then R is right and left primitive [30, Proposition 11.14, p. 189]; however R is not simple.
For an application to C∗-algebras, we need the following lemma.
Lemma 3.15. Let A be a prime C∗-algebra. Then we have the following.
(i) A is IIC if and only if A is a simple ring with unity.
(ii) A is right bounded IIC if and only if A is ∗-isomorphic toMatk(C) for some k, where C is the field of complex numbers.
Proof. (i) Assume that A is IIC. Then Cen(A) 6= 0. Thus from [31, Lemma 1.2.47], Cen(A) = C. Hence A is a simple ring with
unity. The converse is obvious.
(ii) LetA be right bounded IIC. Frompart (i) and Theorem3.10(iv),A is simple Artinian. By theGelfand–Mazur theorem [32,
Theorem 2.2.3, p. 211], A is ∗-isomorphic to Matk(C) for some k. 
The next result provides a partial converse to Theorem 1.17 for a C∗-algebra with a finiteness condition.
Theorem 3.16. Let A be a C∗-algebra with only finitely manyminimal prime ideals. Then the following conditions are equivalent.
(i) A is a PI-algebra.
(ii) A is right bounded IIC.
(iii) A ∼=⊕ni=1Matki(C) (∗-isomorphic) for some integers n, and ki, i = 1, . . . , n.
Proof. (i)⇒ (ii) Since A is semiprime PI, A is right bounded by Theorem 1.17.
(ii)⇒ (i) Assume that A right bounded IIC. We prove that the unitization A1 = {a + c1Q (A) | a ∈ A and c ∈ C} of
A is right bounded IIC. For this, let 0 6= K E A1. Then K ∩ A 6= 0, so K ∩ A ∩ Cen(A) 6= 0 since A is IIC. Note that
K ∩ Cen(A) ⊆ K ∩ Cen(A1), hence K ∩ Cen(A1) 6= 0. Thus A1 is IIC.
Next, to show that A1 is right bounded, let 0 6= WA1 ≤ess A1A1 . To see first that (W ∩ A)A≤ess AA, note that AA1 ≤ess A1A1 .
So (W ∩ A)A1 ≤ess AA1 . Now take 0 6= x ∈ A. Then there is α ∈ A1 with 0 6= xα ∈ W ∩ A. Since AA≤den A1A, there exists
r ∈ A such that αr ∈ A and xαr 6= 0. Thus 0 6= x(αr) ∈ W ∩ A and αr ∈ A. So (W ∩ A)A≤ess AA. Since A is right bounded,
there is B E A with B ⊆ W ∩ A and BA≤ess AA. Now A1(BA1) ⊆ BA1, so BA1 E A1. Take y ∈ A1. Then there is s ∈ A satisfying
0 6= ys ∈ A. Since BA≤ess AA, there exists a ∈ Awith 0 6= ysa ∈ B ⊆ BA1. Hence BA1A1 ≤ess A1A1 . Also since BA1 ⊆ WA1 ⊆ W ,
A1 is right bounded. So A1 is right bounded IIC.
By Theorem 3.8(ii), A1B(Q (A)) is right bounded IIC, where B(Q (A)) is the set of all central idempotents in Q (A). On the
other hand, from [4, Corollary 4.10], A1B(Q (A)) = A1⊕· · ·⊕An with each Ai a prime C∗-algebra, where n is the number of all
theminimal prime ideals of A. It is routine to see that each Ai is right bounded IIC. From Lemma 3.15, each Ai is ∗-isomorphic
to Matki(C) for some positive integer ki. Therefore A
1B(Q (A)) ∼=⊕ni=1Matki(C) (∗-isomorphic). Thus A is a PI-algebra.
(i)⇔ (iii) This equivalence follows immediately from [4, Corollary 4.12]. 
If R is a semiprime right bounded IIC ring with an involution ∗, then Q (R) = Q s(R) and ∗ can be extended (uniquely) to
Q (R) by Theorem 3.10(i) and [31, Remark 2.1.12, p. 55]. We remark that [24, Theorems 7 and 8] can be extended to the class
of semiprime right bounded IIC rings with an involution. Theorem 3.10(iii) and (iv) motivate the following question.
Question 3.17. If R is a right primitive IIC ring, must R be left primitive?
4. Ring extensions and Morita invariants
In this section, we investigate the behavior of the (right bounded) IIC (with some results on the almost PI and intrinsically
PI) conditionswith respect to various ring extensions such as Dorroh extensions, polynomial extensions, subdirect products,
direct sums, and direct products. Also we investigate Morita invariance of the almost PI, the intrinsically PI, and the IIC
properties for rings with unity.
Let R be an algebra over a commutative ring C with unity. We say that R is algebra IIC if every nonzero algebra ideal has
nonzero intersection with Cen(R). Thus if R is IIC, then it is algebra IIC.
Theorem 4.1. Let C be a commutative ring with unity and R an algebra over C. Then R is algebra IIC if and only if the Dorroh
extensionD(R; C) is IIC.
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Proof. Let S = D(R; C). Assume that R is algebra IIC and V a nonzero ideal of S. We consider the following cases.
Case 1. There is 0 6= (0, c) ∈ V . Then 0 6= (0, c) ∈ V ∩ Cen(S).
Case 2. There is 0 6= (a, 0) ∈ V . Let a be the algebra ideal of R generated by a. Then there exists 0 6= α ∈ a ∩ Cen(R).
Say α = ka + ca + xa + ay + x1ay1 + · · · + xnayn, where k is an integer, c ∈ C , and x, y, x1, . . . , xn, y1, . . . , yn ∈ R.
Then (α, 0) = (ka, 0) + (ca, 0) + (xa, 0) + (ay, 0) +∑ni=1(xi, 0)(a, 0)(yi, 0) ∈ V . Thus 0 6= (α, 0) ∈ V ∩ Cen(S) because
α ∈ Cen(R).
Case 3. Assume that neither Case 1 nor Case 2 holds. Thus, if (x, 0) ∈ V , then x = 0. Also if (0, b) ∈ V , then b = 0. Take
0 6= (a, c) ∈ V with a ∈ R and c ∈ C . Then a 6= 0 and c 6= 0. Now for any r ∈ R, (a, c)(r, 0) = (ar + cr, 0) ∈ V and
hence ar + cr = 0. Also (r, 0)(a, c) = (ra + cr, 0) ∈ V , so ra + cr = 0. So ar = ra for any r ∈ R. Thus a ∈ Cen(R). Hence
0 6= (a, c) ∈ V ∩ Cen(S).
Therefore from the above cases, S = D(R; C) is IIC.
Conversely, assume that S is IIC. Let 0 6= W E R be an algebra ideal of R. Then 0 6= (W ; 0) E S. Thus (W ; 0)∩Cen(S) 6= 0,
soW ∩ Cen(R) 6= 0. Thus R is algebra IIC. 
Corollary 4.2. (i) Let R be a ring. Then R is IIC if and only if D(R;Z) is IIC. Thus every IIC ring embeds in an IIC ring with unity.
(ii) Let C be a commutative ring with unity and R a semiprime ring which is an algebra over C. Then R is IIC if and only if R is
algebra IIC.
Proof. (i) This part follows immediately from Theorem 4.1 by taking C = Z, the ring of integers.
(ii) If R is IIC, then R is algebra IIC. Conversely, if R is algebra IIC, thenD(R; C) is IIC by Theorem 4.1. Now R E D(R; C)
and R is a semiprime as a ring. From Proposition 1.3(iii), R is IIC. 
Part (iii) of the following result is related to [33, Theorem 2.5].
Theorem 4.3. For a ring with unity, the following properties are Morita invariants.
(i) Almost PI.
(ii) Intrinsically PI.
(iii) IIC.
Proof. (i) Assume that R is an almost PI-ring with unity. Then Matn(R) is almost PI for any positive integer n. Next, take
e = e2 ∈ R such that ReR = R. Let K be a prime ideal of eRe. Then RKR E R. We claim that RKR is a prime ideal of R. To see
this, let A, B E R such that AB ⊆ RKR. Hence (eAe)(eBe) ⊆ eABe ⊆ eRKRe = (eRe)K(eRe) = K . Without loss of generality,
we may assume that eAe ⊆ K . Then A = (ReR)A(ReR) = ReAeR ⊆ RKR. Therefore RKR is a prime ideal of R, and so R/RKR is
a PI-ring. Hence (eRe + RKR)/RKR is a PI-ring. But eRe/(eRe ∩ RKR) ∼= (eRe + RKR)/RKR, and eRe ∩ RKR = K . Hence eRe/K
is a PI-ring. So eRe is an almost PI-ring. Hence the almost PI property is a Morita invariant.
(ii) Let R be an intrinsically PI-ring with unity. Take 0 6= I E Matn(R). There exists 0 6= I1 E R such that I = Matn(I1).
Then there is a nonzero PI-ideal J of R such that J ⊆ I1. Hence 0 6= Matn(J) is a PI-ideal of Matn(R) with Matn(J) ⊆ I . Thus
Matn(R) is intrinsically PI. Next, take e = e2 ∈ R such that ReR = R. Let 0 6= H E eRe. Then 0 6= RHR E R. So there is a
nonzero PI-ideal, say Y , of R such that Y ⊆ RHR. If eYe = 0, then Y = (ReR)Y (ReR) = ReYeR = 0, a contradiction. Hence
eYe is a nonzero PI-ideal of eRe. Also, eYe ⊆ eRHRe = (eRe)H(eRe) = H . So eRe is an intrinsically PI-ring. Therefore the
intrinsically PI property is a Morita invariant.
(iii) Let R be an IIC ring with unity. Then Matn(R) is IIC for any positive integer n. Next, take e = e2 ∈ R with ReR = R.
To see that eRe is IIC, let 0 6= W E eRe. Then 0 6= RWR E R, so RWR ∩ Cen(R) 6= 0. Now take 0 6= a ∈ RWR ∩ Cen(R).
Then ReaeR = (ReR)eae(ReR) = (ReReReR)a = Ra 6= 0, hence eae 6= 0. For exe ∈ eRe, (eae)(exe) = eaexe = a(exe).
Also, (exe)(eae) = exeea = exea = a(exe). Thus eae ∈ Cen(eRe). Further, eae ∈ eRWRe = (eRe)W (eRe) ⊆ W . Hence
0 6= eae ∈ W ∩ Cen(eRe), so eRe is IIC. Thus the property IIC is also a Morita invariant. 
Theorem 4.4. Let R be a ring with `R(R) = rR(R) = 0 (e.g., R is semiprime or R has unity) and S an overring of R with a free
basis {si ∈ Cen(S) | i ∈ Λ} over R. Then R is IIC if and only if S is IIC.
Proof. Let R be IIC. Take 0 6= s ∈ S. Then s =∑ni=1 risi, where each risi 6= 0. Assume that SsS = 0. Then RsR = 0. By linear
independence, RriR = 0, so ri = 0, a contradiction. Hence 0 6= SsS ⊆ 〈s〉S .
Now there exist αk, βk ∈ R, k = 1, . . . ,m, with 0 6= ∑mk=1 αkr1βk = c1 ∈ Rr1R ∩ Cen(R). So ∑mk=1 αksβk =
c1s1 + d1 ∈ SsS, where d1 = ∑ni=2 γisi and γi = ∑mk=1 αkriβk. By linear independence, c1s1 + d1 6= 0. If d1 = 0, then
0 6= c1s1 ∈ SsS ∩ Cen(S), so we are finished. Thus we may assume that d1 6= 0.
Case 1. If rd1−d1r = 0 for all r ∈ R, then 0 = rd1−d1r =∑ni=1(rγi−γir)si. By linear independence, γi ∈ Cen(R). Hence
0 6= c1s1 + d1 ∈ SsS ∩ Cen(S).
Case 2. Assume that xd1−d1x 6= 0 for some x ∈ R. Then 0 6= x(c1s1+d1)−(c1s1+d1)x = xd1−d1x =∑ni=1(xγi−γix)si =∑n
i=2 θisi ∈ SsS, where θi = xγi − γix. There may be fewer than n − 1 nonzero terms, say n1. Then we reindex so that∑n1
i=2 θisi and each θi 6= 0. Thus there exist δh, φj ∈ R such that 0 6=
∑p
h=1 δhθ2φh = c2 ∈ Rθ2R ∩ Cen(R). Hence∑p
h=1 δh(
∑n1
i=2 θisi)φh = c2s2+d2 ∈ SsS, where d2 =
∑n1
i=3 τisi and τi =
∑p
h=1 δhθiφh. By linear independence, c2s2+d2 6= 0.
If d2 = 0, then 0 6= c2s2 ∈ SsS ∩ Cen(S) and we are finished. Otherwise we continue. This process will terminate in at most
n iterations with 0 6= cqsq ∈ SsS ∩ Cen(S), for 1 ≤ q ≤ n. Thus S is IIC.
Conversely, assume that S is IIC. Let 0 6= I E R. Put Ω = {si ∈ Cen(S) | i ∈ Λ}. Then 0 6= I[Ω] E S. Thus
I[Ω] ∩ Cen(S) 6= 0. Since Cen(S) = Cen(R)[Ω], I ∩ Cen(R) 6= 0, so R is IIC. 
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Corollary 4.5. Let R be an IIC ring with unity and R[M] the monoid ring, where M is a commutative monoid. Then R is IIC if and
only if R[M] is IIC. In particular, R is IIC if and only if the polynomial ring R[X] is IIC, where X is a set of commuting indeterminates.
Corollary 4.6. Let R be a prime IIC ring. Then Q (R[X]) is a simple ring, where X is a set of commuting indeterminates.
Proof. From Theorem 4.4, R[X] is prime IIC. Thus Q (R[X]) is a simple ring by Corollary 3.9. 
Proposition 4.7. A ring R is almost PI if and only if R[X] is almost PI, where X is a set of commuting indeterminates.
Proof. If P is a prime ideal of R[X], then R∩P is a prime ideal of R. Thus if R is almost PI, then R/(R∩P) is PI, so (R/(R∩P))[X]
is PI. Hence its homomorphic image R[X]/P is PI, so R[X] is almost PI. Conversely, ifW is a prime ideal of R, then (R/W )[X]
is prime. Thus if R[X] is almost PI, then (R/W )[X] is PI, so R/W is PI. Hence R is almost PI. 
Proposition 4.8. If R[X] is an intrinsically PI-ring, then so is R, where X is a set of commuting indeterminates.
Proof. Let 0 6= I E R. Then there exists 0 6= J E R[X] such that J is a PI-ideal of R[X] and J ⊆ I[X]. Let V be the set of all
leading coefficients of elements of J . Then V E R such that V ⊆ I and V satisfies the PI satisfied by J . 
Theorem 4.9. Any semiprime IIC ring is a subdirect product of prime IIC rings.
Proof. Let R be a semiprime IIC ring and let 0 6= x ∈ R. Take 0 6= a ∈ 〈x〉R ∩ Cen(R). Set A = {an | n = 1, 2, . . .}. Then
0 6∈ A. If P is an ideal maximal with respect to being disjoint from A, then P is a prime ideal. Further, if V/P is a nonzero
ideal of R/P , then V properly contains P , hence V contains some power of a. Thus V/P contains a nonzero central element,
so R/P is a prime IIC ring. Also x 6∈ P since a 6∈ P . In summary, for each nonzero x, there exists a prime ideal P(x) such
that x 6∈ P(x) and R/P(x) is IIC. Thus the set of all prime ideals P such that R/P is IIC has zero intersection. Therefore R is a
subdirect product of prime IIC rings. 
The following example shows that the class of semiprime IIC rings is a proper subclass of the class of subdirect products
of prime IIC rings.
Example 4.10. There exists a ring R such that R is a subdirect product of simple rings with unity (i.e., the Brown-McCoy
radical of R is zero) that is not IIC. Hence the class of semiprime IIC rings is a proper subclass of the semisimple class of the
special class of prime IIC rings. Let F be a field and R = F〈X〉, the free F-algebra over an infinite set X of indeterminates.
From [34, Corollary 2.6], G(R) = (G(R) ∩ F)〈X〉, where G(−) is the Brown-McCoy radical. Hence G(R) = 0. Thus R is a
subdirect product of simple rings with unity. Also Cen(R) = F . Further, for any x ∈ X , RxR ∩ F = 0. Hence R is not IIC.
In spite of Example 4.10, we have the following result.
Proposition 4.11. Let R be a subdirect product of a family of semiprime IIC rings {Ri | i ∈ Λ}. If ∏i∈Λ Ri is an ideal intrinsic
extension of R (i.e., every nonzero ideal of
∏
i∈Λ Ri has nonzero intersection with R), then R is semiprime IIC.
Proof. Let 0 6= I E R. There is a projection pik : ∏i∈Λ Ri → Rk with pik(I) 6= 0. Hence there is 0 6= ck ∈ pik(I) ∩ Cen(Rk).
Thus J := ιk(ckRk) ∩ R 6= 0, where ιk is the kth injection from Rk to ∏i∈Λ Ri. Since Rk is semiprime, 0 6= (pik(J))2 ⊆
pik(I)pik(J) = pik(IJ). Hence 0 6= IJ . Now IJ = ιk(V ) for some V E Rk. So there is 0 6= vk ∈ V ∩ Cen(Rk). Consequently,
0 6= ιk(vk) ∈ I ∩ Cen(R). Since a subdirect product of semiprime rings is semiprime, R is a semiprime IIC ring. 
Note that in Proposition 4.11, if
⊕
i∈Λ Ri ⊆ R, then
∏
i∈Λ Ri is an ideal intrinsic extension of R.
Proposition 4.12. Let R be a direct sum or a direct product of the rings {Ri | i ∈ Λ}. Then R is (right bounded) IIC if and only if
each Ri is (right bounded) IIC.
Proof. First assume that R is IIC and A is a ring direct summand of R. Then we routinely see that A is IIC. Conversely, assume
that each Ri is IIC and R =∏i∈Λ Ri. Let 0 6= I E R. We consider the following three cases:
Case 1. IR = 0 and RI = 0. Then I ⊆ Cen(R).
Case 2. IR 6= 0. Then there exists k ∈ Λ such that pik(I)Rk 6= 0, where pik is the kth projection. Note that 0 6= pik(I)Rk E Rk.
Take 0 6= ck ∈ pik(I)Rk ∩ Cen(Rk). Therefore 0 6= ιk(ck) ∈ I ∩ Cen(R).
Case 3. RI 6= 0. Similarly, we see that I ∩ Cen(R) 6= 0 as in Case 2.
By Cases 1, 2, and 3, R is IIC. A similar proof works when R =⊕i∈Λ Ri.
Next, assume that R is right bounded IIC and A is a ring direct summand of R. Then we easily see that A is a right bounded
IIC ring.
Conversely, assume that each Ri is right bounded and that R = ∏i∈Λ Ri. By the above R is IIC. Let VR≤ess RR. Take
Vi = V ∩ Ri. Then there is Ki E Ri such that KiRi ≤ess RiRi and Ki ⊆ Vi. So
⊕
KiR≤ess
⊕
ViR≤ess
⊕
RiR≤ess RR. Since
⊕
Ki E R
and
⊕
Ki ⊆ V , R is right bounded. 
From Corollary 4.5 and Proposition 4.7, we may raise the following question.
Question 4.13. Is it true that if a ring R is intrinsically PI (resp., right bounded IIC), then R[X] is intrinsically PI (resp., right
bounded IIC), where X is a set of commuting indeterminates?
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5. Radical properties and the Koethe conjecture
In this section, we study various radicals associated with the IIC class and related classes of rings. We provide a certain
class of rings containing the almost PI-rings and the hypercentral rings which satisfies the Koethe conjecture.
Recall from [35] that a special class K of rings is a class of prime rings which is hereditary (i.e., I E R and R ∈ K imply
I ∈ K) and is closed with respect to ideal essential extension (i.e., I is an essential ideal of R and I ∈ K imply R ∈ K). We note
that in [7] it is stated that the class of prime IIC rings is a special class.
Proposition 5.1. The classes of prime rings taken from the following classes are special classes:
(i) IIC rings;
(ii) right bounded IIC rings; and
(iii) PI-rings.
Proof. The proof follows from Propositions 1.3 and 1.4, and Lemma 1.12. 
Each special class K determines a radical class
U(K) = {R | R/P 6∈ K for all proper prime ideals P of R}.
Let S, PI, BIIC, and IIC denote the special classes of simple rings with unity, prime PI-rings, prime right bounded
IIC rings, and prime IIC rings, respectively. Hence we have the following containments: S ⊆ IIC and PI ⊆ BIIC ⊆
IIC;U(S) ⊇ U(IIC) andU(PI) ⊇ U(BIIC) ⊇ U(IIC).
Note that U(S) is the Brown-McCoy radical class and Example 4.10 shows that U(IIC) 6= U(S). From the proof of
Theorem 1.17, it follows thatU(IIC) 6= U(BIIC) 6= U(PI).
Proposition 5.2. Let K be a class of prime rings containing the zero ring and let K ′ = {R | R is a prime ring such that either
R = 0 or R 6∈ K}. Then K is a special class if and only if K′ is a special class.
Proof. Assume that K is a special class. To see that K′ is a special class, let V E R and R ∈ K′. If V = 0, then V ∈ K′. Assume
that V 6= 0. Then V is a prime ring by Lemma 1.1(ii) because R is a prime ring. If V ∈ K, then R ∈ K because K is a special
class. So R 6∈ K′, a contradiction. Thus V ∈ K′. Next, assume thatW is an essential ideal of R andW ∈ K′. IfW = 0, then
R = 0 ∈ K′. So suppose thatW 6= 0. SinceW is a prime ring, R is a prime ring and R 6= 0. If R ∈ K, thenW ∈ K since K is a
special class, a contradiction. Thus R 6∈ K, so R ∈ K′. Hence K′ is a special class. The converse is similar. 
The next result generalizes [36, Theorem 5.6, p. 156] and [16, Proposition 2.3, p. 39].
Theorem 5.3. If R is a semiprime IIC ring, then R contains no nonzero nil one-sided ideals.
Proof. Suppose that V is a nil right ideal of R. Since R is a semiprime IIC ring, it is a subdirect product of prime IIC rings from
Theorem 4.9. So we can assume that R is a prime IIC ring. Let S = RK. Note that VK is a nil right ideal of S. But S is a simple
ring with unity by Corollary 3.9, hence has zero Jacobson radical. Thus VK = 0, and so V = 0. 
Corollary 5.4. If R is an IIC ring with a nonzero nil one-sided ideal, then R has a nonzero nil ideal.
Proof. Assume to the contrary that R has a nonzero nil one-sided ideal, but R has no nonzero nil ideal. Since the prime radical
is a nil ideal, R is semiprime. By Theorem 5.3, R has no nonzero nil one-sided ideal, a contradiction. 
From [37, p. 500], a ring R is called hypercentral if for all ideals J ( I there exists an element x ∈ I \ J that is central
modulo J (equivalently, every homomorphic image of R is IIC). Thus hypercentral rings are inU(K ′), where K = IIC. The
hypercentral group algebras (e.g., the group algebra F [G] is hypercentral, where F is a field with characteristic zero and G is
a nilpotent group) are characterized in [37, p. 515].
In the following corollary, we use the notation defined in Proposition 5.2. For a ring R, Nil(R) denotes the nil radical of R.
Corollary 5.5. (i) If K = PI, thenU(K ′) is the class of almost PI-rings.
(ii) Let K = IIC, soU(K′) = {R | R/P is an IIC ring for all prime ideals P of R}. Then:
(a) The class of almost PI-rings and the class of hypercentral rings are contained inU(K′).
(b) If R ∈ U(K′), then Nil(R) is the prime radical of R.
(c) The classU(K′) satisfies the Koethe conjecture.
Proof. (i) This part is immediate from the definitions.
(ii) Part (a) follows from the definitions. For part (b), letN be a nil ideal of R and P a proper prime ideal of R. Then (N+P)/P
is a nil ideal of R/P . By Theorem 5.3, N ⊆ P because R/P is IIC. Thus Nil(R) is the prime radical of R. The proof of part (c) is
similar to that of part (b) by taking N to be a one-sided nil ideal. 
Note that Proposition 5.2 and Corollary 5.5(i) provide a different proof of the fact (see [2, Theorem 1.6]) that the class of
almost PI-rings is a special radical class (i.e., the radical class determined by a special class).
Question 5.6. Does the class of IIC rings satisfy the Koethe conjecture?
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6. Connections to arbitrary rings
In this section, we show that every semiprime ring R has a largest IIC-ideal, Ic(R). Moreover, it is shown that Ic(R) has
several radical-like properties. We investigate this ideal and show that if R is semiprime, then Ic(Q (R)) is a ring direct
summand of Q (R) and Ic(R) ⊆ Ic(Q (R)). Applications are made to C∗-algebras.
Theorem 6.1. Let R be a semiprime ring, IIC := {I E R | I is an IIC ring}, and Ic(R) :=∑I∈IIC I . Then we have the following.
(i) IIC is closed under arbitrary sums and intersections.
(ii) Ic(R) is an IIC ring.
(iii) Ic(R)R is essentially closed in RR.
(iv) Ic(R/Ic(R)) = 0.
Proof. (i) Let {Iγ }γ∈Γ ⊆ IIC and 0 6= V E∑γ∈Γ Iγ . Since R is semiprime, there exists j ∈ Γ such that 0 6= Ij ∩ V E Ij. Hence
0 6= V ∩ Cen(Ij) ⊆ Cen(∑γ∈Γ Iγ ) ⊆ Cen(R) from Lemma 1.1(iii). Thus∑γ∈Γ Iγ is IIC. Next, let 0 6= W E ⋂γ∈Γ Iγ .
From Andrunakievic’s lemma, 0 6= 〈W 〉3R ⊆ W . For λ ∈ Γ , we see that 〈W 〉3R ∩ Cen(Iλ) 6= 0 because Iλ is IIC. By
Lemma 1.1(iii), Cen(〈W 〉3R) 6= 0. Since 〈W 〉3R ⊆
⋂
γ∈Γ Iγ , 0 6= Cen(〈W 〉3R) = 〈W 〉3R ∩ Cen(
⋂
γ∈Γ Iγ ) from Lemma 1.1(iii).
HenceW ∩ Cen(⋂γ∈Γ Iγ ) 6= 0. Therefore⋂γ∈Γ Iγ is IIC.
(ii) This part is clear from part (i).
(iii) Assume that there is JR ≤ RR with Ic(R)R≤ess JR, so `R(J) ⊆ `R(Ic(R)). If `R(Ic(R))J 6= 0, then 0 6= J`R(Ic(R)) ⊆
J ∩ `R(Ic(R)), a contradiction since R is semiprime and Ic(R)R≤ess JR. Thus `R(J) = `R(Ic(R)). Hence 〈J〉R `R(Ic(R)) =
(RJ + J)`R(Ic(R)) = 0. So `R(Ic(R)) = `R(〈J〉R) and `R(Ic(R)) ∩ 〈J〉R = 0. Thus Ic(R)R≤ess〈J〉R. Let 0 6= V E 〈J〉R. By
Andrunakievic’s lemma, 0 6= 〈V 〉3R ⊆ V . Hence 〈V 〉3R ∩ Ic(R) 6= 0. From part (ii), [〈V 〉3R ∩ Ic(R)] ∩ Cen(Ic(R)) 6= 0. Since
Cen(Ic(R)) ⊆ Cen(R) by Lemma 1.1(iii), 〈V 〉3R∩Ic(R)∩Cen(R) 6= 0. So 0 6= V ∩Cen(R) = V ∩〈J〉R∩Cen(R) = V ∩Cen(〈J〉R)
from Lemma 1.1(iii). Thus 〈J〉R is IIC, so Ic(R) = 〈J〉R. Consequently, Ic(R) = JR. Therefore Ic(R)R is essentially closed in RR.
(iv) Assume that K E Rwith K/Ic(R) IIC. Then K is semiprime by Lemma 1.1(ii). By part (ii) and Proposition 1.3(iii), K is
IIC, so K ⊆ Ic(R). Hence K/Ic(R) = 0. Thus Ic((R/Ic(R)) = 0. 
Lemma 6.2. Let R be a semiprime ring and I E R.
(i) IR is essentially closed in RR if and only if I = AnnR(J) for some J E R.
(ii) R/AnnR(I) is semiprime.
Proof. This lemma is well known and the proof is routine. 
Proposition 6.3. Let R be a semiprime ring.
(i) If K E R such that K ∩ Cen(R) = 0, then K ⊆ AnnR(Ic(R)).
(ii) Z(RR) ⊆ AnnR(Ic(R)) and Z( RR) ⊆ AnnR(Ic(R)).
(iii) R/AnnR(Ic(R)) is a semiprime IIC ring.
Proof. (i) Assume to the contrary that KIc(R) 6= 0. Then K ∩ Ic(R) 6= 0. So K ∩ Ic(R) ∩ Cen(Ic(R)) 6= 0. By Lemma 1.1(iii),
K ∩ Ic(R) ∩ Cen(R) 6= 0, a contradiction.
(ii) Observe that Z(RR)∩ Cen(R) = 0 in a semiprime ring. Similarly, Z( RR)∩ Cen(R) = 0. Thus Z(RR) ⊆ AnnR(Ic(R)) and
Z( RR) ⊆ AnnR(Ic(R)) by part (i).
(iii) By Lemma 6.2(ii), the ring R/AnnR(Ic(R)) is semiprime. LetW = AnnR(Ic(R)). To see that R/W is IIC, let 0 6= K/W E
R/W . SinceWR is essentially closed in RR from Lemma 6.2(i),WR is not essential in KR. Thus there is k ∈ K with kR∩W = 0.
Hence (kR)W = 0, so (RkR)W = 0. Thus RkR ⊆ AnnR(W ) = Ic(R) by Theorem 6.1(iii) and Lemma 6.2(i). Since Ic(R) is
IIC by Theorem 6.1(ii), RkR ∩ Cen(Ic(R)) 6= 0. Take 0 6= α ∈ RkR ∩ Cen(Ic(R)). Then by Lemma 1.1(iii), α ∈ Cen(R). Since
RkR ∩W = 0, α 6∈ W , so 0 6= α +W ∈ K/W ∩ Cen(R/W ). Hence R/W is IIC. 
Note that in a somewhat analogous manner, it can be shown that for a semiprime ring there is a largest intrinsically
PI-ideal which is essentially closed. Hence many of the results of this section about Ic(R) can be adapted to this largest
intrinsically PI-ideal. Parts (i) and (ii) of the next result show that semiprime IIC rings are ubiquitous.
Theorem 6.4. Let R be a semiprime ring. Then we have the following.
(i) There exists an ideal M E R maximal with respect to the property that M ∩ Cen(R) = 0.
(ii) R/M is a semiprime IIC ring.
(iii) MR≤ess AnnR(Ic(R))R.
(iv) Ic(R) = AnnR(M).
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Proof. (i) The existence ofM is guaranteed by Zorn’s lemma.
(ii) From the maximality ofM , the ring R/M is semiprime and IIC.
(iii) By Proposition 6.3(i),M ⊆ Ann(Ic(R)). Let J = AnnR(M) ∩ AnnR(Ic(R)) = AnnAnn(Ic (R))(M). Assume to the contrary
that J 6= 0. Let 0 6= V E J . By Andrunakievic’s lemma, 0 6= 〈V 〉3R ⊆ V . Note that M ∩ J = 0, hence M ∩ 〈V 〉3R = 0. By the
maximality of M , there is 0 6= c ∈ (M ⊕ 〈V 〉3R) ∩ Cen(R). So c = m + k for some m ∈ M and k ∈ 〈V 〉3R. Take r ∈ R. Then
rm+ rk = rc = cr = mr + kr . Hence rm−mr ∈ M ∩ J = 0. Thusm ∈ M ∩ Cen(R) = 0, so 0 6= k = c ∈ V ∩ Cen(J). Thus J
is an IIC ring. Hence 0 6= J ⊆ Ic(R), a contradiction. SoMAnnR(Ic (R))≤ess AnnR(Ic(R))AnnR(Ic (R)). ThereforeMR≤ess AnnR(Ic)R.
(iv) By Lemma6.2(i), Theorem6.1(iii), and part (iii), Ic(R) ⊆ AnnR(M). LetA = AnnR(M).We show that Ic(R)R≤ess AR. For
this, we prove that Ic(R)A≤ess AA, equivalently, AnnA(Ic(R)) = 0 by Lemma 1.1(i) since A is a semiprime ring. Assume to the
contrary that AnnA(Ic(R)) 6= 0. Since AnnA(Ic(R))∩M = 0, [AnnA(Ic(R))⊕M]∩Cen(R) 6= 0. Take 0 6= c = k+m ∈ Cen(R),
where k ∈ AnnA(Ic(R)) and m ∈ M . Then by a similar argument as in the proof of part (iii), m = 0 and c = k 6= 0. Thus
AnnA(Ic(R)) ∩ Cen(R) 6= 0. By part (iii), there is r ∈ R with 0 6= cr ∈ M . Since c ∈ AnnR(M), 0 6= cr ∈ M ∩ AnnR(M), a
contradiction. Thus Ic(R)R≤ess AnnR(M)R. By Theorem 6.1(iii), Ic(R) = AnnR(M). 
Corollary 6.5. Let R be a semiprime ring. Then either R is IIC or there is 0 6= M E R such that R/M is semiprime IIC,
M ∩ Cen(R) = 0, and Ic(R)⊕M is essential in R.
The following example illustrates Corollary 6.5 by providing a semiprime ring R in which Ic(R) andM are nonzero proper
ideals.
Example 6.6. Let V be an infinite-dimensional vector space over a field F of prime characteristic p. Let∆ be the subring of
EndF (V ) consisting of finite rank linear transformations. Thus∆ is a simple ring and Cen(∆) = 0. Let R = D(∆; Z) be the
Dorroh extension of∆ by Z. Then R is semiprime,M = (∆; 0) = AnnR(Ic(R)) and Ic(R) = (0; pZ).
Remark. By using Lemma 1.1(iv), parts of the previous results can be extended to a not necessarily semiprime ring R as
follows: Let R be a ring and H =∑{W E R | W is a semiprime IIC ring}. Then:
(i) H is an IIC ring.
(ii) If K E R such that K ∩ Cen(R) = 0, then K ⊆ `R(H) ∩ rR(H).
(iii) There exists an idealM of Rmaximal with respect to the property thatM ∩ Cen(R) = 0.
(iv) R/M is an IIC ring.
Proposition 6.7. Let R be a semiprime ring. Then we have the following.
(i) Cen(Ic(R)) = C, where C = {c ∈ Cen(R) | for each a ∈ R with ca 6= 0 there exists y ∈ RaR such that 0 6= cy ∈ Cen(R)}.
(ii) [Cen(Ic(R))⊕ Cen(AnnR(Ic(R)))]Cen(R)≤ess Cen(R)Cen(R).
(iii) If T is an intermediate ring between R and Q (R) such that T contains all central idempotents of Q (R) (e.g., T = Q (R)), then
T = Ic(T )⊕ AnnT (Ic(T ))
(iv) Ic(R) ⊆ Ic(T ) for any intermediate ring T between R and Q (R).
Proof. (i) If 0 6= c ∈ Cen(Ic(R)) and a ∈ Rwith ca 6= 0, then 0 6= cRaR = RcaR E Rwith RcaR ⊆ Ic(R). By Theorem 6.1(ii),
Lemma 1.1(iii), and Proposition 1.3(ii), cRaR ∩ Cen(R) 6= 0. Let 0 6= cy ∈ cRaR ∩ Cen(R) with y ∈ RaR. So Cen(Ic(R)) ⊆ C.
Next take 0 6= b ∈ C. First, we see that bR is IIC. For this, let 0 6= V E bR. Then there is x ∈ R such that 0 6= bx ∈ V .
So there is y ∈ RxR with 0 6= by ∈ Cen(R) ∩ RxR. Since Cen(R) is reduced, (by)3 6= 0. Also since by ∈ bRxR = RbxR,
0 6= b3y = b(by)b ∈ b(RbxR)b = bR(bx)bR ⊆ V ∩ Cen(R). Hence bR is IIC. By Theorem 6.1(iii), Ic(R)R is essentially closed
in RR. So Ic(R) = AnnR(AnnR(Ic(R))). Since bRb ⊆ Ic(R) and Ic(R) is a semiprime ideal, by Lemma 6.2(ii) b ∈ Ic(R). Thus
Cen(Ic(R)) = C.
(ii) Let 0 6= c ∈ Cen(R). If cIc(R) = 0, then c ∈ AnnR(Ic(R)). Assume that cIc(R) 6= 0. By Theorem 6.1(ii),
cIc(R) ∩ Cen(Ic(R)) 6= 0. Thus 0 6= cr ∈ Cen(Ic(R)) for some r ∈ R.
(iii) By Theorem 6.1(iii), Ic(T )T is essentially closed in TT . From [38, Theorem 3.3], T = Ic(T )⊕ AnnT (Ic(T )).
(iv) Let 0 6= a ∈ Ic(R) and let 0 6= K E 〈a〉T . Then by Andrunakievic’s lemma, 0 6= Y := 〈a〉3T ⊆ K . Now
0 6= Y ∩R ⊆ 〈a〉T ⊆ 〈a〉Q (R) and Y ∩R E R. From [4, Remark 2.2(i) and Theorem 2.10], there is e = e2 ∈ Cen(Q (R)) such that
〈a〉R≤den e(Q (R)R. But 〈a〉T ⊆ eQ (R), so 〈a〉R is dense in 〈a〉T . Hence 0 6= Y ∩ 〈a〉R ⊆ Ic(R). So 0 6= K ∩ 〈a〉R ∩ Cen(Ic(R)) ⊆
K ∩ 〈a〉R ∩ Cen(R) ⊆ K ∩ 〈a〉R ∩ Cen(T ) ⊆ K ∩ 〈a〉T ∩ Cen(T ) = K ∩ Cen(〈a〉T ) by Lemma 1.1(iii) and the fact that
Cen(R) ⊆ Cen(T ). Thus K ∩ Cen(〈a〉T ) 6= 0. Hence 〈a〉T is IIC. Therefore a ∈ Ic(T ), so Ic(R) ⊆ Ic(T ). 
Lemma 6.8. Let A be a semiprime Banach algebra.
(i) If V E A, then VA is essential in its norm closure V A.
(ii) Ic(A) and AnnA(Ic(A)) are norm closed in A. In particular, if A is a C∗-algebra, then Ic(A) and AnnA(Ic(A)) are C∗-
subalgebras of A.
Proof. (i) If aA ∩ V = 0 with a ∈ V , then aAV = 0, so aA ⊆ `A(V ) = rA(V ) = rA(V ). Thus VaA = 0. So Va = 0 since A is
semiprime. Thus a ∈ rA(V ) ∩ V = 0. Therefore VA≤ess V A.
(ii) This part is a consequence of Theorem 6.1(iii), Lemma 6.2(i), and part (i). 
In the next result, the definitions for ‘‘boundedly centrally closed’’ and ‘‘the local multiplier algebra’’Mloc(A) can be found
in [31].
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Proposition 6.9. Let A be a C∗-algebra.
(i) If A is unital and boundedly centrally closed, then A = Ic(A)⊕ AnnA(Ic(A)) (C∗-direct sum).
(ii) Mloc(A) = Ic(Mloc(A))⊕ AnnMloc(A)(Ic(Mloc(A)) (C∗-direct sum).
Proof. (i) By [38, Lemma 4.12], A is a semiprime quasi-Baer. From [39, Theorem 4.7] and Proposition 6.7(iii), A = Ic(A) ⊕
AnnA(Ic(A)). By Lemma 6.8, this direct sum is a C∗-direct sum.
(ii) This part is a consequence of part (i) and [31, Theorem 3.2.8]. 
In a somewhat different direction than finding a largest IIC ideal in an arbitrary semiprime ring, we note that by a Zorn’s
lemma argument every ring R with Cen(R) 6= 0 has a subring S which contains Cen(R) and is maximal with respect to the
property that every nonzero ideal of S has nonzero intersection with Cen(R). Note that S is IIC. For example, let S be an IIC
ring and R = S〈x, y〉, the polynomial ring over S in the noncommuting indeterminates x and y. Then Cen(R) ⊆ S and S
is maximal with respect to the property that every nonzero ideal of S has nonzero intersection with Cen(R). Note that by
Corollary 4.5, if S has unity, then the polynomial ring S[x] is IIC but not every nonzero ideal of S[x] has nonzero intersection
with Cen(R). Thus S is not maximal among IIC subrings of R.
There exists a prime ring R such that Ic(R) = 0, but Ic(Q (R)) = Q (R). For example, let F be a field and R the free F-algebra
in two indeterminates. This example, Theorem 3.8(i), and Proposition 6.7(iv) motivate the following question.
Question 6.10. If R is a semiprime ring, is Ic(R)R≤ess Ic(RK)R?
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