Abstract: Dynamic Matrix Control (DMC) is well known in the MPC family and has been implemented in many industrial processes. In all the MPC methods, tuning of controller parameters is a key step in successful control system performance. An analytical tuning expression for DMC is derived using the analysis of variance (ANOVA) methodology and nonlinear regression. It is assumed that the plants under consideration can be modeled by a First Order plus Dead Time (FOPDT) linear model. This facilitates the derivation of a closed form formulae for the tuning procedure. The proposed method is tested via simulations and experimental work. The plant chosen for practical implementation of the proposed tuning strategy is a nonlinear laboratory scale pH plant. Also, comparison results are provided to show the effectiveness of this method.
INTRODUCTION
Model Predictive Control (MPC) strategies are widely used in industry as Advanced Process Controllers (APC) (Qin and Badgwell, 2003) . In the MPC family, Dynamic Matrix Control (DMC) is the most popular in many chemical processes. This popularity is due to the simple structure of the controller. DMC uses step response information and in stable industrial processes, this is easily obtained. DMC, as a model predictive controller, was first proposed in (C. R. Cutler and Ramaker, 1989) . As other MPC methods, DMC uses a prediction model. This model is a step response model. The next element in MPC is the objective function (E. F. Camacho and Bordons, 2005) . A typical form of the cost function is
It is desired that the future output values ‫)ݕ(‬ on the considered horizon follow a desired reference trajectory ‫)ݓ(‬ and in the same time, the control effort (Δ‫)ݑ‬ is penalized properly.
The DMC control law is given by
Where is the dynamic matrix, ത is the vector of predicted errors over prediction horizon ܲ, ߣ is the move suppression coefficient and ࢤ ഥ is control effort vector over the control horizon ‫.ܯ‬ In DMC we have a parameter named model horizon ܰ that it affects ത. Finally, sampling time selection is vital for proper DMC performance. Over all, tuning parameters of DMC can be listed as ߣ, ܲ, ‫,ܯ‬ ܰ and ܶ ௦ . In this paper we deal with these parameters and try to find the most effective one. In (Wojsznis, 2003) , some practical approaches to tuning MPC methods is presented. (Wang, 2003) deals with self adaptive DMC methods. In these works, no formulation for tuning obtained. A new paper that reviews tuning methods for MPC can be found in (Garriga and Soroush, 2010). In (Shridhar and Cooper, 1997) for all parameters of DMC, an equation is obtained based on the FOPDT model approximation of the real plant. Among these tuning parameters, move suppression coefficient is the most effective parameter. The equation for ߣ in noted paper is according to avoidance of singularity of ሺ ் + ߣሻ ିଵ and no performance is proposed in this equation. In (Lee, 1994) , tuning of MPC is proposed by the mean of robust performance. Also (Iglesias et al., 2006) used the ANOVA to create an analytical equation for ߣ.
In this work a performance index is used to obtain this equation but, there are sever deficiencies associated with the derived formulae. Recently (Neshasteriz et al., 2009) has employed ANOVA for tuning of Generalized Predictive Controller (GPC) for Second Order plus Dead time (SOPDT) models and a new analytical equation for ߣ is obtained.
In this paper, banks of FOPDT models have been simulated to test the effect of model parameters on the tuning parameter ߣ. ANOVA is performed on these data to determine the effective parameters contributing to grate changes in tuning parameter. Finally nonlinear regression is employed to obtain a simple but enough accurate tuning equation for ߣ.
This paper is organized as follows:
In section 2, some deficiencies of previous works lined out. In section 3, a new tuning procedure is described in some details. The next section is tried to show the effectiveness of the proposed tuning equation through simulation test and experimental validation. Finally, conclusions end the paper.
