We show that every approximately differentially private learning algorithm (possibly improper) for a class H with Littlestone dimension d requires Ω log * (d ) examples. As a corollary it follows that the class of thresholds over N can not be learned in a private manner; this resolves open questions due to [Bun et al. 2015] and [Feldman and Xiao, 2015] . We leave as an open question whether every class with a finite Littlestone dimension can be learned by an approximately differentially private algorithm.
INTRODUCTION
Private learning concerns the design of learning algorithms for problems in which the input sample contains sensitive data that needs to be protected. Such problems arise in various contexts, including those involving social network data, financial records, medical records, etc. The notion of differential privacy [19, 21] , which is a standard mathematical formalism of privacy, enables a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. has attracted considerable attention [1-7, 11, 12, 15-18, 24, 28, 30, 34, 39] .
Learning thresholds is one of the most basic problems in machine learning. This problem consists of an unknown threshold function c : R → {±1}, an unknown distribution D over R, and the goal is to output an hypothesis h : R → {±1} that is close to c, given access to a limited number of input examples (x 1 , c (x 1 )), . . . , (x m , c (x m )), where the x i 's are drawn independently from D.
The importance of thresholds stems from that it appears as a subclass of many other well-studied classes. For example, it is the one dimensional version of the class of Euclidean Half-Spaces which underlies popular learning algorithms such as kernel machines and neural networks (see e.g. [35] ).
Standard PAC learning of thresholds without privacy constraints is known to be easy and can be done using a constant number of examples. In contrast, whether thresholds can be learned privately turned out to be more challenging to decide, and there has been an extensive amount of work that addressed this task: the work by [28] implies a pure differentially private algorithm (see the next section for formal definitions) that learns thresholds over a finite X ⊆ R of size n with O (log n) examples. [24] showed a matching lower bound for any pure differentially private algorithm. [7] showed that by relaxing the privacy constraint to approximate differential privacy, one can significantly improve the upper bound to some 2 O (log * (n)) .
[12] further improved the upper bound from [7] by polynomial factors and gave a lower bound of Ω(log * (n)) that applies for any proper learning algorithm. They also explicitly asked whether the dependence on n can be removed in the improper case. [24] asked more generally whether any class can be learned privately with sample complexity depending only on its VC dimension (ignoring standard dependencies on the privacy and accuracy parameters). Our main result (Theorem 1) answers these questions by showing that a similar lower bound applies for any (possibly improper) learning algorithm. Despite the impossibility of privately learning thresholds, there are other natural learning problems that can be learned privately, In fact, even for the class of Half-spaces, private learning is possible if the target half-space satisfies a large margin 1 assumption [9, 16] .
Therefore, it will be interesting to find a natural invariant that characterizes which classes can be learned privately (like the way the VC dimension characterizes PAC learning [10, 38] ). Such parameters exist in the case of pure differentially private learning; these include the one-way communication complexity characterization by [24] and the representation dimension by [5] . However, no such parameter is known for approximate differentially private learning. We next suggest a candidate invariant that rises naturally from this work.
Littlestone Dimension versus Approximate Private Learning
The Littlestone dimension [31] is a combinatorial parameter that characterizes learnability of binary-labelled classes within Online Learning both in the realizable case [31] and in the agnostic case [8] .
It turns out that there is an intimate relationship between thresholds and the Littlestone dimension: a class H has a finite Littlestone dimension if and only if it does not embed thresholds as a subclass (for a formal statement, see Theorem 3); this follows from a seminal result in model theory by [36] .
As explained below, Shelah's theorem is usually stated in terms of orders and ranks. [14] noticed 2 that the Littlestone dimension is the same as the model theoretic rank. Meanwhile, order translates naturally to thresholds. To make Theorem 3 more accessible for readers with less background in model theory, we provide a combinatorial proof in the appendix.
While it still remains open whether finite Littlestone dimension is indeed equivalent to private learnability, our main result (Theorem 1) combined with the above connection between Littlestone dimension and thresholds (Theorem 3) imply an implication in one direction: At least Ω(log * d ) examples are required for privately learning any class with Littlestone dimension d (see Corollary 2) .
It is worth noting that [24] studied the Littlestone dimension in the context of pure differentially private learning: (i) they showed that Ω(d ) examples are required for learning a class with Littlestone dimension d in a pure differentially private manner, (ii) they exhibited classes with Littlestone dimension 2 that can not be learned by pure differentially private algorithms, and (iii) they showed that these classes can be learned by approximate differential private algorithms.
Organization. The rest of this manuscript is organized as follows: Section 2 presents the two main results, Section 3 contains definitions and technical background from machine learning and differential privacy, and Section 4 and Section 5 contain the proofs.
MAIN RESULTS
We next state the two main results of this paper. The statements use technical terms from differential privacy and machine learning whose definitions appear in Section 3.
We begin by the following statement that resolves an open problem in [24] and [12] : Theorem 1 (Thresholds are not privately learnable). Let X ⊆ R of size |X | = n and let A be a ( 1 16 , 1 16 )-accurate learning algorithm for the class of thresholds over X with sample complexity m which satisfies (ϵ, δ )-differential privacy with ϵ = 0.1 and
In particular, the class of thresholds over an infinite X can not be learned privately.
Theorem 1 and Theorem 3 (which is stated in the next section) imply that any privately learnable class has a finite Littlestone dimension. As elaborated in the introduction, this extends a result by [24] . 
In particular any class that is privately learnable has a finite Littlestone dimension.
PRELIMINARIES 3.1 PAC Learning
We use standard notation from statistical learning, see e.g. [35] . Let X be a set and let Y = {±1}. An hypothesis is an X → Y function.
An example is a pair in X × Y . A sample S is a finite sequence of examples. The loss of h with respect to S is defined by
The loss of h with respect to a distribution D over X × Y is defined by
Let H ⊆ Y X be an hypothesis class. S is said to be realizable by
A learning algorithm A is a (possibly randomized) mapping taking input samples to output hypotheses. We denote by A(S ) the distribution over hypotheses induced by the algorithm when the input sample is S. We say that A learns 3 a class H with α-error, (1 − β )-confidence, and samplecomplexity m if for every realizable distribution D:
For brevity if A is a learning algorithm with α-error and (1 − β )-confidence we will say that A is an (α, β )-accurate learner.
Littlestone Dimension. The Littlestone dimension is a combinatorial parameter that characterizes regret bounds in Online Learning [8, 31] . The definition of this parameter uses the notion of mistaketrees: these are binary decision trees whose internal nodes are labelled by elements of X . Any root-to-leaf path in a mistake tree can be described as a sequence of examples (x 1 , y 1 ), ..., (x d , y d ), where x i is the label of the i'th internal node in the path, and y i = +1 if the (i + 1)'th node in the path is the right child of the i'th node, and otherwise y i = −1. We say that a tree T is shattered by H if for any root-to-leaf path (x 1 , y 1 
by Ldim(H ), is the depth of largest complete tree that is shattered by H .
Recently, [14] noticed that the Littlestone dimension coincides with a model-theoretic measure of complexity, Shelah's 2-rank.
A classical theorem of Shelah connects bounds on 2-rank (Littlestone dimension) to bounds on the so-called order property in model theory. The order property corresponds naturally to the concept of thresholds. Let H ⊆ {±1} X be an hypothesis class. We say that H contains k thresholds if there are
Shelah's result (part of the so-called Unstable Formula Theorem 4 ) [26, 36] , which we use in the following translated form, provides a simple and elegant connection between Littlestone dimension and thresholds. [26, 36] ) Let H be an hypothesis class, then:
Theorem 3. (Littlestone dimension and thresholds
For completeness, we provide a combinatorial proof of Theorem 3 in Appendix B.
In the context of model theory, Theorem 3 is used to establish an equivalence between finite Littlestone dimension and stable theories. It is interesting to note that an analogous connection between theories that are called NIP theories and VC dimension has also been previously observed and was pointed out by [29] ; this in turn led to results in Learning theory: in particular within the context of compression schemes [32] but also some of the first polynomial bounds for the VC dimension for sigmoidal neural networks [27] .
Privacy
We use standard notation from differential privacy. For more background see e.g. the surveys [22, 37] . For s, t ∈ R let a = ϵ,δ b denote the statement a ≤ e ϵ b + δ and b ≤ e ϵ a + δ .
We say that two distributions p, q are (ϵ, δ )-indistinguishable if p(E) = ϵ,δ q(E) for every event E. Note that when ϵ = 0 this specializes to the total variation metric. [36] provides a qualitative statement, a quantitative one that is more similar to Theorem 3 can be found at [26] is (ϵ, δ )-differentially private if for every two samples S, S ′ ∈ (X × {±1}) m that disagree on a single example, the output distributions
Definition 4 (Private Learning Algorithm). A randomized learning algorithm
The parameters ϵ, δ are usually treated as follows: ϵ is a small constant (say 0.1), and δ is negligible, δ = m −ω (1) , where m is the input sample size. The case of δ = 0 is also referred to as pure differential privacy. A common interpretation of a negligible δ > 0 is that there is a tiny chance of a catastrophic event (in which perhaps all the input data is leaked) but otherwise the algorithm satisfies pure differential privacy. Thus, a class H is privately learnable if it is PAC learnable by an algorithm A that is (ϵ (m), δ (m))-differentially private with ϵ (m) ≤ o(1), and δ (m) ≤ m −ω (1) .
We will use the following corollary of the Basic Composition Theorem from differential privacy (see, e.g. Theorem 3.16 in [22] ).
Lemma 5. [19, 20] If p, q are (ϵ, δ )-indistinguishable then for all k ∈ N, p k and q k are (kϵ, kδ )-indistinguishable, where p k , q k are the k-fold products of p, q (i.e. corresponding to k independent samples).
For completeness, a proof of this statement appears in Appendix A.
Private Empirical Learners. It will be convenient to consider the following task of minimizing the empirical loss.
Definition 6 (Empirical Learner). Algorithm A is an (α, β )-accurate empirical learner for a hypothesis class H with sample complexity m if for every h ∈ H and every sample S = ((
This task is simpler to handle than PAC learning, which is a distributional loss minimization task. Replacing PAC learning by this task does not lose generality; this is implied by the following result by [12] . Lemma 7. [ [12] , Lemma 5.9] Suppose ϵ < 1 and A is an (ϵ, δ )-differentially private (α, β )-accurate learning algorithm for a hypothesis class H with sample complexity m. Then there exists an (ϵ, δ )-differentially private (α, β )-accurate empirical learner for H with sample complexity 9m.
Additional Notation
A sample S of an even length is called balanced if half of its labels are +1's and half are −1's.
For a sample S, let S X denote the underlying set of unlabeled examples: S X = x |(∃y) : (x, y) ∈ S . Let A be a randomized learning algorithm. It will be convenient to associate with A and S the function A S :
Intuitively, this function represents the average hypothesis outputted by A when the input sample is S. For the next definitions assume that the domain X is linearly ordered. Let S = ((x i , y i )) m i=1 be a sample. We say that S is increasing if
Note that the set of points x ∈ X with the same ord S (x ) form an interval whose endpoints are two consecutive examples in S (consecutive with respect to the order on X , i.e. there is no example x i between them).
The tower function twr k (x ) is defined by the recursion
The iterated logarithm, log (k ) (x ) is defined by the recursion
The function log * x equals the number of times the iterated logarithm must be applied before the result is less than or equal to 1. It is defined by the recursion
A LOWER BOUND FOR PRIVATELY LEARNING THRESHOLDS
In this section we prove Theorem 1.
Proof Overview
We begin by considering an arbitrary differentially private algorithm A that learns the class of thresholds over an ordered domain X of size n. Our goal is to show a lower bound of Ω(log * n) on the sample complexity of A. A central challenge in the proof follows because A may be improper and output arbitrary hypotheses (this is in contrast with proving impossibility results for proper algorithms where the structure of the learned class can be exploited).
The proof consists of two parts: (i) the first part handles the above challenge by showing that for any algorithm (in fact, for any mapping that takes input samples to output hypotheses) there is a large subset of the domain that is homogeneous with respect to the algorithm. This notion of homogeneity places useful restrictions on the algorithm when restricting it to the homogeneous set. (ii) The second part of the argument utilizes such a large homogeneous set X ′ ⊆ X to derive a lower bound on the sample complexity of the algorithm in terms of |X ′ |.
We note that the Ramsey argument in the first part is quite general: it does not use the definition of differential privacy and could perhaps be useful in other sample complexity lower bounds. Also, a similar argument was used by [13] in a weaker lower bound for privately learning thresholds in the proper case. However, the second part of the proof is tailored specifically to the definition of differential privacy. We next outline each of these two parts.
Reduction to an algorithm over an homogeneous set. As discussed above, the first step in the proof is about identifying a large homogeneous subset of the input domain X on which we can control the output of A: a subset X ′ ⊆ X is called homogeneous with respect to A if there is a list of numbers p 0 , p 1 , . . . , p m such that for every increasing balanced sample S of points from X ′ and for every x ′ from X ′ with ord S (x ′ ) = i:
where γ is sufficiently small. For simplicity, in this proof-overview we will assume that γ = 0 (in the formal proof γ is some O (1/m)
Figure 1: Depiction of two possible outputs of an algorithm over an homogeneous set, given two input samples from the set (marked in red). The number p i denote, for a given point x , the probability that h (x ) = 1, where h ∼ A(S ) is the hypothesis h outputted by the algorithm on input sample S . These probabilities depends (up to a small additive error) only on the interval that x belongs to. In the figure above we changed in the input the fourth example -this only affects the interval and not the values of the p i 's (again, up to a small additive error).
-see Definition 8). So, for example, if A is deterministic then h = A(S ) is constant over each of the intervals defined by consecutive examples from S. See Figure 1 for an illustration of homogeneity. The derivation of a large homogeneous set follows by a standard application of Ramsey Theorem for hyper-graphs using an appropriate coloring (Lemma 9).
Lower bound for an algorithm defined on large homogeneous sets. We next assume that X ′ = {1, . . . , k } is a large homogeneous set with respect to A (with γ = 0). We will obtain a lower bound on the sample complexity of A, denoted by m, by constructing a family P of distributions such that: (i) on the one hand |P | ≤ 2Õ (m 2 ) , and (ii) on the other hand |P | ≥ Ω(k ). Combining these inequalities yields a lower bound on m and concludes the proof.
The construction of P proceeds as follows and is depicted in Figure 2 : let S be an increasing balanced sample of points from X ′ . Using the fact that A learns thresholds it is shown that for some i 1 < i 2 we have that p i 1 ≤ 1/3 and p i 2 ≥ 2/3. Thus, by a simple averaging argument there is some
The last step in the construction is done by picking an increasing sample S such that the interval (x i−1 , x i+1 ) has size n = Ω(k ). For x ∈ (x i−1 , x i+1 ), let S x denote the sample obtained by replacing x i with x in S. Each output distribution A(S x ) can be seen as a distribution over the cube {±1} n (by restricting the output hypothesis to the interval (x i−1 , x i+1 ), which is of size n). This is the family of distributions P = {P j : j ≤ n}. Since A is private, and by choice of the interval (x i , x i+1 ) we obtain that P has the following two properties:
• P j ′ , P j ′′ are (ϵ, δ )-indistinguishable for all j ′ , j ′′ , and
, then for all P j (∀x ≤ n) : Pr
It remains to show that Ω(k ) ≤ |P | ≤ 2Õ (m 2 ) . The lower bound follows directly from the definition of P. The upper bound requires a more subtle argument: it exploits the assumption that δ is small and Lemma 5 via a binary-search argument and concentration bounds. This argument appears in Lemma 13, whose proof is selfcontained. 
Proof of Theorem 1
The proof uses the following definition of homogeneous sets. Recall the definitions of balanced sample and of an increasing sample. In particular that a sample S = ((x 1 , y 1 ) , . . . , (x m , y m )) of an even size is realizable (by thresholds), balanced, and increasing if and only if x 1 < x 2 < . . . < x m and the first half of the y i 's are −1 and the second half are +1. . By Lemma 7 we may assume without loss of generality that A is an empirical learner with the same privacy and accuracy parameters and sample size that is at most 9 times larger. Theorem 1 follows from the following two lemmas:
Lemma 9 (Every algorithm has large homogeneous sets). Let A be a (possibly randomized) algorithm that is defined over input samples of size m over a domain X ⊆ R with |X | = n. Then, there is a set X ′ ⊆ X that is m-homogeneous with respect to A of size
.
Lemma 9 allows us to focus on a large homogeneous set with respect to A. The next Lemma implies a lower bound in terms of the size of a homogeneous set. For simplicity and without loss of generality assume that the homogeneous set is {1, . . . , k}.
Lemma 10 (Large homogeneous sets imply lower bounds for private learning). Let A be an (0.1, δ )-differentially private algorithm with sample complexity m and δ ≤ We prove Lemma 9 and Lemma 10 in the following two subsections.
With these lemmas in hand, Theorem 1 follows by a short calculation: indeed, Lemma 9 implies the existence of an homogeneous set X ′ with respect to A of size k ≥ log (m) (n)/2 O (m log m) . We then restrict A to input samples from the set X ′ , and by relabeling the elements of X ′ assume that X ′ = {1, . . . , k} . Lemma 10 then implies that k = 2 O (m 2 log 2 m) . Together we obtain that log (m) (n) ≤ 2 c ·m 2 log m for some constant c > 0. Applying the iterated logarithm t = log * (2 c ·m 2 log m ) = log * (m) + O (1) times on the inequality yields that
and therefore log * (n) ≤ log * (m) + m + O (1), which implies that m ≥ Ω(log * n) as required. □
Proof of Lemma 9
We next prove that every learning algorithm has a large homogeneous set. We will use the following quantitative version of Ramsey Theorem due to [23] (see also the book [25] , or Theorem 10.1 in the survey by [33] ):
Theorem 11.
[23] Let s > t ≥ 2 and q be integers, and let N ≥ twr t (3sq log q).
Then for every coloring of the subsets of size t of a universe of size N using q colors there is a homogeneous subset 5 of size s. that is closest to A S −i (x i ) (in case of ties pick the smallest such fraction). The coloring assigned to A is the list (p 1 , p 2 , . . . , p m+1 ) .
Thus, the total number of colors is (10 2 m + 1) (m+1) . By applying Theorem 11 with t := m + 1, q := (10 2 m + 1) (m+1) , and N := n there is a set X ′ ⊆ X of size
such that all m + 1-subsets of X ′ have the same color. One can verify that X ′ is indeed m-homogeneous with respect to A. □
Proof of Lemma 10
The lower bound is proven by using the algorithm A to construct a family of distributions P with certain properties, and use these properties to derive that Ω(k ) ≤ P ≤ 2 O (m 2 log 2 m) , which implies the desired lower bound.
Lemma 12. Let A, X ′ , m, k as in Lemma 10, and set n = k − m. Then there exists a family P = {P i : i ≤ n} of distributions over {±1} n with the following properties:
(2) There exists r ∈ [0, 1] such that for all i, j ≤ n:
Lemma 13. Let P, n, m, r as in Lemma 12. Then n ≤ 2 10 3 m 2 log 2 m .
By the above lemmas, k −m = |P | ≤ 2 10 3 m 2 log 2 m , which implies that k = 2 O (m 2 log 2 m) as required. Thus, it remains to prove these lemmas, which we do next.
Proof of Lemma 12.
For the proof of lemma 12 we will need the following claim:
denote the probabilities-list of X ′ with respect to A. Then for some 0 < i ≤ m:
Proof. The proof of this claim uses the assumption that A empirically learns thresholds. Let S be a balanced increasing realizable sample such that S X = {x 1 < . . . < x m } ⊆ X ′ are evenly spaced points on K (so, S = (x i , y i ) m i=1 , where y i = −1 for i ≤ m/2 and
A is an (α = 1/16, β = 1/16)-empirical learner and therefore its expected empirical loss on S is at most (1−β ) ·α +β ·1 ≤ α +β = 1/8, and so:
(since S is balanced)
Next, by privacy if we consider S ′ the sample where we replace x m 1 by x m 1 + 1 (with the same label), we have that
Note that ord S ′ (x m 1 ) = m 1 − 1, hence by homogeneity: p m 1 −1 ≥ . This implies that for some m 2 − 1 ≤ i ≤ m 1 − 1:
Proof of Lemma 12. Let i be an index such that p i − p i−1 ≥ 1/4m as guaranteed by Claim 14. Pick an increasing realizable sample S ∈ X ′ × {±1} m so that the interval J ⊆ X ′ between x i−1 and
is of size k − m. For every x ∈ J let S x be the neighboring sample of S that is obtained by replacing x with x i . This yields family of neighboring samples
. Then for all x, x ′ ∈ J :
The proof is concluded by restricting the output of A to J , and identifying J with [n] and each output-distributions A(S x ) with a distribution over {±1} n . Proof. Set T = 10 3 m 2 log 2 m −1, and D = 10 2 m 2 logT . We want to show that n ≤ 2 T +1 . Assume towards contradiction that n > 2 T +1 . Consider the family of distributions
We next define a set of mutually disjoint events E i for i ≤ 2 T that are measurable with respect to each of the Q i 's. For a sequence of vectors v = (v 1 , . . . , v D ) in {±1} n we letv ∈ {±1} n be the threshold vector defined byv
Given a point in the support of any of the Q i 's, namely a sequence v = (v 1 , . . . , v D ) of D vectors in {±1} n define a mapping B according to the outcome of T steps of binary search onv as follows: probe the n 2 'th entry ofv; if it is +1 then continue recursively with the first half ofv. Else, continue recursively with the second half ofv. Define the mapping B = B(v) to be the entry that was probed at the T 'th step. The events E j correspond to the 2 T different outcomes of B. These events are mutually disjoint by the assumption that n > 2 T +1 .
Notice that for any possible i in the image of B, applying the binary search on a sufficiently large i.i.d sample v from P i would yield B(v) = i with high probability. Quantitatively, a standard application of Chernoff inequality and a union bound imply that the event E i = {v : B(v) = i} for v ∼ Q i , has probability at least
We claim that for all j ≤ n, and i in the image of B:
This will finish the proof since the 2 T events are mutually disjoint, and therefore
however, 2 T −1 e −0.1D > 1 by the choice of T , D, which is a contradiction.
Thus it remains to prove Equation (1). This follows since Q i , Q j are (0.1D, Dδ )-indistinguishable:
and by the choice of δ , which implies that 2 3 − Dδ ≥ 1 2 . □
PRIVATELY LEARNABLE CLASSES HAVE FINITE LITTLESTONE DIMENSION
We conclude the paper by deriving Corollary 2 that gives a lower bound of Ω(log * d ) on the sample complexity of privately learning a class with Littlestone dimension d. 
CONCLUSION
The main result of this paper is a lower bound on the sample complexity of private learning in terms of the Littlestone dimension. We conclude with an open problem. There are many mathematically interesting classes with finite Littlestone dimension, see e.g. [14] . It is natural to ask whether the converse to our main result holds, i.e. whether every class with finite Littlestone dimension may be learned privately.
A PROOF OF LEMMA 5
The theorem follows by induction from the following lemma.
Lemma 15. Let p 1 , q 1 be distributions over a countable domain X 1 and p 2 , q 2 be distributions over a countable domain X 2 . Assume that
Extend ∆ 1 , ∆ 2 to be a measure on X in the obvious way. Note that • ∆ i (X ) ≤ δ i , and that
We show that (p 1 × p 2 ) S ≤ e ϵ 1 +ϵ 2 q 1 × q 2 (S ) + δ 1 + δ 2 , the other direction can be derived similarly.
For a ∈ X 1 let S a ⊆ X 2 denote the set {b :
In this appendix we prove Theorem 3. Throughout the proof a labeled binary tree means a full binary tree whose internal vertices are labeled by instances. The second part of the theorem is easy. If H contains 2 t thresholds then there are h i ∈ H for 0 ≤ i < 2 t and there are x j for 0 ≤ j < 2 t − 1 such that h i (x j ) = 0 for j < i and h i (x j ) = 1 for j ≥ i. Define a labeled binary tree of height t corresponding to the binary search process. That is, the root is labeled by x 2 t −1 −1 , its left child by x 2 t −1 +2 t −2 −1 and its right child by x 2 t −1 −2 t −2 −1 and so on. If the label of an internal vertex of distance q from the root, where 0 ≤ q ≤ t − 1, is x p , then the label of its left child is x p+2 t −q−1 and the label of its right child is x p−2 t −q−1 . It is easy to check that the root-to-leaf path corresponding to each of the functions h i leads to leaf number i from the right among the leaves of the tree (counting from 0 to 2 t − 1).
To prove the first part of the theorem we first define the notion of a subtree T ′ of depth h of a labeled binary tree T by induction on h. Any leaf of T is a subtree of height 0. For h ≥ 1 a subtree of height h is obtained from an internal vertex of T together with a subtree of height h − 1 of the tree rooted at its left child and a subtree of height h − 1 of the tree rooted at its right child. Note that if T is a labeled tree and it is shattered by the class H , then any subtree T ′ of it with the same labeling of its internal vertices is shattered by the class H . With this definition we prove the following simple lemma.
Lemma 16. Let p, q be positive integers and let T be a labeled binary tree of height p + q − 1 whose internal vertices are colored by two colors, red and blue. Then T contains either a subtree of height p in which all internal vertices are red (a red subtree), or a subtree of height q in which all vertices are blue (a blue subtree).
Proof: We apply induction on p + q. The result is trivial for p = q = 1 as the root of T is either red or blue. Assuming the assertion holds for p ′ + q ′ < p + q, let T be of height p + q − 1. Without loss of generality assume the root of t is red. If p = 1 we are done, as the root together with a leaf in the subtree of its left child and one in the subtree of its right child form a red subtree of height p. If p > 1 then, by the induction hypothesis, the tree rooted at the left child of the root of T contains either a red subtree of height p − 1 or a blue subtree of height q, and the same applies to the tree rooted at the right child of the root. If at least one of them contains a blue subtree as above we are done, otherwise, the two red subtrees together with the root provide the required red subtree. □
We can now prove the first part of the theorem, showing that if the Littlestone dimension of H is at least 2 t +1 − 1 then H contains t + 2 thresholds. We apply induction on t. If t = 0 we have a tree of height 1 shattered by H . Its root is labeled by some variable x 0 and as it is shattered there are two functions h 0 , h 1 ∈ H so that h 0 (x 0 ) = 1, h 1 (x 0 ) = 0, meaning that H contains two thresholds, as needed. Assuming the desired result holds for t − 1 we prove it for t, t ≥ 1. Let T be a labeled binary tree of height 2 t +1 − 1 shattered by H . Let h be an arbitrary member of H and define a two coloring of the internal vertices of T as follows. If an internal vertex is labeled by x and h(x ) = 1 color it red, else color it blue. Since 2 t +1 − 1 = 2 · 2 t − 1, Lemma 16 with p = q = 2 t implies that T contains either a red or a blue subtree T ′ of height 2 t . In the first case define h 0 = h and let X be the set of all variables x so that h(x ) = 1. Let x 0 be the root of T ′ and let T ′′ be the subtree of T ′ rooted at the left child of T ′ . Let H ′ be the set of all h ′ ∈ H so that h ′ (x 0 ) = 0. Note that H ′ shatters the tree T ′′ , and that the depth of T ′′ is 2 t − 1. We can thus apply the induction hypothesis and get a set of t + 1 thresholds h 1 , h 2 , . . . , h t +1 ∈ H ′ and variables x 1 , x 2 , . . . , x t ∈ X so that h i (x j ) = 1 iff j ≥ i. Adding h 0 and x 0 to these we get the desired t + 2 thresholds.
Similarly, if T contains a blue subtree T ′ , define h t +1 = h and let X be the set of all variables x so that h(x ) = 0. In this case denote the root of T ′ by x t and let T ′′ be the subtree of T ′ rooted at the right child of T ′ . Let H ′ be the set of all h ′ ∈ H so that h ′ (x t ) = 1. As before, H ′ shatters the tree T ′′ whose depth is 2 t − 1.
By the induction hypothesis we get t + 1 thresholds h 0 , h 1 , . . . , h t and variables x 0 , x 1 , . . . , x t −1 ∈ X so that h i (x j ) = 1 iff j ≥ i, and the desired result follows by appending to them h t +1 and x t . This completes the proof. □
