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Stability of Superposition of Viscous Contact Wave
and Rarefaction Waves for Compressible
Navier-Stokes System
Feimin Huang∗, Teng Wang†
Abstract
This paper is concerned with the large-time behavior of solutions for the one-dimensional com-
pressible Navier-Stokes system. We show that the combination of viscous contact wave with rarefac-
tion waves for the non-isentropic polytropic gas is stable under large initial perturbation without the
condition that the adiabatic exponent γ is close to 1, provided the strength of the combination waves
is suitably small.
Key words and phrases: viscous contact discontinuity, compressible Navier-Stokes system, stability,
large initial perturbation
1 Introduction
The one-dimensional compressible Navier-Stokes system in Lagrangian coordinates read
vt − ux = 0,
ut + px = µ
(ux
v
)
x
,(
e+
u2
2
)
t
+ (pu)x =
(
κ
θx
v
+ µ
uux
v
)
x
(1.1)
for x ∈ R = (−∞,+∞), t > 0, where v(x, t) > 0, u(x, t), θ(x, t) > 0, e(x, t) > 0 and p(x, t) are the
specific volume, fluid velocity, absolute temperature, internal energy and pressure, respectively, while the
positive constants µ and κ denote the viscosity and heat conduction coefficients, respectively. Here we
study the ideal polytropic fluids so that p and e are given by the state equations
p =
Rθ
v
= Av−γ exp
(
γ − 1
R
s
)
, e = cνθ + const.,
where s is the entropy, γ > 1 is the adiabatic exponent, cν =
R
γ−1 is the specific heat, and A and R
are both positive constants. We consider the Cauchy problem to the system (1.1) supplement with the
following initial and far field conditions:{
(v, u, θ)(x, 0) = (v0, u0, θ0)(x), x ∈ R,
(v, u, θ)(±∞, t) = (v±, u±, θ±), t > 0, (1.2)
where v±(> 0), u± and θ±(> 0) are given constants, and we assume infR v0 > 0, infR θ0 > 0, and
(v0, u0, θ0)(±∞) = (v±, u±, θ±) as compatibility conditions. When the far field states are the same,
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i.e., v+ = v−, u+ = u−, θ+ = θ−, there has been considerable progress on the global existence of the
solutions to the system (1.1) since 1977, see [11, 12, 14, 15, 17] and the reference therein. In particular,
Jiang [11, 12] first obtained some interesting results on the large-time behavior of solutions, however the
temperature is only shown to be locally bounded in space. More recently, Li and Liang [17] improved
Jiang’s results by proving the temperature is uniformly bounded.
The existence and large time behavior of solutions to the system (1.1) with different end states become
much more complicated. It is noted that, if the dissipation effects are neglected, i.e., µ = κ = 0, the
system (1.1) is reduced to the compressible Euler equations as follows
vt − ux = 0,
ut + px = 0,(
e+
u2
2
)
t
+ (pu)x = 0,
(1.3)
which is the most important hyperbolic system of conservation laws. It is well known that the system
(1.3) has rich wave phenomena. Indeed, it contains three basic wave patterns (see [24]), two nonlinear
waves: shock and rarefaction wave, and a linearly degenerate wave: contact discontinuity. When we
consider the Riemann initial data
(v, u, θ)(x, 0) =
{
(v−, u−, θ−), x < 0,
(v+, u+, θ+), x > 0,
(1.4)
the solutions consist of the above three wave patterns and their superpositions, called by Riemann
solutions, and govern both the local and large time asymptotic behavior of general solutions of the
system (1.3). It is of great importance and interest to study the large-time behavior of the viscous
version of these basic wave patterns and their superpositions to the compressible Navier-Stokes system
(1.1).
There has been extensive literature on the stability analysis of viscous wave pattern to system (1.1),
meanwhile new phenomena has been discovered and new techniques have been developed. We refer
to [5, 13, 20] for the shock wave, [21, 22, 23] for the rarefaction wave, [6, 7, 8, 9, 10] for the viscous
contact discontinuity, and the reference therein. However, the stability of the superposition of several
wave patterns is more complicated and challenging due to the fact that the stability analysis essentially
depends on the underlying properties of basic wave pattern and these frameworks are not compatible
with each other. Besides, the wave interaction between different families of wave patterns is complicated.
Recently, Huang-Matsumura in [5] showed that the superposition of the two viscous shock profiles for the
Navier-Stokes system (1.1) is asymptotically stable without the zero initial mass condition. This result
was extended in [4] to the combination of viscous contact discontinuity with rarefaction waves by deriving
new estimates on the heat kernel. The time-asymptotic stability of other cases is still open!
It is noted that all results mentioned above are concerned with the small perturbation around the
viscous wave pattern. In another word, they are “local” stability. A nature problem is, whether or
not these basic wave patterns and their linear superpositions are stable even for large perturbation.
This is equivalent to study the global stability of the viscous wave patterns to the system (1.1), which is
challenging because the nonlinear terms play leading role in the large solutions, while the linearized system
around wave patterns is essential for the local stability. Along this direction, Nishihara-Yang-Zhao in [23]
first proved the rarefaction waves for the system (1.1) are stable with “partially” large perturbation with
the condition that the adiabatic exponent γ is closing enough to “1”. Precisely speaking, the amplitude
of initial perturbation is reciprocal to γ − 1. That is, γ − 1 is smaller, the perturbation around the
rarefaction wave can be larger. This result is extended by Huang-Zhao in [10] to the case of single viscous
contact wave and the combination of viscous contact wave and rarefaction waves for a free boundary
value problem, and further by Hong in [3] for the Cauchy problem. Note that the condition on γ plays
essential role in [3, 10, 23], however, it is not natural in the physical setting. The main aim of this paper
is to remove the non-physical condition of the adiabatic exponent γ.
Before stating the main results, we first recall the viscous contact wave (V, U,Θ) for the compressible
Navier-Stokes system (1.1) introduced in [8]. For the Riemann problem (1.3)-(1.4), it is known that the
2
contact discontinuity solution takes the form
(V˜ , U˜ , Θ˜)(x, t) =
{
(v−, u−, θ−), x < 0, t > 0,
(v+, u+, θ+), x > 0, t > 0,
(1.5)
provide that
u− = u+, p− ,
Rθ−
v−
= p+ ,
Rθ+
v+
. (1.6)
We assume that u− = u+ = 0 without loss of generality. Due to the effect of heat conductivity, the
contact discontinuity (V˜ , U˜ , Θ˜) is smoothed and behaves as a diffusion wave, called by ”viscous contact
wave”. The viscous contact wave (V, U,Θ) can be constructed as follows. Since the pressure for the
profile (V, U,Θ) is expected to be constant asymptotically, we set
RΘ
V
= p+,
which indicates the leading part of the energy equation (1.1)3 is
cνΘt + p+Ux = κ
(
Θx
V
)
x
. (1.7)
The equation (1.7) and (1.1)1 lead to a nonlinear diffusion equation,
Θt = a
(
Θx
Θ
)
x
, Θ(±∞, t) = θ±, a = κp+(γ − 1)
γR2
> 0, (1.8)
which has a unique self-similar solution Θ(x, t) = Θ(ξ), ξ = x√
1+t
due to [2]. Furthermore, Θ(ξ) is a
monotone function, increasing if θ+ > θ− and decreasing if θ+ < θ−. On the other hand, there exists
some positive constant δ, such that for δ = |θ+ − θ−|, Θ satisfies
(1 + t)|Θxx|+ (1 + t) 12 |Θx|+ |Θ− θ±| = O(1)δe−
c1x
2
1+t as |x| → ∞, (1.9)
where c1 is positive constant depending only on θ±. Once Θ is determined, the contact wave profile
(V, U,Θ)(x, t) is then defined as follows:
V =
R
p+
Θ, U =
κ(γ − 1)
γR
Θx
Θ
, Θ = Θ. (1.10)
The contact wave (V, U,Θ)(x, t) solves the compressible Navier-Stokes system (1.1) time asymptotically,
that is, 
Vt − Ux = 0,
Ut +
(
RΘ
V
)
x
= µ
(
Ux
V
)
x
+R1,
cνΘt + p(V,Θ)Ux =
(
κ
Θx
V
)
x
+ µ
U2x
V
+R2,
(1.11)
where
R˜1 = Ut − µ
(
Ux
V
)
x
, R˜2 = −µU
2
x
V
. (1.12)
We first study the global stability of single viscous contact wave (V, U,Θ) for arbitrary γ > 1. For
this, we put the perturbation (φ, ψ, ζ)(x, t) by
(φ, ψ, ζ)(x, t) = (v − V, u− U, θ −Θ)(x, t). (1.13)
The precise statement of the first result is
3
Theorem 1.1 (Viscous contact wave) For any given left end state (v−, u−, θ−), suppose that the
right end state (v+, u+, θ+) satisfies (1.6). Let (V, U,Θ) be the viscous contact wave defined in (1.10)
with strength δ = |θ+ − θ−|. There exist a function m(δ) satisfying m(δ) → +∞, as δ → 0 and a small
constant δ0 such that if δ < δ0 and the initial data satisfies{
v0(x), θ0(x) ≥ m−10 , m0 =: m(δ0),
‖(v0(x) − V (x, 0), u0(x)− U(x, 0), θ0(x)−Θ(x, 0))‖H1(R) ≤ m0,
(1.14)
then the Cauchy problem (1.1)-(1.2) admits a unique global solution (v, u, θ) satisfying
(v − V, u− U, θ −Θ)(x, t) ∈ C((0,+∞);H1(R));
(v − V )x(x, t) ∈ L2(0,+∞;L2
(
R)
)
;
(u− U, θ −Θ)x(x, t) ∈ L2
(
0,+∞;H1(R)).
Furthermore,
lim
t→+∞
sup
x∈R
|(v − V, u− U, θ −Θ)(x, t)| = 0. (1.15)
Remark 1 Theorem 1.1 means that if the strength of contact wave is smaller, the initial perturbation
can be larger. In particular, when δ = 0, that is, the asymptotic state is a constant one (v¯, u¯, θ¯) instead of
a wave pattern, then for any initial data (v0 − v¯, u0 − u¯, θ0 − θ¯)(x) ∈ H1(R), there always exists a small
constant δ0 such that (1.14) holds, in which the second term is replaced by ‖(v0(x)− v¯, u0(x)− u¯, θ0(x)−
θ¯)‖H1(R) ≤ m0. This coincides with the one in Li-Liang [17].
Remark 2 Theorem 1.1 holds for any γ > 1 and thus removes the condition that γ is close to 1 in
Nishihara-Yang-Zhao [23] and also in [3, 10].
When the relation (1.6) fails, the basic theory of hyperbolic systems of conservation laws implies
that for any given constant state (v−, u−, θ−) with v− > 0, θ− > 0 and u− ∈ R, there exists a suitable
neighborhood Ω(v−, u−, θ−) of (v−, u−, θ−) such that for any (v+, u+, θ+) ∈ Ω(v−, u−, θ−), the Riemann
problem of the Euler system (1.3), (1.4) has a unique solution. In this paper, we only consider the case
of the superposition of the viscous contact wave and rarefaction waves with
(v+, u+, θ+) ∈ R1CR3(v−, u−, θ−) ⊂ Ω(v−, u−, θ−), (1.16)
where
R1CR3(v−, u−, θ−) ,
{
(v, u, θ) ∈ Ω(v−, u−, θ−)
∣∣∣∣∣s 6= s−,
u ≥ u− −
∫ e γ−1Rγ (s−−s)v
v−
λ−(η, s−)dη, u ≥ u− −
∫ v
e
γ−1
Rγ
(s−−s)v−
λ+(η, s)dη
}
and
s =
R
γ − 1 ln
Rθ
A
+R ln v, s± =
R
γ − 1 ln
Rθ±
A
+R ln v±, λ±(v, s) = ±
√
Aγv−γ−1e
γ−1
R s.
By the standard argument (e.g. [24]), there exists a unique pair of points (vm− , u
m, θm− ) and (v
m
+ , u
m, θm+ )
in Ω(v−, u−, θ−) satisfying
Rθm−
vm−
=
Rθm+
vm+
, pm,
the points (vm− , u
m, θm− ) and (v
m
+ , u
m, θm+ ) belong to the 1-rarefaction wave curve R−(v−, u−, θ−) and the
3-rarefaction wave curve R+(v+, u+, θ+), respectively, where
R±(v±, u±, θ±) =
{
(v, u, θ)
∣∣∣∣∣s = s±, u = u± −
∫ v
v±
λ±(η, s±)dη, v > v±
}
.
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Without loss of generality, we assume um = 0 in what follows. The 1-rarefaction wave (vr−, u
r
−, θ
r
−)(
x
t )
(respectively the 3-rarefaction wave (vr+, u
r
+, θ
r
+)(
x
t )) connecting (v−, u−, θ−) and (v
m
− , 0, θ
m
− ) (respectively
(vm+ , 0, θ
m
+ ) and (v+, u+, θ+)) is the weak solution of the Riemann problem of the Euler system (1.3) with
the following initial Riemann data
(v±, u±, θ±)(x, 0) =
{
(vm± , 0, θ
m
± ), ±x < 0,
(v±, u±, θ±), ±x > 0. (1.17)
Since the rarefaction wave (vr±, u
r
±, θ
r
±) are weak solutions, it is convenient to construct approximate
rarefaction wave which is smooth. Motivated by [21], the smooth solutions of Euler system (1.3),
(V r±, U
r
±,Θ
r
±), which approximate (v
r
±, u
r
±, θ
r
±), are given by
λ±(V r±(x, t), s±) = w±(x, t),
U r± = u± −
∫ V r±(x,t)
v±
λ±(η, s±)dη,
Θr± = θ±(v±)
γ−1(V r±)
1−γ ,
(1.18)
where w− (respectively w+) is the solution of the initial problem for the typical Burgers equation:{
wt + wwx = 0, (x, t) ∈ R× (0,∞),
w(x, 0) =
wr + wl
2
+
wr − wl
2
tanhx,
(1.19)
with wl = λ−(v−, s−), wr = λ−(vm− , s−) (respectively wl = λ+(v
m
+ , s+), wr = λ+(v+, s+)).
Let (V cd, U cd,Θcd)(x, t) be the viscous contact wave constructed in (1.8) and (1.10) with (v±, u±, θ±)
replaced by (vm± , 0, θ
m
± ), respectively.
To describe the strengths of the viscous contact wave and rarefaction waves for later use, we set
δr1 = |vm− − v−|+ |0− u−|+ |θm− − θ−|, δcd = |θm+ − θm− |,
δr3 = |vm+ − v+|+ |0− u+|+ |θm+ − θ+|
and δ = min(δr1 , δcd, δr3). If
δr1 + δcd + δr3 ≤ Cδ, as δr1 + δcd + δr3 → 0 (1.20)
holds for a positive constant C, we call the strengths of the wave patterns “small with the same order”.
In this case, we have
δr1 + δcd + δr3 ≤ C|(v+ − v−, u+ − u−, θ+ − θ−, )|. (1.21)
In what follows, we always assume (1.20). We define VU
Θ
 (x, t) =
 V cd + V r− + V r+U cd + U r− + U r+
Θcd +Θr− +Θ
r
+
 (x, t) −
 vm− + vm+0
θm− + θ
m
+
 , (1.22)
and
(φ, ψ, ζ)(x, t) = (v − V, u− U, θ −Θ)(x, t).
The precise statement of the second result is
Theorem 1.2 (Composite waves) For any given left end state (v−, u−, θ−), let (V, U,Θ) be defined
in (1.22) with strength satisfying (1.20). Then there exists a function m(δ) satisfying m(δ) → +∞, as
δ → 0 and a small constant δ0 , such that if |(v+ − v−, u+ − u−, θ+ − θ−)| < δ0 and the initial data
satisfies {
v0(x), θ0(x) ≥ m−10 , m0 =: m(δ0),
‖(v0(x) − V (x, 0), u0(x)− U(x, 0), θ0(x)−Θ(x, 0))‖H1(R) ≤ m0,
(1.23)
then the Cauchy problem (1.1)-(1.2) admits a unique global solution (v, u, θ) satisfying
(v − V, u− U, θ −Θ)(x, t) ∈ C((0,+∞);H1(R));
5
(v − V )x(x, t) ∈ L2(0,+∞;L2
(
R)
)
;
(u− U, θ −Θ)x(x, t) ∈ L2
(
0,+∞;H1(R)),
and
lim
t→+∞
sup
x∈R
|(v − V, u− U, θ −Θ)(x, t)| = 0, (1.24)
where the (vr−, u
r
−, θ
r
−)(x, t) and (v
r
+, u
r
+, θ
r
+)(x, t) are the 1-rarefaction and 3-rarefaction waves uniquely
determined by (1.3), (1.17), respectively.
Remark 3 By (iv) of Lemma 2.5, Theorem 1.2 implies
lim
t→+∞
sup
x∈R

|(v − vr− − V cd − vr+ + vm− + vm+ )(x, t)|
|(u− U cd − ur− − ur+)(x, t)|
|(θ − θr− −Θcd − θr+ + θm− + θm+ )(x, t)|
 = 0.
We now explain the main strategy of this paper. It is noted that in [3, 10, 23], the smallness of γ − 1
is used to control the lower and upper bound of the absolute temperature θ. To remove the smallness
condition of γ − 1, the key point is to derive the uniform bound of θ, which is also closely related to
the uniform bound of the specific volume v. Motivated by [11, 15, 17], we first obtain the basic energy
estimate (see Lemma 3.1), which is independent of the time t, with the help of the new estimates on
the heat kernel developed in [4], provided the strengths of the waves are suitable small. It should be
emphasized that the basic energy estimate is nontrivially obtained, while it is trivial for the case of small
initial perturbation or the far-field condition being a constant one (v¯, u¯, θ¯). In fact, we essentially use the
structure of wave patterns to control the terms involving the derivative of perturbation around the wave
patterns. Secondly, the specific volume v is shown uniformly bounded from below and above with respect
to space and time through delicate analysis based on the basic energy estimate and a cut-off technique.
Finally, we manipulate some weighted estimates on the perturbation around the wave patterns to derive
the uniform bound of θ. We remark that the underlying structures of viscous contact wave and rarefaction
waves are essentially used throughout the whole proof, and the idea may not be valid for shock wave
whose structure is quite different from those of viscous contact wave and rarefaction waves.
This paper is organized as follows. In the next section, we collect some useful lemmas and fundamental
facts concerning the viscous contact wave as well as rarefaction waves. The main proof of Theorem 1.1
and 1.2 are completed in Section 3 and 4, respectively.
Notations. Throughout this paper, generic positive constants are denoted by c and C without con-
fusion. For function spaces, Lp(Ω), 1 ≤ p ≤ ∞ denotes the usual Lebesgue space on Ω ⊂ R = (−∞,∞)
with its norm given by
‖f‖Lp(Ω) :=
(∫
Ω
|f(x)|pdx
) 1
p
, 1 ≤ p <∞, ‖ f ‖L∞(Ω):= ess.supΩ|f(x)|.
Hk(Ω) denotes the kth order Sobolev space with its norm
‖f‖Hk(Ω) :=
 k∑
j=0
‖ ∂jxf ‖2 (Ω)

1
2
, when ‖ · ‖=‖ · ‖L2(Ω) .
The domain Ω will be often abbreviated without confusion.
6
2 Preliminaries
The properties of the viscous contact wave (V, U,Θ) defined by (1.10) are useful in the following sections.
Lemma 2.1 Assume that δ = |θ+ − θ−| ≤ δ0 for a small positive constant δ0. Then the viscous contact
wave (V, U,Θ) defined by (1.10) has the following properties:
(1)
|V − v±|+ |Θ− θ±| ≤ O(1)δe−
c1x
2
1+t ,
(2)
|∂kxV |+ |∂k−1x U |+ |∂kxΘ| ≤ O(1)δ(1 + t)−
k
2 e−
c1x
2
1+t , k ≥ 1.
Therefore, we have
R˜1 = O(1)δ(1 + t)
− 32 e−
c1x
2
1+t , R˜2 = O(1)δ(1 + t)
−2e−
c1x
2
1+t . (2.1)
The following two lemmas play important roles to obtain the basic energy estimate, the proofs can
be found in [4], we omit them for brevity.
Lemma 2.2 For 0 < T ≤ +∞, suppose that h(x, t) satisfies
h ∈ L∞(0, T ;L2(R)), hx ∈ L2(0, T ;L2(R)), ht ∈ L2(0, T ;H−1(R)).
Then ∫ T
0
∫
h2w2dxdt ≤ 4π‖h(0)‖2 + 4πα−1
∫ T
0
‖hx‖2dt+ 8α
∫ T
0
< ht, hg
2 >H−1×H1 dt (2.2)
for α > 0, and
w(x, t) = (1 + t)−
1
2 exp
(
− αx
2
1 + t
)
, g(x, t) =
∫ x
−∞
w(y, t)dy.
Lemma 2.3 For α ∈ (0, c14 ] and w defined in Lemma 2.2, there exists some positive constant C depending
on α, such that the following estimate holds∫ t
0
∫
(φ2 + ψ2 + ζ2)w2dxds ≤ C
(
1 +
∫ t
0
∫
(φ2x + ψ
2
x + ζ
2
x)dxds
)
. (2.3)
Next, we state the following properties of the solution to the problem (1.19) due to [21].
Lemma 2.4 For given wl ∈ R and w¯ > 0, let wr ∈ {0 < w˜ , w − wl < w¯}. Then the problem (1.19)
has a unique smooth global solution in time satisfying the following properties.
(i) wl < w(x, t) < wr, wx > 0 (x ∈ R, t > 0).
(ii) For p ∈ [1,∞], there exists some positive constant C = C(p, wl, w¯) such that for w˜ ≧ 0 and t ≧ 0,
‖wx(t)‖Lp ≤ Cmin{w˜, w˜1/pt−1+1/p}, ‖wxx(t)‖Lp ≤ Cmin{w˜, t−1}.
(iii) If wl > 0, for any (x, t) ∈ (−∞, 0]× [0,∞),
|w(x, t) − wl| ≤ w˜e−2(|x|+wlt), |wx(x, t)| ≤ 2w˜e−2(|x|+wlt).
(iv) If wr < 0, for any (x, t) ∈ [0,∞)× [0,∞),
|w(x, t) − wr | ≤ w˜e−2(x+|wr|t), |wx(x, t)| ≤ 2w˜e−2(x+|wr|t).
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(v) For the Riemann solution wr(x/t) of the scalar equation (1.19) with the Riemann initial data
w(x, 0) =
{
wl, x < 0,
wr, x > 0,
we have
lim
t→+∞
sup
x∈R
|w(x, t) − wr(x/t)| = 0.
Finally, we divide R× (0, t) into three parts, that is R× (0, t) = Ω− ∪ Ωc ∪ Ω+ with
Ω± =
{
(x, t)
∣∣± 2x > ±λ±(vm± , s±)t},
and
Ωc =
{
(x, t)
∣∣λ−(vm− , s−)t ≤ 2x ≤ λ+(vm+ , s+)t}.
Then Lemma 2.1 and Lemma 2.4 lead to
Lemma 2.5 For any given left end state (v−, u−, θ−), we assume that (1.16) and (1.20) hold. Then the
smooth rarefaction waves (V r±, U
r
±,Θ
r
±) constructed in (1.18) and the viscous contact wave (V
cd, U cd,Θcd)
constructed in (1.10) satisfying the following:
(i) (U r±)x ≥ 0, (x ∈ R, t > 0).
(ii) For p ∈ [1,∞], there exists a positive constant C = C(v−, u−, θ−, δ) such that for δ satisfying (1.20),
‖((V r±)x, (U r±)x, (Θr±)x)(t)‖Lp ≤ Cmin{δ, δ1/pt−1+1/p}
and
‖((V r±)xx, (U r±)xx, (Θr±)xx)(t)‖Lp ≤ Cmin{δ, t−1}.
(iii) There exists a positive constant C = C(v−, u−, θ−, δ) such that for
c0 =
1
10
min
{
|λ−(vm− , s−)|, λ+(vm+ , s+), c1λ2−(vm− , s−), c1λ2+(vm+ , s+), 1
}
,
we have in Ωc
(U r±)x + |(V r±)x|+ |V r± − vm± |+ |(Θr±)x|+ |Θr± − θm± | ≤ Cδe−c0(|x|+t),
and in Ω∓ { |V cd − vm∓ |+ |V cdx |+ |Θcd − θm∓ |+ |U cdx |+ |Θcdx | ≤ Cδe−c0(|x|+t),
(U r±)x + |(V r±)x|+ |V r± − vm± |+ |(Θr±)x|+ |Θr± − θm± | ≤ Cδe−c0(|x|+t).
(iv) For the rarefaction waves (vr±, u
r
±, θ
r
±)(x/t) determined by (1.3)(1.17), it holds
lim
t→+∞ supx∈R
∣∣(V r±, U r±,Θr±, )(x, t)− (vr±, ur±, θr±, )(x/t)∣∣ = 0.
3 Proof of Theorem 1.1
Substituting (1.11) into (1.1), (1.2) yields
φt − ψx = 0,
ψt + (p− p+)x = µ
(
ux
v
− Ux
V
)
x
− R˜1,
cνζt + pux − p+Ux = κ
(
θx
v
− Θx
V
)
x
+ µ
(
u2x
v
− U
2
x
V
)
− R˜2,
(φ, ψ, ζ)(x, 0) = (φ0, ψ0, ζ0)(x), x ∈ R.
(3.1)
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We shall prove Theorem 1.1 by the local existence and the a priori estimate. We look for the solution
(φ, ψ, ζ) in the solution space X([0,+∞)),
X([0, T ]) =
{
(φ, ψ, ζ)
∣∣∣v, θ ≥M−1, sup
0≤t≤T
‖(φ, ψ, ζ)‖H1 ≤M
}
for some 0 < T ≤ +∞, where the constants M will be determined later. Since the local existence of the
solution is well known (for example, see [6]), to prove the global existence part of Theorem 1.1, we only
need to establish the following a priori estimates.
Proposition 3.1 (A priori estimates) Assume that the conditions of Theorem 1.1 hold, then there
exists a positive constant δ0 such that if δ < δ0 and (φ, ψ, ζ) ∈ X([0, T ]),
sup
0≤t≤T
‖(φ, ψ, ζ)(t)‖2H1 +
∫ T
0
(‖φx‖2 + ‖(ψx, ζx)‖2H1)ds ≤ C0, (3.2)
where C0 denotes a constant depending only on µ, κ, R, cν , v±, u±, θ± and m0.
Once Proposition 3.1 is proved, we can extend the unique local solution (u, v, θ) which can be obtained
as in [6] to T =∞. Estimate (3.2) and the equations (3.1) (respectively (4.1)) imply that∫ +∞
0
(
‖(φx, ψx, ζx)(t)‖2 +
∣∣∣∣ ddt‖(φx, ψx, ζx)(t)‖2
∣∣∣∣) dt <∞, (3.3)
which, together with (3.2) and the Sobolev’s inequality, easily leads to the large time behavior of the
solutions, that is, (1.15) (resp. (1.24)).
Proposition 3.1 will be finished by the following lemmas. First, we give the basic energy estimate,
which is nontrivially obtained, compared with the case of small initial perturbation or the far-field con-
dition being a constant one (v¯, u¯, θ¯).
Lemma 3.1 There exist some positive constant C0 and δ0 such that if δ < δ0, it holds that∥∥∥(ψ,√Φ( v
V
)
,
√
Φ
(
θ
Θ
))
(t)
∥∥∥2 + ∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds ≤ C0. (3.4)
Proof : The proof of the Lemma 3.1 consists of two steps.
Step 1. Similar to [6], multiplying (1.1)1 by −RΘ(v−1 − V −1), (1.1)2 by ψ and (1.1)3 by ζθ−1,
then adding the resulting equations together, we get(
ψ2
2
+RΘΦ
( v
V
)
+ cνΘΦ
(
θ
Θ
))
t
+
µΘ
θv
ψ2x +
κΘ
θ2v
ζ2x +Hx +Q = −ψR˜1 −
ζ
θ
R˜2 (3.5)
with
Φ(z) = z − ln z − 1, z > 0
and
H = (p− p+)ψ − µ
(
ux
v
− Ux
V
)
ψ − κζ
θ
(
θx
v
− Θx
V
)
, (3.6)
Q = p+Φ
(
V
v
)
Ux +
p+
γ − 1Φ
(
Θ
θ
)
Ux + µ
(
1
v
− 1
V
)
ψxUx
−ζ
θ
(p+ − p)Ux − κΘx
θ2v
ζζx − κΘΘx
θ2vV
ζxφ+
κΘ2x
θ2vV
ζφ
−2µUx
θv
ψxζ +
µU2x
θvV
ζφ.
(3.7)
Since
Q ≤ µΘ
4θv
ψ2x +
κΘ
4θ2v
ζ2x + C(M)(φ
2 + ζ2)(|Ux|+Θ2x), (3.8)
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where C(M) denotes a constant depending on M . Recalling Lemma 2.1, we have∣∣∣∣∫ t
0
∫
R˜1ψdxds
∣∣∣∣ ≤ O(1)δ ∫ t
0
∫
(1 + s)−3/2e−
c1x
2
1+s |ψ|dxds
≤ O(1)δ
∫ t
0
(1 + s)−5/4‖ψ‖ds
≤ O(1)δ
∫ t
0
(1 + s)−5/4‖ψ‖2ds+O(1)δ
(3.9)
and ∣∣∣∣∫ t
0
∫
R˜2
ζ
θ
dxds
∣∣∣∣ ≤ C(M)δ ∫ t
0
(1 + s)−7/4
∥∥∥∥∥
√
Φ
(
θ
Θ
)∥∥∥∥∥
2
ds+ C(M)δ. (3.10)
Then integrating (3.5) over R× (0, t), choosing α = c14 in Lemma 2.2 and δ suitable small, it follows from
Lemma 2.2-2.3 and Gronwall’s inequality that
∥∥∥(ψ,√Φ( v
V
)
,
√
Φ
(
θ
Θ
))
(t)
∥∥∥2 + ∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds
≤ C0 + C(M)δ
∫ t
0
∫
(1 + s)−1(φ2 + ζ2)e−
c1x
2
1+s dxds
≤ C0 + C(M)δ
∫ t
0
∫
θφ2x
v3
dxds.
(3.11)
Step 2. Following [22], we introduce a new variable v˜ =
v
V
. Then (3.1)2 can be rewritten by the
new variable as (
µ
v˜x
v˜
− ψ
)
t
− px = R˜1. (3.12)
Multiplying (3.12) by
v˜x
v˜
, we have
(
µ
2
(
v˜x
v˜
)2
− ψ v˜x
v˜
)
t
+
(
ψ
v˜t
v˜
)
x
+
Rθ
v
(
v˜x
v˜
)2
− R
v
ζx
v˜x
v˜
+
Rθ
v
(
1
Θ
− 1
θ
)
Θx
v˜x
v˜
=
ψ2x
v
+ ψxUx
(
1
v
− 1
V
)
+ R˜1
v˜x
v˜
.
(3.13)
The Cauchy’s inequality yields that∣∣∣∣Rv ζx v˜xv˜
∣∣∣∣ + ∣∣∣∣ψxUx(1v − 1V
)∣∣∣∣+ ψ2xv
≤ Rθ
4v
(
v˜x
v˜
)2
+ C(M)
(
ζ2x
θ2v
+
ψ2x
θv
)
+ C(M)φ2U2x ,
(3.14)
and ∣∣∣∣Rθv
(
1
Θ
− 1
θ
)
Θx
v˜x
v˜
∣∣∣∣+ ∣∣∣∣R˜1 v˜xv˜
∣∣∣∣
≤ Rθ
4v
(
v˜x
v˜
)2
+ C(M)(ζ2Θ2x + R˜
2
1).
(3.15)
Note that
φ2x
2v2
− C(M)φ2Θ2x ≤
(
v˜x
v˜
)2
≤ φ
2
x
v2
+ C(M)φ2Θ2x.
10
Integrating (3.13) over R× (0, t), we have∫
φ2x
v2
dx+
∫ t
0
∫
θφ2x
v3
dxds ≤ C0 + C‖ψ‖2
+C(M)δ2
∥∥∥∥
√
Φ
( v
V
)∥∥∥∥2 + C(M)∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds
+C(M)
∫ t
0
∫
(φ2 + ζ2)(U2x +Θ
2
x)dxds.
(3.16)
By Lemma 2.3, (3.11) and choosing δ suitable small, we have∫
φ2x
v2
dx+
∫ t
0
∫
θφ2x
v3
dxds ≤ C0 + C(M)
∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds. (3.17)
Then the proof of Lemma 3.1 is completed by substituting (3.17) into (3.11), and choosing δ suitable
small. 
In Lemma 3.1, the smallness of δ is used to guarantee that the basic energy (3.4) is only bounded by
the initial data. Based on the basic energy estimate, we shall show the specific volume v and the absolute
temperature θ are uniformly bounded from below and above, which in turn decides how small for δ. That
is why need the initial condition (1.14). To prove Theorem 1.1, we first try to get the uniform bound of
v(x, t). We have
Lemma 3.2 Let α1, α2 be the two positive roots of the equation y − ln y − 1 = C0 and the constant C0
be the same in (3.4). Then
α1 ≤
∫ k+1
k
v˜(x, t)dx,
∫ k+1
k
θ˜(x, t)dx ≤ α2, t ≥ 0, (3.18)
and for each t ≥ 0 there are points ak(t), bk(t) ∈ [k, k + 1] such that
α1 ≤ v˜(ak(t), t), θ˜(bk(t), t) ≤ α2, t ≥ 0, (3.19)
where k = 0,±1,±2, · · · .
Proof : From (3.4), we see that∫ k+1
k
(v˜(x, t)− ln v˜(x, t)− 1)dx,
∫ k+1
k
(θ˜(x, t)− ln θ˜(x, t)− 1)dx ≤ C0, (3.20)
where v˜ = vV , θ˜ =
θ
Θ , and k = 0,±1,±2, · · · . If we apply Jessen’s inequality to the convex function
y − ln y − 1 = C0, we obtain∫ k+1
k
v˜(x, t)dx − ln
∫ k+1
k
v˜(x, t)dx − 1,
∫ k+1
k
θ˜(x, t)dx − ln
∫ k+1
k
θ˜(x, t)dx − 1 ≤ C0,
which gives
α1 ≤
∫ k+1
k
v˜(x, t)dx,
∫ k+1
k
θ˜(x, t)dx ≤ α2,
where α1, α2 are two positive roots of the equation y − ln y − 1 = C0. Moreover, in view of mean value
theorem, for each t ≥ 0, there are points ak(t), bk(t) ∈ [k, k + 1] such that
0 < α1 ≤ v˜(ak(t), t), θ˜(bk(t), t) ≤ α2, t ≥ 0. (3.21)

The following Lemma can be found in Jiang [11] Lemma 2.3.
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Lemma 3.3 For each x ∈ [k.k + 1], k = 0,±1,±2, · · · , it follows from (1.1)2 that
v(x, t) = B(x, t)Y (t) +
R
µ
∫ t
0
B(x, t)Y (t)
B(x, s)Y (s)
θ(x, s)ds, (3.22)
where
B(x, t) = v0(x) exp
(
1
µ
∫ +∞
x
(
u0(y)− u(y, t)
)
β(y)dy
)
, (3.23)
Y (t) = exp
(
1
µ
∫ t
0
∫ k+2
k+1
σ(y, s)dyds
)
, (3.24)
σ(x, t) =
(
µ
ux
v
−Rθ
v
)
(x, t), (3.25)
and
β(x) =

1, x ≤ k + 1,
k + 2− x, k + 1 ≤ x ≤ k + 2,
0, x ≥ k + 2.
(3.26)
By Cauchy’s inequality and (3.4), we have
B(C0) ≤ B(x, t) ≤ B(C0), ∀x ∈ [k, k + 1], t ≥ 0, (3.27)
where B(C0), B(C0) are two constants depending on C0.
Lemma 3.4 There are two positive constants v(C0), v¯(C0) such that
v(C0) ≤ v(x, t) ≤ v¯(C0), ∀x ∈ R, t ≥ 0, (3.28)
where v(C0), v¯(C0) depending on C0, independent of x, t.
Proof : From now on, we always assume that θ− < θ+ for convenient. So from the properties of viscous
contact wave, we have θ− < Θ(x, t) < θ+ and v− < V (x, t) < v+. For each t ≥ 0, there exists at least
one point x = xk+1(t) ∈ [k + 1, k + 2] such that
inf
x∈[k+1,k+2]
θ˜(x, t) = θ˜(xk+1(t), t).
By Cauchy’s inequality, (3.4), (3.18), and choosing δ suitable small, we see that∣∣∣∣∣
∫ t
s
∫ xk+1(τ)
bk+1(τ)
θ˜y
θ˜
(y, τ)dydτ
∣∣∣∣∣ =
∣∣∣∣∣
∫ t
s
∫ xk+1(τ)
bk+1(τ)
(
ζy
θ
− ζΘy
θΘ
)
dydτ
∣∣∣∣∣
≤
∫ t
s
(∫ k+2
k+1
ζ2x
θ2v
dx
) 1
2
(∫ k+2
k+1
vdx
) 1
2
dτ +
∫ t
s
∫ k+2
k+1
∣∣∣∣ζΘxθΘ
∣∣∣∣ dxdτ
≤
∫ t
s
(∫ k+2
k+1
ζ2x
θ2v
dx
) 1
2 (
v+α2
) 1
2 dτ + C(M)
∫ t
s
(∫ k+2
k+1
ζ2Θ2xdx
) 1
2
dτ
≤ C
(∫ t
s
∫
ζ2x
θ2v
dydτ
) 1
2 √
t− s+ C(M)
(∫ t
s
∫
ζ2Θ2xdxdτ
) 1
2 √
t− s
≤ C0
√
t− s.
(3.29)
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We apply Jessen’s inequality to the convex function ex, and utilize (3.4), (3.19), (3.29) to obtain that for
t ≥ s ≥ 0, ∫ t
s
inf
x∈[k+1,k+2]
θ˜(·, τ)dτ =
∫ t
s
θ˜(xk+1(τ), τ)dτ =
∫ t
s
exp
(
log θ˜(xk+1(τ), τ)
)
dτ
≥ (t− s) exp
(
1
t− s
∫ t
s
log θ˜(xk+1(τ), τ)dτ
)
= (t− s) exp
(
1
t− s
∫ t
s
[
log
θ˜(xk+1(τ), τ)
θ˜(bk+1(τ), τ)
+ log θ˜(bk+1(τ), τ)
]
dτ
)
= (t− s) exp
(
1
t− s
∫ t
s
[∫ xk+1(τ)
bk+1(τ)
θ˜y
θ˜
dy + log θ˜(bk+1(τ), τ)
]
dτ
)
≥ (t− s) exp
(
logα1 − 1
t− s
∣∣∣∣∣
∫ t
s
∫ xk+1(τ)
bk+1(τ)
θ˜y
θ˜
dydτ
∣∣∣∣∣
)
≥ C(t− s)e−
C0√
t−s .
(3.30)
Noticing that θ− ≤ Θ ≤ θ+, so we have
−
∫ t
s
inf
x∈[k+1,k+2]
θ(·, τ)dτ ≤
{
0, 0 ≤ t− s ≤ 1,
−C0(t− s), t− s ≥ 1. (3.31)
Applying Cauchy’s inequality and Jessen’s inequality for the function 1x(x > 0), using (3.4), (3.31), and
noting that {
C0, 0 ≤ t− s ≤ 1,
C0 − t−sC0 , t− s ≥ 1
≤ C0 − t− s
C0
, t ≥ s ≥ 0, (3.32)
we obtain∫ t
s
∫ k+2
k+1
σ(x, τ)dxdτ =
∫ t
s
∫ k+2
k+1
(
µ
ψx
v
−Rθ
v
+ µ
Ux
v
)
(x, τ)dxdτ
≤ C
∫ t
s
∫ k+2
k+1
ψ2x
θv
dxdτ − R
2
∫ t
s
∫ k+2
k+1
θ
v
dxdτ + µ
∫ t
s
∫ k+2
k+1
Ux
v
dxdτ
≤ C0 − R
2
∫ t
s
inf
x∈[k+1,k+2]
θ
(∫ k+2
k+1
v−1dx
)
dτ + C(M)
(∫ t
s
∫ k+2
k+1
U2xdxdτ
) 1
2
(t− s) 12
≤ C0 − R
2
∫ t
s
inf
x∈[k+1,k+2]
θ
(∫ k+2
k+1
vdx
)−1
dτ + C(M)δ(t− s) 12
≤ C0 − R
2α2v+
∫ t
s
inf
x∈[k+1,k+2]
θdτ + C(t− s) 12
≤ C0 − t− s
C0
.
(3.33)
It follows from the definition of Y (t) and (3.33) that
0 ≤ Y (t) ≤ C0e−t/C0, Y (t)
Y (s)
≤ C0e−(t−s)/C0 , (3.34)
which, together with (3.22) and (3.27), gives,
v(x, t) ≤ C0 + C0
∫ t
0
θ(x, s)e−(t−s)/C0ds. (3.35)
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On the other hand, we have
|θ˜ 12 (x, t)− θ˜ 12 (bk(t), t)| ≤
∫ k+1
k
θ˜−
1
2 |θ˜x|dx ≤
∫ k+1
k
(
Θ
θ
) 1
2
(∣∣∣∣ζxΘ
∣∣∣∣+ ∣∣∣∣ζΘxΘ2
∣∣∣∣) dx
≤ θ−
1
2−
∫ k+1
k
|ζx|√
θ
dx+ C(M)
∫ k+1
k
|ζΘx|dx
≤ θ−
1
2−
(∫ k+1
k
ζ2x
θ2v
dx
) 1
2
(∫ k+1
k
θvdx
) 1
2
+ C(M)
(∫ k+1
k
ζ2Θ2xdx
) 1
2
≤ θ−
1
2−
(∫ k+1
k
ζ2x
θ2v
dx
) 1
2
(∫ k+1
k
θdx
) 1
2
max
x∈[k,k+1]
v(·, t) 12 + C(M)
(∫ k+1
k
ζ2Θ2xdx
) 1
2
≤
√
α2θ+
θ−
(∫
ζ2x
θ2v
dx
) 1
2
max
x∈[k,k+1]
v(·, t) 12 + C(M)
(∫
ζ2Θ2xdx
) 1
2
for x ∈ [k, k + 1]
(3.36)
and k = 0, ±1, ±2, · · · , which, along with (3.19), leads to
α1θ−
3
− α2
θ2+
θ−
(∫
R
ζ2x
θ2v
)
max
x∈R
v(·, t)− C(M)
∫
R
ζ2Θ2x
≤ θ(x, t) ≤ 3α2θ+ + 3α2
θ2+
θ−
(∫
R
ζ2x
θ2v
)
max
x∈R
v(·, t) + C(M)
∫
R
ζ2Θ2x, ∀x ∈ R.
(3.37)
Hence, substituting (3.37) into (3.35), applying Gronwall’s inequality and (3.4), one has,
v(x, t) ≤ C0, ∀x ∈ R, t ≥ 0. (3.38)
Integrating (3.22) over [k, k + 1] with respect to x, we obtain
v−α1 ≤ C0e−t/C0 + C0
∫ t
0
Y (t)
Y (s)
∫ k+1
k
θ(x, s)dxds
≤ C0e−t/C0 + C0
∫ t
0
Y (t)
Y (s)
ds.
(3.39)
This directly yields that ∫ t
0
Y (t)
Y (s)
ds ≥ C0 − C0e−t/C0 . (3.40)
From (3.4),(3.22), (3.37), (3.38) and (3.40), and choosing δ suitable small, we have
v(x, t) ≥ C0
∫ t
0
Y (t)
Y (s)
θ(x, s)ds
≥ C0
∫ t
0
Y (t)
Y (s)
ds− C0
(∫ t/2
0
+
∫ t
t/2
)
Y (t)
Y (s)
∫
ζ2x
θ2v
dxds
−C(C0,M)
∫ t
0
∫
ζ2Θ2xdxds
≥ C0 − C1(C0)e−t/C0 − C0e−t/2C0
∫ t
0
∫
ζ2x
θ2v
dxds − C0
∫ t
t/2
∫
ζ2x
θ2v
dxds
≥ C0/2, ∀x ∈ R, t ≥ T0,
(3.41)
where C1(C0) is some positive constant depending on C0, and T0, C0 are positive constants independent
of t.
Next we consider the lower bound of v(x, t) on [0, T ] for a positive constant T > 0. From [14], for any
x ∈ [k, k + 1], k = 0,±1,±2, · · · , it holds that
v(x, t) =
1
Y˜ (t)B˜(x, t)
(
v0(x) +
R
µ
∫ t
0
Y˜ (s)B˜(x, s)θ(x, s)ds
)
, (3.42)
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where
Y˜ (t) =
v0(ak(t))
v(ak(t), t)
exp
(
R
µ
∫ t
0
θ
v
(ak(t), s)ds
)
and
B˜(x, t) = exp
(
1
µ
∫ x
ak(t)
(
u0(y)− u(y, t)
)
dy
)
with ak(t) is the same as in (3.19). It follows from (3.42) that
Y˜ (t)v(x, t) =
1
B˜(x, t)
(
v0(x) +
R
µ
∫ t
0
Y˜ (s)B˜(x, s)θ(x, s)ds
)
. (3.43)
Integrating (3.43) over [k, k + 1] with respect to x, we obtain
α1v−Y˜ (t) ≤ C0 + C0
∫ t
0
Y˜ (s)
∫ k+1
k
θ(x, s)dxds
≤ C0 + C0
∫ t
0
Y˜ (s)ds,
(3.44)
which, together with the Gronwall’s inequality, yields
Y˜ (t) ≤ C(C0, T ).
Then from (3.42), one has
v(x, t) ≥ v0(x)
Y˜ (t)B˜(x, t)
≥ C(C0, T ), ∀x ∈ R,
which, together with (3.41) and (3.38), completes the proof of Lemma 3.4. 
Motivated by [17], we shall show the uniform bound of the absolute temperature θ from below and
above with respect to space and time. We have
Lemma 3.5 There exists some positive constants C0 such that for any given T > 0,
sup
0≤t≤T
∫
(ζ2 + ψ4)dx+
∫ T
0
∫
((θ + ψ2)ψ2x + ζ
2
x)dxdt ≤ C0. (3.45)
Proof : The proof of the Lemma 3.5 consists of the following steps.
Step 1. First, for t ≥ 0, and a > 1, denoting
Ωa(t) ,
{
x ∈ R
∣∣∣∣∣ θΘ(x, t) > a
}
= {x ∈ R|ζ(x, t) > (a− 1)Θ(x, t)}.
We derive from (3.4) that Ωa is bounded since
a|Ωa| < sup
0≤t≤T
∫
Ωa
θ
Θ
dx ≤ C(a) sup
0≤t≤T
∫
R
Φ
(
θ
Θ
)
dx ≤ C(a, C0). (3.46)
Next, multiplying (3.1)3 by (ζ − Θ)+ = max{ζ − Θ, 0}, then integrating the resulted equation over
R× [0, t], one has
cν
2
∫
(ζ −Θ)2+dx+ κ
∫ t
0
∫
Ω2
ζ2x
v
dxds =
cν
2
∫
(ζ0(x) −Θ(x, 0))2+dx
−
∫ t
0
∫
Rζ +RΘ
v
ψx(ζ −Θ)+dxds −
∫ t
0
∫
Rζ − p+φ
v
Ux(ζ −Θ)+dxds
+κ
∫ t
0
∫
Ω2
ζxΘx
V
dxds− κ
∫ t
0
∫
Ω2
φΘ2x
vV
dxds+ µ
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds
+2µ
∫ t
0
∫
ψxUx
v
(ζ −Θ)+dxds− µ
∫ t
0
∫
φU2x
vV
(ζ −Θ)+dxds
−
∫ t
0
∫
R˜2(ζ −Θ)+dxds− cν
∫ t
0
∫
∂tΘ(ζ −Θ)+dxds.
(3.47)
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We multiply (3.1)2 by 2ψ(ζ −Θ)+, and integrate the resulting equation over R× [0, t] to get∫
ψ2(ζ −Θ)+dx+ 2µ
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds =
∫
ψ20(x)(ζ0(x)−Θ(x, 0))+dx
+2
∫ t
0
∫
Rζ − p+φ
v
ψx(ζ −Θ)+dxds+ 2
∫ t
0
∫
Ω2
Rζ − p+φ
v
ψζxdxds
−2
∫ t
0
∫
Ω2
Rζ − p+φ
v
ψΘxdxds+ 2µ
∫ t
0
∫
φUx
vV
ψx(ζ −Θ)+dxds
−2µ
∫ t
0
∫
Ω2
ψψxζx
v
dxds + 2µ
∫ t
0
∫
Ω2
φψUx
vV
ζxdxds
+2µ
∫ t
0
∫
Ω2
ψψxΘx
v
dxds− 2µ
∫ t
0
∫
Ω2
φψ
vV
UxΘxdxds
−2
∫ t
0
∫
ψR˜1(ζ −Θ)+dxds+
∫ t
0
∫
Ω2
ψ2∂tζdxds−
∫ t
0
∫
Ω2
ψ2∂tΘdxds.
(3.48)
Adding (3.48) into (3.47), using (3.1)3, we have∫ (cν
2
(ζ −Θ)2+ + ψ2(ζ −Θ)+
)
dx + µ
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds + κ
∫ t
0
∫
Ω2
ζ2x
v
dxds
=
∫ (cν
2
(ζ0(x) −Θ(x, 0))2+ + ψ20(x)(ζ0(x)−Θ(x, 0))+
)
dx+
∫ t
0
∫
Rζ − 2p+φ−RΘ
v
ψx(ζ − Θ)+dxds
−
∫ t
0
∫
Rζ − p+φ
v
Ux(ζ −Θ)+dxds+ κ
∫ t
0
∫
Ω2
ζxΘx
V
dxds− κ
∫ t
0
∫
Ω2
φΘ2x
vV
dxds
+2µ
∫ t
0
∫
ψxUx
V
(ζ −Θ)+dxds− µ
∫ t
0
∫
φU2x
vV
(ζ −Θ)+dxds+ 2
∫ t
0
∫
Ω2
Rζ − p+φ
v
ψζxdxds
−2
∫ t
0
∫
Ω2
Rζ − p+φ
v
ψΘxdxds − 2µ
∫ t
0
∫
Ω2
ψψxζx
v
dxds+ 2µ
∫ t
0
∫
Ω2
φψUx
vV
ζxdxds
+2µ
∫ t
0
∫
Ω2
ψψxΘx
v
dxds − 2µ
∫ t
0
∫
Ω2
φψ
vV
UxΘxdxds− 2
∫ t
0
∫
ψR˜1(ζ −Θ)+dxds
−
∫ t
0
∫
R˜2(ζ −Θ)+dxds− cν
∫ t
0
∫
∂tΘ(ζ −Θ)+dxds −
∫ t
0
∫
Ω2
ψ2∂tΘdxds
+
µ
cν
∫ t
0
∫
Ω2
ψ2
(
ψ2x + 2ψxUx
v
− φU
2
x
vV
)
dxds− 1
cν
∫ t
0
∫
Ω2
ψ2R˜2dxds
− 1
cν
∫ t
0
∫
Ω2
ψ2
(
Rζ +RΘ
v
ψx +
Rζ − p+φ
v
Ux
)
dxds+
κ
cν
∫ t
0
∫
Ω2
ψ2
(
θx
v
− Θx
V
)
x
dxds
,
∫ (cν
2
(ζ0(x) −Θ(x, 0))2+ + ψ20(x)(ζ0(x)−Θ(x, 0))+
)
dx+
20∑
i=1
Ii.
(3.49)
We will estimate (3.49) term by term. Recalling (3.4), (3.28) and (3.46), it holds that
|I1| =
∣∣∣∣∫ t
0
∫
Rζ − 2p+φ−RΘ
v
ψx(ζ −Θ)+dxds
∣∣∣∣
≤ µ
4
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds+ C0
∫ t
0
∫
(ζ2 + φ2 + 1)(ζ −Θ)+dxds
≤ µ
4
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds+ C0
∫ t
0
∫
(ζ2 + φ2ζ)(ζ −Θ)+dxds
≤ µ
4
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds+ C0
∫ t
0
∫
(ζ + φ2)
(
ζ − 1
2
Θ
)2
+
dxds
≤ µ
4
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds+ C0
∫ t
0
max
x∈R
(
ζ − 1
2
Θ
)2
+
∫
{ζ>Θ2 }
(ζ + φ2)dxds
≤ µ
4
∫ t
0
∫
ψ2x
v
(ζ −Θ)+dxds+ C0
∫ t
0
max
x∈R
(
ζ − 1
2
Θ
)2
+
ds.
(3.50)
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It follows from (2.3), (3.4), (3.17) and Cauchy’s inequality, one has
|I2|+ |I3|+ |I4|
≤ C0
∫ t
0
∫
(φ2 + ζ2)|Ux|dxds + κ
∫ t
0
∫
Ω2
∣∣∣∣ ζΘ
∣∣∣∣ (∣∣∣∣ζxΘxV
∣∣∣∣+ ∣∣∣∣φΘ2xvV
∣∣∣∣)dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0
∫ t
0
∫
(φ2 + ζ2)(|Ux|+Θ2x)dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0.
(3.51)
Similarly,
|I5|+ |I6|+ |I10|+ |I11|+ |I12|
≤ C0
∫ t
0
∫
ψ2x
θ
dxds+
κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds
+C(C0,M)
∫ t
0
∫
(φ2 + ψ2 + ζ2)(U2x +Θ
2
x)dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0.
(3.52)
By Cauchy’s inequality, (3.4), (3.28) and (3.46), it holds that
|I7| ≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0
∫ t
0
∫
Ω2
(ζ2 + φ2)ψ2dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds + C0
∫ t
0
∫
Ω2
(ζ2ψ2 + φ2ψ4 + φ2)dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds + C0
∫ t
0
∫
Ω2
(ζ2(φ2 + ψ2) + φ2ψ4)dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds + C0
∫ t
0
∫
Ω2
((
ζ − 1
2
Θ
)2
(φ2 + ψ2) + φ2ψ4
)
dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds + C0
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)∫
(φ2 + ψ2)dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds + C0
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)
ds.
(3.53)
Similarly, one has
|I8| ≤ C0
∫ t
0
∫
Ω2
(ψ2 + (φ2 + ζ2)Θ2x)dxds
≤ C0
∫ t
0
∫
Ω2
(ζ2ψ2 + (φ2 + ζ2)Θ2x)dxds
≤ C0
∫ t
0
max
x∈R
(
ζ − 1
2
Θ
)2
+
∫
ψ2dxds+ C0
∫ t
0
∫
(φ2 + ζ2)Θ2xdxds
≤ C0
∫ t
0
max
x∈R
(
ζ − 1
2
Θ
)2
+
ds+ C0.
(3.54)
Using Cauchy’s inequality, it holds that
|I9| ≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0
∫ t
0
∫
ψ2ψ2xdxds. (3.55)
Recalling Lemma 2.1, (3.4) and (3.17), one has
|I13|+ |I14|+ |I15|+ |I16|+ |I18|
≤ Cδ
∫ t
0
∫
(1 + s)−1(ψ2 + ζ2)e−
c1x
2
1+s dxds ≤ C0. (3.56)
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By Cauchy’s inequality, and using (3.4), (3.17) and Lemma 2.1, we obtain
|I17| ≤ C0
∫ t
0
∫
(ψ2ψ2x + ψ
2|ψx||Ux|+ ψ2|φ|U2x)dxds
≤ C0
∫ t
0
∫
(ψ2ψ2x + ψ
2U2x + ψ
2|φ|U2x)dxds
≤ C0
∫ t
0
∫
ψ2ψ2xdxds+ C(C0,M)
∫ t
0
∫
ψ2U2xdxds
≤ C0
∫ t
0
∫
ψ2ψ2xdxds+ C0.
(3.57)
Similarly,
|I19| ≤
∫ t
0
∫
Ω2
(ψ2ψ2x + ψ
2ζ2 + ψ4|Ux|+ (ζ2 + φ2)|Ux|)dxds
≤ C0
∫ t
0
∫
ψ2ψ2xdxds+ C0
∫ t
0
max
x∈R
(
ζ − 1
2
Θ
)2
+
∫
ψ2dxds
+
∫ t
0
max
x∈R
ψ4
∫
|Ux|dxds+ C0
≤ C0
∫ t
0
∫
ψ2ψ2xdxds+ C0
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)
ds+ C0.
(3.58)
Finally, for
ϕη(z) =

1, z > η,
z/η, 0 < z ≤ η,
0 z ≤ 0.
(3.59)
Integrating by parts shows
I20 =
κ
cν
∫ t
0
∫
Ω2
ψ2
(
θx
v
− Θx
V
)
x
dxds
=
κ
cν
lim
η→0+
∫ t
0
∫
ϕη(ζ −Θ)ψ2
(
ζx −Θx
v
)
x
dxds
+
κ
cν
∫ t
0
∫
Ω2
ψ2
(
2Θx
v
− Θx
V
)
x
dxds , I120 + I
2
20.
(3.60)
We have
I120 = −
2κ
cν
lim
η→0+
∫ t
0
∫
ϕη(ζ −Θ)ψψx ζx −Θx
v
dxds
− κ
cν
lim
η→0+
∫ t
0
∫
ϕ′η(ζ −Θ)
ψ2(ζx −Θx)2
v
dxds
≤ C
∫ t
0
∫
Ω2
|ψψxζx|+ |ψψxΘx|
v
dxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0
∫ t
0
∫
ψ2ψ2xdxds
+
∫ t
0
∫
ψ2x
θv
dxds+ C(C0,M)
∫ t
0
∫
ψ2Θ2xdxds
≤ κ
8
∫ t
0
∫
Ω2
ζ2x
v
dxds+ C0
∫ t
0
∫
ψ2ψ2xdxds+ C0,
(3.61)
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where in the second inequality we have used both ϕη(z) ∈ [0, 1] and ϕ′η(z) ≥ 0. Similarly,
I220 =
κ
cν
∫ t
0
∫
Ω2
ψ2
(
2Θxx
v
− Θxx
V
− 2Θxvx
v2
+
ΘxVx
V 2
)
dxds
≤ C0
∫ t
0
∫
ψ2(|Θxx|+Θ2x) + ψ2|φx||Θx|dxds
≤ C0 + C0
∫ t
0
max
x∈R
ψ4
(∫
|Θx|dx
)
ds+ C(C0,M)δ
∫ t
0
∫
θφ2x
v3
dxds
≤ C0 + C0
∫ t
0
max
x∈R
ψ4ds.
(3.62)
Noticing that∫ t
0
∫
(θψ2x + ζ
2
x)dxds =
∫ t
0
∫
{ζ>2Θ}
(θψ2x + ζ
2
x)dxds+
∫ t
0
∫
{ζ≤2Θ}
(θψ2x + ζ
2
x)dxds
≤
∫ t
0
∫
{ζ>2Θ}
(
3
2
ψ2xζ + C0
ζ2x
v
)
dxds+
∫ t
0
∫
{ζ≤2Θ}
(
ψ2x
θ
+
ζ2x
θ2
)
θ2dxds
≤
∫ t
0
∫
{ζ>2Θ}
(
3ψ2x(ζ −Θ) + C0
ζ2x
v
)
dxds+ C
∫ t
0
∫
{ζ≤2Θ}
(
ψ2x
θ
+
ζ2x
θ2
)
dxds
≤ C0
∫ t
0
∫
Ω2
(
ψ2x
v
(ζ −Θ)+ + ζ
2
x
v
)
dxds + C0.
(3.63)
Substituting the estimates (3.50)-(3.62) into (3.49), and using (3.63), we have∫
(ζ −Θ)2+dx+
∫ t
0
∫
(θψ2x + ζ
2
x)dxds ≤ C0
+C0
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)
ds+ C0
∫ t
0
∫
ψ2ψ2xdxds.
(3.64)
Step 2. To estimate the last term on the right hand side of (3.64), we multiply (3.1)2 by ψ
3, and
integrate the resulted equation over R× [0, t] to get
1
4
∫
ψ4dx + 3µ
∫ t
0
∫
ψ2ψ2x
v
dxds =
1
4
∫
ψ40dx+ 3R
∫ t
0
∫
ζψ2ψx
v
dxds
−3p+
∫ t
0
∫
φψ2ψx
v
dxds + 3µ
∫ t
0
∫
φUx
vV
ψ2ψxdxds−
∫ t
0
∫
R˜1ψ
3dxds
,
1
4
∫
ψ40dx+
4∑
i=1
Ji.
(3.65)
It follows from (3.4) and (3.28) that,
|J1| = 3R
∫ t
0
∫
{ζ>Θ}
ζψ2ψx
v
dxds + 3R
∫ t
0
∫
{ζ≤Θ}
ζψ2ψx
v
dxds
≤ µ
∫ t
0
∫
{ζ>Θ}
ψ2ψ2x
v
dxds+ C0
∫ t
0
∫
{ζ>Θ}
ζ2ψ2dxds
+
∫ t
0
∫
{ζ≤Θ}
ψ2xdxds+ C0
∫ t
0
∫
{ζ≤Θ}
ζ2ψ4dxds
≤ µ
∫ t
0
∫
ψ2ψ2x
v
dxds+ C0
∫ t
0
max
x∈R
(
ζ − 1
2
Θ
)2
+
(∫
ψ2dx
)
ds
+C
∫ t
0
∫
{ζ≤Θ}
ψ2x
θ
dxds+ C0
∫ t
0
max
x∈R
ψ4
(∫
{ζ≤Θ}
ζ2dx
)
ds
≤ µ
∫ t
0
∫
ψ2ψ2x
v
dxds+ C0
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)
ds+ C0.
(3.66)
19
Recalling (3.4), (3.28), and using Cauchy’s inequality, it holds that
|J2| ≤ ε
∫ t
0
∫
ψ2xdxds + C(ε
−1, C0)
∫ t
0
∫
φ2ψ4dxds
≤ ε
∫ t
0
∫
ψ2xdxds + C(ε
−1, C0)
∫ t
0
max
x∈R
ψ4
(∫
φ2dx
)
ds
≤ ε
∫ t
0
∫
ψ2xdxds + C(ε
−1, C0)
∫ t
0
max
x∈R
ψ4ds.
(3.67)
From (3.4), (2.3) and (3.17), one has
|J3| ≤ µ
∫ t
0
∫
ψ2ψ2x
v
dxds+ C0
∫ t
0
∫
φ2ψ2U2xdxds
≤ µ
∫ t
0
∫
ψ2ψ2x
v
dxds+ C(C0,M)
∫ t
0
∫
φ2U2xdxds
≤ µ
∫ t
0
∫
ψ2ψ2x
v
dxds+ C0.
(3.68)
By Lemma 2.1, (3.4), (2.3) and (3.17), we have
|J4| ≤ O(1)δ
∫ t
0
∫
(1 + s)−1|ψ|3e− c1x
2
1+s dxds
≤ C(M)δ
∫ t
0
∫
(1 + s)−1ψ2e−
c1x
2
1+s dxds ≤ C0.
(3.69)
Putting the estimates (3.66)-(3.69) into (3.65) gives∫
ψ4dx+
∫ t
0
∫
ψ2ψ2xdxds ≤ C0 + C0ε
∫ t
0
∫
ψ2xdxds
+C(ε−1, C0)
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)
ds.
(3.70)
Noticing that
2
∫ t
0
∫
ψ2xdxds ≤
∫ t
0
∫
ψ2x
θ
dxds+
∫ t
0
∫
θψ2xdxds ≤ C0 + C0
∫ t
0
∫
θψ2xdxds. (3.71)
Combining (3.64) and (3.70), choosing ε suitable small, we have∫
((ζ −Θ)2+ + ψ4)dx+
∫ t
0
∫
((ψ2 + θ)ψ2x + ζ
2
x)dxds
≤ C0 + C0
∫ t
0
(
max
x∈R
(
ζ − 1
2
Θ
)2
+
+max
x∈R
ψ4
)
ds.
(3.72)
Step 3. It remains to estimate the last two terms on the right hand side of (3.72). For x ∈ R,(
ζ − 1
2
Θ
)2
+
=
∫ x
−∞
2
(
ζ − 1
2
Θ
)
+
(
ζx − 1
2
Θx
)
dx
≤ C
∫ (
ζ − 1
2
Θ
)
+
(|ζx|+ |Θx|)dx
≤ ε
∫ (
ζ − 1
2
Θ
)2
+
θdx +
C
ε
∫
{ζ>Θ2 }
(
ζ2x
θ
+
Θ2x
θ
)
dx
≤ 3ε
∫ (
ζ − 1
2
Θ
)2
+
ζdx+
C
ε
∫
ζ2x
θ
dx+
C
ε
∫
{ζ>Θ2 }
ζ2Θ2xdx
≤ 3εmax
x∈R
(
ζ − 1
2
Θ
)2
+
∫
{ζ>Θ2 }
ζdx+
C
ε
∫
ζ2x
θ
dx+
C
ε
∫
ζ2Θ2xdx
≤ εC0max
x∈R
(
ζ − 1
2
Θ
)2
+
+
C
ε
∫
ζ2x
θ
dx+
C
ε
∫
ζ2Θ2xdx.
(3.73)
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This yields
max
x∈R
(
ζ − 1
2
Θ
)2
+
≤ C0
∫
ζ2x
θ
dx+ C0
∫
ζ2Θ2xdx. (3.74)
ψ4 =
∫ x
−∞
4ψ3ψxdx ≤ 4
∫
{ζ>Θ}
|ψ|3|ψx|dx+ 4
∫
{ζ≤Θ}
|ψ|3|ψx|dx
≤ ε
∫
{ζ>Θ}
|ψ|5
√
θdx+
C
ε
∫
{ζ>Θ}
ψ2x
|ψ|√
θ
dx+ ε
∫
{ζ≤Θ}
ψ6θdx +
C
ε
∫
{ζ≤Θ}
ψ2x
θ
dx
≤ εmax
x∈R
ψ4
∫
{ζ>Θ}
(ψ2 + θ)dx+ Cεmax
x∈R
ψ4
∫
{ζ≤Θ}
ψ2dx+
C
ε
∫
ψ2x
( |ψ|√
θ
+
1
θ
)
dx
≤ εC0max
x∈R
ψ4 +
C
ε
∫
ψ2x
( |ψ|√
θ
+
1
θ
)
dx,
(3.75)
which directly gives
max
x∈R
ψ4 ≤ C0
∫
ψ2x
( |ψ|√
θ
+
1
θ
)
dx. (3.76)
Substituting (3.74) and (3.76) into (3.72), recalling (3.4), (2.3) and (3.17), and choosing ε suitable small,
it holds that
sup
0≤t≤T
∫
((ζ −Θ)2+ + ψ4)dx+
∫ T
0
∫
((ψ2 + θ)ψ2x + ζ
2
x)dxdt
≤ C0 + C0
∫ T
0
∫ (
ζ2x
θ
+ ψ2x
( |ψ|√
θ
+
1
θ
))
dxdt
≤ C0 + 1
2
∫ T
0
∫
(ζ2x + ψ
2ψ2x)dxdt + C0
∫ T
0
∫ (
ζ2x
θ2
+
ψ2x
θ
)
dxdt
≤ C0 + 1
2
∫ T
0
∫
(ζ2x + ψ
2ψ2x)dxdt.
(3.77)
From(3.4), (3.46), we have ∫
{ζ≤2Θ}
ζ2dx ≤ C
∫
R
Φ
(
θ
Θ
)
dx ≤ C0, (3.78)
and ∫
{ζ>2Θ}
ζ2dx ≤ 4
∫
{ζ>2Θ}
(ζ −Θ)2dx ≤ 4
∫
(ζ −Θ)2+dx. (3.79)
Thus combining (3.77)-(3.79), the proof of Lemma 3.5 is completed. 
Lemma 3.6 Suppose that (φ, ψ, ζ) ∈ X([0, T ]) satisfies δ = |θ+−θ−| ≤ δ0 with suitable small δ0, it holds
sup
0≤t≤T
∫
(φ2x + ψ
2
x + ζ
2
x)dx +
∫ T
0
∫
(θφ2x + ψ
2
xx + ζ
2
xx)dxdt ≤ C0. (3.80)
Proof : Due to (3.4), (3.28) and (3.45), some terms of (3.13) can be considered more carefully, that is,∣∣∣∣Rv ζx v˜xv˜
∣∣∣∣ + ∣∣∣∣ψxUx(1v − 1V
)∣∣∣∣+ ψ2xv
≤ Rθ
4v
(
v˜x
v˜
)2
+ C0
ζ2x
θ
+ C0ψ
2
x + C0φ
2U2x
≤ Rθ
4v
(
v˜x
v˜
)2
+ C0
(
ζ2x +
ζ2x
θ2
+ θψ2x +
ψ2x
θ
)
+ C0φ
2U2x .
(3.81)
The other terms in (3.13) can be estimated the same as in step 2 in Lemma 3.1. Integrating (3.13) over
R× (0, t), recalling (3.4) and (3.45), we have
sup
0≤t≤T
∫
φ2xdx+
∫ T
0
∫
θφ2xdxdt ≤ C0. (3.82)
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Multiplying (3.1)2 by −ψxx, integrating the resulted equation over R× (0, t), and noticing that
(p− p+)x =
(
Rζ − p+φ
v
)
x
=
Rζx − p+φx
v
− Rζ − p+φ
v2
φx − Rζ − p+φ
v2
Vx
=
Rζx
v
− Rθφx
v2
− Rζ − p+φ
v2
Vx.
Then we have∫
ψ2x
2
dx+ µ
∫ t
0
∫
ψ2xx
v
dxds =
∫
ψ20x
2
dx+
∫ t
0
∫ (
Rζx
v
− Rθφx
v2
− Rζ − p+φ
v2
Vx
)
ψxxdxds
−µ
∫ t
0
∫
ψx
(
1
v
)
x
ψxxdxds+ µ
∫ t
0
∫ (
Ux
V
− Ux
v
)
x
ψxxdxds+
∫ t
0
∫
R˜1ψxxdxds.
(3.83)
In the following, each term on the right hand side of (3.83) will be estimated. From (2.3), (3.45) and
(3.82), one has ∣∣∣∣∫ t
0
∫ (
Rζx
v
− Rθφx
v2
− Rζ − p+φ
v2
Vx
)
ψxxdxds
∣∣∣∣
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0
∫ t
0
∫
ζ2x + θ
2φ2x + (φ
2 + ζ2)Θ2xdxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0 +max
x,t
θ
∫ t
0
∫
θφ2xdxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0 + C0max
x,t
θ.
(3.84)
By Cauchy’s inequality and Sobolev’s inequality, and recalling (3.4), (3.45), (3.71) and (3.82), we obtain∣∣∣∣µ ∫ t
0
∫
ψx
(
1
v
)
x
ψxxdxds
∣∣∣∣ ≤ C ∫ t
0
∫ ∣∣∣∣ψxφxψxxv2
∣∣∣∣+ ∣∣∣∣ψxVxψxxv2
∣∣∣∣ dxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0
∫ t
0
∫
ψ2xφ
2
x + ψ
2
xΘ
2
xdxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0
∫ t
0
‖ψx‖2L∞‖φx‖2ds+ C0
∫ t
0
∫
ψ2xdxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0
∫ t
0
‖ψx‖‖ψxx‖ds+ C0
∫ t
0
∫
ψ2xdxds
≤ µ
4
∫ t
0
∫
ψ2xx
v
dxds+ C0
∫ t
0
∫
ψ2xdxds
≤ µ
4
∫ t
0
∫
ψ2xx
v
dxds+ C0.
(3.85)
Similarly,
µ
∫ t
0
∫ (
Ux
V
− Ux
v
)
x
ψxxdxds
= µ
∫ t
0
∫ (
Uxx
V
− Uxx
v
− UxVx
V 2
+
vxUx
v2
)
ψxxdxds
= µ
∫ t
0
∫ (
φUxx
vV
− UxVxφ(φ+ 2V )
v2V 2
+
φxUx
v2
)
ψxxdxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds + C0
∫ t
0
∫
(φ2(U2xx +Θ
2
xU
2
x) + φ
4U2xΘ
2
x + φ
2
xU
2
x)dxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds + C0 + C(C0,M)δ
2
∫ t
0
∫
θφ2xdxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds + C0,
(3.86)
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and ∣∣∣∣∫ t
0
∫
R˜1ψxxdxds
∣∣∣∣ ≤ µ8
∫ t
0
∫
ψ2xx
v
dxds+ C0
∫ t
0
∫
R˜21dxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0δ
2
∫ t
0
∫
(1 + s)−3e−
c1x
2
1+s dxds
≤ µ
8
∫ t
0
∫
ψ2xx
v
dxds+ C0.
(3.87)
Substituting (3.84)-(3.87) into (3.83) shows
sup
0≤t≤T
∫
ψ2xdx+
∫ T
0
∫
ψ2xxdxdt ≤ C0 + C0max
x,t
θ. (3.88)
Multiplying (3.1)3 by −ζxx, then integrating the resulted equation over R× (0, t), we have
cν
2
∫
ζ2xdx+ κ
∫ t
0
∫
ζ2xx
v
dxds =
cν
2
∫
ζ20xdx+
∫ t
0
∫
(pux − p+Ux)ζxxdxds
−κ
∫ t
0
∫
ζx
(
1
v
)
x
ζxxdxds − κ
∫ t
0
∫ (
Θx
v
− Θx
V
)
x
ζxxdxds
−µ
∫ t
0
∫ (
u2x
v
− U
2
x
V
)
ζxxdxds+
∫ t
0
∫
R˜2ζxxdxds.
(3.89)
We will estimate (3.89) one by one. First, we have
∫ t
0
∫
(pux − p+Ux)ζxxdxds =
∫ t
0
∫ (
Rθ
v
ψx +
Rζ − p+φ
v
Ux
)
ζxxdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0
∫ t
0
∫
(θ2ψ2x + (φ
2 + ζ2)U2x)dxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0max
x,t
θ
∫ t
0
∫
θψ2xdxds + C0
∫ t
0
∫
(φ2 + ζ2)U2xdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0max
x,t
θ + C0.
(3.90)
It follows from Cauchy’s inequality, (3.45) and (3.82) that
−κ
∫ t
0
∫
ζx
(
1
v
)
x
ζxxdxds ≤ C
∫ t
0
∫ |ζxφxζxx|+ |ζxVxζxx|
v2
dxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0
∫ t
0
∫
ζ2xφ
2
x + ζ
2
xΘ
2
xdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0 sup
0≤s≤t
‖φx‖2
∫ t
0
‖ζx‖‖ζxx‖ds+ C0
∫ t
0
∫
ζ2xdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0
∫ t
0
‖ζx‖‖ζxx‖ds+ C0
≤ κ
4
∫ t
0
∫
ζ2xx
v
dxds+ C0.
(3.91)
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Recalling Lemma 2.1 and (3.45), and choosing δ suitable small, we have
−κ
∫ t
0
∫ (
Θx
v
− Θx
V
)
x
ζxxdxds
= −κ
∫ t
0
∫ (
Θxx
v
− Θxx
V
− Θxvx
v2
+
ΘxVx
V 2
)
ζxxdxds
= −κ
∫ t
0
∫ (−φΘxx
vV
− φxΘx
v2
+
φ(φ + 2V )
v2V 2
ΘxVx
)
ζxxdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0
∫ t
0
∫
(φ2(Θ2xx +Θ
4
x) + φ
2
xΘ
2
x + φ
4Θ4x)dxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0 + C(C0,M)δ
2
∫ t
0
∫
θφ2xdxds+ C(C0,M)
∫ t
0
∫
φ2Θ4xdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0.
(3.92)
Similarly,
−µ
∫ t
0
∫ (
u2x
v
− U
2
x
V
)
ζxxdxds = −µ
∫ t
0
∫ (
ψ2x + 2ψxUx
v
− φU
2
x
vV
)
ζxxdxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0
∫ t
0
∫
(ψ4x + ψ
2
xU
2
x + φ
2U4x)dxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0
∫ t
0
‖ψx‖3‖ψxx‖ds+ C0
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+
∫ t
0
∫
ψ2xxdxds+ C0 sup
0≤s≤t
‖ψx‖4
∫ t
0
∫
ψ2xdxds + C0
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0max
x,t
θ2 + C0,
(3.93)
and ∫ t
0
∫
R˜2ζxxdxds ≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds + C0
∫ t
0
∫
R˜22dxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0δ
2
∫ t
0
∫
(1 + s)−4e−
c1x
2
1+s dxds
≤ κ
8
∫ t
0
∫
ζ2xx
v
dxds+ C0.
(3.94)
Substituting estimates (3.90)-(3.94) into (3.89) shows
sup
0≤t≤T
∫
ζ2xdx +
∫ T
0
∫
ζ2xxdxdt ≤ C0 + C0maxx,t θ
2. (3.95)
By Sobolev’s inequality and (3.45), (3.95), we have
‖ζ‖2L∞ ≤ C‖ζ‖‖ζx‖ ≤ C0 + C0maxx,t θ. (3.96)
Noticing that
max
x,t
θ2 ≤ 2max
x,t
ζ2 + 2max
x,t
Θ2 ≤ C0 + C0max
x,t
θ. (3.97)
This yields
max
x,t
θ ≤ C0, (3.98)
which, together with (3.82), (3.88) and (3.95), completes the proof of Lemma 3.6. 
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Finally, it follows from (3.45), (3.80) and equation (3.1)3 that∫ +∞
0
‖ζx‖2 +
∣∣∣∣ ddt‖ζx‖2
∣∣∣∣ dt ≤ C0,
which, together with the Sobolev’s inequality gives
lim
t→∞
‖ζ‖2L∞ ≤ C lim
t→∞
‖ζ‖‖ζx‖ ≤ C0 lim
t→∞
‖ζx‖ = 0. (3.99)
Hence there exists some T0 > 0 such that for all (x, t) ∈ R× [T0,+∞), it holds that
−θ−
2
< ζ <
θ+
2
.
This directly yields, for all (x, t) ∈ R× [T0,+∞),
θ = Θ+ ζ > θ− − θ−
2
=
θ−
2
, (3.100)
and
θ = Θ+ ζ < θ+ +
θ+
2
=
3θ+
2
. (3.101)
Finally, it follows from (1.1)3 that,
θt +
Rθ
cν
ux
v
− κ
cν
θxx
v
+
κ
cν
θxvx
v2
≥ 0. (3.102)
Define
θ¯ = θ exp
(
R
cν
∫ t
0
∥∥∥ux
v
∥∥∥
L∞
ds
)
. (3.103)
We find
θ¯t − κ
cν
θ¯xx
v
+
κ
cν
θ¯xvx
v2
≥ Rθ¯
cν
(∥∥∥ux
v
∥∥∥− ux
v
)
≥ 0. (3.104)
By the minimum principle of the parabolic equation, we obtain
inf
x,t
θ¯ ≥ inf
x,t
θ¯
∣∣∣
t=0
= inf
x∈R
θ0 ≥ m−10 , (3.105)
which directly yields
inf
x,t
θ(x, t) ≥ m−10 e−
R
cν
∫
t
0
‖uxv ‖L∞ds
≥ m−10 e−C0
∫ t
0
‖ψx‖L∞+‖Ux‖L∞ds
≥ m−10 e−C0
∫
t
0
‖ψx‖1/2‖ψxx‖1/2e−C0
∫
t
0
‖Ux‖L∞ds
≥ m−10 e−C0
∫ t
0
‖ψxx‖1/2e−C0δt
≥ m−10 e−C0(t
3/4+δt) ≥ C0e−C0t.
(3.106)
Thus from (3.100), we have θ > min{ θ−2 , C0e−C0T0} for all (x, t) ∈ R× (0,+∞). By Lemma 3.1, 3.4-3.6,
Proposition 3.1 is completed. 
4 Proof of Theorem 1.2
It is sufficient to show the same a priori estimate as Proposition 3.1. Noticing that (V r±, U
r
±,Θ
r
±) satisfies
Euler system (1.3) and (V cd, U cd,Θcd) satisfies (1.1)1 (1.7), we rewrite the Cauchy problem (1.1)(1.2) as
φt − ψx = 0,
ψt + (p− P )x = µ
(
ux
v
− Ux
V
)
x
+ F,
cνζt + pux − PUx = κ
(
θx
v
− Θx
V
)
x
+ µ
(
u2x
v
− U
2
x
V
)
+G,
(φ, ψ, ζ)(±∞, t) = 0,
(φ, ψ, ζ)(x, 0) = (φ0, ψ0, ζ0)(x), x ∈ R,
(4.1)
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where
P =
RΘ
V
, P± =
RΘr±
V r±
,
F = (P− + P+ − P )x +
(
µ
Ux
V
)
x
− U cdt ,
and
G = (pm − P )U cdx + (P− − P )(U r−)x + (P+ − P )(U r+)x
+µ
U2x
V
+ κ
(
Θx
V
− Θ
cd
x
V cd
)
x
.
Similar to Lemma 3.1, the following key estimate holds.
Lemma 4.1 For (φ, ψ, ζ) ∈ X([0, T ]), we assume (1.20) holds, then there exist some positive constants
C0 and δ0 such that if δ < δ0, it follows that for t ∈ [0, T ],∥∥∥(ψ,√Φ( v
V
)
,
√
Φ
(
θ
Θ
))
(t)
∥∥∥2 + ∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds
+
∫ t
0
∫
P
(
Φ
(
θV
Θv
)
+ γΦ
( v
V
))(
(U r−)x + (U
r
+)x
)
dxds ≤ C0,
(4.2)
where C0 denotes a constant depending only on µ, κ, R, cν , v±, u±, θ± and m0.
Proof : First, multiplying (4.1)2 by ψ leads to(
ψ2
2
)
t
+
[
(p− P )ψ − µ
(
ux
v
− Ux
V
)
ψ
]
x
− Rζ
v
ψx
−RΘ
(
1
v
− 1
V
)
φt + µ
ψ2x
v
+ µ
(
1
v
− 1
V
)
Uxψx = Fψ.
(4.3)
Next, we multiply (4.1)3 by ζθ
−1 to get
R
γ − 1
ζζt
θ
−
[
κ
(
θx
v
− Θx
V
)
ζ
θ
]
x
+
Rζ
v
ψx + (p− P )Ux ζ
θ
+κ
Θζ2x
θ2v
− κζxζΘx
θ2v
− κφΘxΘζx
θ2vV
+ κ
φζΘ2x
θ2vV
−µζψ
2
x
θv
− 2µψxUxζ
θv
+ µ
φζU2x
θvV
= G
ζ
θ
.
(4.4)
Noticing that
−RΘ
(
1
v
− 1
V
)
φt =
[
RΘΦ
( v
V
)]
t
−RΘtΦ
( v
V
)
+
Pφ2
vV
Vt, (4.5)
ζζt
θ
=
[
ΘΦ
(
θ
Θ
)]
t
+ΘtΦ
(
Θ
θ
)
, (4.6)
−RΘt = (γ − 1)P−(U r−)x + (γ − 1)P+(U r+)x − pmU cdx
= (γ − 1)P (U r−)x + (γ − 1)P (U r+)x + (γ − 1)(P− − P )(U r−)x
+(γ − 1)(P+ − P )(U r+)x − pmU cdx ,
(4.7)
and
−RΘtΦ
( v
V
)
+
Pφ2
vV
Vt +
R
γ − 1ΘtΦ
(
Θ
θ
)
+ (p− P )Ux ζ
θ
= Q1
(
(U r−)x + (U
r
+)x
)
+Q2,
(4.8)
where
Q1 = (γ − 1)PΦ
( v
V
)
+
Pφ2
vV
− PΦ
(
Θ
θ
)
+
ζ
θ
(p− P )
= P
(
Φ
(
θV
Θv
)
+ γΦ
( v
V
))
,
(4.9)
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and
Q2 = U
cd
x
(
Pφ2
vV
− pmΦ
( v
V
)
+
pm
γ − 1Φ
(
Θ
θ
)
+
ζ
θ
(p− P )
)
+(γ − 1)(P− − P )(U r−)x
(
Φ
( v
V
)
− 1
γ − 1Φ
(
Θ
θ
))
+(γ − 1)(P+ − P )(U r+)x
(
Φ
( v
V
)
− 1
γ − 1Φ
(
Θ
θ
))
.
(4.10)
Combining (4.4) and (4.5), it follows from (4.5)-(4.10) that(
ψ2
2
+RΘΦ
( v
V
)
+
R
γ − 1ΘΦ
(
θ
Θ
))
t
+
µΘ
θv
ψ2x +
κΘ
θ2v
ζ2x
+Hx +Q1
(
(U r−)x + (U
r
+)x
)
+ Q˜ = Fψ +G
ζ
θ
(4.11)
with H the same as in (3.6), and
Q˜ = Q2 − κζxζΘx
θ2v
− κφΘxΘζx
θ2vV
+ κ
φζΘ2x
θ2vV
−µφUxψx
vV
− 2µψxUxζ
θv
+ µ
φζU2x
θvV
.
(4.12)
Recalling (iii) in Lemma 2.5, we can compute
|(P− − P )(U r−)x|
≤ C(|Θcd − θm− |+ |Θr+ − θm+ |+ |V cd − vm− |+ |V r+ − vm+ |)|(U r−)x|
≤ C(|Θcd − θm− |+ |Θr+ − θm+ |+ |V cd − vm− |+ |V r+ − vm+ |)∣∣Ω− + C|(U r−)x|∣∣Ωc∩Ω+
≤ Cδe−c0(|x|+t),
(4.13)
which leads to
|Q2| ≤ C(M)|U cdx |(φ2 + ζ2) + C(M)δe−c0(|x|+t)(φ2 + ζ2) (4.14)
and
|Q˜| ≤ |Q2|+ µΘψ
2
x
4θv
+
κΘζ2x
4θ2v
+ C(M)(φ2 + ζ2)(Θ2x + U
2
x). (4.15)
Note that
(φ2 + ζ2)(Θ2x + U
2
x) ≤ C(φ2 + ζ2)((Θcdx )2 + (U r−)2x + (U r+)2x)
≤ C(1 + t)−1(φ2 + ζ2)ǫ− c1x
2
1+t + CδQ1((U
r
−)x + (U
r
+)x).
(4.16)
Following the same calculations as in [4], it holds that
‖(F,G)‖L1 ≤ Cδ1/8(1 + t)−7/8. (4.17)
Then we have ∫ t
0
∫ (
Fψ +G
ζ
θ
)
dxds ≤ C(M)
∫ t
0
‖(F,G)‖L1‖(ψ, ζ)‖L∞ds
≤ C(M)δ1/8
∫ t
0
(1 + s)−7/8‖(ψ, ζ)‖1/2‖(ψx, ζx)‖1/2ds
≤
∫ t
0
∫ (
µΘψ2x
4θv
+
κΘζ2x
4θ2v
)
dxds
+C(M)δ1/6
∫ t
0
(1 + s)−7/6
1 + ∥∥∥∥∥
(
ψ,
√
Φ
(
θ
Θ
))∥∥∥∥∥
2
 ds.
(4.18)
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Integrating (4.11) over R× (0, t) and using Gronwall’s inequality, we deduce from (4.12)-(4.18) that
∥∥∥(ψ,√Φ( v
V
)
,
√
Φ
(
θ
Θ
))
(t)
∥∥∥2 + ∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds
+
∫ t
0
∫
Q1
(
(U r−)x + (U
r
+)x
)
dxds ≤ C0 + C(M)δ1/6
+C(M)δ
∫ t
0
(1 + s)−1
∫
R
(φ2 + ζ2)e−
c1x
2
1+s dxds.
(4.19)
Finally, due to the fact that∫ t
0
∫
(φ2 + ψ2 + ζ2)w2dxds ≤ C(M) + C(M)
∫ t
0
‖(φx, ψx, ζx)‖2ds
+C(M)
∫ t
0
∫
(φ2 + ζ2)
(
(U r−)x + (U
r
+)x
)
dxds
≤ C(M) + C(M)
∫ t
0
∫ (
θφ2x
v3
+
ψ2x
θv
+
ζ2x
θ2v
)
dxds
+C(M)
∫ t
0
∫
Q1
(
(U r−)x + (U
r
+)x
)
dxds,
(4.20)
whose proof can be found in [4] and w is defined as in Lemma 2.2, substituting (4.20) into (4.19) and
choosing δ suitable small imply
∥∥∥(ψ,√Φ( v
V
)
,
√
Φ
(
θ
Θ
))
(t)
∥∥∥2 + ∫ t
0
∫ (
ψ2x
θv
+
ζ2x
θ2v
)
dxds
+
∫ t
0
∫
Q1
(
(U r−)x + (U
r
+)x
)
dxds ≤ C0 + C(M)δ
∫ t
0
∫
θφ2x
v3
dxds.
(4.21)
Thus we can finish the proof of Lemma 4.1 in the similar way as in Lemma 3.1. We omit the details for
brevity. 
It is easy to check that the other estimates for single viscous contact wave still hold for the case in
which the composite waves are the combination of viscous contact wave with rarefaction waves. Thus,
we complete the proof of Proposition 3.1, and finally prove Theorem 1.2.
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