Let X be a subcomplex of the standard CW-decomposition of the n-dimensional torus. We exhibit an explicit motion planning algorithm for X. This construction is used to calculate the topological complexity of complements of general position arrangements and the cubical complexes associated to right-angled Artin groups.
Introduction
Let X be a path-connected topological space. We assume throughout that X has the homotopy type of a finite CW-complex. Viewing X as the space of configurations of a mechanical system, the motion planning problem consists of constructing an algorithm which takes as input pairs of configurations (x 0 , x 1 ) ∈ X × X, and produces a continuous path γ : [0, 1] → X from the initial configuration x 0 = γ(0) to the terminal configuration x 1 = γ (1) . The motion planning problem is of interest in robotics, see, for example, Latombe [12] and Sharir [19] .
In a recent sequence of papers, Farber [4, 5, 6] develops a topological approach to the motion planning problem. Let P X be the space of all continuous paths γ : [0, 1] → X, equipped with the compact-open topology. The map π : P X → X × X defined by sending a path to its endpoints, π : γ → (γ(0), γ(1)), is a fibration, with fiber ΩX, the based loop space of X. The motion planning problem then asks for a section of this fibration, a map s : X × X → P X satisfying π • s = id X×X .
It would be desirable for the motion planning algorithm to depend continuously on the input. However, it is not difficult to show that there exists a globally continuous motion planning s : X × X → P X if and only if X is contractible, see [4, Thm. 1]. This leads to the following definition, see [5, §2]. Definition 1.1. A motion planner for X is a collection of subsets F 1 , . . . , F k of X × X and continuous maps s i : F i → P X such that (1) the sets F i are pairwise disjoint, F i ∩ F j = ∅ if i = j, and cover X × X, X × X = F 1 ∪ · · · ∪ F k ;
(2) π • s i = id Fi for each i; and (3) each F i is a Euclidean Neighborhood Retract.
The sets F i are referred to as the local domains of the motion planner, and the maps s i are the local rules.
Call a motion planner optimal if it requires a minimal number of local rules (resp., domains). Define the topological complexity of X, TC(X), to be the number of local rules in an optimal motion planner for X. In this paper, we determine the topological complexity of a number of natural subcomplexes of the standard CW-decomposition of the n-dimensional torus (S 1 ) ×n . These include the skeleta of the n-torus, as well as cubical complexes associated to right-angled Artin groups. We calculate the topological complexity of these spaces by explicitly exhibiting optimal motion planners. Our methods also yield analogous motion planners for standard subcomplexes of S ×n , where S is a sphere of any odd dimension.
In [6, §31], Farber poses the problem of computing the topological complexity of an aspherical space X, a space for which the higher homotopy groups vanish, π i (X) = 0 for i ≥ 2. We solve this problem in the case where X = K(G, 1) is an Eilenberg-Mac Lane space associated to an arbitrary right-angled Artin group G.
Let Γ = (V, E) be a finite graph with vertex set V, edge set E ⊆ V 2 , and no loops or multiple edges. The right-angled Artin group, or graph group, associated to Γ is the group G = G Γ with generators v corresponding to vertices v ∈ V of Γ, and commutator relators vw = wv corresponding to edges {v, w} ∈ E of Γ. Let X Γ be the subcomplex of the standard CWdecomposition of the n-torus T n obtained by deleting the cells corresponding to noncliques of Γ. As shown by Charney and Davis [1] and Meier and Van Wyk [14] , the cubical complex X Γ is an Eilenberg-Mac Lane space of type K(G Γ , 1).
Theorem. Let X Γ be the cubical complex associated to the finite simplicial graph Γ. Then the topological complexity of X Γ is TC(X Γ ) = z(Γ) + 1, where z(Γ) is the largest number of vertices of Γ covered by precisely two cliques.
Let A be an arrangement of hyperplanes in C ℓ , a finite collection of codimension one affine subspaces. A principal object in the topological study of arrangements is the complement X A = C ℓ \ H∈A H. The study of the topological complexity of complements of arrangements was initiated by Farber and Yuzvinsky [7] , who determined TC(X A ) for numerous arrangements, including the braid arrangement, with complement X A = F ℓ (C), the configuration space of ℓ ordered points in C. Their results imply that, for an arrangement A of n hyperplanes in general position in C ℓ , if n ≥ 2ℓ, then TC(X A ) = 2ℓ + 1. Left open by these results is the case of an arbitrary general position arrangement.
By a classical result of Hattori [9] , the complement X A of an arrangement A of n > ℓ general position hyperplanes in C ℓ has the homotopy type of the ℓ-dimensional skeleton (S 1 ) ×n ℓ of the n-dimensional torus. (If n ≤ ℓ, then X A ≃ (S 1 ) ×n = (S 1 ) ×n n has the homotopy type of the n-torus.) Since topological complexity is a homotopy-type invariant (see [4, Thm. 3] and Section 2 below), we have TC(X A ) = TC((S 1 ) ×n ℓ ). Theorem. Let A be an arrangement of n hyperplanes in general position in C ℓ . Then the topological complexity of the complement X A is TC(X A ) = min {n + 1, 2ℓ + 1}.
This recovers a recent result of Yuzvinsky [20] . Cubical complexes associated to right-angled Artin groups and complements of (general position) hyperplane arrangements are known to be formal spaces, in the sense of Sullivan. Our results support the conjecture (stated explicitly for arrangements in [20] ) that the topological complexity of a formal space X is determined by the cohomology ring of X.
This note is organized as follows. After briefly recalling some relevant results on topological complexity and motion planning in Section 2, we produce a motion planner for an arbitrary subcomplex of the standard CW-decomposition of S n , where S is an odd-dimensional sphere, in Section 3. Cubical complexes associated to right-angled Artin groups and complements of general position hyperplane arrangements, as well as higher-dimensional analogues, are analyzed in Section 4 and Section 5 respectively.
Topological complexity and motion planning
Let p : E → B be a fibration. The sectional category, or Schwarz genus, of p, denoted by secat(p), is the smallest integer k such that B can be covered by k open subsets, over each of which p has a continuous section. See James [10] as a classical reference. The topological nature of the motion planning problem is made clear by the following result.
. Let X be a simplicial polyhedron. Then the topological complexity of X is equal to the sectional category of the path-space fibration π : P X → X × X,
In [4, Thm. 3], Farber shows that the sectional category of the path-space fibration π : P X → X × X, and hence the topological complexity of X, is an invariant of the homotopy type of X. From the realization TC(X) = secat(π), one also obtains a number of bounds on the topological complexity of X in terms of the dimension and the Lusternik-Schnirelman category cat(X). For instance, one has cat(X) ≤ TC(X) ≤ 2 cat(X) − 1 ≤ 2 dim(X) + 1.
We will not have cause to use these bounds. We will, however, make extensive use of a cohomological lower bound provided by the realization TC(X) = secat(π).
Let k be a field, and let A = ℓ k=0 A k be a graded k-algebra with A k finite-dimensional for each k. Define the cup length of A, denoted by cl(A), to be the largest integer q for which there are homogeneous elements a 1 , . . . , a q of positive degree in A such that a 1 · · · a q = 0. If p : E → B is a fibration, the sectional category admits the following lower bound: secat(p) > cl ker(p * : H * (B; k) → H * (E; k) , see [10, §8] . We subsequently work exclusively with a fixed field k of characteristic zero, and suppress coefficients in cohomology, writing H * (Y ) = H * (Y ; k) for ease of notation.
For the path-space fibration π : P X → X × X, using the fact that P X ≃ X and the Künneth formula, the kernel of π * : H * (X × X) → H * (P X) may be identified with the kernel Z = Z(H * (X)) of the cup-product map H * (X) ⊗ H * (X) ∪ − → H * (X), see [4, Thm. 7]. Call the cup length of the ideal Z of zero divisors the zero-divisor cup length of H * (X), and write zcl(H * (X)) = cl(Z).
Proposition 2.2. The topological complexity of X is greater than the zero-divisor cup length of H * (X),
We conclude this section by recalling the construction of a motion planner for a product space X × Y from [5, §12]. Suppose that X admits a motion planner
are the local domains and rules of a motion planner for X × Y . Hence,
Motion planning in subcomplexes of tori
Let S be an odd-dimensional sphere. View S = S 2k−1 as the set of all points x ∈ C k with |x| = 1. Analogously, view S ×n = S × · · · × S as the set of all points x = (x 1 , . . . , x n ) ∈ (C k ) n such that |x i | = 1 for each i. Let e = (1, 0, . . . , 0) be the (first) standard unit vector in C k . We will work with the standard CW-decomposition of S ×n , with cells given by
The purpose of this section is to exhibit a motion planner for an arbitrary subcomplex X of this CW-decomposition of S ×n . While the primary focus in subsequent sections will be on subcomplexes of the n-dimensional torus (S 1 ) ×n , the construction is independent of (odd) dimension. So we present the general case. We begin by recalling a motion planner for S itself. For a second local domain, let F 2 = S × S \ F 1 be the complement of F 1 in S × S. For (x, y) ∈ F 2 , we have x = −y and we may define s 2 : F 2 → P S by moving x towards y along the shortest geodesic arc.
A calculation in the cohomology ring reveals that zcl(H * (S)) = 1, so TC(S) = 2 and the above motion planner is optimal.
Remark 3.2. The topological complexity of an even-dimensional sphere is TC(S 2k ) = 3, see [4, Thm. 8]. An optimal motion planner for S 2k is constructed in [6, Ex. 7.5].
Note that the set F 1 of pairs of antipodal points is closed in S × S. Consequently, we may apply the algorithm of [5, §12] to obtain a motion planner for the product space S ×2 = S × S, see Proposition 2.3 and the preceding discussion. Iterating this construction, we obtain a motion planner for S ×n . For a subset I ⊆ [n], define
and define s I : F I → P S ×n using the maps s 1 and s 2 given in Example 3.1 coordinate-wise.
For (x, y) = (x 1 , y 1 ), . . . , (x n , y n ) , set
For j = 0, 1, . . . , n, let
The subsets W j ⊂ S ×n × S ×n and maps σ j : W j → P S ×n are the local domains and rules of an optimal motion planner for S ×n . Hence, TC(S ×n ) = n + 1.
Proof. It is clear from the above construction that the subsets W j ⊂ S ×n × S ×n and maps σ j : W j → P S ×n comprise a motion planner for S ×n , so TC(S ×n ) ≤ n + 1. If S is the (2k − 1)-sphere, the cohomology ring H * (S ×n ) is an exterior algebra on degree 2k − 1 generators e k 1 , . . . , e k n .
Hence, as shown in [4, Thm. 13], the topological complexity of S ×n is equal to n + 1. Consequently, the motion planner constructed above is optimal.
Theorem 3.4. Let X be a subcomplex of the standard CW-decomposition of S ×n . Then X admits a motion planner with at most n + 1 local domains.
Proof. We assert that the decomposition X × X = n j=0 (X × X) ∩ W j , and the map σ| X : X × X → P X is a motion planner for X. The cells of X are of the form
Consider the intersection of such a cell A J × A K with one of the subsets F I defined above.
If I ⊂ J ∪ K, then (A J × A K ) ∩ F I consists of those points (x, y) which satisfy x i = y i = e for i / ∈ J ∪ K, and the following conditons for i ∈ J ∪ K:
Let φ I denote the restriction of the map s I : y) is a particular path taking x to y, that is, x i to y i for each i. Recall that x i is taken to y i in the i-th coordinate sphere along the geodesic determined by the (fixed) vector field ν if x i = −y i , and along the shortest geodesic if x i = −y i . Note that the latter is simply a constant path if x i = y i . The above description of (A J × A K ) ∩ F I may be used to check that the image of φ I is contained in P X. If i ∈ J (resp., i ∈ K), then the i-th coordinate sphere is contained in the cell A J (resp., A K ) of X. If i / ∈ J and i / ∈ K, then x i = y i = e, and the i-th component of the path φ I (x, y) is constant. Consequently, if (x, y) ∈ X × X, then φ I (x, y) is a path from x to y in X. It follows that X × X = n j=0 (X × X) ∩ W j and σ| X : X × X → P X is a motion planner for X as asserted.
Suppose S is the (2k − 1)-sphere, let (S ×n ) ℓ be the (2k − 1)ℓ-skeleton of the standard CW-decomposition of S ×n ,
and consider subcomplexes of this skeleton.
Corollary 3.5. Any subcomplex of the standard CW-decomposition of (S ×n ) ℓ admits a motion planner with min {n + 1, 2ℓ + 1} local domains.
Proof. Let X be such a subcomplex. By Theorem 3.4, X admits a motion planner with at most n + 1 local domains (X × X) ∩ W j , 0 ≤ j ≤ n. So it suffices to consider the case 2ℓ < n.
The product space X × X has a CW-decomposition with cells A J × A K , where J and K have cardinality at most ℓ and, as above, A J = S ×n J . Given such a cell, for each subset I ⊂ [n] of cardinality greater than 2ℓ, we can find i ∈ I with i / ∈ J ∪ K. As noted previously, we have
n} is a set of 2ℓ + 1 local domains of a motion planner for X.
Remark 3.6. The results of this section have analogues for products of even-dimensional spheres. As noted in Remark 3.2, the sphere S 2k admits an optimal motion planner with 3 local domains. Iterating the construction summarized in Proposition 2.3 yields a motion planner for (S 2k ) ×n with 2n + 1 local domains, which is optimal, see [4, Thm. 13]. If X is a subcomplex of the standard CW-decomposition of (S 2k ) ×n , an argument similar to the proof of Theorem 3.4 may be used to show that X admits a motion planner with at most 2n + 1 local domains. Details will be pursued elsewhere.
Right-angled Artin groups
Let Γ be a finite simplicial graph, with vertex set V and edge set E ⊂ V 2 . Associated to Γ is a right-angled Artin group G Γ , with a generator v corresponding to each vertex v ∈ V, and a commutator relation vw = wv for each edge {v, w} ∈ E. That is, the group G Γ has presentation
Let ∆ Γ be the flag complex associated to the graph Γ. The flag complex is the largest simplicial complex with 1-skeleton equal to Γ. The k-simplices of ∆ Γ are the (k + 1)-cliques of Γ, i.e., the complete subgraphs on k + 1 vertices in Γ.
Let n = |V| be the cardinality of the vertex set of Γ, and consider the n-torus (S 1 ) ×n with its standard CW-decomposition. The cubical complex X Γ of Γ is the subcomplex of (S 1 ) ×n obtained by deleting the cells corresponding to the non-faces of the flag complex ∆ Γ . The cubical complex X Γ is an Eilenberg-Mac Lane space of type K(G Γ , 1), see [1, 14] .
Let c k (Γ) denote the number of k-cliques in Γ (where c 0 (Γ) = 1). It is readily checked that the integral homology group H k (X Γ ; Z) is free abelian of rank c k (Γ). Consequently, the Poincaré polynomial of the cubical complex is equal to the clique polynomial of the graph
If the cardinality of the largest clique in Γ is equal to d, then dim X Γ = d.
Label the vertices of Γ, and write V = {v 1 , . . . , v n }. The cohomology ring H * (X Γ ) is the exterior Stanley-Reisner ring of Γ, see [11] . Explicitly, H * (X Γ ) = E/I Γ is the quotient of the exterior algebra E on generators e 1 , . . . , e n in degree one by the ideal I Γ = e i e j | {v i , v j } / ∈ E . Denote by z(Γ) the maximal number of vertices of Γ that are covered by precisely two cliques. Observe that z(Γ) may be realized by disjoint cliques in Γ.
Theorem 4.1. If X Γ is the cubical complex associated to the graph Γ, then the topological complexity of X Γ is TC(X Γ ) = z(Γ) + 1.
Proof. We first show that the zero-divisor cup length of the cohomology ring H * (X Γ ) is equal to z(Γ). Write z = z(Γ) and assume that {v 1 , . . . , v k } and {v k+1 , . . . , v z } are the vertex sets of two disjoint cliques in Γ realizing z(Γ) = z. First, consider the elementē 1ē2 · · ·ē z in E ⊗ E, where E is the exterior algebra andē i = 1 ⊗ e i − e i ⊗ 1. As noted in [7, Lemma 10] in greater generality, one can check that
where the sum is over all partitions (T, T ′ ) by ordered subsets of [z] = {1, . . . , z}, σ is the shuffle on [z] which puts every element of T ′ after all elements of T , preserving the orders inside T and T ′ , and e T = e t1 e t2 · · · e t k if T = {t 1 , t 2 , . . . , t k } with t 1 < t 2 < · · · < t k .
Now consider the cohomology ring H * (X Γ ) = E/I Γ of the cubical complex X Γ associated to the graph Γ, the exterior Stanley-Reisner ring of Γ. We assert that the (image of the) elementē 1ē2 · · ·ē z is non-zero in H * (X Γ ) ⊗ H * (X Γ ) = E/I Γ ⊗ E/I Γ . For this, first note that ±e 1 · · · e k ⊗ e k+1 · · · e z is a summand of (4.1), and that e 1 · · · e k and e k+1 · · · e z are non-zero in H * (X Γ ) = E/I Γ since {v 1 , . . . , v k } and {v k+1 , . . . , v z } are the vertex sets of cliques in Γ. Next, observe that the projection E ⊗ E → E/I Γ ⊗ E/I Γ is given by simply annihilating elements of the form e i e j ⊗ 1 and 1 ⊗ e i e j if {v i , v j } / ∈ E is not an edge of Γ. Consequently, the image of the sum (4.1) in E/I Γ ⊗ E/I Γ is given by
where the sum is over all partitions (T, T ′ ) as above for which the corresponding vertex sets are cliques in Γ. In particular, the summand ±e 1 · · · e k ⊗ e k+1 · · · e z survives, and the zero-divisor cup length of H * (X Γ ) = E/I Γ is equal to z = z(Γ).
By Proposition 2.2, the topological complexity of X Γ is greater than z(Γ), TC(X Γ ) ≥ z(Γ) + 1. We establish the reverse inequality by exhibiting an explicit motion planner for X Γ with z(Γ) + 1 local domains. Since X Γ is a subcomplex of the standard CW-decomposition of the n-torus T n = (S 1 ) ×n , Theorem 3.4 provides a motion planner for X Γ with at most n + 1 local domains, (X Γ × X Γ ) ∩ W j , j = 0, 1, . . . , n, see (3.1) and the proof of Theorem 3.4.
We claim that (
Fix j < n − z(Γ), and consider (A J × A K ) ∩ F I , where J, K ⊂ [n] correspond to cliques of Γ and |I| = n − j > z(Γ). Since |J ∪ K| ≤ z(Γ) < |I|, there is an i ∈ I with i / ∈ J and i / ∈ K. As noted in the proof of Theorem 3.4, we have (A J × A K ) ∩ F I = ∅ in this instance. It follows that (X Γ × X Γ ) ∩ W j = ∅ for j < n − z(Γ). Now fix j ≥ n − z(Γ), and consider (A J × A K ) ∩ F I as above, now with |I| = n − j ≤ z(Γ). Take J and K corresponding to cliques of Γ which realize |J ∪ K| = z(Γ), and take I ⊂ J ∪ K. Then, as in the proof of Theorem 3.4, one can check that (A J × A K ) ∩ F I = ∅. Consequently, (X Γ ×X Γ )∩W j = ∅ for n−z(Γ) ≤ j ≤ n, and these sets comprise a motion planner for X Γ with z(Γ) + 1 local domains. Hence, TC(X Γ ) ≤ z(Γ) + 1. Combining this with the cohomological lower bound obtained above, we have TC(X Γ ) = z(Γ) + 1.
In general, the topological complexity of a product space X × Y admits the upper bound TC(X × Y ) ≤ TC(X) + TC(Y ) − 1, see Proposition 2.3. In the case where X and Y are cubical complexes associated to right-angled Artin groups, equality always holds.
Proposition 4.2. For graphs Γ 1 and Γ 2 , we have TC(X Γ1 × X Γ2 ) = TC(X Γ1 ) + TC(X Γ2 ) − 1.
Proof. Let Γ = Γ 1 * Γ 2 be the join of the graphs Γ 1 and Γ 2 . Denote the vertex and edge sets of the graph Γ i by V i and E i respectively. Then the join Γ has vertex set V = V 1 ∪ V 2 and edge set
It is readily checked that X Γ = X Γ1 × X Γ2 . Consequently, by Theorem 4.1, it suffices to show that z(Γ) ≥ z(Γ 1 ) + z(Γ 2 ).
Write n i = |V i |, and label the vertices of Γ 1 by [n 1 ] = {1, . . . , n 1 }, and those of Γ 2 by [n 1 + 1, n 1 + n + 2] = {n 1 + 1, . . . , n 1 + n 2 }. Let J 1 , K 1 ⊂ [n 1 ] and J 2 , K 2 ⊂ [n 1 + 1, n 1 + n + 2] correspond to cliques of Γ 1 and Γ 2 realizing z(Γ 1 ) and z(Γ 2 ). Clearly, J = J 1 ∪ J 2 and K = K 1 ∪K 2 then correspond to cliques of Γ = Γ 1 * Γ 2 . It follows that z(Γ) ≥ |J ∪K| = z(Γ 1 )+z(Γ 2 ) as required.
The cubical complex X Γ associated to the graph Γ has higher-dimensional analogues X k Γ introduced by Kim and Roush [11] . Fix a positive integer k, and recall that S = S 2k−1 is the (2k − 1)-sphere. Given a simplicial Γ with |V| = n, let X k Γ be the subcomplex of the standard CW-decomposition of S ×n obtained by deleting the cells corresponding to the non-faces of the flag complex ∆ Γ . Note that X 1 Γ = X Γ is the K(G Γ , 1)-space considered previously, and that X k Γ is simply-connected for k ≥ 2.
The cohomology ring H * (X k Γ ) is a rescaling of H * (X Γ ) = E/I Γ in the sense of [17] . Explicitly, if E k denotes the exterior algebra generated by elements e k 1 , . . . , e k n of degree 2k − 1, then H * (X k Γ ) = E k /I k Γ , where I k Γ is the ideal generated by e k i e k j | {v i , v j } / ∈ E . It follows that the zero-divisor cup length of H * (X k Γ ) is equal to that of H * (X Γ ), zcl(H * (X k Γ )) = zcl(H * (X Γ )) = z(Γ). Furthermore, since X k Γ is a subcomplex of the standard CW-decomposition of S ×n , Theorem 3.4 provides a motion planner for X k Γ with local domains (X k Γ × X k Γ ) ∩ W j , j = 0, 1, . . . , n. Generalizing the proof of Theorem 4.1 in the obvious way reveals that (X k Γ × X k Γ ) ∩ W j = ∅ for n − z(Γ) ≤ j ≤ n. Hence, we have the following generalization of Theorem 4.1. Remark 4.4. The cubical complexes X k Γ are known to be formal spaces, see [18] . Since X k Γ is simply-connected for k ≥ 2, results of [8, 13] imply that the topological complexity of the rationalization (X k Γ ) Q of X k Γ is also equal to z(Γ) + 1 in this instance.
General position arrangements
Let A be an arrangement of n affine hyperplanes in general position in C ℓ , with complement X A = C ℓ \ H∈A H. If n ≤ ℓ, it is readily checked that the complement has the homotopy type of the n-dimensional torus, X A ≃ (S 1 ) ×n . If n > ℓ, then by a classical result of Hattori [9] , the complement has the homotopy type of the ℓ-dimensional skeleton of the n-torus, X A ≃ (S 1 ) ×n ℓ , see (3.2) . For n ≥ 2ℓ, results of Farber and Yuzvinsky [7] imply that the topological complexity of X A is equal to 2ℓ + 1. For arbitrary n, we have the following.
Theorem 5.1. Let A be an arrangement of n hyperplanes in general position in C ℓ . Then the topological complexity of the complement of A is TC(X A ) = min {n + 1, 2ℓ + 1}.
Proof. If n ≤ ℓ, then the topological complexity of X A ≃ (S 1 ) ×n is n + 1, see Proposition 3.3.
If n > ℓ, since X A ≃ (S 1 ) ×n ℓ by Hattori's theorem, Corollary 3.5 implies that TC(X A ) = TC((S 1 ) ×n ℓ ) ≤ min {n + 1, 2ℓ + 1}. We establish the reverse inequality by finding the zerodivisor cup length of the cohomology ring H * (X A ). This ring may be realized as the quotient of the exterior algebra E on degree one generators e 1 , . . . , e n by the ideal m ℓ+1 , where m = e 1 , . . . , e n is the maximal ideal in E. Using this fact, it is readily checked that the element e 1 · · ·ē k , whereē i = 1 ⊗ e i − e i ⊗ 1 and k = min {n, 2ℓ}, is non-zero in H * (X A ) ⊗ H * (X A ) = E/m ℓ+1 ⊗ E/m ℓ+1 . Hence, zcl(H * (X A )) ≥ min {n, 2ℓ}, and the result follows.
A hyperplane arrangement C in C ℓ is said to be central if every hyperplane of C contains the origin. A central arrangement C is generic if every ℓ element subset of the hyperplanes of C is independent. Note that |C| ≥ ℓ for C generic. In other words, a generic arrangement C of n hyperplanes in C ℓ is the cone of an affine arrangement A of n − 1 general position hyperplanes in C ℓ−1 . See Orlik and Terao [15] as a general reference on arrangements.
Theorem 5.2. Let C be a generic arrangement of n hyperplanes in C ℓ . Then the topological complexity of the complement of C is TC(X C ) = min {n + 1, 2ℓ}.
Proof. As noted above, the generic arrangement C ⊂ C ℓ is the cone of an affine arrangement A of n − 1 general position hyperplanes in C ℓ−1 . The relationship between the complements is well known: We have X C ∼ = X A × C * , see [15, Prop. 5.1] . Consequently, TC(X C ) ≤ TC(X A ) + TC(C * ) − 1 = TC(X A ) + 1, by the product inequality recorded in Proposition 2.3, and that fact that C * ≃ S 1 has topological complexity 2. Since TC(X A ) = min {n, 2ℓ − 1} by Theorem 5.1, we have TC(X C ) ≤ min {n + 1, 2ℓ}.
Since X C ∼ = X A × C * , the cohomology rings are related by the Künneth formula,
where E is the exterior algebra on generators e 1 , . . . , e n−1 , m is its maximal ideal, and E ′ is an exterior algebra on a single generator, say e 0 . Using this description, it is readily checked that the zero-divisor cup length of H * (X C ) is equal to min {n, 2ℓ − 1}. Take k = min {n − 1, 2ℓ − 2} andē i = 1 ⊗ e i − e i ⊗ 1 for each i. Then,ē 1 · · ·ē k is non-zero in H * (X A ) ⊗ H * (X A ), and one can check thatē 0 ·ē 1 · · ·ē k is non-zero in H * (X C ) ⊗ H * (X C ). It follows that TC(X C ) ≥ min {n + 1, 2ℓ}
Remark 5.3. After proving Theorems 5.1 and 5.2, we learned that these results had been established previously by Yuzvinsky [20] . The proofs are similar.
Remark 5.4. In [13] , Lechuga and Murillo show that the topological complexity of the rationalization X Q of a nilpotent formal space X is given by TC(X Q ) = zcl(H * (X Q )) + 1. It is well known that complements of complex hyperplane arrangements are formal. If A is an arrangement of n general position hyperplanes in C ℓ with ℓ ≥ 2 (resp., C is a generic arrangement in C ℓ with ℓ ≥ 3), the fundamental group G of the complement is free abelian, hence is nilpotent. However, the higher homotopy groups are not, in general, nilpotent as ZG-modules, see [16] .
Following [2] , to an arrangement A of hyperplanes in C ℓ , we associate a redundant arrangement A k of codimension k subspaces in C kℓ . Given a hyperplane H ⊂ C ℓ , let H k be the codimension k affine subspace of C kℓ = (C ℓ ) k consisting of all k-tuples of points in C ℓ , each of which lies in H. Applying this construction to each of the hyperplanes in A yields an arrangement A k of codimension k subspaces in C kℓ , with complement X k A = C kℓ \ H∈A H k . The cohomology ring H * (X k A ) of the complement of the redundant subspace arrangement is a rescaling of the cohomology ring H * (X A ) of the original hyperplane arrangement. By the Orlik-Solomon theorem, H * (X A ) = E/I is the quotient of an exterior algebra on n = |A| degree one generators e 1 , . . . , e n by a certain homogeneous ideal, see [15, § §3.1-3.2] . If E k is the exterior algebra generated by elements e k 1 , . . . , e k n of degree 2k − 1, and I k is the ideal in E k corresponding to the ideal I of E in the obvious manner, then H * (X k A ) = E k /I k . See [2, §2] for details. It follows that the zero-divisor cup length of H * (X k A ) is equal to that of H * (X A ), zcl(H * (X k A )) = zcl(H * (X A )) for each k.
Theorem 5.5. Let A be an arrangement of n hyperplanes in general position in C ℓ . Then, for each k, the topological complexity of the complement of the redundant subspace arrangement A k is TC(X k A ) = min {n + 1, 2ℓ + 1}.
Proof. For k = 1, this is Theorem 5.1. So assume that k ≥ 2. Write S = S 2k−1 . If n ≤ ℓ, checking that X k A ≃ S n , we have TC(X k A ) = n + 1, see Proposition 3.3. If n > ℓ, the above discussion and the proof of Theorem 5.1 imply that zcl(H * (X k A )) = zcl(H * (X A )) ≥ min {n, 2ℓ}. So it suffices to show that TC(X k A ) ≤ min {n + 1, 2ℓ + 1}. As shown by Papadima and Suciu [17, Lemma 8.4 ], the analogue of Hattori's theorem holds for redundant subspace arrangements associated to general position arrangements. If A is a general position arrangement of n hyperplanes in C ℓ , then the complement of the subspace arrangement A k has the homotopy type of the (2k − 1)ℓ-skeleton of the standard CW-decomposition of S ×n , X k A ≃ (S ×n ) ℓ , see (3.2). By Corollary 3.5, we have TC(X k A ) = TC(S ×n ℓ ) ≤ min {n + 1, 2ℓ + 1}, which completes the proof.
If u and v are two distinct points in a manifold X, the open string configuration space is G n (X, u, v) = (x 1 , . . . , x n ) ∈ X ×n | x 1 = u, x n = v, x i = x i+1 for 1 ≤ i ≤ n − 1 .
These configuration spaces arise naturally in the topological study of billiard problems, see [3] .
Proposition 5.6. The open string configuration space G n (C k , u, v) is equal to the complement X k A of a redundant subspace arrangement associated to an arrangement A of n + 1 hyperplanes in general position in C n .
Proof. Choose coordinates y 1 , . . . , y n on C n , and let A ⊂ C n be the arrangement of n + 1 hyperplanes defined by the polynomial Q(A) = y 1 (y n − 1) n−1 i=1 (y i − y i+1 ). It is readily checked that the hyperplanes of A are in general position.
Without loss of generality, take u = (0, . . . , 0) and v = (1, . . . , 1) in C k . It is then a straightforward exercise to check that G n (C k , u, v) coincides with the complement of the subspace arrangement A k associated to the hyperplane arrangement A in C n defined above.
This result, together with Theorem 5.5, yields the following.
Corollary 5.7. The topological complexity of the open string configuration space G n (C k , u, v) is equal to n + 2.
