This paper proposes a new model-based approach to small area estimation for grouped data or frequency data, which is often available from sample surveys. Grouped data contains information on frequencies of some pre-specified groups in each area, for example the numbers of households in the income classes, and thus provides more detailed insight about small areas than area level aggregated data. A direct application of the widely used small area methods, such as the Fay-Herriot model for area level data and nested error regression model for unit level data, is not appropriate since they are not designed for grouped data. The newly proposed method assumes that the unobserved unit level quantity of interest follows a linear mixed model with the random intercepts and dispersions after some transformation. Then the probabilities that a unit belongs to the groups can be derived and are used to construct the likelihood function for the grouped data given the random effects, which is in the form of the multinomial likelihood. The unknown model parameters (hyperparameters) are estimated by a newly developed Monte Carlo EM algorithm using an efficient importance sampling. The empirical best predicts (empirical Bayes estimates) of small area parameters can be calculated by a simple Gibbs sampling algorithm. The numerical performance of the proposed method is illustrated based on the model-based and design-based simulations. In the application to the city level grouped income data of Japan, we complete the patchy maps of the Gini coefficient as well as mean income across the country.
Introduction
Sample surveys are generally designed to estimate finite population parameters, such as total, mean, variance and quantiles. On the other hand, decision makers of both public and private agencies have become interested in such parameters for smaller subpopulation (small area) as well, created by cross classifying geographical and demographical variables, such as age, sex and race. However, direct survey estimators of small area parameters, sample mean, sample variance, sample quantiles and others, are often unstable and unreliable because the sample size for each area is too small mainly due to the budget constraint. In order to obtain more reliable estimators of small area parameters, the model-based approach which uses mixed effects models is becoming popular. The empirical best predictor or empirical Bayes estimator derived from mixed effects models, which is often called model based estimator, is more stable than the direct survey estimator because the model-based estimator borrows strength from other areas through the statistical model which connects across the areas with auxiliary variables from other data sources such as large-scale sample surveys and population census. Alternatively, the hierarchical Bayes approah to the model-based method has been also discussed in the literature. For the detail about small area estimation (SAE), see Datta and Ghosh (2012) , Pfeffermann (2013) , Rao and Molina (2015) and others. There are two fundamental models for model-based SAE: the Fay-Herriot model for area level aggregated data (Fay and Herriot, 1979) and the nested error regression model for unit level data (Battese et al., 1988) . The Fay-Herriot model is more widely used in practice as the accessibility of unit level data is limited in many cases.
Along with area level aggregated measures of quantities of interest, as sample mean, sample surveys frequently report grouped data. Grouped data contains information on frequency distributions based on some predefined groups in each area and thus provides more insight about areas than an aggregated areal measure. For example, Housing and Land Survey (HLS) conducted by Statistics Bureau of Japan in 2013 reports the numbers of households that fall into the five and nine income classes over 1265 municipalities. Because the reported frequency distributions are based on the survey sampling, they are unstable for the areas with small sample sizes and call for a correction through the small estimation method. However, none of the existing SAE methods can be used to reduce uncertainty in grouped data, because grouped data do not contain unit level information that is required in the nested error regression model and an appropriate direct estimator that can be used in the Fay-Herriot model is difficult to define for many small area parameters.
In this paper, we develop a new model-based SAE method which explicitly takes frequency distributions observed in grouped data into account. Specifically, the unobserved unit level quantity of interest follows a linear mixed model after some transformation. The linear mixed model adopts the random dispersion as well as random intercept, because the frequency distribution of each area provides the information on the scale of the distribution. While Jiang and Nguyen (2012) and Kubokawa et al. (2016) considered the heteroskedasticity in SAE, they did not consider the grouped data setting. Given the random effects, the probabilities that a unit belongs to the groups can be derived and are used to construct the likelihood function for the grouped data which is in the form of the multinomial likelihood. The unknown model parameters (hyperparameters) are estimated by maximising the marginal likelihood which integrates out the random effects. Since the marginal likelihood cannot be evaluated analytically, we develop an EM algorithm (Dempster et al., 1977) , where the E-step is carried out by Monte Carlo integration based on the sampling importance resampling (SIR) using an efficient importance sampling technique. After obtaining the estimates of hyperparameters, the empirical Bayes (EB) or equivalently empirical best predicts, of small area parameters, such as areal means and Gini coefficients, are easily calculated using the output from a simple Gibbs sampler.
The rest of the paper is organized as follows. Section 2 describes the proposed model and methods for hyperparameter estimation and calculation of EB estimates. Section 3 presents the application of the proposed method to Japanese income dataset from HLS. The patchy maps of the areal mean income and Gini coefficient are completed using our method. In Section 4, the performance of the proposed model is examined through the model-based and design-based simulation studies. Finally, Section 5 concludes the paper with some discussion.
Proposed method

Model description
Let z ij > 0 be some positive variable of the jth unit in the ith area (i = 1, . . . , m; j = 1, . . . , N i ) and z i = (z i1 , . . . , z iN i ) . Note that N i is not the sample size but the population size and thus a finite population setting is considered. In this paper, we consider the situation where z ij 's cannot be observed directly but only the frequency distributions of the sampled values of z ij 's with size n i for m areas are available in the form of grouped data. Without loss of generality, it is assumed that the first n i values of z ij 's are sampled. The grouped data provides the numbers of units that fall into the mutually exclusive G groups divided by the known thresholds 0 = c 0 < c 1 < · · · < c G−1 < c G = +∞. That is, we observe y i = (y i1 , . . . , y iG ) for i = 1, . . . , m, where
and I(·) is the indicator function. We take into account the variability of the frequency distribution by incorporating the sample size into our model. We assume that the latent z ij after some transformation follows the linear mixed model:
or equivalently the following Bayesian model:
where h κ (·) is an arbitrary parametric transformation with the parameter κ, x i is the area specific p-dimensional auxiliary variable vector, β is the unknown parameter vector of regression coefficients, b i is the random area effect with the unknown variance parameter τ 2 and ε ij is the error term with the area specific random variance σ 2 i . It is further assumed that b i 's and σ 2 i 's are mutually independent or equivalently µ i 's and σ 2 i 's are mutually independent and that z ij 's are conditionally independent given b = (b 1 , . . . , b m ) and σ = (σ 2 1 , . . . , σ 2 m ) . The mean of σ 2 i is ϕ which is further modeled as ϕ i = exp(x i γ) using the auxiliary variables.
Based on the statistical model (2) or (3), the conditional probability that z ij falls in the gth group given b i (or µ i ) and σ 2 i is given by
where µ i = x i β + b i and Φ(·) denotes the cumulative distribution function of the standard normal distribution. Note that we model the unit level variable z ij , not the area level variable like the Fay-Herriot model. However, the auxiliary variables are available only on the area level. Hence, if the log transformation is used, the superpopulation of z ij is the log-normal distribution with the same mean and variance within the same small area i, which is too restrictive. In this paper, a more flexible parametric transformation h κ (·) is adopted to relax the restriction. Specifically, we use the Box-Cox transformation given by
Our goal is to estimate (predict) some characteristics of each area, such as the areal mean
where {z i(1) , . . . , z i(N i ) } are sorted values of {z i1 , . . . , z i,N i } in non-decreasing order. To this end, we develop the empirical Bayes (EB) estimators of z i and GINI(z i ).
Hyperparameter estimation
The unknown model parameter vector is denoted by ψ = (β , τ 2 , λ, κ, γ ) . If our model is seen as a Bayesian model (3), ψ is referred to as hyperparameters. Hereafter, ψ is referred to as the hyperparmeters for the sake of clarity of terminology. The hyperparameter ψ is estimated by maximizing the marginal likelihood:
where π(u i ) is the pdf of
is the conditional probability mass function (pmf) of y i given u i , which is given by the pmf of the multinomial distribution with n i trials and the probabilities given by (4):
for i = 1, . . . , m. It is difficult to evaluate the marginal likelihood (6) analytically because of the integration with respect to u i . Thus we introduce the EM algorithm (Dempster et al., 1977) where the vector of random effects u = (u 1 , . . . , u m ) is regarded as the missing variable. The complete log-likelihood is given by
In the kth iteration of the algorithm, the E-step calculates
where the expectation is taken with respect to the conditional distribution of u given y with the parameter value ψ (k−1) from the (k − 1)th iteration. The M-step maximizes Q(ψ | ψ (k−1) ) with respect to ψ. The maximizer, denoted by
Since it is difficult to evaluate the conditional expectation analytically in the E-step, we use the Monte Carlo integration based on the sampling importance resampling (SIR). Note that the conditional pdf of u given y is the product of the conditional pdfs of u i given y i :
where π(u | y) is the conditional pdf of u given y and π(u i | y i ) is the conditional pdf of u i given y i . Therefore, we apply the following SIR method independently for i = 1, . . . , m. Let q(u i | a i ) denote the proposal density for u i where a i ∈ R q is the parameter vector of the proposal distribution. In the SIR method, first a set of random numbers {ũ
i , the weight
is calculated. Finally, a set of samples of size S 2 , {u
}, is drawn with replacement from {ũ
} is approximately a set of independent random samples from π(u i | y i ). The expectations in the M-step are replaced with the Monte-Carlo estimates based on the SIR samples.
The performance of the SIR depends on the choice of the proposal distribution. It is ideal to employ a proposal distribution that well approximates the target distribution and we aim to achieve this by updating the value of a i through an iterative procedure proposed by Richard and Zhang (2007) . Their efficient importance sampling (EIS) method determines the valueâ i such that it minimizes the Monte Carlo sampling variance of the importance weights with respect to the proposal distribution. In the current context, as shown by Richard and Zhang (2007) ,â i is determined through the following minimization problem
i is a scalar that adjusts for the normalizing constants and
The EIS method replaces (8) with a Monte Carlo approximation and proceeds by iteratively solving
i ) denotes the value of (â i ,ĉ i ) at the tth iteration of the EIS minimization and {ǔ
} is the set of samples generated from q(u i |â
) . Richard and Zhang (2007) noted that S 0 does not have to be very large. In this paper, we
is the vector of natural parameters. Because the proposal distribution belongs to the exponential family where
) and a i4 = −θ i4 , the solution for the EIS minimization (9) is given by the following generalized least squares (GLS) estimator
where
and f i are S 0 × 1 vectors with the sth elements given byb
) on the sth diagonal position. In this paper, the EIS iteration is terminated when the relative change in (θ i1 (a
i )) is below 10 −3 . After the termination of the EIS iterations, the optimal parameters for the proposal distribution are obtained Richard and Zhang (2007) for more detailed implementation of the EIS method.
The initial values for the MCEM algorithm are determined as follows. Let us define
. . , V m ) and X = (x 1 , . . . , x m ) . Then, the initial value of β and τ 2 are determined as
The initial values of λ, κ and γ are determined by using the estimates based on the local model which modifies the model (2) as follows:
where β i ,, κ i and σ 2 i are the unknown parameters. Let β i ,κ i andσ 2 i denote the maximum likelihood estimates which independently maximizes the likelihood function for i = 1, . . . , m:
Then, the initial value of λ and κ are determined as
whereσ 2 and V (σ 2 ) are sample mean and variance ofσ 2 i 's over the areas andκ is the sample mean ofκ i 's. Furthermore, the initial value of γ is
where σ = (σ 2 1 , . . . ,σ 2 m ) . This method generally provides reasonable initial values for the MCEM algorithm leading to a fast convergence. Although other initial values are also tried, the similar results are obtained with longer computing times.
To monitor the convergence of the MCEM algorithm, the criterion considered by Shi and Copas (2002) is used. In order to prevent premature termination of the algorithm due to the difference in the scale of the parameter values, the quantities e k,(β) , e k,(τ 2 ) , e k,(κ) , e k,(λ) and e k,(γ) is evaluated respectively for β, τ 2 , κ, λ and γ. In the case of β, for example,
where β
, and δ, H, and d are specified by the user. Then the EM algorithm is terminated in the kth iteration if max{e k,(β) , e k,(τ 2 ) , e k,(κ) , e k,(λ) , e k,(γ) } < , for some small value > 0, and useψ
which is denoted by ψ = ( β ,τ 2 ,λ,κ, γ ) hereafter.
Calculation of empirical Bayes estimates
Here we propose the method to calculate EB estimates of some function of z i , which is denoted as ζ i (z i ) in general. The examples of ζ i (z i ) include the areal mean z i and Gini coefficients GINI(z i ) in (5). Under the quadratic loss, the Bayes estimator of ζ i (z i ) is its conditional expectation given the data, E[ζ i (z i ) | y]. Because of the independence over the areas,
, which is denoted by
Because ξ i (ψ; y i ) is a function of the unknown parameter ψ, we obtain the empirical Bayes (EB) estimator ξ i ( ψ; y i ) by substituting ψ for ψ in the Bayes estimator. However, since it is impossible to evaluate the conditional expectation of ζ i (z i ) analytically, we calculate the EB estimates from the output of the following Gibbs sampler. Let the random vectorṽ i = (v i1 , . . . , v in i ) denote the sorted values of {hκ(z i1 ), . . . , hκ(z in i )} in increasing order with size y i1 , . . . , y iG and then the following relationship holds:
To evaluate the conditional expectation of v i given y i , the sample from the joint conditional distribution of {ṽ i ,v i , µ i , σ 2 i } given y i is obtained by using the Gibbs sampling algorithm with the following full conditional distributions:
j=1 v ij and TN [a,b) (µ, σ 2 ) denotes the truncated normal distribution with the mean µ and variance σ 2 truncated to the interval [a, b). The derivation of the full conditional distributions is given in Appendix A.1. Let v
) be the sth output of v i from the Gibbs sampler (s = 1, . . . , S 3 ).
Then the EB estimates ξ i ( ψ; y i ) can be calculated as
where h −1 κ (·) is the inverse Box-Cox transformation with parameter valueκ. If the auxiliary variables x i 's are available for out-of-sample areas, ζ i (z i ) can be also predicted for an out-of-sample area i = m + 1 by ξ m+1 ( ψ) where ξ m+1 (ψ) = E[ζ m+1 (z m+1 )], since y and z m+1 are mutually independent. This expectation can be calculated by the Monte Carlo integration that generates random numbers from the model (2) with the hyperparameters are fixed to their estimates.
Application to grouped income data of Japan
The proposed method is demonstrated by using the grouped income data obtained from Housing and Land Survey (HLS) of Japan in 2013. The data contains the number of households that fall in G = 5 and 9 income classes. 1 The income classes are defined in million Japanese Yen (M JPY) and the thresholds are given by (c 1 , c 2 , c 3 , c 4 ) = (3, 5, 7, 10) for G = 5 and (c 1 , c 2 , c 3 , c 4 , c 5 , c 6 , c 7 , c 8 ) = (1, 2, 3, 4, 5, 7, 10, 15) for G = 9. In this survey in 2013, 1265 out of 1899 municipalities in Japan were sampled. As a summary of the data, Figure 1 presents the proportions of the households in the in-sample-municipalities for each income class in the case of G = 9. The maps look incomplete because of the presence of the out-of-sample municipalities.
Using the proposed method, the EB estimates of the areal mean incomes and Gini coefficients are obtained. For the auxiliary variables, we use the total population denoted by P i and workingage population denoted by WA i obtained from Population Census (PC) of Japan in 2010 and set x i = (1, log P i , log WA i ) for the ith municipality. Since these auxiliary variables are also available for the out-of-sample municipalities of HLS, the model can be further utilised to complete the maps of the mean incomes and Gini coefficients. To estimate the hyperparameters, we set S 0 = 100, S 1 = 10000, S 2 = 500, H = 30, d = 5, and δ = = 0.001 for the MCEM algorithm. The initial values are determined using the method described in Section 2.2. The convergence of the MCEM algorithm occurs relatively fast. We also tried other initial values obtained similar results. It is noted that the method in Section 2.2 took much shorter computing times. Figure 2 presents the 0.1, 0.5 and 0.9 quantiles of the effective sample size (ESS) divided by S 1 for the 1265 municipalities at each step of the MCEM algorithm. It is seen that the ESS is fairly high and stable over the EM iterations, especially for G = 9. The Bayes estimator of z i is denoted by ξ 1i (ψ;
. The EB estimates of z i and GINI(z i ) are calculated from the output of the Gibbs sampler (13) as
} in non-decreasing order. In this analysis, we run the Gibbs sampler for S 3 = 500 iterations with the initial burn-in period of 50 iterations.
While it is generally difficult to define a reasonable direct estimator for these small area parameters from grouped data, for a comparison purpose, we may also think of the following "naive" estimator of the areal mean z i that uses the class midpoints given by
where c g = (c g−1 +c g )/2 for g = 1, . . . , G−1 and c G = c G−1 +(c G−1 −c G−2 )/2. This estimator is naive particularly because the upper end c G has to be set and its choice is completely arbitrary. The choice of c G would have a huge impact on its performance. Note that the proposed approach has no arbitrariness with this respect as c G = ∞ and (4) is well defined. Figure 3 presents the estimates of the areal means based on the proposed method and naive method (14) . By borrowing strength from the other municipalities through the statistical model (2), the proposed method can predict the income for the out-of-sample municipalities and provide the complete maps of the mean incomes and Gini coefficients. The boxplots of Figure 7 compares the EB and naive estimates of the areal means for the sample areas. The figure indicates that the results for the naive estimates can vary between G = 5 and 9 resulting the higher mean incomes for some areas for G = 5 than for G = 9. This would be because the naive estimates cannot capture the behavior of the upper tail of the income distribution, which has an impact on the estimation of the mean income. In fact, we also considered the different values forc G for the naive estimates to demonstrate the impact. Figure 5 presents the boxplots of the naive estimates under the different values ofc G for G = 5 and 9. The figure shows that the naive estimates exhibit severe sensitivity with respect to the setting ofc G in the case of G = 5. While the sensitivity decreases for G = 9, the areal mean estimates for the high income areas still appear to increase withc G .
In order to assess the uncertainty of the estimators, we estimated the root mean squared error (RMSE) of the estimators for the sampled municipalities by using a parametric bootstrap method. Let z * (b) ij (i = 1, . . . , m; j = 1, . . . , N i ) and {y * (b) 1 , . . . , y * (b) m } denote the bth bootstrap sample (b = 1, . . . , B) generated from the models (1) and (2) with the hyperparameter fixed to the maximum likelihood estimate ψ. Then, the RMSE of the EB estimator of areal mean is estimated as
for a large B, where
ij . For each b, we simply run the Gibbs sampler described in Section 2.3 to calculate the EB estimates given the estimate ψ from the original data, not on the bootstrap samples. In the same way, the RMSE of the naive estimator is estimated as
ig . Figure 6 presents the estimates of the RMSE of the EB estimators and naive estimators for the sampled areas. The naive estimators resulted in the large RMSE indicated by the darker shade of red in the case of G = 5. While the RMSE for the naive estimators improves as the number of income classes increases, the EB estimators resulted in the smaller RMSE. The figure also shows that the overall improvement in the RMSE of the EB estimators in the case of G = 9 over G = 5 is marginal compared to the naive estimators.
Finally, Figure 7 presents the EB estimates for the Gini coefficients for all municipalities and associated estimates of RMSE for the sampled municipalities. As in the case of the mean incomes, the proposed method can also predict the Gini coefficients for the out-of-sample municipalities to complete the map. The RMSE of the estimator of the Gini coefficient is estimated in the same way as that of the mean income by using the parametric bootstrap. The map for the case of G = 9 exhibits darker shades of blue than the map for G = 5 implying that the degree of inequality is greater across the country. This could be because that the data with G = 9 contains more information on the income distribution, especially on the upper tail of the distribution which can have an impact on the estimates. The figure also shows that the uncertainty regarding the Gini coefficients estimation decreases as the number of income classes in the data increases. In this section, the proposed approach is illustrated using the simulated data. The first simulation is a model-based simulation where (2) is the data generating process. The true parameter values are set to the estimates obtained in the real application in Section 3 and we use the same values of the auxiliary variables x i 's as the real data for the randomly chosen m = 100 areas out of the 1265 in-sample areas of HLS. Based on this setting, we generate R = 100 replications of z ij 's with N i = 1000 for all i and calculate the true mean z i and Gini coefficient GINI(z i ). For each replication, we obtain a frequency distribution for each area from the simulated data {z i1 , . . . , z i,n i }. The two cases of the numbers of groups G = 5 and 9 with the same thresholds as HLS are considered. The sample sizes are set as n i = 10 (i = 1, . . . , 20), n i = 50 (i = 21, . . . , 40), n i = 100 (i = 41, . . . , 60), n i = 150 (i = 61, . . . , 80), and n i = 200 (i = 81, . . . , 100). The true parameter values and the auxiliary variables x i 's for i = 1, . . . , m are fixed for all replications. The settings for the MCEM algorithm and the Gibbs sampler are the same as the real data analysis in Section 3.
In order to demonstrate the advantage of the present approach, the naive estimator of z naive i
in (14) is also considered again. The performance of the methods is compared by the simulated relative root MSE (RRMSE) over R = 100 replications of the data. The simulated RRMSE is calculated as
i is the EB or naive estimates and z (r) i is the true mean in the rth replication. Figure 8 shows the result of the simulation. Noting that the horizontal axis represents the area index, the figure shows that the RRMSE decreases as the sample size increases both for the EB estimator and the naive estimator. In terms of RRMSE, the EB estimator improves on the naive estimator for all the areas. It is interesting to see that the improvement of the RRMSE is much larger for the areas with small sample sizes, especially for the areas with n i = 10 and 50. This is because the EB estimator borrows strength from other areas even though the area sample size is small, while the naive estimator only uses the information of the target area. It is also observed that EB estimator for G = 9 resulted in better performance than for G = 5 for most of the areas. This is a natural result because the frequency distributions based on G = 9 contain more information of the distribution of the latent z ij 's. 
Design-based simulation
The second simulation is a design based simulation where (2) is not assumed to be the data generating process. For this simulation, the Spanish income dataset included in the R package sae developed by Molina and Marhuenda (2018) .
This dataset contains the synthetic data on income and some related information of 17199 households including the province where the household is located and the gender of the head of the household. There are 52 provinces in Spain and for each province the dataset is divided based on the gender of the head of the household. Therefore, this dataset consists of m = 104 small domains.
We generate the datasets for this design-based simulation study following the technique used by Chandra et al. (2012) . First, a synthetic population is created for each domain by resampling with replacement from the original dataset and calculate the 'true' population mean for each dataset. Then 100 independent samples are obtained from the fixed synthetic populations based on the simple random sampling without replacement and form a frequency distribution for each domain.
As the auxiliary variables, we use x i = (1, NAT i , WA i , LABOR i ) where NAT i is the proportion of the people holding Spanish nationality in the ith domain, WA i is the proportion of the people who are in working age in the ith domain, and LABOR i is the proportion of the people who are employed in the ith domain. For the transformation in (2), since the negative income observations are present for some households in this dataset, the following modified Box-Cox transformation is used:
where C is equal to 0.1 less than the minimum income of the synthetic population. The same settings for the MCEM algorithm and Gibbs sampler as in the previous sections are used. As in the previous sections, the performance of the proposed EB estimator and naive estimator is compared. Figure 9 shows the RRMSE for the EB and naive estimators. The figure shows that the the EB estimator resulted in the better performance than the naive estimators in terms of RRMSE for most domains. In addition, the degree of improvement is larger in the case of G = 5, where the frequency distributions contain less information. Since this simulation setting does not assume a statistical model, we obtained an important implication that the proposed EB estimator performs well even when the statistical model is misspecified. This design based simulation can be seen as an empirical evidence to show the usefulness of our proposed method. 
Conclusion
We have proposed the unit level mixed model for grouped data where the transformation of the unobservable quantities of interest follows the normal distribution. The model parameter is estimated easily by using the Monte Carlo EM algorithm based on the efficient importance sampling and the EB estimates of small area parameters are calculated by the output of the Gibbs sampler. From the application to the real data of Japan and simulation studies, we have shown that the proposed EB estimator performs better than the naive estimator. Because our proposed model is in a general form, it can be applied to a wide variety of datasets. However, if we do focus on the income data, especially on the Gini coefficient or other poverty indicators, a probability distribution assumed by the small area model should provide good fit to the income distribution and provide a straightforward interpretation. The present model that assumes the normal distribution after a transformation may be limited in this sense. An extension of our model to the parametric income distribution is left for future studies. 
