This paper presents a novel Logit-Logistic Fuzzy Color Constancy (LLFCC) algorithm and its variants for dynamic color object recognition. Contrary to existing color constancy algorithms, the proposed scheme focuses on manipulating a color locus depicting the colors of an object, and not stabilizing the whole image appearance per se. In this paper, a new set of adaptive contrast manipulation operators is introduced and utilized in conjunction with a fuzzy inference system. Moreover, a new perspective in extracting color descriptors of an object from the rg-chromaticity space is presented. Such color descriptors allow for the reduction of the effects of brightness/darkness and at the same time adhere to human perception of colors. The proposed scheme tremendously cuts processing time by simultaneously compensating for the effects of a multitude of factors that plague the scene of traversal, eliminating the need for image pre-processing steps. Experiment results attest to its robustness in scenes with multiple white light sources, spatially varying illumination intensities, varying object position, and presence of highlights.
Introduction
Mimicking the human visual system's intrinsic object recognition capability is not quite an easy task in machine vision. The obscure features of color can only be ascribed to very vaguely, and the scene of traversal is plagued with a multitude of confounding imaging conditions for the vision system. Effects such as lighting and shadows, lens focus, and even quantum electrical effects in the sensor chip combine to make it essentially impossible to guarantee that the color being tracked down would remain constant as the object (mobile robot) traverses the exploration field. Suited to this kind of problem is Fuzzy Logic, a computational paradigm that is known to handle uncertainties very well. With its flexibility in its architecture to allow for description of control elements using vague linguistic terms, it efficiently lends itself amenable for handling the elusive features of color. However, despite all these promising capabilities, researches on fuzzy color processing are rather sparse. The full potential of Fuzzy Logic in the area of multi-channel color imaging is not yet fully explored. Apparently, its architecture is in dire need of additional support components for solving machine vision-related problems. It is in the light of this limitation that spawned the creation of the LLFCC algorithm, which attempts to extend the technique's computing prowess further in the realm of computer vision.
Most color constancy algorithms are primarily used for color balancing, and rarely have been actually put to use in a computer vision system like in a color object recognition task. Prominent color constancy algorithms such as Greyworld, White-Patch Retinex and 2D Neural Network [1] achieve color constancy by estimating the color of the incident illumination and then using that estimate to transform the image colors to canonical color descriptors. In addition, there also exist 2D and 3D-gamut constraint algorithms that can stabilize the appearance of an image by estimating the transformation directly [3] . Recent studies used the aforementioned color constancy algorithms in conjunction with image processing techniques like averaging of frames and image smoothing (e.g. using a 5x5 block) as pre-processing steps towards color object recognition. In particular, Funt et al. tested the color constancy algorithms along with color-indexing to recognize objects, but results show that they are not good enough for the task [3] . Similarly, Kwei et al. tested the same set of algorithms, except 2D and 3D gamut-constraints for the task of spotting colors of an object and consequently arrived with the same conclusions [5] . Nonetheless, it was observed that color constancy techniques does help improve the system's performance, but does not always guarantee good results. Existing color constancy algorithms may perform really well when the spotting task is for a particular color, but the same algorithm may perform poorly when spotting for another color.
Unlike existing color constancy researched which aim to stabilize the image appearance per se, the proposed technique is geared towards achieving color constancy for explicitly pinpointing a target color object despite varying illumination intensities. Thus, a new term-color locus constancy is introduced to accompany the underlying principle behind the algorithm. To distinguish the new technique from existing ones, consider the von Kries model for example, which works by changing the gain of the three receptor cones in such a way that the cone responses are not altered by the illumination [9] . On the other hand, the proposed algorithm takes into account a color locus comprising of all the different shades of a particular color family depicting a single-color object by performing adaptive contrast operations on the color tristimulus to compensate for the effects of spatially varying illumination intensities, object position, rotation and presence of highlights. In effect, the term color locus constancy corresponds to the ability (which the vision system seek to attain) to stabilize a color locus depicting the colors of an object despite the complexity of confounding imaging conditions.
Dynamic Color Object Recognition Setup
The scene of traversal lies within the confines of a room illuminated by 8 fluorescent lamps, assembled by pair, with 4 of them directly on top of the exploratory field causing the two obvious oval-shaped highlights in the field as can be viewed in Fig.1 . Target objects are characterized by single color patches (although multiple adjacent patches could also be used). The collection of patches investigated includes "similar" colors (see Fig.1 ) that closely resemble each other in terms of rg-Hue (Sec. 3.2). We believe that the real discriminating power of the technique can only be demonstrated when spotting for a target color despite the presence of other similar colors in the scene. In Fig.1 , there are 3 shades of blue (i.e. light blue, blue and violet), with all light blue objects marked with dashed lines and tagged with numbers. The scene poses a relatively difficult task for the process of color spotting in that these color patches tend to appear almost the same under very dark or very bright illumination settings (as observed from experiments) To investigate the robustness of the algorithm under spatially varying illumination intensities, the objects were strategically scattered across the exploratory field under relatively bright, dim and dark regions. In Fig.1 , objects 3 and 4 are located inside the oval-shaped highlights in the field, and so they are therefore under a relatively bright region in the exploratory field. On the other hand, objects 1 and 2 are near the highlights but missing it, consequently they fall under a relatively dim region. Lastly, objects 5, 6 and 7 are far from the highlights, accordingly they fall under a relatively dark region. In summary, the order of object illumination from brightest to darkest is: Target objects 3,4,1,2,7,6,5.
All images were acquired directly from the frame grabber's built-in video memory. No image pre-processing steps whatsoever (e.g. image smoothing, frame averaging) was performed on the images. Statistically, the test images used in this research are relatively more confounded with noise than in [5] . The standard deviation of the rg-chromaticities of the objects falls within the range [0.003-0.078], while in [5] , the standard deviation was measured to be confined in a relatively very small range [0.001, 0.006], and so color discrimination for this research is relatively more difficult.
The Processes Involved for Dynamic Color Object Recognition
Basically, the dynamic color object recognition task can be described by the following steps:
1. Color classification via look-up It is a necessary precursor for real-time object detection that a look-up table that maps all target colors be constructed. It is imperative that all confounding factors that impair the vision system be accounted for during the construction of the look-up-table. All processes involving mathematical rigors which entail long processing time could be employed during the construction stage, to ensure that color classification is done accurately. Consequently, candidate pixels are gathered into blobs; thereby isolating them from the rest of the surroundings for identification. A clustering technique described in [4] is used in this research which eventually leads to the final object recognition task. In the case of recognizing target objects comprising of multiple color patches, the relative proximity of the color clusters correlated to the color patches that make up the object is taken into account. For example, if robot 1 is characterized by light blue and pink patches, then the two closest clusters (based on the Euclidean distance of their centroids) depicting the colors light blue and pink would correspond to robot 1.
Inevitably, once the vision system is in the active state, the entire object recognition process has to be accomplished at only a fraction of a second. In effect, in a fraction of a second, all three steps mentioned above have to be completed; without a color look-up table and the use of the window tracking technique (described in [4] ), real-time detection would not be possible. The next succeeding discussions zero-in on the details of the color classification scheme which works in conjunction with adaptive contrast operations in generating the look-up table.
Color Contrast and Classification
Accurate color classification is vital to successful object recognition; an outline of the proposed color classification scheme used for the construction of the look-up table is described as follows.
1. Extraction of color descriptors. 2. Application of fuzzy contrast operations on each RGB channel (RGB -to-RGB new transformation). 3. Extraction of color descriptors from RGB new components. 4. Color classification. Firstly, the proposed algorithm extracts color descriptors (Sec.3.2) from the original color tri-stimulus to determine which fuzzy contrast rules should be applied. Next, fuzzy rules adaptively perform contrast operations on the color tri-stimulus (Sec.3.4 & 3.5), transforming the original color tri-stimulus into contrast manipulated RGB components to account for all confounding imaging conditions. Different configurations and variations of the proposed fuzzy techniques were employed to control the application of contrast operations more efficiently, and such variants are discussed in Sec.3.6. Subsequently, color vectors are classified according to a pie-slice color decision region, which returns candidate pixels that are most likely to correspond to the target color object; the details of which are discussed in Sec.3.3. In the next succeeding subsections, details regarding the steps outlined are discussed separately in greater detail.
New Color Descriptors
A normalized RGB space called the rg-chromaticity model is exploited in this research. The color space is already known for its capability of reducing the effects of brightness [2] , but to further extend its color discrimination potential, we introduce new color descriptors that enable separation of similar colors, and adhere to human perception of colors. The extraction of these color features are similar to what was described in [8] , except that in this work, the rg-chromaticity space was exploited instead of the YUV color map. The idea is to define a new system of coordinates with its origin set at (0.333, 0.333), where the color white resides. In addition, the rg-color space is treated similar to an HSV model, which ascribes hue, saturation and intensity to a color. The new color descriptors, namely rg-Saturation and rg-Hue are derived as follows:
1. Compute rg-chromaticities from the camera RGB tristimulus: r = R / (R+G+B) and g = G / (R + G + B)
2. Assign white as the new reference point or origin (O new ) of the new color space O new (0.333, 0.333), then compute for rg-Saturation as the radius extending from the origin to any given pair of rgchromaticities.
3. Next, compute for the rg-Hue descriptor as the angle relative to the X new -axis of origin O new :
Pie-Slice Decision Region in Rg-Chromaticity Space
One of the challenges in color object recognition is the definition of a highly discriminating color decision region that can be easily customized by the user. Selecting a rectangular decision region inevitably envelopes neighboring colors, and so adjacent colors like pink and red for example would fall into the same color category. In [8] , this problem has been drastically resolved; in a YUVspace, a pie-slice decision region that considerably helps reduce the effect of glare and hue drift was proposed. The same pie-slice decision region, excluding a gray zone (as depicted in Fig.2 ) is used in this research; however, characterized by rg-Hue and rg-Saturation in rg-chromaticity space. The idea is to utilize the ability of the rg-color space in reducing the effects of brightness, and combine it with the invariance of the pie-slice decision region to changing lighting conditions. Fig.2 shows a more elaborate illustration of the proposed color descriptors. Color classification is performed in the new system 
In adjusting the rg-Hue boundaries for the color decision region, it is worth-noting that adjustment requires precision of up to at least one decimal place.
In Fig.2 , any given chrominance point, as described by its rg-Saturation and rg-Hue values, is mapped to its corresponding color decision region. A pie-slice decision region, excluding the gray zone is said to encompass effects of glare and hue drift [8] .
Adaptive Contrast Operators
The proposed system utilizes a set of contrast manipulation operators, which act in a combination of contraction and dilation on the color vectors in order to account for the incessant shifting of the color locus due to all confounding imaging conditions. The two complementary operators employed in the system are as follows:
1. Contrast Intensification Operator (Logistic Function) The graph in Fig.3 shows how values are altered when contrast intensification is successively applied. The number of successive applications (r) of the operator is indicated as 1x, 2x , 3x, etc.
The contrast intensification equations below were taken in [7] . If we let r represent the number of successive applications of the operator, then it can be observed that the slope of the curve gets steeper as r increases. Moreover, as r approaches infinity, the shape approaches a crisp (binary) function. Therefore, r can be set accordingly for domain-specific applications.
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2. Contrast Degradation Operator (Logit Function) In addition to the contrast intensification operator, a contrast degradation operator was originally derived, as shown in (5), in order to complete the set of contrast manipulation operators. The behavior of this operator takes the form of a logit function, and works by gradually contracting or concentrating signals towards the threshold setting of 0.5, thereby degrading contrast. where µ α (y) is the raw input signal, and α the contrast manipulated signal. The threshold was fixed to 0.5. Fig.4 shows how input signals are altered when contrast degradation is successively applied. The number of successive applications of the operator (r) is indicated as 1x, 2x , 3x, etc. Fig.5 shows the overall architecture of the system. The LLFCC adaptively applies contrast operations to the color tristimulus. It operates by taking rg-Hue and rgSaturation color descriptors (Sec.3.2), and employing the appropriate contrast rules on the RGB channels. The newly transformed RGB components are then converted to their corresponding rg-chromaticity values, and extracted of their rg-Hue and rg-Saturation values. Lastly, a color classification scheme (Sec. 3.3) determines the perceived color. Based on the experiments performed on actual scenes, the proposed system considerably accounted for the effects of all confounding imaging conditions that usually calls for extra image preprocessing In Fig.6 , the LLFCC system that performs color locus constancy on the image via adaptive contrast operations is shown. For each RGB channel, there correspond fuzzy rules that perform contrast operations based on their degree of applicability. Trapezoidal membership functions which take the rg-Hue color descriptor as input return the degree of applicability of the rules. The rules in turn dictate which contrast operator to apply and by how much contrast should be applied to the color vectors. Rules act on either one of three possible ways on a color channel; that is, to degrade, enhance, or leave the RGB component as it is. The rules are tailored specifically for the target colors at hand. As an example, consider the following fuzzy contrast operation rule for light blue patches.
The LLFCC Algorithm
Sample Fuzzy Color Contrast Operation Rule: If (rg-Hue depicts Light Blue) Then (Apply Low contrast Degrade on Red channel) and (Apply Low contrast Enhance on Green channel) and
(Apply Low contrast Degrade on Blue channel).
The given fuzzy contrast rule in (6) applies to a color vector whose rg-Hue descriptor depicts Light Blue. If the antecedent is satisfied by the fuzzy membership function corresponding to Light Blue, then the Red channel is contrast degraded low, the Green channel contrast enhanced low, and the Blue channel contrast degraded low. Rules are derived based on the number of hits and misses that are returned when the RGB channels are contrast manipulated. The combination of contrast operations for each target color is empirically derived by testing all possible permutations of the contrast operations. The combination that returns the highest number of hits and lowest number of misses is considered the most appropriate rule for the target color at hand. During the construction of the look-up table, several rules could be triggered at any one time, and so the resulting action is then computed by fusing all rules that fired for each color channel.
Different configurations of the fuzzy system were considered to see effects of the following parameters on the accuracy of the system (other variants of the system are discussed in Sec. 3.6 more fully):
• Inclusion/exclusion of don't cares fuzzy color sets on each RGB channel.
• Restriction of the application of contrast operations; that is, whether to apply contrast operations on the entire image, or strictly on color vectors with rg-Hue values that are close to the target color at hand The degree of applicability for don't cares fuzzy color sets is:
1 -Max. Degree of Applicability of All Rules Triggered.
(8) Fig.7 shows the complete mapping of fuzzy color membership functions for Light Blue, Blue, Violet and don't cares fuzzy color sets. In calibrating the parameters of the trapezoidal membership functions, it is worth noting that adjustments should be made precise up to at least one decimal place.
Variants of the LLS Fuzzy Color Locus Constancy Algorithm
In order to investigate how the proposed algorithm could be optimally configured, we have performed experiments on the following variants of the proposed algorithm:
1. LLFCC1-contrast operations are applied to the entire image based on rules that are tailored specifically for the target color. In this configuration, partial memberships on color sets are not allowed, and so only one rule is allowed to be triggered at any one time. 2. LLFCC2 -contrast operations are applied to the RGB channels of all pixels that fall within the boundaries of the rg-Hue constraints -set very close to the color decision region. In effect, the constraints would be a little less than θ 1 and a little greater than θ 2 (as shown in Fig.2 ). In this configuration, partial memberships on color sets are not allowed, and so only one rule is allowed to be triggered at any one time. 3. LLFCC3 -contrast operators are applied to the color tristimulus of the entire scene based on their degree of applicability, with or without considering don't cares fuzzy sets. (See Eqn. (8)) 4. LLFCC4 -contrast operators are applied to the color tristimulus of all pixels that fall within the rg-Hue constraints set very close to the color decision region. Contrast manipulation is based on the degree of applicability returned by the fuzzy sets (with or without considering don't cares fuzzy sets). 5. LLFCC5 -contrast operators are applied to the color tristimulus of all pixels with degree of applicability < 0.72. Contrast manipulation is based on their degree of applicability, with or without considering don't cares fuzzy sets. 6. LLFCC6 -contrast operators are applied to the color tristimulus of all pixels that fall within the rg-Hue constraints set very close to the color decision region, and with degree of applicability < 0.72. Contrast manipulation is based on their degree of applicability, with or without considering don't cares fuzzy sets. In gauging the performance of the system, the receiver operating characteristic (R.O.C.) proposed in [5] was utilized. Tables that depict true- TP proportion = Hits / Pixels residing in ideal region (9) FP proportion = Misses / Pixels outside the ideal region.
where Hits correspond to pixels identified as representing the target color, and falls within the target region defined, while Misses correspond to misclassified pixels that are identified as representing the target color but falls outside the target region defined.
Discussion and Analysis of Results
Probing over a color locus formation depicting a particular target color object in rg-color space reveals that color locus shifting is prevalent as the object traverses the exploratory space under varying illumination intensities. In this undertaking, the ultimate challenge is not only to compensate for the effects of severe changes in lighting conditions, but to discriminate colors despite the presence of other similar colors in the scene as well. From the experiments performed, it was found that statistics does help in narrowing down the scope for rg-Hue values, but calibration is still necessary. An approximation is returned using the mean of rg-Hue for all lighting conditions ± std. deviation of rg-Hue for all lighting conditions (other approximations were tested, like taking the lowest among the minimum rg-Hue values and highest among the maximum rg-Hue values, but returned poor results). Having in mind the ubiquitous transformation of color locus depicting the target color, the primary objective is to account for those changes adaptively, while constricting the scope of parameters suited for the target color. After calibrating all parameters and testing on actual images, the values shown in Table 1 were obtained.
Without contrast operations (for all RGB components with no op. settings in Table 1 ), setting the minimum rg-Saturation and boundaries for the rg-Hue alone would not suffice for accurate color spotting. Experiments were performed in finding the most appropriate rg-Saturation and rg-Hue combination so as to constrain color spotting solely on the light blue target color. Apparently, it was Table 1 . Scope of parameters after calibration using sample actual images. observed that the accuracy of color spotting without contrast operations couldn't get any better even after optimizing the values for rg-Hue and rg-Saturation to maximize the number of true positives and minimize the number of false positives. On the other hand, color spotting utilizing the synthesis of contrast operations successfully eradicated most of the extraneous pixels falsely representing the target color. As can be viewed in Fig.8 , minimal extraneous pixels are reflected, while all target objects correctly classified.
Depicted in Tables 2, 3 and 4 is the performance of the different variants of the proposed algorithm with adaptive contrast operations, as opposed to color spotting without using contrast operations. The choice of the top performing algorithm is determined by the measure of true positive proportion/false positive proportions, and appropriate rankings is shown (with 1 being the highest rank). As can be viewed in Tables 2, 3 and 4, color spotting without contrast operations is ranked the lowest among the algorithms in spotting for all target colors. On the other hand, applying contrast operations prior to color classification dramatically improved color spotting performance. However, different configurations ranked top in the three target colors. In spotting Light Blue color patches, based on the True Positive/False Positive proportions, LLFCC6 with don't cares fuzzy sets disabled gained the top spot. Next, in spotting Blue color patches, there are two top performing algorithms: LLFCC4 with don't cares fuzzy sets disabled, along with LLFCC2. Lastly, for recognizing Violet color patches, the best performing algorithm is LLFCC4 with don't cares fuzzy sets enabled. In the overall performance, it was observed that LLFCC4 with don't cares fuzzy sets enabled is the best configuration of the proposed algorithm for color spotting. Table 2 . Performance of algorithms in spotting light blue at varying illumination. Table 3 . Performance of algorithms in spotting blue at varying illumination.
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Conclusions
We have successfully developed and tested dynamic color object recognition techniques using a novel LLFCC architecture. Empirical results attest to its robustness under spatially varying illumination intensities, multiple light sources, varying object position and rotation, and presence of highlights. This research has successfully harnessed the potential of Fuzzy Logic in the realm of multi-channel color imaging by incorporating a new adaptive contrast operator. The techniques employed in this research is not limited to multi-channel color imaging, and thus, may very well serve its merits in other applications as well. We are currently working on enhancements to the proposed scheme by incorporating fuzzy color processing techniques discussed in [10] .
