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Supporting text T1: Modelling errors due to fault parameterization 
 
This study incorporates optical correlation images providing direct measurements of 
near-fault horizontal displacements (cf., section 2.3 in the main text). Due to the 
proximity of observation points from the rupture, there can be significant modelling 
errors due to fault discretization at shallow depth. To limit the impact of such artefacts, 
we thus remove pixels within 300 m of the fault trace. 
 
To quantify the remaining modelling errors due to fault parameterization, we compare 
the deformation field predicted assuming a finely discretized fault (with 300 m-long 
patches) to a coarser fault geometry (with 1.5 km long patches as used in this study). 
This test is presented in Fig. 9b for the southern portion of the Emerson fault where we 
observe large slip of ~4.1 m at shallow depth. Comparing the results for the loose and 
fine geometries (Figure S3), we observe a maximum modelling error of 23 cm due to 
the use of a simplified fault geometry. The mean modelling error is ~8 cm. These 
values being directly proportional to fault slip, they can be considered as upper bounds 
since we consider a region of large slip (more than twice the average shallow slip over 
the entire rupture), In addition, these errors fall within the observations uncertainties 
(which are ~42 cm on this image) and represent only 6% of the data amplitude. 
 
Supporting Text T2: Maximum a posteriori model 
 
For a linear problem with Gaussian likelihood and uniform priors, the posterior is simply 
a truncated Gaussian PDF. For such probability distributions, the maximum a posteriori 
(MAP) model can be estimated from the mode of each marginal PDF (Fig. S7a). The 
MAP can also be estimated from the best fitting model (i.e., the sample in our 
population having the maximum posterior value; Fig. S7b). For large dimensional 
problems, the latter is actually a very poor estimate of the MAP. For example, assuming 
a Gaussian posterior in our case (424 dimensions, 500000 samples), the probability of 
having a sample in our population within 1-σ of the MAP is 2.5x10-65. This is illustrated 
in Fig. S7c where we see relatively large differences between the best fitting model 
and the MAP (i.e., the posterior mode model). The posterior PDFs being nearly 
Gaussian, we also notice that the posterior mean is quite similar to the MAP. 
 
Supporting text T3:  Model prediction for long period seismological data 
 
We compute the moment tensors and centroid locations equivalent to our posterior 
ensemble of slip models. The resulting solution presented in Table S1 and  Fig. S10 
has a scalar moment 𝑀" = 9.15 ± 0.38×10-.	N.m corresponding to a moment 
magnitude Mw = 7.24. Although this equivalent point-source mechanism is globally 
consistent with GCMT or W-phase CMT solutions, we notice some differences in 
particular in terms of centroid location.	Our solution is more consistent with the location 
of the fault trace along with large deformations observed in near-field. 
 
To validate our equivalent moment tensor source, we thus compute waveform 
predictions for various broadband seismological stations. We assume a triangular 
source time function following the Global CMT (Ekström, 2012) parameters (a 19.2 s 
half-duration and 17.7 s centroid time-shift). Synthetics are computed by simulating the 
wavefield in the 3D Earth model S362ANI (Kustowski, 2008) using 
SPECFEM3D_GLOBE (Komatitsch & Tromp, 2002). We then compare the observed 
and predicted waveforms after bandpass filtering in the 100-500 s period range using 
a 4th-order Butterworth causal filter. As shown in Figs S10, S11 and S12, the 
predictions agree remarkably well with the observed waveforms. This result shows that 
our solution is consistent with long period seismological observations both in terms of 
seismic moment and source mechanism. 
 
 
Table S1: Source parameters for 3 solutions. Wphase (Duputel et al., 2012), Global 
CMT (Ekström, 2012), and this study. 
 
 
 
 
 
 
 
 
 
 
 
 
	 Lon.	 Lat.	 Depth	(km)	 Half-duration	(s)	 Centroid		time-shift	(s)	 𝒎𝒓𝒓		(×𝟏𝟎𝟏𝟗	𝐍.𝐦)	 𝒎𝜽𝜽		(×𝟏𝟎𝟏𝟗	𝐍.𝐦)	 𝒎𝝋𝝋		(×𝟏𝟎𝟏𝟗	𝐍.𝐦)	 𝒎𝒓𝜽		(×𝟏𝟎𝟏𝟗	𝐍.𝐦)	 𝒎𝒓𝝋		(×𝟏𝟎𝟏𝟗	𝐍.𝐦)	 𝒎𝜽𝝋			(×𝟏𝟎𝟏𝟗	𝐍.𝐦)	
Wphase	 -116.630	 34.380	 11.5	 20.0	 20.0	 −0.17230			 −6.49473 	 6.66703	 −5.19430		 −0.49344	 7.59553	
GCMT	 -116.650	 34.650	 15.0	 19.2	 17.7	 −0.88100			 −6.12000	 7.00100	 −3.80700	 0.09900	 7.33500	
This	study	 -116.507	 34.434	 6.36	 NA	 NA	 −0.00069		 −6.90400	 6.90469	 0.41485	 −0.14150	 5.98814	
Table S2: Summary of fault geometries and datasets used in this study and in 
previously published models, and associated SSD values. In the InSAR column, the 
number in parentheses is the number of interferograms used. 
 
Study Geometry Data SSD (%) 
  
Straight/ 
Curved? 
N° of 
segments 
Strong- 
Motion Teleseismic GPS Trilateration InSAR 
Optical 
images 
 
This study Curved 9 no no yes yes yes (2) yes 40.9 +/-0.03 
Cohee & Beroza (1994) Straight 3 yes no no no no no 5.97 
Wald & Heaton (1994)  Straight 3 yes yes yes yes no no 4.64 
Cotton & Campillo (1995) Straight 3 yes no no no no no 20.4 
Hernandez et al. (1998) Straight 3 yes no yes yes yes (1) no -12.3 
Zeng & Anderson (2000) Straight 4 yes no no no no no 69.5 
Fialko (2004) Straight 9 no no yes yes yes (2) no 41.2 
Xu et al. (2016) Straight 7 no no yes yes yes (2) yes 18.0 
 
 
 
 
 
 
 
 
 
 
 
Figure S1: Decimated InSAR images.  (a, d) Decimated InSAR observations used in 
the inversion. (b, e) Predictions for the posterior mean model. (c, f) InSAR residuals of 
the descending (top) and ascending (bottom) tracks. 
 
 
 
 
 
Figure S2: Empirical covariance functions for the InSAR observations: 1D empirical 
covariance functions and the associated best-fit exponential function for the 
descending (left) and ascending (right) tracks. For each image, we compute the 
empirical covariance as a function of the distance between pixels and then fit an 
exponential function to these covariances (Jolivet et al., 2012). This exponential 
function is then used to build the data covariance matrix used in the inversion. 
 
 
 
 
 
 
Figure S3: Effect of geometry on forward modelling. (a) Forward model predictions for 
the one of the optical images mosaic imposing 4.1m of slip on a shallow fault with 
300m long patches. (b) same as (a) but with a broader geometry (1.5km-long patches). 
(c) and (d) Difference between (a) and (b).  
 
 
 
 
Figure S4: Problem resolution. For each slip component, we compute the Resolution 
matrix as 𝑅 = 𝐶^𝐺` 𝐺𝐶^𝐺` + 𝐶b c-𝐺 . 𝐶^ is a diagonal matrix constructed from our 
model a priori distribution standard deviation. The diagonal values are plotted on the 
fault. The closer to 1, the better is the resolution of the parameter. 
 
 
 
Figure S5: Different models variability of the P-wave, S-wave, and density as a 
function of depth in the Landers area. Grey lines are model values of the 3D 
Community Velocity Model (CVM, Kohler et al. 2003) available at 
http://scedc.caltech.edu/research-tools/3d-velocity.html (last accessed January 2016). 
The dashed black line represents the averaged CVM value for this area. A layered 
version used in this study for Green’s function [GF] calculations is plotted as a solid 
black line. Models from Cotton and Campillo (1993), Wald and Heaton (1994), 
Hauksson (1993), and Jones and Helmberger (1998) are plotted as solid green, 
dashed green, red, and blue lines, respectively. Grey histograms are the probability 
density function representing our confidence level on the elastic properties, as used to 
build the model prediction error. Histograms are derived from the averaged CVM 
assuming a Gaussian distribution. 
 
 
 
 
 
 
Figure S6:		Posterior	mean	co-seismic	slip	model.	The	color	of	each	subfault	patch	indicates	
the	 slip	 amplitude.	 Arrows	 and	 their	 associated	 95%	 confidence	 ellipse	 indicate	 the	 slip	
direction	and	uncertainty.		
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7: Comparison between posterior mean, 
maximum a posteriori and best fitting models. (a) 
Maximum a posteriori coseismic slip model. It is built by 
considering the maximum of each marginal PDF (cf., 
supporting text T2). The 10 patches where the slip is 
the most important are labelled in purple. (b)	Best-fitting 
model sample. This model represents the sample in our 
population having the maximum posterior value (cf., 
supporting text T2). The colour of each subfault patch 
indicates the slip amplitude. Arrows and their 
associated 95% confidence ellipse indicate the slip 
direction and uncertainty. (c) Boxplot of the strike-slip 
within the 10 patches labelled in (a). Horizontal red lines 
show posterior mean values (Figure 5 in main text). 
Horizontal blue lines show the maximum a posteriori 
model (a), and horizontal green lines show the best 
fitting sample (b). Notice that the best fitting sample is a 
poor estimate of the MAP 
	
 
 
Figure S8: The subfigure at the centre is the posterior mean coseismic slip models for 
an alternative “flower” geometry. The colour of each subfault patch indicates the slip 
amplitude. Arrows and their associated 95% confidence ellipse indicate the slip 
direction and uncertainty. The patches that slip the most in the vertical geometry are 
numbered from 1 to 10. We show the PDF of SSD as a black line on the bottom-right 
insert. The magenta line illustrates the SSD value when corrected from a compliant 
zone. On the same plots are represented the SSD for two published models, Cotton 
and Campillo (1995) and Fialko (2004). The histograms on the sides show the strike-
slip PDF of the 10 patches that are labelled on the finite-fault model for both the vertical 
and flower geometries. The percentage of of which the two PDFs overlap is given on 
the top-left corner of each histograms. 
 
 
  
 
Figure S9: Posterior covariance of two along-dip patches of the Homestead Valley 
segment and the Homestead Valley – Camp Rock segments junction. (a) Homestead 
Valley and (b) Homestead Valley – Camp Rock junction posterior mean coseismic slip. 
In each one of the two segments, the across-patch correlation is computed for the two 
coloured patches. (c) Joint posterior PDF of the strike-slip component of the two 
coloured patches in (a), also labelled 1 and 2. (d) Same as (c), but for the two coloured 
patches in (b) (labelled 3 and 4). For both (c) and (d), dots are model samples that are 
coloured according to the PDF value. Blue histograms are marginal PDFs for both 
parameters. 
 
 
 
Figure S10: Red dots indicate the posterior ensemble of centroid locations derived 
from our solution. The red focal mechanism is the moment tensor computed from our 
posterior mean model. The blue and yellow focal mechanisms come from the Global 
CMT (Ekström et al., 2012) and W-Phase (Duputel et al. 2012) catalogues, 
respectively.  
 
 
 
 
Figure S11: Broadband seismograms (black line) and synthetics computed from the 
posterior mean model moment tensor (red line) are plotted for 5 stations along with 
their locations. On each map, the blue star and the red dot indicate the hypocenter and 
station locations, respectively. For each trace is indicated the station azimuth φ and 
epicentral distance Δ. 
 
  
 
 
Figure S12: Figure S9 continued. Broadband seismograms (black line) and synthetics 
computed from the posterior mean model moment tensor (red line) are plotted for 5 
stations along with their locations. On each map, the blue star and the red dot indicate 
the hypocenter and station locations, respectively. For each trace is indicated the 
station azimuth φ and epicentral distance Δ. 
 
 
 
Figure S13: Comparison of SSD values. The thick black line is the probability density 
of SSD values for this study. Vertical coloured lines represent the SSD values of 6 
published models. 
 
 
 
 
 
 
Figure S14: Posterior slip uncertainties for (a) the solution obtained by inverting all 
datasets and (b) the solution obtained by inverting all the datasets minus the optical 
correlation mosaic.  
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Figure S15: Impact of smoothing constraints on the shallow slip deficit (SSD). (a) SSD 
value of models obtained by a least-square inversion as a function of the damping 
parameter ε (see equation 5 in the main text). Red dots indicate the models shown in 
(c) to (g). The horizontal dashed line marks the mean SSD value of our stochastic 
solution, and the grey shaded area represent the 1-σ deviation. (b) L-curve of the 
regularized models. Dots colour indicates the damping value. The red rectangle shows 
the extent of the top-right inset. The position of the models (c-h) is indicated with their 
damping value. (c)-(h) Least-square models for six different damping values. 
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Figure S16: Results of the Metropolis sampling of the aftershock density profile 
parameters 𝜈", 𝑑	and	𝛾. 1D plots are posterior marginal PDFs and 2D plots are 
posterior joint PDFs. On the 2D histograms dots are model samples that are coloured 
according to the PDF value. Hot colours indicate region of high-probability. 
 
 
 
 
Figure S17: Modeling of Near-field deformation data. (a) Localization of the profiles in 
the optical correlation observations. (b) Close up view of near-field data. Grey 
rectangle indicate the location of the inverted profile. (c) Comparison between 
observed displacement (in red) and the stochastic predictions (in grey). Data inside the 
black brackets are not used in the inversion of the full 3D slip distribution presented in 
Figure 6 of the main manuscript. 
 
 
 
Figure S18: Posterior joint probability distribution of the compliant zone half-width and 
shear modulus ratio for the profile presented in Figure S12. Dots are model samples 
that are coloured according to the PDF value. Blue histograms are marginal PDFs for 
both parameters. Red lines are the prior information used in the sampling. 
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