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Abstract
In this thesis, we present a study of the identification of large-scale structure in optical
astronomical surveys. This encompasses the detection of large connected structures of
galaxies in spectroscopic datasets and of galaxy clusters in deep photometric surveys.
Beginning with a survey featuring full 3D galaxy data, in chapter 2 we present a
method to identify filamentary structure after accounting for the line-of-sight velocity
distortions characteristic of the virialised systems we search for. We compare data from
a real galaxy survey to a series of realistic mocks. Despite broad similarities between
the two, we find models do not reproduce the largest observed structures. To evaluate
the exploration of a multi-band survey lacking spectroscopy, we simulate the effects of
photometric redshift uncertainties on galaxy redshifts. Our findings provide limits on
the accuracy of photometric redshift estimators required to recover the same diverse
range of structures detected in the original spectroscopic survey.
As an alternativemeans of exploiting the deepmulti-band photometric data common
to wide-area observational campaigns, in chapter 3 we present a red sequence-based al-
gorithm to detect galaxy clusters with Voronoi diagrams. This algorithmmakes no prior
assumptions about cluster properties other than the similarity in colour of their mem-
bers, and an enhanced projected surface density. Testing the algorithmwithmock galaxy
survey data reveals a detection performance equalling or exceeding that of alternative
detection algorithms.
Chapter 4 describes the application of this algorithm to a 270deg2 survey with deep
SDSS photometry. The scientific exploitation of 4,000 z ≤ 0.6 cluster detections from
this survey is ongoing, but work presented here shows: agreement with the red se-
quence slope evolution derived from semi-analytic galaxymodels, evidence stellar age is
not responsible for responsible for the sequence slope, and a well-defined colour-colour
track of potential use in photometric cluster redshift estimation. We detail improvements
made to the cluster algorithm in chapter 5. Through a series of case studies we verify
our approach successfully identifies galaxy clusters in a diverse range of surveys, from
volumes spanning 2h−3Gpc3 to deep near-IR detections at z ∼1. Based on our findings,
we expect the Pan-STARRS 3pi large-area survey to identify over 105 clusters and groups.
In chapter 6, we explore the characteristics of randomly-distributed noise in Voronoi
diagrams. We verify the model traditionally used to describe the distribution of Voronoi
cell areas in Poisson data fails to describe the frequency of high-density random cells.
Because high-density cells resemble those expected from a population of galaxy cluster
members, using a large dataset generated in this study we propose an alternative model
that better estimates the frequency of their areas. This new model may in the future be
used to improve Voronoi-based recovery of clustered data in a diverse range of applica-
tions, both astronomical and otherwise.

Dedicated to
Daphne Cecilia Williams
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Chapter 1
Introduction
1.1 History of Astronomy
The science of Astronomy is rooted in the observed regularity of the cosmos. Although
the Babylonians and Egyptians were highly proficient in recording the apparent motion
of objects in the sky, their motivation and understanding was tied to mysticism and
religion.
The ancient Greek society was the first to question their conception of the world,
and to distinguish between mythical and physical descriptions of the cosmos. Critical
thought free from religious dogma allowed convergence in understanding to the cen-
trifocal universe models described by Plato and Aristotle (350BC). In these, the motion
of the Earth was transferred to the heavens, requiring an account of both genuine and
Earth-based motion. Developed extensively by Ptolemy (120), but originating in the
work of Hipparchus and Apollonius (135BC), the eventual adoption of the epicycle ac-
counted for observed retrogression of the planets. Epicycles, complemented later by
the eccentric and equant, could account for nearly all of the observable motions of the
astronomical bodies.
Some time earlier (280BC) Aristarchus proposed a heliocentric model of the universe.
Robustly rejected on the grounds of observational evidence (parallax was at that stage
unobservable), it also questioned the ancient (yet secular) dogmas from which the Ptole-
maic model originated. As the centrifocal system grew, it encompassed a series of pro-
gressively convoluted amendments and additions. Failure to account for phenomena
observed by the first generation of telescopes led to a gradual, but inevitable collapse
of the model. It was at this point the heliocentric work of Nicolaus Copernicus (1543)
began to receive serious consideration.
Galileo Galilei’s discoveries (1610) of three bodies orbiting Jupiter and of the phases
1
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of Venus destroyed the Aristotelian notion of the universe. Parallel to this, Johannes Ke-
pler’s empirical laws of planetary motion (1609) provided the theoretical framework for
the dynamics of the solar system. IsaacNewtonwould later derive these in PhilosophiæNat-
uralis Principia Mathematica (1687), his work on the law of universal gravitation that suc-
cessfully unified Astronomy and Physics. Whilst the paradigm shift towards heliocen-
trism did not entirely resolve the traditional objections to a heliocentric Copernican uni-
verse, it ultimately represented the transition to a simpler, more elegant model.
1.2 The renaissance era of Astronomy
Edwin Hubble’s landmark observations (1922-1923) on the recessional velocities of dis-
tant galaxies sparked a considerable shift in the way the universe was understood, and
introduced the notion of an expanding cosmos. At that time, there was significant un-
certainty and debate over the distance to these nebulae. Arguing for a Milky Way en-
compassing the entire universe, in 1920 Harlow Shapley debated Heber Curtis’ notion of
distinct “island universes”, of which the Milky Way was but one. Observing the spectra
of spiral “nebulae” thought to be local, Hubble noted spectral features similar to those
of stellar objects but shifted to longer wavelengths. This doppler-shifting of the light,
observed in all directions, suggested these objects were receding from the Earth. Con-
necting this observation to the identification of faint Cepheid variables (robust measures
of distance known as standard candles) in these nebulae revealed they were at distances
far beyond the size of the Milky Way. In 1929 Hubble related spectrally-inferred reces-
sional velocities (v) to the luminosity-inferred distances (r) of the “island universes” via
his eponymous law:
v = H0r (1.1)
where H0, Hubble’s Constant1, describes the expansion rate of the universe. The linear-
ity in this relation is well defined out to redshifts of z'0.25.
The theoretical framework for an expanding universe was laid down by Friedmann
in 1922, but it was developed by Georges Lemaˆitre. Lemaˆitre argued that if the universe
was indeed expanding, then it must have been smaller in the past. This implied the
1A constant in space, but not time. The 0 subscript denotes H(t) at the present epoch.
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universe once existed in a phase he described as the “primeval atom”; a hot, dense state
we refer to today as the big bang.
In the 1950s, Ralph Alpher and George Gamow argued the cooling afterglow of the
big bang should be observed as a background radiation field corresponding to a tem-
perature of around 5K. Some 300,000 years following the big bang, expansion of the
universe cooled the primordial baryonic plasma to temperatures permitting the out-of-
equilibrium recombination of free electrons with nuclei. The opacity of the universe con-
sequently dropped, decoupling radiation from matter and providing an imprint of the
last scattering surface that would be redshifted with the expansion of the universe. This
redshifted remnant of the big bang was discovered in 1965 as isotropic radio noise de-
tected at Bell Labs by Penzias and Wilson, only 2K cooler than predicted by Alpher and
Gamow. Fred Hoyle’s nucleosynthesis models, Martin Ryle’s studies on the evolving ra-
dio galaxy population and cosmic-age estimates through Walter Baade’s improvement
on H0 formed a body of evidence leading to general acceptance of the model.
1.3 The realm of Quantitative Cosmology
Our place and importance in the universe has gradually eroded from lead role on centre-
stage, to supporting actor, and finally to but one of many participants in a gigantic the-
atre. The currently accepted description of the universe is comprised of two compo-
nents: the General-Relativistic treatment of curved space (for a review, see Lahav and
Suto, 2004) and models describing the physical content of the universe. Whilst these
components are intertwined, in the very broadest sense the work presented in this thesis
concerns the latter.
The modern model of the universe originates from the Cosmological Principle, re-
quiring a cosmos both homogeneous and isotropic. From these assumptions and a sim-
ple Newtonian treatment2, one can describe the expansion of the universe with the Fried-
mann equation:
H2(t) =
8piG
3
ρ − kc
2
a2
+
Λ
3
, (1.2)
whereH(t) is the Hubble parameter at time t, ρ and k describe the density and geometry
2see Liddle (2003) for a derivation
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of the universe, a is the scale factor and Λ is the cosmological constant (see §1.3.3). For a
flat (k=0) universe (and assuming c = 1) one can define a dimensionless, time-evolving
matter-density parameter, measured relative to the critical density ρc3:
Ωm(t) =
ρm(t)
ρc(t)
=
8piGρm(t)
3H2(t)
, (1.3)
and an analogous density parameter for the cosmological constant:
ΩΛ(t) =
Λ
3H2(t)
. (1.4)
A flat universe therefore requires the condition:
ΩΛ +Ωm = 1. (1.5)
Onemay further subdivide thematter density of the universe into Dark and Baryonic
components (ΩDM andΩb respectively), reflecting the observations detailed in §1.3.1 and
§1.3.2.
Measurements ofH0 from theHubble Space Telescope (Riess et al., 2009), BaryonAcous-
tic Oscillationmeasurements from the SDSS (see Percival et al., 2010, and §1.3.2 later) and
acoustic peaks in the power spectrum of the CosmicMicrowave Background (CMB) from
the Wilkinson Microwave Anisotropy Probe (WMAP Jarosik et al., 2011) have converged as-
tronomical thinking to what is now considered a concordant model: the “Lambda Cold
Dark Matter” (ΛCDM) universe. Partially depicted in Figure 1.1, this comprises a ge-
ometrically flat universe (Ω=1) with the Hubble Constant in eqn 1.1 estimated as 71km
s−1 Mpc−1 (parametrised as h=0.71). The universe is dominated by dark energy (with
ΩΛ=0.72), followed by dark matter (ΩDM=0.23) and baryonic matter contributing the re-
mainder (Ωb=0.05). The most striking result from these findings is that over 95% of the
universe does not appear on the periodic table. Understanding the nature of the dark
universe remains one of science’s major challenges.
1.3.1 Baryons (ordinary matter)
The initial atomic mass distribution and amount of baryonic matter was set within the
first twenty minutes of the big bang. Particles that interact with electromagnetic radia-
tion are predominantly “matter” as opposed to “antimatter”. This implies asymmetry
3This is the density required to halt the collapse of the universe. Current observational data suggest a
geometrically flat universe very close to critical.
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Figure 1.1: The composition of the universe, based on 5-year WMAP
data (Komatsu et al., 2009). Less than 5% of the universe is on the peri-
odic table. (source: http://nasa.gov)
in matter reactions and anti-matter reactions that preferentially select the former. In 1967
Andrei Sakharov proposed three conditions required to explain this break in symmetry,
two of which are (or have been) verifiable4. Although the primordial plasma cooling rate
primarily set the amount of Hydrogen, Helium, Lithium and (trace) Beryllium formed,
the synthesis of heavier elements proceeded via the life-cycles of first-generation stars.
In observational cosmology, detected light may be used to trace the distribution and
kinematics of baryons. Matter, in a diverse range of forms from interstellar dust grains
to hot intra-cluster plasma, interacts electromagnetically through a wide range of mech-
anisms - one therefore requires detection capability over the full electromagnetic spec-
trum. Radiation emission and absorption processes will often provide clues as to the
physical (density, temperature), magnetic and chemical state of the material observed.
The fundamental challenge in cosmology is book-keeping: determining howmuch there
is of a particular component, and how it has changed over cosmic time. Because one has
a good handle on the exchange rate between light and mass for a variety of astronomical
objects, observations of the local universe permitted estimates of how much mass there
is in the whole universe5. The comparison between luminosity-inferred and dynamical
masses first highlighted the cosmos was perhaps dealing on the black market.
4Under the standard model, violation of Baryon number may occur under circumstances. Both C & CP
violation have been observed.
5With the advent of modern (in particular microwave) instrumentation, there are now alternative ap-
proaches to weighing the universe.
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Figure 1.2: Two mechanisms for the formation of structure as the uni-
verse evolves. In the “bottom-up” (left panel) model, small structures
coalesce to hierarchically construct larger structures. Conversely, with
“top-down” (right panel) formation, the very largest structures formed
first, subsequently fragmenting into smaller systems. Current observa-
tions and simulations suggest the “bottom-up” scenario is most likely.
1.3.2 Dark Matter
In 1937 Fritz Zwicky undertook a census of the Coma cluster (Zwicky, 1937), a virialised
conglomeration of galaxies approximately 60h−1Mpc away. He compared the average
dynamical mass of member galaxies (determined by the Virial theorem) to the luminosi-
ties of the galaxies. Unable to reconcile two orders of magnitude difference between
these two estimates, Zwicky commented “a further analysis of the problem is in order”.
Over the coming 50 years, this “problem” manifested itself in other astronomical in-
vestigations. Looking to individual galaxies, Vera Rubin’s 21cm measurements of the
radial rotational velocity in spiral galaxies produced non-Keplarian profiles. 21cm lines
are capable of measuring neutral Hydrogen emission out to radii too faint to be probed
by stellar emission. The observed flatness of the profile out to large radii suggested ad-
ditional, unseen matter produces a uniform mass density to radii where the observed
density is low. Although the influence of this unseen dark matter is clear in many spi-
ral galaxies, the evidence in elliptical galaxies is somewhat more contentious (see Ro-
manowsky et al. (2003) and Dekel et al. (2005) for contrasting outlooks).
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Dark matter also accounts for the extent to which the structures we observe have
collapsed. According to the currently understood picture of structure formation, the
universe assembled “bottom-up”. As illustrated in Figure 1.2, small structures initially
collapse and merge to form compact structures sooner than the alternative “top-down”
model. Throughout this process, the gas pressure acts against gravity. The short timescale
over which initial structures formed suggests a significant mass component gravita-
tionally assisted this collapse non-interactively: without dark matter, galaxy formation
would begin at later times. The statistical clustering properties measured from dark-
matter simulations match well the observed distribution of large scale structure over the
history of the universe (e.g. Conroy et al., 2006).
Although smooth on large scales, original structures were seeded by small inhomo-
geneities evident in the CMB radiation field. Thought to arise from quantum-scale fluc-
tuations frozen in after the rapid expansion of the universe at 10−36 seconds (inflation),
the small-scale density anisotropies in the photon-baryon fluid were encoded in the ra-
diation field at the point of decoupling.
Prior to the era of recombination acoustic oscillations permeated the fluid, driven by
competition between baryonic gravitational compression and radiation pressure from
the photons. These oscillations left imprints in the CMB, resulting in a series of acoustic
peaks in the angular power spectrum of the radiation field. Related to these primordial
sound waves is the origin of Baryon Acoustic Oscillations (BAO). At the point of decou-
pling, the universe becomes neutral, and photons free-stream out of the fluid. Without
radiation pressure, baryons in the expanding spherical sound waves (caused by acoustic
oscillations) collapse under their own gravity at the sound horizon and leave imprints
on forming structures throughout the history of the universe. The scale-size of this hori-
zon, well defined by theory, depends on the amount of baryonic (Ωbh2) and dark matter
(ΩDMh2) in the universe. This means searches for a low-amplitude peak in the large-scale
(r'110h−1Mpc) clustering of galaxies are at the forefront of cosmological research, with
detections in the 2dFGRS (Cole et al., 2005) and SDSS (Eisenstein et al., 2005).
Whilst the last scattering surface of the CMB was baryonic matter, it was the dark
matter that set the agenda for the distribution of mass that we see imprinted in Figure
1.3. This plot shows data fromWMAP (Jarosik et al., 2011), the second (of three) satellites
to image the entire sky at microwave frequencies. Secondary anisotropies arising from
1. Introduction 8
Figure 1.3: (from Hinshaw et al., 2009) The microKelvin-scale temper-
ature deviations in the Cosmic Microwave Background radiation, as
measured by the WMAP satellite. Blue colours indicate regions colder
than the mean temperature, red are regions hotter than the mean tem-
perature. The deviations from the mean are as small as 1 in 106.
our motion relative to the CMB rest frame have been corrected (in addition to contri-
butions from the galactic plane), and micro-Kelvin deviations from the mean tempera-
ture have been colour-coded. The blue points correspond to regions of low temperature
(likely seeding today’s galaxies and clusters), whilst higher temperature red points will
correspond to lower-density regions in the universe. The position and height of acoustic
peaks in the power spectrum measured from the clustering of primary anisotropies6 de-
pend sensitively on the cosmology of the universe. By comparing this power spectrum
to models with different cosmologies, data can be fitted to a ΛCDM model with high
confidence. Figure 1.4 shows the measured power spectrum based on a range of CMB
experiments covering different spatial scales.
Dark matter can also alter the local curvature of space. Significant accumulations of
mass may act as gravitational lenses, capable of focussing and magnifying the light of
distant objects. The strength of this effect depends on the configuration of source and
lens, and the mass of the latter. Measurements of lensing due to galaxy clusters have
6Anisotropies in the CMB may arise from either signals at the time of last scattering (primary) or subse-
quent modifications to this signal (secondary, or late-time anisotropies) as the radiation interacts with the
evolving universe.
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Figure 1.4: (from Nolta et al., 2009) The CMB power spectrum from the
ΛCDM model and measurements from WMAP (satellite), Boomerang
(balloon-borne Jones et al., 2006), ground-based CBI and ACBAR
(Readhead et al., 2004; Reichardt et al., 2009) data. The geometry and
composition of the universe influences the position and amplitude of
the acoustic oscillations.
revealed considerably more mass is required than observed to explain the degree and
frequency of lensing. Dark matter has been directly probed by combined lensing, X-ray
and optical studies of the “Bullet Cluster” (Clowe et al., 2006). Figure 1.5 shows this
merger of two clusters. The dominant baryonic mass components (hot intra-cluster gas,
pink) in each cluster have become detached from the collisionless dark matter haloes
(and quasi-collisionless galaxies). Weak lensing studies of the region note the majority
of mass resides with the collisionless component of the merger (blue). Galaxies on their
own have insufficient mass to account for the observed level of lensing, and it is instead
the dark matter haloes that produce the signal.
1.3.3 Dark Energy
Over the last few years, astronomical experiments have supplied strong evidence for an
increasing rate of expansion in the universe. Within the context of the standard cosmo-
logical model, some 72% of the matter-energy budget consists of a dark energy opposing
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Figure 1.5: The bullet cluster (1E 0657-56). In fact two merging sys-
tems, this composite image shows the location of the ICM (pink, X-ray
Markevitch, 2006) and weak-lensing inferred dark matter (blue Clowe
et al., 2006). (source: http://chandra.harvard.edu)
the effect of gravity and accelerating the cosmos.
Evidence suggesting an accelerating universe came originally from calibration stud-
ies of high redshift Type 1a supernovae (SN). Galaxy redshifts and supernovae are two
distance indicators - commonly known as “standard candles”. Where two standard can-
dles overlap, their results may be calibrated to ensure precision and consistency. Al-
though there is a good agreement between the distance implied by redshifts and those
by supernovae locally, as one looks to greater redshifts, the relation becomes non-linear.
Distant (z∼>1) SN appear approximately 1/4 magnitude fainter than expected from a
decelerating universe. Fitting data from two independent high-z SN searches (Perlmut-
ter et al., 1998; Riess et al., 1998) to a Λ-based cosmological model strongly suggests a
non-zero cosmological constant. In the broadest of terms, dark energy is a cosmolog-
ical terra incognita encapsulating current ignorance of the underlying mechanism. Two
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leading dark energy candidates are Einstein’s cosmological constant, and exotic forms of
scalar field termed quintessence. A vacuum energy pervading the universe, functionally
equivalent to a cosmological constant, may accelerate the universe without the need for
additional physics. The considerable tension between estimated vacuum energy den-
sities and those predicted by Quantum Field Theory (see Carroll, 2001; Frieman et al.,
2008) may be eased with the introduction of supersymmetric particles currently being
searched for by the Large Hadron Collider at CERN. With experimental verification of
supersymmetry, one may potentially (and elegantly) account for both dark matter (for
which the lightest supersymmetric particle is a candidate) and dark energy simultane-
ously (Weinberg, 1989). Other alternatives include a breakdown of General Relativity
and failures of the standard cosmological model. The case for dark energy, as with dark
matter, is strongly inductive: empirical observations were not motivated by the formula-
tion of a hypothesis grounded in known physics. Despite this, dark energy is considered
one of the most important cosmological discoveries and has profound implications for
many branches of Physics.
Originally Einstein’s cosmological constant, Λ, was invoked to counteract the expan-
sion of the universe when it was thought to be static. We now use this term to describe
an energy density pervading the universe that does not vary with time or position. Such
a scenario arises from a dark energy equation of state (relating the pressure P to the
density ρ) w = P/ρ = −1. Quintessence-type solutions permit time and potentially
position-dependent equations of state: w = P/ρ = w(z, r). Galaxy clusters can discrimi-
nate between these models by measuring the evolution of their population with cosmic
time. Such evolution is sensitive to dark energy through the growth of the volume with
time, and the competing effects of dark energy and gravity.
1.4 Observing the large-scale universe
The study of large scale structure is essential to unlocking the nature of the universe. As
discussed above it can infer the ingredients making up the universe, probe the formation
of structure, and explain the role nature and nurture play in the evolution of galaxies.
Observationally, galaxies are the basic building blocks of the megaparsec-scale universe,
but in reality it is the dark matter haloes hosting them. Studying the distribution and
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evolution of matter over very large volumes permits constraints on parameters describ-
ing the universe. One key ingredient to the detection, for example, of BAOs is a large
survey volume. Probing non-gaussianity and higher-order clustering similarly requires
large volumes to ensure statistical reliability. Furthermore, topological studies of the
universe are only possible when the sample is considerably larger than the scale size of
the features studied. Among many other drivers, these steer cosmological research to-
wards gigaparsec-scale surveys, scanning both area and redshift to ensure simultaneous
coverage of evolutionary domain (depth) and sample size (breadth).
1.4.1 Filaments
Although clusters appear to be the largest virialised systems in the universe, the as-
sembly of structure does not necessarily stop there. Despite the Cosmological principle
calling for homogeneity at large scales, the scale itself is somewhat ambiguous. Of par-
ticular interest therefore is how mass is structured and connected.
Through studies of large 3D maps of the universe and dark matter simulations, one
is able to characterise the large-scale distribution of light. There has been considerable
progress in explorations of both real and simulated universes. The former, fuelled by im-
provements to electronic detectors such as CCDs, has allowed the detection of millions
of galaxies in the optical and near-IR through surveys such as the Sloan Digital Sky Sur-
vey (SDSS York et al., 2000) (SDSS; York et al., 2000), Two-degree Field Galaxy Redshift
Survey (2dFGRS; Colless et al., 2001) and 2MASS (Skrutskie et al., 2006). Accurate cos-
mographic maps detailing the distribution of galaxies in these surveys provide a useful
basis against which models of structure formation at the largest scales can be tested.
Modern simulations of the universe have exploited the significant advances in com-
putational hardware and a better knowledge of the initial conditions (Jenkins et al., 1998)
that seeded structure in the universe. Vast N-body simulations from teams such as the
Virgo consortium7 describe how dark matter accumulates, and show filamentary chan-
nels feeding into dark matter haloes acting as the hosts for galaxies and clusters of galax-
ies. The focus of these large realisations shifts, depending on the investigation, between
large-volume rendering (Millennium; Springel et al., 2005), selected re-simulations at
7http://www.virgo.dur.ac.uk
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Figure 1.6: The simulated (left, Millennium Simulation Springel et al.,
2005) and observed (right, The Sloan Digital Sky Survey York et al.,
2000) cosmic web. The Millennium Simulation data shows the distri-
bution of dark matter, whilst the survey data shows smoothed light
from galaxies. Both display distinct filamentary structure, suggesting
broadly an agreement between theory and data. (source: Virgo Consor-
tium & R. van de Weijgaert)
high resolution of lower resolution data (GIMIC; Crain et al., 2009) and galaxy-scale
simulations (Aquarius; Springel et al., 2008).
At megaparsec scales, matter is structured in what has been coined the cosmic web:
a connected sponge-like system with clusters at high-density vertices, interconnected by
filamentary threads of galaxies tracing the underlying dark matter network. Both these
filaments and vast sheets of galaxies serve to delineate the large voids containing very
few galaxies. This cosmic foam is highly anisotropic - for example, matter is funnelled
onto cluster infall regions connected to filaments. Figure 1.6 shows the observed cos-
mic structure in the Millennium Simulation and the smoothed galaxy distribution from
the SDSS. Despite visual impressions from this Figure, it remains a challenge to define
filaments. They are commonly thought of as connected systems of galaxies between
clusters, precise characterisation remains elusive and subjective.
The study of large-scale structure has been made possible by large bodies of data,
typically in the form of cluster and galaxy catalogues. The three catalogues of most
historical importance were the Abell (1958) catalogue, a series of compilations by Fritz
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Zwicky (the first volume being Zwicky et al., 1961) and the Shane and Wirtanen (1967)
catalogues. The latter consisted of one million galaxies counted from Lick Observatory
plates. These were later analysed by Seldner et al. (1977) to determine the angular distri-
bution of the galaxies. These catalogues formed the basis for many surveys, in which the
angular (and in some cases 3D) galaxy distributions were investigated. Abell noted in
the abstract of his work that there was evidence of “second-order clusters” - a hierarchi-
cal structure in the universe, suggesting a “clustering of clusters”; indeed de Vaucouleurs
had previously recognised the Virgo supercluster (Rubin, 1951; de Vaucouleurs, 1953a),
calling it a “supergalaxy”.
Real progress camewith early redshift catalogues, where the 3D distribution of galax-
ies not only enabled the discovery of superclusters and filaments of galaxies, but also
provided an observational basis for competing structure formation scenarios. One sur-
vey particularly worthy of note was the Harvard CfA redshift survey (de Lapparent,
Geller, and Huchra, 1986). This led to the production of one of the more distinctive
galaxy distribution maps, and clearly highlighted the deviation from a smooth distribu-
tion of galaxies. The central “stick man” feature, existing as part of a larger structure
later termed the Great Wall (at cz'10,000kms−1) clearly demonstrated that the universe
is “foamy”. As galaxy redshift surveys increased in scale, the true extent of how galaxies
are distributed became apparent. In particular the 2dFGRS8 (Colless et al., 2001) observa-
tional campaign, amassing approximately 250,000 galaxies, provided a reliable picture of
the universe out to a redshift of 0.12. Studies to uncover the large-scale structure within
this survey have identified both voids (Croton et al., 2004a) and filaments (Pimbblet et al.,
2004). By blurring the distribution of galaxies over a smoothing scale of 3 and 15h−1Mpc,
Baugh et al. (2004) also highlighted two particularly large collections of galaxies in this
survey (seen in Figure 1.7). It remains a challenge for cosmological models to produce
the correct clustering signal over the entire dynamic range of scales galaxies are seen
to associate. A comprehensive comparison between model and observed structures has
yet to be performed, with efforts typically focused on the characterisation of filaments in
dark matter simulations (e.g. Colberg, 2007).
Studies of individual filaments within ΛCDM simulations (e.g. Colberg et al., 1999)
suggest their gas and galaxies may contribute up to 50% (Dave´ et al. 2001, Cen and Os-
8Two-degree Field Galaxy Redshift Survey, http://www.mso.anu.edu.au/2dFGRS
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Figure 1.7: (from Baugh et al., 2004) Superclusters in the RA-z plane
of the 2dFGRS. The 3D positions of galaxies are smoothed on scales of
3h−1Mpc (left) and 15h−1Mpc (right). These maps highlight significant
galaxy concentrations within the North Galactic Pole (NGP) at z'0.07
and the South Galactic Pole (SGP) at z'0.11.
triker 2006) of the cosmic baryonic mass budget in the form of a Warm-Hot Intergalactic
Medium (WHIM). This is supported by observations of the local Intergalactic Medium
(Penton et al. 2004), suggesting the filamentaryWHIM component plays host to a signifi-
cant fraction of the directly observable universe. However, this is only sparsely sampled
by the galaxy population, meaning significant challenges arise from the direct identifi-
cation of filaments. Tentative evidence of the gas component through soft-band X-ray
detections (Scharf et al., 2000; Werner et al., 2008) have been subsequently supported by
weak lensing shear induced by the mass of the filaments (Dietrich et al., 2005). Future
radio surveys such as ASKAP’s WALLABY9 also hold great potential for the identifica-
tion of HI-selected filaments. However, from the broader 100-megaparsec perspective
of filamentary structure, it is galaxy redshift surveys that facilitate large-scale cosmogra-
phy.
9http://www.atnf.csiro.au/research/WALLABY
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1.4.2 Groups & Clusters of galaxies
In the hierarchical picture of structure formation, the bottom-up merging of dark matter
haloes will inevitably result in the assembly of virialised collections of galaxies. These
may range from groups of a handful of galaxies, through to vast 1000-member clusters
such as Coma. The Milky Way and our two nearest neighbours, the Small and Large
Magellanic Clouds are members of a 20-galaxy association called the Local Group. This
group is attracted to the Virgo cluster some 10h−1Mpc distant.
For a typical cluster, the majority (over 90%) of baryonic mass is in the form of a
hot (107-108K) tenuous plasma pervading the system10. This Intra-Cluster Medium (ICM)
can be directly detected with X-rays and indirectly through its imprint on the CMB (the
Sunyaev-Zel’dovich effect), but is unobservable in the optical regime. Figure 1.8 shows
Abell 2029 in X-ray (left) and optical light (right). The remaining baryonic mass comes
in the form of the galaxies observed through optical studies, and it was through visible
observations that early cluster detection was performed.
Up until the 1980s, very few galaxies had measured redshifts. It was therefore a sig-
nificant feat to detect three-dimensional objects with only two dimensions. Abell’s afore-
mentioned 1958 work remains one of the most significant cluster maps in Astronomy.
The catalogue recorded a total of 2712 clusters, using the visual inspection of Palomar
Observatory Sky Survey plates.
Abell’s catalogue was considered superior to that released by Zwicky, due to a more
rigorous approach towards categorising and defining clusters. It remains at the forefront
of astronomy as one of the most cited publications within the field. Abell’s principal
approach was to count the number of galaxies within a specific magnitude range, inside
a certain radius from the centre. This Abell radius was determined in part through the
established cluster luminosity function Φ(L)dL.
Luminosity functions describe the mean number of galaxies per unit volume within
the luminosity range [L, L+dL] and are well described by the Schechter (1976) function.
Combining Φ(L)dL with the apparent magnitude of the tenth brightest galaxy (where
Φ(L)dL is well characterised, and the chance of field contamination lower) yielded a
cluster distance used to establish a 1.5h−1Mpc radius aperture. Within this aperture all
10rather than localised around member galaxies
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Figure 1.8: Two views of Abell 2029. The X-ray Chandra image ((left)
Lewis et al., 2003) traces the ICM and is best suited to mass estimates
of the clusters. Optical data (right, Palomar Observatory) resolves the
galaxy members, and with spectroscopic data can determine the dis-
tance to the cluster. (source: http://chandra.harvard.edu)
clustermembers betweenm3+2 andm3were counted11 and following a background cor-
rection to this count, clusters were divided into richness groups R. Although the group-
ings are somewhat arbitrary, they provide a good indication of the cluster mass; pop-
ulations of R≥1 groups are considered complete out to a redshift of z=0.08. However,
concerns over the extent of projection errors and incompleteness in the poorest richness
(R=0) group (see, for example Lucey, 1983) has limited the full scientific potential of
this census. Spectroscopic campaigns targeting Abell clusters (e.g. Struble and Rood,
1987) allowed for such projection effects to be quantified and compensated for, permit-
ting the determination of more precise clustering statistics (Sutherland, 1988). Armed
with reliable catalogues of galaxy clusters, many studies have turned to individual clus-
ters themselves, often combining measurements from deep imaging over a variety of
wavelengths (such as Abell 2029 in Figure 1.8) and spectra of many cluster members.
A galactic census of any cluster is a study of gas-galaxy interactions and the impact
of environment on galaxy properties. Perhaps most notable is the predominance of red
elliptical galaxies with old stellar populations and trace star formation. That this was not
always the case indicates the transformative process galaxies undergo when accreting
11m3 denotes the third (apparent) brightest galaxy in the cluster
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onto a cluster. Tidal harassment of captured disk galaxies strips them of the gas used to
form stars, transforming them into passively evolving early-type galaxies.
The Butcher-Oemler effect (Butcher and Oemler, 1978) describes the increased frac-
tion of blue, star-forming galaxies in high-redshift clusters relative to those observed
locally. The observational verification of this effect remains contentious even today (see
e.g. Andreon et al., 2006; Gerke et al., 2007, for contrasting views), primarily due to
concerns of cluster contamination with blue field galaxies at similar redshifts, but ad-
ditionally from the need to disentangle evolutionary effects from environmental (Mete-
vier et al., 2000). Nevertheless, clusters do not exclusively play host to “red and dead”
galaxies: some evidence (e.g Bildfell et al., 2008) suggests that cluster cores may exhibit
some low-level star formation. Not only is the source of cold gas fuelling this formation
disputed, but the role AGN activity plays in suppressing star formation in groups and
clusters is only now becoming clear (e.g. McCarthy et al., 2011).
Although this thesis focuses on the optical selection of galaxy clusters, it is worth
noting X-ray astronomy has in the past provided a rich source of cluster detections,
complementary to optical surveys, through identification of the ICM. As discussed ear-
lier, the vast fraction of cluster baryonic mass exists in the form of hot intracluster gas.
The X-ray emissivity arising from thermal bremsstrahlung in this gas depends on the
square of the electron density (Felten andMorrison, 1966). This property provides a use-
ful observational characteristic with which to search for clusters of galaxies. Not only
do extended X-ray emissions identify gas specifically from physically bound systems,
their density dependence results in high-contrast cluster signals not subject to the pro-
jection effects found in optical imaging. Because X-ray cluster selection is sensitive to
ICM physics, one can construct (subject to a proper understanding of the gas physics)
flux-limited surveys with well-defined selection functions. This latter point, coupled
with the strong correlation between X-ray luminosity and cluster mass, allows an explo-
ration of the cosmologically-dependent evolution of these systems.
Satellite-based X-ray observatories such as ROSAT, Chandra and XMM Newton have
been put to good use identifying and characterising clusters. The ROSAT all-sky survey
(RASS; Voges et al., 1999) was the first all-sky X-ray census of the sky and spawned a
number of X-ray cluster surveys including NORAS (Bo¨hringer et al., 2000) and a 400
square degree high-galactic latitude survey (Burenin et al., 2007). The improved sensi-
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tivity of XMM Newton and Chandra allowed for even deeper surveys and the selection
of clusters beyond the redshifts detectable by optical surveys. In these instances, galaxy
populations must be resolved by infrared facilities such as Spitzer, which are also capa-
ble of probing star formation in these systems (e.g. Hilton et al., 2010). The identification
of a z=2.07 Virgo-mass cluster with extended X-ray emission (Gobat et al., 2011) has par-
ticularly significant implications for the assembly and virialisation timescale for distant
clusters.
For each target selected by XMM Newton for long-exposure (∼20ks) measurements,
the surrounding area is simultaneously imaged. This has provided 5776 pointings that
will be put to use in the forthcoming XMM Cluster Survey (XCS; Romer et al., 2001) for
serendipitous cluster detections. The prescription for extracting clusters from approxi-
mately 400 square degrees of XMM imaging, detailed in Lloyd-Davies et al. (2010), has
identified over 3700 cluster candidates, with over one third considered high significance
(exceeding 300 counts). Sweeps of Chandra imaging have also been attempted (ChaMP;
Barkhouse et al., 2006), but lower sensitivity and areal coverage (by factors 4.5 and 30
compared to the XCS) restricts the potential yield, despite better image resolution reduc-
ing the point source contamination.
Microwave detection of clusters is an emerging field and, somewhat akin to the X-
ray approach, relies on gas residing in a large gravitational potential. Microwave tele-
scopes such as the South Pole Telescope (SPT) and the Atacama Cosmology Telescope
(ACT) search for the imprint of hot intracluster gas on the CMB. When passing through
a cluster, approximately 1% of CMB photons encounter free ICM elections. Up-scattered
by the inverse-Compton effect, these photons increase in frequency. This causes a de-
tectable Sunyaev-Zel’dovich (SZ) decrement in the expected CMB signal: a secondary
anisotropy correlated to the gas mass of the cluster. Blind searches of the sky with the
SPT (Staniszewski et al., 2009) and ACT (Hincks et al., 2010) have recently begun, al-
ready uncovering distant SZ-selected clusters such as SPT-CL J0546-5345 (Figure 1.9), a
z=1.067 cluster supported by deep Spitzer and Chandra imaging.
An entirely non-baryonic detection approach may be achieved with blind searches
for the weak-lensing shear of background galaxies arising from the gravitational poten-
tial of the cluster. Studies such as those of Miyazaki et al. (2002) andWittman et al. (2006)
have used deep optical-band imaging to identify shear-selected clusters, subsequently
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Figure 1.9: (from Brodwin et al., 2010) The z=1.067 SZ-decrement de-
tected cluster SPT-CL J0546-5345. The left panel is optical grz imaging
overlaid with SZ-decrement significance contours. The right panel is
the same system in the ri and Spitzer 3.6µm bands with Chandra X-ray
contours added.
verified by spectroscopic follow-ups. This method however requires high-quality pho-
tometric data and its application to wide-field surveys has yet to be tested.
Despite the advantages of SZ and X-ray cluster detection methods, they also have
drawbacks. Both approaches are sensitive to the details (and so limited by our under-
standing) of intracluster gas physics. Early, unvirialised proto-clusters in the process of
formation or those otherwise deficient in gas may remain undetected. Separating gen-
uinely extended sources from point sources relies heavily on the beam size, with limits
subsequently placed on the minimum detectable scale-size of clusters. Because SZ clus-
ter identifications arise through absorption of the CMB, projection of discrete absorbing
systems along the line of sight may also lead to false cluster signals.
Most important for the derivation of cluster masses are distance estimates. SZ decre-
ments contain no redshift data, and although X-ray redshifts (identified through K-shell
Fe-line searches) are possible (e.g. Yu et al., 2011), they suffer from low S/N and rely on
the correct metallicity estimation and modelling of ICM physics. At the most superfi-
cial level, one cannot track the evolution and formation of galaxies in clusters without
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resolving the population.
Technological and engineering advances have resulted in the renaissance of optical
cluster selection. As optical redshifts are set to remain the most viable distance estimator,
it is likely a holistic multi-wavelength approach to cluster identification will in the future
yield the most productive science, with datasets providing complementary data on the
same field.
1.4.3 Modern optical cluster and group detection
- Detection with spectroscopy
An important transition in modern cosmology was the move towards large, automated
redshift surveys capable of sampling the spectra of multiple targets in a single field.
Mentioned previously, the 2dFGRS was one particularly ambitious survey aiming to
study 250,000 galaxies, followed closely by the Sloan Digital Sky Survey (SDSS) seeking
redshifts for 1 million galaxies12 (see Abazajian et al., 2009, for most recent progress).
With accurate three-dimensional redshift-space data available for all galaxies in a
survey, the most effective means of connecting galaxies into groups is via the Friends-
Of-Friends algorithm, first applied to astronomical data by Huchra and Geller (1982).
Clusters are formed from galaxies connected within a common linking volume, defined
either by a sphere or anisotropic (cigar / lozenge) linking volume (such as Tegmark
et al., 2004). Application of a Friends-of-Friends algorithm to 2dFGRS data produced
the 2dFGRS Percolation Inferred Galaxy Group (2PIGG) catalogue (Eke et al., 2004a).
The catalogue was constructed by using a friends-of-friends algorithm that associated
groups of galaxies by a linking length 13% of the mean galaxy separation. The catalogue
identified over 29,000 clusters with at least 2 members, of which 7,000 had a richness
of at least 4 members. The parameters chosen for the search were optimally selected
from tests on mock galaxy surveys. In these simulated realisations of the survey, the
galaxy membership of each dark matter halo is known. The recovery of galaxy groups
can then be bench-marked against the true group population. Similar efforts have been
attempted using spectroscopic data from the SDSS survey, such as Berlind et al. (2006)
and Tago et al. (2008), but both surveys will suffer from a high-density incompleteness
12At time of writing, the number of unique spectra for galaxies in the SDSS stands at 976,839
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arising from a minimum fibre separation (55” for SDSS) that prevents measurement of
two closely separated galaxies13.
A number of large-scale spectroscopic surveys are now in progress. WiggleZ (Drinkwa-
ter et al., 2010) and SDSS3:BOSS14 are both geared towards the detection of Baryon
Acoustic Oscillations, the latter an extension to the SDSS campaign. Because they iden-
tify galaxies from [OII] emission lines, their samples tend to be blue, star-forming galax-
ies. Although evidence suggests such galaxies may be present in proto-clusters forming
at high redshift (for example Capak et al., 2011), they are unlikely to trace the cluster
population at the redshifts where their source densities permit reliable detections. The
identification of both clusters and large-scale structure with these surveys therefore re-
mains an interesting venture.
- Detection with angular and photometric data
The task of identifying clusters in optical surveys without redshift data is challenging.
Although no photometric survey can hope to eliminate chance projections of galaxies,
intelligent searches through these catalogues can improve the completeness while keep-
ing spurious detections to a minimum. For many earlier surveys, only single-band data
were available - as with Abell’s catalogue, magnitudes were used as indicators of galaxy
depth.
Using only angular data, one may smooth the galaxy positions using filters appro-
priate to the assumed projected distribution of galaxies within the cluster. Peaks in the
smoothed field would therefore indicate potential cluster detections. Shectman (1985)
use a very simple 3×3 kernel to identify overdensities in the Seldner et al. (1977) re-
processing of Shane and Wirtanen (1967) data. In order to refine this process, Gal et al.
(2000) apply two kernels to their data: the first estimating the density field, the second
changing size to account for variations in this field.
Whilst these algorithms search for cluster signals only in positional data, in principle
one can supply additional constraints based on photometric data as well. Such “matched
filters” can include priors based on the luminosity function and with two or more bands,
colour as well. Postman et al. (1996) applies a matched filter sensitive to the evolving
13At z'0.1, the median redshift of the survey, this translates to a separation of approximately 80h−1Kpc
14http://www.sdss3.org/surveys/boss.php
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cluster population, specifying radial distributions and luminosity functions designed to
maximise a likelihood function. Matched filters can be even more elaborate, including
cluster centroids constrained to the position of cD galaxies (“Brightest Cluster Galaxies”
- BCGs common at the bottom of cluster-mass potential wells), photometric redshifts
(see later) and similarities in cluster member colours.
Gladders and Yee (2000) were the first to use colour as the primary cluster selec-
tion criterion. Galaxies belonging to clusters are generally red early-types containing
populations of uniformly old stellar populations. Bower et al. (1992) noted these stellar
populations had been in place for over 2 Gyr in the Coma & Virgo clusters. The red
colour results from a sharp break in the composite galaxy spectrum arising from strong
(and age-dependent) CaII absorption lines15 at 3933A˚ and 3968A˚. CaII is common to
cool F, G and K stars and becomes a progressively stronger absorber with stellar age.
This “4000A˚-break” in the galaxy spectrum can therefore be exploited when searching
for clusters. The uniformity of cluster galaxy colours over a wide range in luminosi-
ties produces a distinct ridgeline in the colour-magnitude diagram known as the “red
sequence” or colour-magnitude relation (CMR). The Gladders and Yee (2000) algorithm
searched through colour-magnitude space in colour slices designed to isolate clusters at
redshifts predicted by models of the red sequence. Both magnitude and radial density
filters were built into the search procedure, but the authors noted the form of the density
kernel does not significantly impact cluster detectability.
In an extension to this detection philosophy, Koester et al. (2007b) demonstrate the
maxBCG algorithm on SDSS photometric data. This code searches through the catalogue
and uses a likelihood function to rank galaxies according to how likely they are cluster
BCGs. Members are assigned to highest ranking BCG candidates based on similarities
in colour, luminosity and projected position.
The likelihood function describes the quality of match between putative detections
and a model cluster with an NFW (Navarro, Frenk, and White, 1997) density profile,
members exhibiting a red sequence, and the presence of the bight central galaxy. In
measuring the peak response of the detection to this function, cluster redshifts and rich-
nesses are calculated as part of the identification process. By imposing many model-
15These are traditionally known as the Fraunhofer H and K lines, with the suppression often called the
HK-break
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dependent constraints, concerns arise that clusters not conforming to the filter conditions
are detected with lower significance. In the maxBCG case, the absence of a central cluster
galaxy, or indeed the presence of a peripheral, bright galaxymay impact the effectiveness
of the search (the latter instance arising from an assumed density profile radiating from a
non-central location). By contrast, the C4 algorithm (Miller et al., 2005) does not place as
many constraints on the properties of systems it attempts to detect, instead searching for
overdensities in a 7-dimensional space. Without directly specifying cluster properties or
member-galaxy colours, C4 is sensitive to a wider range of cluster types.
Building on the successes of the SDSS, wide-area multi-band optical photometric
surveys are set to generate a wealth of astronomical data in the coming years. The
Panoramic Survey Telescope and Rapid Response System (Pan-STARRS16) prototype
telescope, currently in operation on Haleakala, Hawaii, uses a 1.4 Gigapixel camera to
image the entire visible sky in five bands several times per dark lunar cycle. The PS-
1 prototype, currently generating between 3-5TB of data per night, will be extended
in 2015-2016 to an array of four telescopes (PS-4) collectively producing over 10Tb per
night. The Large Synoptic Survey Telescope (LSST17), due first light at approximately the
same time, will be an 8m-class telescope with a 10deg2 field of view imaged by 3.2 Gi-
gapixel camera. Over a five year period, it is expected LSSTwill archive 5PB of catalogue
data derived from 30PB of stored imaging. The work presented here explores early data
from the PS-1 survey, and demonstrates how one might use photometric data to identify
large-scale structure. Photometric redshifts are one promising means of exploiting this
multi-band photometry to de-project the galaxy population.
- Detection with photometric redshifts
Spectroscopic surveys such as the 2dFGRS were designed as targeted follow-ups of
sources derived from angular source catalogues. For one to probe fainter and hence
deeper, longer-exposure source catalogues are required. One must then also consider,
in the context of LSS recovery, the time-cost of recovering spectra for photometrically
extended sources in any new catalogue. As one probes further down the luminosity
function, the number of sources rises. Obtaining a high level of redshift completeness in
a wide-area, deep survey is beyond the limits of current astronomical technique, prin-
16http://pan-starrs.ifa.hawaii.edu
17http://www.lsst.org/lsst
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Figure 1.10: The simulated spectrum of a redshift 0.6 early-type galaxy.
The position of the 4000A˚ feature is shown by the vertical dotted line.
By observing this galaxy through a series of filters (the Pan-STARRS
grizy optical system is included here), one may sample the spectrum of
the source.
cipally constrained by the increased integration times (longer to attain sufficient S/N
for fainter objects), source densities (not only limited by the available number of fibres,
but also the non-zero separation between them) coupled with the proposed area of the
survey (the 2dFGRS covers 3.5% of the full sky).
How else can we build a census of the local universe? As the sensitivity of detectors
improved, and fields of view increased, astronomers looked to broad-band photometric
imaging of the sky as a means to sample the universe. While this is not a new art,
improved CCD sensitivities and spectral ranges have made this an attractive means of
gathering digital data of the sky. In its simplest form, this involves merely taking a
wide-field image through a filter. By taking repeat images of the same area, exposures
can be stacked, and one can probe deeper still18. The selection of an object through
this filter corresponds to a measurement of the observed spectral flux at the wavelength
18Searching for differences in the successive images is also fertile ground for the discovery of transients,
supernovae etc.
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corresponding to the filter, with the level of precision determined by the bandwidth of
the filter (in the ideal case, neglecting instrumental effects such as quantum efficiency
and spectral sensitivity). By measuring the flux of this same object in another filter, a
different part of the observed spectrum is measured.
With many filters, one is able to well sample the spectrum of the source, as illus-
trated in Figure 1.10. Indeed spectroscopy could be thought of as the limiting case in this
endeavour, where infinitesimal-width filters sample the spectrum over the observable
range. The principle of photometric redshift estimation commonly relies on matching
the coarse sampling of a galaxy’s Spectral Energy Distribution (SED) to fluxes predicted
from a series of template SEDs. Templates can be generated either from a model (such
as Coleman et al., 1980) or alternatively a series of spectra from the survey itself (Csabai
et al., 2003). Figure 1.11 shows template spectra taken from the Coleman et al. (1980)
study, and illustrates the principle of sampling the SED with broad-band filters. In this
instance, we have overlaid positions of the SDSS ugriz filter systems onto z = 0 model
spectra. The legend indicates the Elliptical, Irregular and two Spiral models (respec-
tively E, Im, Sbc, Scd). In this example, the u and g bands offer the best resolving power
between the different templates.
To estimate the source redshift, templates are manually redshifted over a range to
provide a series of sample spectra that one may fit the galaxy to. The best match, typ-
ically determined by a minimised χ2, then establishes the photometric redshift of the
galaxy:
χ2(z) =
Nfilters∑
i=1
[Fobs,i − φFSED(z)
σi
]2
(1.6)
where Fobs,i and FSED(z) are the observed and model-template estimated fluxes for the
ith filter. φ is a scaling constant and σi is the measured flux uncertainty in the ith filter.
There are limitations to this technique, however. The templates used must represent the
spectrum of galaxy types observed; ignorance as to the nature of the target will lead to
poor fits. The process of redshifting the model spectra, in its simplest implementation,
does not take into account the evolution of the source with redshift. Furthermore, χ2-fits
to the data run the risk of converging to local minima and hence false solutions. In light
of both the above and growing use of photometric redshift estimates in large-area sur-
veys, improved techniques have been developed. These include coupling neural-nets
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Figure 1.11: Model z = 0 templates from the Coleman et al. (1980)
population synthesis libraries. These spectra have been normalised at
10,000A˚ and demonstrate how certain optical bands (such as the SDSS
filter positions shown as vertical dotted lines) can discriminate between
different galaxy templates.
with large training sets (Collister and Lahav, 2004) to machine-learning and template fit-
ting hybrids (Abazajian et al., 2009, §4.6).
1.5 This work
The study of large-scale structure is an important tool in our efforts to test theΛCDMcon-
cordance model, constrain models of galaxy formation and development, and under-
stand the evolution of structure. In this thesis we present work that builds on previous
efforts to identify and characterise large scale structure from deep andwide astronomical
surveys. Because new observational campaigns will significantly increase the volume of
data available for analysis, we demonstrate approaches that may be used to exploit these
new data.
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We start in chapter 2 with the recovery of connected galaxy structures using spec-
troscopic data. A cosmographic census of the connected nature of galaxies provides an
insight into the higher-order clustering of mass, and probes the extreme scales describ-
ing the cosmic web. Using our prescription for identifying filamentary systems in galaxy
surveys, we compare our detections to a series of realistic mock surveys. This allows us
to establish how well the ΛCDMmodel recreates the large-scale distribution of galaxies,
in particular superstructures of the size observed in the real data. We later use estimates
of photometric redshift errors to simulate reconstruction of LSS without spectroscopy.
In chapter 3, we concentrate on the building blocks of these filamentary connected
structures: galaxy clusters. Galaxy clusters are important for studying the dark sector of
the universe. The evolution of both cluster gas and galaxies probes dark matter, whilst
counts of the clusters themselves can constrain the nature of dark energy. In order to
extract cluster data from forthcoming deep, multi-band wide-area surveys without the
benefit of spectroscopy, the issue of de-projecting the galaxy population is addressed. We
introduce a new cluster identification approach that exploits the colour properties and
projected overdensity of their members, but otherwise makes only minimal assump-
tions. Our prescription is free from models that describe the clusters themselves, or the
assumed spectral energy distribution of their members. Therefore, the cluster catalogues
generated from this algorithm are complementary to matched filter and photometric-
redshift approaches applied to the same data. To compare the recovery of clusters here
with other algorithms, we perform a series of tests with mock data to gauge the efficacy
of our approach.
We next apply this algorithm to a large optical survey. Because of the high volume
of data under consideration, and the large parameter space explored, the computational
implications of cluster searches in such a survey should not be ignored. In chapter 4,
we discuss aspects of how the algorithm has been developed and improved to handle
large datasets in preparation for very large surveys such as the Pan-STARRS 3pi survey.
Using a galaxy catalogue produced from the SDSS Stripe 82 survey, we present a cata-
logue of clusters detected over 270deg2 of the sky. By post-processing cluster detections
with available spectroscopic and photometric redshift data, we are able to calculate the
cluster redshift distribution. Exploiting both accurate cluster redshift estimates and pre-
cise photometry from this large dataset, one may derive quantities to compare to model
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predictions. One such observable, the redshift evolution of the colour-magnitude slope,
provides a test of the mass-metallicity relation in simulations and permits refinements
to subsequent cluster detections. We compare our estimate of sequence slopes to mock
data generated from semi-analytic models, and later use our findings for a much larger
survey.
Chapter 5 provides a snapshot of work in progress, and comprises a series of case-
studies on galaxy surveys. Through these studies, we highlight additional development
work that extends the capabilities of the detection algorithm. This culminates in the
detection of clusters over an area over 30 times that of the study in chapter 3, as well
as efforts to identify clusters beyond the limits of optical astronomy. Taking the largest
survey studied, we provide cluster yield estimates for the next-generation of wide-area
surveys and demonstrate the recovery of large-scale structures from these data in a sim-
ilar manner to that of chapter 2.
Finally, we investigate one aspect of the cluster detection process: the characterisa-
tion of projected overdensities with Voronoi diagrams. A popular model used to de-
scribe the statistical significance of clustered distributions is known to be inaccurate in
high-density environments most important to galaxy cluster detection. In chapter 6, we
repeat the original study, verifying this inadequacy in the model. We go on to suggest an
improved model that better describes the characterisation of random data with Voronoi
diagrams. This new model may have potential application in cluster-finding and other
astronomical studies.
Unless otherwise stated, throughout we assume a ΛCDM cosmology with Ωm=0.3,
ΩΛ=0.7, H0=70 km s−1 Mpc−1 and h = H0/100km s−1 Mpc−1. Unless specified other-
wise, we use the AB magnitude system; for SDSS data we use the Sloan photometric
system (Gunn et al., 1998) with model magnitudes.
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Chapter 2
Detecting filamentary
and connected structures
in galaxy redshift
surveys
2.1 Overview
In this chapter we describe and apply a simple prescription for defining connected struc-
tures in galaxy redshift surveys. The method is based upon two passes with a friends-
of-friends groupfinder. The first pass uses a cylindrical linking volume to find galaxy
groups and clusters, in order to account for the line-of-sight smearing introduced by the
large random velocities of galaxies within these deep potential wells. The second pass,
performed with a spherical linking volume, identifies the connected components. This
algorithm has been applied to the 2dFGRS, within which it picks out a total of 7,603
systems containing at least two galaxies and having a mean redshift less than 0.12. Con-
nected systems with many members appear filamentary in nature, and the algorithm
recovers two particularly large filaments within the 2dFGRS. For comparison, the algo-
rithm has also been applied toΛCDMmock galaxy surveys. While themodel population
of such systems is broadly similar to that in the 2dFGRS, it does not generally contain
such extremely large structures. When applying the algorithm to data perturbed to the
uncertainty level of photometric redshifts, we find current estimators must reduce errors
by at least an order of magnitude to recover the underlying structures.
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2.2 Introduction
At very large scales, baryonicmaterial is concentrated into an interconnected sponge-like
network known as the Cosmic Web (Bond et al., 1996). Successive redshift surveys have
traced out imposing overdensities in the galaxy distribution. Notable examples are the
CfA ‘Great Wall’ (Geller and Huchra, 1989) and the “Sloan Great Wall” (Gott et al., 2005),
which was also noted, if not named, in the Two-degree Field Galaxy Redshift Survey
(2dFGRS, Colless et al., 2001) by Baugh et al. (2004) and Erdog˘du et al. (2004).
Most studies of large-scale structure in the Universe concentrate on measuring the
galaxy power spectrum (e.g. Cole et al., 2005) or its Fourier transform, the two-point
correlation function (e.g. Zehavi et al., 2002). These quantities will provide a complete
statistical description of the galaxy distribution provided that their number density fluc-
tuations are Gaussian. The standard model of structure formation, ΛCDM, assumes
the initial inhomogeneities in the density field, generated during inflation, are similarly
Gaussian. However, the subsequent growth of structure due to gravitational instabil-
ity induces significant non-Gaussianities in the density field, and higher order moments
of the density distribution become important. These phase correlations within the den-
sity field can be characterised either through higher order galaxy correlation functions
(Baugh et al., 2004; Croton et al., 2004b; Gaztan˜aga et al., 2005; Nichol et al., 2006) or
through the properties and distribution of filaments. Quantitative studies of filamentary
structures in redshift surveys have been performed by Bhavsar and Barrow (1983); Bar-
row et al. (1985); Einasto et al. (2003); Pimbblet and Drinkwater (2004) and Stoica et al.
(2010).
A variety of algorithms have been designed to describe the morphology of these
large-scale structures using different techniques such as percolation (Bhavsar and Bar-
row, 1983), visual identification of regions between clusters (Pimbblet et al., 2004; Col-
berg et al., 2005), minimal spanning trees (Barrow et al., 1985; Colberg, 2007), the density
field’s Hessian (Arago´n-Calvo et al., 2007; Bond et al., 2010; Zhang et al., 2009), gradient
(Morse theory, Novikov et al., 2006) or linkage between the two (Sousbie et al., 2008a,b),
the Hessian of the potential field (Hahn et al., 2007; Forero-Romero et al., 2009), Delaunay
tessellations (Schaap and van de Weygaert, 2000; Arago´n-Calvo et al., 2007), the Candy
and Bisous models (Stoica et al., 2005, 2010) and watershed transforms (Sousbie et al.,
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2009; Arago´n-Calvo et al., 2010). Many of these algorithms also partition the whole of
space into clusters, walls, filaments and voids. They are often applied to dark matter
simulations to help describe the mass distribution, but with a few notable exceptions
(Bhavsar and Barrow, 1983; Barrow et al., 1985; Pimbblet and Drinkwater, 2004; Bond
et al., 2010; Stoica et al., 2010), they rarely include a comparison with observational data.
A primary motivation for this chapter is to carry out a detailed quantitative comparison
of filament properties using the 2dFGRS and mock galaxy catalogues, created using a
ΛCDM simulation (Angulo et al., 2008) and a semi-analytical galaxy formation model
(Baugh et al., 2005).
An important aspect of the comparison between model and observed large-scale
structure concerns the existence in both the 2dFGRS and the Sloan Digital Sky Survey
(SDSS; York et al., 2000) of some extremely large structures. Within the 2dFGRS (Col-
less et al., 2001) are two structures of particularly significant luminosity and extent (e.g.
Baugh et al., 2004; Erdog˘du et al., 2004; Eke et al., 2004a). The structure in the northern
slice of this survey has a redshift of z'0.08 and forms a part of the aforementioned Sloan
Great Wall. The structure in the south appears more extended and is found at a redshift of
z'0.11. These objects are known to have a large impact on the higher order correlations
of the galaxy distribution (Baugh et al., 2004; Croton et al., 2004b; Gaztan˜aga et al., 2005;
Nichol et al., 2006), and on its topology (Park et al., 2005). How common such structures
are within the ΛCDMmodel remains contentious (Yaryura, Baugh, and Angulo, 2010).
This chapter presents a percolation-based quantitative comparison between filaments
found in ΛCDM models and those observed in the 2dFGRS. We rely on the percolation
behaviour of the latter to define and extract filaments as described in §2.4, and apply this
prescription to the 2dFGRS data in §2.5. In §2.6, we describe and present the mocks used
to compare connected systems in this study, and changes made prior to applying the al-
gorithm to these data. §2.7 details the comparison between connected systems identified
in the 2dFGRS and those in the mocks, with our efforts focussing on the most luminous
system in §2.8. We demonstrate in §2.9 our efforts to recover the structures characterised
here using data degraded to simulated photometric redshifts. We make our concluding
remarks in §2.10.
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Figure 2.1: The positions of ∼ 2 × 106 galaxies in the APM
(Maddox et al., 1990) catalogue. All galaxies between 17≤bJ≤20.5
are shown, coded by colour such that the bright (faint) galax-
ies appear blue (red). The regions with high surface density
are brighter than those of low surface density. (adapted from:
http://www.nottingham.ac.uk/∼ppzsjm/apm)
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2.3 The Two-degree Field Galaxy Redshift Survey (2dFGRS)
This study uses the final data release of the 2dFGRS (Colless et al., 2001), a redshift sur-
vey based on two declination strips from the Automatic Plate Measuring (APM) facility
survey (Maddox et al., 1990). The 2dFGRS has provided valuable (and in tandem with
SDSS, complementary) insights into both cosmology and galaxy formation. For exam-
ple, precision measurements of the galaxy power spectrum (Cole et al., 2005), combined
withWMAP data (Spergel et al., 2007) refined estimates on the matter density parameter
and the tilt of the primordial power spectrum. Measurement of the luminosity function
of galaxies in the survey (Norberg et al., 2002) provided improved understanding of
galaxy formation and assisted in the study of galaxy properties in a range of environ-
ments (Croton et al., 2005).
The source APM catalogue consists of digitised scans of 390 plates from the UK
Schmidt Telescope (UKST) Southern Sky Survey. That survey used a bJ magnitude
system (zero-pointed to Vega) that Blair and Gilmore (1982) connected to the Johnson-
Cousins system with the colour equation:
bJ = B− 0.28(B−V) (2.1)
(valid for all colours -0.1≤(B-V)≤1.6). The APM is sensitive down to bJ ∼22, and was
used to identify the positions of galaxies sampled by the 2dF spectrograph. Figure 2.1
shows the projected positions of galaxies in the APM, where the larger-scale distribution
is evident as the network of connected brighter points.
The 2dFGRS is flux-limited, with an initial faint magnitude limit set to bJ = 19.45.
This yielded a surface density of sources 30% higher than the spectroscopic fibre source
density (127 fibres/square degree), and provided sufficient S/N for the faintest detectable
sources within the time-frame allocated to each field. Improvements to the photometric
calibrations and changes to the extinction map resulted in a position-dependent faint
magnitude limit, accounted for in the survey mask, but remaining broadly bJ ∼< 19.45.
The saturation of luminous objects on APM plates imposes a bright magnitude limit of
bJ < 14. The 2dFGRS contains a total of 191,897 galaxies with high-quality redshifts
(zmedian = 0.11) covering 1500deg2 over two separate, contiguous regions towards the
northern and southern galactic poles (NGP, SGP herein).
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Figure 2.2: Variation in the number of 2dFGRS galaxies in structures ex-
tracted by the algorithm as the relative linking length b changes. Black
lines denote galaxies from the NGP, red are galaxies from the SGP. Solid
lines represent the number of galaxies in the largest system, whilst the
dashed lines show the number of galaxies in all systems with at least
two members.
2.4 Creating a filament detector
Our method to identify and characterise elongated 2dFGRS structures extends the con-
cept of the Friends-of-Friends (FOF) algorithm (Huchra and Geller, 1982) used to link
neighbouring galaxies together. A desirable property of an algorithm extracting large-
scale structure is that there should be no preferred direction for the resultant systems.
However, redshift space distortions make the line of sight a special direction in galaxy
redshift surveys. The most striking consequence of non-Hubble flow velocities is to
stretch galaxy clusters, creating “fingers of god” (Jackson, 1972) in the redshift-space
galaxy distribution. These elongated redshift-space distortions need to be removed be-
fore searching for real structures. We achieve this by taking the “2dFGRS Percolation-
Inferred Galaxy Groups” (2PIGG) catalogue of groups and clusters constructed by Eke
et al. (2004a) from the 2dFGRS. These groupswere identifiedwith a FOF algorithm tested
on mock versions of the 2dFGRS. A catalogue of approximately 29,000 groups out to
z'0.3 with at least two members was constructed by linking galaxies using a cylindrical
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search volume with axis ratio l‖/l⊥ = 11 and a linking length 13% of the mean inter-
galactic separation. Having found galaxies belonging to groups and clusters in this way,
we would like to collapse the fingers of god by placing these galaxies at their group cen-
tre positions. One complication is that Eke et al. (2004a) note that they would expect
the 2PIGG catalogue to contain a few tens of per cent of interloper galaxies that are in-
correctly assigned to groups. To try and correct for this inevitable mis-assignment, we
choose to retain a redshift-dependent fraction
f(z) =
2− z
2.4 + z
(2.2)
of the members assigned to each group. This expression for f(z) is calculated from the
contamination of groups found in mock 2dFGRS catalogues by Eke et al. (2004a, more
details can be found in Appendix A). The randomly selected fraction f(z) are all re-
placed by a single point at the group centre, whilst the remaining “interloper” galaxies
are jettisoned from the list of group members and replaced to their observed redshift
space positions. The first friends-of-friends pass suppresses the redshift space distor-
tions associated with intra-group line-of-sight galaxy velocities. Note that this collapse
does not account for the coherent infall of galaxies onto overdensities that will enhance
and merge structure in the plane of the sky (see e.g. Kaiser, 1987; Praton et al., 1997).
We then apply a friends-of-friends algorithm with a spherical linking volume to the set
of remaining galaxies and group centres. The radius of this linking sphere is chosen to
be b times the mean intergalactic separation at that redshift, as defined in Equation 2.7
of Eke et al. (2004a). Small linking lengths would lead to many small systems, whereas
very large lengths would lead to percolation, and a single large connected component
encompassing almost everything in the survey1. An intermediate value for b will lead
to a more useful description of the structures present in the survey. This two-pass pro-
cedure provides a new and simple way to define connected structures in galaxy redshift
surveys.
Figure 2.2 shows how the number of galaxies in connected structures and the num-
ber of galaxies in the largest system vary with b for both the NGP and SGP. Both the
NGP and SGP regions show a rapid growth of their largest system as b increases beyond
1We place an upper limit of 10h−1Mpc on the physical linking length, preventing extremely large linking
volumes at redshifts where the galaxy density drops rapidly.
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Figure 2.3: Variation in the number of structures extracted by the algo-
rithm as the relative linking length, b, varies. The red line represents
the first derivative of this function, corresponding to the rate of change
of system number. We adopt a relative linking length, b = 0.69, close
to this minimum, as denoted by the dot-dashed blue line. This corre-
sponds to systems approximately bounded by a surface with a galaxy
number overdensity of ∼ 1.5.
∼ 0.8. At the very largest linking lengths, not all galaxies are linked into the largest
system because of the 10h−1Mpc upper limit we place on the linking length. Figure 2.3
shows the variation of the total number of connected structures and its first derivative.
We pick b = 0.69 as a value that gives rise to an interestingly large range of system
sizes. This corresponds to finding structures bounded by an irregular surface that has
an overdensity of ∆ρ/ρ¯ = 3/(2pib3) ≈ 1.5 (Cole and Lacey, 1996).
This choice is close to the minimum point in dN/db, where the growth in the number
of systems arising from single galaxies becoming linked matches the decrease caused by
merging the structures together. The resulting systems are shown in Figure 2.4.
The abundance and extent of survey-sized connected structures will depend upon
the geometry of the survey to which this algorithm is applied. Thus, while this tech-
nique is appropriate for comparing an observed data set with a mock catalogue of that
particular survey, care is required when trying to infer the physical properties and abun-
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Figure 2.4: Spatial distribution of 2dFGRS galaxies in connected struc-
tures for systems with average redshift z¯ ≤ 0.12 in the RA-z plane.
These systems contain at least two galaxies and dot colours represent
the weighted number of galaxies in the structure, where this weight
takes into account the local angular incompleteness.
dance of the largest structures in the underlying distribution.
2.4.1 Connected structure luminosities
We would like to quantify the sizes of the objects found using this method in a way that
(i) does not depend explicitly on the magnitude limit of the survey and (ii) assigns the
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same size to a particular structure, independently of the redshift at which it is placed.
Thus, rather than merely counting the number of galaxies present in each system, we
define a luminosity that takes into account the flux limits of the survey. The angular
variation of the flux limit in the 2dFGRS is such that it changes over the length of the
elongated filamentary structures. Consequently, it is necessary to convert the observed
luminosity of each galaxy to the total luminosity that would have been seen without
any flux limits, rather than correcting the observed luminosity of the system as a whole.
This is done assuming that the galaxy luminosity functionΦ(L) is given by the Schechter
function determined by Norberg et al. (2002), and using
L = Σngali wiLi,bJ . (2.3)
Li,bJ is calculated from the galaxy redshift the galaxy luminosity corrected for red-
shifting of the filter bandwidth (k-correction), evolution of the galaxy (e-correction) and
contributions from galaxies below the faint (Lmin) and above the bright luminosity (Lmax,
corresponding to bJ < 14) limits at that redshift. The first two of these corrections are
parametrised in a similar manner to Norberg et al. (2002):
k + e =
z + 6z2
1 + 8.9z2.5
. (2.4)
At the redshift for each galaxy, one must account for galaxies which are otherwise
unobservable due to the survey flux limits. Assuming the Schechter (1976) functionΦ(L)
describes the number of galaxies as a function of luminosity, we define the observable
luminosity between Lmin and Lmax as Lobs and total luminosity as Ltot such that:
Lobs =
∫ Lmax
Lmin
LΦ(L)dL, Ltot =
∫ ∞
0
LΦ(L)dL, (2.5)
where Φ(L)dL = φ?
(
L
L?
)α
exp
(
− L
L?
)
dL
L?
. (2.6)
We show this in Figure 2.5, where the (redshift-dependent) shaded regions of the
luminosity function highlight luminosities unobservable due to the flux limits. To com-
pensate for the undetected flux when calculating the luminosity of the entire structure,
we scale the luminosity of each galaxy accordingly. For a k+e corrected galaxy lumi-
nosity Lk+ei,bJ the total luminosity Li,bJ , including contributions from outside the survey
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Figure 2.5: The unobserved luminosity associated with a detected
galaxy (red dot) of arbitrary redshift. The shaded regions indicate the
unobserved flux arising from the faint magnitude limit (left shaded re-
gion) and bright magnitude limit (right shaded region). The luminosity
of the galaxy must be corrected to account for this unobserved flux.
luminosity limits is:
Li,bJ = L
k+e
i,bJ
Ltot
Lobs
, (2.7)
=
Lk+ei,bJ
Γ(α+ 2, Lmax/L?)− Γ(α+ 2, Lmin/L?) (2.8)
where Γ is the incomplete Gamma function. We adopt the Schechter function parame-
ters (L?, α) = (1010 h−2 L¯,−1.21) from the (Norberg et al., 2002) study of the 2dFGRS
luminosity function. The total luminosity of each connected structure is calculated by
summing up all the corrected galaxy luminosities for galaxies within that system, taking
into account the weighting factors that describe the local incompleteness of the survey.
An alternative approach would be to correct the summed luminosity of the connected
structure. However, because such systems are extended along the redshift direction,
different regions will require different corrections.
Given the flux limit of the 2dFGRS, the fraction of the total luminosity that is ob-
served drops beneath a half at redshifts exceeding z=0.12. Moreover, the linear relations
used to derive Equation 2.2 begin to break down beyond this redshift. For these reasons,
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Figure 2.6: Spatial distribution of 2dFGRS galaxies in connected struc-
tures in the RA-z plane. Colours represent the total system luminosity
in units of log10(L/h−2L¯).
we will restrict our analysis to structures with z¯ ≤ 0.12.
2.5 Filaments in the 2dFGRS
Figure 2.6 shows the systems found within the 2dFGRS colour coded according to their
luminosity. Comparing with Figure 2.4, it is apparent how the luminosity picks out
structures at larger distances more efficiently than the membership plot, which includes
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only galaxies within the flux limits. A total of 95,010 galaxies are linked into 7,603 sys-
tems containing at least two members and mean redshifts no greater than 0.12. Of these,
3,018 contain only two members. Almost 87 per cent of galaxies at z ≤ 0.12 are placed
into a connected structure.
One large filamentary-structure stands out in each of the NGP and SGP wedges.
These systems trace out the same overdensities apparent in the 2PIGG distribution (Eke
et al., 2004b), the smoothed galaxy densitymap (Baugh et al., 2004) and the reconstructed
density field (Erdog˘du et al., 2004) of the 2dFGRS. The largest NGP object, at z ∼ 0.08,
corresponds to the large RA end of the Sloan Great Wall highlighted by Gott et al. (2005).
At a total bJ-band luminosity of 7.8×1013 h−2 L¯, this is about 20 per cent more luminous
than the largest system in the SGP, which lies at z ' 0.11 and RA ' 10◦. The extents in
RA of these largest NGP and SGP systems in comoving coordinates are 198h−1Mpc and
99h−1Mpc respectively. While the NGP system contains twice as many members as that
in the SGP, it is very nearly broken into two pieces around RA ' 185◦, where the galaxy
density drops off considerably.
More locally, a continuation to lower declinations of the CfA Great Wall (Geller and
Huchra, 1989) is seen at z=0.02 in the NGP, although the algorithm breaks this up into a
few different components.
Some average and extreme properties of the systems identified in the 2dFGRS are
listed in Table 2.1. In more detail, the correlation between the luminosity and weighted
(to account for the local angular incompleteness of the survey) membership of connected
structures is shown in Figure 2.7. The second largest system contains at least twice as
many members as the third largest one and almost 3 times as much luminosity, making
the largest NGP and SGP structures stand out from the remaining systems. The scatter
around the mean relation reflects the range of redshifts in the flux-limited survey. While
the object luminosity is corrected to take account of this flux limit, the weighted number
of galaxies is not.
Figure 2.8 shows how connected system luminosity varies with redshift, with the
lower envelope representing the total luminosity of 2 galaxies at the flux limit. The ge-
ometry of the survey precludes finding very luminous structures at low redshift because
of the small volume sampled, but the greater volume available at larger redshifts is suffi-
cient to contain larger, more luminous filamentary structures. The largest NGP and SGP
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Figure 2.7: The relation between object luminosity, L, and Ngal, the
weighted number of galaxies in systems with z¯ ≤ 0.12. The two large
superstructures are noticeable here in the extreme upper right of the
plot.
Figure 2.8: The distribution of system luminosities with increasing red-
shift. The 2dFGRS flux limit is evident here as the gradient in minimum
luminosity.
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Survey N f (%) log10(Ngal) log10 L¯ log10 Lmax lmax
2dFGRS 7603 87.7 5.06 11.16 13.89 198
2BASICC 8023± 250 85.9± 0.8 5.07± 0.04 11.08± 0.03 13.44+0.15−0.23 81± 19
HV 8253± 135 82.0± 0.8 5.11± 0.02 11.10± 0.03 13.55+0.14−0.20 93± 27
Table 2.1: Properties of connected structures with z¯ ≤ 0.12 identified
in the 2dFGRS and mock surveys. Mock values are the mean over all
50 2BASICC and 22 HV mock surveys with the uncertainties being the
standard deviation of individual surveys from these mean values. N is
the total number of connected systems within the catalogue, f the frac-
tion of galaxies out to z = 0.12 in systems andNgal is the total number of
galaxies out to the same redshift. The fifth and sixth columns describe
the average andmaximum object luminosities in units log10(L/h−2L¯).
We give the comoving scale lmax (in h−1Mpc) of the largest structure
identified in the survey in the final column. This is defined as the
largest in extent of galaxy members in the redshift, RA or dec direc-
tions.
systems are once again conspicuous at the top of the figure.
Although comparisons could be made with similar 2dFGRS studies such as Pimb-
blet et al. (2004), we reiterate here our final comments in §2.4. Our choice of parameters
adopted for the filament-finding part of the algorithm, and the way we define connected
structures is both subjective and specific to the survey geometry (and source galaxy cat-
alogue). It is therefore non-trivial to directly compare our findings to those of alternative
studies without a proper appraisal of how such structures are defined and selected. It
is in this respect that we turn to our comparison with mock 2dFGRS surveys to draw
conclusions from our results.
In the Pimbblet et al. (2004) analysis, the source cluster catalogue (De Propris et al.,
2002) was compiled from a variety of different sources: the two Abell catalogues (Abell,
1958; Abell et al., 1989), the Edinburgh-Durham Cluster Catalogue (EDCC; Lumsden
et al., 1992) and the APM Cluster Catalogue (Dalton et al., 1997). Through the introduc-
tion of clusters frommany different sources, it becomes difficult to compare the selection
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function2 of the resultant merged catalogue, and consequently any filaments identified
from them. The Pimbblet et al. (2004) study selects filaments based on cluster pairs of
up to 10 degrees separation with similar redshifts. These pairs are visually inspected for
connecting chains of galaxies, and classified based on a morphological scheme defined
in (Colberg et al., 2005).
By contrast, the approach we present here includes groups derived from only one
source, with a well-defined selection function (Eke et al., 2004a) and an optimally-tuned
group-finder motivated by studies from realistic mock surveys. We automate the process
of detecting large-scale structures in this dataset to prevent any bias arising from human-
error. Differences in selection criteria mean the number of detected systems varies sig-
nificantly between the two studies (7,603 vs. 805). To better evaluate our findings in the
2dFGRS data, we turn to mock surveys.
2.6 Mock Surveys
One of the most successful aspects of the current cosmological model is the agreement
between observational data and computer-generated universes. Data from large sur-
veys such as the 2dFGRS have led to improved constraints on the cosmological and
galaxy formation models used, in turn, to produce even more realistic simulations and
mock surveys. To assess the significance of structures within the 2dFGRS we perform
the procedure described above on a series of mock surveys; this section describes the
mocks used in our analysis. In §2.6.1 we describe the surveys already generated for the
2dFGRS, and in §2.6.2 we detail the creation of a new set of realistic mocks.
2.6.1 The Hubble Volume mock 2dFGRS surveys
The Hubble Simulation (Evrard et al., 2002), created by the Virgo Consortium3, was a
series of simulations with different cosmologies. In this study, we use data derived from
a model with ΩM=ΩDM+Ωb=0.3, h=0.7, ΩΛ=0.7, and σ8=0.9. This particular simulation
contained 109 particles over a volume of 27h−3Gpc3.
2Including, for example, well-known projection and completeness issues in the Abell catalogues - see
§1.4.2.
3http://www.virgo.dur.ac.uk
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Cole et al. (2005) describe how galaxies were assigned to dark matter particles. A
continuous density distribution was first estimated by smoothing the particles with a
2h−1Mpc-width Gaussian kernel. Galaxies were assigned to particles exceeding a density-
dependent probability threshold that was defined in order to reproduce the 2dFGRS
clustering signal. Twenty-two Hubble Volume (HV) surveys were extracted from the
simulation, with observer positions selected to resemble conditions in the Local Group
(and in particular a match to the observed-frame velocity and direction of the CMB
dipole). Norberg et al. (2002) assign bJ-band magnitudes to galaxies, based on their
redshift by sampling from the 2dFGRS Schechter function. This particular prescription
did not include descriptions of luminosity or colour-dependent clustering.
2.6.2 Building new mocks: The 2BASICC surveys
In this section we describe the creation of a new set of 2dFGRS mock surveys comple-
mentary to the HV surveys. We first describe the darkmatter simulation that the galaxies
are applied to. We next discuss the semi-analytic approach that generated the population
of galaxies. Finally, we take the supplied galaxies (C. Baugh, priv. communication) gen-
erated by this prescription and extract subsamples with the correct 2dFGRS geometries
and selection function.
- The BASICC simulation
We use the “Baryon-Acoustic-Oscillations at the ICC” (BASICC; Angulo et al., 2008)
simulation to construct a series of 50 mock surveys dubbed 2dFGRS-BASICC (2BA-
SICC). The BASICC simulation was created with a cosmology of ΩM=ΩDM+Ωb=0.25,
Ωb=0.045, h=0.73, ΩΛ=0.75, with σ8=0.9 and spans a volume of 2.4h−3Gpc3 with 3× 109
dark matter particles (with masses Mp = 5.49 × 1010h−1M¯) evolving from z=63 to
z=0. Haloes were defined as groups of at least 10 dark matter particles, identified by a
friends-of-friends algorithm with an optimally chosen relative linking length b = 0.2
(see Davis et al., 1985; Jenkins et al., 2001). This results in haloes with a minimum
mass of MH = 5.49 × 1011h−1M¯. In the z=0 snapshot we study here, there are a to-
tal of 17,258,579 haloes. Simulations generally require some compromise between parti-
cle mass and simulation volume. The large simulation volume here necessitates a high
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Figure 2.9: (adapted from Angulo et al., 2008). The fraction of galaxies
residing in resolved haloes for the R-band. The completeness drops
below one atMRAB = −21.1, requiring the addition of an “unresolved”
galaxy population below this threshold.
minimum halo mass. By comparison, the Millennium Simulation (Springel et al., 2005)
is some twenty times less massive in volume, but uses dark matter particles sixty-four
times smaller. Moreover, the BASICC simulation features only 12 redshift snapshots, as
opposed to 63 in the Millennium run.
To populate BASICC with galaxies the GALFORM (Cole et al., 2000) prescription was
used to assign galaxies to dark matter haloes using the Baugh et al. (2005) model. Ide-
ally, one makes use of the detailed halo merger trees when assigning the properties of
the galaxies in each halo. However with only 12 redshift snapshots, a detailed merger
history for each halo is not possible. The alternative adopted here was to define Monte-
Carlo (MC) merger histories over the range of halo masses detected in the simulation.
Although haloes of the same final mass undergo different merger histories, the prop-
erties of the trees (and hence through GALFORM their galaxy properties) are statistically
similar enough for any halo assembly bias to be ignored (although see Gao et al., 2005;
Gao and White, 2007, for a better appraisal of how assembly history impacts halo clus-
tering). Each BASICC halo was matched to GALFORM outputs of MC merger-trees in
the same mass range. GALFORM places central galaxies at the minimum potential of
each halo. Lower-luminosity satellite galaxies are assigned randomly to the dark matter
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member particles.
The range of central and satellite galaxy luminosities assigned to haloes in the sim-
ulation results in a gradual, rather than sharp cutoff in the completeness of the galaxy
catalogue at the minimum halo mass. This can be seen in Figure 2.9, adapted from An-
gulo et al. 2008, which shows the completeness of mock galaxies in the R-band. The
vertical line indicates the galaxy luminosity associated with the halo mass limit.
To include fainter galaxies that would have been hosted in haloes below the simu-
lation mass resolution, GALFORM galaxies based on the Baugh et al. (2005) model were
generated for masses belowMH = 5.49× 1011h−1M¯ and assigned to dark matter parti-
cles not identified as halo members by the halo groupfinder.
- Creating the 2dFGRS mock surveys
In our study, we use the data described in the previous section to construct mock 2dFGRS
surveys. We first calculate the bJ and rf luminosities from the SDSS bands generated by
GALFORM. For this we use the relation derived by Norberg et al. (2002):
bJ = g + 0.155 + 0.152(g − r) (2.9)
rf = r − 0.3 (2.10)
A larger sample volume is constructed from the galaxy data by surrounding this sim-
ulation cube with 26 (i.e. 33-1) periodic replications. For each of the 50 mock surveys
we produce, an observer position is randomly chosen within the central cube and a ran-
dom direction is adopted. Both the positions and volumes of the 50 surveys are not
independent: each 2dFGRS mock survey (NGP and SGP combined) occupies 0.7% of
the simulation volume suggesting it is not impossible for separate surveys to share por-
tions of the simulation4. The periodic replications allow observer positions close to the
edge of the cube to select galaxies beyond the boundary. The direction chosen for the
mock defines the orientation of the NGP and SGP survey slices, and for each of the 50
surveys we search through the cube and periodic replications to identify galaxies with
MbJ − 5log10h ≤-15 inside these two volumes. We exclude galaxies too distant for our
connected structure analysis by applying a redshift cut of z ≤ 0.13.
4However, the randomised directions and application of angular and radial selection functions will limit
any repetition of structure.
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Figure 2.10: (left) The BASICC luminosity function. The black line rep-
resents the combined luminosity function comprising of galaxies in re-
solved (red) and unresolved (green) haloes. For comparison, the 2dF-
GRS bJ -band Schechter function (Norberg et al., 2002) is also plotted.
(right) The luminosity functions of mock galaxies inside a 2dFGRS-
sized volume. The black (red) function shows the luminosity function
before (after) translation to the reference 2dFGRS-fit Schechter function
(shown as a blue dotted line in both panels).
In the left panel of Figure 2.10 we plot the luminosity function of galaxies within
the full simulation cube, split between those in resolved (red) and unresolved (green)
haloes. The composite luminosity function, shown in black, benefits from the inclusion
of the unresolved population faint-wards of L? but over-estimates the number of bright
(L∼1011 h−2 L¯) galaxies. This overabundance is often corrected by includingAGN feed-
back into the semi-analytic model (see Bower et al., 2006). Because the sub-L? population
is also inconsistent (although less so) with the Norberg et al. (2002) 2dFGRS Schechter
fit (dotted blue; (L?, α, φ?) = (1010 h−2 L¯,−1.21, 1.61× 10−2)), we calculate the shifts re-
quired in bins of luminosity in order to improve this fit. These adjustments, calculated
from the full simulation cube, are applied to each of our 50 sample volumes5. The right
panel of Figure 2.10 shows the effect of this transformation on the luminosity function
5We adopt this approach, rather than calculating the luminosity shifts in each of the 50 survey volumes,
in order to maintain some degree of cosmic variance within the set of surveys.
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of a 2dFGRS mock volume. The black line again shows the original luminosity function,
whilst the red line indicates the transformed function, compared to the Norberg et al.
(2002) 2dFGRS Schechter fit (blue dotted line).
Each galaxy in the survey volume is assigned a redshift. The recession velocity vrec
of each galaxy arises from both the Hubble flow (Equation 1.1) and the peculiar velocity.
This latter component may come from the bulk or cluster-driven motion of galaxies with
respect to the Hubble flow:
zgal = zH +
v · rˆ
c
(2.11)
where zH is the cosmological redshift and v · rˆ is the radial component of the galaxy’s
velocity. Velocity 3-vectors (supplied by GALFORM from the dark matter velocity field)
are used to calculate the line-of-sight velocity components.
Finally we apply the angular selection masks and radial selection function. These
enforce the 2dFGRS position-dependent flux limits, assign galaxyweights (to account for
unselected galaxies) to the mock galaxies, and produce surveys ready for our analysis6.
Figure 2.11 shows an example of one such flux-limited survey, with a magnitude cut
applied to illustrate the features of the volume.
2.6.3 Modifying the filament detector for use with mock surveys
Previous studies have shown semi-analyticmodels tend to place toomany low-luminosity
galaxies into galaxy clusters (Eke et al., 2004b; Gilbank and Balogh, 2008; Kim et al.,
2009). This can be seen in Figure 2.12 taken from Eke et al. (2004b), where we plot the lu-
minosity function of galaxies in groups of mass 1014h−1M¯. There is a notable excess of
'109 h−2 L¯-luminosity galaxies in the model data. Because the mock luminosity func-
tion has been forced to match that of the observations, this implies the model will lack
low-luminosity galaxies in lower density regions. This known problem will affect the
structure finder.
To reduce the impact of this difference between themodel and observations, we allow
ourselves the freedom to jettison a smaller fraction of galaxies from the model groups
than given by Equation 2.2 for the real 2dFGRS. This decreases, in the vicinity of the
6All 50 mock surveys are available online at http://astro.dur.ac.uk/∼dmurphy/2basicc
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Figure 2.11: A flux-limited 2BASICC mock used in the filament-finder
analysis. Both the radial selection function and the angular mask have
been applied. For clarity, this plot shows galaxies with magnitudes of
bJ < 18.
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Figure 2.12: (adapted from Eke et al., 2004b) The luminosity function
of galaxies in groups of mass 1014h−1M¯. The 2dFGRS groups (filled
squares) are compared to the equivalent luminosity function recovered
from mock surveys (dotted line). For reference, the input model group
luminosity function (solid line) is included. Group masses from 2dF-
GRS data are dynamical mass estimates from member velocity disper-
sions. There is a clear excess of mock galaxies at ' 109 h−2 L¯.
groups, the number density of points used for the structure-finding sweep of the friends-
of-friends algorithm to an amount similar to that in the real survey. We achieve this in
the model by multiplying f(z), as given by Equation 2.2, by a constant, χ. Where χ > 1,
this implies a higher fraction of galaxies remain in the groups.
In order to determine an appropriate value for χ, we have measured the distribution
of system orientations defined as
θ = tan−1
(
∆lz
∆lφ
)
(2.12)
where ∆lz represents the range of the member galaxies in the redshift direction and ∆lφ
is the larger of the ranges of member galaxies in the RA and dec directions. Thus, θ = pi/2
for a radial object and 0 for one lying perpendicular to this. We use the greater of ∆lz
and ∆lφ to describe the scale size of the connected structure.
Figure 2.13 shows the cumulative probability distributions of system orientations
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Figure 2.13: Cumulative probability distributions of connected sys-
tem orientations for all objects containing at least 20 galaxies. Results
are shown for the 2dFGRS and for averages of 10 2BASICC mocks.
The mock distributions are derived from three different choices of
χ = 1.0, 1.15 and 1.30, as indicated in the legend.
for structures containing at least 20 galaxies in the 2dFGRS and those recovered from
10 mock surveys using three different values of χ7. We adopt a membership cut of 20
galaxies to reduce the inclusion of poor systems that, with their less constrained orien-
tations, may add random noise to the distribution. It is apparent, when treated in the
same way as the real data (i.e. χ = 1), that the model contains too many objects aligned
along the line of sight. This is a result of too many low luminosity galaxies being placed
into the redshift space volumes occupied by the model groups. When the “interloping”
galaxies are jettisoned from the groups found in the mock catalogues, enough of these
additional low luminosity galaxies are placed along radial lines that they bias the orien-
tation distribution. Increasing χ retains a higher fraction of the initially grouped galaxies
in the groups, reducing the number of interlopers returned to the field, and decreasing
the number of radially aligned objects found in the second pass of the friends-of-friends
7One might imagine that randomly oriented connected structures would be uniformly distributed with
θ. However, since systems often contain more than two galaxies, which are generally not colinear, the
definition of θ leads to connected structures preferentially avoiding values towards the ends of the range
[0, pi/2].
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Figure 2.14: The weighted number of galaxies in the largest structure
for NGP (black) and SGP (red) systems with z¯ ≤ 0.12, including any
members with redshifts greater than this limit subject to the mean sys-
tem redshift remaining below it. In both cases the dashed lines show
the 2dFGRS data, whilst solid lines represent the mean number of
galaxies in the largest object across 50 mock surveys. In the NGP case,
we include also error bars representing the standard deviation of these
surveys around the mean.
algorithm. A value of χ = 1.15 produces a mock orientation distribution that is, accord-
ing to a Kolmogorov-Smirnov test, indistinguishable from that found in the 2dFGRS.
This is chosen as the default value for these 2BASICC mocks throughout this chapter.
This procedure was also applied to the set of 22 HV mocks, and a value of χ = 1.11 was
derived to match the 2dFGRS filament orientation distribution.
We follow almost the same procedure as described in §2.4 to define connected struc-
tures in the mocks, with the only difference being that the fraction of galaxies retained
in the groups, f(z) in Equation 2.2, is increased by a factor χ, as described above. The
impact of this choice on the results is discussed in the following section.
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Figure 2.15: Spatial distribution of mock galaxies in connected struc-
tures in the RA-z plane for 2BASICC mock #38. This survey is notable
for the large structure identified close to the observer in the SGP. This
system is a 4-σ outlier in galaxy membership across the 50 mock sur-
veys.
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Figure 2.16: The redshift distribution of all objects with at least two
members. The blue line represents the mean number of connected
structures as a function of redshift across 50 mock surveys, with error
bars representing their standard deviation around the mean. The black
line corresponds to systems detected in the 2dFGRS.
2.7 Comparing filament catalogues
Figure 2.14 shows how the number of galaxies in the most populated system grows as b
is increased for each survey region. While the behaviour is broadly similar to that of the
largest filament in the 2dFGRS, the onset of percolation in mock catalogues is delayed
by about 0.1 times the mean intergalaxy separation. As a consequence, at b = 0.69, the
largest 2dFGRS system (located in theNGP) is a significant outlier, beingmore populated
than the corresponding structure in all but one of the 50 mock catalogues. The mock
system containing more galaxies than the largest one in the 2dFGRS is placed at z ∼ 0.01,
is comparatively less luminous, and results from the randomly chosen observer being
put very near to a large galaxy cluster. This survey (from 2BASICC mock #38) can be
seen in Figure 2.15. The structure in question (in the SGP) has 7600 galaxies, but is∼25%
fainter than the brightest 2dFGRS system.
The larger value of χ adopted for mock surveys means that the number of galaxies
and group centres used for the algorithm is on average ∼ 1.3 per cent lower than in the
χ = 1 case. Even if we adopt a linking length scaled by the inverse cube root of mock
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centre numbers to 2dF centre numbers (corresponding to b = 0.72), this does not sig-
nificantly affect the discrepancy between the number of galaxies in the most populated
systems in the mock or real 2dFGRS.
The redshift distribution of the structures is shown in Figure 2.16. At z ∼< 0.025, where
mocks are known to be missing low luminosity galaxies, the mock surveys contain fewer
objects than the real 2dFGRS. The main reason for this is actually not the incompleteness
in the mocks, but the fact that too many low luminosity galaxies are placed into large
groups, reducing the number available to form other small systems. This local volume
represents only a small fraction of the survey.
For redshifts greater than 0.04, the number of real 2dFGRS structures is typically
slightly below the mean of the 50 mock surveys. This is reflected in the first column
of Table 2.1, which shows that the total number of systems in the 2dFGRS is (1 − 2)σ
beneath that of the mocks, despite the fact that a slightly higher fraction of galaxies are
placed into the 2dFGRS structures. The total number of galaxies in the 2dFGRS and
mock surveys matches well by construction, but the excess of mock galaxies placed into
groups means that fewer are available in lower density regions for linking together small
systems. The relatively high fraction of galaxies placed into structures and low number
of structures in the 2dFGRS leads to a larger mean luminosity. This difference can be
removed by not including the two most luminous 2dFGRS systems in the calculation.
The distribution of system luminosities is shown in the left-hand panel of Figure 2.17.
The mocks have a relative lack of structures at L ∼< 109 h−2 L¯, and more than the real
2dFGRS at L ' 3 × 1010 h−2 L¯ (which is the peak of the distribution, corresponding to
approximately to two L? galaxies), and a paucity of filamentary systems like the largest
ones in the 2dFGRS. As stated above, the difference between the model and real dis-
tributions at low luminosities arises mostly because the lowest luminosity galaxies in
the model are more likely to be placed into larger groups and hence are not available
to form very low luminosity systems. The deficit of lower luminosity galaxies outside
groups impacts in two opposing ways upon the most luminous model structures. They
tend to gain luminosity because their groups are slightly more luminous than those of
corresponding mass in the 2dFGRS. However, the lack of low luminosity galaxies in the
lower density regions makes it less likely that large structures will join together. It is this
second effect that is more important, resulting in none of the 50 mock surveys producing
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Figure 2.17: (left) The distribution of luminosities for all structures with
a minimummembership of two, out to a redshift z = 0.12. The red lines
show the distribution for each of the 50 2BASICCmock catalogues. The
black line shows the distribution for structures in the 2dFGRS. (right)
Structure luminosity distributions for different values of χ in these sur-
veys and for the HV catalogues. Mock survey distributions have been
averaged over the 50 surveys in the 2BASICC and the 22 in the HV
simulations.
a pair of systems as luminous as the most luminous 2dFGRS pair.
Given that many differences between the real and mock filament luminosity distri-
butions result from the different spatial distributions of low luminosity galaxies in the
real and mock surveys, and that we have used a different value of χ for real and mock
surveys, one might reasonably ask what changes when χ = 1 is used for the mocks.
This is shown in the right-hand panel of Figure 2.17, where three different χ values are
used for the 2BASICC mocks. Increasing χ retains more galaxies in the groups, leaving
fewer galaxies to help the filament finder link together larger structures. This leads to a
decrease in the luminosity of the most luminous filaments. Decreasing χ leads to an in-
crease in the luminosity of the most luminous filaments, but even for χ = 1 there are still
no surveys with two filaments at least as luminous as the second most luminous 2dF-
GRS filament. Nevertheless, we do obtain two surveys with a filament more luminous
than the brightest 2dFGRS filament. However, as shown in Figure 2.13, this comes at the
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expense of producing a set of filaments that are significantly more radially oriented than
those found in the 2dFGRS.
Also shown in this panel is the distribution of filaments found in the 22 HV mock
catalogues of Cole et al. (2000). The bottom row of Table 2.1 contains statistics for the
connected structures found in these HV mocks. These surveys were constructed with
both a different cosmology (primarily a smaller dark energy component) and different
methods for assigning galaxies to dark matter particles. The connected structure lumi-
nosity distributions are broadly similar to the 2BASICC, with the abundance of the most
luminous filaments being almost unchanged. Again, we find none of the surveys in-
vestigated contain a pair of filaments as luminous as the two detected in the 2dFGRS.
In a study of the three-point correlation function of 2dFGRS galaxies, Gaztan˜aga et al.
(2005) state they fail to detect 2dFGRS superstructure-scale systems in their 22 mock HV
surveys, suggesting the probability a mock survey will feature such systems is <1/22
(∼5%). In our study, we can revise this upper limit on the probability of finding such
structures in mock 2dFGRS surveys down to 1.4%. There is a slight increase in the
faintest systems identified in the HVMocks (the red line) relative to 2BASICC (blue lines).
As this luminosity probes the environment local to the observer, differences may poten-
tially arise for two reasons. First is the way the observer is placed in the simulation.
Although entirely random for 2BASICC, HV observers are constrained to the kinematics
of the Local Group. This will permit 2BASICC observers to be placed in a more diverse
range of environments, including voids bereft of local structure. Alternatively, this slight
difference could be accounted for by the lack of luminosity-dependent clustering in the
HV mocks. In the 2BASICC surveys, the clustering amplitude will be lower for fainter
galaxies, resulting in fewer low-luminosity connected structures. Overall however, the
difference in luminosity distribution between these two mock survey approaches are
negligible.
The distribution similarities arise from the selection of different χ values, suggesting
such a parameter could in principle be used as a probe of cosmology and galaxy for-
mation model. However, with only a marginal difference between the HV luminosity
distribution and those of 2BASICC in Figure 2.17 (save for the χ2BASICC=1.30 case), the
use of an alternative, more sensitive, parameter may be preferred. Nevertheless, surveys
probing to higher redshifts would permit the study of how, under differing cosmologies,
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Figure 2.18: The normalised luminosity contributions from galaxies
making up the most luminous filament in each mock survey (grey) and
the 2dFGRS (black). Mock survey brightest filaments contain a smaller
fraction of low-luminosity galaxies.
the properties of these systems might evolve with cosmic time, and wider-area surveys
will permit a more detailed appraisal of the very largest detectable systems.
2.8 A closer look at high-luminosity structures
Figure 2.17 best highlights the differences between mock and observed connected struc-
tures. We take a more in-depth view of the brightest systems identified in the 2dFGRS
catalogue and investigate how these systems are assembled both in mock surveys and
the 2dFGRS. For each survey, we determine the distribution of galaxy luminosities that
assembled the largest filament. In Figure 2.18 we plot the contribution of each lumi-
nosity bin to the total filament luminosity (i.e. the integral of each function should be
one), and find the mock (grey) surveys do not include the same fraction of “fainter”
(1010 h−2 L¯ ∼ L?) galaxies found in the 2dFGRS (black) superstructure. Despite noise
in the mock data arising from fewer galaxies, the 2dFGRS distribution appears to match
well to the model at L > 1011 h−2 L¯. These data suggest it is in this luminosity domain
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Figure 2.19: Connected system orientation distribution for three lumi-
nosity cuts. Trial mock data, using different χ values are shown in the
left panel. The Kolmogorov-Smirnov statistics used to select the opti-
mal χ value are shown in the right panel, where good fits to the 2dFGRS
data are indicated by low D values (red) and high P values (blue).
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that mock and observed filaments are most similar. To investigate both this and low-
luminosity differences, we compare the distribution of connected structure luminosities
following cuts to the input galaxy luminosities. To ensure a system detected with differ-
ent luminosity limits still has the same luminosity, we re-correct the galaxy luminosities
as described in §2.4.1. We illustrate this correction with an example 2dFGRS galaxy: sit-
uated at a redshift z = 0.0230 with weight 1.1, magnitude bJ = 14.4 in a region with
limiting magnitude blimJ = 19.415. At this redshift, the minimum observable luminos-
ity is 108.07 h−2 L¯, the galaxy has unweighted luminosity Lgal = 1010.07 h−2 L¯; sources
exceeding Lmax = 1010.24 h−2 L¯ are unobserved. We correct for this unobserved lumi-
nosity by scaling the luminosity, in this instance by a factor of 1.18. Table 2.2 shows how
the correction changes for this particular galaxy as one makes progressively brighter lu-
minosity cuts. With larger cuts the correction increases - our motivation for setting a
z=0.12 limit in §2.4.1 arose from keeping this correction factor below two for the most
distant galaxies. Because the corrections increase sharply beyond L?, we cannot make
cuts at the L > 1011 h−2 L¯ level Figure 2.18 suggests is most appropriate.
We apply three luminosity cuts to the input data: L > 109, 109.5 and 1010 h−2 L¯.
Luminosity corrections assigned to the remaining galaxies, if correctly calculated, should
approximately recover the same total survey galaxy luminosity. We calculate the total
galaxy luminosity for the two survey regions separately and find, for the above limits,
these were (NGP,SGP)=(2.12,3.39),(2.12,3.39) and (2.16,3.46)×1016 h−2 L¯ respectively.
The structure detection algorithm was applied to these survey subsets; for each lu-
minosity cut in the mock analysis a new χ was derived based on the best angular distri-
bution match between the 2dFGRS and the mock structures. Figure 2.19 shows three χ
values (originally used in Figure 2.13) for each of the three luminosity cuts (left panel). In
the right panel we show the Kolmogorov-Smirnov test data used to determine the best
fit to the 2dFGRS, which corresponds to a low D value coupled with a high probability
P. From these data, we adopt best fit values8: χ9,χ9.5,χ10=(1.16,1.10,1.21).
In Figure 2.20, we show the RA-z plots of the detected 2dFGRS connected systems,
colour coded by system luminosity (top panel) for the three luminosity cuts. In the bottom
panel, the luminosity distribution functions of the 2dFGRS (black) and 2BASICC (grey)
8We note the fit for χ10 is not as statistically significant as the others. This is most likely due to the fewer
number of systems increasing the noise in the distribution.
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log10Lcut Correction factor Notes
0 1.14 Bright correction only
8.07 1.18 Default for this galaxy
8.5 1.24
9.0 1.42
9.5 2.04
10.0 6.88
10.1 13.11
10.15 22.59 Beyond weighted galaxy luminosity
10.22 281.26
10.24 ∞ Faint luminosity limit > bright limit
Table 2.2: The luminosity correction required to account for unobserved
flux based on an example 2dFGRS galaxy at z=0.02.
mocks are compared. Whilst there is now better agreement at the faint-end of the dis-
tributions, mock surveys are still not able to produce the high-luminosity filaments seen
in the 2dFGRS. Galaxies below the luminosity limit in the mock survey are more likely
to be taken from high-density environments than those in the 2dFGRS. Whilst this will
on average generate lower-luminosity clusters and groups, there should remain more
interpolation points with which to connect clusters together. Combined with the lower
ejection fractions (through χ > 1), this suggests mock surveys should be better placed
to produce bright filaments comparable with the 2dFGRS. That they do not certainly
warrants further study.
2.9 Recovering connected structures with photometric redshifts
Motivated by the availability of large-area surveys featuring only photometric redshifts,
in this section we evaluate how the structure-finding algorithm performs when applied
to data with significant redshift uncertainty. Taking cues from our analysis of photomet-
ric redshift data in §3.2.2, we seek to establish what structures could be identified if the
2dFGRS survey relied on photometric as opposed to spectroscopic redshifts.
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Figure 2.21: The input galaxy catalogues (left) and structures detected
with the algorithm (right) when 2dFGRS redshifts are perturbed ran-
domly by a Gaussian of width σδz=0.02 (top) and σδz=0.01 (bottom).
Colour coding in the right-hand plots corresponds to the luminosity
of the recovered structures, using the same scale shown in Figures 2.6
and 2.15.
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Figure 2.22: The input galaxy catalogue (left) and structures detected
with the algorithm (right) when 2dFGRS redshifts are perturbed ran-
domly by a Gaussian of width σδz=0.004 (top) and σδz=0.002 (bottom).
Colour coding in the right-hand plots corresponds to the luminosity of
the recovered structures, using the same scale shown in Figures 2.6 and
2.15.
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We simulated this scenario by applying a randomisation to the galaxy redshifts in
the source 2dFGRS catalogue. Four modified catalogues were created by applying a
random perturbation to each galaxy redshift, based on the redshift uncertainty δz(zs) =
∆z/1 + z2dFGRS. Under the four scenarios explored here, δz was randomly drawn from
a zero-mean Gaussian distribution with standard deviations σδz=0.02, 0.01, 0.004 and
0.002. The latter two are respectively four and eight times smaller than the characteristic
redshift uncertainty achieved by the DR7 SDSS photometric redshift algorithm, and so
represent what may be possible with improved photometric redshift techniques.
We apply the structure-finding algorithm to each of the four surveys, keeping all
detection parameters the same. Figures 2.21-2.22 show the source catalogues in addition
to the distribution and luminosities of the detected structures.
In each of these cases, we calculate the connected structure luminosity distribution
and compare this to the original 2dFGRS, where the redshift uncertainty is negligible
relative to the errors introduced here (∼85km/s). Compared to the filament catalogue in
Figure 2.17, the luminosity distributions shown in Figure 2.23 show amore homogenised
filament population; erasing the large-scale, large luminosity structures tends to increase
the number of median-luminosity systems. Whilst visually the δz = 0.002 case does
appear to identify the large structures detected in the original survey, their luminosities
remain significantly attenuated.
These data suggest that, although onemay identify the very largest filamentary struc-
tures with photometric redshifts, current photoz estimators fail to recover the range of
connected structure luminosities observed in the spectroscopic data. Using the spec-
troscopically selected systems as a benchmark to achieve the same range, photometric
redshift uncertainties of less than δz = 0.002 are required - currently ten times smaller
than the capabilities of current photoz estimation codes9.
We note the results produced here are dependent on the parameters of the algorithm.
Although parameters may potentially change to improve the recovery from noisy red-
shift data, one should compare the systems recovered to those from the equivalent spec-
troscopic effort. A fairer appraisal of the effect photoz estimates have on these struc-
tures could be achieved with closer study of a mock survey. Where the galaxy halo-
memberships are known, one may establish the quality of the recovering the underlying
9See §3.2.2 for a discussion of photoz algorithm performances
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Figure 2.23: The recovered filament luminosity distribution for the four
photometric uncertainty scenarios (red, blue and green and orange
lines), compared to the original 2dFGRS distribution (black).
mass distribution independent of the performance of the algorithm itself.
2.10 Summary
In this chapter, we have described a simple algorithm with which to define connected
structure within galaxy redshift surveys and applied it to the 2dFGRS. This algorithm ex-
plicitly addresses the redshift-space distortion associated with rapidly moving galaxies
within groups and clusters. The 7, 603 2dFGRS connected structures at z ≤ 0.12 contain-
ing at least two members range up to∼200h−1Mpc in extent, but are mostly associations
of two L? galaxies. Quantifying object sizes via their total luminosities, corrected for the
survey flux limits, we find that the largest systems are filamentary in nature and have bJ
luminosities of almost 1014 h−2 L¯.
Applying the same algorithm to ΛCDM mock 2dFGRS catalogues, constructed us-
ing large-volume dark matter simulations and the semi-analytical model of Baugh et al.
(2005), we find a broadly similar distribution of structures to those in the real data. There
are, however, a few differences in detail. Many of these result from the fact that the
model places too many L ∼< L? galaxies into groups and clusters compared with the
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2dFGRS. This biases the orientation distribution of the systems containing at least 20
galaxies to contain more radially aligned objects in the mock survey than in the 2dFGRS.
Applying a crude correction to the algorithm to enable it to recover the same orienta-
tion distribution in the mock survey as it does in the 2dFGRS leads to the largest mock
structures being significantly less luminous than those in the 2dFGRS.
It is clear that at least some of the differences between the properties of the struc-
tures in the 2dFGRS and the mock catalogues arise from inadequacies in the galaxy for-
mation model that was used to construct the mocks. We have attempted to overcome
these inadequacies as far as possible through empirical corrections. Our analysis indi-
cates that the largest filamentary structures seen in the 2dFGRS are not reproduced in
the mock catalogues. However, while this discrepancy could signal a failure of the stan-
dard ΛCDM cosmological model on large scales, it seems more plausible that it reflects
a shortcoming in the predictions of our models of galaxy formation for the abundance
and spatial distribution of galaxies on small scales.
In comparing the connected structure luminosity distribution between mocks with
different cosmologies and galaxy formation models, we find they are broadly similar.
This arises from our choice of different χ values required to emulate the 2dFGRS struc-
ture orientation distribution. This suggests the structures detected, through the χ param-
eter required to match observed data, may potentially be used as probes of cosmology
or galaxy formation. With larger surveys, one may better investigate the high-mass tail
of this distribution, which may be more sensitive to cosmology.
Our findings in the final section suggest that at least an order-of-magnitude improve-
ment is needed in current photometric redshift techniques before they can recover the
range of structures identified with spectroscopic data. Although one may still recover
the very largest structures in the survey with photometric redshifts, to extract less lumi-
nous systems an alternative approach to exploit deep photometric imaging is required.
Chapter 3
ORCA: The Overdense
Red-sequence Cluster
Algorithm
Preface: Galaxy Clusters
One way of identifying large scale structure is by the detection of groups and clusters
of galaxies. Galaxy clusters are integral tools in our drive to test the ΛCDM cosmologi-
cal model and our understanding of galaxy formation. Their redshift evolution imposes
constraints on the dark matter content of the universe, cosmic mass density and the
growth of density fluctuations. The deep potential wells of clusters provide laboratories
to study in-situ gas-galaxy interactions and through lensing, access to conditions in the
early universe. Assembled for a significant fraction of the star-forming history of the
universe, clusters may also provide insights into how environmental effects shape the
evolutionary path of galaxies. Moreover, measuring this assembly over cosmic time pro-
vides a probe of dark energy complementary to Cosmic Microwave Background (CMB)
studies. From such cluster science, we are able to piece together both the origins of the
universe, and how it evolved over time.
Clusters lie at the intersections of filaments, and trace out the high-density peaks in
the matter distribution of the universe. They have a variety of important astronomical
applications, and may be used as points of interpolation with which to delineate the
cosmic web. In the previous chapter, we used groups and clusters of galaxies as the
“building blocks” of the connected structure we seek to characterise. We turn, in this
chapter to clusters themselves as the focus of our study.
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3.1 Overview
This chapter presents a cluster finding algorithm that seeks to remove the reliance similar
algorithms have on two aspects of detection: model descriptions of cluster red sequence
positions, and parametric distributions of cluster members on the sky. Our approach
involves a scan of colour-magnitude space to locate cluster sequences coupled with the
Voronoi Tessellation technique to estimate the surface density distribution. Whilst al-
gorithms have in the past used Voronoi Tessellations to find clusters, previous attempts
either do not exploit the red sequence or instead use (time-consuming) photometric red-
shift distribution functions that rely sensitively on accurate photometry, the absolute
calibration and number of photometric bands. In this chapter we describe the algorithm
and apply it to two datasets. The first is a ∼7 square-degree mock survey based on a
Pan-STARRS lightcone. The second dataset is a mock Medium Deep Survey (MDS) Pan-
STARRS catalogue, based on the ΛCDM model and a semi-analytic galaxy formation
recipe. Knowledge of galaxy-halo memberships in the mock allows a quantification of
algorithm performance. Because our development of the cluster-finder was based pri-
marily around the observational data, we present the algorithm first with our findings
from that survey, followed by our analysis of the mock data.
The outline of this chapter is as follows. In section §3.2 we present the data we use
in this study. Section §3.3 describes the algorithm step-by-step. Section §3.4 describes
the application and testing of the algorithm using real astronomical data, followed by a
brief comparison to existing data in §3.5. §3.6 describes the detection of mock clusters
followed by performance tests on the simulated catalogues in §3.7. In section §3.8 we
summarise our findings.
3.2 The source galaxy catalogues
In this section we describe briefly the two datasets analysed in this chapter, in addition
to any further selection criteria made.
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3.2.1 SDSS Stripe 82 data
We extract Sloan Digital Sky Survey Data Release 7 griz photometry for all sources with
extinction-corrected (Schlegel et al., 1998) r-band model magnitudes r ≤ 24 in the deep
coadd stripe centred on the celestial equator (“Stripe 82”) from the SDSS Catalog Archive
Server (CAS1). To minimise stellar contamination, we select only galaxies where the off-
set between the r-band PSF and model magnitudes satisfies |rPSF − rmodel| > 0.05. We
exclude bright (rmodel < 14) galaxies and spurious sources such as overly de-blended
galaxies and fragmented stellar haloes. The latter selections were achieved by requiring
the following set of constraints in the CAS SQL query to hold:
• BINNED1 or BINNED2 or BINNED4 > 0
• BLENDED or NODEBLEND or CHILD != BLENDED
• EDGE or SATURATED = 0
Full details of the query and the keyword definitions can be found in Appendix B.
The resulting catalogue generated from this query had fewer stellar contaminants than
merely selecting objects from the SDSS Galaxy table. Figure 3.1 shows some examples
of the systems omitted by the query above that would otherwise have been included.
From visual impressions, a large fraction of these arise from the mis-identification of
spurious noise around stellar haloes.
Although no spectroscopic or photometric redshift estimates are used in detections,
we post-process the cluster catalogue to estimate the redshift of each system. Cluster
galaxies are assigned spectroscopic redshifts by matching source positions in the SDSS
DR7, WiggleZ DR1 (Drinkwater et al., 2010) and 2SLAQ (Croom et al., 2009) catalogues
to within 1′′. Where spectroscopic redshift data is unavailable, we use SDSS DR7 pho-
tometric redshifts (see Abazajian et al., 2009, and references therein). To increase both
the source catalogue redshift completeness and the redshift accuracy for galaxies with
no spectra, we supplement these data with additional photometric redshifts. We select
all galaxies later identified by ORCA in the Stripe 82 catalogue described in chapter 4
and estimate their redshifts using the hyperz code2 (Bolzonella et al., 2000) with ugriz
1http://casjobs.sdss.org
2http://webast.ast.obs-mip.fr/hyperz
3. ORCA: The Overdense Red-sequence Cluster Algorithm 74
Figure 3.1: Examples of sources from the SDSS catalogue that were
identified in the “Galaxy” table but subsequently rejected by our SQL
query. Each candidate is at the centre of the image. The top row are
stellar contaminants, whilst the bottom row are spurious stellar haloes
misidentified as genuine astronomical sources.
model magnitudes and errors. Full details of this photometric redshift catalogue can be
found in the next section. The SDSS Stripe 82 input catalogue contains 11,358,087 galax-
ies with Galactic extinction corrected (Schlegel et al., 1998) grizmodel magnitudes, over
−50◦ < α < 59◦ and δ = ±1.25◦. In this study, we concentrate on a 7 square degree sub-
region within this catalogue, centred at (α, δ) = (355.52◦, 0◦) comprising 291,389 galaxies
(magnitude cuts applied to these galaxies for cluster detection are discussed in §3.3.7).
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3.2.2 Calculating and evaluating photometric redshifts
The estimation of galaxy redshifts from broad-band colours is set to become central to
future efforts in large-scale cosmology. For example BAO and cluster distance estimates
will play important roles in constraining the nature of the universe, and the Dark Energy
Survey (DES) will investigate both of these with deep five-band photometry. Similarly,
with only limited spectroscopic coverage of extremely wide-area datasets such as the
Pan-STARRS 3pi survey, much of the planned extragalactic science is derived from pho-
tometric redshift estimates. It is therefore important that these redshifts are accurate and
robust.
To demonstrate the extraction of photometric redshifts from a large photometric sam-
ple, we use the freely available hyperz (Bolzonella et al., 2000) template fitting code.
This package uses seven GISELL (Bruzual and Charlot, 1993) SEDs. Our source data, a
sample of ∼ 60, 000 early-type SDSS Stripe 82 cluster members from the ORCA cluster
detector introduced in this chapter, features deep ugriz SDSS model (considered opti-
mal measurements of galaxy flux) AB magnitudes. For each galaxy, the SDSS photo-
metric pipeline fits two models to the 2D galaxy image - a de Vaucouleurs profile (de
Vaucouleurs, 1953b) best suited to early types or central bulges in disk galaxies, and an
exponential profile better matched to late-type galaxies. Flux is then measured within
this profile.
Hyperz operates by reading configuration parameters and input data from a variety
of files stored on disk. We modified the source code to permit command-line queries ac-
cepting input magnitudes and uncertainties for a single galaxy, returning the results to
the screen. Not only does this reduce the read/write frequency to disk, it also allows the
development of a parallelised pipeline to process the source data. By making these ad-
justments, our photometric redshift calculations were complete in 18 hours, compared to
approximately 5 days with the original (serial) implementation. For our galaxy sample,
we search in a redshift range 0.0 ≤ z ≤ 0.8. Because galaxies in this sample are clus-
ter members, we use only three of the SED templates: E, S0 and Sa. Hyperz includes
routines for attenuating the emergent spectrum with dust from within the galaxy, and in
this investigation we applied the Calzetti et al. (2000) reddening law, searching for fits
between 0 and 1 magnitudes in 11 steps. From our 60,000 cluster galaxies, 1549 galaxies
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also have spectroscopic redshifts - it is these we use to infer the performance of the algo-
rithm. The dataset will be used in our analysis of galaxy clusters both in this chapter, and
more extensively in chapter 4. For each spectroscopically measured galaxy, there is also
a photometric redshift estimate from the SDSS pipeline (as described in Abazajian et al.,
2009, §4.6). For both SDSS and the study here, we plot in Figure 3.2 the correlation be-
tween photometric (zp) and spectroscopic (zs) redshifts, as well as δz(zs) = (zs−zp)/1+zs.
Our uncertainty estimates, δz, are relative to 1+zs so as to reflect the higher impact errors
have at low redshifts.
From Figure 3.2, it is evident the hyperz approach does not perform as well as the
SDSS algorithm. The error dispersion in the bottom left panel suggests that hyperz sys-
tematically underestimates the actual redshift. Whilst the scatter appears similar for
the two studies, the 1-σ width (3-σ clipped) of hyperz redshift estimates is σδz=0.029,
compared to σδz=0.016 for the SDSS dataset. This latter result compares favourably to
photometric redshift estimates of the COMBO-17 survey, where Wolf et al. (2004) report
errors between 1-2%, based on UBVRI photometry complemented with an additional 14
optical filters. The hyperz “hole” at zp, zs ' 0.3, similarly evident in the analysis of
Cai et al. (2009), appears to suggest the algorithm converges to the wrong solution for
this redshift regime. In our subsequent analysis of clusters using this data, we note that
this incompleteness does not significantly influence our findings. Although this effect is
not endemic to all hyperz analyses, this demonstrates the sensitivity of the process to
the input parameters applied - without in-depth knowledge of the galaxy selection func-
tion, the level of accuracy will remain low. In spite of this, with the exception of projects
such as SDSS3:BOSS and BigBOSS3, a large number of planned or ongoing projects will
provide wide, deep coverage of the sky without spectroscopic support. To maximise
large-scale structure science from DES, Pan-STARRS, LSST and Euclid, one must pro-
duce well-defined, well-characterised datasets capable of producing low-scatter photo-
metric redshifts. One alternative, to de-project the distribution of galaxies without direct
redshift calculations, is explored in this chapter.
3http://bigboss.lbl.gov
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Figure 3.2: (top) Spectroscopically determined redshifts compared to
their photometric estimates for 1549 galaxies in the ORCA cluster galaxy
sample, and the error dispersion for the above data (bottom). Dotted
blue lines indicate ±1σ over the whole redshift range, following a 3-σ
clip of outliers.
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Figure 3.3: (left) The redshift distribution of galaxies and groups from
the MDS lightcone. (right) A two-dimensional histogram showing the
projected density distribution of galaxies out to z∼ 0.7.
3.2.3 Pan-STARRS MDS mock galaxies
Cai et al. (2009) discuss the assembly of a light cone from the Millennium Simulation
(Springel et al., 2005) with a 3◦ opening angle, equivalent to a single pointing of the Pan-
STARRS Telescope 1 (PS-1) Medium Deep Survey (MDS). The Millennium Simulation
provides theΛCDMarchitecture into which galaxies are populated using the Bower et al.
(2006) semi analytic GALFORM model (Cole et al., 2000). This creates a dataset with PS-1
grizy photometry for 2,346,468 galaxies down to a magnitude limit of r < 27.5 (equiva-
lent to the expected 5σ depth for the PS-1MDS) and amedian redshift of z = 1.05. Figure
3.3 shows plots of the projected density of mock galaxies and their redshift distribution.
Several overdense regions are already apparent in the density plot. One challenge of the
algorithm is to separate chance projections from genuine clusters.
3.3 The algorithm
Here we describe the main steps of the ORCA algorithm.
3.3.1 Algorithm Outline
Applying the ORCA algorithm to an example surveywith two colours can be summarised
as follows:
1 We define a simple photometric selection using the colours and magnitudes of
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Figure 3.4: A depiction of the ORCA detector applied to a 9’x9’ cut-out
region of Stripe 82. Starting with all galaxies in the box (first panel),
a photometric filter (§3.3.2) isolates galaxies within a specific redshift
range (second panel); any clusters in this field will be evident as sur-
face overdensities. In the third panel, we compute the Voronoi diagram
(§3.3.4) of the distribution to estimate the surface density of remaining
galaxies. These are separated into overdense (yellow) and underdense
(grey) cells in panel four according to how likely they are to belong to
a random distribution (§3.3.4). In the final panel, we use a Friends-Of-
Friends percolation algorithm (§3.3.5) to connect overdense cells until
the density of the whole system falls below a density threshold. Galax-
ies in the blue cells become members of a cluster if there are at least
Nmin linked members.
the sample. This selection could be simple, for example narrow slice(s) in colour-
magnitude space(s), or an arbitrary selection function. This selection function can
be modified in successive applications of the algorithm to blindly scan the full
photometric space, and thus isolate red-sequences across a range of redshifts.
2 In each pass of the algorithm, we apply the photometric selection to the catalogue,
thus greatly restricting the total number of galaxies under consideration. In the
case of using two colours concurrently, this can be a very effective means of re-
ducing fore- and background contamination to a putative cluster characterised by
some red-sequence.
3 After the selection, we calculate the Voronoi diagram of the projected distribution
of galaxies on the sky. The inverse of the area of each convex hull surrounding each
galaxy can be used as an estimate of the local surface density.
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4 Galaxies residing in dense cells (satisfying some threshold criteria) can be con-
nected together into conglomerations. If enough galaxies are joined together in
this way, we define a cluster.
5 In the blind scan, successive photometric cuts may select the same structures (since
the adjustment of the selection is by design less than the typical width of a red-
sequence). Multiple detections of the same structure are identified and reduced to
a single detection (we discuss how this was implemented in §3.3.6).
A graphical overview of the above procedure can be seen in Figure 3.4. Gladders
and Yee (2000) and Gladders and Yee (2005) show that using a set of colour filters allows
one to scan the expected cluster red sequence over a range of redshifts. This study will
demonstrate that combining a sweeping set of colour selections with a Voronoi Tessella-
tion density estimator is a powerful way of identifying clusters of galaxies. Our method
does not rely on any specific spectral features other than the 4000A˚ break ubiquitous
in early type galaxies. With the sampling technique we use, clusters can be detected in
multiple photometric filters. These multiple detections are merged by picking the ‘best’
detection; we discuss how this was implemented in §3.3.6.
3.3.2 Photometric filtering
In large-scale imaging surveys, groups and clusters are apparent as overdensities in the
projected distribution of galaxies. Cluster detection methods reliant only on determin-
ing the projected galaxy density distribution are often plagued by two problems: (i)
projection effects contaminating clusters with unassociated foreground and background
galaxies (ii) the inclusion of spurious cluster detections arising from noisy data or chance
overdensities.
To mitigate these problems, the contrast of genuine clusters can be enhanced by ap-
plying a selection filter in colour-magnitude space, to isolate the red-sequence ridge-line.
We parametrise our selection filter as a slice in colour-magnitude space, defined by a
colour-magnitude normalisation (cm20, the colour at twentiethmagnitude), slope β(cm20)
and width σ(cm20). The expected evolution of red sequence colours is constrained from
simple stellar evolution models, meaning an appropriate set of filters allows, by scan-
ning over a set of these filters, the isolation of clusters over a slew of redshifts. Figure
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Figure 3.5: The redshift evolution of the observed-frame r-i colour from
a sample of mock galaxies. The colours indicate the density of galaxies
at each point, with red being the highest. We are able to exploit this
observed relation to isolate cluster galaxies within a specific redshift
range by using a selection filter (such as the shaded strip in this Figure)
to select galaxies from a narrow colour range.
3.5 shows the redshift evolution of galaxy colours in a sample of mock galaxies (A. Mer-
son, priv. communication) and shows an additional advantage in using such filters. The
two tracks visibly demonstrate the bimodality in galaxy colour that manifests itself as
the “red sequence” (lower track; Bower et al., 1992) and “blue cloud” (upper track). By
selecting galaxies within specific colour range ∆c (as denoted by the green region in
the Figure), one may isolate red sequence cluster galaxies within the redshift range ∆z.
Contaminants in this selection are bluer galaxies from higher redshifts. By simultane-
ously selecting in two filters, one can eliminate degeneracies between colour tracks. We
discuss this further in the following section.
The algorithm allows βcm20 and σcm20 to adopt any values as the detector scans
through colour-magnitude space. By far the simplest prescription, and the one we adopt
here, is for a fixed slope and width with normalisation. Although we note evidence for
a redshift evolution in the observed-frame sequence slope (Stott et al., 2009; Hao et al.,
2009), an appropriate choice of filter width (discussed in §3.3.7) selects sequences with a
range of gradients. By taking measurements from a large ORCA cluster catalogue, future
refinements to the algorithmmay include a varying slope. The values adopted for β and
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σ are discussed in §3.3.7.
We scan through colour-magnitude space in a colour CA from blue to red, placing
down a series of M filters f(CA1), f(CA2)...f(CAM ) by increasing the normalisation cm20
in small increments dc. The size of this increment, set in §3.3.7, allows adjacent filters
to overlap, ensuring clusters close to the boundary of a filter are well sampled. Because
each filter isolates cluster galaxies (where they exist) from a specific redshift range, the
detector can identify multiple clusters in the same line of sight. We determine the sensi-
tivity of the algorithm to projection in §3.4.6.
3.3.3 Dual-colour photometric filtering
Although only one colour is necessary to detect clusters, Figure 3.5 notes the colour-
redshift degeneracy apparent in attempting to isolate a redshift regime from a single
colour selection. One can break the degeneracy and further reduce the field galaxy con-
tamination by identifying the colour range cluster members have in a second colour CB,
and subsequently applying a series of joint filters in both CA and CB. To establish the
CB colour range to scan, we take all cluster members from the preliminary detection (CA
only), de-trend their sequence slopes and fit a Gaussian to the colour distribution. The
CB colour range ∆CB is taken to be ±1σ from the Gaussian mean.
If the Gaussian fit is poor, detection of a clear sequence in both CB and CA is less
likely. In this case∆CB is simply±1σ from themedian of theCB colour distribution. The
algorithm then scans over this second colour range and attempts to detect the cluster in
both colours.
A filter pair in CA and CB (hereafter {CA,CB}) requires a detectable sequence in both
colours, and amplifies the cluster signal by eliminating field galaxies in the CA filter that
fail to appear within the CB filter. Any cluster in the final catalogue detected in CA must
therefore also have been detected in CB. This improves the robustness of the algorithm
and the reduction of contaminants from spurious detections. Because sub-filters overlap
in CB colour-magnitude space, the same cluster may be detected in multiple filters. We
apply the prescription described in §3.3.6 to identify and merge clusters that have been
detected in more than one filter. The number of filters used to sample any colour range
depends on the sampling interval dc set in §3.3.7.
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Figure 3.6: An illustration of the Voronoi technique described in §3.3.4.
The (left) panel is the Voronoi diagram of a random distribution of
points. The (middle) panel is the equivalent diagram for galaxies in a
field with the same mean density as the random field. The (right) panel
shows the ratio of galaxy cell counts to random cell counts for a range
of values of the integral distribution of cell areas (Equation 3.1, derived
from Equation 5 in Kiang, 1966). There is a notable excess fraction of
galaxy cells relative to random cells at low values of P(a), permitting
the use of a threshold to separate clustered galaxies from field galaxies.
3.3.4 Identifying overdensities with the Voronoi tessellation
After increasing a cluster’s detectability by suppressing field galaxies with photomet-
ric filters, the next step is to calculate the local surface density of each galaxy. Galaxies
residing in common regions of enhanced density can then be grouped together into clus-
ters. To quantify the surface density field, we divide the galaxies into Voronoi cells using
qhull4 (Barber et al., 1996). The Voronoi diagram is a tessellation of convex hulls, or
cells, with each galaxy occupying only one cell. All positions inside a given cell are
closer to the cell’s nucleus (the galaxy) than any other. Unlike many other detection
techniques, the Voronoi tessellation (for VT cluster detection, see Ebeling and Wieden-
mann, 1993; Ramella et al., 2001) does not smooth the data, is robust to cluster ellipticity
(Plionis et al., 1991), the inclusion of spurious sources, and to local incompleteness aris-
ing from camera defects and excised bright stars. The left and middle panels of Figure
3.6 show Voronoi diagrams with identical mean densities Σ¯, but with a random point
4http://www.qhull.org
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distribution and a population of galaxies. Galaxies in more concentrated regions tend to
have smaller cells.
We define the reciprocal of the galaxy cell area (ag) as an estimate of the galaxy’s local
surface density Σˆg. Searching for connected regions of high density identifies statistically
significant structures. To determine if a galaxy resides in a high density region of the
survey, we evaluate the statistical significance of finding a cell of area ag in a randomfield
with mean cell area a¯R. We use the Kiang (1966) cumulative function for a Poissonian
distribution of points:
P (a) =
∫ a
0
dp = 1− e−4a
(
32a3
3
+ 8a2 + 4a+ 1
)
(3.1)
where a = (ag/a¯R). We investigate this equation, and possible improvements to the
model it describes in chapter 6. The right panel of Figure 3.6 shows the distribution P(a)
for cells in an example galaxy field relative to a Poisson distribution of the same field size
and number of points. Candidate cluster galaxies residing in overdense regions can be
selected by cell areas statistically unlikely to arise in a random distribution. An excess of
galaxy cells is apparent for low P(a) compared to the random distribution. We identify
all galaxies with P (ag) < Pthresh in order to select a population of clustered galaxies. The
choice of overdensity probability threshold is discussed in §9.
3.3.5 Connecting overdense regions to form clusters
Remaining galaxies belonging only to overdense cells are now grouped together to form
clusters. We achieve this by applying a Friends-Of-Friends algorithm to these cells.
Rather than a distance criterion, we define a “friend” as an adjacent Voronoi cell sharing
at least one vertex. Potential clusters are seeded by ordering the cells with decreasing
density, iterating through and connecting adjacent cells. These overdense regions grow
by percolation until either no more adjacent overdense cells remain, or the mean cell
density of the putative cluster:
Σ¯cells = Ngal
Ngal∑
i=1
1
ai
< Σcrit (3.2)
Groups of connected galaxies are classified as clusters if they have Ngal ≥ Nmin. The
choice of the critical density threshold Σcrit andNmin algorithm parameters is discussed
in §3.3.7.
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Figure 3.7: A sequence of Voronoi diagrams generated from galaxies in
the same area of sky, but selected from different photometric filters. A
cluster signal is apparent for some filters, but is not apparent in others.
This demonstrates the power of colour selection in isolating galaxies
at specific redshifts. In cases where a cluster may be detected in more
than one filter (such as the borderline detection in the second panel),
the algorithm must decide which cluster to select. This aspect of the
detector is discussed in §3.3.6.
3.3.6 Producing a cluster catalogue
In §3.3.2 and §3.3.3 we noted that adjacent photometric filters applied to the input cata-
logue overlap in colour-magnitude space. With this sampling strategy, the same cluster
could be detected in multiple filters. Figure 3.7 shows a sequence of Voronoi tessellations
applied to the same area of sky under photometric filters sensitive to different redshift
ranges. Because colour scans sample the colour range of a red-sequence at a specific
redshift, the cluster will be detected in multiple scans (with a peak contrast where the
selection is most effective). In cases of clusters detected multiple times in different pho-
tometric filters, the “best” cluster is identified and added to the final cluster catalogue.
For two candidates to be considered detections of the same system, they must have
sufficiently similar spatial positions, red sequence fits and cluster members. We quantify
the similarity in cluster sequences using linear fits to the colour-magnitude relation for
the galaxies in each cluster detected. Sequence slopes can in principle adopt any value
permitted by the width of the photometric filter (defined here as σf ) it was selected in.
We quantify the similarity between two sequences with the following criteria:
- Sequence match 1 (∆S1): True if the sequence separation is < 0.5σf in colour for at
least 25% of the magnitude rangemBCG ≤ m ≤ mBCG + 5.
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- Sequence match 2 (∆S2): True if the sequence separation is < σf in colour difference
for at least 50% of the range described in ∆S1.
- Sequence match 3 (∆S3): True if the colour difference at 20th magnitude, (∆cm20)
between the two sequences is < σf .
- Sequence match 4 (∆S4): True if the clusters were detected in adjacent (overlapping)
filters.
To define the similarity in cluster membership, spatial position and extent, we de-
scribe the common-galaxy fraction and projection extent for two clusters, CL1 and CL2:
- Common galaxies (cg1,2): the fraction of galaxies in CL1 that also belong to CL2.
Similarly, cg2,1 is the fraction of CL2 galaxies also appearing in CL1. The BCGid
boolean notes when clusters share the same BCG.
- Projection extent (pe1,2): the fraction of galaxies in CL1 that lie within the Voronoi
cell boundaries of the CL2 cluster. As with cg, pe2,1 is the case for CL2.
With these measures, five tests of “cluster similarity” were devised (Table 3.1). A pair
of clusters must pass at least one to be considered detections of the same system. Each of
these tests account both for the spatial and colour characteristics of the clusters. Because
no merging can proceed purely by colour similarity or spatial coincidence, this ensures
the separation of associated but distinct systems, and clusters in projection. We balance
these requirements with the need to prevent multiple instances of the same cluster ap-
pearing in the final catalogue. Where matches between two clusters exist, the thresholds
in Table 3.1 make it likely the two systems will be merged. Figure 3.8 shows an example
of this process for clusters detected over a number of photometric filters. The multiple
detections, conspicuous in the left panel as concentric rings, are processed to form the
merged catalogue in the right panel.
To define the “best” cluster from a list of candidates, we pick out the system with the
largest reduced flux - the total flux (in the detected band) of all but the three brightest clus-
ter members. This prevents the selection of a cluster including one or two bright galaxies
that may not be genuine members, but also makes the choice of best cluster largely in-
dependent of the BCG. Once the “best” cluster is selected, the remaining candidates are
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Figure 3.8: An example of the merging of multiple detections in a clus-
ter field. The blue crosses indicate the estimated centre of the cluster,
with circle radii defining the angular extent of the detected system. The
left panel shows the un-merged catalogue, consisting of 1,623 clusters
detected from all photometric filters, the right panel shows the effect
of applying the merging prescription described in §3.3.6, selecting 102
clusters from the left panel.
discarded from the catalogue. However, to each cluster selected in this way, we attach a
record of the candidate cluster galaxies that were not selected, forming an auxiliary cat-
alogue of associate cluster members. In this way, we can keep track of galaxies the detector
considered as members but did not include in the cluster. The degree of oversampling in
colour space and hence number of multiple detections depends on the sampling interval
dc, relative to the width σ(cm20) of the filter. We set both of these parameters in §3.3.7.
3.3.7 Setting algorithm parameters
This section defines the values adopted for the algorithm parameters described in §3.3.2-
§3.3.5.
Photometric filtering
In both mock and real datasets, we limit our search for clusters to three colours: g-r, r-i
and i-z. These are used to form two sets of joint filters: {g-r, r-i} and {r-i, i-z}.
Each photometric filter is described by a colour normalisation cm20, slope β(cm20) and
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# Constraint
1 (cg1,2 OR cg2,1) ≥ 0.5
2 (pe1,2 OR pe2,1) > 0 AND ∆S1
3 BCGid AND ∆S2
4 (pe1,2 OR pe2,1) ≥ 0.8 AND ∆S3
5 (pe1,2 OR pe2,1) ≥ 0.8 AND ∆S4
Table 3.1: The set of conditions used to consider whether two clusters
are multiple detections of the same system. If any one of these condi-
tions are satisfied, the algorithm picks the “best” cluster of the two.
width σ(cm20). The detection algorithm uses photometric filters that overlap in colour-
magnitude space, preventing clusters close to filter edges from being poorly sampled. A
sampling interval in colour space of dc = 0.04 is chosen, corresponding to an overlap of
approximately 75% between adjacent filters based on σf , the filter width. For this study
we demonstrate the detector with constant filter slope and width. In order to set these
parameters, for each dataset, we identify a “reference cluster” from which we define the
characteristics of the red sequence we are searching for.
SDSS reference cluster
To set β and σ for each colour in this dataset, we attempt to generate colour magnitude
diagrams from the cluster members of Abell 2631 (Abell et al. 1989). With a measured
redshift of z = 0.278 (Crawford et al., 1995), this system is also the richest Abell clus-
ter in Stripe 82. Ideally, one would produce colour-magnitude relations from spectro-
scopically confirmed cluster galaxies. Searching for redshifts in the NASA Extragalactic
Database (NED5) between 0.2 ≤ z ≤ 0.4 and within 4’ of the cluster centre, we find
5 galaxies with spectra, including the aforementioned BCG redshift. We identify these
galaxies as red crosses in g, r and i composite Stripe 82 imaging of this cluster in Figure
3.9, and include 0.5r500 (Lagana´ et al., 2010)6 as a dotted grey circle centred on the clus-
ter BCG. The westernmost galaxy hosted Supernova SN2007pw, and was consequently
5http://ned.ipac.caltech.edu
6r500 is the radius within which the mean density is 500 times the critical density of the universe.
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subject to spectroscopic followup at the Hobby-Eberly Telescope (Bassett et al., 2007).
The blue disk galaxy (highest declination cross in the Figure) is unlikely to be a cluster
member. The remaining galaxy measurements were all from the SDSS survey.
The low number of spectroscopically confirmed members in this cluster prevents the
robust estimation of colour magnitude relations. As an alternative, we visually identify
the cluster members from Figure 3.9, based on the colour and morphology of the galax-
ies. With this approach, we assign 126 galaxies to the Abell 2631 cluster, and show these
putative members as blue circles in the Figure. Whilst the selection of these galaxies
remains subjective, it permits a more robust estimate of the colour-magnitude relations
(which show evidence of a clear sequence in all three colours used in this survey) and
can be used to gauge, against our visual impressions, cluster purity in automated re-
detections of this system.
A linear fit to the colour-magnitude sequence was applied to determine β for each
colour. The filter widths were set using a method akin to that described in Gladders et al.
(1998); we first remove the slope in each sequence and then exclude 3σ outliers. Starting
at the line fitted to the cluster sequence, we increase the width in equal amounts above
and below this line until we enclose 90% of the remaining members. We define this as
the filter width σ for that colour.
Figure 3.10 shows the colour-magnitude sequence of the identified members in the
three colours (top) compared to a field of the same area with no cluster present (bottom).
Blue (red) points identify members that were inside (outside) the 3σ cut used to iden-
tify outliers. Grey data correspond to galaxies that were within 7′ of the cluster centre
and not picked as cluster members. Table 3.2 lists the fitted filter parameters for each
colour (corresponding to the black lines in Figure 3.10) in addition to the colour range
and number of filters used in our cluster search. Following our decision in §3.3.2 to
use a fixed slope, we adopt the largest filter width (σf , 0.152) for all colours, Our cho-
sen reference cluster should not bias our cluster detection from ORCA . Because we scan
through colour-magnitude space in progressively redder selections (i.e. increasing cm20),
we search for more distant systems. Although we fix the slope, our choice of photomet-
ric selection width encompasses a range of sequence gradients large enough to account
for evolution as the algorithm searches to deeper redshifts. Analysis of mock clusters
from the Millennium Simulation (Springel et al., 2005) suggests this approach probes at
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Figure 3.9: A gri-composite image of Abell 2631 from SDSS Stripe 82
imaging data. Small blue circles indicate the 126 galaxies visually se-
lected as members of the cluster, which are used to fix the photometric
filter slope and width. The yellow and red circle indicates the bright-
est galaxy selected. Galaxies with spectroscopic redshifts found in the
NED are denoted by red crosses. For reference, we include 0.5r500 as
the grey dotted circle centred on the BCG.
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Figure 3.10: (top) Colour-magnitude diagrams for the 126 Abell 2631
members selected in this study. The yellow dot notes the position of
the cluster r-band brightest cluster galaxy. The black lines denote filter
fits to the data and indicate the slope (β), normalisation (solid, cm20)
and width (dotted, σ). The identified members are split into those in-
side (blue) and outside (red) the 3-sigma cut used to estimate the fil-
ter width. Grey data indicate all galaxies that were not identified as
members of the cluster out to a radius of 7-arcminutes from the cluster
centre. The red dashed line in the g-r colour indicates the blue limit im-
posed by the Virgo cluster, and the equivalent lines in r-i and i-z denote
the lowest cm20 identified from cluster sequences in our search of the
7deg2 Stripe 82 survey. (bottom) The colour-magnitude diagrams for
galaxies in a region of the same area located in a field environment.
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Colour Slope (β) Width (σ) Range 1st-stage filters
g-r −0.048 0.152 0.47− 2.00 39
r-i −0.017 0.067 0.00− 1.22 38
i-z −0.023 0.110 −0.10− 1.10 31
Table 3.2: Filter parameters fitted from Abell 2631, the ranges searched
and the number of filters in each colour. The blue limit in g-r corre-
sponds to an extrapolation of the Virgo CMR, whilst the others permit a
full sweep of the available data. The largest filter width (emboldened),
defined as σf , is adopted for all colours.
least 2.5(1.5) magnitudes fainter(brighter) than the observed characteristic galaxy flux at
the redshifts clusters are detected in this study. With measurements from a large ORCA
cluster catalogue, future refinements to the algorithm may include a description of how
the sequence slope varies with normalisation cm20.
The adopted filter width is used to define the input galaxy magnitude limit for each
band. Magnitude limits are applied to reduce the number of input galaxies with high
levels of photometric uncertainty. We define these as the faintest magnitude where the
photometric uncertainties fall below 0.68σf , setting limits in each band based on a sample
of 100,000 galaxies from Stripe 82. Figure 3.11 shows the galaxy photometric error distri-
bution for the r-band, and from this we set a magnitude limit of r ≤ 23.5. This is slightly
more conservative than the limit implied by the error distribution (r ≤ 23.8) because we
aim to include only sources with good photometry. The magnitude limits applied are
24.0, 23.5, 23.3, 21.6 in the g, r, i and z bands respectively, resulting in a source catalogue
of 69,797 galaxies.
The bluest filter pair we detect in is g-r. To prevent the detection of spurious systems
bluer than the z = 0 red-sequence in this colour we determine a blue limit by extrapolat-
ing the colour-magnitude relation (CMR) for Coma (Smith et al., 2009) and Virgo (Rines
and Geller, 2008) to r= 20. The cm20 normalisation for Coma (Virgo) was estimated as 0.6
(0.47); we use the latter as the bluest filter possible in g-r. Similar limits are not applied
to the other colours, but the normalisation below which no sequences were detected in
r-i and i-z is described in §3.4.1. Figure 3.10 shows these limits as red dashed lines.
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Figure 3.11: The SDSS model r-band photometric error in a sample of
100,000 Stripe 82 galaxies. These data are used to set a magnitude limit
where at least 50% (0.68σ, black horizontal dotted line) of the faintest
galaxies remain in a colour slice of width σf = 0.152. Whilst the data
suggest a limit of r ≤ 23.8, we opt for a slightly more conservative
r ≤ 23.5 limit (red vertical dashed line).
Mock survey reference cluster
We select a mock reference cluster from a set of ΛCDM-based detections generated from
a preliminary scan of the simulation. The chosen cluster allows us to set the slope and
width of the photometric filters in our search through the mock data. Candidate training
clusters were identified from a redshift range bracketing Abell 2631 (z = 0.278), with
similar memberships and a clear sequence in all colours. We selected the richest of these
candidates, featuring 130 members and a redshift of z = 0.3. By applying the same
fitting techniques as those described in §3.3.7, we set the filter parameters listed in Table
3.3 and apply the same colour ranges as those used on the SDSS. As seen in Figure 3.12,
the fitted gradients are steeper in g-r and r-i than those used for the SDSS, and the filter
widths are smaller. These values were nevertheless consistent with the other candidate
reference clusters identified in the mock. As before, we use the most conservative width
(g-r, 0.13) for filters in each colour.
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Figure 3.12: Mock CMR plots analogous to those in Figure 3.10. (top)
Colour-magnitude diagrams for themock reference cluster (bottom) The
colour-magnitude diagrams for galaxies in the same area aperture, but
located in a field environment. We have kept the same colour ranges
used in the Abell 2631 data for comparison.
Colour Slope (β) Width (σ) Range 1st-stage filters
g-r −0.065 0.130 0.47− 2.00 39
r-i −0.032 0.064 0.00− 1.22 38
i-z −0.012 0.035 −0.10− 1.10 31
Table 3.3: Filter parameters fitted from the mock reference cluster along
with colour ranges searched by the detector (the same as those used in
the SDSS data).
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Voronoi Tessellation and connection of overdense regions
The initial identification of clusters in projected high density regions and the subsequent
percolation of their members depends respectively on the probability threshold Pthresh
and the critical densityΣcrit. We parametrise the critical densityΣcrit as a scalar multiple
of Σ¯ such that both detection parameters have a mean density dependence. In the left-
hand sequence of Figure 3.13, we note the effect a range of (Pthresh,Σcrit) combinations
have on the recovery of Abell 2631 within a box of scale 13.6’. By tracking the detector’s
assignment of Voronoi cells to cluster and field, we compare members visually identi-
fied (see Figure 3.9) to the recovery of this cluster under different parameter combina-
tions. The cells are colour-coded into four groups to differentiate detected and visually
identified members. Grey cells show galaxies neither detected nor identified as cluster
members. Green cells denote detected members that were also visually identified, orange
for where the detector did not assign cluster membership despite our classification as
such from the imaging, finally red cells are detected members not visually identified as
members. We stress the latter group in no way indicates the purity of the cluster, as
we are both incomplete and subjective in our identification of genuine cluster members.
However, this exercise does provide a useful indication of detector performance when
compared to our visual impression of cluster membership.
The detection grids show re-detection is broadly insensitive to the range of parame-
ters explored. At higher probability thresholds (increasing row number) the cluster ex-
pands to form a more extended structure. This growth is moderated by the introduction
of a minimum cell density. We exclude Σcrit= 20Σ¯ as it removes a significant fraction
of visually identified members on the periphery of the cluster. The middle ground be-
tween detecting a more compact system (Pthresh=0.005) and potentially increasing the
interloper fraction (Pthresh=0.015) suggests the balance of detection completeness and
cluster purity lies with Pthresh=0.01. We note from Figure 3.6 there are at minimum twice
as many clustered cells as unclustered at P (a) ≤ 0.01. Although (0.01,0Σ¯) and (0.01,10Σ¯)
appear identical in their recovery of the cluster, we require a non-zero density constraint
to filter out spurious low amplitude systems and prevent large clusters from percolat-
ing into giant connected structures. We consequently adopt the parameter combination
(Pthresh,Σcrit)=(0.01,10Σ¯). To ensure these parameters are not biased to the detection of
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Figure 3.14: A gri-composite image of a group used to characterise how
the ORCA recovery of galaxies in such a system relies on two detection
parameters. Cross-hairs indicate visually-identified members, with the
yellow cross-hair denoting the BCG.
high mass systems, we use 11 members of a visually identified group (shown in Figure
3.14) to perform a re-detection in the same parameter ranges. The right-hand sequence
in Figure 3.13, with boxes of scale 3.5′, shows the recovery of this group, and indicates
group scale detection is robust to the range of parameters explored. The trade-off be-
tween completeness and purity is similarly evident here, with (0.01, 10Σ¯) remaining a
good compromise between the two.
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In both cases (and more generally) there is a tendency to underestimate the total
number of cluster members. This arises from an inevitable feature of Voronoi Diagrams
implying the algorithm is unlikely to recover all cluster members. The suppression of the
field galaxy population with photometric filters causes an abrupt drop in galaxy surface
density at the cluster boundary. Because the Voronoi cells of peripheral members have
a limited number of field galaxies to constrain their boundaries they adopt larger areas.
Such cells may then be rejected as members because their areas are inconsistent with that
population. Nevertheless, tests with mock catalogues allow us to quantify the impact
this effect has on the cluster purity, as discussed later in §3.6.
Finally, we set the minimum membership of a cluster, Nmin, to five galaxies.
3.4 SDSS Equatorial stripe 82 sample cluster catalogue
In this section, we describe the application of the algorithm to real astronomical data.
3.4.1 The catalogue
We applied the detector to a 7 square degree sample of Stripe 82, using the limits de-
scribed in §3.2 and parameters described in §3.3.7. Here we describe the general charac-
teristics of this catalogue, perform a series of tests on the data and briefly compare our
detections to existing optical and X-ray-detected clusters.
After applying the magnitude limits described in §3.3.7, a source catalogue of 69,797
galaxies is analysed by the algorithm. We find a total of 97 clusters, identifying a total
of 1293 cluster galaxies (0.5% of the original galaxy sample) and 813 associate cluster
members (candidate cluster members that were not selected). Of these clusters, 34%
were detected in {g-r, r-i} and 66% in the {r-i, i-z} combinations.
Although we define a blue limit for the g-r colour-magnitude relation (cm20 > 0.47),
equivalent limits were not applied to the r-i and i-z colours. We can however place upper
bounds on the blue limit in these colours by noting no clusters were detected below r-
i=0.24 and i-z=0.18. Such limits serve to reduce the search time for future survey scans.
Table 3.4 shows an extract of the cluster catalogue, the full dataset can be found in
§C.2 of Appendix C. This 7 square degree sample of 97 Stripe 82 clusters is also avail-
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able online7. Each cluster is named according to the IAU convention, in the form MGB
JHHMMSS+DDMM.m. We detail below the main features both catalogues.
3.4.2 Cluster positions & redshifts (cluster z, cz type)
The ra and dec position quoted in the catalogue is the algorithm estimate of the centre
of each cluster, based on the average positions of their members.
Although we do not use any redshift data to generate our cluster catalogue, we pro-
vide redshift estimates for each system detected by the algorithm. These redshifts are
weighted towards members with spectroscopic data, but two sets of photometric red-
shift data (hyperz and the DR7 photometric estimate) are used to provide each cluster
galaxy with at least one redshift estimate. From the catalogue of 1293 cluster galaxies,
2.6% have spectroscopic data (DR7 spectroscopic redshifts, WiggleZ and 2SLAQ), 93%
have DR7 photoz and 87% have hyperz estimates. The hyperz estimates for cluster
members were generated using only S0 and E SEDs, a Calzetti et al. (2000) reddening
law and a two-stage convergence (over and above that performed by hyperz) to the
redshift where a range identified in coarse redshift bins is re-sampled with a smaller bin
width. As seen in §3.2.2, the error dispersions against spectroscopic redshifts are higher
for the hyperz data than for the DR7 photoz (0.029 vs 0.016).
We calculate each cluster redshift by determining the weighted median redshift from
the available member data. The weighting for a spectroscopic, DR7 photoz and hyperz
redshift is 4, 2, 1 respectively, the higher weighting for DR7 photoz reflecting the smaller
error dispersion mentioned above. To gauge the accuracy of our redshift estimate, we
note the calculated redshift of Abell 2631 is z = 0.26, some 0.02 lower than the value
determined by Bo¨hringer et al. (2000). Themedian cluster redshift of thewhole catalogue
is zmed = 0.31, and the maximum redshift is z = 0.57. Approximately 25% of the clusters
have at least one member with a spectroscopically measured redshift.
The cz type property is a shorthand description of the available redshift data for
each cluster, each letter defining a measurement type, followed by the number of that
type. The letters denote data from the mo(c)k, DR7 (s)pectroscopic, (w)iggleZ, 2SLA(q),
DR7 (p)hotometric and (h)yperz datasets, where mock is of course not used in this ob-
7http://astro.dur.ac.uk/∼dmurphy/orca
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servational data.
3.4.3 Cluster richness (b gc)
With access to cluster redshifts we are able to calculate the Bgc optical cluster richness,
a robust parameter known to correlate with cluster mass. We use the Bgc measure de-
scribed in Yee and Lo´pez-Cruz (1999):
Bgc =
ρbgD(zcl)γ−3Agc
IγΨ[M3,M3 + 3, zcl]
(3.3)
where ρbg is the background surface density of all source catalogue galaxies inside a
0.5h−1Mpc radius with luminosities between the third brightest cluster galaxy (M3) and
three magnitudes fainter. D, the angular diameter distance, is derived from the cluster
redshift zcl. γ and Iγ respectively define the slope of the angular galaxy correlation func-
tion and the integration constant arising from de-projecting the cluster, and are set to
γ = 1.77 and Iγ = 3.78. The correlation amplitude Agc is defined as:
Agc =
Nnet
Nbg
(3− γ)
2
θγ−1 (3.4)
whereNnet is the background-corrected count of galaxies within the luminosity range
described above, out to an angular separation θ that corresponds to 0.5h−1Mpc at the
cluster redshift. Nbg is the background galaxy count within this radius, estimated from
the mean density of galaxies across the whole field. We provide a more detailed ap-
praisal of cluster richness estimates in chapter 4. Later in §5.5, we attempt to calibrate
cluster mass estimates to optical richnesses.
3.4.4 Cluster sequence scatter (scatter)
To estimate the width of a detected cluster’s sequence, we first make a fit to the slope
of the sequence and remove the tilt. Using cluster members between mBCG ≤ m ≤
mBCG+3, we estimate the sequence scatter bymaking a 2σ clip in the colour distribution.
3.4.5 Projected scale (θ80,θmax) & concentration (C)
For each cluster, a projected scale size θ80 is provided. This is calculated as the angular
radius (in degrees) enclosing 80% of cluster members from the centre.
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Figure 3.15: The recovery fraction (solid line) and recovery accuracy
(dotted line). Some Abell 2631 cluster galaxies are randomly removed
from the source catalogue, and the fraction subsequently identified in
a re-detection of the cluster is the recovery fraction, with error bars of
1σ uncertainty calculated from 50 re-detections. The fraction of visually
identified Abell 2631 galaxies making up the re-detected cluster defines
the recovery accuracy. The fraction required to produce an Nmin=5
member system is denoted by the black dashed line.
A measure of the projected concentration (C) is determined by comparing the radius
enclosing 80% of the cluster members to the radius enclosing 20%. High values of θ80/θ20
indicate a centrally concentrated cluster.
3.4.6 Testing the algorithm
Cluster re-detection robustness
To determine how robust the detector is to catalogue incompleteness, we attempt re-
detections of the Abell 2631 cluster after removing a random selection of members from
the source data. Our sole constraint is that the cluster BCG remains in the source data.
In the following analysis, we only consider the detected cluster closest to the original
Abell 2631 position. Robustness is defined as the fraction of members detected in the
new cluster from those remaining in the input catalogue. We use a test g-r photometric
filter that adopts a βg−r, cm20 and σg−r best suited to the recovery of A2631, selecting
approximately 85% (108) of the visually selected members. We experiment with removal
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fractions down to 95%, corresponding to the largest fraction still retaining Nmin = 5
original cluster members in the sample.
Fifty random realisations of a depleted input catalogue are generated for each re-
moval fraction, yielding a median recovery rate based on members that could have been
added to the cluster. The solid blue line in Figure 3.15 shows how increasing the re-
moval fraction affects the fraction of cluster members recovered; error bars on this line
represent 1σ uncertainties from the 50 re-detections in each bin. The recovery fraction
when no galaxies have been ejected is ∼ 93% of the 108 A2631 members located inside
the photometric filter. The other 7% were rejected by the algorithm because either their
Voronoi cells have insufficient densities to join the overdense collection of cells (Pthresh,
see §9), or their inclusion causes the percolating cluster to drop below the critical density
(Σcrit).
We take into account this intrinsic detection inefficiency, quoting yields from the clus-
ter re-detection relative to the ∼ 93% of members recovered where no additional galax-
ies are removed. Unsurprisingly, the fraction of detected members located in the cluster
drops as more members are excised. However, over 75% of remaining members are re-
detected even after half of the cluster is removed. Approaching larger removal fractions,
the fragmentation of cluster members into spatially distinct groups hinders recovery of
the complete set. The black dashed line in this plot corresponds to the minimum recov-
ery fraction required to identify Nmin = 5 original members from the input data. The
algorithm can robustly identify the original cluster down to an 80% removal fraction,
corresponding to 22 of the original 108 galaxies. Below this limit, an insufficient number
of cluster members are recovered by the detector to identify a cluster associated with the
halo.
For each ejection fraction we also calculate the recovery accuracy: the fraction of vi-
sually identified A2631 galaxies making up the re-detected cluster. The dotted blue line
in Figure 3.15 shows this parameter. The initial accuracy (no members are removed) is
approximately 60%, providing some estimate of our level of incompleteness when visu-
ally identifying cluster membership8. As more members are removed, there is a grad-
ual reduction in accuracy, implying replacement of these members with other galaxies
8This can be seen in the (0.01,10Σ¯) panel of Figure 3.13 by comparing the ratio of red cells to the number
of green and red
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Figure 3.16: The algorithm’s re-detection capability when a cluster has
been moved to a random position. The recovery efficiency (solid blue
line) is the fraction of original cluster galaxies found in the displaced
cluster. The edge-effect recovery efficiency (red line) shows a similar
test, instead moving the cluster to a random position near the sur-
vey boundary. Uncertainties in both lines are 1σ errors from 50 re-
detections. The recovery accuracy (dotted blue line) is the ratio of input
cluster members to the member count of the re-detected cluster. The
black dashed line indicates the Nmin=5 threshold required to secure a
robust detection of the cluster’s halo.
becomes more commonplace. At large (> 70%) removal fractions, fragmentation acts
to reduce the connectivity of cluster members, increasing the number of contaminant
galaxies that share the photometric filter.
Cluster displacement and edge effects
A cluster detector should identify systems irrespective of the environment they are lo-
cated in. Ideally then, recovery of identified members is achieved even if the system is
moved to another position.
To determine the sensitivity of cluster identification to localised background fluctu-
ations, we shift source data positions of known cluster members to a random location,
keeping their spatial distribution intact. A buffer is created around the survey edge to
ensure no cluster members are displaced outside the boundaries, then a re-detection of
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the cluster is attempted. The re-detection performance is quantified by the recovery ef-
ficiency - the fraction of original members in the new cluster, and the recovery accuracy
remains as defined in the previous test.
Figure 3.16 shows the recovery efficiency (solid blue) and recovery accuracy (dotted
blue) for clusters spanning more than an order of magnitude in membership (Nmin = 5
to 174 galaxies). If there was a choice of cluster for amembership bin, we used the system
with the smallest sequence scatter to determine the impact of displacement on the best
candidate in that membership group. Each cluster was re-detected in the pair of filters
it was originally identified in, meaning a re-detection with no displacement would yield
a perfect recovery efficiency and recovery accuracy (both equal to one). We perform 50
random displacements for each of the selected clusters, using their scatter to derive 1σ
uncertainties from the mean. The black dashed line corresponds to the recovery fraction
required to detect Nmin = 5 galaxies of the original system from each displaced cluster.
For the majority of cluster sizes, recovery accuracies are approximately constant
at ∼ 90%, meaning 10% of the cluster members are background galaxies selected in
the same filter. Recovery efficiency data suggest the detector makes significant cluster
re-detections for systems down to 10 members, but smaller groups are susceptible to
higher levels of contamination and fragmentation. Our example case of Abell 2631 (at
log10Ngal ∼ 2.1), with a recovery efficiency of 80% is approximately 13% lower than the
recovery fraction from robustness test calculated above. A recovery accuracy of ∼86% is
consistent with the detector swapping 13% of original members with background galax-
ies when the cluster is moved.
We next establish how survey edges bias the detection of systems at the boundaries.
Using the same set of clusters, we repeat the above experiment, specifically placing sys-
tems close to the survey edges to quantify the impact of edge effects on group and cluster
recovery.
Galaxy cells at the boundary of a Voronoi Diagram are unbounded, often resulting
in very large cell areas. This may hamper the identification of low-membership clusters,
where a member with cell area exceeding the probability threshold may preclude the
cluster from detection. Random positions are selected along any one of the four sides
of the survey (allowing clusters to reside in a corner). In our source catalogue, the dec-
lination boundaries (at δ = ±1.25◦) are set by the geometry of the stripe, whilst the RA
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Figure 3.17: Two group-scale systems detected at the very edge of the
Stripe 82 survey limits. The left-hand cluster has a limit enforced in RA
by the data range ORCA explored (grey dotted line), whilst the right-
hand cluster is limited by the actual survey edge.
boundaries are artificially defined. Distances between the cluster centroid and survey
edge are large enough to include all members within the survey. The red line in Figure
3.16 shows the recovery efficiency based again on 50 randomised displacements. This
distribution is very similar to that of the displacement test above, suggesting edge effects
do not hinder the recovery of clusters any more than the displacement of the members
themselves. This is particularly significant at group scales, where the exclusion of one
or two members could prevent the detection of the system. In Figure 3.17 we show two
examples of ORCA groups detected close to the edge of the survey. The boundary in the
left-hand group was set artificially by the algorithm, whilst the right-hand boundary is
the actual declination edge of the stripe.
False positive detection rate
We set the detector the task of attempting to detect spatially clustered systems with ran-
domised colours. This establishes the importance of red sequences to cluster detection
with this algorithm and provides an estimate of the false detection rate. We run the de-
tector on the source catalogue in the same manner as before, having first shuffled the
colours so while cluster members still reside in high surface density regions, they no
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longer have red-sequences. We identified two “clusters” (with 5 and 6 members) in the
7 square degree survey, both located at the positions of original high-membership ORCA
clusters. To ensure this calculation is uninfluenced by the size of the survey, we repeat
this process on the full Stripe 82 dataset (−50◦ < α < 59◦) covering 272.5 square de-
grees. The algorithm detects 15 “clusters” from these data, each consisting of five or
six-member groups. From this we infer the number of spurious systems detected per 7
square degrees is 0.39.
In a similar fashion we next randomise galaxy positions while keeping the colours
the same. This means cluster red-sequences remain intact as the algorithm scans through
colour-magnitude space, but points clustered in colour are no longer clustered in the sky.
The algorithm detected four “clusters” over the full 272.5 square degree Stripe 82 dataset,
implying a ∼0.1% spurious cluster detection rate.
Both exercises suggest the detector cannot identify clusters without correlations in
both colour and spatial position. Moreover the probability of detecting systems based
on random distributions of both colour and position is below 1%.
Because this algorithm is designed to identify correlations in colour and spatial posi-
tion, where systems are projected neighbours and share similar colours, it remains pos-
sible the ORCA detector will identify them as a cluster. It is also possible that such de-
tections persist over multiple filter combinations. This can be seen in Figure 3.18, where
we show ORCA detections of a group of (presumably) unassociated sources. These have
been identified in three separate filter combinations, and one would be selected as the
“best” cluster. The redshift estimates of these groups, based on the photometric red-
shifts of their galaxies exhibit a large scatter. By design however, some also share similar
redshifts, as they were selected in the same photometric filters. Combining the redshift
data of all assigned galaxies, we find a median redshift of z = 0.08 comparable to the
spectroscopic redshift of the large spiral (zs=0.079) but with a 1-σ scatter of 0.11. Al-
though we cannot conclusively rule out such detections, their members are atypical of
the traditional cluster population.
One strategy to reduce the incidence of such associations is to minimise stellar con-
tamination of the input catalogue. Where constituents appear to be genuinely extended
sources (as appears the case here), one could look to adding more constraints to the ob-
served properties of the sequence - one example would be filtering out systems where
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Figure 3.18: Example of a spurious ORCA detection, arising from chance
associations of similarly coloured galaxies. Because this conglomera-
tion appears in multiple selection filters, (as seen in these three panels)
ORCA detects it more than once.
there is a significant separation between fluxes of the putative BCG and the next brightest
member. Moreover, the algorithm may also detect clusters from associations of “galax-
ies” that are actually the fragmented haloes around bright stars, uniformly (and highly)
reddened galaxies in regions of high Galactic extinction and associations of “galaxies”
from overly de-blended galaxies in the catalogue. Whilst we have taken care to reduce
the incidence of these objects in our source catalogue, some degree of contamination will
inevitably remain.
Projected cluster-pair resolution
The ideal algorithm can identify two clusters with the same angular position on the sky,
but at different radial distances. Using the cm20 − z relation demonstrated in Figure
3.5, one can in principle isolate superimposed systems by identifying them in different
filters. Within a detection filter f(CA) of width σf , two spatially coincident systems will
be merged even if their sequences do not directly overlap. We overcome this limitation
by splitting sequences in the following colour (CB) with the application of joint filters
(§3.3.3). The resolving power of the algorithm in projection is therefore limited by the
merging of separate clusters that are mistaken as multiple detections in §3.3.6.
We test this effect with the same clusters used in §3.4.6 by implanting a 7-member
test cluster at the same spatial position and colour normalisation cm20. We increase the
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Cluster name RA dec zphoto zspec Ngal NR200gal
BCG J233740+00160.3 354.41553 0.27138 0.286 0.277 59 88
BCG J234624+00440.0 356.59955 0.74943 0.273 0.275 25 26
BCG J233746-00420.2 354.44067 −0.70310 0.286 0.287 20 17
BCG J234100+00040.9 355.24905 0.08161 0.194 0.185 23 23
BCG J233955-00250.0 354.97916 −0.43282 0.275 0.277 17 15
BCG J234548-01070.7 356.45068 −1.12775 0.273 − 18 18
BCG J234604-00100.0 356.51477 −0.18283 0.254 − 22 22
BCG J234322+00190.6 355.84039 0.32587 0.257 0.267 38 60
BCG J234146+01070.5 355.44077 1.12444 0.246 0.251 15 11
BCG J233919-00150.6 354.82941 −0.25941 0.284 − 14 11
BCG J234024-00050.6 355.10205 −0.09300 0.281 − 17 13
BCG J234720+00290.7 356.83487 0.49456 0.286 0.275 12 10
BCG J233900+00420.0 354.75143 0.71610 0.219 0.183 14 11
BCG J234122+00190.0 355.34253 0.33330 0.284 0.278 22 22
BCG J233911-01130.3 354.79459 −1.22236 0.292 − 14 10
BCG J234626+00430.7 356.60690 0.72794 0.251 − 25 29
BCG J234403+00130.6 356.01273 0.22646 0.262 − 16 11
BCG J234233-00170.3 355.63776 −0.28873 0.275 − 16 14
BCG J233755+00130.5 354.47760 0.22478 0.262 0.278 37 61
BCG J233825-00090.2 354.60291 −0.15397 0.270 − 14 11
BCG J234737-00370.9 356.90375 −0.63221 0.262 − 14 11
BCG J234106+00120.4 355.27640 0.20707 0.262 − 15 10
Table 3.5: An extract from the Koester et al. (2007a) catalogue noting
the 22 maxBCG clusters within the limits of this SDSS sample field. The
cluster name follows the IAU JHHMMSS+DDMM.m format. The RA
and dec are J2000, and measured in degrees. zphoto and zspec are the es-
timated photometric and spectroscopic redshifts of the clusters. Ngal is
the number of members in the cluster, andNR200gal is the scaled richness.
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test cluster CB colour normalisation by δcm20 and run the matching algorithm9. This is
repeated until the detector classifies the reddened test cluster as an independent system.
The resolving capability of the algorithm can be parametrised as χ = ∆cm20/σ: the mini-
mum sequence colour separation between the two detected systems relative to the width
of the filters they were identified in. Small values indicate a good resolution, and in all
clusters tested against, we found χ < 0.5. Moreover, for all but two membership bins
(Ngal=14,18) the test cluster was resolved within χ < 0.25. Whilst in our real astronom-
ical data we observe some cluster pairs overlapping in projected space, these examples
exhibit large separations in both colour space and redshift. For example the two clusters
MGB J234729-00080.4 and MGB J234733-00100.0 have redshifts of z = 0.23 and z = 0.53
and χr−i = 7.8. Although our analysis here could benefit from a larger sample size, ORCA
can distinguish between two separate systems even if their sequences lie in the same fil-
ter, subject to their colour separation being at least 1/4 the filter width. Below this level,
their similarity in colour likely justifies classifying these systems as the same structure.
These cases will only be disentangled by follow-up spectroscopy which can determine
the relative velocity offsets between potentially separate or merging systems.
3.5 Comparison with existing cluster data
The positions of detected clusters can be seen in Figure 3.19, with the location of maxBCG
clusters (Koester et al., 2007a) marked with red circles, and the positions of known X-ray
clusters marked with blue squares. Clusters detected in the {g-r, r-i} combination are
shown as blue filled cells, those detected in {r-i, i-z} are red filled cells. In each case the
cluster BCG cells are yellow.
3.5.1 The SDSS maxBCG catalogue
The Koester et al. (2007a) maxBCG catalogue of 13,823 optically selected SDSS clusters
uses the detection algorithm described in Koester et al. (2007b). This catalogue makes
use of data from an earlier release of SDSS, so was unable to take advantage of the added
depth Stripe 82 offered this study. Because direct comparison of the two cluster selection
9Although this to some degree simulates a migration of the cluster to higher redshifts, we make no ad-
justment to the sequence slope or scatter - these will also impact to the resolving capability of the algorithm.
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Figure 3.19: Clusters detected in the Stripe 82 field. The coloured cells
represent clusters detected in different colour pairs. Blue cells corre-
spond to clusters detected in {g-r, r-i} filter pairs, red clusters detected
in {r-i, i-z} filter pairs. Yellow cells indicate the BCG position of each
cluster. Red circles indicate the position of maxBCG clusters, based on
data shallower than that used in the study here. Circle radii correspond
to 1h−1Mpc, based on the maxBCG photometric redshift estimate of the
cluster. Dashed red circles indicate the four maxBCG clusters discussed
in §3.5.1 that also feature gri-colour imaging in Figures 3.20 and 3.21.
Blue squares note the position of X-ray clusters, with half-lengths cor-
responding to 1h−1Mpc.
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functions is both non-trivial and unfair, we do not attempt a full analysis in this study.
However, in the spirit of matching detections made here to those of the shallower data
in the Koester et al. (2007a) catalogue, we include the positions of maxBCG clusters in
Figure 3.19 as a set of red circles. The centre of these circles is the location of the assigned
Brightest Cluster Galaxy (BCG), whilst the radius corresponds to 1h−1Mpc calculated
from the published photometric redshift estimate of the cluster. We stress however, that
this does not necessarily correspond to the physical size of the cluster.
The survey area contains 22 maxBCG clusters. For ease of reference, salient details
from that catalogue are reproduced in Table 3.5, along with a name of the form BCG
JHHMMSS+DDMM.m. We attempt a simple match to the ORCA catalogue by looking for
either common BCGs (andmore generally amatch to ORCA clustermembers where BCGs
are assigned differently) or statistically significant separations between ORCA centroids
and maxBCG positions. We group our cluster detections into five categories:
1 BCG match: in this category, the position of the ORCA BCG agrees with the pub-
lished position of the maxBCG cluster to within 0.5 arcseconds.
2 Cluster-galaxy match: the position of an ORCA cluster member not classified as the
BCG agrees with the maxBCG position to within 0.5 arcseconds.
3 Cluster-centroid match: We assess the statistical significance of locating an ORCA
cluster centre between [θ, θ+dθ] from a maxBCG cluster position relative to a ran-
dom distribution. We define a threshold θmax where for θ < θmax the probability of
finding an ORCA cluster centre exceeds the probability of finding a random point.
The random data comprised 10 runs each with 1050 points. The frequency of ran-
dom points around maxBCG cluster centres was determined in 10 radial bins of
θ (with constant dθ) out to the maximum angular extent of the maxBCG clusters.
From this analysis we adopt θmax = 2.77′; cluster-centroid matches are therefore
separations of ORCA and maxBCG clusters less than this θmax.
4 Marginal matches: Cluster centres with angular separations within the maximum
angular extent of the maxBCG cluster, but with θ > θmax are classed as marginal
matches
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5 Unassociated clusters: ORCA clusters for which none of the above conditions are
satisfied.
We find 8/22 BCG matches (1) to the maxBCG catalogue. There are no instances of
a match in category (2), and 8/22 cluster centroid matches (3). A further 2/22 cluster
centroids are considered marginal detections outside of θmax=2.77’ (4). Of the 97 ORCA
clusters, we find 78 are unassociated with any maxBCG entry. In total we therefore find
an ORCA counterpart to 18 of the 22 clusters. The four maxBCG clusters without ORCA
analogues are shown in Figure 3.19 with dashed circles, and are apparent as two pairs
with small angular separation.
We note ORCA clusterMGB J234341+00180.3 is situated between BCG J234322+00190.6
and BCG J234403+00130.6 (the eastern cluster pair with dashed red circles in Figure 3.19).
Optical-band imaging (Figure 3.20) shows evidence of early type galaxies distributed in
a filamentary chain, approximate comoving length 2h−1Mpc, sampled by ORCA between
the maxBCG detections.
The other pair (BCG J234106+00120.4 and BCG J234122+00190.0) may be part of an
elongated structure sampled by both the four maxBCG entries in that area and also by the
ORCA detector. Figure 3.21 shows the ORCA cluster MGB J234105+00180.3. This cluster
centre, situated between the two maxBCG clusters, matches the centroid of a NORAS
cluster to within 0.4′, with an uncertainty of ∼ 1′ in the X-ray source.
Overall, we find very good agreement with the maxBCG catalogue of clusters, detect-
ing 81% of their entries in the survey region, rising to 100% when taking into account
how the different algorithms handle systems that by eye resemble filamentary structure.
3.5.2 X-ray detected clusters
We use cluster data from the ROSAT All Sky Survey-derived (RASS; Voges et al., 1999)
NORAS (Bo¨hringer et al., 2000) and BCS catalogues (for the latter, both main and ex-
tended catalogues; Ebeling et al., 1998, 2000), the XCS (Mehrtens et al., 2011) and BLOX
(Dietrich et al., 2007) from XMM-Newton, and CHaMP (Barkhouse et al., 2006) from
Chandra10. We combine these datasets to form a full-sky X-ray catalogue consisting of
10The naming prefixes adopted for these catalogues are: NORAS: RXC, XCS: XMMXCS, BLOX: BLOX,
CHaMP: CXOMP.
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Figure 3.20: Stripe 82 clusterMGB J234341+00180.3 is an extended sys-
tem detected between two maxBCG clusters (BCG J234322+00190.6 and
BCG J234403+00130.6). For clarity, we have not plotted the Voronoi
grid, but the cluster members are marked with blue cross-hairs. The
maxBCG clusters are shown in red, with the central positions noted by
the two smaller circles, and the larger circles corresponding to radii of
1h−1Mpc based on the photometrically-estimated cluster redshift from
Koester et al. (2007a).
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Figure 3.21: Stripe 82 clusterMGB J234105+00180.3: an ORCA detection
between two maxBCG clusters and on top of an X-ray cluster position.
Members and their Voronoi cells are marked in blue, the thick circle in-
dicating the estimated cluster centre. Grey dashed circles are associate
cluster members arising from multiple detections of this cluster (§3.3.6).
Red data indicate the location of maxBCG clusters BCG J234122+00190.0
and BCG J234106+00120.4, with larger circles indicating a 1h−1Mpc ra-
dius, smaller circles the BCG positions. Yellow data indicate the NO-
RAS X-ray cluster RXC J2341.1+0018; the half-length of the large square
corresponds to 1h−1Mpc based on the cluster redshift, the small square
noting the X-ray position, uncertain to approximately 1’. The X-ray-
ORCA centroid separation is approximately 0.4′.
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1463 unique clusters, taking care to identify any duplicate detections. From this cata-
logue, there are 58 X-ray clusters within the full 272.5 square degree area covered by
Stripe 82, and two within the 7 square-degree sample studied here.
Approximately 80% of the 58 have redshift data, with sources measured out to z =
1.19 and a median redshift of z = 0.27. Blue squares in Figure 3.19 show the position
of the two matches in the region we study here. The westernmost X-ray cluster, RXC
J2337.6+0016 (also detected in the flux-limited Brightest Cluster Sample, Ebeling et al.,
1998) is the X-ray counterpart to ACO2631 (Abell et al., 1989) and has a redshift of 0.2780
(Crawford et al., 1995). The X-ray position coincides with the ORCA detection of this
system (MGB J233740+00160.2; z=0.2571) at a separation (∆θ,∆z) of (0.1′, 0.021). The
easternmost X-ray cluster (RXC J2341.1+0018) with a redshift of z=0.2766 (Katgert et al.,
1998, misidentified as ACO2644) was originally optically identified in Goto et al. (2002)
and Lopes et al. (2004), and is in close proximity to MGB J234105+00180.3 (z=0.2588),
with (∆θ,∆z)=(0.4′, 0.018). This latter match also appears to straddle two maxBCG clus-
ters in the same region as the potentially elongated structure discussed in §3.5.1.
3.6 Mock survey cluster catalogue
In this section, we describe the application of ORCA to a mock PS-1 lightcone. Theoretical
simulations allow one the luxury of comparing clusters detected by the algorithm (ORCA
clusters) to the galaxy membership of dark matter haloes (hereafter ΛCDM clusters).
Simulated galaxies are allocated to dark matter haloes using the Bower et al. (2006) semi
analytic model. This approach makes the assumption a satellite galaxy is stripped of
hot gas immediately following accretion onto a large halo. Star formation is halted after
the cold gas reservoir is depleted, and the galaxy joins the red sequence. Coupled with
AGN feedback, this prescription reproduces the observed bimodality in galaxy colours.
However a known flaw, the rate of gas depletion, results in redder than observed satellite
galaxies. Recent treatments of ram-pressure stripping (e.g., McCarthy et al., 2008) hope
to improve understanding of the transition to early-type galaxies with improved semi-
analytic models (Font et al., 2008; Benson and Bower, 2010).
Although mock surveys are inaccurate realisations of the universe (see Hilbert and
White, 2010, for an example in a cluster detection context), they can nevertheless serve as
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Figure 3.22: The number of ΛCDM (left) and ORCA (right) clusters de-
tected in the mock survey as a function of redshift and halo mass.
self-consistent tests of the detector. We emphasise, however, there is little merit in com-
paring mock cluster detections with those in survey data until models can reproduce
the observed group and cluster galaxy population with more fidelity. An at-a-glance
impression of the difference in colour distribution can be seen in the colour-magnitude
diagrams shown in Figures 3.10 and 3.12. Despite the same colour, magnitude and red-
shift limits, there is a clear difference in the colour distributions of the mock and real
cluster. Because the colour data are more compressed in the mock CMRs, we opt to
explore the same colour range as we did with the Stripe 82 survey.
3.6.1 Producing ΛCDM and mock ORCA cluster catalogues
The magnitude limits applied to the lightcone created a source catalogue of 80,536 mock
galaxies. We use these galaxies to build our model ΛCDM cluster population. Because
the algorithm relies on the detection of colour-magnitude ridgelines, we do not want
to include ΛCDM clusters without detectable sequences11. We therefore construct the
model cluster list from galaxies selected in the same photometric filters used by the de-
tector. ΛCDM clusters may therefore also be detected multiple times. We group together
any ΛCDM clusters with common halo identifiers, and select those with the highest re-
duced fluxes as the “best” model clusters. In each ΛCDM cluster, we calculate the ap-
proximate centre from cluster member positions. We find in some cases that haloes are
11The characterisation of galaxy clusters without red-sequences is, however, a very interesting study not
covered by the work presented here.
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assigned galaxies significantly separated from the majority of members in position or
velocity space. Such galaxies are identified by rejecting 3σ deviations from a bootstrap-
estimated median galaxy-centroid distance. Following outlier ejection, we find the re-
sultant cluster sizes agree well with the virial radii of the host haloes. We set a minimum
cluster mass limit by selecting ΛCDM clusters hosted by haloes withMH ≥ 1013h−1M¯.
We find in total 414 ΛCDM clusters and in the left panel of Figure 3.22, we plot the num-
ber of model clusters as a function of redshift and halo mass.
Except for the revised parameters listed in Table 3.3, the detector ran as described in
§3.3. We found a total of 305 ORCA clusters withMH ≥ 1013h−1M¯; atMH ≥ 1014h−1M¯
the counts are more equal. As with the ΛCDM clusters, the clusters are most commonly
identified at z ∼ 0.3 (see the right panel of Figure 3.22). However, the tests we describe
in the following section will highlight how well ORCA performs over the entire redshift
range.
Figure 3.23 shows a simple comparison of the two catalogues by plotting both sets
of clusters residing in haloes MH ≥ 1013.5h−1M¯ out to z = 0.6 (the highest cluster
redshift in the SDSS cluster catalogue). Grey circle centres denote the position, and their
radii the maximummember-cluster centre distance of ΛCDM clusters. Blue and red cells
represent ORCA clusters detected in {g-r,r-i} and {r-i,i-z} respectively.
3.7 Estimating the cluster selection function
To determine how well the detector recovers and characterises the mock clusters, we
illustrate here three simple tests to quantify the detection performance.
3.7.1 Completeness
We define completeness as the number of detected haloes as a function of halo mass and
redshift. A halo is detected if at leastNmin galaxies are identified, even if they are shared
between multiple ORCA clusters (for example, fragmenting a halo when the algorithm
attempts to identify substructure). We compare this number to ΛCDM cluster counts
(by definition unfragmented), with at least Nmin members. The fraction of detected
ΛCDM clusters can be seen in Figure 3.24, where we produce a grid of cells with sam-
pling intervals of 0.05 in redshift and 0.2 in log10 halo mass. Because in some cases only a
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Figure 3.23: Clusters in haloes of mass ≥ 1013.5h−1M¯ from the mock
ORCA cluster catalogue (cells) and the ΛCDM catalogue (circles). Cell
colours correspond to clusters detected in different colour pairs. Blue
cells are clusters detected in the {g-r, r-i} filter pairs, red are clusters de-
tected in {r-i, i-z}. Yellow cells indicate the BCG of each cluster. Crosses
denote the ΛCDM cluster centre, and circle radii indicating the angular
distance between the centre and most distant member.
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Figure 3.24: Completeness of mock ΛCDM clusters. The fraction of
correctly detected clusters from the ORCA catalogue as a function of
halo mass and redshift. The white regions indicate where there were
no ΛCDM clusters in that bin.
few detections occupy each cell, some regions will suffer from shot noise. We smooth the
data using a 3×3 grid so the completeness for a given cell is the mean completeness over
this region. Empty regions in Figure 3.24 therefore indicate where either no ΛCDM clus-
ters exist or too few clusters are found to reliably calculate the completeness (we set a
threshold of at least five clusters detected over the 3 × 3 grid). Between 0.1 ≤ z ≤ 0.4,
the detector attains at least 68% completeness for halo masses above 1013.6h−1M¯, and
is over 90% complete in halo masses exceeding 1014.3h−1M¯. This compares favourably
with the maxBCG algorithm applied to mock simulations, where Koester et al. (2007b)
report > 90% completeness between 0.1 ≤ z ≤ 0.3 forMH ≥ 1014.3h−1M¯ with clusters
containing at least 10 members (cf. Nmin = 5 in this study). Applying the complete-
ness definition and the same selection criteria as that study, the ORCA detector is > 90%
complete down to a halo mass of 1013.8h−1M¯. These results also compare well to the
Voronoi Tessellation completeness of the 2TecX (van Breukelen and Clewley, 2009) al-
gorithm, either matching or exceeding their stated completeness for MH = 1013.7 and
1014h−1M¯ up to our redshift limit. The C4 (Miller et al., 2005) algorithm analysed
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SDSS DR2, an earlier release of the Sloan catalogue than that searched with maxBCG . C4
was tested on mock data, and revealed a completeness of approximately 75% between
0.093 ≤ z ≤ 0.107 for halo masses up to 1013.8h−1M¯, compared to an ORCA complete-
ness of 50% down to the same mass. However, due to the stringent detection conditions
used by the C4 algorithm, clusters are only detected to z ≤ 0.17; in the deepest redshift
bin analysed (0.118 ≤ z ≤ 0.128), the completeness drops to approximately 20% at the
same mass. Our closest completeness estimates here vary between 67% and 78%.
At higher redshifts there is a decline in completeness where there are only a few
members brighter than the magnitude limit, reducing the algorithm sensitivity to dis-
tant clusters. This effect is more apparent among the lower mass haloes. At high redshift
(z > 0.4) and low mass (MH ≤ 1013.3h−1M¯) there are 12 ΛCDM clusters, but the de-
tector identifies only two of these. We also note a local incompleteness at z ≤ 0.08.
Arising from our choice of probability threshold (Pthresh), too few overdense cells are se-
lected in filters featuring low signal-to-noise clusters. The photometric filters best suited
to detecting local, relatively blue clusters have galaxy populations dominated by the
blue cloud component of the colour-magnitude relation. Successful detections in this
crowded field are compounded by the larger scale-size of more local clusters such as the
local (z = 0.03) seven-member group at the north-western boundary of the catalogue in
Figure 3.23. Under these circumstances, it becomes unlikely cluster Voronoi cells share
common vertices, restricting potential membership links between them.
We classify spurious detections in the mock cluster catalogue as those clusters where
each member belongs to a different halo. Of the 305 ORCA clusters, only two fit this
description, suggesting a spurious detection rate (0.7%) consistent with tests performed
in §3.4.6.
3.7.2 Stellar mass accuracy
Stellarmass accuracy is the stellarmass of an ORCA cluster relative to that of theΛCDMclus-
ter belonging to the same halo. Because the algorithm may split the halo galaxies into
multiple clusters, we combine the mass of all ORCA clusters sharing the same halo. In
ΛCDM clusters with up to∼12 members (approximately 75% of the catalogue), over half
of the total cluster stellar mass comes from the two most massive galaxies. The efficient
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Figure 3.25: Stellar mass accuracy. The fraction of recovered stellar
mass in mock clusters as a function of halo mass and redshift.
detection of these galaxies is therefore essential in gaining accurate estimates of cluster
stellar masses. The stellar mass accuracy for each ΛCDM cluster is A∗ = Mcl/Mtrue,
whereMcl is the stellar mass of all ORCA cluster members registered to the ΛCDM clus-
ter’s halo. We apply the same gridding technique discussed in the previous section, re-
quiring at least 5 clusters in a grid to define a reliable A∗. As Figure 3.25 shows, between
0.1 ≤ z ≤ 0.4 the algorithm recovers over half of the cluster stellar mass for systems with
halo masses of at least 1013.4h−1M¯. This recovery fraction improves with increasing
mass, reaching 90% in some cases. Both local and distant clusters suffer from lower stel-
lar mass estimates. For the former, higher levels of halo fragmentation (one halo being
assigned to many ORCA clusters) result in galaxies lost to nearby systems with densities
or memberships too low to qualify as clusters. Those systems with redshifts z > 0.5 tend
to be unfragmented but contain fewer members, causing an underestimation of cluster
stellar mass. The stellar mass accuracy at the median redshift of the survey (z = 0.33)
remains above 50% down to halo masses of 1013.2h−1M¯, and above 75% frommasses of
1013.8h−1M¯, suggesting the detector performs well in estimating the true cluster stellar
mass content.
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Figure 3.26: The purity of ΛCDM clusters detected by the ORCA algo-
rithm. Low values indicate where clusters have included a large num-
ber of contaminating galaxies not belonging to the halo.
3.7.3 Purity
As discussed in §3.7.1, a halo is detected by the algorithm if it finds at least Nmin mem-
bers that have been allocated to ORCA clusters. For a cluster with 7 members, the distinc-
tion between a cluster containing 5 halo galaxies and 2 interlopers and one containing
7 halo galaxies provides a measure of cluster purity. We define purity as the fraction
of galaxies ORCA assigned to the cluster that are members additionally belonging to the
host halo. This description differs from that defined in the evaluation of the C4 algo-
rithm (Miller et al., 2005), but is in line with the purity described by Koester et al. (2007b).
However, in our case we decide not to adopt a threshold above which a cluster is con-
sidered pure, instead directly assigning each cluster a purity fraction. Figure 3.26 shows
the purity of ORCA clusters with varying redshift and halo mass, the gridding method
here being the same scheme introduced in §3.7.1. ORCA clusters are at least 70% pure
at the median redshift of the survey over all halo masses. The purity appears to drop
at higher redshifts, attributed to faint but genuine cluster members being replaced by
brighter contaminants that lie on the cluster sequence. Relative to the completeness and
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stellar mass estimates, cluster purity is not as sensitive to halo mass. This is most likely
a consequence of the membership incompleteness discussed in §9. Because peripheral
members are less likely to be in Voronoi cells tagged as statistically significant, the inclu-
sion of interlopers at cluster edges is reduced. As in the previous section, increased halo
fragmentation drives the local drop in purity, serving to increase the contamination frac-
tion by distributing the halo galaxies among local clusters and systems failing to achieve
cluster status.
3.8 Summary
We present and demonstrate a new cluster detection algorithm based on red-sequence
cluster searches, the detection of overdensities using Voronoi Tessellations, and connec-
tion of galaxies into clusters with a Friends-of-Friends algorithm. With this approach,
we make only two assumptions about the systems we are looking for: that they have
detectable red-sequences, and are overdensities in the projected plane of the sky.
We calibrate the photometric selection filters to a rich Abell cluster found in SDSS
data, and find that recovery of members from both this large cluster and a small group is
largely insensitive to the choice of two algorithm parameters controlling the behaviour
of the algorithm. When applying the algorithm to a sample of SDSS Stripe 82 galaxies
with four bands, we find 97 clusters. Based on spectroscopic and photometric redshifts,
we estimate these clusters are detected out to z = 0.6, and the catalogue has a median
redshift of z = 0.31. We perform false-positive tests suggesting the spurious detection
frequency is below 1%. Tests on the catalogue suggest the detector is robust to sparsely
sampled cluster fields and is not overly sensitive to survey edges. In comparing our
data to existing optical and X-ray clusters, we find good agreement with the maxBCG
and RASS catalogues in the same region.
We go on to test the performance of the detector with amock survey generated from a
semi-analytic galaxy formationmodel. In comparing the ORCA cluster detections to those
generated from halo membership data, we make a quantitative assessment of the detec-
tor performance. The algorithm identifies 305 clusters, whilst the simulation produces
414 down to a halo mass of 1013h−1M¯. At the median redshift of the catalogues (both
z = 0.33) we find ORCA is 75% complete down to a cluster halo mass of 1013.4h−1M¯ and
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is able to recover approximately 75% of the total stellar mass for clusters in haloes of at
least 1013.8h−1M¯.
We have demonstrated this algorithm is capable of identifying clusters in both real
and simulated data with minimal assumptions as to the nature of clusters. In combining
comprehensive colour scans to search for cluster red-sequences with Voronoi diagrams
to estimate surface densities, we avoid making model-dependent decisions about what
a cluster is. Cluster redshifts arise as a consequence, not condition, of our detection,
affording additional freedom from model SEDs and the uncertainties inherent in pho-
tometric redshift data spanning the depths, fluxes and areas set to be commonplace in
next-generation galaxy catalogues. This detector can be used in any survey where there
are at least two photometric bands, but is most powerful when applied to multi-colour
surveys such as the forthcoming Pan-STARRS surveys.
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Chapter 4
The ORCA Stripe 82
cluster catalogue
4.1 Overview
In chapter 3, we introduced and demonstrated the ORCA cluster detection algorithm. By
testing our prescription using both real and mock data, we were able to verify first that
ORCA is able to detect clusters in photometric data, and subsequently that we under-
stand the performance of the detector. Whilst this testing process is vital to producing
homogeneous, well-defined cluster catalogues, we must also develop the algorithm to
allow searches through a variety of (often high data-volume) photometric surveys. In
particular, it is important that detection algorithms such as ORCA can scale to the areas
covered by the Pan-STARRS 3pi survey.
In this chapter, we first describe the changes made to ORCA in preparation for the
algorithm’s application to a “large-area” survey. Both the volume of data and large
parameter space explored by ORCA requires careful consideration of the memory and
processing constraints. Following these developments, we present a catalogue of 4098
photometrically selected galaxy clusters with a median redshift zmed=0.32 in the 270
square-degree ‘Stripe 82’ region of the SDSS. This survey covers the celestial equator
in the Southern Galactic Cap (−50◦ < α < 59◦, |δ| ≤ 1.25◦). Owing to the multi-epoch
SDSS coverage of this region, the ugriz photometry is ∼2magnitudes deeper than single
scans within the main SDSS footprint. We exploit this to detect clusters of galaxies using
ORCA. 32% of the clusters have at least one member with a spectroscopic redshift from
existing public data (SDSS Data Release 7, 2SLAQ & WiggleZ), and the remainder have
a robust photometric redshift (accurate to ∼5–9% at the median redshift of the sample).
The weighted median of member redshifts provides a reasonably accurate estimate of
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the cluster redshift. The cluster catalogue is publicly available for exploitation by the
community to pursue a range of science objectives.
In §4.2 we describe the steps taken to improve the running of the ORCA detector.
In section §4.3 we describe the construction of the data catalogue and how it was sub-
divided; in §4.4 we apply the detection algorithm to this data and discuss the contents of
the catalogue. In §4.5 we investigate the blue limit established in chapter 3 and extend
the search for clusters bluewards. We compare our measurements of the red sequence
slope and BCG colour tracks to model predictions in §4.6 and §4.7, and summarise our
findings in §4.8.
4.2 Preparing for wide-area cluster searches
Because our cluster detection philosophy only relies on two core assumptions andmakes
few constraints on the input data, ORCA is expected to explore simultaneously through
large data volumes and a wide, multi-colour parameter space. During this search a se-
ries of processor-intensive calculations are made to identify putative clusters and their
members. A considerable challenge to this approach has been to remain computation-
ally feasible in the face of large data volumes. Because spatial, colour and flux data are
required for each galaxy, careful auditing of thememory footprint was required through-
out development of the algorithm, in addition to balancing this usage with slower disk
access. Within ORCA, many of the iterative operations will cause progressively longer
run times as the number of galaxies increases. We identify the two most significant per-
formance bottlenecks in the ORCA detection process as:
• Sequential processing of single-colour photometric filters (e.g. {g-r}) followed up
with dual-colour (e.g. {g-r,r-i}) analysis (see §3.3.3)
• The percolation algorithm connecting neighbouring Voronoi cells in order to build
cluster membership.
To address these particular aspects of the detection process, two important changes
to the algorithm were made.
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4.2.1 Parallelisation
Various parts of ORCA were parallelised. In particular, where the same operations were
performed on a series of photometric filters, rather than have the algorithm run these se-
rially the multi-processor (via symmetric multiprocessing; SMP) capabilities of the host
machine are exploited. We achieve this using a self-designed wrapper to the Parallel
Python1 (PP) project: a job server distributing tasks to either CPUs or across a cluster
of computers. ORCA has been predominantly used in a single-system, multi-core envi-
ronment, but has also been tested on a computer cluster. Advantages of SMP over com-
puter cluster-based deployment are two-fold: i) The volume of data transmitted between
server and client, although variable, can become bandwidth-limited over ethernet-based
clusters ii) For a collection of parallel jobs reading the same data from disk, parallelisa-
tion across a cluster of computers does not benefit as much from disk caching (separate
nodes must each read the data in full). With future developments aimed at reducing disk
access and the data volumes transmitted for each job, ORCA deployment over computer
clusters may be improved. Examples of procedures implementing PP are:
• The application of different photometric filters to an identical source catalogue.
• Generating a series of independent Voronoi tessellations.
• Applying the friends-of-friends percolation routine to identify clusters from this
series.
• The calculation of galaxy cluster richnesses.
4.2.2 Improved percolation code
One drawback in adopting Python as the ORCA development language is the execution
speed for tasks requiring nested-loop or processor-intensive operations - these tend to
be slower than equivalents in pre-compiled languages such as C. This is particularly evi-
dent in the ORCA percolation procedures, which reduce to a computational problem akin
to the calculation of the two-point correlation function. Using a “brute-force” imple-
mentation: for every point in a set ofN ,N − 1 criteria are checked prior to analysing the
1http://www.parallelpython.com
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Figure 4.1: Comparative performance of two percolation codes. The
blue line corresponds to the time taken to perform the ORCA friends-of-
friends percolation procedure using the original (Python) code. The
green line (C) shows results from improved code that uses the Python
Weavemodule to embed C-code into ORCA .
next point (in ORCA’s case, Voronoi cell vertices). These approaches tend to run in order
O(N2). Our solution improves the speed of frequently used, nested-loop Python func-
tions by converting them to C and pre-compiling them. A new percolation function was
written in C and integrated into ORCAwith the Python Weavemodule2. Weave’s “in-
line” feature allows the insertion of C code directly into the Python function. Compiled
only once, future calls to this code fragment are executed much faster than the original
code.
Figure 4.1 shows the performance gain from adopting this new approach. Across
sample sizes representative of the galaxy numbers ORCA analyses3, we measured the
time taken to complete the friends-of-friends percolation under the original Python im-
plementation (green) and the improved Weave code (green) when applied to the mock
2http://www.scipy.org/Weave
3These numbers correspond to the peak number of galaxies selected across all photometric filters rather
than the total number of galaxies in the survey.
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lightcone introduced in §3.2. These tests were performed on an 8-core AMD machine
with a 2.5GHz clockspeed. Although this remains a “brute-force” approach (alterna-
tives include kd- or binary-trees), the improved performance does not justify additional
optimisation.
To assess how completion time scaled with N, we fit a model of the form T(N) = aNb
to the data. These fits can be seen as dotted lines in the Figure. The Python approach
evolves asO(N1.49), whilst the Weave algorithm evolves asO(N1.77). However, the ratio
aPython/aWeave '5, so the latter approach is quicker (by 0.5 orders of magnitude in the
range we explore), with the slower algorithm only becoming competitive for completion
times T(N)∼6.5 days. These results suggest the need for some sensible limit to the num-
ber of galaxies analysed in one step. Because it is computationally inefficient to process
extremely large datasets (notwithstanding memory considerations), we must therefore
spatially divide input data into smaller subsets. Despite the computational overhead
in stitching together these partitions, this strategy will permit the analysis of data from
projects such as the 3pi Pan-STARRS survey. We discuss the partitioning techniques in
both §4.3.2 and §5.6.2.
4.3 The Stripe 82 data catalogue
In lieu of Pan-STARRS data (currently being accumulated; survey mode having com-
menced in May 2010), we have put ORCA to immediate use on other photometric sur-
veys. Here we present our detection efforts on Stripe 82 - a sub-region within the SDSS
which was re-visited many times. This deeper equatorial strip, |δ| ≤ 1.25◦, spanning
−50◦ < α < 59◦ in right ascension, totals approximately 270 square degrees. The co-
addition of 47 and 55 strip scans (corresponding to the southern and northern parts of
the Stripe) results in a catalogue of objects ∼2 magnitudes deeper than an individual
scan.
4.3.1 Data selection
As in chapter 3, we used the SDSS Catalogue Archive Server (CAS)4 to extract grizmodel
magnitude photometry from the PhotoObj table for all galaxies in the Stripe 82 co-add.
4http://casjobs.sdss.org
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We enforce a magnitude limiting range: 14 < r ≤ 24 and to eliminate stellar contami-
nation we stipulate an additional minimum offset between the point-spread function fit
magnitude andmodel magnitude: (rPSF−rmodel) > 0.05. All photometry is corrected for
Galactic extinction using the relevant ‘extinction’ table value (Schlegel et al., 1998).
To remove overly de-blended or saturated sources, and those near frame edges, wemake
use of the CAS fPhotoFlags parameter. Full details of the query can be found in Ap-
pendix B.
There are a total of 11,154,087 galaxies in the catalogue. For every galaxy, we deter-
mine whether a spectroscopic redshift is available from either the SDSS Data Release 7
(DR7), 2dF-SDSS LRG and QSO (2SLAQ; Croom et al., 2009)) or WiggleZ Data Release
1 (Drinkwater et al., 2010). To supplement these data, we also use two photometric red-
shift catalogues. These are discussed in more detail in §4.4.1.
4.3.2 Data partitioning
As recommended in §4.2.1, to improve computational performance the catalogue was
partitioned into 44 smaller sectors, divided in right ascension. Each sector, of width
∼0.2h, overlapped the adjacent sector by 3m to ensure no clusters were accidentally sliced
in half and subsequently not detected in either of the two sectors. The algorithm was
therefore required to account for the overlap zone between each sector. Within this zone,
not only may clusters be detected more than once, but detections at the very edge of
the sector may be clipped. We remedy this by devising a set of rules to describe when
an overlap-zone cluster should be accepted, rejected or treated as a duplicate detection.
Figure 4.2 shows two neighbouring Stripe 82 sectors and demonstrates how we split the
overlap region (central in this plot) equally into three regions. The status of an overlap-
cluster depends on the sector it was detected in and the zone it resides in within that
sector. In this Figure, the circles denote cluster positions and projected sizes5. Circle
colours correspond to the sector the cluster was identified in: red for left, green for right.
The bottom panel of Figure 4.2 shows the jurisdictions of the two sectors under our
rule-set. Clusters outside the overlap zone are detected only one sector (the darker
shades of red and green), and are added to the final cluster catalogue. All clusters within
5In this particular example, the merging of multiple detections has yet to be performed.
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Figure 4.2: An example of the sector overlap scheme in the sub-divided
Stripe 82 catalogue. Clusters are denoted by circles, those from the
left(right) sector coloured red(green). In the top panel, we show all clus-
ters detected in these two sectors The two arrows indicate the limits in
RA of the left-hand sector, and the central vertical dashed lines indi-
cate the three regions that comprise the overlap zone. The bottom panel
shows the overlap scheme applied: the central yellow region shows
clusters to be passed to the merging algorithm; clusters detected in the
left-hand sector but located in the light-green zone have been removed.
Equivalently, clusters detected in the right-hand sector by located in the
light-red region have also been removed.
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the central partition of the overlap zone (yellow) are designated potential multiple detec-
tions and are passed to the algorithm controlling the merge process (§3.3.6). Clusters in
this zone with no nearby neighbours are treated as uniquely detected clusters and added
to the final cluster catalogue. Those clusters located in the overlap region most distant
from their sector (e.g. “green” clusters in the light-red region) are removed; genuine clus-
ters should already have been identified in the nearer sector. This is demonstrated in the
difference between the top and bottom panels, where in the latter we have removed these
clusters.
After the detection of clusters in all 44 sectors, a merging routine stitches together all
identified clusters, applying the above prescription to process overlapping areas, thus
generating the final cluster catalogue.
4.4 The Stripe 82 ORCA cluster catalogue
From the Stripe 82 galaxy data, we detect a total of 4098 unique clusters with Ngal ≥5
members, assigning 59818 galaxies to clusters. We plot the angular and redshift positions
of these systems in Figure 4.3. It is important to note other optical cluster-finding efforts
in the Stripe 82 region.
Although ORCA is able to identify the majority of Abell clusters within the stripe
(35/37), both the shallow depth and known projection issues (e.g. Lucey, 1983) within
the Abell et al. (1989) catalogue suggest Abell completeness is not the best metric for de-
tection performance. We provided a detailed comparison of ORCA and maxBCG (Koester
et al., 2007a) cluster detections of 7deg2 in §3.5. When we analyse the full Stripe 82
footprint, there are a total of 492 maxBCG clusters, of which >90% share an ORCA coun-
terpart. Direct comparison of the relative efficacy of the two algorithms is unfair, since
the maxBCG catalogue was applied to the shallower SDSS photometry prior to the multi-
epoch Stripe 82 co-added data. As a result, we are able to detect more clusters (including
groups of fainter systems), out to higher redshifts than in Koester et al. (2007a). Massive
clusters, generally very prominent in projection, are likely to be easily detected even by
very different techniques. Variations in the low-mass cluster yield may instead be a good
discriminator between the methods, with the caveat that definitions of a galaxy cluster
will vary. Restricting the ORCA catalogue to 0.1 ≤ z ≤ 0.3 to better match the maxBCG
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Figure 4.3: (adapted from Geach et al., 2011). Sky and redshift distribu-
tion of clusters detected in Stripe 82. The top panel shows the angular
distribution (Aitoff projection) and the lower cone plot indicates the
redshift distribution over the full right ascension range of the Stripe,
projected in ∼2.5 degrees of declination. Larger points indicate BCGs
with spectroscopic measurements (we describe redshift estimation of
clusters in §4.4.1). We comfortably detect clusters out to z ∼ 0.6, with
a handful of systems potentially detected at higher redshifts. Beyond
this, the 4000A˚ break moves into the near-IR, and selection using the
Sloan optical bands alone becomes inefficient.
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redshift range, we detect 1794 clusters and groups with ≥5 members. Setting the min-
imum membership to ≥10 members however, we find 504 systems - comparable to the
maxBCG surface density. This demonstrates (assuming membership scales with mass)
that the low-mass regime is most important when comparing cluster catalogues.
To estimate the yield of maxBCG clusters from deeper Stripe 82 data, we turn to the
Millennium simulation. Koester et al. (2007b) claim 90% completeness at a halo mass of
2 × 1014h−1M¯, whilst in §3.7.1 we calculate 90% ORCA completeness at a similar mass
(1×1014h−1M¯). In the z=0Millennium Snapshot there are 1938(619) dark matter haloes
withM200 ≥ 1×1014(2×1014)h−1M¯. One would therefore expect (1938/619)×492=1540
clusters if maxBCG has the same sensitivity as ORCA . In the same redshift limits, ORCA
identifies 1793 clusters, meaning we still observe ∼16% more clusters in the ORCA cata-
logue (assuming all Stripe 82 clusters at z < 0.3 are detectable in the single-epoch SDSS
data). Returning to the combined catalogue of X-ray cluster detections highlighted
in §3.5.2, we noted 58 X-ray clusters were identified in Stripe 82. A preliminary cross-
matching of these X-ray clusters to positions of ORCA systems determined that 24 of the
58 did not have optical counterparts in our catalogue. Investigating these further, 8 did
not have redshift data, 6 have cluster redshifts beyond the z <0.6 range probed by the
ORCA catalogue and 9 were, in principle detectable.
Of the latter group, we visually compare the two datasets. We find 3/9 were in re-
ality detected by ORCA (in each case the interpolated cluster centre was just outside of
the X-ray position). One particular X-ray system (XMMXCS J021518.8-003813.2) was
undetected, but was close to a bright star that may have impaired the selection of clus-
ter galaxies. This X-ray cluster has an estimated redshift (z=0.28) discordant with three
nearby ORCA clusters at 0.39 < z < 0.50, and so is likely to be an entirely new sys-
tem undetected by the optical algorithm. ORCA misses two X-ray clusters entirely: RXC
J0114.9+0024 (ACO168 nearby at z=0.04, where ORCA is known to be incomplete) and
XMMXCS J030317.4+001238.4 at z=0.59 (also recorded amongst the 8 without redshift
data as BLOX J0303.3+0012.8). The remainder comprise a collection of X-ray detected
systems within a heavily targeted field at (α,δ)'(46.64◦, -0.08◦) that was sampled only
sparsely by ORCA .
From the 8 without measured redshifts (the majority of which were BLOX Dietrich
et al., 2007, clusters), on closer inspection 3 were found to have ORCA counterparts. There
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were two instances where it appeared the X-ray catalogue had either detected two com-
ponents of a merging system or two substructures within a cluster (one such example
is the CXOMP J010610.3+005126-CXOMP J010607.0+004943 pair). There were 3 systems
from a heavily sampled field (10 measurements between BLOX and XCS) that ORCA did
not find counterparts for, and 1 cluster (XMMXCS J021020.7-000706.5, a small group of
galaxies close to a bright star) that ORCAmissed.
The serendipitous nature of some surveys comprising the X-ray catalogue mean the
combined dataset will have a position-dependent depth that is hard to fairly compare to
the ORCA data. There are ORCA optical counterparts to all 8 X-ray clusters in the wide-
area NORAS (Bo¨hringer et al., 2000) catalogue, and similarly matches to all flux-limited
BCS (Ebeling et al., 1998) clusters except for the aforementioned ACO168 system.
In the following sub-sections we describe the main properties of the Stripe 82 cluster
catalogue including the cluster-derived observables such as cluster redshift estimates
and optical richness.
4.4.1 Redshift estimation
Red-sequence galaxies lend themselves well to photometric redshift (zp) estimation in
the absence of spectroscopic redshifts (zs): the prominent 4000A˚ break serves as a strong
redshift discriminator in evolved galaxies. Approximately 32% of clusters in the cata-
logue have at least one member that has a spectroscopic redshift, while the remainder of
members have photometric redshifts. Since the Stripe 82 multi-epoch data is deeper than
the remainder of the SDSS DR7, some galaxies did not have pre-computed photometric
redshifts. To this end, we used the hyperz utility (Bolzonella et al., 2000) to estimate
redshifts for any galaxy without an existing DR7 photometric redshift or spectroscopic
redshift, exploiting the deeper ugriz Stripe 82 photometry. As discussed in §3.2.2, the
dispersion δz(zs) = ∆z/(1 + zs) for z
hyperz
p in a spectroscopically confirmed sample of
1549 galaxies within our cluster catalogue is σδz=0.029, compared to σδz=0.017 for the
same galaxies when the photometric redshift is calculated with the DR7 algorithm (both
figures calculated from the standard deviation in δz after rejecting galaxies with >3σ
clipping). We attribute the higher precision in the DR7 photometric redshifts as due to
the sophistication of the DR7 approach (see Abazajian et al., 2009, for the key features
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Figure 4.4: Comparison of photometric redshift accuracy δz(zs) = (zs −
zp)/1 + zs for the brightest cluster galaxy, including both photometric
redshifts derived from the DR7 database and hyperz estimates. After
outlier rejection (clipping galaxies with |δz| > 3σδz , or 0.4% of the total
sample), we find a 1-σ scatter σδz=0.016 (indicated by the blue dotted
lines). This highlights the excellent redshift recovery using ugriz pho-
tometry alone. For a given cluster we combine both the photometric
and (when available) spectroscopic redshifts of cluster members to de-
rive a robust redshift estimate for the system as a whole.
of this algorithm) compared to our simple hyperz χ2 fits to a limited range of spectral
templates. For the more precise algorithm, we expect photometric redshifts to be accu-
rate to ∼5–9% at the median redshift of the cluster sample. In Figure 4.4, we compare
photometric and spectroscopic redshifts for the 1137 cluster BCGs with spectra. Because
the resultant dispersion (σδz=0.016) is small, this suggests photometric redshift estimates
of cluster BCGs are both accurate and a good estimate of the cluster redshift. Since we
have several different redshifts for a given cluster, we can combine this information into a
single redshift estimate for the cluster ensemble. As before, we calculate a weighted me-
dian redshift for the system; spectroscopic redshifts are given a weighting of 4 (in effect,
that galaxy is counted four times); photometric redshifts from the DR7 catalogue have a
weighting of 2, and the hyperz calculated redshifts are given a weighting of unity. The
lower weighting for the latter reflects the slightly poorer performance of these photomet-
ric redshifts compared to those fromDR7 described above. This weighting also mitigates
any impact the zp, zs ' 0.3 “hole” noted in Figure 3.2 may have on redshift estimates:
catastrophic failures in the hyperz estimate will not influence cluster redshifts as much,
for example, errant spectroscopic redshifts. A histogram of the redshift distribution is
shown in the top-left panel of Figure 4.5. The median redshift of clusters in the survey is
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Figure 4.5: (adapted from Geach et al., 2011). Characteristics of the
Stripe 82 ORCA catalogue. (top left) Redshift distribution for the Stripe
82 clusters compared to the distribution of clusters identified using the
maxBCG cluster detection algorithm (grey; Koester et al., 2007a). Note
that the maxBCG detector was not applied to the deeper multi-epoch
photometry exploited in this work. The median redshift of clusters in
the present catalogue is zmed=0.32. (top right) The distribution of clus-
ter membership. (bottom left) Concentration distribution, C, defined as
the ratio of the radii of apertures containing 80% and 20% of the mem-
bers. This quantity could be a useful parameter for the selection of
cluster sub-sets. (bottom right) Richness classification (see §4.4.2), based
on quartile ranges of the distribution of Agc – the estimated amplitude
of the angular correlation function of galaxies in clusters. We define
four simple classes of ascending richness: R1 to R4.
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zmed=0.32, however the depth of the multi-epoch SDSS data in this region allows us to
detect clusters comfortably out to z ∼ 0.5, with a handful of systems detected at z & 0.6.
Not all survey fields have the level of spectroscopic coverage that Stripe 82 enjoys.
In particularly large fields, the photometry of faint distant objects may be heavily dom-
inated by noise, reducing the efficacy of photometric redshift estimates. Using the 4000
clusters detailed here, one may provide a more empirical route to estimating cluster
redshifts, in turn unlocking many key redshift-derived cluster properties by connect-
ing the observed ridgeline characteristics to redshift. This is illustrated in Figure 4.6
where we plot the cluster colour-colour track coded by cluster redshift. To estimate the
sequence normalisation (cm20) for each cluster, we perform a linear least-squares fit to
the sequences identified in the two colours. Clear trends are apparent both between the
colours, and the cluster redshift relative to the track they form. We emphasise this dis-
tribution is the result of accurate cluster detections rather than any input constraints;
detections do not by design lie on this track, nor are they excluded from other regions of
the plot.
A lookup table to these data essentially determines photometrically-estimated cluster
redshifts as a side-product of the detection itself. This would be of great use in surveys
with similar SDSS photometry (e.g. the Pan-STARRS 3pi survey or SkyMapper6), where
spectroscopic data will be sparse. Further calibrations against more complete spectro-
scopic datasets will improve the accuracy of this approach. It is significant to note that,
calibrated with a large spectroscopic campaign such as SDSS3:BOSS, this approach can
provide redshift estimates from cluster photometry without the assumption of any SED.
Working from the same training set, it is of great interest to compare traditional photoz
estimates to those derived by this method. Despite photometric redshift algorithms con-
straining galaxy redshifts through searches for (among other features) the 4000A˚ break,
they require additional (and optimally many) bands to constrain the SED. Because that
break only requires information in two bands (three for the method above), one may in
principle arrive at the same result with considerably less data and without reliance on
model SEDs or photometric redshift pipelines.
6http://rsaa.anu.edu.au/skymapper
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Figure 4.6: Colour-colour tracks for the ORCA 4098 clusters detected in
Stripe 82. The colour normalisations in g-r and r-i are calculated for
each cluster with a linear fit to the cluster red sequence. Each point
is colour-coded to the calculated cluster redshift. As clusters appear
redder in these bands, their estimated redshift increases.
4.4.2 Richness estimates
In light of the larger cluster population detected in this chapter, we take a closer look at
the calculation of cluster richnesses described in §3.4.3.
Ideally, we should classify clusters according to an observable parameter that cor-
relates with the mass of the structure. In the absence of X-ray luminosities, velocity
dispersions or accurate lens models of the underlying matter profile, we must rely on
cruder methods of richness estimation that employ counting statistics to assess the sig-
nificance of the density enhancement in the cluster compared to the field. Unfortunately,
calibrating optical richness measurements to various mass estimates across different sur-
veys is notoriously difficult, and so in this catalogue we have provided several (related)
richness estimates based on aperture counts of cluster members corrected for field con-
tamination. Moreover, the information provided in the cluster catalogue should be suf-
ficient for either the re-calculation of a specific richness estimate, or the re-calibration of
our measured values to some other scale of choice.
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All of our richness estimates are based on the net counts of galaxies within an aper-
ture of radius θ. This may be centred on the interpolated cluster centre or the position of
the brightest cluster galaxy (these are often to all intents the same). The net counts are
Nnet = NT −NB, (4.1)
where NT is the number of galaxies within the aperture and NB is the number of back-
ground galaxies inside an annulus centred on the cluster, with equivalent area to theNT
selection aperture. Although using an annulus instead of a scaled surface density for the
full catalogue results in poorer number statistics, it does account for potential differences
in photometric properties (such as seeing, local extinction) across different regions of the
stripe. In this prescription, we have made no correction for the presence of bright stellar
haloes, or other cosmetic effects that might impact the aperture counts. We adopt two
values for the aperture scale θ:
1. θ80 - the radius of an aperture containing 80% of the members.
2. θ0.5Mpc - the angular size of an aperture with projected physical size 0.5h−1Mpc.
The latter is based on our estimates of cluster redshift. The galaxy countsNT andNB
can be defined as either:
i. All galaxies in the magnitude range [m3,m3 + 3].7
ii. All galaxies in the photometric filter the cluster was detected in.
There are issues with both counting schemes that introduce uncertainties in the rich-
ness calculation. We chose m3 as a counting reference because it is purely empirical
and can easily be derived from the catalogue without any additional assumptions about
the cluster luminosity function. However, the scatter in m3 will inflate both for low-
membership and high-redshift clusters due to stochasticity, photometric uncertainties
and projection effects. For example, in a redshift slice 0.2 < z < 0.3 the standard devi-
ation of m3 measured for all clusters is strongly dependent on the number of galaxies
assigned to the cluster, Ngal. For clusters with 5 ≤ Ngal ≤ 10 we find σm3 = 0.77, drop-
ping to σm3 = 0.37 for richer systems between 25 ≤ Ngal ≤ 35. Similarly, counting
7wherem3 is the magnitude of the third brightest cluster member.
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galaxies only in the photometric filter will result in uncertainty due to galaxies being
scattered out of and into the slice - an issue that is also exacerbated for low-mass/faint
systems.
Despite their limitations, from these basic statistics we can derive higher order rich-
ness estimates. One commonly used measure is the Bgc statistic (Longair and Seldner,
1979; Yee and Lo´pez-Cruz, 1999) which has been shown to scale well with other more
direct measurements of cluster mass (Yee and Ellingson, 2003). This statistic is designed
to estimate the amplitude of the spatial cross-correlation function for galaxies:
ξ(r) = Bgcr−γ . (4.2)
To calculate Bgc requires a de-projection of the amplitude of the angular correlation
function into 3D space, and this is estimated by:
Bgc =
ρgAgc
Φ(ml, z)Iγ
dγ−3θ , (4.3)
where ρg is the average surface density of galaxies in the field brighter than a limitml, dθ
is the angular diameter distance to the redshift of the cluster, γ is the slope of the power-
law in the correlation function (Equation 4.2) and Agc is the amplitude of the angular
correlation function. Agc is in turn estimated as:
Agc =
Nnet
NB
3− γ
2
θγ−1. (4.4)
TheBgc statistic is finally scaled by the luminosity functionΦ(ml, z), integrated between
the absolute magnitude of the second brightest cluster member, down to a luminosity
corresponding to ml at the cluster redshift. We characterise the evolution of the lumi-
nosity function following the approach of Yee and Lo´pez-Cruz (1999) by adding a small
redshift-dependent term to M?. The integration constant is set a value Iγ = 3.78, we
use γ = 1.77, and the limiting magnitude ml = m3 + 3. Bgc and Agc for the variants of
angular aperture (1. and 2.) and counting method (i. and ii.) are provided in the cluster
catalogue. For the richness classifications in the cluster catalogue, we prefer the angular
correlation function amplitude Agc[1,i] calculated for θ80 and galaxies selected in the set
of photometric filters the cluster was detected in. Unlike Bgc, this requires no scaling for
luminosity function. We emphasise that all of these statistics are ultimately governed by
Poisson noise in NT and NB - a break-down of practicality in these richness statistics for
low-member (group) systems should be expected.
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Figure 4.7: Rich ORCA clusters without maxBCG counterparts. From
top-left to bottom-right, these clusters are GMB J023356+00050.1, GMB
J215021-00450.4, GMB J213944+00570.4 and GMB J232709-00230.7. All
are class R=4 richness clusters with redshifts of 0.18, 0.28, 0.19 and 0.29
respectively.
In order to coarsely segregate the catalogue into richness bins, we define four clas-
sifications of richness: R1 to R4. These classifications are simply the quartile ranges of
the parameter Agc[1,i]; the cumulative histogram and ranges are given in the bottom-right
panel of Figure 4.5. In combination with a richness estimate, the concentration of galax-
ies in a cluster can also be a useful parameter to describe the morphology of the system.
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We define a simple dimensionless concentration parameter C = (θ80/θ20), where θ20 and
θ80 are the radii of a circular aperture containing 20% and 80% of the members respec-
tively. We find a median concentration of 〈C〉 ∼ 2.4 (the bottom-left panel, Figure 4.5).
In Figure 4.7, we highlight four example clusters in the richest (R4) category that do
not have maxBCG counterparts. These detections were selected from clusters between
0.15 < z < 0.3 (i.e within the maxBCG detection range), separated by at least 30′ from
the declination limits of the survey (to preclude any impact edge effects may play in
either algorithm), but with at least 1◦ degree separation from the closest maxBCG cluster.
The investigation of such systems will be a useful insight into the differences in cluster
selection function between ORCA and maxBCG .
4.5 Revisiting the blue limit
In §3.3.7, we defined blue limits in the bluest colour pair (g-r) to both reduce the pa-
rameter space searched and to prevent the detection of sequences bluer than the Virgo
cluster (estimated as cm20 = 0.47). To establish how justified we are in applying this
limit, ORCA was re-applied to the whole stripe to search for sequences with g-r<0.47.
As with the previous studies, a secondary sequence detection of all systems in r-i was
required. Over g-r<0.47, we identify a total of 41 cluster candidates covering 270 square
degrees. Following the visual inspection of these systems, at least 23 were clustered
fields of stellar systems with very uniform colours - it is possible these are open clus-
ters local to the Milky Way (for an example, see the left panel of Figure 4.8). In Figure
4.9, we superimpose the 41 detected systems (red and blue points) onto the g-r vs r-i se-
quence normalisation track presented in Figure 4.6. The trend-line is included to visually
aid the extrapolation of the colour-colour relation beyond the limits of the cluster cata-
logue. Blue points indicate the “stellar clusters”, red are detections with galaxies. The
two populations appear well separated, with most of the stellar detections far from the
extrapolated cluster track. Assuming only clusters lie on this relation, an additional 12
new systems close to the extrapolated track (∼0.3% of the full cluster catalogue) could be
included. Closer inspection of these detections reveal predominantly faint, blue galaxies
with large photometric errors. In the right panel of Figure 4.8 we show one of the more
promising candidates, lying directly on the extrapolated track with three others. This
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Figure 4.8: Two systems identified by ORCAwhen searching for clusters
below the blue g-r limit. The left example is a detection in a stellar field,
whilst the system depicted on right consists of galactic sources.
system has one spectroscopically confirmed redshift of z=0.1, and photometric redshift
estimates consistent with this measurement. However, also noted is one stellar system
situated close to the track. Given only the modest number of extra clusters that would be
included, doubts over their veracity, and the proximity of some stellar sources to the ex-
trapolated track, setting a g-r>0.47 constraint ensures ORCA does not include potentially
false detections.
For reference, we include the positions of the Coma and Virgo clusters on this plot as
the black and white stars respectively. These points were derived from extrapolations of
the colour-magnitude relation down to 20th magnitude. We produced the Coma CMR
with Sloan photometry from SDSS object IDs (John Lucey, priv. communication). Virgo
positions were cross-matched between the Virgo GOLDMine database (Gavazzi et al.,
2003) and SDSS data. We note that our improved value for the g-r cm20 Virgo normalisa-
tion is 0.16 magnitudes redder than the 0.47 estimated from the Rines and Geller (2008)
study. This discrepancy may arise from the deeper sample we extract from the GOLD-
Mine data (0.5 magnitudes) and our choice of model rather than fibre magnitudes when
calculating galaxy colours.
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Figure 4.9: The colour properties of systems detected by ORCA below
the g-r blue limit. The grey-scale data indicate g-r and r-i sequence nor-
malisations of the 4098 Stripe 82 cluster sequences (as per Figure 4.6),
with logarithmically-spaced intensity indicating the number of clus-
ters. Blue points are visually identified stellar clusters, red points are
detections containing galaxies. The black and white star symbols in-
dicate the positions of Coma and Virgo respectively. The black vertical
dotted line denotes the blue g-r limit set in chapter 3.
4.6 Redshift evolution of the CMR slope
As observed in both real (e.g. Figure 3.10) and mock (e.g. Figure 3.12) cluster sequences,
bright galaxies appear redder than their fainter companions. This effect, manifesting it-
self as a slope in the colour-magnitude relation, may be used to infer the properties of
the cluster. Due to the age-metallicity degeneracy (see e.g. Worthey, Trager, and Faber,
1995), the actual underlying mechanism behind the slope is controversial. Fainter galax-
ies in the sequence are either metal deficient or have younger stellar populations.
Kodama and Arimoto (1997) broke the degeneracy by comparing age-driven and
metallicity-driven sequence evolution of two high-redshift (z = 0.23, 0.4) clusters. Their
analysis suggested amass-metallicity (observed asmagnitude-metallicity) relation drives
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Figure 4.10: The redshift evolution of the red-sequence slope in g-r -
selected clusters (left) and r-i -selected clusters (right). The solid black
line denotes sequence slopes from the models, with dotted lines indi-
cating ±1σ uncertainties.
the sequence, arising from supernova feedback ejecting gas more efficiently in smaller
galaxies. That the observed sequence fails to evolve significantly over the cluster look-
back times further disproved the age-driven scenario.
The redshift range we probe here provides a useful verification of previous CMR
slope studies, but with many more clusters. We are also able to determine how well
matched the models are to our observed slopes. Exploiting the accurate cluster redshift
estimates described in §4.4.1, we compare observed-frame ORCA red-sequence slopes to
those derived from a mock galaxy catalogue. This catalogue (A. Merson, priv. commu-
nication) consists of griz photometry, angular, redshift and stellar mass data for galaxies
covering 100 square degrees. We construct a mock-cluster sample from this mock cata-
logue by identifying all galaxies residing in dark matter haloes with at least four other
galaxies. We restrict our study to clusters with z ≤ 0.7 and total stellar masses exceeding
109.5h−1M¯. To determine the sequence slopes, we compute a linear least-squares fit to
the colour-magnitude galaxy data for each mock cluster.
To select high-probability detections in the ORCA dataset we only analysed clusters
with at least 10 members. We split this subset into two populations: those detected
primarily in g-r, and those in r-i (although we note here the former case were secondarily
identified in r-i). For each of the clusters in these two groups (593 and 441 respectively)
we perform the same fitting procedure to derive their red sequence properties. In Figure
4.10 we show the redshift evolution of the observed-frame ORCA slopes compared to the
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model. In both colours, this slope is systematically shallower than the model over all
redshifts, and only in r-i does it appear to show a modest evolution. We find this in
agreement with the observed-frame V-I slope evolution measured in Stott et al. (2009),
where the gradient begins to vary beyond z ∼ 0.4. The lack of evidence for evolution
over the redshift range we measure supports other studies in suggesting the underlying
mechanism for the sequence slope is not driven by age.
Of particular interest is the systematic steepening of sequence slopes for model clus-
ters; the role galaxy formation models play in this effect is unclear, and further com-
plicated by the K-correction. In the Bower et al. (2006) model used in this study, the
predicted satellite (i.e. lower luminosity) galaxy colours are redder than those observed
in real clusters, arising mainly from the rapid removal of cold gas in simulations. This
effect should serve to flatten the sequence slope. Efforts to improve the transition of
galaxies onto the red sequence (e.g. ram-pressure stripping; McCarthy et al., 2008) will
only serve to further steepen the slopes of these cluster ridgelines. Whilst it remains a
challenge to correctly reproduce the correct galaxy cluster colours, performing similar
analyses with alternative galaxy formation models can help to constrain the parameters
describing the physics responsible for the slope.
4.7 Cluster BCG colour tracks
With accurate photometry and redshift estimates for our clusters, we may also compare
the photometric properties of cluster galaxies to model data. In Figure 4.11 we compare
the colour (g-r, r-i, i-z) evolution of brightest cluster galaxies in Stripe 82 to predictions
from the latest composite stellar population models designed to replicate the broad band
colours of Luminous Red Galaxies (Maraston et al., 2009). In this plot we use clusters
with at least 10 members (1100 in total) and the cluster redshift which, as demonstrated
in Figure 4.4, provides an accurate estimate of the BCG redshift. We emphasise here
that galaxies were not selected to lie on these relations, but instead follow well described
tracks corresponding to red, quiescent stellar populations. As discussed in §4.4.1, the
tight colour sequence allows one to predict photometric redshifts for the clusters with
high accuracy. In the absence of spectroscopic redshifts, we are therefore confident of all
cluster redshifts in our Stripe 82 sample. The g-r track most sensitive to the 4000A˚ break
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Figure 4.11: The redshift evolution of ORCA cluster BCG colours com-
pared to those predicted by the Maraston et al. (2009) LRG model.
out to z ∼0.4 agrees well with the data, but both the r-i and i-zmodel data are systemat-
ically bluer than the ORCA BCGs.
To quantify the agreement between model and data, we determine the distribution
of BCG colours about the g-r model track. A median colour shift ∆(g − r)m of -0.005
was calculated (negative indicating the data are bluer than the model), along with a 1-σ
scatter of∆(g−r)σ ∼0.2. We next investigate how clustermember colours shift relative to
model expectations as we probe down the sequence in galaxy luminosity. According to
the (galactic stellar-)mass-metallicity relation fromwhich the sequence arises, we should
find less luminous galaxies, having lower metallicity, are bluer. In Figure 4.12, we plot
the model-adjusted distribution of colours for Lth-ranked luminosity galaxies in ORCA
clusters containing Ngal ≥10, for L=1 (BCG) to L=6. The bottom-panel histograms of g-
r colours show a progressive blue-ward shift as we probe fainter down the sequence, but
with the colour scatter largely constant with L. The redshifts used for this analysis are for
the clusters themselves. Both Figure 4.11 and Figure 4.12 show a slight drop in cluster
number at z '0.3. Although this incompleteness does not influence the findings we
present here, it is perhaps indicative of the hyperz algorithm failure at this redshift (seen
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Figure 4.12: The g-r colour distribution of the Lth luminosity-ranked
galaxy compared to the Maraston et al. (2009) LRG model. As one
probes to lower masses, the median galaxy colour shifts bluer. The
black dotted line,∆(g−r)m, indicates the shift in colour with respect to
the model, and ∆(g − r)σ is the standard deviation of the scatter about
this median.
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Figure 4.13: A gri-composite image showing the BCG of cluster GMB
J003827+01030.9, a z=0.29 cluster with 10 members. This BCG was the
17th bluest BCG amongst our sample of 1100 with respect to the refer-
ence model.
in Figure 3.2 and discussed in §4.4.1). Although the spectroscopic sampling rate drops
considerably with increasing L, when re-analysing these data with either spectroscopic
or photometric redshifts of the galaxies themselves, the progressive bluewardsmigration
is still observed, albeit slightly attenuated.
One explanation for the observed trend is an age-driven mechanism: lower luminos-
ity galaxies have experienced more recent episodes of star formation. Although produc-
ing similar blue-ward shifts in galaxy colour, such an effect would also introduce a tilt to
the scatter plots in Figure 4.12. Because these data are colinear with the redshift axis, we
instead interpret this trend as the mass-metallicity relation, and in effect here we probe
the slope of the CMR.
Although few in number, some cluster BCGs are noted to be significantly blue. It
is possible the cluster cores of these systems either show evidence of low-level star
formation (see e.g Bildfell et al., 2008) or are host to an AGN. Spectroscopy with the
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SDSS3:BOSS instrument will target BCGs such as the galaxy centred in Figure 4.13 (the
17th bluest BCG in the subset investigated) and provide more insight into their nature.
4.8 Summary
In this chapter, we have highlighted some of the developmental aspects required to fea-
sibly search for clusters in deep and wide photometric surveys. Our modifications to
ORCA allow for faster computational processing, but still requires some partitioning of
the data.
We apply our updated algorithm to the Sloan Digital Sky Survey “Stripe 82” equa-
torial multi-epoch co-add, a 270 square degree stripe with photometry approximately
2mags deeper than the general SDSS imaging survey. From this survey we identify 4,098
clusters, consisting of ∼60,000 cluster galaxies with a cluster median redshift zmed=0.32.
With access to redder SDSS photometric bands, ORCA comfortably detects systems out to
z ∼ 0.6. For each detected system, we derive cluster richness statistics based on counts
of galaxies relative to the background. The Stripe 82 cluster catalogue is publicly avail-
able, and will be maintained online8. Full details on the catalogue content are provided
in Appendix C. We expect to improve the catalogue in future releases, with follow-up
imaging, spectroscopy, and refinements of the detection algorithm.
We verify that our selection of the blue limit, tied to the red sequence of the Virgo
cluster, is appropriately chosen. When detecting candidate ORCA clusters below this
limit, we identify a number of stellar clusters. Inclusion of the identified systems would
only increase the sample size by 0.2%, while potentially adding false detections to the
catalogue. Using accurate cluster redshifts and photometry, we compare the derived
sequence slopes of our cluster sample to ΛCDM models. The reconstruction of mock
clusters from a lightcone simulation permits comparison of the ORCA red sequence slope
redshift evolution to model predictions. There is a broad agreement between the two,
with evidence of only mild evolution in ORCA data over the redshift range studied. Fi-
nally, we compare the ORCA BCG colour evolution to predictions from a stellar popula-
tion LRG model. Model and ORCA colour tracks agree well for the g-r colour, but fainter
ORCAmembers become progressively bluer with respect to the model. In effect probing
8http://astro.dur.ac.uk/∼dmurphy/orca/data
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the red sequence slope, we exclude stellar age as the underlying mechanism, instead
attributing this effect to the mass-metallicity relation. We do not, however, exclude the
possibility of low-level star formation in some cluster members.
Chapter 5
Applying and developing
ORCA
5.1 Overview
This chapter contains a selection of the surveys ORCA has been applied to, and provides
a snapshot of the work currently in progress. Data from these studies have either been
used in projects that will be published, or (in the case of the penultimate section) will
form part of a paper themselves. These investigations also highlight some of the ad-
ditional algorithm development required to correctly analyse the types of survey data
routinely encountered. With access to Pan-STARRS y-band photometry, we demonstrate
how one may estimate cluster stellar masses, and relate them to observables produced
from ORCA cluster catalogues. The largest cluster catalogue we discuss here, derived
from SDSS DR7 photometry covering ∼8,000deg2, demonstrates the cluster detection
pipeline is well-placed to process data on the scale of the forthcoming Pan-STARRS 3pi
survey. Table 5.1 provides an overview of the cluster catalogues produced from work
detailed in this chapter; this is a non-exhaustive list of the surveys ORCA has thus-far
been applied to. Before analysing these catalogues, we introduce added functionality to
the ORCA detector that permits exploration of a wider range of surveys. Following this,
we investigate the surveys in the order listed in Table 5.1.
5.2 Edge detection and hole identification
In this section, we discuss the sensitivity of the ORCA detector to surveys with irregu-
lar boundaries. For illustrative purposes, in the first panel of Figure 5.1 we show the
positions of galaxies from an example survey we investigate later in §5.7, with a series
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Section Survey Area (deg2 ) Ngalaxies Nclusters Ncl−gals N¯gal zmedian
§5.3 PS1 MD-8 14.37 634,825 111 1,248 11.2 0.26∗
§5.4 PS1 SAS 61.78 649,668 153 1,233 8.1 0.21
§5.4 SDSS SAS 61.78 647,789 211 1,934 9.2 0.22
§5.5 PS1 MD-5 11.59 919,621 133 1,342 10.0 0.29∗
§5.6 SDSS-CR 7621 23,829,607 32,808 335,581 10.2 0.21
§5.7 DXS/SA22 5.3 303,008 9 54 6.0 0.87
Table 5.1: The properties of surveys featured in this chapter. The final
five columns indicate the number of galaxies in the survey, the number
of clusters detected and how many galaxies were assigned to them, the
mean number of galaxies per cluster and themedian redshift of clusters
in the survey.
∗ Redshift data for this catalogue are incomplete
of circular regions excised of galaxies. In this instance, they are due to the removal of
stellar sources from the field. More generally, voids in data will also occur when, in a
wide-area scan, the survey did not cover that portion of the sky. We will next explain
the two reasons why ORCA must be able to account for these survey features, and then
return to this Figure in our description of how it does so.
Firstly, where a significant fraction of the survey field is empty, the “filling factor” of
the data is reduced, and simplified calculation of the mean galaxy density (the number
of galaxies measured divided by the area) no longer applies. ORCA requires an accu-
rate estimate of the mean density: an underestimate (as is implied with filling factors
<1) in effect relaxes the Pthresh constraint, resulting in the amplification and subsequent
selection of low significance spurious sources.
We illustrate this in Figure 5.2, where the two panels show ORCA clusters detected
from the same source data, but with different values of the mean density passed to ORCA.
In the right-panel we supply ORCA with the correct mean galaxy density, but in the left
panel, we supply ORCA with half of that value. Not only are more cluster detections
generated (by a factor of∼3) in this underestimated density, but the median Voronoi cell
area is also larger (by a factor∼1.8). This latter effect arises from the cells ORCA considers
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Figure 5.2: Two detection runs illustrating ORCA’s dependence on the
correct mean area estimation of the survey field. When themean galaxy
density is underestimated (left), too many objects are detected, with on
average larger Voronoi cell areas. Cell colours correspond to colour
pairs the clusters were identified in. Blue cells are clusters detected in
the {g-r, r-i} filter pairs, red are clusters detected in {r-i, i-z}, and green
are those detected in {i-z}.
“statistically significant” relative to cell areas from a random distribution. Because the
areas are normalised to the mean galaxy density when calculating P(a) (Equation 3.1),
Voronoi cells larger than ordinarily permitted are selected.
The second reason, that ORCAmust also account for irregular data, stems more from
comparing detections to other datasets. If for example an X-ray cluster is located in a
partially or wholly unobservable position, this must be considered when calculating the
optical survey completeness relative to the other dataset.
To address these concerns, we develop an ORCA module called DARB (“Define AR-
bitrary Boundary”). This algorithm performs two tasks: it determines boundaries and
holes in any 2-D spatially-distributed dataset and makes an estimate of the sky area cov-
ered by the data. We outline the algorithm steps here, illustrated with example data in
Figure 5.1. Our first three points below are used to determine the survey area, while
points 4-6 delineate distinct parts of the data:
1 The positional data is read into memory.
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2 A regular grid is overlaid, with the resolution specifying the cell size.
3 Any occupied cells are added to a list. Those occupied cells sharing fewer than
four sides with occupied cells are labelled as “edge cells”.
4 Selecting the first occupied edge cell, an anticlockwise “walk” through connected
neighbouring edge cells is performed until the algorithm arrives back at the origi-
nal cell.
5 Storing this path, a new walk starts at the next edge cell yet to be visited. This is
repeated until no more occupied cells remain, ensuring all distinct bounded data
regions have been sampled.
6 Routes are compared and classified as “islands” (the space enclosed by the route
contains galaxies) or “holes” (the space enclosed by the route contains no galaxies)
The area is estimated from the filling factor of the dataset - the fraction of cells occu-
pied by galaxies. For the majority of surveys tackled, the approach detailed here is more
than sufficient. By using the boundary data as a template, DARB also acts as a useful tool
for recreating exactly the same footprint in a different dataset. This is put to use in §5.4.
5.3 Pan-STARRS Medium Deep Survey #8
The ORCA algorithm was originally designed for Pan-STARRS, serving as one provider
of cluster detections from five-band photometric data. A cluster-finding effort using
the “Probability Friends-of-Friends” approach (Liu et al., 2008) has been developed in
tandem.
The study of extragalactic science with Pan-STARRS focuses on two types of survey,
and will make use of over 1 petabyte of data from the PS-1 telescope. The Medium
Deep Surveys (MDS) will be a set of 10 deep fields covering a total of 84deg2 down to
(g, r, i, z, y) 5σ point-source depths of (27.3,26.9,27.9,26.3,24.8). The second survey will
comprise shallower data covering 3/4 of the visible sky - we analyse some of these data
in §5.4. This section explores early imaging from the eighth field of the MDS sample
(MD-8), covering the ELAIS N1 survey region and centred at (α,δ)=(246.8◦, 55.0◦). The
9deg2 Pan-STARRS coverage for this field is supported by a wealth of multi-wavelength
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data, including Spitzer SWIRE and deeper SERVS coverage, planned Herschel HerMES,
spectroscopic data from MMT’s Hectospec EN1X pointing and UKIRT Infrared Deep
Sky Survey (UKIDSS; Lawrence et al., 2007) DXS imaging.
AnMD-8 extended source catalogue was generated at Durham (P. Draper, priv. com-
munication). The SExtractor (Bertin and Arnouts, 1996) utility identified sources in
the i-band, and assigned 3” aperture magnitudes to positions in this and remaining
bands. Because the detection threshold was set to 1.25σ significance, many of the cat-
alogue sources were spurious detections. To remove those, we set conservative magni-
tude limits of (g, r, i, z, y) = (24.5,24.5,24.3,23.6,22.2). These limits are established in the
same manner described in §3.3.7: we filter out all galaxies faintward of the magnitude
corresponding to an uncertainty ∆m=0.117.
Because the fluxes across filters for these sources are unlikely to be correlated, any
remaining spurious noise should be filtered out when searching for sequences in two
colours. From the applied magnitude limits, we generate an input catalogue compris-
ing 634,825 sources with angular positions and grizy 3” aperture magnitude photometry.
To calculate cluster redshifts after their detection with ORCA , we cross-match the input
galaxy cataloguewith the positions of SDSS galaxies having redshift data, assigning pho-
tometric or spectroscopic redshifts wherever matches to within 1” are found. However,
because the deeper photometry in this PS-1 sample makes it unlikely accurate redshift
information is gained from the SDSS, any derived cluster redshifts should be treated
with suspicion. Moreover, because at the time of investigation Pan-STARRS photometry
was unreliable, photometric redshifts were unavailable from the PS-1 photometric red-
shift pipeline. We searched for cluster detections in the following filter combinations:
{g-r, r-i}, {r-i, i-z} and {i-y}, adopting the filter parameters as described in the Stripe 82
analysis (Table 3.2). Because the y-band red-sequence is not currently well defined, we
set the i-y filter slope to that of the i-z estimate, and apply the same photometric selection
filter width of 0.152. This large width makes our choice of filter slope less critical.
The DARB algorithm was applied to the galaxy catalogue to determine the survey
area (14.4deg2) and boundary. Following a full search of this survey, the ORCA detector
allocated 1248 galaxies into 111 clusters. In Figure 5.3 we show the position of these
detections and the colours they were selected in. A table detailing the properties of each
cluster can be found in §C.3 of Appendix C.
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Figure 5.3: Clusters detected in the PS-1 MD-8 field. The coloured cells
represent clusters identified in different colour pairs. Blue cells corre-
spond to clusters detected in {g-r, r-i} filter pairs, red cells in {r-i, i-z}
and magenta in {i-y}. Yellow cells belong to the BCG of each cluster.
The green line delineates the boundary of the data as detected by DARB,
and dotted grey squares denote the position of Abell clusters.
5.3.1 Hectospec spectroscopic followup
With access to PS-1 collaborator facilities, we were able to acquire spectra from the Hec-
tospec instrument at the Magnum Mirror Telescope (MMT). Hectospec can sample a
circular field of view 1◦ in diameter with 300 spectroscopic fibres. Some 30-50 fibres are
left for sky calibrations, permitting approximately 250 simultaneous observations. For
hour-long integrations, redshifts aremeasured down to a limitingmagnitude of r < 21.5,
although systems with emission lines may be detected faintwards of this limit. With a
270 line/mm grating, the 1.5”fibres can sample the 3650-9200A˚ spectral range with a res-
olution of about 5A˚. At longer wavelengths, second-order light contamination becomes
an issue, so the spectral shape long-ward of ∼ 8500A˚ is subject to higher levels of noise.
At the time of writing, 20 BCGs have been targeted with Hectospec (R. Chornock,
priv. communication), and redshifts computed with the automated pipeline. Of these
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targets, two were stellar sources. In Figure 5.4 we show one of these mis-detections, with
the yellow crosshair indicating the purported BCG and Hectospec target. Whilst visually
it is apparent this object is stellar in nature, by coincidence it has a colour and magnitude
that well fits the sequence of the group it contaminates. The bottom panel of Figure 5.4
shows colour-magnitude diagrams for i-z and i-y colours the group was identified in,
with the yellow dot indicating the location of the star in colour-magnitude space. Al-
though care was taken to remove stellar contaminants from the source catalogue, efforts
to derive an optimal star-galaxy separation for Pan-STARRS data are ongoing. As such,
this catalogue may unfortunately contain higher levels of stellar contamination than the
final extended source catalogue.
In Table 5.2, we list the targets with pipeline-estimated redshifts and associated clus-
ter redshift estimates. Because the initial sample containing these spectroscopic targets
was selected by eye, their redshift distribution will be biased. However, in Figure 5.5
we show the accuracy of ORCA cluster redshift estimates. It can be seen that ORCA clus-
ter redshifts systematically underestimate the spectroscopically calculated redshifts. The
most distant systems also have larger redshift errors, indicating where photometric er-
rors begin to dominate in the SDSS data ORCA redshifts originate from. With improved
photometric redshifts based directly on deeper PS-1 data, these uncertainties should
shrink. Figure 5.6 shows an example Hectospec spectrum for the BCG of cluster MD08
J161315+56010.1, the abscissa is the rest-frame wavelength in air. This BCG, (pictured in
the bottom panel) has a redshift zspec = 0.4892 ± 0.0002 that compares well with the cal-
culated cluster redshift zorca = 0.44±0.09 estimated from photometric redshift estimates
of five galaxies.
Due to a number of factors, it is likely the MD-8 galaxy catalogue is not yet ready
for the identification of distant y-band cluster sequences. Firstly, Pan-STARRS has yet
to reach the depth anticipated from the original specifications. Moreover, the simple
SExtractor recipe for constructing the catalogue does not fully take into account the
manner in which images are stacked by the Pan-STARRS pipeline. Finally, because
sources are i-band selected, extremely red galaxies visible in the y-band lacking an i-
band flux will not be selected. These factors suggest the current input catalogue is not
optimal for the identification of high-redshift galaxies. Development work on the Pan-
STARRS extended source photometry is ongoing. It is hoped once this is complete (and
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Figure 5.4: (top) gri-composite imaging of ORCA cluster MD08
J161128+55510.4. Cluster members are highlighted with blue
crosshairs. The yellow crosshair indicates the BCG of the cluster, which
in this case is a contaminating star. (bottom) The two red sequences used
to select this cluster. The projected proximity of the stellar source to
genuine cluster members, in addition to its observed colour and mag-
nitude (shown as the yellow dots in the CMRs) conspire to establish
this object as the cluster BCG. Vertical dotted lines are magnitude lim-
its of the survey, horizontal grey dotted lines in the i-z CMR indicate
the photometric selection filter the cluster was selected in. The black
line in both plots show the best fit to the cluster sequence.
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Name zspec zorca
MD08 J161247+56070.6 0.497 0.376 ± 0.158
MD08 J161315+56010.1 0.489 0.445 ± 0.088
MD08 J161257+55480.4 0.106 0.069 ± 0.014
MD08 J161128+55510.4 0.000 0.236 ± 0.126
MD08 J161105+55470.7 0.250 0.244 ± 0.040
MD08 J161031+55480.5 0.249 0.276 ± 0.072
MD08 J161115+55340.8 0.217 0.208 ± 0.049
MD08 J160951+55570.5 0.140 0.133 ± 0.070
MD08 J161226+55540.6 0.266 0.245 ± 0.071
MD08 J160748+55390.7 0.251 0.258 ± 0.046
MD08 J160502+55410.3 0.000 0.542 ± ——∗
MD08 J160412+55420.1 0.312 0.290 ± 0.045
MD08 J160506+55370.3 0.251 0.250 ± 0.048
MD08 J160522+55130.1 0.248 0.232 ± 0.058
MD08 J160612+55050.1 0.260 0.221 ± 0.029
MD08 J160445+54500.7 0.259 0.232 ± 0.044
MD08 J160129+54510.4 0.299 0.266 ± 0.048
MD08 J160431+55130.0 0.393 0.336 ± 0.115
MD08 J160539+54560.3 0.247 0.225 ± 0.021
Table 5.2: MD-8 ORCA clusters with Hectospec-measured redshifts
(zspec), along with the cluster redshift estimate (zorca) derived from
SDSS photometric redshifts. The contaminating stellar sources are em-
boldened in this table.
∗ only one galaxy with a redshift estimate for this cluster
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Figure 5.5: The accuracy of ORCA cluster redshift estimates generated
from the photometric redshift data of the (shallower) SDSS, compared
to the 18 galactic Hectospec targets recorded in Table 5.2.
by which time this field will have been re-visited), catalogues will be generated with
more understanding of the photometric uncertainties, source selection and an improved
star-galaxy separation. Until then, there are still projects using these cluster data that
we hope will promote early extragalactic Pan-STARRS science. For example, a study of
the Hectospec BCG spectra may reveal evidence of star formation in cluster cores. Ad-
ditionally, the redshifts of these galaxies may be used to improve photometric redshift
estimates.
5.4 Pan-STARRS Small Area Survey (SAS)
As part of the Pan-STARRS-1 commissioning process ∼ 65deg2 of imaging was released
featuring grizy exposure times equivalent to those expected after three years of the 3pi
survey. Unfortunately poor observing conditions resulted in data of lower quality than
expected. We stress that our findings in this section are therefore not a true represen-
tation of final PS-1 data. Extended source photometry was processed at Durham using
SExtractor (P. Draper, priv. communication), this time with independent detections
in each band. In this study, we compiled a band-merged source catalogue by matching,
to within 1 arcsecond, gizy 3′′ aperture magnitude detections to r-band selected sources.
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Figure 5.6: The Hectospec BCG spectrum (top) and Pan-STARRS MDS
irg imaging (bottom) for cluster MD08 J161315+56010.1. Cluster mem-
bers are identified with blue crosshairs. The BCG (yellow crosshair),
has a spectroscopically measured redshift of z = 0.489.
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With galaxy samples probing large depths, it is inevitable some galaxies will be nei-
ther measured nor detectable in all bands. For example, a very distant galaxy detected
in the y band may not have any associated g-band flux (a “drop-out”); it is important to
include both these and their bluer analogues. In this catalogue, some magnitudes may
consequently not have any value assigned to them. For a forced-photometry approach
akin to that used in the previous section, aperture magnitudes will be measured even
where no source exists in that band. Typical catalogue convention is to set these unob-
served magnitudes to a nonsensical figure - often±99. For ORCA to work on photometry
with both independently measured bands and drop-outs, we relax the galaxy-colour re-
jection constraint. A galaxy with measured flux in two consecutive bands, producing a
physically realistic colour, is included in the source catalogue.
The y-band magnitudes were calibrated to the SDSS z-band, and as such required an
offset to recover the true y-bandmagnitudes. Because the z-y colour is sensitive to distant
cluster sequences beyond the depth of this survey (z & 0.9), dropping this band resulted
in no loss of detection capability and furthermore allowed direct comparison to the SDSS
griz photometry. Because the survey depth is comparable to Sloan photometry covering
the same region, we cross-matched PS-1 sources with SDSS redshift data; Pan-STARRS
galaxies inherited the redshifts of any SDSS match closer than 1′′.
A total of 649,668 galaxies were merged into a source catalogue. Magnitude limits,
set by the procedure detailed in §3.3.7, were calculated as (g, r, i, z)=(22.7,22.6,21.7,21.0).
We scan the data with DARB to determine the boundary edges and holes (arising from
incomplete data in some bands), and determine a survey area of 61.8deg2 . We set the
algorithm to search through the same colour range explored in the SDSS Stripe 82 cat-
alogue, using the identical photometric selection parameters (β and σ, defined in Table
3.2) for the {g-r, r-i} and {r-i, i-z} filter combinations. This scan allocated 1,233 galaxies
into 153 clusters. In Figure 5.7, we plot the position of these cluster detections, alongwith
the survey boundary (green) and the six Abell clusters (grey dotted squares) identified in
this field. We provide details of the cluster properties in §C.4 of Appendix C.
Using DARB, we apply the PS-1 data boundaries (including survey holes) to SDSS
DR7 data, creating an identical and equivalent footprint with which to directly compare
against PS-1 detections. Because these data consist of single-epoch SDSS observations,
we cannot use deeper Stripe 82 magnitude limits in this study. Instead, we determine
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Figure 5.7: Clusters detected in the PS-1 SAS field. The coloured cells
represent clusters identified in different colour pairs. Blue cells corre-
spond to clusters detected in {g-r, r-i}, red cells in {r-i, i-z}. The green
lines describe the boundaries of the data, including four “holes” de-
tected by DARB . Dotted grey squares denote the position of Abell clus-
ters.
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Figure 5.8: The redshift distribution of PS-1 (green) and SDSS DR7
(blue) galaxy clusters in the Pan-STARRS SAS survey region.
the magnitude error distribution in a manner consistent with the PS-1 (and Stripe 82)
analysis, arriving at limits of (g, r, i, z) = (22.6,22.2,21.7,20.1) (see section §5.6 later for
more details). From this catalogue, we identify 211 galaxy clusters in the SAS footprint.
In Figure 5.8 we compare the redshift distributions of the two cluster catalogues. SDSS
data, in addition to identifying more galaxy clusters, also has a slightly higher median
cluster redshift (0.22 vs. 0.21). As Figure 5.8 shows, this can be attributed to the more
extended high-redshift tail. Both this tail and the higher cluster yield appears to suggest
the SDSS data is either deeper (despite brighter flux limits applied to Sloan data), of
higher photometric quality, or both. In the top panel of Figure 5.9 we again show the
clusters detected with Pan-STARRS, but with SDSS detections represented by grey circles
(radii denoting the peak centre-member separation). The Sloan data extends into the
south-eastern part of the survey, and in general appears more evenly distributed. It is
likely that the Pan-STARRS data is not of a uniform depth across the field. In the bottom
panel of Figure 5.9 we show the distribution of galaxies within a narrow 0.2 magnitude
slice near the faint i-band limit of the PS-1 data, below amagnitude error motivated from
our choice of photometric filter width. The points, colour-coded by i-band error are not
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Figure 5.9: (top) As for Figure 5.7, but with the positions of SDSS ORCA
detections marked in this field as grey circles. (bottom) The distribution
of Pan-STARRS galaxies in a narrow magnitude range close to the i-
band limit of the survey. Points are colour-coded according to their
magnitude error, with red indicating errors close to the limit∆m=0.117.
This plot suggests the galaxies are not uniformly distributed across the
survey.
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uniformly spread and appear to correlate with the density of cluster detections in the
upper panel.
At the cluster densities derived from this study, we recover only 75% of the num-
ber anticipated by the Pan-STARRS Design Reference Mission (DRM; approximately 105
over the whole survey). Whilst this preliminary investigation appears pessimistic, as
discussed at the start of this section it was later determined imaging data was taken
under poor photometric conditions unrepresentative of the anticipated 3-year quality.
Moreover, the source catalogue constructed for this investigation used fixed aperture
photometry with magnitude errors perhaps not truly estimating the actual uncertainty
in detected flux. With improved imaging and extended source photometry from the
Pan-STARRS Image Processing Pipeline (IPP), future studies along this thememay prove
useful for benchmarking Pan-STARRS data against the SDSS.
5.5 Mass calibration in Pan-STARRS data
Two parameters key to the scientific analysis of clusters are their redshifts, and an es-
timate of their mass. Because one cannot directly measure the cluster mass, alternative
observables must be used as proxies that correlate with mass. With access only to pho-
tometric optical data, the most direct mass estimator is the total galaxy luminosity1, and
its relation to the stellar mass within the cluster. Because in turn total stellar mass cor-
relates with the mass of the halo hosting the cluster (see the bottom-right panel of Figure
5.22 shown later in §5.7), the combined galaxy luminosity can act as a tracer of cluster
mass. In this section we will estimate cluster masses from PS-1 MD-5 data, based on
calculations of the y-band cluster luminosity.
The Pan-STARRS y filter (with central wavelength λc'9700A˚) shares a common fea-
ture with near-IR bands: it can trace stellar mass with only minimal contaminating
contribution from the star-forming population and dust, allowing for accurate deter-
minations of stellar mass in galactic systems, even at high redshift (see e.g. Kodama and
Bower, 2003). In Figure 5.10 we plot the observed-frame cluster M∗-Ly relation (colour-
coded according to cluster redshift) using Bower et al. (2006) semi-analytic galaxy data
1One may alternatively measure the weakly-lensed shear of background galaxy shapes, but this relies
on very deep data taken in sub-arcsecond observing conditions.
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Figure 5.10: The relationship between y-band luminosity and stellar
mass for clusters in a lightcone simulation. Each point, corresponding
to a cluster, is colour-coded according to the redshift of the dark matter
halo it resides in.
from a 100 square degree lightcone (A. Merson, priv. communication).
After determining the galaxy membership of the haloes from the lightcone dark mat-
ter data, for each filter we calculate the total (bulge and disk) stellar mass and y-band
luminosity. Although this simple analysis does not include survey flux limits or photo-
metric errors, comparing such correlations against observed data (such as stellar masses
from spectroscopy) is a powerful test of galaxy formation model.
We demonstrate how y-bandmass estimates can be made using a cluster catalogue of
ORCA detections from the Pan-STARRS MD-5 field (commonly known as the “Lockman
Hole”, covering 11.6deg2 centred at α, δ=161.917◦, 58.083◦). At the time of writing, this
field benefited from deeper photometry than the MD-8 field presented in §5.3. In brief,
ORCA identified 133 clusters and 1342 cluster galaxies from grizy photometry down to
limits of 25.15, 24.5, 25.2, 24.5 and 23.40 respectively.
A series of linear fits to the data presented in Figure 5.10 were made in redshift bins
of width dz = 0.05 out to z = 0.7. Within each redshift bin, the level of luminosity-
dependent scatter in estimatedM∗ indicates the level of mass uncertainty at this redshift.
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Figure 5.11: Uncertainties in cluster stellar mass from total galaxy lu-
minosities in the z, y and J bands at three redshifts.
For three redshift bins, we compare this scatter in stellar mass to the equivalent set of
correlations in the SDSS z and UKIDSS J bands. Because the z-filter (λc'9100A˚) probes a
slightly bluer region of each galaxy SED,we expectmore sensitivity to star formation and
dust, increasing the scatter in the M∗-Lz relation. Conversely the J filter (λc'12,600A˚)
measures a much redder portion of the galaxy SED, thus reducing scatter in the mass
estimate. In Figure 5.11, we compare the scatter in stellar mass σlog10M∗ for the three
bands at three redshifts. As anticipated, the y-band offers an improvement over the z-
band estimates, but exhibits a higher scatter compared to the near-IR J-band. At high
cluster luminosity, differences between the optical-band mass estimates are marginal; at
lower masses, there is a clear advantage in adopting the y-band over the z-band.
To estimate the total y-band cluster luminosity in Pan-STARRS data, in each cluster
we simply sum the luminosities of all galaxy members detected by ORCA . However, to
improve our estimate, below we consider four additional sources of uncertainty:
1.Unobserved luminosity from galaxies outside the survey flux limits: To correct for galax-
ies unobserved due to the survey flux limit, we adopt the approach laid out in §2.4.1.
Assuming the luminosity function of cluster galaxies follows a Schechter (1976) func-
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Figure 5.12: Redshift evolution of the observed-frame y-band Schechter
function parameters from Bower et al. (2006) semi-analytic model
galaxies in Millennium Simulation snapshots to z≤1.28.
tion, we re-scale each observed-frame galaxy luminosity Li,y to Lcorri,y in a similar manner
to Equation 2.8:
Lcorri,y =
Li,y
Γ[α(z) + 2, Lmax/L?(z)]− Γ[α(z) + 2, Lmin/L?(z)] , (5.1)
where Γ is the incomplete Gamma function, α(z) and L?(z) are the redshift-dependent
y-band Schechter function parameters, Lmax and Lmin correspond respectively to the
bright (13.3, set from the brightest galaxy in the source catalogue) and faint (23.40)
y-band flux limits. The luminosity function redshift evolution was determined from
Schechter fits to the luminosities of Bower et al. (2006) semi-analytic model galaxies,
populated into 20 snapshots between snapnum 38 (z'1.28) and 63 (z=0) of the Millen-
nium Simulation. Figure 5.12 shows the redshift evolution of the luminosity function
parameters, where one may convert between L?(z) andM?(z) withM¯=4.0252.
2. ORCA-detected galaxies without measured y-band fluxes: This particular correction only
arises when independent detections from each band are positionally matched (as with
2In the absence of a measured y-bandM¯, this value was estimated from a linear interpolation between
the z and J bands.
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Figure 5.13: The zeropoint error in PS-1 z-band photometry when com-
pared to SDSS. The intensities are logarithmically-spaced, and show the
number of galaxies at each point.
the SAS survey presented in §5.4). To provide statistical corrections for cluster galax-
ies without y-band fluxes, we randomly assign each galaxy a luminosity weighted by
the Schechter function corresponding to the cluster redshift. This luminosity is subse-
quently corrected for survey flux limits as described above. In our MD-5 cluster sample,
33 galaxies (2.5%) did not have y-band magnitudes, and were consequently assigned
luminosities.
3. Stellar mass from genuine cluster galaxies that ORCA missed: Because inevitably ORCA
will not identify all members in a cluster, we must make a correction for the stellar mass
incompleteness of each detected system. Our analysis of the mock MDS data in §3.7
included a measurement of the stellar mass accuracy A∗ (see Figure 3.25) - the fraction
of recovered stellar mass in the mock clusters. We determine (by averaging over the
mass bins in that Figure) the redshift-dependent stellar mass accuracy, and multiply our
estimated cluster stellar mass by a factor 1/A∗(z).
4. Errors in the y-band zeropoint: Any errors in the y-band zeropoint will systemati-
cally bias estimates of galaxy luminosities. Zeropoints in the MD-5 catalogue studied
here have been calibrated by the PS-1 Image Processing Pipeline (IPP). This procedure
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involves fitting synthetic stellar spectra from 2MASS JHK (Cohen et al., 2003), USNO-B
(Monet et al., 2003) and Tycho (Bessell, 2000) photometry, and deriving grizy photom-
etry with the SEDs. To determine how accurate this approach was, we match all MD-5
galaxies with z and y-band measurements to SDSS DR7 galaxies covering the same field.
By plotting the magnitude difference against the SDSS aperture magnitude, in Figure
5.13 we compare the 3 arcsecond z-band aperture magnitudes of 15,469 matched galax-
ies between PS-1 and SDSS. This Figure shows PS-1 systematically underestimates the
z-band galaxy flux by ∆mz'0.1 magnitudes, in line with independent measurements
of ∆mz=0.07 from SDSS and PS-1 3pi survey point sources (P. Draper, priv. communi-
cation). The presence of a gradient in this offset indicates that a “colour term” must be
introduced into equations converting between these two filters. Assuming the slightly
redder y-band magnitudes are similarly underestimated in the IPP implementation, we
adjust each y-band cluster galaxy magnitude by -0.1 mag to account for this zeropoint
error.
With these corrections, we are now able to accurately estimate the cluster stellar mass
for each cluster ORCA identified in the MD-5 field. We find cluster stellar masses span-
ning a range 1010.43≤Mcl∗ h−1M¯≤1012.50, with a median mass of 1011.49h−1M¯. Only
in one case (due to the lack of redshift data for a cluster redshift) were we unable to
measure the cluster mass. An estimate of the halo mass via the model M∗-Mhalo relation
depicted in Figure 5.22, though possible, is not presented here.
It is highly useful to compare these mass estimates with observables known to cor-
relate with cluster mass. In Figure 5.14 we show two such correlations in the MD-5 (red
points) cluster catalogue: Ngalaxies - the number of galaxies detected by ORCA, and Agc[1,i]
- the angular correlation function amplitude calculated out to θ80 for galaxies in the pho-
tometric selection filters the cluster was identified from (referred to in §4.4.2). We com-
pare both of these mass-observable correlations to those calculated from the mock MDS
survey used in Chapter 3 to evaluate the ORCA detector. Because in some cases theAgc[1,i]
estimator fails (for example due to Poisson error inNT andNB with small systems), some
clusters may have nonsensical (i.e negative) richnesses. We have omitted these from Fig-
ure 5.14, but note the observed cluster catalogue has a higher Agc[1,i]-estimation failure
rate (19%) than the mock (2%).
The mock and observed data show similar levels of scatter at low Ngalaxies and low
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Figure 5.14: Correlations between cluster stellar mass and two mea-
sures of cluster richness. In the top panel, we compare cluster stellar
mass to the angular correlation function amplitudeAgc[1,i] for the MD-5
(red) and mock MDS (grey) surveys. In the bottom panel, we compare
the cluster stellar mass to the number of galaxies ORCA assigns to the
cluster.
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Agc[1,i], suggesting mass estimates at the group scale remain challenging despite access
to y-band data. TheNgalaxies−Mcl∗ relation shows a stronger correlation and better agree-
ment between model and observations, suggesting at Ngalaxies ≥ 10 a simple linear fit
could be used to accurately estimate (where no y-band measurements are available)
the cluster stellar mass from ORCA membership. Although Agc[1,i] does not correlate
as strongly, future improvements to optical richness definitions may reduce the scatter
for small systems and improve the estimation failure rate. With access to the PS-1 3pi
survey, future work can correlate y-band cluster masses to, for example, SZ decrements
from Planck (Planck Collaboration et al., 2011) and X-ray temperatures from Chandra
(Maughan et al., 2008) and XMM-Newton (e.g. Mehrtens et al., 2011). A table detailing
the properties of each MD-5 cluster (including stellar mass estimates, withAgc[1,i] replac-
ing Bgc) can be found in §C.5 of Appendix C.
5.6 Sloan Digital Sky Survey DR7
We now turn our attention to the SDSS DR7 photometric dataset as a testing ground for
the detection of clusters in the next generation of wide-area deep surveys. At the time of
writing, this survey represents the widest-area optically-selected galaxy catalogue avail-
able. The large SDSS contiguous region (CR), covering ∼ 7, 500deg2 represents ∼ 30%
of the area to be covered by the Pan-STARRS 3pi survey. For the Sloan data, a drift-scan
approach is used to image the sky whereby the camera takes 55 second exposures at
the sidereal rate in a series of strips. In combination, these strips form stripes 2.5◦ wide
in declination following great circles in the sky. The SDSS collaboration, through this
approach, have compiled the large region forming the focus of our study in this section.
5.6.1 The data
The query used was the same as that of Stripe 82 (see Appendix B), but instead used
the DR7 database. Although in the single epoch data this returns sources with very
high levels of photometric uncertainty, we apply magnitude cuts to select the best subset
whilst better characterising the noise characteristics of our sample. We take data from
stripes3 9 to 39, corresponding to declinations between -4◦ and 74◦, selecting all galaxies
3Stripe number is related to declination by δ = −25 + 2.5s, such that (s)tripe 10 is equatorial
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Figure 5.15: (left) The partitioning scheme applied to SDSS DR7 data.
In general, each cell is bordered by eight other cells. These cells par-
tially overlap with the central cell in both RA and dec. The coloured
strips indicate this overlap zone (δr in width). (right) An example cell
at the edge of a data grid (such as cell 166 in Figure 5.16). As with the
Stripe 82 scheme, three coloured regions indicate the status of a clus-
ter detected in these regions: always kept (green), kept if no nearby or
“better” candidates exist (yellow), always rejected (red).
between 105◦ ≤ α ≤ 265◦ in a series of blocks in right-ascension. This safeguarded
against submission timeouts and failed jobs arising from exceeding the allocated quota
space for SQL queries. Each block overlapped slightly with a neighbour to ensure no
galaxies were missed at the boundaries. Once all RA blocks were merged and duplicate
galaxies removed, the source catalogue contained 110,050,628 galaxies. Before applying
ORCA to this dataset, we make a series of improvements to the algorithm in light of
investigations subsequent to our Stripe 82 analysis - these are detailed below.
5.6.2 Partitioning the data
In §5.4 we performed both PS-1 and SDSS detections over ∼ 65deg2. While these runs
completed in a timely manner, it is unfeasible to scan a field two orders of magnitude
larger in one chunk, and the depth across the whole footprint is not uniform. Our alter-
native approach is to extend the technique applied to Stripe 82 data in §4.3.2 by dividing
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the survey into cells.
The left panel of Figure 5.15 shows an example cell surrounded by 8 neighbours. To
ensure no clusters are divided by the cell boundaries, each cell is partially overlapped
by its neighbours. The half-length of the cell base out to the boundary region is denoted
by dr in the Figure; the overlap boundary has width δr. We must therefore define a
scheme to merge clusters detected in each of these cells, ensuring a cluster identified in a
shared area is counted only once. We apply a similar approach to that of the neighbour-
ing sectors in the Stripe 82 analysis. This is depicted in the left panel of Figure 5.15 - the
coloured borders highlight the areas shared between the central cell and its neighbours,
split into three zones. Concentrating on detections specifically from the central cell, clus-
ters found in the green zone are automatically added to the final catalogue. Conversely,
clusters found in the red zone are never added. The yellow zone acts as a transitional
buffer between the two cells.
The right panel of Figure 5.15 shows this scheme in progress, this time for a test cell at
the edge of the grid containing randomly distributed points colour coded according to
their status. We apply a grid of these cells to the SDSS data, setting the cell side length to
be 9.5◦ (including a 45′ overlap buffer) meaning each cell has an area 90.25deg2 (dr, δr =
(4◦, 0.75◦ in Figure 5.15). Based on the footprint of the data, this results in the generation
of 152 cells seen in Figure 5.16. The gradient observed in the data shown in the top panel
of this Figure arises from the conformal projection used in the gridding - this is discussed
further in §5.6.5.
5.6.3 Merging of multiple cluster detections
Following the detection of clusters in any of these cells, their overlaps must be checked
with the part of the algorithm identifying multiple detections of the same cluster. In an
effort to reduce the accidental inclusion of identical clusters, we revise the thresholds
originally set in Table 3.1 to those in the Table 5.3 (updated values have been embold-
ened). These new thresholds relaxed the criteria for merging two clusters, and were
arrived at by careful analysis of sample clusters in cell 92. By comparing detections
to visual irg-composite images, clusters perceived to have been either fragmented or
duplicated were studied under relaxed limits to establish the thresholds at which they
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Figure 5.16: (top) The SDSS CR footprint, with grey-scales indicating
the projected density of galaxies within the flux limits defined in §5.6.4.
Superimposed on this plot is the grid scheme applied to partition the
survey (dotted lines). (bottom) The same grid, with the cell ID numbers
shown. Cell 92 (α =190◦, δ=15◦) was used as a test cell to improve the
merging of multiply-detected clusters.
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# Constraint
1 (cg1,2 OR cg2,1) ≥ 0.2
2 (pe1,2 OR pe2,1) > 0 AND ∆S1
3 BCGid AND ∆S2
4 (pe1,2 OR pe2,1) ≥ 0.2 AND ∆S3
5 (pe1,2 OR pe2,1) ≥ 0.2 AND ∆S4
Table 5.3: New thresholds (emboldened) set following investigation of
merging and fragmentation of ORCA clusters. These conditions are used
to consider whether two clusters are multiple detections of the same
system. If any one of these conditions are satisfied, the algorithm picks
the “best” cluster of the two.
merged.
Previously, where a choice was to be made between detections of the same cluster,
the BCG was simply the brightest galaxy in the “best” candidate. In some cases this
particular cluster may feature a bright peripheral galaxy classified as the BCG, whilst
alternative detections had instead designated a more central member, assumed closer to
the minimum of the cluster potential. In the more relaxed BCG allocation scheme that
follows, we make use of associate cluster members - those galaxies not in the final selected
cluster, but nevertheless assigned to one or more of the candidate clusters.
We select the brightest cluster member (associate or otherwise) within 0.5rmax of the
“best” cluster’s estimated centre. This radial constraint ensures the inclusion of a gen-
uine but peripheral cluster member does not prevail over central systems more tradi-
tionally associated as cluster BCGs. This relaxation in BCG definition is also motivated
by the observation that central galaxies are often bluer than the red sequence formed by
their companions. A visual example can be seen in Figure 3.21 (chapter 3), possibly aris-
ing from low-level star formation as gas is processed in the cluster core. The new BCG
assignment procedure in effect widens the acceptable colour range a BCG may occupy4
by considering associate members detected in filters flanking the cluster sequence.
4Although only for those clusters detected in more than one photometric filter - approximately 70% of
clusters in final catalogues.
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Figure 5.17: The model magnitude errors as a function of magnitude
for the griz SDSS bands. These are used to formulate magnitude limits
before the cluster detector is applied to the data. The horizontal red line
indicates the threshold above which we exclude, by setting a suitable
magnitude limit, galaxies with significant photometric uncertainties.
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Colour Slope (β) Width (σ) Range 1st-stage filters
g-r variable 0.152 0.47− 2.00 39
r-i variable 0.152 0.00− 1.22 38
i-z variable 0.152 −0.10− 1.10 31
Table 5.4: Photometric selection filter parameters applied to the DR7
data.
5.6.4 Photometric filters
We now turn our attention to the set of photometric filters that will be applied to each
cell. As with detections in Stripe 82, wewill employ the g-r, r-i and i-z band-pairs to iden-
tify sequences. We keep the same selection filter widths and colour ranges, summarised
in Table 5.4. Magnitude limits are applied to the input catalogue in order to prevent
the inclusion of photometrically noisy data. We apply the same approach discussed in
§3.3.7 and apply cuts of (g, r, i, z) = (22.6,22.2,21.7,20.1) to extinction-corrected galaxies.
The magnitude error distribution for these four bands can be seen in Figure 5.17. These
cuts reduced the source catalogue to 23,829,607 galaxies.
We make use of our deeper detections from chapter 4’s Stripe 82 data to produce
filter slopes (β) that vary with normalisation (cm20) when searching through the colour-
magnitude space. In general, the filter width should remain broad enough to encapsu-
late the entire sequence of a speculative cluster. However, adjusting the slope to better
represent the predicted cluster sequence gradient may, in reducing the selection of back-
ground galaxies, increase the contrast of the cluster signal. To determine β(cm20) for all
three colours, we fit splines to the cm20-β relation using the following procedure. Se-
quence slopes and colour normalisations are calculated for every Stripe 82 cluster in the
colour they were detected in. In each colour, distributions sampling these data were
generated by calculating the median sequence slope of clusters in a set of cm20 bins. A
spline fitted5 to these points quantified the sequence slope evolution with normalisation.
To improve spline fits, each cm20 bin was assigned a weight 1/σ, with σ calculated as the
scatter of cluster sequence slopes within the bin. To prevent bins with small samples
influencing the fit, we reject those containing fewer than five clusters. Figure 5.18 shows
5We use the B-spline fitting routine from the FORTRAN FITPACK library (Dierckx, 1993).
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Figure 5.18: The sequence slope (β) evolution with colour normalisa-
tion cm20 in g-r (blue) and r-i (red) detected ORCA clusters from Stripe
82 data. The solid lines indicate splines fit to this cluster data, and are
used to guide ORCAwhen searching for clusters in the DR7 dataset.
the splines and source data for g-r and r-i cluster detections. B-splines are completely de-
fined by their knots, coefficients and polynomial degree. To facilitate the future recovery
of these splines we provide this information in §C.6 of Appendix C.
5.6.5 The cluster catalogue
Our final step before applying ORCA to the survey involves setting data boundaries and
areas for each cell with DARB . For cells at higher declinations, we found DARB un-
derestimated the area compared to the HEALPix utility discussed later in §5.6.6. This
arises from the difference in HEALPix projections and the conformal sampling grid ap-
plied to the data. We therefore opted to use HEALPix estimates for each cell area (with
nside=128, see Table 5.5) but keep the DARB boundary and hole identifications. More
details on the HEALPix utility can be found in the following section.
We apply the detection algorithm to each of the 152 cells, following which they are
merged (and overlap regions processed) to form a final catalogue of 32,808 clusters with
at least 5 members - 9,547 of these have Ngal ≥ 10. A total of 335,581 galaxies (1.4% of
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Figure 5.19: A gallery of cluster detections probing out to z=0.6. Top-
left to bottom right shows a sequence of ORCA cluster detections from
z = 0.05 to z = 0.6 in increments of dz = 0.05. All cluster redshift un-
certainties are less than the sampling interval we use here, with the ex-
ception of the most distant cluster (with an uncertainty only marginally
greater than the bin width). The horizontal white bar indicates a scale
of 1’ in each image, which are predominantly 5’×5’.
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the magnitude-limited source catalogue, excluding associate members) were assigned to
ORCA clusters.
A gallery of example cluster detections from this catalogue can be seen in Figure
5.19, where in each case the image is centred on the cluster BCG. Clusters are ordered in
ascending redshift in steps of dz = 0.05 from top-left (z = 0.05) to bottom right (z = 0.60).
Cluster redshifts were calculated using the median-weighting prescription described
in §3.4.2 by evaluating photometric redshifts (supplied for each galaxy) and available
spectroscopic data. The median cluster redshift of the survey was zmed = 0.21, but the
cluster redshift distribution (the top-left panel in Figure 5.20), suggests cluster identifi-
cations out as far as z ∼ 0.6. However, when comparing the normalised redshift dis-
tribution to the Stripe 82 study (the red line in the top-right panel), we see this deeper
data probes to considerably larger redshifts. In the bottom panel of Figure 5.20, we also
plot a cluster density map indicating the regions of the survey where ORCA detected the
greatest number of systems (red). The density of clusters drops with increasing declina-
tion (δ) because lines of constant RA converge when moving from the equatorial. This
results in, by convention, a smaller sampling area in cells at high declinations (see the
grey-scale density gradient in Figure 5.16) and reduces the number of clusters detected.
Because in Figure 5.20 we plot clusters in a Lambert equal-area cylindrical projection, we
weight each cluster by a factor 1/cos(δ) when calculating counts in the histogram bins.
For a statistical analysis of this cluster catalogue, detections should ideally be assigned
weights according to their position in the survey, and could include higher weights for
with high-declination systems.
5.6.6 Extrapolation to the 3pi survey
In §5.4 we noted that Pan-STARRS SAS data is unrepresentative of the expected 3-year
3pi data. In this section we extrapolate cluster yields from SDSS measurements under the
assumption Pan-STARRS will attain at least SDSS single-epoch depth after three years
of the 3pi survey. To achieve this, a more precise estimate of the SDSS sky coverage is
required, and for this we use the HEALPix6 utility.
6http://healpix.jpl.nasa.gov
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Figure 5.20: (top) The cluster redshift distribution of SDSS ORCA clus-
ters, and a comparison to detections in the deeper Stripe 82 data. In
the left plot, we show the ORCA DR7 N(z), whilst in the right plot we
compare the area-normalised DR7 redshift distribution (blue) to that
of the deeper Stripe 82 catalogue (red). (bottom) A two-dimensional
histogram of the CR footprint showing the density of clusters ORCA de-
tected. Redder colours indicate higher projected cluster densities, with
each cluster assigned a weight 1/cos(δ) to account for reduced com-
pleteness at higher declinations. The grey data at the edge of the plot
are galactic latitudes b± 10◦ from the galactic plane.
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nside Ncells Resolution (’)
128 196608 27.5
256 786432 13.7
512 3145728 6.8
1024 12582912 3.4
2048 50331648 1.7
Table 5.5: HEALPix cell resolutions as the nside parameter varies.
Care must be taken to select a cell size that neither oversamples nor
undersamples the data.
HEALPix subdivides the sky into cells of equal area and uses a set of fast routines
to calculate which cell a position resides in. These routines were used to count the total
number of HEALPix cells occupied by a 10% random sample of the ∼ 122× 106 galaxies
in the CR footprint. Care must be taken to choose an appropriate HEALPix cell size, de-
fined by the nside variable. Valid options for nside are shown in Table 5.5, along with
the corresponding resolutions. We adopt nside=256 to generate cells not so small they
oversample the typical inter-galaxy projected separation (leading to underestimates of
the sky coverage), but not so large that significant coverage is claimed in the presence of
only a few galaxies. A survey area of 7621deg2 is calculated based on a HEALPix filling
factor of 18.5% - this estimate is consistent with 7701deg2 estimated from nside=128,
and suggests a mean density of 4.3 clusters/deg2 for the SDSS CR. Based on the red-
shifts ORCA is sensitive to, we probe a comoving volume exceeding 2h−3Gpc3.
To estimate the PS-1 extragalactic science footprint, we remove an area of ±10◦ in
galactic latitude to account for the galactic plane - approximately 4200deg2 assuming
Pan-STARRS extends down to δ = −30◦. We therefore expect galaxy detections over
∼ 26, 739deg2. By achieving SDSS-depth imaging PS-1 will detect at least 1.15 × 105
clusters. This estimate does not account for y-band cluster detections in the 3pi survey7
or the reduction in extended source density at low galactic latitudes. Assuming one can
detect clusters to the same redshifts as those identified in this study, ORCA clusters will
cover a comoving volume of over 20h−3Gpc3. Of particular interest will be comparisons
7The depths explored here suggest this band will in any event by insensitive to cluster signals
5. Applying and developing ORCA 190
of this predicted yield to projections from forthcoming mock PS-1 surveys.
5.6.7 Recovering large-scale structure with ORCA clusters
Adapting our filament-finding technique from chapter 2, we use the 3D positions of
ORCA clusters detected in this survey to identify connected structures. After the ini-
tial identification of 2dFGRS groups and clusters, that particular study used a second
Friends-Of-Friends algorithm on the positions of field galaxies and group centres. In
this investigation, we used a simplified approach, applying the linking algorithm only
to detected clusters. We estimate the ORCA cluster comoving space density in 25h−1Mpc-
width annuli and use this distribution to calculate the mean, redshift-dependent inter-
cluster separation.
A spherical linking volumewas used to connect ORCA clusters together, and the prop-
erties of the structures in this sample were investigated by varying the linking length b
(preventing, as before, linking lengths exceeding 10h−1Mpc). We adopt a value b = 2.5
times the mean inter-cluster separation, based on observed percolation characteristics
analogous to those of the 2dFGRS study.
To calculate the luminosity of connected structures identified from cluster data, rest-
frame SDSS and bJ-band luminosities are determined with the K-correct code (Blan-
ton and Roweis, 2007). Just as cluster luminosities are simply the summed luminosity of
member galaxies, connected structure luminosities are the summed ORCA cluster lumi-
nosities. From ORCA cluster data, we detect 2421 connected structures (with at least two
members) extending out to z=0.53 with a mean redshift z¯=0.20.
Part of the SDSS data overlaps with the 2dFGRS NGP region; in Figure 5.21 we show
a comparison of connected structures in this volume. In the ORCA (left) reconstruction,
grey points indicate 2dFGRS galaxies from structures detected in our chapter 2 study
with at least 10 members in addition to ORCA connected structures colour-coded by the
number of members (top) and bJ-band luminosity (bottom). Because in our DR7 study we
only link ORCA clusters, the density of points is much lower than the 2dFGRS analysis,
where each dot represents either a galaxy or a group centre. Nevertheless, it can be seen
in both the membership (top) and luminosity (bottom) plots that ORCA clusters appear to
reconstruct the Sloan Great Wall and trace the brighter systems at higher redshifts. The
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Figure 5.21: The reconstructed large-scale connected structure based on
ORCA clusters (left) and spectroscopically measured galaxies in the 2dF-
GRS (right; chapter 2). To aid comparison, grey data in the left panels
are galaxies from spectroscopically-selected connected structures with
at least 10 members. The top panels show the number of galaxies as-
signed to the connected systems, the bottom shows the K-corrected bJ-
band luminosities.
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ORCA connected system at z=0.11 and α ∼205◦, despite having a similar luminosity and
membership to the Sloan Great Wall, is a separate system.
In chapter 3 (§3.7.1), we establish that ORCA detections suffer from low complete-
ness at z ≤ 0.08, explaining the few low-redshift structures identified in this survey.
Moreover, SDSS data does not extend down as far in declination, suggesting some addi-
tional structures may also be missed. Nevertheless, we demonstrate that red-sequence
techniques permit the reconstruction of large-scale structure previously identified with
spectroscopy. This approach will enable future investigations at higher redshifts without
spectroscopic measurements.
5.7 DXS SA22
In this section, we explore the detection of clusters in a band-merged optical/near-IR
catalogue (J.W. Kim, priv. communication). In principle one may follow the 4000A˚ break
out of the optical regime into the near-IR bands. This break straddles the J and K filters
out as far as z ∼ 2 and therefore allows (with sufficient depth) the exploration of clusters
more distant than can be probed by optical data.
The SA22 field is centred at (α, δ) = (334.40◦, 0.32◦) and has been the subject of pre-
vious analyses measuring the angular two-point correlation functions of Extremely Red
Objects (ERO) and Distant Red Galaxies (DRG) (Kim et al., 2011). A catalogue of cluster
galaxies would prove a valuable database to check, for example, the connection between
environment and early-type galaxies. Moreover, with photometry spanning awide spec-
tral range, accurate photometric redshift estimates of the cluster members are possible.
The near-IR bands also provide good proxies for the cluster stellar mass. Near-IR
luminosities are relatively insensitive to ongoing or recent star formation activity (Ko-
dama and Bower, 2003), meaning J and K-band photometry could provide accurate es-
timates of galactic stellar mass. We illustrate this in Figure 5.22, where we show data
from a mock survey (A. Merson, priv. communication) using the Bower et al. (2006)
semi-analytic model over a ∼100deg2 survey of galaxies out to z ∼ 4. We calculate
the observed-frame r, J, K luminosities and total (i.e. bulge + disk) stellar mass for all
galaxies in haloes out to z ≤ 1.5 with at least four other members. The total stellar mass
and luminosity are then calculated for each halo - we plot these in Figure 5.22. As one
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Figure 5.22: The correlation between observed-frame r, J, K-band lumi-
nosities and stellar mass in mock galaxy groups and clusters. As one
observes with redder bands, the correlation becomes tighter. With an
accurate handle on the cluster stellar mass, from near-IR photometry
one may infer the mass of the underlying halo (bottom-right).
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uses redder filters, the correlation between stellar mass and luminosity becomes tighter.
Having a well constrained cluster stellar mass in turn provides a good estimate of the
halo mass (bottom-right panel).
5.7.1 The data
The source data used in this study comprises ugriz Canada France Hawaii Telescope
(CFHT) optical data and UKIRT Infrared Deep Sky Survey (UKIDSS) Deep Extragalactic
Survey (DXS) JK 2” aperture photometry covering ∼5deg2 . Accompanying this cata-
logue are photometric redshifts generatedwith the EAZY (Brammer et al., 2008) pipeline,
with 1-σ scatter in ∆z/1 + zs of 0.05. To concentrate solely on the high-redshift cluster
population in this survey, we will make use of the i, J and K bands only. Because the
source data may feature drop-outs in the same manner described in §5.4 our analysis
includes all galaxies with detectable magnitudes in at least two of the three bands.
We apply magnitude cuts to the survey to reduce the inclusion of galaxies with poor
photometric accuracy, and follow the procedure laid out in §3.3.7 to derive limits of
(i, J,K) = (25.2,21.2,23.6). These cuts resulted in an input catalogue of 303,008 galaxies
with detectable magnitudes in at least two bands. This field has a number of excised
regions corresponding to extended stellar haloes (the example field demonstrating DARB
in Figure 5.1 is a subset of this survey). We apply DARB to these data, taking both excised
regions and the survey boundary into account when calculating the survey area. DARB
found the area covered was 5.3deg2 and identified all excised regions in the data.
To search for high-redshift cluster sequences, we applied ORCA to this survey with
the {i-K, J-K} and {J-K} filter combinations. Owing to the lower depth of the J-band, i-K
was selected over i-J.
5.7.2 Photometric filter parameters
To establish the colour-magnitude slopes of the i-K and J-K sequences, we determine the
predicted slope from the aforementioned 100deg2 mock survey. We identify all haloes
with redshifts z ≥0.8, stellar masses over 1010.5h−1M¯ and at least 5 galaxies. From this
subset we estimate the median sequence slope in i-K vs i and J-K vs K between redshifts
of 0.8 and 1.2. We found the slopes did not evolve over this range, and were βi−K=-0.25
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Colour Slope (β) Width (σ) Range 1st-stage filters
i-K −0.25 0.152 2.00− 4.00 51
J-K −0.09 0.152 0.66− 1.70 27
Table 5.6: Filter parameters used in the SA22/DXS ORCA detection scan.
and βJ−K=-0.09. This latter result agrees well with βJ−K=-0.088 measured for a z=0.89
cluster in Stott et al. (2009).
Stott (2007) note BCGs at z '1 have colours of at least J-K=1.6 (Vega), and simi-
larly use I-K=3.8 (Vega) as the basis for a red sequence search. Using the Blanton and
Roweis (2007) K-correct conversions to AB magnitudes, we use these values to set
the blue limits of our search. Red limits were established by visual inspection of the
colour-magnitude diagrams.
Table 5.6 details these limits and summarises the parameters used in the ORCA se-
quence searches. For galaxies within 2.0<i-K<4.0 and 0.66<J-K<1.70, the average pho-
tometric redshift is z¯p =1.22±0.55, although we emphasise we do not use redshift data
in the cluster detection process for this study.
5.7.3 Predicted cluster yield
Because the J-band is shallower than the others, it may possibly limit the detectability of
clusters in the survey. We can predict both the yield and expected membership of clus-
ter detections based on model data. An indication of our ability to select high-redshift
cluster sequences is to determine how many magnitudes below M? the J-band reaches.
The approach detailed here fits a Schechter function to the rest-frame R-band luminosity
function in the z=0.98 Millennium Simulation snapshot (snapnum=41). This band corre-
sponds to the wavelength region of the observed-frame J-band at z=0.98. From 500,000
galaxies selected from the Bower et al. (2006) catalogue in this snapshot, we derive R-
band Schechter function parameters of (φ?,M?R, α)=(3.8×10−4h3Mpc−3,−20.85,−1.10).
We select 100 galaxies with observed-frame J-band luminosities closest toMJ=-20.64
(the flux limit J=21.2 at z=0.98) and use their rest-frame fluxes to find the characteristic
rest R-band luminosity of observed-frame J-limited galaxies. From these galaxies, a lim-
iting R-band magnitude of Rlim=-18.33 was calculated: this is ∼2.5 magnitudes fainter
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than M?R. Returning to the Millennium Simulation, we may use this limit to establish
the fraction of clusters detected in the z=0.98 snapshot. We retrieve galaxies with no
Hα flux that belong to haloes with Mhalo ≥ 1014h−1M¯. The simulation allocated this
sample of 52,251 galaxies to 541 distinct dark matter haloes, with all haloes above the
Ngal=5-member limit for potential detection by ORCA (the smallest halo had 29 galaxies).
We calculate that 235 of these haloes have Ngal ≥5 members brighter than our derived
R-band detection limit, suggesting a completeness of 43%. Of those detectable haloes,
the median number of galaxies brighter than the detection limit was 6, on average cor-
responding to 8% of the total galaxy clusters in the halo (the majority of these will of
course be far below the detection limit).
As a rough cluster-yield calculation, if we take the projected area of the Millennium
Simulation (with box length 500h−1Mpc) to be 500×500h2Mpc−2 at z=0.98, the 235 de-
tectable clusters subtend 150.77deg2 in the sky. This suggests ORCA should identify 8-9
clusters in the 5.3deg2 SA22 footprint.
More precise measurements of the predicted cluster yield may come from light-cone
mock simulation data such as the 7deg2 Pan-STARRS MDS survey. This lightcone ex-
tends out to z=2.62 and was used in chapter 3 to determine the ORCA detection per-
formance. From this mock data, we identify 24 clusters with Mhalo ≥ 1014h−1M¯ and
redshifts exceeding z=0.98. Assuming the detection completeness of 43% determined
above, we calculate a cluster yield 9% higher than the Millennium Simulation estimate,
corresponding to 9 clusters in the SA22 footprint. Because both mock datasets do not
include photometric errors, they are likely to provide only upper limits to the detection
yield from the SA22 field.
Before applying ORCA to the survey, we consider one final adjustment to the detection
parameters. At larger redshifts, the reduced detectability of cluster members results in
a lower cluster galaxy surface density compared to the z ∼< 0.6 detections we have been
achieving with ORCA. Moreover, clusters at this redshift will not be as collapsed and
indeed may yet be virialised. To quantify this we compare the 24 clusters identified in
the mock lightcone survey above to all clusters 0.28 ≤ z ≤ 0.32 constructed from the
same mock data in §3.6 of chapter 3. This lower-redshift sample comprised 64 clusters
and brackets the median cluster redshift of the ΛCDM catalogue based on the SDSS
Stripe 82 magnitude limits.
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To estimate the cluster galaxy surface density for each cluster, we calculated the ra-
tio of cluster members to the surface area of the cluster. This surface area was defined
simply by pir2max, where rmax is the distance between the furthest galaxy and the cluster
centre. To reflect our Millennium Simulation cluster recovery findings above, for the
high-redshift sample, we randomly selected 8% of the members for each cluster and cal-
culated the surface density from this subset. To ensure robustness against the random
seed chosen, we repeated this random selection 200 times for each cluster. We find the
low-redshift sample is on average 4.3× denser than the high-redshift sample. This will
result in lower cluster-member Voronoi cell densities relative to the mean galaxy density
for our high-redshift sample. Because the Pthresh parameter is measured relative to the
mean density, one consequence of this will be fewer genuine cluster members consid-
ered part of the overdense cell population. We compensate for this effect by raising the
probability threshold slightly to Pthresh=0.02.
5.7.4 The cluster catalogue
Following the application of ORCA to this galaxy catalogue, we detect a total of 54 galax-
ies assigned to 9 clusters, in line with ourmodel projections. Of these, two detected in the
{i-K, J-K} selection filter combination are considered high-significance detections, whilst
the remaining seven were detected only in {J-K}. Figure 5.23 shows the position of each
of the detected systems. Systems coloured blue are those selected in {i-K, J-K}, those
coloured red are J-K-selected. The green lines indicate the survey boundary and excised
regions detected by DARB. Using the photometric redshift data calculated for the clus-
ter galaxies, we estimate a median cluster redshift of zmedian=0.89. Table 5.7 shows the
catalogue data for these detections. Because of the susceptibility of richness measures to
Poisson counting errors, and the Bgc reliance on the redshift evolution of the luminosity
function, it is likely the assumptions we made in §3.4.3 and §4.4.2 are no longer valid at
the redshifts probed here.
The median number of galaxies assigned to clusters was 6, in agreement with the
predictions of the model. Whilst the number of cluster detections matches well with
our expected cluster yield, the models do not take into account any photometric un-
certainties. It is therefore possible some of the low-significance clusters ORCA detected
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Figure 5.23: Clusters detected in the SA22/DXS. The coloured cells rep-
resent clusters identified in different colour pairs. Blue cells correspond
to clusters detected in {i-K, J-K} filter pairs, red cells in {J-K} only. Yel-
low cells belong to the BCG of each cluster. The green lines delineate
the survey boundary as estimated by DARB, in addition to the excised
regions of the survey.
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are spurious. We plan to assess these systems with UKIDSS and CFHT imaging. Of
the two high-significance detections, the eastern cluster (5 members) has a photometric
redshift of 0.97±0.04, whilst the 6-member western cluster has a photometric redshift
of 0.98±0.04. We cannot exclude the possibility these may be part of the same structure.
Both targets are therefore promising candidates for near-IR spectroscopic follow-up, and
may reveal part of a larger, connected structure.
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5.8 Summary
In this chapter we have demonstrated the application of ORCA to a variety of photomet-
ric surveys. Particularly important to the efficacy of our cluster detection is the accurate
determination of survey area. To this end, we develop DARB - an extension to ORCA that
calculates the area and boundary of the survey to be investigated. This extension also
facilitates the process of cutting out data with the same footprint from another survey
- this is utilised in our comparison of Pan-STARRS SAS data to SDSS data covering the
same region. From our comparison we find that Pan-STARRS is not currently as deep as
single-epoch SDSS coverage, but poor photometric conditions in test data of the former
prevented a fair appraisal. In deeper MDS Pan-STARRS data, measurements from in-
complete photometric redshift data and a spectroscopic sample of ORCA BCGs suggests
more distant clusters are identified. From one of these MD fields, we calculate cluster
stellar masses based on the y-band filter. These masses are found to correlate well with
the number of galaxies ORCA identifies, but more work is required to improve the corre-
lation of higher-level richness estimators with mass within ORCA . We describe the steps
taken to extract cluster data from, to date, the largest available photometric dataset avail-
able - the SDSS DR7 survey. From this galaxy catalogue we detect 32,808 clusters that
are subsequently used to identify the larger-scale connected structure in this volume.
Part of this filamentary network coincides with the 2dFGRS study described in chapter
2, and structures common to both datasets are highlighted. Finally, we demonstrate how
ORCA may be applied to near-IR data. Following an analysis of the expected yield and
detectability of high-redshift clusters, we identify nine distant cluster candidates, two of
which have redshifts close to z=1.
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Chapter 6
Poisson point processes
in Voronoi diagrams
6.1 Overview
In this chapter, we explore the fragmentation of two dimensional datasets into Voronoi
cells, and how to characterise cells from a randomdistribution. A previous (widely used)
study of this problem attempted to fit a model to randomly distributed data; we use the
integral form of this model in chapter 3 when determining the statistical significance of
cluster galaxy Voronoi cells relative to the field. As claimed by the original study, this
model incorrectly predicts the cell area distribution in the high-density regime. It is of
interest to investigate this in light of improved computational resources and the need
to quantify the level of spurious signal from the chance clustering of random points.
In §6.2 we introduce the original study, which we attempt to replicate in §6.3. In §6.4
we devise an improved experiment, and generate higher-resolution data. To improve
our understanding of the high density random cell population, in §6.5 we fit alternative
models to these new data.
6.2 The Kiang conjecture
Georgy Fedoseevich Voronoi studied the generalised n-dimensional case of what would
later become known as the Voronoi diagram (Voronoi, 1908). It was in use prior to this
however, famously applied when physician John Snow identified the source of London’s
1854 Cholera outbreak by drawing the Voronoi cell of a water pump in Broad Street
(now Broadwick Street). This geometrical technique has found modern use in a diverse
range of fields (see Figure 6.1), from earthquake analysis (Schoenberg et al., 2009) to
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Figure 6.1: (left) A Voronoi estimator describing the spatial clustering of
earthquakes on the west coast of the United States (adapted from Barr,
2008). (middle) Mapping the density of tagged neurones in a human
amygdala - a medial temporal lobe of the brain (adapted from Duyck-
aerts and Godefroy, 2000). (right) The core of a galaxy cluster identified
with the ORCA algorithm introduced in chapter 3.
mapping the distribution of (biological) cells in the Central Nervous System (Duyckaerts
and Godefroy, 2000), and of course astronomy. The application of Voronoi diagrams to
astronomical problems started with Kiang (1966).
A common thread running through many Voronoi-based studies exploits the con-
nection between the clustering magnitude in a discrete point distribution and the area
of their Voronoi cells. Moreover, because the Voronoi mesh and it’s dual the Delaunay
tessellation acts as an unbiased density estimator, it may be used to approximate a con-
tinuous density field (Schaap and van de Weygaert, 2000). In chapter 3, we discuss how
best to evaluate the statistical significance of a projected concentration of galaxies sam-
pled by a Voronoi diagram. Our approach, based on the Kiang (1966) study (hereafter
K66) characterised the cell areas of a random distribution. The statistical properties of
Poisson point processes can be used as a null hypothesis against which the measured
distribution of a set of points can be compared. K66 used simple Poisson statistics to
define the probability P(ds) that a 1D line broken up by randomly distributed points has
a fragment length in the range [s,s+ds]:
P(ds) = λe−λsds, (6.1)
where λ is the mean number of random points per unit length. From this assumption,
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Kiang derived the probability of recovering a Voronoi segment, the length between the
midpoints of two random points (and the 1-D analogue of a Voronoi cell):
P(dx) = 2xe−λ2xd(2x), (6.2)
where x is the “standardised length”: the segment length relative to the mean segment
length. The partitioning of space in higher dimensions becomes harder to achieve objec-
tively. The 2-D equivalent of break-points on a line are partition lines splitting the 2-D
plane. Unlike the 1-D case, these partition lines intersect; the choice of their intersection
points can be entirely arbitrary. To extend the segment analysis to higher dimensions,
K66 hypothesised (later termed “Kiang’s conjecture”; Moore and Angell, 1993) the gen-
eralised n-dimensional random partitioning of data into Voronoi segment lengths (1D),
cell areas (2D) and polyhedral volumes (3D) followed a γ(c)-variate (with c=2n):
dP(x, c) =
c
Γ(c)
(cx)c−1e−cxdx, (6.3)
with x corresponding to the standardised lengths/areas/volumes relative to their mean
values. K66 inferred a 2-D value of c = 4.04 ± 0.09 from, at the time, a large Monte
Carlo simulation comprising 112 realisations of a Poisson point-process. Despite claims
refuting this conjecture (e.g. Sibson, 1980), rigorous 2 and 3-D derivation remains elusive
and Equation 6.3 remains a good fit to the data.
6.3 Kiang comparison
We first compare the original K66 results to data from our attempts to replicate the orig-
inal experiment. In what follows, we will adopt the K66 nomenclature. We refer to the
randomly distributed data as “nuclei” - these are the data for which we seek cell areas.
Nuclei are placed in a square box, populated by a regularly spaced lattice of “points”.
Lattice points are used in the K66 experiment to estimate the area belonging to each nu-
cleus - more accurate area estimates are therefore possible with a higher density lattice
(i.e. more points). In K66, 80 nuclei were randomly distributed in a square box populated
by 6400 lattice points (a grid of 80×80).
Lattice points were then assigned to the closest nucleus; the area of each nucleus (rel-
ative to the mean lattice density: 6400 lattice points / 80 nuclei = 80) was approximated
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by the number of allocated points. This process, repeated with 112 different random dis-
tributions, generated the distribution of normalised areas the model in Eqn 6.3 was fit
to. In Figure 6.2, we show the distribution of standardised areas from the original study
(black) and the dP(x,c=4) model fit (red) proposed by K66. This Figure reinforces remarks
in K66 that highlight the failure of the model to adequately fit the data at x < 0.8, par-
ticularly x < 0.25 (inset). The high density domain is most relevant to the identification
of clustered signals, where cell areas should be smaller than the mean area. The vertical
dotted line in the Figure, corresponding to P(x,c=4)=0.01, indicates the largest area ORCA
selects as a potential cluster member in chapters 3-5. Because the K66 model under-
predicts the number of high-density cells arising from a random distribution, only a
lower-bound on the predicted level of contamination from the field galaxy population is
possible1.
To reproduce these results, we repeat the above procedure using the exact same num-
ber of randomly distributed nuclei inside boxes containing the same number of lattice
points. Because nuclei near the box edge will not be assigned as many lattice points
as more central nuclei, we produce periodic replications of both the random nuclei and
the lattice grid to surround the central box. We measure only nuclei in the central box,
but those close to the edge are able to gain lattice points from beyond the box boundary.
Conversely, nuclei from outside may also be assigned points fromwithin the central box.
We illustrate this arrangement in Figure 6.3 - blue cells measured in the experiment are
surrounded by red cells from the periodic replications. Although this implies the sum of
lattice points assigned to measured nuclei is not necessarily 6400, tests from our 112 runs
revealed the mean number of points assigned per box is 6400±2. We show the cell area
distribution from our study as the blue dashed line in Figure 6.2; uncertainties in these
data are calculated from Poisson counting errors in each bin. This distribution is a good
match to the original K66 experiment, and again highlights the model’s underestimation
of high-density cells.
1We make the assumption here that field galaxies are randomly distributed; in reality they are less clus-
tered than early-type galaxies.
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Figure 6.2: Nuclei area distributions from the K66 study and our at-
tempt to recreate these data. The black line indicates the nucleus area
distribution as recorded in K66, whilst the red line shows their model
fit. The blue dashed line indicates our repetition of the original exper-
iment, with uncertainties based on Poisson errors. The vertical dotted
line notes the standardised area corresponding to Pthresh=0.01 in the
ORCA algorithm.
6.4 Improved approach and resolution
There are broadly two approaches tomeasuring the cell area distribution. In the previous
section, we indirectly infer the Voronoi cell areas of nuclei by determining the number
of lattice points closest to them. This “statistical” approach does not however explicitly
calculate cell areas, and may introduce a source of error arising from inaccurate area
estimates. In this section, we use an “exact” method to define the boundaries of Voronoi
cells belonging to the nuclei.
The qhull utility (Barber et al., 1996) was used to calculate the convex hulls (Voronoi
cells) of all nuclei and determine the area of each cell. This method allows more precise
estimates for smaller cell areas, where scales below the lattice sampling frequency po-
tentially lead to area underestimates. Figure 6.3 (referred to above) shows the qhull-
calculated cell boundaries for an example dataset. To account for cells extending over
the central box boundary, we define the mean area in each run as the ratio of summed
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Figure 6.3: Example of a Voronoi diagram analysed in this study. The
central box is delineated by the grey square. Blue and red points are
the randomly distributed nuclei, the latter being periodic replications
of data in the central box. The small grey dots (one quarter the density
of those actually used in the analysis) are the lattice points used as esti-
mates for the area belonging to the nuclei. The cell boundaries depicted
here, generated by qhull, play no part in the analysis at this stage, but
were included to improve clarity.
cell area to the number of nuclei in the box.
To compare the exact and statistical methods directly, in Figure 6.4 we plot the cell
area distributions for the twomethods (using the same number of nuclei), demonstrating
the two approaches are broadly similar. Closer inspection of the high-density regime
(inset) reveals qhull (solid blue) systematically predicts more high-density cells, in line
with our expectations of higher sensitivity from this approach.
Having verified our “exact” method produces a similar distribution to the lattice-
based method, to increase the range of standardised areas probed we next generate a
new set of data with a greater number of nuclei. We produce 3750 Monte Carlo runs
with 80 nuclei per box (corresponding to 3×105 Voronoi cells in total). After establishing
the cell area distributions of these data are in line with the measurements taken thus far,
we next fit alternative models to this new, high-resolution dataset.
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Figure 6.4: A comparison of two techniques used to generate the
Voronoi cell area distribution for Poisson data. The blue dashed line in-
dicates the data produced in §6.3, whilst the blue solid line is the more
precise qhull approach detailed in §6.4. Although the distributions
are similar, the high-density regime (inset) shows the “exact” approach
predicts more small-area cells. As before, the black line indicates the
original K66 data, and the vertical dotted line the standardised area
corresponding to the ORCA selection threshold.
6.5 Alternatives to the K66 model
Whilst in this section we do not provide a rigorously-derived model of the 2-D cell area
distribution, we do hope to improve on the K66 description of Voronoi cell areas, espe-
cially in the high density regime. We propose fits to the data with two types of model.
Model one is an exponential-type function:
dP (x, a,b, c) =
xae−bxc√
bc
dx. (6.4)
Model two is a more generalised form of the original K66 distribution described in Eqn
6.2:
dP (x, a,b, c) =
xa−1ba/ce−bxc
Γ(a/c)
dx, (6.5)
where a, b & c are free parameters used to derive the best χ2-fit to the data; we note both
models are not normalised.
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Figure 6.5: Model fits to the full set of Voronoi cell areas generated by
qhull (black line). Error bars in these data arise from Poisson counting
errors in each bin. The blue, green and red lines indicate model fits
referred to in the text. The two inset panels show these fits in the high
density (x ≤ 0.5) part of the distribution (top) and for fits specifically to
this domain (bottom). The best-fit parameters for these models can be
seen in Table 6.1. As before, vertical dotted line notes the standardised
area corresponding to Pthresh=0.01 in the ORCA algorithm.
In our analysis, the models are fit to the data in three different ways. The first ap-
proach considers all data generated, the second fits only to the “high density” (x ≤ 0.5)
part of the distribution, and the third focuses on the “low density” (1.5 ≤ x ≤ 2.5) do-
main. A fit to the low-density region of the data may be useful for the identification of
cosmological voids.
In Figure 6.5, we show the best model fits to the whole distribution. The black line
indicates the cell area distributions from the 3×105 Voronoi cells. We increase the number
of area bins from 30 to 80 to allow greater sampling sensitivity; error-bars indicate the
Poisson error in each bin from the 3750 runs. The red, blue and green lines indicate fits
from the K66 (Eqn. 6.3), exponential (Eqn. 6.4) and three-parameter gamma (Eqn. 6.5)
models respectively. Although both new models appear to provide a better account
of the high-density region than the K66 study (see top-inset) the quality of fit justifies
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Model Full distribution χ2
1 a=2.50, b=0.97, c=1.86 3145
2 a=3.26, b=3.38, c=1.01 1657
K66 a=4.04, b=1.0, c=1.00 8423
Model High density (x ≤ 0.5) χ2
1 a=4.42×10−3, b=0.84, c=1.81×10−6 751
2 a=2.53, b=2.68, c=1.91 603
K66 a=4.04, b=1.0, c=1.00 6863
Model Low density (1.5 ≤ x ≤ 2.5) χ2
1 a=4.55, b=1.46, c=1.48 13
2 a=3.50, b=2.89, c=1.16 13
K66 a=4.04, b=1.0, c=1.00 291
Table 6.1: Best-fit parameters to the high-resolution Voronoi cell data.
For each model we quote the best-fit parameters and χ2 to the whole
dataset (columns two and three).
our separate analysis of particular portions of the data (as seen the bottom-inset panel
showing the fit to only high density cells). In Table 6.1 we show the best-fit parameters
for the models shown in this Figure (top), and for fits to the high density (middle) and
low density (bottom) portions of the distribution. Model 2, the modified K66 distribution,
appears to best fit the data in all three tests, and represents a significant improvement
over the original model.
In our DXS/SA22 analysis of the previous chapter (§5.7), we attempted to compen-
sate for the lower surface density of high-redshift cluster galaxies by raising the Pthresh
parameter, thus including cells with larger areas. If we had an analytic solution to the
distribution of random 2-D Voronoi cells, the Pthresh parameter would correspond ex-
actly to the fraction of cells in this sample with areas smaller than x for P(x) = Pthresh. Not
only does no such solution exist, but as we have demonstrated, our fits to the cell area
distribution are inexact. ORCA uses the K66 model to analyse the significance of each
galaxy cell. Because we know this model underestimates the number of high-density
cells, the K66 Pthresh will not select the same galaxies that an identical threshold would
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for Model 22. Using the improved fit to random data developed in this chapter, it is of
interest to compare predicted fractions of cells below the threshold for the two models.
For each Pthresh in Table 6.2, we determine the standardised area cumulative frequency
based on Eqn 3.1 for K66 and:∫
dP (x, a,b, c)dx =
∫
xa−1ba/ce−bxc
Γ(a/c)
dx = −Γi(a/c,bx
c)
cΓ(a/c)
+ C, (6.6)
for the high density fit to Model 2, where Γ and Γi respectively denote the gamma and
incomplete gamma functions. The constant of integration, C, is determined from the
boundary condition P(0,a,b,c) = 0. Although we note Model 2 is not normalised, it re-
mains a valid fit to the Voronoi cell data for the domain x ≤ 0.5. In column two of Table
6.2 we determine the standardised area corresponding to each Pthresh from the 3×105
Voronoi cells in our sample; these areas are used to evaluate the cumulative fractions
from both models. Columns three and four show fmodel = Pmodel(x)/Pthresh: the pre-
dicted fraction of cells below the threshold compared to the actual number.
For ORCA , our choice of Pthresh was observationally motivated - in §9 we adopted
the threshold best recovering a population of cluster galaxies that had been visually
identified. The threshold choice was further influenced by comparing the size of the
recovered system to the characteristic ∼1h−1Mpc galaxy cluster scale at that redshift.
In this sense, Pthresh merely acts as a tuning dial: given the known inaccuracies in the
model, values do not describe the statistical significance of the cells. Using the data in
Table 6.2, one can calibrate this dial to determine the actual fraction of spurious cells.
With Pthresh = 0.01, K66 identifies (1/0.2434)∼4× too many overdense cells relative
to the data, placing the true K66 threshold closer to Pthresh=0.04. To recover the same
population of cells using Model 2, one must adopt Pthresh=0.05 (0.05/1.2627∼0.04). Sim-
ilarly, the Pthresh=0.02 equates to a true threshold of Pthresh=0.053. It is important to note,
within this context of selecting a threshold, there is not strictly a “better” model - K66
andModel 2 merely provide mappings to the standardised area. Whilst the analysis per-
formed here permits a better insight into the spurious cell fraction, by design it does not
empower us to improve on it, irrespective of model.
An entirely alternative approach to the choice of threshold would be to decide a priori
the acceptable level of contamination within the cluster catalogue. If one were to adopt
2Equivalently, the threshold in standardised areas will be different between the two models.
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Pthresh x fK66 fModel2 Pcl
0.005 0.0990 0.1496 1.0239 4.0×10−09
0.010 0.1370 0.2434 1.1479 1.3×10−07
0.015 0.1660 0.3194 1.2262 9.8×10−07
0.020 0.1890 0.3747 1.2602 4.1×10−06
0.025 0.2080 0.4145 1.2690 1.3×10−05
0.030 0.2250 0.4486 1.2749 3.1×10−05
0.035 0.2400 0.4752 1.2724 6.8×10−05
0.040 0.2540 0.4996 1.2711 1.3×10−04
0.045 0.2670 0.5210 1.2683 2.4×10−04
0.050 0.2790 0.5388 1.2627 4.1×10−04
0.055 0.2900 0.5528 1.2536 6.5×10−04
0.060 0.3010 0.5686 1.2499 1.0×10−03
Table 6.2: The accuracy of model predictions for the fraction of over-
dense cells below the range of thresholds Pthresh. The final column
shows the probability a cell is a member of a spurious cluster with 4
other overdense neighbours.
a 1% limit, then it is clear Model 2 provides a much better estimate of the true contam-
ination level. This is particularly useful for deciding the threshold to adopt in order to
include not more than N spurious cluster detections in a large survey. The drawback
to this approach is primarily motivating the (potentially arbitrary) choice of threshold.
Nevertheless, this alternative may be of great benefit in studies where the level of per-
missible spurious noise is specified by the required sensitivity of the experiment.
It is therefore of particular interest to determine the number of spurious clusters pro-
duced in a survey. Within the ORCA prescription a spurious cluster consists of Nmin ≥5
field galaxy cells below Pthresh, each sharing at least one vertex with another member.
Rigorous estimation of this rate, not attempted here, involves the creation of newVoronoi
diagrams from two-component, clustered point-processes. Efforts to model this require
a detailed understanding of the clustering statistics for the two components (field and
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cluster), and a means to produce the distribution3. The simplified case we present here -
namely that of a random field, estimates the spurious cluster rate arising from a purely
Poisson process. If we make the simplifying (and perhaps naive) assumption that cell
areas are independent of their neighbours a formulation for the probability a random
cell is part of a spurious cluster with the lowest possible membership would be:
Pcl = Pthresh(NcPthresh)Nmin−1, (6.7)
whereNc is the number of neighbouring cells andNmin is the minimum number of con-
nected cells ORCA classes as a cluster. Both analytical and computational studies (see e.g
Tanemura, 2003) suggest 〈Nc〉 = 6, and we use the ORCA value Nmin = 5. Pcl estimates
are shown in column five of Table 6.2 for each of the thresholds investigated. As antic-
ipated, the likelihood of producing a cluster from random cells rises with threshold. In
adopting a (K66) Pthresh=0.02 in the aforementioned DXS/SA22 analysis, the chance of
producing a spurious cluster increases by a factor of 5. From the 63 Voronoi diagrams
analysed during searches through DXS/SA22 colour-magnitude spaces, 10% had suffi-
ciently large cell counts to produce one spurious cluster. Under our ORCA prescription,
we mitigate these false detections of random-cell clusters in two ways. Firstly, photo-
metric selection filters in two colours reduce the number of cells in the field. Secondly,
ORCA prevents the selection of systems below a critical density described by the Σcrit pa-
rameter in §9. Both of these measures should be sufficient to keep the false detection rate
low.
6.6 Summary
In this chapter, we have investigated the distribution of standardised (i.e. relative to the
mean) Voronoi cell areas for a random distribution. We recreate the experiment origi-
nally used to derive a model fit to this distribution, and verify the model under-predicts
the number of high-density random cells. This is of particular relevance to the detection
of cluster galaxies with Voronoi diagrams, as these cells will also have high densities. We
improve on the original experiment by generating Voronoi diagrams comprising 3×105
cells, calculating each Voronoi cell explicitly. After fitting two models to these data, we
3The Soneira and Peebles (1978) hierarchical clustering recipe is one credible method.
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find a three-parameter gamma model best describes both the overall distribution and
separate fits to the high and low density portions. We use this model to provide a bet-
ter estimate of noise arising from random cells when choosing the Pthresh parameter for
ORCA.
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Chapter 7
Summary
7.1 Overview
In this thesis, we develop methods to identify galaxy groups, clusters and filaments in
an evolving era of astronomy. Where accurate 3D spatial galaxy data are available, we
provide a prescription to extract the connected structure of the cosmic web. Because the
properties of systems detected depend on the survey geometry, the most appropriate
interpretation of the data is through comparison with mock catalogues. Despite broad
similarities between the two, it remains a challenge for models to reproduce the most
extreme structures observed. We demonstrate that photometric redshift estimators cur-
rently lack the required accuracy to faithfully reconstruct the cosmic web fromwide-area
photometric surveys. As an alternative approach, we next use multi-band photometric
data to exploit the bimodality of galaxy colours, constructing an algorithm that searches
for clusters of galaxies. We quantify the detection performance of this algorithm with a
mock survey and subsequently apply it to a range of real galaxy surveys. In the largest
cluster census, we detect some 34,000 clusters over 7,600deg2. The three-dimensional
positions of these clusters are used to reconstruct the cosmic web within a 3h−3Gpc3
comoving volume identifying, where the data overlap, structures also detected in the
spectroscopic 2dFGRS (including the Sloan Great Wall). Development of the detection
algorithm is ongoing, and we highlight one promising method to better characterise
the projected galaxy overdensity identified by both this implementation and similar ap-
proaches.
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7.2 Key findings
In chapter 2 we introduce a prescription to identify connected systems of galaxies de-
tected in spectroscopic surveys. The key result of this work is the broad agreement
between properties of observed and model structures, except at the lowest and high-
est luminosities probed. These discrepancies can be traced to inadequacies in the galaxy
formation model used. In both mock and real surveys we find the majority of connected
systems arise from two-member L? galaxies. However, only in the 2dFGRS are fila-
mentary systems of up to nearly LbJ ∼ 1014 h−2 L¯ observed, including part of a large
structure known as the Sloan Great Wall. To compensate for imperfections in the model
we apply a series of luminosity cuts to both mock and real input galaxies, but still find
mock surveys do not generate enough high-luminosity systems. We next considered a
scenario where the 2dFGRS survey had access solely to photometric data. Taking cues
from our analysis of photometric redshifts detailed in chapter 3, we simulated the re-
covery of 2dFGRS structures under varying levels of redshift uncertainty. In order to
recover the number of median-luminosity 2dF structures identified with spectroscopic
data, photoz estimators must reduce their redshift uncertainties by at least an order of
magnitude.
In chapter 3 we take an alternative approach to the analysis of multi-band surveys.
Blind, systematic searches for “red sequences” in colour-magnitude space are coupled
to Voronoi-based projected density field estimates with an algorithm named ORCA: an
automated prescription for identifying galaxy clusters. Using a mock Pan-STARRSMDS
galaxy catalogue, we compare ORCA-detected clusters to those inferred from the assign-
ment of galaxies to dark matter haloes. ORCA reliably detects clusters in halo masses
down to 1013h−1M¯ and out to z ∼ 0.6. Relative to the model clusters, ORCA detections
are 75% complete down to Mhalo = 1013.4h−1M¯ and we recover at least 75% of the
cluster stellar mass content down to Mhalo = 1013.8h−1M¯. This latter point suggests,
with supporting near-IR photometry, ORCA could be used to reliably estimate the mass
of dark matter haloes hosting galaxy clusters. Tests with real astronomical data are con-
sistent with findings from mock surveys showing the spurious detection rate is below
1%.
In chapter 4 we describe developments to the algorithm required to process large
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volumes of information in wide-area astronomical surveys. Improvements to the pri-
mary computational bottleneck, the percolation routine, resulted in an order of growth
evolving as O(N1.77), and an algorithm approximately 3 times faster than earlier efforts.
This reduced the level of spatial partitioning required when processing large-area sur-
veys. We present the first “large-survey” application of the ORCA detector by searching
for clusters in the deep 270deg2 SDSS equatorial Stripe 82. From this data we detect over
4,000 clusters. Based on available photometric and spectroscopic redshift estimates, we
derive a median cluster redshift of zmed = 0.32. Significantly, we also determine a BCG
photometric redshift uncertainty σδz = 0.017 compared to available spectroscopic red-
shifts. This level of accuracy suggests cluster redshifts can be confidently determined
if BCG photometric redshift data are available. Without such data, one can still empir-
ically fit clusters to a colour-colour track derived from detections made in this study,
providing an approximate measure of their redshift. We find the BCG colour evolution
is well matched to predictions of model LRG colours. Cluster members are monotoni-
cally bluer relative to this model as we probe fainter down the cluster red sequence, and
we attribute this effect to a mass-metallicity rather than age-driven process.
Continuing our programme to identify galaxy clusters using the red-sequence tech-
nique, in chapter 5 we describe current progress in a series of photometric surveys, in-
cluding samples from the Pan-STARRS project. We compare data representative of the
three-year 3pi-str PS-1 survey to single-epoch SDSS data, finding the latter probes deeper
in redshift and recovers more clusters. This arises from unexpectedly poor photomet-
ric conditions the PS-1 data was taken in, and future photometry should be at least as
deep as the SDSS. Spectroscopic confirmation of selected cluster BCGs in example (but
not final-depth) PS-1 Medium Deep Survey data confirms we are able to detect clusters
out to z = 0.5 in deeper exposures with the Pan-STARRS Gigapixel camera. Using y-
band data from a Medium Deep field, we are able to make estimates of cluster stellar
masses. These masses are found to correlate well with the number of galaxies that ORCA
detects. Extending the techniques developed to analyse large surveys in chapter 5, a
7,600deg2 census of SDSS data generates a catalogue of over 32,000 groups and clus-
ters with at least 5 members. Although a few clusters can be found at redshifts also
probed by deeper Stripe 82 data, the median cluster redshift is considerably lower (0.21
vs. 0.32). We take this 3D dataset and link ORCA clusters together to identify connected
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structures. Comparing our findings in a region common to both this data and the 2dF-
GRS, we demonstrate this approach can be used to identify connected systems down to
L = 1013 h−2 L¯, including the Sloan Great Wall. Extrapolating our findings to the area
covered by the Pan-STARRS 3pi survey, we expect to recover over 1.15 × 105 clusters
based on an SDSS-depth in the griz bands. We then search for clusters at redshifts where
the 4000A˚ break moves into the near-IR. With a combination of deep optical and near-
IR data covering 5.3deg2 we identify two high-probability detections at zphoto ∼1 and
seven lower-significance detections selected in J-K only. This detection yield matches
that predicted from model data.
Finally, in chapter 6we discuss improvements to the analysis of randomly distributed
datasets with Voronoi Diagrams. We investigate the work of Kiang (1966) within the
context of cluster detection, and suggest an improved fit to the normalised cell area dis-
tribution better characterising the high-density region. We discuss the implications of
this new fit, and provide estimates of the spurious cluster rate. Adoption of the new
model should improve the separation of clustered data from random data.
7.3 Plans for future research
Much of the work detailed in this thesis has been developmental: producing and testing
tools to generate filament or cluster datasets. Working from these efforts, we hope to
enter the exploitation-stage of research via three themes:
• Producing science from current or planned galaxy cluster catalogues
• Refining and extending detection techniques to improve the quality of galaxy clus-
ter science
• Developing the tools and facilities to process, distribute and explore vast cluster
galaxy datasets
7.3.1 Science exploitation of ORCA clusters
Unveiling the y-band red sequence
Sandwiched between well characterised cluster catalogues out to z = 1 and the emerg-
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ing population of vigorously star-forming protoclusters at z > 2 is a region in which
cosmological dimming and the lack of star formation conspire to form an observational
impasse and a dearth of confirmed clusters. In this “cluster desert” a critical stage of
cluster galaxy evolution occurs; the metamorphosis into quiescent early-types observed
by z = 1. An exploration of this desert holds great promise in unmasking this transition
and providing a tighter framework for galaxy formation models to operate within.
With Pan-STARRS data, one may follow the cluster population to redshifts beyond
those currently probed by the SDSS as the 4000A˚ spectral feature moves into the y-band
filter. The Medium Deep Surveys (MDS), with deep y-band photometry, will be ex-
ploited to detect ∼1,000 clusters out to z = 1.5. Characterising the cluster y-band red
sequence evolution in a sample of MDS clusters is the first step in undertaking a deep
search of Pan-STARRS data. From a preliminary search through an early-release MDS
field (9 square degrees), we identified 25 clusters with detectable i − y red sequences.
The Brightest Cluster Galaxies (BCG) of these clusters feature among a sample we con-
structed being spectroscopically targeted for preliminary investigations of the sequence
evolution. Following completion of PS-1 operations, compilation of the most compre-
hensive optically-selected deep cluster catalogue will enable both direct and follow-up
studies to build a picture of the evolving cluster membership and quantities such as the
Dark Energy equation of state parameter w. Because near-IR luminosities are relatively
insensitive to ongoing or recent star formation activity, access to J, H and K-band pho-
tometry could probe cluster stellar mass assembly while the ORCA detector searches to
higher redshifts.
Whilst the total area covered by the MDS is some 50× smaller than that proposed by
the Dark Energy Survey, PS-1 will probe to deeper redshifts, and sooner, providing early
precision-estimates of w through cluster counts. Moreover, while plans to add a Y -band
filter to the existing DES bands will allow the detection of higher-redshift clusters, it will
require an understanding of the red sequence evolution proposed here.
Unmasking cluster evolutionary history: refining E/SO ridgeline detections
By following the 4000A˚ spectral feature to redder wavelengths, one is able to track the
evolution of the cluster population for as long as a detectable red sequence remains in
place. With a fast-growing volume of IR data (e.g. Herschel, Spitzer), and evidence that
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galaxy colour bi-modality is in place as early as z = 3 (Kodama et al., 2007; Doherty
et al., 2010), logical extensions to the algorithm are modifications to search for more
distant clusters. An ORCA adaptation has already identified clusters in SERVS1 with
near-IR Spitzer bands (Geach et al., 2010) out to z = 1.2, but work towards sampling the
z = 1.2 − 2 regime will provide direct access to what is at present only a sparse sample
of distant ETGs.
Star formation in Brightest Cluster Galaxies (BCGs)
With a large sample of BCG candidates, one may probe the role star formation plays
in the cores of clusters. Excess blue light from short-lived main-sequence stars leads to
departures from the red sequence in the BCG population, impacting cluster detection
algorithms such as ORCA .
As an external member of the SDSS3:BOSS team, wewill assist in probing the star for-
mation and AGN activity of ∼ 1500 cluster BCGs we selected from the Stripe 82 cluster
catalogue in chapter 2 (PI: Leauthaud). This sample, the largest of its kind, will pro-
vide a comprehensive probe of central star formation out to z = 0.4. Although different
feedback prescriptions make very distinct predictions on the amount of star formation in
massive haloes (McCarthy et al., 2011), only observational data samples of this size can
provide the resolving power to discriminate between them. Enhancing this dataset are
spectra currently being taken of cluster BCGs in the Pan-STARRSMDS fields. Follow-up,
high-resolution (or IFU) spectroscopy of selected targets would yield a low-risk insight
into the complex behaviour of cluster cores.
Detecting ORCA-lensed “red nuggets”
With the gravitationally lensed amplification of faint high-redshift galaxies by ORCA clus-
ters, near-IR photometric filters are well placed to identify “red nuggets” - compact Early
Type Galaxies (ETGs) at z = 1− 2with evolved stellar populations and low levels of star
formation. Accounting for the assembly and subsequent evolution of such systems into
today’s population of massive early-type ellipticals presents a major challenge to our
understanding of galaxy evolution (see, for example Newman et al., 2010). With Her-
schel data, (Coppin et al., 2011) have already identified significant excess far-IR emission
attributed to (potentially lensed) background sources within the virial radius of SDSS-
1http://www.cv.nrao.edu/∼mlacy/servs.html
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selected ORCA clusters.
As co-I of a Cycle 8 Spitzer Snapshot Proposal (PI: Geach), we hope to secure 3.6µm
and 4.5µm imaging of ∼400 ORCA SDSS Stripe 82 cluster lenses at z = 0.3 − 0.5, aiding
in the identification of at least 50 lensed ETGs. In the z = 1− 2 target redshift range, the
remaining IRAC channels probe the rest-frame 1.6µm H− spectral bump of early-type
galaxies. Supporting these bands with existing optical (e.g, r-band) imaging allows a
clean colour-colour separation between this high-redshift population and members of
the lensing cluster itself. Dust-obscured high redshift galaxies can be filtered by 3.6µm
flux, whilst detections of redder, dust-enshrouded AGN provide (gratis) a supplemen-
tary dataset. Follow-up spectroscopy required to characterise these galaxies would not
require the prohibitively expensive integration times required of an equivalent, unlensed
sample. For example, had the J1255-0 (Kriek et al., 2009) ETG been a lensed red nugget,
amplified by 5×, one could have reduced the heroic ∼30hr slit integration time to 1.2hr
for the same signal-to-noise spectrum. Dramatically reducing the required integration
time for each object in this way facilitates rapid compilation of the first comprehensive
“nugget” sample through which a clearer understanding of their properties and char-
acteristics can be gained. While this work carries some level of risk (e.g. fewer lensed
sources than anticipated), the potential number of high-redshift candidate ETGs is com-
petitive with the HST CANDELS2 project by trading depth and spectral coverage with
area.
Cluster, filament & void cosmology: the Large-Scale Structure link
Evolution of the cluster mass function is a sensitive probe of structure growth and the
distance-redshift relation. These in turn rely on the properties of dark energy (char-
acterised by the equation of state parameter w), and the mass density of the universe
ΩM. Characterising the ORCA cluster mass function in a large survey volume such as
Pan-STARRS, combined with priors from other experiments (e.g. Baryonic Acoustic Os-
cillation studies and the CMB) will lead to tighter cosmological parameter constraints.
The filament-detection approach laid out in chapter 2 will be extended to identify
ORCA-based superstructures not only in a survey volume approximately 40× that of the
2dFGRS, but also in an array of realistic mock surveys. Filament catalogues can place
2http://candels.ucolick.org
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limits on the frequency of extreme (LbJ > 10
13.5 h−2 L¯) structures in the real universe,
and the ability of models to reproduce them in the same abundance. Quantitative com-
parisons of mock filament catalogues with differing cosmologies will allow an evalua-
tion of filaments and superclusters as probes of cosmological parameters such as σ8. By
exploiting the large volumes probedwith PS-1 3pi data, the detection of new “superstruc-
tures” may place limits on the homogeneity scale required to conserve the cosmological
principle.
Non-Gaussianities in the primordial density distribution will be most apparent from
the statistics of objects characterising its extreme tail. In conjunction with void cata-
logues, the statistical analysis of large-volume filamentary catalogues could lead to con-
straints on the non-Gaussianity parameter fNL independent of those from higher-order
galaxy clustering and biasing in the halo power spectrum (see, e.g. Verde, 2010). These
data could even hint at discordance in the inflationary model of structure formation.
7.3.2 Developing the ORCA detector
We identify here two key projects that will produce higher quality science through addi-
tional improvements to the algorithm:
Optical richness estimators and mass calibration
We are involved in a broad collaborative drive to enhance science from SDSS Stripe 82,
transforming it into a valuable multi-epoch, multi-wavelength data legacy. For example,
we assisted in defining the footprint for a deep, <0.8”-seeing CFHT imaging survey (PI:
Kneib, close to completion at time of writing) that will cover many of the clusters we
detected in chapter 4. The imaging quality of this survey is ideal for constraining the
masses of ORCA clusters through weak lensing.
Connecting optical richness measures (e.g. Bgc) to more direct mass measurements
of a cluster sample is observationally the cheapest way to derive masses for clusters
spanning wide-area optical surveys, and important in determining the selection limits
of the cluster catalogue produced. However, the correlation between optical richness
and cluster mass estimates (X-ray or otherwise) suffers from large scatter (see Gladders
et al., 2007; Rozo et al., 2008, for examples). We aim to formulate an improved cluster
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richness parameter that could be applied to the optical counterparts of, for example SZE-
detected clusters. Preliminary simulation tests of optical mass proxies we described in
chapter 4 will be connected to five inter-calibrated cluster mass estimators:
i Weak lensing studies of Stripe 82 ORCA clusters with deep CFHT i-band imaging
(PI: Kneib).
ii X-ray cluster masses with proposed (PI: Glikman) deeper XMM coverage comple-
mentary to CFHT data.
iii Strong-lensing model cluster mass estimates (e.g. LENSTOOL, Jullo et al., 2007)
using a visually-identified Stripe 82 arc catalogue generated in Durham.
iv Exploiting the M? − Mhalo connection with near-IR stellar masses via proposed
NEWFIRM (PI: Ross) imaging.
v Redshift-insensitive SZE mass estimates with stacked Planck data (via the Pan-
STARRS MOU) and the ACT cluster detection campaign where possible.
Constraining the cluster selection function
In cluster science, the results from the weighting, stacking or binning of systems relies as
much on what isn’t observed as what is. In chapter 3, we use mock data to quantify the
algorithm performance in terms of the completeness, purity and spurious detection rate.
Although tests indicate a detection performance on a par with alternative algorithms,
further work in this area is essential for the production of cluster-led science. To this
end, work is underway to compare the ORCA cluster selection function to that of a com-
plementary group finder (Liu et al., 2008) using PS-1 MDS data. With our experience in
generating realistic mock surveys, a suite of 50 independent MDS reproductions will be
derived from Pan-STARRS lightcone data, providing a deeper insight into the detection
capability. Moreover, the comparison of observed cluster properties to those in mock cat-
alogues will motivate the further development required (e.g. Hilbert andWhite, 2010; de
la Torre et al., 2011) in simulating the observed group and cluster galaxy population.
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Figure 7.1: Left: Screenshot of the prototype Cluster Zoo utility. A non-
expert used this application to identify distant galaxies gravitationally
lensed by ORCA clusters selected from chapter 4. From a sample of 1100
clusters, 450 putative lenses were classified. Right: Exploring ORCA
Pan-STARRS galaxy clusters in Google-Sky.
7.3.3 Distribution, interaction and exploration of cluster data
Often overlooked in the challenge of deriving maximal science from a dataset is the
“front end” - how (and indeed what) data is made available. The SDSS CAS3, for ex-
ample, has been an indispensable resource for the astronomical community, resulting in
SDSS legacy data being among the most published and cited Astronomical resources.
Our plans for developing two particular aspects of access to ORCA data are discussed
here:
Access to cluster data
Surveys such as the 2dFGRS and SDSS have shown that the true science potential of a
project can be more easily reached if data is available in the public domain. How then to
support access to this data?
Enabling science from large datasets firstly requires easy access to them. For Pan-
STARRS, a collaboration cluster database would likely integrate with the Published Sci-
ence Products Subsystem (PSPS, Leader: Jim Heasley). To progress with this, a SQL
database could be developed, in much the same spirit as the Virgo Consortium Mil-
3http://casjobs.sdss.org
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lennium database4, capable of serving top-level cluster information, detailed cluster
membership data and linkage to the significantly larger photometric parent catalogue.
Throughout the development process we would supply both real and mock cluster data,
assist in schema development and the soak-testing of a prototype database.
Citizen science
Our initial experience in community science came through development of Cluster-Zoo,
a prototype application enabling public users to view and classify cluster imaging (see
the left panel of Figure 7.1). In addition to gauging the completeness and spurious de-
tection rate within cluster catalogues, considerable motivation comes from the identifi-
cation of distant, lensed galaxies. Notoriously difficult to identify in an automated fash-
ion, we foresee “humanware” leading software in efforts to detect lenses in wide imaging
surveys. Cluster-Zoo assisted an undergraduate summer student in the compilation
of a putative lensed galaxy catalogue from irg colour imaging of Stripe 82 ORCA clus-
ters. With this single volunteer viewing a high-mass subset of the cluster catalogue, 450
putative arcs were identified. Some 7% of these were professionally evaluated as high
probability lenses and a selection were spectroscopically followed up.
In related developments, we have produced a utility converting ORCA cluster data
into “keyhole markup language” (.kml) files for interactive use in Google-Sky. In
addition to denoting the position of cluster members on the sky-map, data is also in-
cluded that describes basic properties of the cluster. Such utilities have broad outreach
potential. Google-Sky data for Pan-STARRS cluster catalogues have been made avail-
able internally to consortium members. Both of these projects require further feature-
development, testing and supporting reference material before they are made publicly
available.
7.4 Concluding remarks
The key results and findings of our study into the detection of large-scale structure in
large astronomical surveys are:
• With full 3D galaxy data, we show filamentary structure can be detected in spec-
4http://galaxy-catalogue.dur.ac.uk:8080/Millennium
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troscopic surveys, but mock surveys are as yet unable to reproduce the largest
observed structures. Larger surveys may be required to characterise these super-
structures and attempt precision “filamentary cosmology”.
• Attempting recovery of the same structures using photometric redshifts tends to
homogenise the connected systems, erasing the lowest and highest luminosity de-
tections. The algorithms used to calculate these redshifts must reduce their mea-
surement uncertainties to at least δz = 0.002 to recover a similar range of structure
luminosities found in spectroscopic datasets.
• We develop an algorithm to detect galaxy clusters that makes no prior assumptions
about their properties other than the similarity in colour of their members and an
enhanced projected surface density. Tests on model data with the algorithm reveal
a detection performance matched well against alternative algorithms.
• Application of this algorithm to a 270deg2 survey with deep SDSS photometry pro-
duced a catalogue of over 4,000 clusters. Scientific exploitation of this survey is on-
going, but studies in work presented here show: cluster identifications to z = 0.6,
agreement with the model red sequence slope evolution, evidence stellar age is not
responsible for the sequence, and a well-defined colour-colour track of potential
use in photometric cluster redshift estimation.
• Following additional development, we find the algorithm is capable of successfully
detecting galaxy clusters in a variety of datasets. Our largest study, covering 7,600
square degrees, recovered 32,808 clusters and provides an estimated cluster yield
for the PS-1 3pi survey. Using the accurate 3D positions of these clusters, we are
able to recover connected structures also identified with spectroscopic data in the
2dFGRS.
• By detecting clusters in iJK band-merged photometry, we demonstrate ORCA is able
to track the 4000A˚ break beyond the optical regime.
• A frequently used model describing Voronoi cell areas in a random distribution
fails to accurately predict the high density regime important for cluster detection.
The alternative model presented in this work provides a better fit to this distribu-
tion and may in the future be used to improve Voronoi-based recovery of clustered
data.
7. Summary 229
Scientific Acknowledgements
In addition to the section at the front of this thesis, included here are acknowledgements
to organisations who made available their data, code or support during the course of
this work:
• The Science and Technology Facilities Council for financial support with a PhD
studentship.
• The Hatfield Trust for an MCR Research Award.
• The 2dF Galaxy Redshift Survey was made possible through the dedicated efforts
of the staff of the AAO, both in creating the two-degree field instruments and in
supporting it on the telescope.
• Calculations in parts of this thesis were performed on the ICC Cosmology Ma-
chine, which is part of the DiRAC Facility jointly funded by STFC, the Large Facil-
ities Capital Fund of BIS, and Durham University.
• The Millennium Simulation databases used in this paper and the web application
providing online access to them were constructed as part of the activities of the
German Astrophysical Virtual Observatory.
• Funding for the SDSS, SDSS-II and SDSS-III has been provided by the Alfred P.
Sloan Foundation, the Participating Institutions, the National Science Foundation,
the U.S. Department of Energy, the National Aeronautics and Space Administra-
tion, the Japanese Monbukagakusho, the Max Planck Society, and the Higher Edu-
cation Funding Council for England. The SDSSWeb Site is http://www.sdss.org.
The SDSS is managed by the Astrophysical Research Consortium for the Participat-
ing Institutions. The Participating Institutions are the American Museum of Nat-
ural History, Astrophysical Institute Potsdam, University of Basel, University of
Cambridge, Case Western Reserve University, University of Chicago, Drexel Uni-
versity, Fermilab, the Institute for Advanced Study, the Japan Participation Group,
Johns Hopkins University, the Joint Institute for Nuclear Astrophysics, the Kavli
Institute for Particle Astrophysics and Cosmology, the Korean Scientist Group, the
Chinese Academy of Sciences (LAMOST), Los Alamos National Laboratory, the
7. Summary 230
Max-Planck-Institute for Astronomy (MPIA), the Max-Planck-Institute for Astro-
physics (MPA), New Mexico State University, Ohio State University, University
of Pittsburgh, University of Portsmouth, Princeton University, the United States
Naval Observatory, and the University of Washington.
• The Pan-STARRS Project is being led by the University of Hawaii Institute for As-
tronomy, and exploits the unique combination of superb observing sites and tech-
nical and scientific expertise available in Hawaii. Funding for the development of
the observing system has been provided by the United States Air Force Research
Laboratory. The PS1 Surveys have been made possible through contributions by
the Institute for Astronomy, the University of Hawaii, the Pan-STARRS Project Of-
fice, the Max-Planck Society and its participating institutes, the Max Planck Insti-
tute for Astronomy, Heidelberg and the Max Planck Institute for Extraterrestrial
Physics, Garching, The Johns Hopkins University, Durham University, the Univer-
sity of Edinburgh, the Queen’s University Belfast, the Harvard-Smithsonian Center
for Astrophysics, the Las Cumbres Observatory Global Telescope Network, Incor-
porated, the National Central University of Taiwan, and the National Aeronautics
and Space Administration under Grant No. NNX08AR22G issued through the
Planetary Science Division of the NASA Science Mission Directorate. Any opin-
ions, findings, and conclusions or recommendations expressed in this article are
those of the author(s), and do not necessarily reflect the views of the National Aero-
nautics and Space Administration.
• The UKIDSS project is defined in Lawrence et al. (2007). UKIDSS uses the UKIRT
Wide Field Camera (WFCAM; Casali et al., 2007). The photometric system is de-
scribed in Hewett et al. (2006), and the calibration is described in Hodgkin et al.
(2009). The pipeline processing and science archive are described in Hambly et al.
(2008).
• The task of manipulating large datasets was eased considerably with our use of
TOPCAT (Taylor, 2005). We thank Mark Taylor for the continued development of
this utility.
• We thank Vitalii Vanovschi for the development, availability and support of the
Parallel-Pythonmodule (http://www.parallelpython.com)
Appendix A
The redshift-dependent
2PIGG purity f (z)
To account for the incorrect inclusion of interloper galaxies in 2PIGG galaxy groups,
in §2.4 we randomly eject a random, redshift-dependent fraction of group galaxies back
into the field. From Eke et al. (2004a), we derive the fraction, f(z), of group galaxies that
are genuine members of the parent halo. We use two quantities described in §4 of that
paper:
(i) < Ngood/Nspawn > : the mean fraction of interloper galaxies assigned to haloes with
Nspawn galaxies.
(ii) < q > : the mean quality of the group-to-halo matches
In Eke et al. (2004a), the “quality” parameter is defined as:
q =
Ngood −Nbad
Nspawn
, (A.1)
where Ngood is the number of galaxies assigned to a group that belong in the halo, Nbad
is the number of galaxies assigned to the group that were not from the halo, and Nspawn
is the true number of galaxies residing in halo.
Our definition of f(z) is therefore:
f(z) =
Ngood
Ngood +Nbad
. (A.2)
Our estimation of the redshift variation in the quantities (i) and (ii) describe above
comes from Figure 2 of Eke et al. (2004a) (reproduced here as Figure A.1):
Nbad
Nspawn
= 0.2 + z,
Ngood −Nbad
Nspawn
= 0.8− 1.5z. (A.3)
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Figure A.1: (adapted from Eke et al., 2004a) The mean interloper frac-
tion for haloes withNspawn galaxies (top) and the quality parameter bot-
tom The three lines indicate different aspect ratios Rgal of the linking
cylinder. Our study uses Rgal=11 - the solid line.
From these definitions we derive f(z):
Ngood
Nspawn
− 0.2 + z = 0.8− 1.5z
Ngood
Nspawn
= 1− 0.5z
Ngood = (1− 0.5z)Nspawn
Ngood +Nbad = Ngood −Ngood + 2Nbad = (0.8− 1.5z)Nspawn + 2Nbad
Ngood +Nbad = (0.8− 1.5z)Nspawn + 2(0.2 + z)Nspawn
Ngood +Nbad = (1.2 + 0.5z)Nspawn
Ngood
Ngood +Nbad
=
1− 0.5z
1.2 + 0.5z
=
2− z
2.4 + z
= f(z). (A.4)
Appendix B
SDSS CAS Query
This querywas used to extract model magnitudes and their errors for galaxies in both
the small 7deg2 subset in chapter 3 and the full survey in chapter 4. A slightly modified
version of this query was used to extract galaxies for the SDSS DR7 study in chapter 5.
SELECT p . ra , p . dec , p . objID
p . modelMag u as model u , p . modelMag g as model g ,
p . modelMag r as model r , p . modelMag i as model i ,
p . modelMag z as model z ,
p . modelMagErr u as model u err , p . modelMagErr g as
model g err , p . modelMagErr r as model r err ,
p . modelMagErr i as model i err , p . modelMagErr z as
model z err ,
p . e x t i n c t i on u as ext u , p . e x t i n c t i on g as ext g ,
p . e x t i n c t i o n r as ex t r , p . e x t i n c t i o n i as ex t i ,
p . e x t i n c t i on z as ex t z
FROM Str ipe82 . . Galaxy as p
WHERE ( f l a g s & ( dbo . fPhotoFlags ( ’BINNED1 ’ ) |
dbo . fPhotoFlags ( ’BINNED2 ’ ) |
dbo . fPhotoFlags ( ’BINNED4 ’ ) ) ) > 0
AND ( f l a g s & ( dbo . fPhotoFlags ( ’BLENDED’ ) |
dbo . fPhotoFlags ( ’NODEBLEND’ ) |
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dbo . fPhotoFlags ( ’CHILD ’ ) ) ) ! = dbo . fPhotoFlags ( ’
BLENDED’ )
AND ( f l a g s & ( dbo . fPhotoFlags ( ’EDGE ’ ) | dbo .
fPhotoFlags
( ’SATURATED’ ) ) ) = 0
AND ( p . psfMag r−p . modelMag r > 0 . 0 5 )
AND ( ( p . run = 1 0 6 OR p . run = 2 0 6 )
AND ( p . modelMag r > 14 . 0 )
AND ( ( p . modelMag r−p . e x t i n c t i o n r ) <= 24 .0 ) )
The conditions listed at the end of this SQL query ensure the objects returned are
genuine galaxies with high quality photometry. In particular, the image processing flags
from the SDSS photometric pipeline are used to ensure stellar contamination and low-
significance detections are filtered from the catalogue. The flags we make use of are
briefly summarised below:
– BINNEDn: (n=1,2,4) An object detected with greater than 5-σ significance in a
binned n×n image.
– BLENDED: Object has more than one peak, and so may be a composite source.
– NODEBLEND: Object hasmore than one peak, but was not deblended (generally due
to its proximity to an edge)
– CHILD: The object is the result of an attempt to deblend the parent. We included
these objects where it is not also a candidate for deblending.
– EDGE: Where an object is too close to the edge of the frame, it will be assigned this
flag. These objects should be re-detected in overlaps, and are therefore rejected in
our query.
– SATURATED: The object contains saturated pixels. We reject objects that have been
assigned this status.
Appendix C
Cluster data
This appendix contains HDF5 Stripe 82 catalogue information and top-level data from
ORCA catalogues. Readers are referred to §3.4.1 for a description of the table-data columns.
C.1 Stripe 82 hierarchical data
This section describes the schema of the Stripe 82 Hierarchical Data Format (HDF, ver-
sion 5) cluster catalogue; this format permits access to more detailed cluster data.
Parameter Description Ref
ID Cluster identification number
ra, dec Cluster RA, dec (◦, J2000) §3.4.2, p.99
ra bcg, dec bcg BCG RA, dec (◦, J2000)
ngal Number of cluster galaxies
redshift Cluster redshift §3.4.2, p.99
redshift code Source of redshifts §3.4.2, p.99
theta80 Cluster angular radius θ80 (◦) §3.4.5, p.101
concentration θ80/θ20 concentration parameter §3.4.5, p.101
Agc Preferred richness metric Agc[1,i] §4.4.2, p.143
/. ./Richness
../Class Richness class R1-R4 §4.4.2, p.144
../R500/ Measurements within 0.5h−1Mpc §4.4.2, p.142
../Theta80/ Measurements within θ80 §4.4.2, p.142
../../RedSequence/ Galaxies within selection filter §4.4.2, p.142
../../MagLim/ Galaxies down to flux limitml §4.4.2, p.142
../../../../Nb Background galaxy counts §4.4.2, p.142
../../../../Nnet Net galaxy counts §4.4.2, p.142
../../../../Agc Angular correlation function amplitude §4.4.2, p.143
../../../../Bgc Bgc richness statistic §4.4.2, p.143
/. ./Galaxies/GalaxyNNN
../objID, DR7 objID Unique SDSS Stripe 82/DR7 identifier
../ra, dec RA, dec (◦, J2000)
../specz, photoz Spectroscopic and photometric redshifts
../specz source Spectroscopic redshift source
../photoz source Photometric redshift source
../u, g, r, i, z SDSS model magnitudes
Table C.1: Information and references for the schema in Figure C.1.
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Figure C.1: HDF5 schema for the ORCA Stripe 82 cluster catalogue. The
catalogue comprises a list of clusters (Cluster0000-Cluster4097).
In addition to the “top level” data similar to those available in the ta-
bles of this appendix, each cluster also has daughter tables containing
richness and member galaxy data.
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C.6 SDSS DR7 slope-normalisation spline data
Colour Knots Coefficients degree
g-r 0.74387715 -0.03873526 3
0.74387715 -0.04950758
0.74387715 -0.04656256
0.74387715 -0.04720442
1.80056787 0.
1.80056787 0.
1.80056787 0.
1.80056787 0.
r-i 0.24445163 -0.02717082 3
0.24445163 -0.00116641
0.24445163 -0.02491031
0.24445163 -0.04442966
1.3142992 0.
1.3142992 0.
1.3142992 0.
1.3142992 0.
i-z 0.18375215 -0.02593966 3
0.18375215 -0.0261061
0.18375215 0.00612762
0.18375215 -0.04328547
0.66862139 0.
0.66862139 0.
0.66862139 0.
0.66862139 0.
Table C.6: Based on Stripe 82 ORCA cluster detections, this Table con-
tains the data required to reconstruct the splines used to quantify the
cm20 − β relation for the g-r , r-i and i-z colours. These splines may be
evaluated with the FITPACK FORTRAN module (e.g. splev.f).
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