In this paper, we implement the Russian standard block cipher Grasshopper on Field-Programmable Gate Array (FPGA). We also study the Correlation Power Analysis attack, which is a special type of side-channel attack proposed by Brier et al [1] . To face this kind of attack, we propose a solution of software countermeasure, and we present the associated implementation of the Grasshopper algorithm. These two implementations are then compared to an AES-256 one. Finally, through the implementation of a CPA attack on an FPGA development board, we show that typical attack models that work on AES fail on Grasshopper implementations.
The linear transformation
Noted L, the linear function of Grasshopper is based on another function noted R. Assuming that state x is noted x 15 ||x 14 ||...||x 0 3 , we have :
where R(x) = l(x 15 , ..., x 0 )||x 15 If P is the plaintext, and C the resulting ciphertext, then the encryption routine is written as follows (or can be represented as the diagram shown in Figure 1 
First implementations and performances
The first objective of this research was to provide an optimised implementation of the Grasshopper algorithm. Thus, several versions of the algorithm have been developed, in order to compare their performances, both in terms of encryption rate and compactness. For example, the fastest version is the one where the ten rounds of the algorithm are performed on a single clock cycle, but it is also the least compact.
The results of these implementations can be observed on the graphs below representing the encryption delay and encryption speed respectively depending on the compactness of the model. There are two main types of attacks: physical attacks and software attacks. In this article, we study the resistance of the Grasshopper algorithm to CPA attacks, which are part of the first category. As you can see in Figure 3 , physical attacks can be divided into two sub-categories, namely invasive attacks (which involve the integrity of the attacked component) and non-invasive attacks. This sub-category includes active and passive attacks, which include CPA attacks, which are side-channel attacks. For a detailed description of DPA / CPA attack, the reader is invited to refer to Correlation Power Analysis with a Leakage Model [1] , Hardware Security: Design, Threats, and Safeguards [8] and Security of Block Ciphers: From Algorithm Design to Hardware Implementation [9] .
A CPA attack has several phases. First, the attacker will acquire a large number of traces, by encrypting a number N of plaintexts (and recovering their associated ciphertext). Most of the time, these traces are acquired thanks to a field probe (electromagnetic leaks) or a differential probe (power consumed).
Once the traces have been recovered, it is necessary to have "reference" data to compare our traces against, in order to deduce information about the key. This is done by establishing a leakage model, which describes the theoretical evolution of the leaks of our circuit. The most common leakage models are the Hamming distance and the Hamming weight, but there are others, such as the single-bit model [9] . In the figure 4, we can see that the voltage of the tested circuit depends directly on the Hamming Weight or Hamming Distance of the processed data. Figure 4 : Hamming Weight or Hamming Distance leakage [10] Now that the leakage model is established, it is necessary to take the pairs of plaintext / ciphertext from the previous step and pass them in our leakage model. Here, let us take the case of a classic CPA attack on AES, which exploits a vulnerability of the last turn [11] . The idea will be to apply the reversed last round of AES on all the ciphertexts as well as our leakage model, and this for each possible value of the subkey. Now, real leaks and theoretical leaks have been obtained so they need to be compared. It is then necessary to use a mathematical distinguisher, such as the Pearson correlation coefficient [12] for example, in order to find the value of the most likely subkey.
The different types of countermeasures
In order to prevent attackers from performing DPA attacks, two main types of countermeasures exist : the hardware ones and the software ones. Here are some of the main hardware solutions :
• The noise generator [13] . Indeed, by generating noise on the power consumed by our FPGA, we can hide the encryption steps and it becomes more complicated to accurately distinguish the steps from the encryption. A similar technique consists in generating a signal of maximum power at any time during encryption. However, this technique is no longer, or rarely used, because it is very demanding in terms of power and is therefore not suitable for a battery-powered system.
• the insertion of a random delay during encryption steps [14] . This method consists of randomly inserting "dummy" instructions into the encryption that are not useful, but will change the encryption delay. The traces resulting from this process will therefore all be different and more difficult to interpret
• the Shuffling [15] . This technique is based on the fact that some steps of an encryption algorithm can be performed independently of their order. Thus, by mixing the execution order of certain functions (such as the shift of each byte in the S-Box), we will introduce a notion of uncertainty and each execution of an encryption routine will be "different" from the previous one.
In addition to these hardware countermeasures, there are various software countermeasures. Finally, we will discuss about Dual-rail with Precharge Logic (DPL) [16] and masking, and why the masking solution was chosen. First, DPL consists in coding each bit with two bits. For instance, "0" is coded "01" and "1" is coded "10". The aim of this technique is to "homogenise" the power consumption of the circuit, because sometimes, the power consumed or the electromagnetic leaks can depend on the number of "1" in a data bus, or the number of "0" to "1" transitions of a variable. With DPL, the variables always has the same number of "0" and the same number of "1". Actually, DPL makes it possible to remove the bias present in the information on which the processor is working, a bit in the style of the Von Neumann corrector [17] (the Von Neumann corrector is a data compression method that removes the bias initially present in the data stream). APRIL 11, 2019 The other software main countermeasure is the masking method [18] . It consists in XORing the plaintext with a mask before the encryption in order to realise the encryption routine on a state that is not directly correlated with the plaintext/ciphertext couple. Thus, the leaks emitted by the circuit will not be correlated with this couple neither.
As a result, when it came to choosing a software countermeasure, masking quickly became a must. Indeed, unlike DPL, masking is lighter, and does not require rewriting the entire design. Indeed, the major disadvantage of DPL is that without countermeasure, the states on which the algorithm works are 128 bits, and should then be 256 bits with DPL.
Masking the algorithm
In practice, here is how masking works. Let x be the plaintext and m the mask. Before encryption, an exclusive OR is performed between x and m, noted +. For X and L functions, So, the first round of the Grasshopper algorithm gives:
In order to have a fully masked encryption, this round needs to be repeated nine times, and followed by the XOR with the last subkey:
To get the ciphertext, the resulting state needs to be XORed with L 9 (m). First of all, by looking at the table, we notice that the secure implementation requires a few more elements than the classic implementation: 30% more Look-up tables and 20% more latches. These numbers are the consequence of the implementation of a Pseudo-Random Number Generator (PRNG) needed for the generation of the mask, as well as some additional operations (masking the initial state, unmasking, etc.). Now, if we take a look at the performance data, we can notice that they are almost equal. Indeed, the mask is generated during the key-scheduling, so it does not affect the performances. The slight increase in delay is due to the S-Box operations as well as the masking / unmasking operation.
Performances of the masked implementation
This table also allows a comparison between the two implementations of Grasshopper and AES-256. First of all, we can see that in terms of space needed on the chip, AES is less expensive than Grasshopper. Actually, the Key-Scheduling method of Grasshopper operates on 128-bit states, whereas for AES the Key expansion uses 32-bit states. Nonetheless, because there are less rounds for Grasshopper (during Key expansion and encryption), the algorithm is faster than AES.
4 Conducted CPA Attacks
Acquisition equipment
First of all, the targeted FPGA used during these experiments is the Xilinx Artix-7 A35T, embedded on the Basys 3 development board [19] . Then, to acquire the electromagnetic leaks, the ChipWhisperer Pro kit, manufactured by NewAE [20] , was chosen. The setup of trace acquisition can be observed on figure 6. The Basys 3 board is connected to the PC via USB and the plaintexts are sent from the PC to the FPGA through an UART (Universal Asynchronous Receiver Transmitter). The probe that is above the Basys 3 is an H-field probe, that is connected to a Low-Noise Amplifier. This amplifier is then connected to the Chipwhisperer Acquisition equipment which is the ChipWhisperer CW1200 which then transmits the traces to the ChipWhisperer Capture Software thanks to USB connection. Also, in order to be able to acquire these traces, it was necessary to adapt the FPGA design, in particular by creating a UART allowing the transfer of plaintexts and ciphertexts between the PC and the FPGA. The functioning of the FPGA design is therefore presented in Figure 7 . The presented setup allows us to acquire the kind of traces presented in Figure 8 , which shows a trace acquired during masked encryption, but the standard implementation gives the same trace shapes. In this figure, we can first see the peaks related to the key expansion. Then, the FPGA reads the value of the plaintext before applying the algorithm. We can distinguish the first nine rounds, then the last XOR. The encrypted data is then stored in the buffer that will be read by the UART for transmission to the PC. 
Tested attacks and results
For each of the leakage models studied below, the attacks were carried on a data set composed of 100'000 traces, and the mathematical distinguisher used was the Pearson correlation coefficient, that is defined by the following formula:
where : APRIL 11, 2019 • i is the byte of the tested subkey • h is the value of the theoretical leak (Hamming Distance) • d is the number of the trace • j is the index of the point of the tested trace • t is the value of the trace, at index j
In the case of AES, a known CPA attack is that diffusion is not fully ensured on the last lap, since one of the linear functions is not applied on the last lap. Here, the 9 "main" turns of the algorithm are identical, there is simply the last one which has only one XOR with the tenth subkey. So an attack on the last round was tested, with Hamming Distance and Hamming Weight Leakage models, but without any success. Moreover, an attack was intended on the ninth round, supposing that the tenth subkey was known. The attack was also unsuccessful.
Conclusion
Two versions of the Grasshopper algorithm have been developed, one optimised but potentially sensitive to side-channel attacks, and the other theoretically resistant to these attacks. However, no known model has been able to fault the algorithm in order to find a subkey.
And even if that had been the case, there is no evidence that the main encryption key could have been found. Indeed, during the generation of subkeys, they are generated in pairs. It is therefore necessary to have these two subkeys to reverse the method of generating subkeys. It is thus necessary to be able to deduce 2 subkeys during the attack. Actually, the subkeys are generated following this formula :
where F [k](a 1 , a 0 ) = (LSX[k](a 1 ) + a 0 , a 1 )
Finally, even if the attacks tested were not effective, there is no guarantee that the algorithm implementations are invulnerable to hidden channel attacks. Less "conventional" methods are beginning to appear, particularly based on Deep Learning [21] , and these methods could prove to be much more effective than the attacks used here.
