Abstract. We develop a Bayesian uncertainty quantification framework using a local binary tree surrogate model that is able to make use of arbitrary Bayesian regression methods. The tree is adaptively constructed using information about the sensitivity of the response and is biased by the underlying input probability distribution. The local Bayesian regressions are based on a reformulation of the relevance vector machine model that accounts for the multiple output dimensions. A fast algorithm for training the local models is provided. The methodology is demonstrated with examples in the solution of stochastic differential equations.
of the random variables and the solution of a system of coupled deterministic equations involving the coefficients of the expansion in these polynomials. The scheme was originally developed for Gaussian random variables that correspond to Hermite polynomials (polynomial chaos (PC)). It was later generalized to include other types of random variables (generalized PC (gPC)) [42] . Due to the global support of the polynomials used, gPC suffers from the well-known Gibbs phenomenon in the presence of discontinuities in the random space. The multielement generalized polynomial chaos (MEgPC) method [39, 40] was introduced in order to address exactly this issue. The idea of the multielement (ME) approach is to decompose the stochastic space in disjoint elements and then employ gPC on each element. However, the coupled nature of the equations that determine the coefficients of the polynomials make the application of the method to high input dimensions extremely difficult (curse of dimensionality).
Throughout the paper, we assume that we have at hand a well-established computer code that emulates the physical system. In fact, we will investigate the propagation of uncertainty from the input of the computer code to the output by learning the response surface using well-selected observations. Any modeling or discretization error will be ignored in this study. The so-called stochastic collocation methods have been designed to deal with this situation. The response is represented as an interpolative polynomial of the random input constructed by calls to the computer code at specific input points. However, the construction of the set of interpolation points is nontrivial, especially in high-dimensional settings. In [1] , a Galerkin-based approximation was introduced alongside a collocation scheme based on a tensor product rule using one-dimensional Gauss quadrature points. Despite its appeal, the method scales badly with the number of random input dimensions. Alternatively, sparse grids (SGs) [21, 13] based on the Smolyak algorithm [36] have a weaker dependence on the input dimensionality. In [41, 44, 32] , the Smolyak algorithm is employed to build SG interpolants in high-dimensional input spaces based on Lagrange interpolation polynomials. Similarly to gPC, such methods also fail to capture local features of the response. From the above discussion, it is apparent that discontinuities in the stochastic space must be dealt with using a basis with local support. In [30] , the authors developed an adaptive version of SG collocation (SGC) based on localized hat functions called adaptive SGC (ASGC). ASGC is able to refine the SG only in important regions of the stochastic space, e.g., near a discontinuity. Nevertheless, the piecewise-linear nature of the scheme performs poorly when only a few samples are used, while adverse functions can trick the adaptive algorithm into stopping without converging.
Highly sophisticated computer codes modeling real-life phenomena (such as weather, ocean waves, earthquakes, etc.) might take hours or even days to complete a single run in massively parallel systems. Therefore, we are necessarily limited to observing only a few realizations. Motivated by this situation, we would like to consider the problems of (1) selecting the most informative observations and (2) quantifying the uncertainty in the prediction of the statistics. From the above-mentioned methods, ASGC addresses only problem (1) , albeit in an ad hoc manner. In order to deal with (1) and (2) in a principled, information-theoretic way, a fully Bayesian framework is necessary. In such a framework, the Bayesian nature of the predictive distribution of the response surfaces induces a predictive distribution of the desired statistics, capturing in this way the epistemic uncertainty introduced by using the surrogate instead of the deterministic solver for their calculation. Similar ideas were developed in [14] , where the authors approach this problem by inferring the coefficients of a PC expansion using Bayesian techniques. Furthermore, localized/nonstationary features are the rule rather than the exception in most UQ problems. For example, discontinuities in the response might occur as a result of a bifurcation when the input crosses a given hypersurface [40, 30] . As mentioned earlier, global methods have been shown to perform extremely poorly in these situations. On the other hand, it has been repeatedly demonstrated that a local approach is necessary in order to effectively capture discontinuities and localized features (ME-gPC [39, 40] , ASGC [30] ). It is therefore evident that a local approach to uncertainty propagation is required if capturing discontinuities is desired. Similarly to [19] , in [3] we built a tree surrogate of Gaussian processes (GPs). The aforementioned work used attributes specific to GPs for the adaptation criteria. In this work, we extend our tree construction methodology to arbitrary input distributions and arbitrary local Bayesian regressions. As a replacement for GPs, we develop a multioutput version of the relevance vector machine (RVM) [38] , which we call multioutput RVM (MRVM). RVM is a Bayesian sparse kernel technique for regression and classification that shares many characteristics with the well-established support vector machines (SVMs) [6] . Section 7.2 of [4] discusses the similarities and differences between SVM and RVM. Let us briefly mention that RVM diminishes several of the difficulties present in SVM; for example, (1) one does not have to use cross-validation techniques in order to choose the complexity parameters and (2) the basis functions employed in regression can be arbitrary instead of strictly positive definite kernels.
The beginning of section 2 provides some basic definitions and assumptions. In section 2.1, we introduce the MRVM model for arbitrary local basis functions, and in section 2.2, we provide a fast training algorithm based on the evidence approximation. Various derivations and specific details of the constituents of the algorithm can be found in Appendices A to D. In section 2.3, we make a specific choice for the basis functions, namely local square exponential (SE) kernels centered on top of each observed input point and a locally defined set of orthogonal polynomials. Sections 2.4 and 2.5 discuss how the local and global statistics, respectively, can be evaluated, while in section 2.6 we devise a scheme that allows us to sample from the predictive distribution of the statistics. In section 2.7, we introduce our tree construction methodology, which is largely independent of the specifics of the local Bayesian regression model. The method is demonstrated numerically for various UQ problems in section 3. Finally, we conclude in section 4.
Methodology.
Let X represent the parameter space of a physical model and p(x) a probability density function (PDF) defined on X. X will be referred to as the stochastic input space. We assume that the stochastic problem has been formulated in such a way that X is a rectangle of
the upper and lower bounds of each dimension. Furthermore, we suppose that all dimensions of X are independent. This is just a convenient assumption present in many other UQ methodologies. If this assumption did not hold, then one would have to transform the input so that it did. Such a transformation always exists [34] . Finding it, however, is beyond the scope of the present work. Thus, we may write p(x) = K k=1 p k (x k ), where p k is the PDF pertaining to the kth input dimension.
Let us now consider the multioutput function f : X → R M representing the result of a computer code (deterministic solver) modeling a physical system; i.e., at a given input point x ∈ X, the predicted response of the system is f (x). We will write and refer to f r as the rth output of the response function, r = 1, . . . , M. In this work, we will identify f (x) as the true response of an underlying physical system and we will ignore any modeling errors. The input probability distribution induces a probability distribution on the output. The UQ problem involves the calculation of the statistics of the output y = f (x). Quantities of particular interest are the q-moments m q = (m 
The statistics will be calculated by interrogating a surrogate of f : X → R M . This surrogate will be put together from local surrogates defined over I ≥ 1 elements of the stochastic space
where int(X i ) denotes the interior of the set X i under the usual Euclidean metric of R K . The response surface is correspondingly decomposed as
where 1 X i (x) is the indicator function of X i and f i (·) is the restriction of f (·) on X i . The local surrogates will be identified as MRVMs defined over the stochastic element X i . These MRVMs will be trained by observing f i (·). The MRVM model is outlined in section 2.1, and a training algorithm is provided in section 2.2. The predictive mean of the MRVMs will be used to derive semianalytic estimates of all moments m q (sections 2.4 and 2.5). An addendum of the Bayesian treatment is the ability to provide error bars for the point estimates of the moments (section 2.6). This feature is absent from most current UQ methods. Our aim is to create a surrogate by making as few calls to the computer program as possible. This is achieved by adaptively decomposing the domain (tree construction) based on the predicted variability of the response function as well as biasing by the underlying input probability density p(x) (section 2.7).
MRVM.
We turn our focus to a single element of the stochastic space X i ⊂ X and discuss the construction of a local surrogate model based on some already observed data. The choice of the elements is the subject of section 2.7. All quantities introduced herein are local to the element X i . However, in order to avoid unnecessarily cumbersome notation, we do not explicitly show this dependence. We assume that we have observed a fixed number N ≥ 1 of data points
where p i (x) is the conditional PDF on X i defined by
and P X i is the probability that a random input point falls in X i :
Because we wish to model all outputs simultaneously, it is necessary to scale them so that they exhibit the same signal strength. Toward this end, let us introduce the observed means
and the observed variances
for r = 1, . . . , M of the data D. We will be modeling the scaled response functions g r :
Obviously, this definition depends on the actual observations. However, we expect that if N is big or if the stochastic element under investigation is small, then it is a good approximation to the ideal scaling, i.e., zero mean and unit variance for all outputs.
We model the mean of each g r as (2.12)
where S ≥ 1, w r = (w r1 , . . . , w rS ) T is the vector of the weights for the rth output, and φ(x) = (φ 1 (x), . . . , φ S (x)) T are some basis functions defined over the element X i . At this point, let us introduce the scaled version of the observations
, and let
be the observations in D sc that pertain to the rth output dimension. We assume that, given the weights, the scaled observations z r = g r (x) are normally distributed about μ gr (x) with inverse variance β > 0, i.e.,
Under the assumption that the added noise is independent for each sample point, the likelihood of the scaled data D sc,r related to the rth output can be written as
and assuming the output dimensions are conditionally independent given the weights, the likelihood of all the scaled observed data D sc is
where W is the M × S matrix whose rows are given by w r . We impose a prior probability density on each weight w rs of the form
where α s , s = 1, . . . , S, are unknown positive hyperparameters (one for each basis function). We will collectively denote these by α = (α 1 , . . . , α S ) T . Notice that all output dimensions r = 1, . . . , M share the same α. Furthermore, we assume that the weights of the rth output are conditionally independent given α:
as well as that all the w r 's are conditionally independent given α:
Following [38] , it is easy to show using matrix identities that the posterior distribution of the weights w r is given by (2.17) p(w r |D sc,r , α, β) = N (w r |μ r , Σ),
where diag(α) is a diagonal matrix with α at the diagonal,
T is the N × S design matrix, and z r = (z
T is the scaled version of the observed rth outputs. Under the evidence approximation (see Chap. 3 of [4] ), point estimates of α and β can be found by maximizing the marginal likelihood defined by
We will calculate this integral analytically and provide an efficient algorithm for its maximization in section 2.2.
To conclude this section, let us give the predictive distribution of our model. Let α and β be the hyperparameters that maximize (2.19) . From [38] and scaling back to the original function f r (x), it is easy to show that the predictive distribution is Remark 1. Treating the outputs jointly. One can argue that treating the outputs completely independently (i.e., each output having its own set of hyperparameters) would raise the need for scaling them and would also increase the flexibility of the model. The main drawback of such an approach is that inference of the hyperparameters has to be carried out as many times as the number of outputs times the number of elements. In high-dimensional output scenarios, this approach becomes computationally intense. On the other hand, the joint treatment presented in this section requires the inference of the hyperparameters only once per element. We have chosen the joint approach mainly on the grounds that it is computationally efficient. In realistic applications, the outputs can be separated into groups according to their nature and a different MRVM can be used on each group. Extending our methodology to this case is straightforward.
Remark 2. Posterior independence of the weights. As observed above, for each given output r = 1, . . . , M, the vector of weights w r has nondiagonal covariance given by Σ. On the other hand, the vectors of weights corresponding to different outputs are a posteriori independent. This is expected, since we have made no attempt to capture the correlation between the various outputs. On one hand, this is a drawback of the proposed model since it will definitely lead to suboptimal use of the available observations. On the other hand, it is a silently made assumption in practically all UQ methodologies with which we are familiar. We have chosen to address this issue in our work in [2] .
Maximization of the marginal likelihood.
We develop a maximization framework for the marginal likelihood with respect to the hyperparameters α and β. In [37] , it is shown that the logarithm of the marginal likelihood of the rth output is given by
where the N × N matrix C is defined by (2.24)
with I being the identity matrix and | · | the determinant operator. Under the assumptions of the previous section, the logarithm of the marginal likelihood of all the data L(α, β|D sc ) is given by the sum of L(α, β|D sc,r ) for r = 1, . . . , M. We will be working with a normalized version of L(α, β|D sc ), which we call the evidence:
The evaluation of this quantity is based on the generalized singular value decomposition (GSVD) [18] of the matrices A = β 1/2 diag(α) 1/2 and Φ and is discussed in Appendix D. Fix the hyperparameters α and let α −s denote the S-dimensional vector with α s = +∞, that is, with the sth basis function removed. An important observation about the evidence E(α) is that it can be decomposed into two terms (see Appendix A):
where The action that results in the maximum change in evidence is selected. In Appendix C we explicitly discuss each possible action and how to calculate the change in evidence.
As is also noted by other authors [20] , the choice of β can have a critical impact on the predictive capabilities of a computer surrogate. Since β corresponds to the inverse noise of the model, one would expect it to be relatively large, indicating the very low (if existent) noise of computer experiments. However, in the case of limited data and/or an inadequate basis set (e.g., polynomials of a given degree), a very big β might lead to severe overfitting. In these cases, including a finite amount of noise penalizes too-complex models and can improve the predictive performance of the surrogate. A natural way to choose β is to maximize the evidence with respect to it as well. Optimizing the evidence jointly for α and β would make the model computationally intractable. For this reason, we have devised the following heuristic, which results in a local maximum of the evidence. We first optimize the evidence with respect to α for a fixed β with the procedure outlined in the previous paragraph. Then we keep α fixed and maximize the evidence with respect to β. The latter optimization involves a function of a single variable and can be easily carried out by utilizing a golden section-based algorithm. We iterate between the two optimizations until a desired tolerance in the evidence has been reached. Algorithm 1 outlines the maximization procedure. For further details on how to evaluate the various quantities that are involved, consult Appendix D.
On the choice of the basis functions.
The framework developed thus far is independent of the choice of the basis function φ s (x). The only requirement is that each element X i have its own set of locally defined basis functions. In the numerical examples section, we investigate the performances of two possible choices:
1. SE kernels: Here, we choose φ s (x) to be kernel functions centered on top of the observed data points. Assume that we are working on element X i and that we have observed D as in (2.6). Then, we define φ s (x) to be φ s (x) :
Algorithm 1 MRVM training procedure.
Step 1: Initialize α by including the single basis function maximizing the evidence (i.e., all α s 's are infinity except for one), and pick a starting value for β (we use β = 100 in all numerical experiments).
Step 2: Compute all the statistics (H m , Q rm ), (h m , q rm ), and θ m , s = 1, . . . , S, and r = 1, . . . , M, using (A.3), (A.4), and (B.2), respectively.
Step 3: Iterate through all basis functions and calculate the change in evidence that results from their optimal action (add, reestimate, and remove), as discussed in Appendix C. Select the basis function that results in the maximum change in evidence.
Step 4: If the maximum change in evidence is less than a threshold (in the numerical examples we use 10 −6 ), then go to Step 5. Otherwise, perform the selected action and go to Step 2.
Step 5: Find the maximum of the evidence with respect to β while keeping α fixed. If the change in evidence is less than a threshold, then stop. Otherwise, update the value of β and go to Step 2.
The parameters k have the interpretation of the length scale of each particular dimension. They can be selected by a cross-validation procedure or by maximizing the evidence with respect to them. To keep our framework as simple as possible, we fix the length scale on each element to be proportional to the standard deviation of the observed input dimensions, i.e.,
Optimal orthogonal polynomials: One can choose the φ s (x)'s as in [40] to be the locally defined set of optimal polynomials with respect to the conditional density p i (x) of the element X i . By the independence assumption,
is the conditional distribution pertaining to the kth dimension. Using the Lanczos procedure of [12] , we construct the onedimensional orthogonal polynomials with respect to p i k (x k ) for all k = 1, . . . , K and then multiply them to obtain K-variate orthogonal polynomials with respect to p i (x) up to a given degree. In that case, the RVM framework is used to decide how many and which of these polynomials should be kept. As will be discussed in section 2.4, the optimal orthogonal polynomials have the nice property of yielding analytic estimates for the mean and the variance without the need to fit the second power of the response.
Calculation of the local statistics.
As before, the focus is again on a specific element X i . All quantities are again local to X i . In order to keep notational complexity to a minimum, we do not explicitly show this dependence. We will derive point estimates for the mean and the higher moments of the response based on the linear point estimator of f over X i given in (2.21). To be exact, we are interested in estimating all (local) moments
q ≥ 1, and p i (x) is the conditional probability distribution of X i given in (2.7). For the case of nonorthogonal basis functions (i.e., SEs), we can derive semianalytic estimates by keeping concurrent MRVM estimates of the response raised to the qth power. In particular, the qth power of the response is treated as an MRVM with its own hyperparameters α q . Let us denote the predictive mean for the qth power of the response at x ∈ X i by
where μ q obs,r and σ q obs,r are defined as in (2.9) and (2.10), respectively, using the qth power of the observed response, and μ q is the posterior mean of the weights of the qth power of the scaled response (see (2.18) ). The q-moment can be approximated by
Fortunately, the integrals involved can be expressed in terms of expectations of the basis functions with respect to the conditional input distribution. Due to the independence assumption of the input random variables and the special choice of basis functions made in section 2.3, these expectations can be numerically evaluated using a quadrature rule 1 in O(K) time (K being the number of input dimensions) for special choices of basis functions φ s (x). This is possible for the exponential kernels chosen in this work (see section 2.3) and for any polynomial basis. In particular, for the exponential kernels it is straightforward to show that
where
The S × K one-dimensional integrals are the ones that are evaluated numerically. In case the support of p i k (x k ) is infinite (or semi-infinite), the integrand is mappedusing a suitable transformation-to [−1, 1]. For arbitrary basis functions, one would have to use an MC-based integration technique, which would also be computationally efficient since the evaluation of the local surrogates is extremely cheap compared to the underlying deterministic solver.
When optimal orthogonal polynomials are used as basis functions, then it is trivial to derive analytic estimates for the moments by exploiting their orthogonality [40] without requiring an estimate of the second power of the response. Assuming they are normalized, the first two moments are given bŷ
where μ 1 r1 is the coefficient of the constant polynomial.
1 In our numerical examples, we used the QAGS algorithm of QUADPACK as implemented in GSL. This is based on an adaptive bisection scheme combined with the Wynn epsilon-algorithm that utilizes a Gauss-Kronrod 21-point rule (see [33] ). This algorithm is obviously overkill for the task under consideration, but its cost is negligible compared to a single run of the deterministic code.
From local to global statistics.
In the same spirit as the ME methods [39, 40, 8] , we combine the statistics over each stochastic element in order to obtain the global analogues. Since we now work over the whole domain, we will explicitly mark the dependence of the underlying quantities on the element X i , i = 1, . . . , I. Letm q,i r be the estimate for the local q-moment that pertains to the element X
i . An estimate of the global q-moment is provided by
where P X i was defined in (2.8) and can easily be numerically evaluated due to the independence assumption. Finally, an estimate of the variance of the response is obtained via
2.6. Quantifying the uncertainty of the predicted statistics. The Bayesian nature of the underlying regression model induces a probability distribution on the space of possible surrogates and, in turn, on the predicted statistics. In order to make this connection clear, one may think of the space of possible surrogates as being parametrized by the weights. Then, the posterior of the weights w r of each element (see (2.17)) spawns a posterior distribution on the space of surrogates. The weight of this posterior is directly associated with the epistemic uncertainty due to the limited number of observations. In this section, we describe a procedure that yields samples from the posterior distribution of the surrogates. Given a sample surrogate we can compute its statistics, quantifying thereby the impact that the epistemic uncertainty has on them. In what follows, we work within a specific element X i even though this is not explicitly denoted, in order to limit the notational burden.
Let α denote the hyperparameters and p(w r |D sc,r , α) the posterior of the weights, as implied by (2.17) . We obtain a sample of the qth moment in the following way:
1. Sample w sample,r from p(w r |D sc,r , α) for r = 1, . . . , M (2.17). This is a normal distribution and can be sampled directly. 2. Then, a sample of f r (x), r = 1, . . . , M is given by (2.33) f sample,r (x) = σ obs,r (w sample,r ) T φ(x) + μ obs,r .
3. Finally, use (2.33) to obtain a sample of the local qth moment:
In order to obtain a sample of the global qth moment, the above-mentioned procedure is repeated on each element and the results are combined in the spirit of section 2.5. For the case of optimal orthogonal polynomials, step 3 can be carried out analytically as discussed in section 2.4. For the case of the SE basis functions, step 3 has to be carried out numerically. If one is also fitting the qth power of the response in order to make use of the semianalytic formulas of (2.29), then one has to modify the above procedure so that it samples the posterior of the weights w q r pertaining to that particular power.
Adaptivity.
In this section, we develop an iterative procedure to adaptively decompose the stochastic space in small elements. The initial step of this procedure starts by considering a single element, that is, the whole stochastic space X. Here, we assume that we are already given a decomposition of the domain as well as a local surrogate model on each element. The decision we wish to make is whether or not to refine a given element and in which way. We develop refinement criteria that are based solely on information gathered by the current surrogate model, and no further calls to the deterministic solver are required. The Bayesian predictive variance equation (2.22 ) is used to define a measure of our uncertainty about the prediction over the whole domain X. We show how this measure can be broken down into contributions coming from each element. Based on this observation, we derive a criterion that suggests refinement of an element if its contribution to the global uncertainty is larger than a prespecified threshold. For the sake of simplicity, we only consider rectangular elements and refine them by splitting them perpendicular to the dimension of greater importance. The importance of a particular dimension is characterized by the variability of the predicted response function and biased by the underlying input probability distribution.
Suppose that we already have a decomposition of the stochastic domain X in rectangular elements X i , e.g., 
Taking the expectation of this quantity with respect to the input probability density p(x) and averaging over r = 1, . . . , M, we obtain
This quantity is a measure of our uncertainty about our prediction over the whole domain X. Notice that, in σ 2 f ,p , the uncertainty of the model at x is weighted by its probability of occurrence p(x). Intuitively speaking, we are willing to accept a somewhat less accurate surrogate in regions of the space occurring with lower probability. Using (2.35), it is straightforward to see that
is the uncertainty of our prediction over the element X i . We refine the element X i if the contribution to the global uncertainty coming from it is greater than a certain threshold δ > 0; i.e., we refine
As already mentioned, we refine elements by cutting them perpendicular to the most "important" dimension. At this point, we attempt to give a precise meaning to the concept of "the most important dimension." The sensitivity of a real function f with respect to each dimension is captured by the partial derivatives ∂f ∂x k . Generally speaking, the derivative is significantly different than zero in regions of space where the function varies the most. A quantity that measures the variability of the prediction along the kth dimension is
. V i k can be thought as the weighted norm of the sensitivity functions for each output (the weight having been specified by the conditional probability density p i (x)). Furthermore, let us introduce the probability P i k that the kth dimension x k of a random input point x ∈ X falls inside X i : (2.39)
where the last equality is a consequence of the independence assumption. We define the importance I i k of the dimension k of the element X i to be
Intuitively, the importance of a particular dimension is proportional to the variability observed along that dimension and to the probability mass along that dimension trapped within the stochastic element. Thus, if X i needs refinement (i.e., satisfies (2.38)) we cut it perpendicular to the most important dimension k * , given by
In order to have two new elements with the same probabilities, the splitting point is given by the median of the marginal conditional distribution of X i along dimension k given in (2.30).
A complete view of the framework.
In this final subsection, we put together the building blocks of our scheme and discuss the algorithmic details and parallelization strategies. The basic input required is the number of observations per element N and the tolerance δ > 0 used for the refinement criterion (2.38). Algorithm 2 provides a serial implementation of the scheme.
The scheme works in one-element cycles that consist of collecting observations (random samples from the conditional distribution p i (x) of the element), fitting (sections 2.1 and 2.2), and adapting (section 2.7). Let us denote with X i a stochastic element, D i the observations made on X i , and M i the MRVM fitted over X i using
for which the refinement criterion (2.38) is not satisfied. We will refer to C as the set of completed triplets. The rest of the triplets are put in U, called the set of uncompleted triplets. With |D i | we denote the number of observations inside D i .
Algorithm 2
The complete surrogate building framework. 
end if end while
Parallelization of Algorithm 2 is relatively easy. Each node p has its own set of completed, C p , and uncompleted, U p , elements. Initially the root node p = 0 starts as in Algorithm 2, and the rest with U p = ∅, C p = ∅, p = 0. Then, everything proceeds as in Algorithm 2 with load rebalancing at the end of each outer iteration (uncompleted elements are sent to processors with U p = ∅).
Numerical examples.
All examples are run on massively parallel computers at the National Energy Research Scientific Computing Center. The parallelization strategy is straightforward: each processor is assigned to work with a single element. The communication burden between the processes is minimal. Our implementation utilizes the Trilinos library [24] and GSL [10] extensively.
The ultimate goal of the numerical examples is to demonstrate that the method can 1. learn nonstationary surfaces, 2. deal with discontinuities, 3. identify localized features of the response, and 4. reduce sampling frequency on unimportant input dimensions. In section 3.1 we apply our method to the Krainchnan-Orszag ODE system with random initial conditions. Section 3.2 examines the classical stochastic elliptic problem. Finally, in section 3.3, we solve a stochastic flow through porous media problem. In all problems, the underlying input probability distribution p(x) is explicitly stated. All tasks start with a single element (the input domain itself) and N random samples drawn from the input distribution. N is also the maximum number of samples taken within an element and is different for each example. From that point, the algorithm proceeds until a prespecified tolerance δ > 0 is reached. The refinement criterion is given by (2.38). The only parameters of the method are N and δ. RVM-SE stands for RVM using SE kernels and RVM-GPC stands for RVM using optimal orthogonal polynomials. For RVM-GPC, all orthogonal polynomials up to a given degree P are constructed on the fly for each element.
Krainchnan-Orszag three-mode problem.
Consider the system of ordinary differential equations [39] 
subject to random initial conditions at t = 0. This dynamical system is particularly interesting because the response has a discontinuity at the planes y 1 (0) = 0, y 2 (0) = 0. We solve the system for the time interval [0, 10] and record the response at time step intervals of Δt = 0.01. This results in a total of M = 300 outputs (100 for each of the three dimensions of the response). We will consider two different cases of increasing difficulty with two and three input dimensions and various input distributions. The results we obtain will be compared to MC estimates with 10 6 samples. Let the MC mean and variance be m r,MC and v r,MC , respectively, for r = 1, . . . , 300. The error of the statistics will be evaluated using the (normalized) L 2 norm of the error in variance defined by
wherev r is given by (2.32). We start by considering the two-dimensional problem (KO-2) with stochastic initial conditions defined by
where x k , k = 1, 2, are random variables. We will examine two cases of input distributions, as follows:
1. Uniform input: X = [0, 1] 2 and for maximum polynomial degree P = 5 as a function of the number of calls to the deterministic solver. For comparison, we include in the same plot the performance of SGC and ASGC. The > 0 of ASGC is a parameter specifying the sensitivity of the adaptation criterion (see [30] ); that is, collocation points with surpluses larger than spawn new points around them. Therefore, for = 0, one obtains the normal SGC method and, as is increased, fewer and fewer collocation points are taken into consideration. The data for the SG-based methods are collected as follows: (1) A maximum collocation level is specified (here it is 7). (2) An is specified ( = 0 for SGC). (3) We add collocation points until the maximum level has been reached or there are no more collocation points with surpluses greater than . (4) Each time an interpolation level is crossed, we use the number of samples gathered and measure the L 2 error in variance. We observe that RVM-SE is the slowest, with performance an order of magnitude worse than SGC. However, RVM-GPC seems to perform at least as well as the fastest ASGC run ( = 10 −1 ). We believe that the poor performance of RVM-SE is due to the poor choice of the kernels and that a scheme that would optimize the evidence with respect to the length scales on each element would perform better. Figure 3.1(b) shows the predicted variance of y 3 (t) for RVM-GPC (N = 30 with maximum polynomial degree P = 5 and a tolerance of δ = 10 −6 ), along with plus/minus one standard deviation estimated from 100 samples as described in section 2.6. The number of observations gathered for that particular case is 600, and for comparison we have included the results of an MC estimate using the same number of samples as well as the reference MC estimator based on 10 6 samples. It is apparent that the RVM estimate is much more accurate than the MC result using the same number of samples. However, the error bars are clearly larger than necessary. We believe that this unwanted uncertainty is induced by the underlying assumption of independence of the various output dimensions. The same error bars for the mean are significantly smaller, and we have numerically observed that they shrink as the desired tolerance δ decreases, albeit always remaining much wider than the true error.
Beta input: X = [0, 1]
2 and
where Γ(z) is the gamma function. We use α = 2 and β = 5. for maximum polynomial degree P = 5 as a function of the number of calls to the deterministic solver. In this convergence test, we see again that RVM-SE (N = 10) has the worst performance. Notice that it furthermore exhibits some instabilities in the sense that the error is slightly increasing as the number of samples increases as we pass from tolerance δ = 10 −4 to δ = 10 −5 . This is a numerical artifact created by the combination of a poor choice of the kernels and of N . On the other hand, RVM-GPC converges quite fast with the N = 30 case clearly outperforming ASGC. Figure 3.2(b) shows the predicted variance of y 2 (t) for RVM-GPC (N = 30 with maximum polynomial degree P = 5 and a tolerance of δ = 10 −6 ), along with plus/minus one standard deviation estimated from 100 samples as described in section 2.6. The number of observations gathered for that particular case is 450, and for comparison we have included the results of an MC estimate using the same number of samples as well as the reference MC estimator based on 10 6 samples. Again, the RVM estimate is significantly more accurate than the MC result using the same number of samples, with the error bars, however, clearly overestimating the true error. For the same RVM-GPC case, Figure 3 .3 depicts the stochastic elements (b) and a kernel density estimator of the probability density of the observed input (d). For a complete comparison, Figure 3 .3(b) also includes a contour of the prediction at y 2 (t = 10), while (a) and (c) show the true response of the same output variable and the original input probability density, respectively. Notice how the input probability density affects the decomposition of the stochastic space and, as a result, the selection of the observed samples. The discontinuity is partly resolved. Parts of the response that reside in low-probability regions do not have to be fully resolved for an accurate calculation of the statistics. Remark 3. Time-dependent discontinuity. In the examples presented above the discontinuity occurs at the same points for all time instants. Since our scheme decomposes the stochastic space based on information coming from all time instants, it will probably lead to very fine decompositions in case the discontinuity moves significantly as a function of time. If one wishes to capture such a situation, we suggest adding time as one more variable of the surrogate and performing the decomposition in the extended stochastic-time domain. However, this case goes beyond the scope of the current work. 
Elliptic problem.
In this section, we consider a simple stochastic elliptic problem [32] . Consider the stochastic partial differential equation
where the physical domain is D = [0, 1] 2 . In order to avoid confusion with the physical dimension x, we have chosen to denote the random variables with ω instead of x. We choose a smooth deterministic load f (x, y) = 100 cos(x) sin(y) and work with homogeneous boundary conditions. The deterministic problem is solved with the finite element method using 400 (20 × 20 grid) bilinear quadrilateral elements.
for k ≥ 2 and
We choose the ω k , k = 1, . . . , K, to be independent identically distributed random In this study, we set the correlation length to L c = 0.6 and test the convergence of our method for K = 10 and 20 input dimensions. The K = 10 and 20 cases are solved using RVM-SE and RVM-GPC up to maximum polynomial degree P = 2 for N = 20 and 40, respectively, up to a tolerance of 10 −8 . Figure 3 .4(a) and (c) compares the convergence of our method to ASGC for K = 10 and K = 20, respectively. The reference variance was calculated using an MC estimator with 10 6 samples. We observe that RVM-SE performs similarly to ASGC, while RVM-GPC seems to converge much faster, particularly for the high-dimensional case. In Figure 3 .4(b) and (d) we show the number of splits per dimension for various tolerances δ of the RVM-GPC case for K = 10 and K = 20 input dimensions, respectively. It is clearly seen that the method identifies only the first few dimensions as important, while completely ignoring the rest. Finally, we calculate the predictive PDFs for selected outputs for RVM-GPC. The results are computed as follows: At a given tolerance, we draw 10,000 random input samples and propagate them through the surrogate. Based on these samples, we fit a kernel density estimator (see [35] ) and compare it to the kernel density estimator obtained by using the full deterministic solver instead of the surrogate (this is referred to as "MC" on figure legends). Because of the limited number of samples used for the kernel density estimation, a small variation on the outcome is expected. Figure 3 .5(a) and (b) depicts the PDFs of u(0.5, 0.5) for K = 10 and K = 20 input dimensions, respectively. As a general rule, a smaller tolerance is required to capture a qualitatively similar PDF than is required to capture the correct variance. At this point, we must mention that the PDFs produced by RVM-SE are not quite as satisfactory. This is due to the known limitations of the SE kernels: (1) It is very difficult to identify the right length scales. (2) In high dimensions, the SE kernel is not a good similarity measure between input points [9] .
Flow through porous media.
Consider a bounded two-dimensional spatial domain D ⊂ R 2 with smooth boundary ∂D. The governing equations for immiscible and incompressible two-phase flow in porous media consist of an elliptic equation for fluid pressure and a transport equation for the movement of fluid phases. For simplicity, we neglect the effects from gravity and capillary forces and assume that the porosity is a constant. The two phases will be referred to as water and oil, denoted by w and o, respectively. The total Darcy velocity u and the pressure p satisfy [26] 
with the following boundary conditions:
The total velocity u = u o + u w is the sum of the velocities of oil, u o , and water, u w . The random permeability a(x, ·) is assumed to be diagonal and uniformly positive definite. In addition, we will assume that a(x, ·) is a stochastic scalar function. The total mobility is given by λ t = λ w + λ o , where λ i models the reduced mobility of phase i due to the presence of the other phase. Without loss of generality, we assume that the boundary conditions are deterministic and thatū · n = 0 on ∂D u , where n is the unit normal of ∂D u . Furthermore, we use the unit mobility displacement model, i.e., λ w = S, λ o = 1 − S, and hence λ t = 1, where S is the water saturation. Under these assumptions, the water saturation equation is given by
Geostatistical models often suggest that the permeability field is a weakly stationary second-order random field such that the mean log-permeability G(x, ·) = ln a(x, ·) is constant and its covariance function only depends on the relative distance of two points [5] :
where L i , i = 1, 2, are the correlation lengths. Employing the finite-dimensional noise assumption [43] and the Karhunen-Loève (KL) expansion [15] , we approximate the log permeability field via a finite-dimensional representation
where ω k are uncorrelated random variables, while φ k (x) and λ k are the eigenfunctions and eigenvalues of the covariance function, respectively, which are analytically available [27] . According to the KL expansion, ω k ∼ N (0, 1). However, we may assume that ω k ∼ U (−1, 1) without losing the main features of the output uncertainty [28] . Note that such a restriction is not necessary for our approach (we could just as well use the Gaussian distribution), but we use it so that we can solve the same problem using ASGC. The deterministic problem for the velocity defined in (3.3) is solved with a mixed finite element method [11, 31] on the spatial domain D = [0, 1] 2 utilizing a 64 × 64 fine grid. The boundary conditions are set by fixing the pressure to 1 on the left boundary and 0 on the right boundary and usingū · n = 0 on the top and the bottom. Given the velocity field u, we solve the saturation equation (3.4) following a discontinuous Galerkin approach with piecewise-constant elements [7] coupled with a simple Euler scheme. The initial saturation is set to 0, while it is kept fixed to 1 on the left side of the boundary. Our C++ solver is built upon FEniCS [29] . The response is taken to be the value of the saturation S at time t = 0.5 PVI (see [31] for the definition of PVI) on each finite element node; that is, the problem has M = 64 × 64 = 4096 output dimensions.
The stochastic problem is solved for correlation lengths L i = 1 (i = 1, 2), requiring K = 33 input dimensions to account for 95% of the field's energy. In Figure 3 .6, we plot a sample permeability field along with the corresponding saturation. In this case, we use only RVM-GPC with N = 66 samples per element and polynomials of maximum degree P = 2. In Figure 3 .7(a) we plot the L 2 error in variance as a function of the number of observations and compare it to ASGC with = 10 −1 .
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The reference variance was calculated using an MC estimator based on 860,160 samples. It is clear that RVM-GPC outperforms ASGC by at least two orders of magnitude. Figure 3 .7(b) shows the number of splits per dimension performed by RVM-GPC. As in the results of the elliptic problem, we observe that RVM-GPC puts more weight on the first few dimensions while ignoring the rest. Finally, Figure 3 .8 compares the predicted statistics with the corresponding MC estimates.
Conclusions.
We have developed a UQ framework based on local Bayesian regression models. The stochastic space is adaptively decomposed in fine elements based solely on information conveyed by the local regressors. The adaptivity criteria developed are applicable to arbitrary input probability distributions and any local Bayesian regression model. The Bayesian regression we used was based on an extension of the RVM model that accounts for the multiple dimensions of the output (MRVM). A fast algorithm was developed to train MRVM on a given data set that does not require matrix inversions. The Bayesian nature of the scheme allowed us to sample from the predictive distribution of the desired statistics, thereby quantifying the epistemic uncertainty introduced by replacing the deterministic solver with a surrogate. The scheme was demonstrated through various numerical examples, and its ability to capture discontinuities was verified. In high-dimensional input settings (K > 20), the optimal orthogonal polynomial basis performed much better, especially in correctly identifying the PDFs of the various outputs. In the future, we plan to investigate the way the choice of N affects the results and identify ways for an automatic optimal choice for it.
Appendix A. Splitting the evidence. What follows is basically a generalization to the multioutput case of the ideas found in [37] . By making repeated use of the matrix determinant lemma [23] and the Woodbury matrix identity [22] , it is possible to show that 
