Abstract. We study the index of the APS boundary value problem for a strongly Callias-type operator D on a complete Riemannian manifold M . We show that this index is equal to an index on a simpler manifold whose boundary is a disjoint union of two complete manifolds N0 and N1. If the dimension of M is odd we show that the latter index depends only on the restrictions A0 and A1 of D to N0 and N1 and thus is an invariant of the boundary. We use this invariant to define the relative η-invariant η(A1, A0). We show that even though in our situation the η-invariants of A1 and A0 are not defined, the relative η-invariant behaves as if it were the difference η(A1) − η(A0).
(APS) boundary value problem for Callias-type operators on a complete manifold with compact boundary.
The study of Callias-type operators on manifolds with non-compact boundary was initiated by Fox and Haskell [24, 25] . Under rather strong conditions on the manifold and the operator D they showed that the heat kernel of D * D has a nice asymptotic expansion and proved a version of the Atiyah-Patodi-Singer index theorem in this situation.
The purpose of this paper is to study the index of the APS boundary value problem on an arbitrary complete odd-dimensional manifold M with non-compact boundary without introducing any extra assumptions on manifold (in particular, we do not assume that our manifold is of bounded geometry). Note that as for the Callias-type theorem for manifolds without boundary, we consider odd-dimensional case so that a compact hypersurface in M has even dimension.
We now briefly describe our main results.
1.1. Index of a boundary value problem for manifolds with non-compact boundary. Let M be a complete Riemannian manifold with non-compact boundary ∂M and let D = D +iΦ be a Callias-type operator on M . We impose slightly stronger conditions on the growth of the potential Φ and call the operators satisfying these conditions strongly Callias-type. On manifolds without boundary these conditions guarantee that D has a discrete spectrum.
The restriction A of a strongly Callias-type operator to the boundary is a self-adjoint strongly Callias-type operator on ∂M and, hence, has a discrete spectrum. In Sections 3 we use the eigensections of A to define a scale of Sobolev spaces H s A (∂M , E ∂M ) on ∂M (this scale does depend on the operator A). In Section 4 we use this scale to define elliptic boundary conditions for D. This definition is completely analogous to the classical construction [6] , but depends more heavily on A, since the Sobolev spaces depend on A.
Our first result, Theorem 5.4, is that a strongly Callias-type operator with elliptic boundary condition is Fredholm. This generalizes a theorem of Bär and Ballmann to manifolds with non-compact boundary. We also extend some standard properties of the index of boundary value problems on compact manifolds to our non-compact setting. In particular, we establish a Splitting Theorem 5.11: if M = M 1 ∪ N M 2 where N is a not necessarily compact hypersurface, then index on M is equal to the sum of the indexes of a boundary value problem on M 1 and the dual boundary value problem on M 2 .
1.2. An almost compact essential support. In the theory of Callias-type operators on a manifold without boundary the crucial notion is that of the essential support -a compact set K ⊂ M such that the restriction of D * D to M \K is strictly positive. For manifolds with boundary we want an analogous subset, but the one which has the same boundary as M (so that we can keep the boundary conditions). Such a set is necessarily non-compact. In Section 6, we introduce a class of non-compact manifolds, called essentially cylindrical manifolds, which replaces the class of compact manifolds in our study. An essentially cylindrical manifold is a manifold which outside of a compact set looks like a cylinder [0, ε] × N ′ , where N ′ is a noncompact manifold. The boundary of an essentially cylindrical manifold is a disjoint union of two complete manifolds N 0 and N 1 which are isometric outside of a compact set.
We say that an essentially cylindrical manifold M 1 , which contains ∂M , is an almost compact essential support of D if the restriction of D * D to M \M 1 is strictly positive and the restriction of D to the cylinder [0, ε] × N ′ is a product, cf. Definition 6.4. We show that every strongly Callias-type operator on M which is a product near ∂M has an almost compact essential support.
The main result of Section 6 is that the index of the APS boundary value problem for a strongly Callias-type operator D on a complete odd-dimensional manifold M is equal to the index of the APS boundary value problem of the restriction of D to its almost compact essential support M 1 , cf. Theorem 6.10.
1.3.
Index on an essentially cylindrical manifold. In the previous section we reduced the study of the index of the APS boundary value problem on an arbitrary complete odd-dimensional manifold to index on an essentially cylindrical manifold. A systematic study of the latter is done in Section 7.
Let M be an essentially cylindrical manifold and let D be a strongly Callias-type operator on M , whose restriction to the cylinder [0, ε] × N ′ is a product. Suppose ∂M = N 0 ⊔ N 1 and denote the restrictions of D to N 0 and N 1 by A 0 and −A 1 respectively (the sign convention means that we think of N 0 as the "left boundary" and of N 1 as the "right boundary" of M ).
Our main result here is that the index of the APS boundary value problem for D depends only on the operators A 0 and A 1 and not on the manifold M and the restriction of D to the interior of M , cf. Theorem 7.5. The odd-dimensionality of M is essential, since the proof uses the Callias-type index theorem on complete manifolds without boundary.
1.4.
The relative η-invariant. Suppose now that A 0 and A 1 are self-adjoint strongly Calliastype operators on complete even-dimensional manifolds N 0 and N 1 respectively. An almost compact cobordism between A 0 and A 1 is an essentially cylindrical manifold M with ∂M = N 0 ⊔ N 1 and a strongly Callias-type operator D on M , whose restriction to the cylindrical part of M is a product and such that the restrictions of D to N 0 and N 1 are equal to A 0 and −A 1 respectively. We say that A 0 and A 1 are cobordant if there exists an almost compact cobordism between them. Note that this means, in particular, that A 0 and A 1 are equal outside of a compact set.
Let D be an almost compact cobordism between A 0 and A 1 . Let B 0 and B 1 be the APS boundary conditions for D at N 0 an N 1 respectively. Let ind D B 0 ⊕B 1 denote the index of the APS boundary value problem for D. We define the relative η-invariant by the formula η(A 1 , A 0 ) = 2 ind D B 0 ⊕B 1 + dim ker A 0 + dim ker A 1 .
It follows from the result of the previous section, that η(A 1 , A 0 ) is independent of the choice of an almost compact cobordism.
Notice the "shift of dimension" of the manifold compared to the theory of η-invariants on compact manifolds. This is similar to the "shift of dimension" in the Callias-type index theorem: on compact manifolds the index of elliptic operators is interesting for even-dimensional manifolds, while for Callias-type operators it is interesting for odd-dimensional manifolds. Similarly, the theory of η-invariants on compact manifolds is more interesting on odd-dimensional manifolds, while our relative η-invariant is defined on even-dimensional non-compact manifolds.
If M is a compact odd-dimensional manifold, then the Atiayh-Patodi-Singer index theorem [4] implies that η(A 1 , A 0 ) = η(A 1 )−η(A 0 ) (recall that since the dimension of M is odd, the integral term in the index formula vanishes). In general, for non-compact manifolds, the individual η-invariants η(A 1 ) and η(A 0 ) might not be defined. However, we show that η(A 1 , A 0 ) in many respects behaves like it was a difference of two individual η-invariants. In particular, we show, cf. , that η(A 1 , A 0 ) = − η(A 0 , A 1 ), η(A 2 , A 0 ) = η(A 2 , A 1 ) + η(A 1 , A 0 ).
In [25] Fox and Haskell studied the index of a boundary value problem on manifolds of bounded geometry. They showed that under rather strong conditions on both M and D (satisfied for natural operators on manifolds with conical or cylindrical ends), the heat kernel e −t(D B ) * D B is of trace class and its trace has an asymptotic expansion similar to the one on compact manifolds. In this case the η-invariant can be defined by the usual analytic continuation of the η-function. We prove, cf. Proposition 8.8 , that under the assumptions of Fox and Haskell, our relative η-invariant satisfies η(A 1 , A 0 ) = η(A 1 ) − η(A 0 ).
More generally, it is often the case that the individual η-functions η(s; A 1 ) and η(s; A 0 ) are not defined, but their difference η(s; A 1 ) − η(s; A 0 ) is defined and regular at 0. Bunke, [19] , studied the case of the undeformed Dirac operator A and gave geometric conditions under which Tr(A 1 e −tA 2 1 − A 0 e −tA 2 0 ) has a nice asymptotic expansion. In this case he defined the relative η-function using the usual formula, and showed that it has a meromorphic extension to the whole plane, which is regular at 0. He defined the relative η-invariant as the value of the relative η-function at 0. There are also many examples of strongly Callias-type operators for which the difference of heat kernels A 1 e −tA 2 1 − A 0 e −tA 2 0 is of trace class and the relative η-function can be defined by the formula similar to [19] . We conjecture that in this situation our relative η-invariant η(A 1 , A 0 ) is equal to the value of the relative η-function at 0.
1.5. The spectral flow. Atiyah, Patodi and Singer, [5] , introduced a notion of spectral flow sf(A) of a smooth family A := {A s } 0≤s≤1 of self-adjoint differential operators on closed manifolds as the integer that counts the net number of eigenvalues that change sign when s changes from 0 to 1. They showed that the spectral flow computes the variation of the η-invariant η(A 1 )−η(A 0 ).
In Section 9 we consider a family of self-adjoint strongly Callias-type operators A = {A s } 0≤s≤1 on a complete even-dimensional Riemannian manifold. We assume that there is a compact set K ⊂ M such that the restriction of A s to M \K is independent of s. Then all A s are cobordant in the sense of Section 1.4. Since the spectrum of A s is discrete for all s, the spectral flow can be defined in more or less usual way. We show, Theorem 9.13, that
Moreover, if A 0 is another self-adjoint strongly Callias-type operator which is cobordant to A 0 (and, hence, to all A s ), then
Operators on a manifold with non-compact boundary
In this section we discuss different domains for operators on manifolds with boundary.
2.1. Setting and notations. Let M be a complete Riemannian manifold with (possibly noncompact) boundary ∂M . We denote the Riemannian metric on M by g M and its restriction to the boundary by g ∂M . Then (∂M , g ∂M ) is also a complete Riemannian manifold. We denote by dV the volume form on M and by dS the volume form on ∂M . The interior of M is denoted bẙ M . For a vector bundle E over M , C ∞ (M, E) is the space of smooth sections of E, C ∞ c (M, E) is the space of smooth sections of E with compact support, and C ∞ cc (M, E) is the space of smooth sections of E with compact support inM . Note that
We denote by L 2 (M, E) the Hilbert space of square-integrable sections of E, which is the completion of C ∞ c (M, E) with respect to the norm induced by the L 2 -inner product
where ·, · denotes the fiberwise inner product. Similarly, we have spaces
on the boundary ∂M , where E ∂M denotes the restriction of the bundle E to ∂M . If u ∈ C ∞ (M, E), we denote by u ∂M ∈ C ∞ (∂M, E ∂M ) the restriction of u to ∂M . For general sections on the boundary ∂M , we use bold letters u, v, · · · to denote them.
Let E, F be two Hermitian vector bundles over M and
2.2.
Minimal and maximal extensions. We set D cc := D| C ∞ cc (M,E) and view it as an unbounded operator from 
It's easy to see from the following Green's formula that C ∞ c (M, E) ⊂ dom D max .
2.3.
Green's formula. Let τ ∈ T M | ∂M be the unit inward normal vector field along ∂M . Using the Riemannian metric, τ can be identified with its associated one-form. We have the following formula (cf. [11, Proposition 3.4 
]).
Proposition 2.4 (Green's formula). Let D be as above. Then for all u ∈ C ∞ c (M, E) and
where σ D denotes the principal symbol of the operator D.
Remark 2.5. A more general version of formula (2.2) will be presented in Theorem 3.39 below.
2.6. Sobolev spaces. Let ∇ E be a Hermitian connection on E. For any u ∈ C ∞ (M, E), the covariant derivative ∇ E u ∈ C ∞ (M, T * M ⊗ E). Applying the covariant derivative multiple times we get (∇ E ) k ∈ C ∞ (M, T * M ⊗k ⊗ E) for k ∈ Z + . We define k th Sobolev space by
where the covariant derivatives are understood in distributional sense. It is a Hilbert space with
Note that when M is compact, H k (M, E) does not depend on the choices of ∇ E and the Riemannian metric, but when M is noncompact, it does. We say u ∈ L 2 loc (M, E) if the restrictions of u to compact subsets of M have finite L 2 -norms.
loc . This Sobolev space is independent of the preceding choices. Similarly, we fix a Hermitian connection on F and define the spaces 
The next theorem, again from [6] , is still true here with minor changes of the proof.
Suppose that there exists a constant C > 0 such that
for all x ∈ M and ξ ∈ T * x M . Then D and D * are complete.
Sketch of the proof. Fix a base point x 0 ∈ ∂M and let r : M → R be the distance function from x 0 , r(x) = dist(x, x 0 ). Then r is a Lipschitz function with Lipschitz constant 1. Now the proof is exactly the same as that of [6, Theorem 3.3] .
is the Clifford multiplication. So one can choose C = 1 in Theorem 2.10 and therefore D and D * are complete.
Strongly Callias-type operators and their domains
In this section we introduce our main object of study -strongly Callias-type operators. The main property of these operators is the discreteness of their spectra. We discuss natural domains for a strongly Callias-type operator on a manifold with non-compact boundary. We also introduce a scale of Sobolev spaces defined by a strongly Callias-type operator.
3.1. A Dirac operator. Let M be a complete Riemannian manifold and let E → M be a Hermitian vector bundle over M . We use the Riemannian metric of M to identify the tangent and the cotangent bundles, T * M ≃ T M . (ii) a Hermitian connection ∇ E on E which is compatible with the Clifford multiplication in the sense that
Here ∇ LC denotes the Levi-Civita connection on T * M .
If E is a Dirac bundle we consider the Dirac operator D : 
is a Dirac-type operator on E and (ii) for any R > 0, there exists a compact subset 3.7. A product structure. We say that the Riemannian metric g M is product near the boundary if there exists a neighborhood U ⊂ M of the boundary which is isometric to the cylinder
In the following we identify U with Z r and denote by t the coordinate along the axis of Z r . Then the inward unit normal vector to the boundary is given by τ = dt.
Further, we assume that the Clifford multiplication c : T * M → End(E) and the connection ∇ E also have product structure on Z r . In this situation we say that the Dirac bundle E is product on Z r . We say that the Dirac bundle E is product near the boundary if there exists r > 0, a neighborhood U of ∂M and an isometry U ≃ Z r such that E is product on Z r . In this situation the restriction of the Dirac operator to Z r takes the form
where, by (3.1) (with τ = e n ),
The operator A is formally self-adjoint A * = A and anticommutes with c(τ )
be a strongly Callias-type operator. Then the restriction of D to Z r is given by
where
Definition 3.8. We say that a Callias-type operator D is product near the boundary if the Dirac bundle E is product near the boundary and the restriction of the Callias potential Φ to Z r does not depend on t. The operator A of (3.10) is called the restriction of D to the boundary.
3.9.
The restriction of the adjoint to the boundary. Recall that Φ is a self-adjoint bundle map, which, by Remark 3.6, commutes with the Clifford multiplication. It follows from (3.9) , that
Thus, D * is product near the boundary. From (3.5) and (3.8), we obtain 
14)
It follows from Definition 3.4 and (3.10) that [A, Φ] is also a bundle map with the same norm as [D, Φ] . Thus the last two terms on the right hand side of (3.14) grow to infinity at the infinite ends of ∂M . By [38, Lemma 6.3] , the spectrum of A is discrete. In this sense, A is very similar to a strongly Callias-type operator, with the difference that the potential c(τ )Φ is anti-self-adjoint and, as a result A is self-adjoint. We formalize the properties of A in the following.
Definition 3.11. Let A be a Dirac operator on ∂M . An operator A := A + Ψ, where Ψ : 
for all x ∈ ∂M \ K R . In this case, the compact set K R is called an R-essential support of A.
Using this definition we summarize the properties of A in the following.
Lemma 3.12. Let D be a strongly Callias-type operator on a complete Riemannian manifold M and let A be the restriction of D to the boundary. Then A is a self-adjoint strongly Callias-type operator on ∂M . In particular, it has a discrete spectrum.
3.13. Sobolev spaces on the boundary. The operator id +A 2 is positive. Hence, for any s ∈ R, its powers (id +A 2 ) s/2 can be defined using functional calculus.
Definition 3.14. Set
For all s ∈ R we define the Sobolev
The Sobolev space H s A (∂M, E ∂M ) is defined to be the completion of C ∞ A (∂M, E ∂M ) with respect to this norm.
When ∂M is compact, the above spaces are all equal and the space C ∞ A (∂M, E ∂M ) is independent of A. However, if ∂M is not compact, these spaces are different and C ∞ A (∂M, E ∂M ) does depend on the operator A. Consequently, if ∂M is not compact, the Sobolev spaces H s A (∂M, E ∂M ) depend on A.
Remark 3.16. Alternatively one could define the s-Sobolev space to be the completion of C ∞ c (∂M, E ∂M ) with respect to the H s A -norm. In general, this leads to a different scale of Sobolev spaces, cf. [27, §3.1] for more details. We prefer our definition, since the space H fin (A), defined below in (3.18), which plays an important role in our discussion, is a subspace of C ∞ A (∂M , E ∂M ) but is not a subspace of C ∞ c (∂M , E ∂M ). The rest of this section follows rather closely the exposition in Sections 5 and 6 of [6] with some changes needed to accommodate the non-compactness of the boundary.
Eigenvalues and eigensections of
be the spectrum of A with each eigenvalue being repeated according to its (finite) multiplicity. Fix a corresponding L 2 -orthonormal basis {u j } j∈Z of eigensections of A. By definition, each element in C ∞ A (∂M, E ∂M ) is L 2 -integrable and thus can be written as u =
On the other hand, let
be the space of finitely generated sections. Then H fin (A) ⊂ C ∞ A (∂M, E ∂M ) and for any s ∈ R,
. We obtain an alternative description of the Sobolev spaces
Remark 3.18. The following properties follow from our definition and preceding discussion.
. And we shall show shortly in Theorem 3.19 that there is still a Rellich embedding theorem, i.e., the induced embedding
We have the following version of the Rellich Embedding Theorem:
To prove the theorem, we use the following result, cf., for example, [9, Proposition 2.1]. Proposition 3.20. A closed bounded subset K in a Banach space X is compact if and only if for every ε > 0, there exists a finite dimensional subspace Y ε of X such that every element x ∈ K is within distance ε from Y ε .
Proof of Theorem 3.19. Let B be the unit ball in H t A (∂M, E ∂M ). We use Proposition 3.20 to show that the closureB of
. For simplicity, suppose that λ 0 is an eigenvalue of A with smallest absolute value and for n > 0, set Λ n := min{λ 2 n , λ 2 −n }. Then {Λ n } is an increasing sequence by (3.17) . For every ε > 0, there exists an integer N > 0, such that (1 + Λ n ) s−t < ε 2 /4 for all n ≥ N .
Consider the finite-dimensional space
. We claim that every elementū ∈B is withing distance ε from Y ε . Indeed, choose u = j a j u j ∈ B, such that the H s A -distance betweenū and u is less than ε/2. Then u ′ := N j=−N a j u j belongs to Y ε and the H s A -distance
Hence u is within distance ε/2 of Y ε , and thereforeū is within distance ε of Y ε . The theorem then follows from Proposition 3.20.
3.21.
The hybrid Soblev spaces. For I ⊂ R, let
be the spectral projection. It's easy to see that
for all s ∈ R.
Definition 3.22. For a ∈ R, we define the hybrid Sobolev spacě
.
The spaceȞ(A) is independent of the choice of a. Indeed, for a 1 < a 2 , the difference between the correspondingȞ-norms only occurs on the finite dimensional space
. Thus the norms defined using different values of a are equivalent.
Similarly, we defineĤ
ThenĤ (A) =Ȟ(−A).
The pairing of Remark 3.18.(iv) induces a perfect pairinǧ
3.23. The hybrid space of the dual opearator. Recall, that the restriction A # of D * to the boundary can be computed by (3.13) . Thus the isomorphism c(τ ) : E ∂M → E ∂M sends each eigensection u j of A associated to eigenvalue λ j to an eigensection of A # associated to eigenvalue −λ j . We conclude that the set of eigenvalues of
So c(τ ) induces an isometry between Sobolev spaces H s A (∂M, E ∂M ) and H s A # (∂M, E ∂M ) for any s ∈ R. Furthermore, it restricts to an isomorphism between H s (−∞,a] (A) and H s [−a,∞) (A # ). Therefore we conclude that Lemma 3.24. Over ∂M , the isomorphism c(τ ) :
In particular, the sesquilinear form
is a perfect pairing of topological vector spaces.
3.25.
Sections in a neighborhood of the boundary. Recall from (3.6) that we identify a neighborhood of ∂M with the product Z r = [0, r) × ∂M . The L 2 -sections over Z r can be written as
in terms of the L 2 -orthonormal basis {u j } on ∂M . We fix a smooth cut-off function χ : R → R with
It's easy to see that E u is an L 2 -section over Z r . So we get a linear map
which we call the extension map. As in Subsection 2.2 we denote by · D the graph norm of D.
Lemma 3.26. For all u ∈ H fin (A), the extended section E u over Z r belongs to dom D max . And there exists a constant C = C(χ, A) > 0 such that
Proof. For the first claim, we only need to show that
it suffices to consider each summand separately. Recall that D = c(τ )(∂ t + A) on Z r . By (3.23), we have
On the other hand,
The proof of the first inequality is exactly the same as that of [6, Lemma 5.5] . For the second one, just notice that A # is the restriction to the boundary of D * and, by Lemma 3.24, c(τ ) :Ȟ(A # ) →Ĥ(A) is an isomorphism of Hilbert spaces.
The following lemma is an analogue of [6, Lemma 6.2] with exactly the same proof.
Lemma 3.27. There is a constant C > 0 such that for all u ∈ C ∞ c (Z r , E), Definition 3.29. We define the norm
and denote by H 1 D (Z r , E) the completion of C ∞ c (Z r , E) with respect to this norm. We refer to (3.25) as the
. Moreover, we have the following analogue of the Rellich embedding theorem:
Proof. Let B be the unit ball about the origin in H 1 D (Z r , E) and letB denote its closure in L 2 (Z r , E). We need to prove thatB is compact. By Proposition 3.20 it is enough to show that for every ε > 0 there exists a finite dimensional subspace
Let λ j and u j be as in Subsection 3.17. As in the proof of Theorem 3.19 we set Λ n := min{λ 2 n , λ 2 −n }. Choose N > 0 such that
Let H 1 ([0, r)) denote the Sobolev space of complex-valued functions on the interval [0, r) with norm r) ) denote the unit ball about the origin in H 1 ([0, r)) and letB ′ be its closure in L 2 ([0, r)). By the classical Rellich embedding theoremB ′ is compact in L 2 ([0, r)). Hence, for every ε > 0 there exists a finite set X ε such that every a ∈B ′ is within distance
We now define the finite dimensional space
We claim that every u ∈B is within distance ε from Y ε . Indeed, letū ∈B. We choose
Since {u j } is an orthonormal basis of L 2 (∂M , E ∂M ), we conclude from (3.25) that 30) where in the second inequality we use (3.27) . From (3.29) we conclude that for every j ∈ Z, there exists a j ∈ X ε such that
Hence,
Then from (3.30) and (3.31) we obtain
Combining this with (3.28) we obtain
for all u ∈ C ∞ c (Z r , E). This proves the first inequality in (3.32). Suppose that u ∈ C ∞ c (Z r , E) with P A (0,∞) (u ∂M ) = 0. We want to show the converse inequality. We can write u = j a j (t)u j . Then a j (r) = 0 for all j and a j (0) = 0 for all j such that λ j > 0. The latter condition means that
Remark 3.32. In particular, the two norms are equivalent on C ∞ cc (Z r , E).
3.33. The trace theorem. The following "trace theorem" establishes the relationship between H k D (Z r , E) and the Sobolev spaces on the boundary.
Theorem 3.34 (The trace theorem). For all k ≥ 1, the restriction map (or trace map)
extends to a continuous linear map
, and we want to show that
for some constant C(k) > 0. Applying inverse Fourier transform to a j (t) yields that
where a j (ξ) is the Fourier transform of a j (t). (Here we use normalized measure to avoid the coefficient 2π.) So
By Hölder's inequality,
where λ j is the eigenvalue of A corresponding to index j. We do the substitution ξ = (1+λ 2 j ) 1/2 τ to get
It's easy to see that the integral on the right hand side converges when k ≥ 1 and depends only on k. Therefore
where we use Plancherel's identity from line 2 to line 3. Recall the differentiation property of
Now summing inequality (3.35) over j gives (3.34) and the theorem is proved.
3.35.
The space H 1 D (M, E). Recall that the cut-off function χ is defined in (3.22) . By a slight abuse of notation we also denote by χ the induced function on M . Define
It is a Hilbert space with the
. As one can see from Remark 3.32, a different choice of the cut-off function χ leads to an equivalent norm. The H 1 D -norm is stronger than the graph norm of D in the sense that it controls in addition the H 1 D -regularity near the boundary. We call it H 1 D -regularity as it depends on our concrete choice of the norm (3.25), unlike the case in [6] , where the boundary is compact.
Lemma 3.31 and Theorem 3.34 extend from Z r to M . By the definition of H 1 D (M, E) and the fact that D is complete, we have Lemma 3.36.
(
The following statement is an immediate consequence of Remark 3.32 and Lemma 3.36.
(ii).
3.38. Regularity of the maximal domain. We now state the main result of this section which extends Theorem 6.7 of [6] to manifolds with non-compact boundary.
Theorem 3.39. Assume that D is a strongly Callias-type operator. Then
A (∂M, E ∂M )}. The corresponding statements hold for dom(D * ) max (with A replaced with A # ). Furthermore, for all sections u ∈ dom D max and v ∈ dom(D * ) max , we have
Proof. The proof goes along the same line as the proof of Theorem 6.7 in [6] but some extra care is needed because of non-compactness of the boundary.
(i) LetM be the double of M formed by gluing two copies of M along their boundaries. ThenM is a complete manifold without boundary. One can extend the Riemannian metric g M , the Dirac bundle E and the Callias-type operator D on M to a Riemannian metric gM , a Dirac bundleẼ and a Callias-type operatorD onM . Notice that now domD max = domD min by [26] .
Proof. Let Z (−r,r) be the double of Z r inM . Clearly, it suffices to consider the case when the support ofũ is contained in Z (−r,r) . Since domD max = domD min , it suffices to show that if a sequenceũ n ∈ C ∞ c (Z (−r,r) ,Ẽ) converges toũ in the graph norm ofD thenũ n | M converges in H 1 D (M, E). This follows from the following estimate
which we prove below. Since D is a product on Z r , we obtain from (3.9) that on Z (−r,r)
Hence, on compactly supported sectionsũ we have Dũ 2
We conclude that
Let Fix an arbitrary u ∈ dom(D c ) ad and letũ ∈ L 2 (M ,Ẽ) andṽ ∈ L 2 (M ,Ẽ) denote the sections whose restriction toM \M are equal to 0 and whose restriction to M are equal to u and (D c ) ad u respectively.
Hence,ũ is a weak solution of the equationD * ũ =ṽ ∈ L 2 (M ,Ẽ). By elliptic regularitỹ u ∈ H 1 loc (M ,Ẽ). It follows thatũ| ∂M = u| ∂M = 0. Also, by Lemma 3.41, u ∈ H 1 D * (M, E). By Corollary 3.37, u is in the domain of the minimal extension (D * ) min of (D *
Hence, it follows from Lemma 3.27 that the extension exists and unique. To prove the surjectivity recall that the space H fin (A), defined in (3.18), is dense inȞ(A). Fix u ∈Ȟ(A) and let u i → u be a sequence of sections u i ∈ H fin (A) which converges to u inȞ(A)
follows directly from (3.36) and the Trace Theorem 3.34.
To show the opposite inclusion, choose u ∈ dom D max with Ru ∈ H 1/2
Using (3.24) we readily see that
is dense in both dom D max and dom(D * ) max , the equality for u ∈ dom D max and v ∈ dom(D * ) max follows now from (i) and (ii) and Lemma 3.24.
Boundary value problems for strongly Callias-type operators
Moving on from last section, we study boundary value problems of a strongly Callias-type operator D whose restriction to the boundary is A. We introduce boundary conditions and elliptic boundary conditions for D as certain closed subspaces ofȞ(A). In particular, we take a close look at an important elliptic boundary condition -the Atiyah-Patodi-Singer boundary condition and obtain some results about it. 
From (3.37), we conclude that 4.6. Elliptic boundary conditions. We adopt the same definition of elliptic boundary conditions as in [6] for the case of non-compact boundary:
Definition 4.7. A boundary condition B is said to be elliptic if B ⊂ H
1/2
A (∂M, E ∂M ) and 
The following two examples of elliptic boundary condition are the most important to our study (compare with Examples 7.27, 7.28 of [6] ). Example 4.11 (Transmission conditions). Let M be a complete manifold. For simplicity, first assume that ∂M = ∅. Let N ⊂ M be a hypersurface such that cutting M along N we obtain a manifold M ′ (connected or not) with two copies of N as boundary. So we can write
Let E → M be a Dirac bundle over M and D : C ∞ (M, E) → C ∞ (M, E) be a strongly Callias-type operator. They induce Dirac bundle E ′ → M ′ and strongly Callias-type operator
We assume that all structures are product near N 1 and N 2 . Let A be the restriction of D ′ to N 1 . Then −A is the restriction of D ′ to N 2 and, thus, the restriction of
We use this as a boundary condition for D ′ on M ′ and set Proof. First we show that B is a boundary condition, i.e. is a closed subspace ofȞ(A ′ ). Clearly B is a closed subspace of H 1/2
Thus it suffices to show that the H
A ′ -norm anď H(A ′ )-norm are equivalent on B. Since any two norms are equivalent on the finite-dimensional eigenspace of A ′ associated to eigenvalue 0, we may assume that 0 is not in the spectrum of A ′ . Write
Notice that P A ′ I = P A I ⊕ P −A I = P A I ⊕ P A −I for any subset I ⊂ R. We have P
Notice also that
and similar equality holds for u − . It follows that
Using the above equations we get
The other direction of inequality is trivial. So B is also closed inȞ(A ′ ) and hence is a boundary condition.
In order to show that B is an elliptic boundary condition we need to prove that B ad ⊂ H
A ′# (∂M ′ , E ∂M ′ ). It's easy to see that
Again by decomposing v in terms of v − and v + like above, one can get that v ∈ H 1/2
Therefore B is an elliptic boundary condition.
If M has nonempty boundary and N is disjoint from ∂M , we assume that an elliptic boundary condition is posed for ∂M . Then one can apply the same arguments as above to pose the transmission condition for N 1 ⊔ N 2 and keep the original condition for ∂M .
Index theory for strongly Callias-type operators
In this section we show that an elliptic boundary value problem for a strongly Callias-type operator is Fredholm. As two typical examples, the indexes of APS and transmission boundary value problems are interesting and are used to prove the splitting theorem, which allows to compute the index by cutting and pasting.
be a strongly Callias-type operator. The growth assumption of the Callias potential guarantees that D is invertible at infinity.
Lemma 5.2. A strongly Callias-type operator
is invertible at infinity (or coercive at infinity). Namely, there exist a constant C > 0 and a compact set
Remark 5.3. Note that this property is independent of the boundary condition of D.
Proof. By Definition 3.4, for a fixed R > 0, one can find an R-essential support
for all u ∈ C ∞ cc (M, E) with support outside K R .
Recall that, for ∂M = ∅, a first-order essentially self-adjoint elliptic operator which is invertible at infinity is Fredholm (cf. [2, Theorem 2.1]). If ∂M = ∅ is compact, an analogous result (with elliptic boundary condition) is proven in [6, Theorem 8.5, Corollary 8.6]. We now generalize the result of [6] to the case of non-compact boundary 
We let {u n } be a bounded sequence in dom D B such that Du n → v ∈ L 2 (M, E) and want to show that {u n } has a convergent subsequence in dom D B .
Recall that we assume that there is a neighborhood Z r = [0, r) × ∂M ⊂ M of the boundary such that the restriction of D to Z r is product. For (t, y) ∈ Z r we set χ 1 (t, y) = χ(t) where χ is the cut-off function defined in (3.22). We set χ 1 (x) ≡ 0 for x ∈ Z r . Then χ 1 is supported on Z 2r/3 and identically equal to 1 on Z r/3 . We also note that dχ 1 is uniformly bounded and supported in Z 2r/3 .
Let the compact set K ⊂ M and a constant C > 0 be as in Lemma 5.2. We choose two more smooth cut-off functions χ 2 , χ 3 : M → [0, 1] such that
As a consequence, dχ 3 is uniformly bounded and supp(dχ 3 ) ⊂ Z 2r/3 ∪ K ′ . We denote
Lemma 3.30 and the classical Rellich Embedding Theorem imply that, passing to a subsequence, we can assume that the restrictions of u n to Z 2r/3 and to K ′ are L 2 -convergent. Then in the inequality
the first two terms on the right hand side converge to 0 as n, m → ∞. To show that {u n } is a Cauchy sequence it remains to prove that the last summand converges to 0 as well. We use Lemma 5.2 to get
where in the last inequality we used (5.2). Since Du n , u n | Z 2r/3 and u n | K ′ are all convergent,
Combining with (5.3) we conclude that {u n } is a Cauchy sequence and, hence, converges in L 2 (M, E). Now both {u n } and {Du n } are convergent in L 2 (M, E). Hence {u n } converges in the graph norm of D. Since B is an elliptic boundary condition, by Lemma 4.3, the H 1 D -norm and graph norm of D are equivalent on dom D B . So we proved that {u n } is convergent in dom D B . Therefore D B has finite-dimensional kernel and closed image. Since D * is also a strongly Callias-type operator, exactly the same arguments apply to (D * ) B ad and we get that D B is Fredholm. 5.6. Dependence of the index on the boundary conditions. We say that two closed subspaces X 1 , X 2 of a Hilbert space H are finite rank perturbations of each other if there exists a finite dimensional subspace Y ⊂ H such that X 2 ⊂ X 1 ⊕Y and the quotient space (X 1 ⊕Y )/X 2 has finite dimension. We define the relative index of X 1 and X 2 by
One easily sees that the relative index is independent of the choice of Y . We also note that if X 1 and X 2 are finite rank perturbations of each other, then X 1 and the orthogonal complement The following lemma follows immediately from the definition of the relative index. 
The proof of the proposition is a verbatim repetition of the proof of Theorem 8.14 of [6] .
As an immediate consequence of Proposition 5.8 we obtain the following 
Proof. We assume that ∂M = ∅. The proof of the general case is exactly the same, but the notation is more cumbersome. Since B 1 ⊕ B 2 is an elliptic boundary condition for D ′ , the boundary value problem D ′ B 1 ⊕B 2 is Fredholm. We need to show the index identity, which now is
Let B denote the transmission condition on ∂M ′ . Then, using the canonical pull-back of sections from E to E ′ , we have 
, and a family of isomorphisms
Here k 0 = id and k 1 is an isomorphism from B to B 1 ⊕ B 2 . One can follow the arguments of Lemma 4.12 to check that for each s ∈ [0, 1], By definition,
. Hence, for s 1 , s 2 ∈ [0, 1] with |s 1 − s 2 | < ε, the operator
has a norm not greater than ε. This implies that {k s } is a continuous family of isomorphisms from B to H
1/2
A ′ (∂M ′ , E ′ ). The following steps are basically from [6, Lemma 8.11, Theorem 8.12]. Roughly speaking, one can construct a continuous family of isomorphisms
Then by composing D ′ Notice that the restriction ofD to the cylinder is the operator D ′ whose R-essential support is empty and whose restriction to the boundary is −A. Let The second summand on the right hand side of (5.15) vanishes by (5.13). The corollary follows now from (5.14).
Reduction to an essentially cylindrical manifold
In this section we reduce the computation of the index of an APS boundary value problem to a computation on a simpler manifold which we call essentially cylindrical. 6.3. Almost compact essential support. We now return to the setting of Section 3. In particular, M is a complete Riemannian manifold with non-compact boundary ∂M and there is a fixed isometry between a neighborhood of ∂M and the product Z r = [0, r) × ∂M , cf. (3.6); D = D + iΦ is a strongly Callias-type operator (cf. Definition 3.4) whose restriction to Z r is a product (3.9). (ii) there exist a compact set K ⊂ M and ε ∈ (0, r) such that
Note that any almost compact essential support is an essentially cylindrical manifold, one component of whose boundary is ∂M and A has an empty essential support on the other component of the boundary. Also the restriction of D to the subset (6.1) is given by (3.9).
Lemma 6.5. For every strongly Callias-type operator which is product on Z r there exists an almost compact essential support.
Proof. Fix R > 0 and let K R be a compact essential support for D. The union
satisfies all the properties of an almost compact essential support, except that its boundary is not necessarily smooth. For small enough δ > 0 the δ-neighborhood
of M ′ has a smooth boundary and is an almost compact essential support for D.
6.6. The index on an almost compact essential support. Suppose M 1 ⊂ M is an almost compact essential support for D and let N 1 ⊂ M be such that ∂M 1 = ∂M ⊔ N 1 . The restriction of D to a neighborhood of N 1 need not be product. Since in this paper we only consider boundary value problems for operators which are product near the boundary, we first deform D to a product form. Note that if K is as in Definition 6.4 then D is product in a neighborhood of N 1 \K. It follows that we only need to deform D in a relatively compact neighborhood of N 1 ∩ K. More precisely let ε be as in (6.1). We choose δ ∈ (0, ε) and a tubular neighborhood
We now identify U with the product (ε − δ, ε + δ) × N 1 in a way compatible with (6.2). The next lemma shows that one can find a strongly Callias-type operator D ′ which is a product near N 1 and differs from D only on a compact set.
Definition 6.7. Fix a new Riemannian metric on M and a new Hermitian metric on E which differ from the original metrics only on a compact set K ′ ⊂ M . Let c ′ : T * M → End(E) and let ∇ E ′ be a Clifford multiplication and a Clifford connection compatible with the new metrics, which also differ from c and ∇ E only on K ′ . Let D ′ be the Dirac operator defined by c ′ and ∇ E ′ . Finally, let Φ ′ ∈ End(E) be a new Callias potential which is equal to Φ on M \K ′ . In this situation we say that the operator
Clearly, if D ′ is a compact perturbation of D which is equal to D near ∂M , then every elliptic boundary condition B for D is also elliptic for D ′ . Then the stability of the index implies that
(6.3)
Lemma 6.8. In the situation of Subsection 6.6 there exists a compact perturbation D ′ of D which is product near ∂M 1 and such that there is a compact essential support of
Proof. By Proposition 5.4 of [15] there exists a smooth deformation (c t , ∇ E t ) of the Clifford multiplication and the Clifford connection such that (i) for t = 0 it is equal to (c, ∇ E ); (ii) for t > 0 it is a product near N 1 ; (iii) for all t its restriction to M \U is independent of t (and, hence, coincides with (c, ∇ E )).
Moreover, since all our structures are product near N 1 \K, the construction of this deformation in Appendix A of [15] provides a deformation which is independent of t on M \(U ∩ K). Thus for all t > 0 the Dirac operator D t defined by (c t , ∇ E t ) is a compact perturbation of D.
Let Φ t (x) be a smooth deformation of Φ(x) which coincides with Φ at t = 0, is independent of t for x ∈ U ∩ K, and is product near N 1 for all t > 0. Then D t := D t + iΦ t is a compact perturbation of D for all t ≥ 0.
Fix R > 0 such that there is an R-essential support of D which is contained in M 1 . Then there exists a compact set K R ⊂ M 1 such that outside of K R the estimate (3.4) holds. Since all our deformations are smooth and compactly supported Φ 2 The last summand on the right hand side of this equality vanishes by Corollary 5.13. The theorem follows now from (6.3).
The index of operators on essentially cylindrical manifolds
In the previous section we reduced the computation of the index of D to a computation of the index of the restriction of D to its almost compact essential support (which is an essentially cylindrical manifold). In this section we consider a strongly Callias-type operator D on an essentially cylindrical manifold M (these data might or might not come as a restriction of another operator to its almost compact essential support. In particular, we don't assume that the restriction of D to N 1 is invertible). From this point on we assume that the dimension of M is odd.
Let A 0 and −A 1 be the restrictions of D to N 0 and N 1 respectively. The main result of this section is that the index of the APS boundary value problem for D depends only on A 0 and A 1 . Thus it is an invariant of the boundary. In the next section we will discuss the properties of this invariant.
7.1. Compatible essentially cylindrical manifolds. Let M be an essentially cylindrical manifold and let ∂M = N 0 ⊔ N 1 . As usual, we identify a tubular neighborhood of ∂M with the product
Definition 7.2. We say that another essentially cylindrical manifold M ′ is compatible with M if there is a fixed isometry between Z r and a neighborhood Z ′ r ⊂ M ′ of the boundary of M ′ .
Note that if M and M ′ are compatible then their boundaries are isometric.
7.3.
Compatible strongly Callias-type operators. Let M and M ′ be compatible essentially cylindrical manifolds and let Z r and Z ′ r be as above. Let E → M be a Dirac bundle over M and let D : C ∞ (M, E) → C ∞ (M, E) be a strongly Callias-type operator whose restriction to Z r is product and such that M is an almost compact essential support of D. This means that there is a compact set K ⊂ M such that M \K = [0, ε] × N and the restriction of D to M \K is product (i.e. is given by (3.9)). Let E ′ → M ′ be a Dirac bundle over M ′ and let 
The proof of this theorem occupies Subsections 7.6-7.10.
7.6. Gluing together M and M ′ . Let −M ′ denote another copy of manifold M ′ . Even though we don't assume that our manifolds are oriented, it is useful to think of −M ′ as manifold M with the opposite orientation. We identify the boundary of −M ′ with the product
and consider the unionM :
Then Z (−r,r) := Z r ∪ (−Z ′ r ) is a subset ofM identified with the product
We note thatM is a complete Riemannian manifold without boundary.
7.7.
Gluing together D and (D ′ ) * . Let E ∂M denote the restriction of E to ∂M . The product structure on E| Zr gives an isomorphism ψ : E| Zr → [0, r) × E ∂M . Recall that we identified Z r with Z ′ r and fixed an isomorphism between the restrictions of E to Z r and E ′ to Z ′ r . By a slight abuse of notation we use this isomorphism to view ψ also as an isomorphism
LetẼ →M be the vector bundle overM obtained by gluing E and E ′ using the isomorphism c(τ ) :
′ . This means that we fix isomorphisms
We denote by c ′ : T * M ′ → End(E ′ ) the Clifford multiplication on E ′ and set c ′′ (ξ) := −c ′ (ξ). We think of c ′′ as the Clifford multiplication of T * (−M ′ ) on E ′ (since the dimension of M ′ is odd, changing the sign of the Clifford multiplication corresponds to changing the orientation on M ′ ). ThenẼ is a Dirac bundle overM with the Clifford multiplicatioñ
One readily checks that (7.3) defines a smooth Clifford multiplication onẼ. LetD : C ∞ (M ,Ẽ) → C ∞ (M ,Ẽ) be the Dirac operator. Then the isomorphism φ of (7.2) identifies the restriction ofD with D, the isomorphism φ ′ identifies the restriction ofD with −D ′ , and isomorphism ψ • φ ′ • ψ −1 identifies the restriction ofD to −Z ′ r with
Consider the bundle map Φ ∈ End(Ẽ) whose restriction to M is equal to Φ and whose restriction to M ′ is equal to Φ ′ . We summarize the constructions presented in this subsection in the following Lemma 7.8. The operatorD :=D + iΦ is a strongly Callias-type operator onM , whose restriction to M is equal to D and whose restriction to M ′ is equal to
The operatorD is a strongly Callias-type operator on a complete Riemannian manifold without boundary. Hence, [1] , it is Fredholm. Lemma 7.9. indD = 0.
Proof. SinceM is a union of two essentially cylindrical manifolds, there exists a compact essential supportK ⊂M ofD such thatM \K is of the form S 1 × N . We can chooseK to be large enough so that the restriction ofD to S 1 × N is a product. We can also assume thatK has a smooth boundary Σ = S 1 × L. Then the Callias index theorem [3, Theorem 1.5] states that the index ofD is equal to the index of a certain operator ∂ on Σ. Since all our structures are product onM \K, the operator ∂ is also a product on Σ = S 1 × L. Thus it has a form
whereÃ is an operator on L. The kernel and cokernel of ∂ can be computed by separation of variables and both are easily seen to be isomorphic to the kernel ofÃ. Thus the kernel and the cokernel are isomorphic and ind ∂ = 0. 
Combining this equality with (7.5) we obtain (7.1).
The relative η-invariant
In the previous section we proved that the index of the APS boundary value problem D B 0 ⊕B 1 for a strongly Callias-type operator on an odd-dimensional essentially cylindrical manifold depends only on the restriction of D to the boundary, i.e. on the operators A 0 and −A 1 . In this section we use this index to define the relative η-invariant η(A 1 , A 0 ) and show that it has properties similar to the difference of η-invariants η(A 1 ) − η(A 0 ) of operators on compact manifolds. For special cases, [25] , when the index can be computed using heat kernel asymptotics, we show that η(A 1 , A 0 ) is indeed equal to the difference of the η-invariants of A 1 and A 0 . In the next section we discuss the connection between the relative η-invariant and the spectral flow.
8.1. Almost compact cobordisms. Let N 0 and N 1 be two complete even-dimensional Riemannian manifolds and let A 0 and A 1 be self-adjoint strongly Callias-type operators on N 0 and N 1 respectively, cf. Definition 3.11. 
8.7. The case when the heat kernel has an asymtotic expansion. In [25] , Fox and Haskell studied the index of a boundary value problem on manifolds of bounded geometry. They showed that under certain conditions (satisfied for natural operators on manifolds with conical or cylindrical ends) on M and D, the heat kernel e −t(D B ) * D B is of trace class and its trace has an asymptotic expansion similar to the one on compact manifolds. In this case the η-function, defined by a usual formula
is an analytic function of s, which has a meromorphic continuation to the whole complex plane and is regular at 0. So one can define the η-invariant of A by η(A) = η(0; A).
Proposition 8.8. Suppose now that D is an operator on an essentially cylindrical manifold M which satisfies the conditions of [25] . We also assume that D is product near ∂M = N 0 ⊔ N 1 and that M is an almost compact essential support for D. Let A 0 and −A 1 be the restrictions of D to N 0 and N 1 respectively. Let η(A j ) (j = 0, 1) be the η-invariant of A j . Then
Proof. Theorem 9.6 of [25] establishes an index theorem for the APS boundary value problem satisfying conditions discussed above. This theorem is completely analogous to the classical APS index theorem [4] . In [25] only the case of even-dimensional manifolds is discussed. However, exactly the same (but somewhat simpler) arguments give an index theorem on odd-dimensional manifolds as well. In the odd-dimensional case the integral term in the index formula vanishes identically. Thus, applied to our situation, Theorem 9.6 of [25] gives
Since (See [34] for even more general situation when the relative η-function can be defined.) Bunke only considered the undeformed Dirac operator A and gave a geometric condition under which Tr(A 1 e −tA 2 1 − A 0 e −tA 2 0 ) has a nice asymptotic expansion and the above integral gives a meromorphic function regular at 0. One can also consider the cases when the heat kernels of the Callias-type operators A j are such that Tr(A 1 e −tA 2 1 − A 0 e −tA 2 0 ) has a nice asymptotic expansion and the relative η-function can be defined using (8.4). 
Since D ′′ is an almost compact cobordism between A 1 and A 0 we conclude from (8.2) that
Combining (8.8) and (8.7) we obtain (8.6).
Note that (8.6) implies that η(A, A) = 0 (8.9)
for every self-adjoint strongly Callias-type operator A.
Proposition 8.12 (The cocycle condition). Let A 0 , A 1 and A 2 be self-adjoint strongly Calliastype operators which are cobordant to each other. Then
Proof. The lemma follows from the Splitting Theorem 5.11 applied to the operator D 3 constructed in the proof of Lemma 8.4.
The spectral flow
Atiyah, Patodi and Singer, [5] , introduced a notion of spectral flow sf(A) of a continuous family A := {A s } 0≤s≤1 of self-adjoint differential operators on a closed manifold. They showed that the spectral flow computes the variation of the η-invariant η(A 1 )−η(A 0 ). In this section we consider a family of self-adjoint strongly Callias-type operators A = {A s } 0≤s≤1 on a complete even-dimensional Riemannian manifold and show that for any operator A 0 cobordant to A 0 we have
9.1. A family of boundary operators. Let E N → N be a Dirac bundle over a complete evendimensional Riemannian manifold N . Let A = {A s } 0≤s≤1 be a family of self-adjoint strongly Callias-type operators
Definition 9.2. The family A = {A s } 0≤s≤1 is called almost constant if there exists a compact set K ⊂ N such that the restriction of A s to N \K is independent of s.
Since dim N = 2p is even, there is a natural grading operator Γ : E N → E N , with Γ 2 = 1, cf. [8, Lemma 3.17] . If e 1 , . . . , e 2p is an orthonormal basis of T N ≃ T * N , then 
is a smooth differential operator on M . . Thus there is a family of eigenvalues λ j (s) (j ∈ Z) which depend continuously on s. We order the eigenvalues so that λ j (0) ≤ λ j+1 (0) for all j ∈ Z and λ j (0) ≤ 0 for j ≤ 0 while λ j (0) > 0 for j > 0. Atiyah, Patodi and Singer [5] defined the spectral flow sf(A) for a family of operators satisfying the conditions of the Kato Selection Theorem as an integer that counts the net number of eigenvalues that change sign when s changes from 0 to 1. Several other equivalent definitions of the spectral flow based on different assumptions on the family A exist in the literature. For our purposes the most convenient is the Dai and Zhang's definition [23] which is based on the notion of spectral section introduced by Melrose and Piazza [33] . If A satisfies the conditions of the Kato Selection Theorem, then the arguments of the proof of [33, Proposition 1] show that A admits a spectral section.
Remark 9.7. Booss-Bavnbek, Lesch, and Phillips [10] defined the spectral flow for a family of unbounded operators in an abstract Hilbert space. Their conditions on the family are much weaker than those of the Kato Selection Theorem. In particular, they showed that a family of elliptic differential operators on a closed manifold satisfies their conditions if all the coefficients of the differential operators depend continuously on s. It would be interesting to find a good practical condition under which a family of self-adjoint strongly Callias-type operators satisfies the conditions of [10] . 9.8. The spectral flow. Let P = {P s } be a spectral section for A. Set B s := ker P s . Let Proof. The lemma is an immediate consequence of Lemma 5.7.
9.12. Deformation of the relative η-invariant. Let A = {A s } 0≤s≤1 be a smooth almost constant family of self-adjoint strongly Callias-type operators on a complete even-dimensional Riemannian manifold N 1 . Let A 0 be another self-adjoint strongly Callias-type operator, which is cobordant to A 0 . In Section 9.1 we showed that A 0 is cobordant to A s for all s ∈ [0, 1]. Hence, by Lemma 8.4, A 0 is cobordant to A 1 . In this situation we say the A 0 is cobordant to the family A. The following theorem is the main result of this section. • the function s → ρ(r, s) is non-decreasing.
• ρ(r, s) = 0 for s ≤ 1/3 and ρ(r, s) = r for s ≥ 2/3. Then D r is an almost compact cobordism between A 0 and A r . In particular, the restriction of D r to N 1 is equal to −A r . Recall that we denote by −A the family {−A s } 0≤s≤1 . Let P = {P s } be a spectral section for −A. Then for each r ∈ [0, 1] the space B r := ker P r is an elliptic boundary condition for D r at {1} × N 1 . Let B 0 := H This proves (9.5). Now, by Propostion 8.12,
