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ABSTRACT 
This paper considers a factorization of discrete-time improper spectral matrices 
using the generalized eigenproblem (GEP) approach. We first derive a factorization 
algorithm for the spectral matrix formed by an RH, transfer matrix based on the GEP 
associated with a descriptor representation of the spectral matrix and a related linear 
equation. We then extend the factorization algorithm to the case where the spectral 
matrix is formed by an improper RL, matrix. A simple example is included to show 
the applicability of the present algorithm. 
1. INTRODUCTION 
It is well known that the spectral factorization plays a fundamental role in 
H, and H, optimal controls and filtering [g-12]. The spectral factorization is 
to factorize a matrix positive definite on a unit circle or along the imaginary 
axis into a product of an outer function and its conjugate [l, 8,111. For 
continuous-time systems, spectral factorization algorithms based on the 
state-space technique are derived in [9] and [ll]. Discrete-time results are 
also obtained in [12] by applying the bilinear transform between the s and z 
planes and the continuous-time result. A related algorithm is also derived by 
using a purely discrete-time technique [15]. These factorization algorithms 
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are naturally approached via the algebraic Riccati equation (ARE). For a 
rational matrix not necessarily square or invertible, a minimal factorization 
algorithm is also developed in [22] by using the geometric factorization 
principle [4]. 
We see that the factorization results mentioned above, except [22], are 
based on the assumption that the spectral matrix together with its inverse is 
proper. There are apparently no “state-space” factorization results applicable 
to spectral matrices that are not necessarily proper. But in view of the 
development of the LQ regulator theory for descriptor systems [5,7,18], we 
will be able to derive a state-space-like algorithm for spectral factorization of 
an improper matrix. Actually, we have derived a preliminary result for the 
spectral factorization associated with a stable transfer matrix [I4], in which a 
numerical method is also developed using the generalized eigenproblem 
(GEP) approach (see [3,20,211X 
In this paper, we derive a factorization algorithm for an improper spectral 
matrix associated with a discrete-time descriptor system based on the GEP 
approach. In Section 2, we formulate the problem and summarize some 
results for the discrete-time descriptor system and the LQ regulator problem 
related to spectral factorization. Section 3 considers the spectral factorization 
for the case where a transfer matrix involved is an RH, function. A numerical 
algorithm is developed based on the GEP associated with the Hamiltonian 
equation. In Section 4, we extend the factorization result to the case where 
the spectral matrix is formed by an improper RL, matrix. A numerical result 
is included in Section 5 to show the applicability of the present algorithm. 
Throughout the paper, RH, denotes the set of real rational stable 
matrices. RL, is the set of real rational matrices that have no poles on the 
unit circle. Note that both RH, and RL, include matrices not necessarily 
proper. 
2. DESCRIPTOR SYSTEM 
2.1. Problem Formulation 
Consider the discrete-time descriptor system described by 
EX t+1 = Ax, + But, 
yt = cx, + Du t’ t = O,l,..., (2) 
where x t E R”, ut E R”, yt E R P with p > m, and E, A, B, C, D are 
constant matrices of appropriate dimensions with E possibly nonsingular. We 
assume that B, C have full rank. In the following, the transfer matrix of the 
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descriptor system of (1) and (2) is expressed as [13] 
G(z) := {E,[$+j) =C(zE-A)-‘B+D. 
We assume that 
(Al) G(z) has no zeros on the unit circle, namely, 
(3) 
has full column rank for z = e@‘, 0 < w < 27r. 
Let G” (z) := Gr( 2-l). We define a spectral matrix by 
q(z) := G-(z)G(z). 
It follows from (Al) that q(z) is positive definite on the unit circle. Since 
we see that 9(z) is expressed as a descriptor form 
where Q := CTC, S := CTD, R := DTD. 
Based on the GEP approach, we consider the spectral factorization 
problem for finding an outer function G,(z) in a descriptor form such that 
q’(z) = Go-- (+$(+ (5) 
where G,(Z) is square and stable together with its inverse. We first treat the 
spectral factorization associated with an RH, transfer matrix, and then 
consider the case where G(z) is an RL, matrix. We show that the spectral 
factor is obtained by solving the related GEPs and linear equations and by 
factoring a positive definite constant matrix. 
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2.2. Preliminaries 
We now briefly review some basic facts for the discrete-time descriptor 
system [17]. We assume that rank E = r < n and that the descriptor system 
of cl), or (E, A), is regular, namely, a( z> := det(zE - A) Z 0. Finite eigen- 
values of zE - A, the roots of a(z) = 0, are called dynamic modes of 
(E, A). If all the finite dynamic modes lie in the unit disk, we say that (E, A) 
is stable. Moreover, we define two modes for the infinite eigenvalues of 
zE - A, namely the zero eigenvalues of E - AA. The infinite eigenvalues 
associated with the generalized eigenvectors v with Ev = 0 are the nondy- 
namic modes of (E, A). And the infinite eigenvalues associated with the 
generalized principal vectors o,k with Ev k = Aw k-1 (k > 2) are the anti- 
causal modes of (E, A). If deg a(z) = q < r, then the system (1) has q 
dynamic modes, r - q anticausal modes, and n - r nondynamic modes. If 
there are no anticausal modes, the descriptor system is referred to as causal. 
If we apply a feedback control ut = Kx,, then the closed-loop system is 
given by Ex,, 1 = (A + BK)x,. The closed-l oop system is also expressed as a 
descriptor form 
[: :][::::I = [ii -q[::]. 
If all the roots of det(zE - AK) = 0, where A, := A f BK, are stable, the 
closed-loop system is stable, so that we say that (E, AK) is stable. It is well 
known [17] that if (1) is controllable [see (A2) in Section 31, there exists a 
control ut = K-C, that achieves a desired pole assignment, removing the 
anticausal modes. Thus a feedback gain is referred to as admissible if the 
closed-loop system (E, A,) is (a) regular, (b> causal, and Cc> stable. In this 
case, we also say that (E, A,) is admissible. 
The LQ optimal-control problem is to find a feedback control such that 
(6) 
is minimized subject to (0, where 
w, := Q S 
[ 1 ST R 
is nonnegative definite. Then the generalized algebraic Riccati equation 
(GARE) associated with the descriptor LQ regulator problem is given by 
E~XE = A~XA - ( A~XB + S)(R + B~xB)-~(B~xA + s*) + Q, (7) 
DISCRETE-TIME DESCRIPTOR SYSTEMS 873 
where R + BTXB > 0. The above GARE has appeared in the LQ control 
context [3,14,18] and in the estimation context [19]. It can be shown that an 
optimal feedback control is given by ut = Kx,, where 
K = -(R + BTXllpl( BTXA + S’) (8) 
and that (E, AK) is admissible. We see that K may not be unique and a 
solution X to the GARE (7) does not always exist, but ETXE exists uniquely 
under assumptions (Al)-(A4) [ see Section 3 for (A2)-(A4)]. For the case 
where (E, A) has no anticausal modes, the existence and uniqueness of 
solution of (7) has extensively been studied in [18], since the anticausal modes 
are removed by a preliminary descriptor feedback [I7]. 
It should be noted that the spectral factorization is not equivalent to the 
LQ regulator problem, especially for the discrete-time case, because if (E, A) 
is stable, it is necessary to compute a square root of M := R + B*XB as well 
as an optimal gain K (see Theorem 1). Moreover, if (E, A) is not stable, the 
factorization of the denominator and N := (M-l + ZCYKT)-’ (see Theorem 
2) are needed. It is not trivial to perform these factorizations for discrete-time 
descriptor systems, since the solutions X and Y may not exist. 
3. SPECTRAL FACTORIZATION FOR RH, MATRICES 
In this section, we consider the spectral factorization associated with a 
stable transfer matrix G(z). Taking the inverse of (4) yields [13,14] 
In the following, the E- and the A-matrix of (9) are respectively defined by 
We see from [5] that the E- and the A-mat+ of the Hamiltonian equation 
for the LQ regulator problem are given by E and A, respectively. 
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Suppose that GARE of (7) has a solution X such that (E, A,) is -_ 
admissible. We define two nonsingular transforms 
TI=[ix ; ;I, T2=[$ $ :“_I. 
By using TI and T2, it can be shown that (9) is reduced to 
'l-'(z) = T,ET,, 
(- [-q-y]] 
E 0 0 
= 
(11) 
where M := BTXB + R and I? := [0 0 Z,lT. It is to be noted that since X 
may not exist, Tl, T2 are not always defined. But we see that all the entries in 
the right-hand side of (12) exist, so that it is well defined. 
It follows that the inverse of (12) gives another realization of the spectral 
matrix q(z), namely, 
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which is factored as 
q(z) = (A+-/++.[*]) 
= {+q-+{+q-$]}* (14) 
It may be noted from Yr(@) > 0 that M is positive definite. We observe 
that the above relation is an extension of the Kalman equality [2]. 
We now derive a numerical algorithm for computing K. Consider the 
GEP associated with (91, namely 
where E’ and A are defined in (10). In the following, we assume that 
(A2) (E, A, B) is controllable, namely, rank[ A - hE B] = n V,4 6 C U 
t4. 
LEMMA 1. Suppose that (Al) and (A2) hold. Then the GEP of (15) has 
no eigenvalues on the unit circle. Moreover, if h is an eigenvalue of the GEP, 
then l/h is also an eigenvalue with the same multiplicity (see [5,20]). 
Since rank E = r < n and the last m columns of J?? are zeros, we see that 
the GEP of (15) has n - r zero eigenvalues and m + n - r infinite eigen- 
values. It therefore follows from Lemma 1 that the eigenvalues of the GEP 
are arranged as 
0 )...) 0, A, ).,., A,, l/h, ,..., l/A\.,,~,.~.,oo_, aJ ,...I co, 
-v. 
n--r 
i- 
n--r m 
r 
where [Ai1 < 1, i = l,..., r. Let U be the (2n + m) X r matrix formed by 
the generalized eigenvectors and the generalized principal vectors corre- 
sponding to r stable eigenvalues of (15) [2O, 211. Let U be partitioned into 
three submatrices: 
u, 
u= u,, [I q, u, E cnxr, u, E cmxr. (16) 4 
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It follows from (lo), (15), and (16) that 
EU,A = AU, + BU,, 
ATU2h = -QU, + ET& - SU,, (17) 
- BTUzh = STU, + RU,, 
where A is an r X r Jordan form with stable eigenvalues h,, . . . , A,. Let K 
satisfy KU, = U,. Then we have 
E&A = (A + BK)U, (18) 
It therefore follows that U, is of full column rank if and only if it spans the 
finite eigenspace of (E, AK). 
We present a lemma ensuring that EU, has full column rank. To this end, 
we assume that the descriptor system is transformed into an SVD coordinate 
system: 
(19) 
where @, I’? are orthogonal matrices and E,, = dia$a,, . . . , a,) with or > 
cr2 z ... > a, > 0. Also define 
(20) 
LEMMA 2. Suppose that (Al), (A21 hold and that the following rank 
conditions are satisfied: 
(A3) rank r(O) = n + m, 
(A4) rank @ = n - r + m, 
where I’(z) is defined by (3). Th en E U, and hence U, has fill column rank. 
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Pmof. A proof is given in [14]. I 
It may be noted that (A3) above implies that the spectral function q(z) is 
nonsingular at z = 0. We see from (20) that there exist many sufficient 
conditions ensuring the condition (A4). A simple one is that 
Q22 s2 
[ 1 Sz' R 
is positive definite. Another one is to assume that R > 0 and A,, is 
nonsingular. It can be also assumed that B, has full column rank and 
Qg2 > 0; thus there is a possibility that conditions (A3), (A4) are satisfied 
even if R = 0 [S]. 
If EU, and U, have full column rank, we can choose an n X (n - t) 
matrix W, and an n X (n - T) matrix V, such that I?,1 := [EU, W,] and 
II, := [U, Vi] are nonsingular. We first define V, and V, by 
(21) 
where V, is m X (n - r). It should be noted that the solutions V,, V, may 
not exist for arbitrarily given W,. In terms of the SVD coordinate representa- 
tion (ICI), C, and II, are given by 
and (21) is reduced to 
where 
, and W, := 
Wll 
[ I W?., * 
878 TOHRUKATAYAMA 
Since Vi, = 0, we get 
A,,V,, + B,V, = Wzl> (22) 
where, for the nonsingularity of C,, W,, must be an (n - r) X (n - r) 
nonsingular matrix, but is otherwise arbitrary. It is not necessary to specify 
W,,, since it is determined by W,, = Ai,V,, + BiV,. 
Since (E, A, B) is controllable at z = ~0, we have rank] A,, B,l = n - T-. 
Thus the solution of (22) is given by 
A,, Aiz + B, B,T)-‘W2, + [$I (23) 
where 
E ker[ A,, B,]. 
It is easy to show that we can find an (n - r + m) X (n - r) matrix 
IL! 
7; E kerl A,, B,] so that V,, becomes nonsingular. Hence both Zr and 
1 ecome nonsingular. 
LEMMA 3. Suppose that (Al)-(A4) hold. Let U,, U, be given by (17). 
Then there exist W,, Vi, and V, for (21) such that 2, = [ EU, W,] and 
II, = [U, Vi] are nonsingular. Moreover, an optimal gain matrix K is given 
bY 
KrI, = [v, v,]. (24 
proof. It follows from (17) (20, and (24) that 
A - ZI, 0 0 
EU, W, B 
= 0 I,_, 0 . 0 0 -1, I (25) 
0 0 L 
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From Lemma 2, EU,, U, are of full column rank. Thus as shown above, there 
exist V,, V,, W such that C,, KI, are nonsingular. Hence the last 3 X 3 block 
matrix in the right-hand side of (25) gr ‘ves the Weierstrass canonical form of 
A-xE B 
K -InI 1 
[17]. Thus the characteristic polynomial of the closed-loop system is given by 
a,(x) = p det( zZ, - A) with p # 0, implying that the closed-loop system is 
regular and has no anticausal modes. Also, (E, AK) is stable with poles 
A A r>..., r* n 
THEOREM 1. Suppose that (Al)-(A4) hold. Let K be given by (24). 
Define 
(26) 
and let M, = M ‘/’ be an m X m nonsingular matrix. Then if (E, A) is 
stable, a realization of a canonical spectral factor of ?\Ir( z> is given by 
G,(x) = M,@(z). 
Proof. Since both 
O(z) and O-r(z) = E 
( j_]) 
are stable, O( z> is outer. Hence, we see from (14) that G,(z) = M,@(z) is a 
canonical factor of *\I/( z). n 
The spectral factorization of Theorem 1 is carried out as follows. To 
obtain M, we define 
(27) 
Then we get H - (z)H(z) = M, namely, H(z) is an unnormalized inner 
matrix. By computing, say, HT(l)H(l>, using the QZ-algorithm-based tech- 
nique [23], M, is obtained by Cholesky decomposition of H T(1) H(1). Thus, 
if (E, A) is stable, a canonical spectral factor is given by G,(Z) = M,@(z). 
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If (E, A) is not stable, M,@(z) is not a canonical spectral factor. To 
complete the spectral factorization, we should also factorize the denominator 
of (131, or (14) without changing the numerator. This will be treated in the 
next section. 
4. SPECTRAL FACTORIZATION FOR RL, MATRICES 
Consider the case where G(z) is an RL, matrix. We assume that 
rank E = r < n and that (E, A) has q dynamic modes, r - q anticausal 
modes, and n - r nondynamic modes. We have the following lemma. 
LEMMA 4. Assume that 
(A5) a(z) has no zeros at the origin or on the unit circle. 
Then the denominator polynomial of (13) always has the factorization 
a( C’)a( 2) = aL( z-l)aJ z), aL( z) : Hurwitz. (28) 
Proof. Since a(z) = det(zE - A). the denominator polynomial of (13) 
is givenby a( 2-l )a( z). For the rest of proof, see [6]. 
Hence we can derive an algorithm performing 
denominator of (13) without further assumptions. 
section is to transform (13) into 
_ 
n 
the factorization of the 
The main task of this 
where a,(z) = det(zE - A,) is stable, and A,, B,, N are defined below. 
Similarly to Section 3, the factorization of (29) is obtained by choosing an 
n X m matrix L such that a,(z) = det(zE - A - LK) and (E, A + LK) 
has r - q anticausal modes and n - r nondynamic modes. 
We consider the GEP associated with the transposes of the E- and the 
A-matrix of (13), namely, 
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where 
It may be noted that E and A are respectively_ obtain_ed by replacing 
(E, A, B, Q, S, R) with (ET, AT, KT, O,O,M-‘) in E and A of (10). Hence, 
from (7) the GARE associated with (E, A) is given by 
EYET = AYAT - AYKT( M-’ + KYKT)-kYAT. (32) 
LEMMA 5. Suppose that (A5) holds. Then (E, A) has no eigenvalues on 
the unit circle. Furthermore, if p is an eigenvalue of the GEP of (30)-(311, 
so is l/p with the same multiplicity. 
Thus the eigenvalues of the GEP are arranged as 
0 ) . . . , 0, /Al,. . . , p9, l/jLl, . . . , l/p, I *>. . . > Gc > m>. . . > Oc, 
MM 
n-Y n-4 m 
9 4 
where pi, i = 1,. . . , q, are stable. For the GEP of (30)-(31) let U be the 
(2n + m) X q matrix formed by the generalized eigenvectors and the gener- 
alized principal vectors corresponding to the q stable eigenvalues. As in (16) 
it can be partitioned as 
u, 
u= v,, [I u,, us E cnx9, u, E cmxq. (33) v, 
From (30) (31) and (33) 
ETU,E = ATU, + KTU,, 
AU,E = EU,, (34) 
- KU,2 = M-‘U 6’ 
where B is a 9 x q Jordan form with stable eigenvalues pr, . . . , p,. 
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Let LT satisfy LTU, = U,. It therefore follows from (34) that 
ET&B = (AT + KTLT)U,. (35) 
This implies that U, has full column rank if and only if it spans the finite 
eigenspace of ( ET, AT + K TLT > associated with stable eigenvalues pi, . . . , /+. 
It may be noted that since (E, A + BK) is stable, (ET, AT, KT> is stabiliz- 
able. 
Suppose that U, has full column rank. We see from (35) that since 
(A + LK)T is nonsingular, ETU, has full column rank. Thus we can find an 
n x (n - q) matrix W, such that X2 := [ET U, W, ] are nonsingular as in 
Section 3. Since (E, A) has r - q anticausal modes and n - r nondynamic 
modes, it follows that the desired Weierstrass canonical form of 
AT--ET KT 
LT -tn 1 
is given by 
B - ZI 4 0 0 
ET& W, KT 
= 0 - 0 
0 0 -I, 
I,_, ~5, 1 , (36) 
0 0 L 
where E:, is a nilpotent (n - q) X (n - q) Jordan form corresponding to 
72 - r nondynamic modes and r - q anticausal modes of (E, A) [17], and 
V, E cnX(n-q), V, E cmX(n-q) are specified below. Note that if (E, A) has 
no anticausal modes, then q = r and 2, = 0. 
We see that (36) holds if and only if the following conditions are satisfied: 
ATV, + KTV, = W,, 
ET& = W&, 
LTV, - v, = 0. 
It follows from (37) that 
ET& = (AT + KTLT)V,&. 
(37) 
(38) 
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This shows that V, has full column rank if and only if it spans the infinite 
eigenspace of (E ‘, AT + K TLT 1. Thus we have the following lemma. 
LEMMA 6. Let KI, = [U, V,] and Cz = [ETU, W,l, where U,, U, and 
V,, V,, W, are defined by (34) and (371, respectively. Define L by 
and let 
LTn, = w,, V,l> (39) 
A, = A + LK. (40) 
Then C, and KI, are nonsingular if and only if (E, AL) has q finite modes 
f+>...>p > 
P 
r - q anticausal modes, and n - r nondynamic modes. More- 
over, L 0 (39) satisfies 
L = -AYKT( M-’ + ZWKT)-‘. (41) 
Proof. If 2, and II, are nonsingular, the Weierstrass canonical form of 
AT--ET KT 
LT -ZIn 1 
is given by (36), and vice versa. Moreover, referring to (7), (S), and (32), it 
can be shown that L is given by (41). n 
Define N := (MS1 + KYKT)-l. By using the stabilizing solution Y of 
the GARE (32), we define two nonsingular transforms 
T, = 
Zn AY(Z, + KTMKY-l 
0 (In + KTMKY-’ 
1, T, = [i -:“i. 
LEMMA 7. By using Tl and T,, Yr(.z) is factored as in (29), where 
B, = B - L. (42) 
Proof. A proof is deferred in Appendix A. n 
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In (29) we define 
(43) 
and N, = N1/‘. Then we have the following theorem, where it is assumed 
that the factorization of the numerator has already been given by Theorem 1. 
THEOREM 2. Suppose that G(z) E RL, and that (E, A) has q dynamic 
modes, r - q anticausal modes and n - r nondynamic modes. Suppose that 
(Al)-(A5) hold. Define L by (39) and O,(z) by (43). Then G,(z) = N,@,(z) 
solves the factorization of (29) if and only if II, := [U, V,] and C, := 
[ ETU, W,] are nonsingular. 
Proof. A proof is immediate from Lemmas 6 and 7. 
To compute N,, we define 
Note that 0; (z)NO,(z) = O”(z)MO(z), so that H,(Z) = @(z)@~(z)-’ 
is an unnormalized inner function with H,” (z)MH,(z) = N. Thus N, is 
obtained by Cholesky decomposition of HT(l>MH,(l), where H,(l) is com- 
puted by the algorithm of [23]. It may be noted that H,‘(Z) is a left 
conjugator of O(Z) (see [16]). 
Combining the results of Theorems 1 and 2, the spectral factorization 
algorithm is summarized as follows. 
Step 1. 
Step 2. 
Step 3. 
step 4. 
Step 5. 
Step 6. 
Given G(z), check conditions (Al)-(A5). If (Al)-(A4) do not hold, 
stop. 
Obtain K from (24) and M by HT(l)H(l), where H(z) is given by 
(27). 
If (E, A) is stable, go to step 4; otherwise go to step 5. 
Obtain the Cholesb decomposition M:M, = M. Then compute 
O(Z) by (26) to get a canonical spectral factor G,(z) = M,@(z). 
If (A5) does not hold, stop. 
Obtain L by (39) and a decomposition NrrN, = HT(l>A4H,(l>, 
where H,(z) is given by (44). Compute O,(z) by (43) to get a 
canonical spectoral factor G,(z) = N,O,( z). 
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5. EXAMPLE 
Consider a transfer function 
G(z) =Z - -& 
A realization of G(z) is given by 
1 0 0 
E=OlO, [ 1 A 
0 0 0 
[ _y -; y> 
B= 0, H c = [o -1 11, D = 0. 1 
Step 1: The above realization has an unstable pole, an anticausal mode, 
and a nondynamic mode. Thus n = 3, r = 2, q = 1, m = 1. Also, it is easy 
to see that (Al)-(A4) are satisfied. 
Step 2: Solving the GEP of (15) yields 
[ 
0.6533 
U, = 0.2706 
0.2706 
_~~~~;pl. rJ2 = [w -;:q, 
U, = [0.6533 0.14741. 
Setting W,, = 1 in (22), we get V,, = 1, for which V, = [0 0 l]r E ker E, 
and V, = 1. Hence solving (24) yields K = [3 k, - 11, where k, = - 3.8284, 
so that from (27), 
22+222-l z + 2.4142 
H(z) = Z2 
- 0.1716 = z + 0.4142 * 
Thus we see that M, = 2.4142, M = 5.8284, so that from (261, 
Z2 - 0.1716 
O(2) = 
2+2 . 
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Step 3: Since (E, A) is not stable, go to step 5. 
Step 5: Since (A5) holds, go to step 6. 
Step 6: It follows from the GEP of (30)-(31) that 
v, = [ -;:!!!I, Us = [ +92], U, =0.325S 
We take 
a! P 
w,= [ 6 1 and E, [ 0 1 y = 0 0 
l 77 
1 
without loss of generality. It follows from the second equation of (37) that 
V4=[i ,] and w2=[H e], 
where (Y, P, 7, 6,~, p, v are to be specified. Put V, = [a b]. Then the first 
equation of (37) gives 
[i -% -$ 
or 
I 
-p -v-y 
0 -2Y 
0 (Y 
]+[g I$]=[~ y. 
It follows that a = 0, so that y = 0 and /_L = -(Y. Putting b = 1, we get 
6 = k,, Y = 3 - p, and q = CY - 1. We take cr = 2 and p = 3 arbitrarily, so 
that C, = [ETU, W,] and II, = [U, V,] are nonsingular. Then we have 
w2=[; +I, v+ I]> v,=[o 11. 
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Thus, from (39), LT = [0.5 -0.1959 01, SO that 
1.5 - 1.9142 0.5 
A, = 0.4123 
-1.0 
-A.25 ;.1959], B, = [ -g::,59]. 
Moreover, from (44), 
H,(z) = 
0.25(2~ + 1) 
2+2 ’ 
implying that N = (0.2512A4, N, = 0.25Mi. Hence, from Theorem 2, 
G,(z) = N,H,l( z)O( z) 
z + 2 M,( z2 - 0.1716) 1.2071( z2 - 0.1716) 
=p = 
22 + 1 2+2 .2+0.5 * 
It is easy to check that G,(Z) is the desired spectral factor. 
6. CONCLUSION 
This paper has developed a technique for the factorization of a spectral 
matrix formed by an improper transfer matrix for a discrete-time descriptor 
system. Numerical algorithms for factoring the numerator and denominator 
of a spectral matrix are presented, based on the GEPs associated with a 
descriptor representation of the spectral matrix. An example is included to 
show a numerical procedure for solving relevant GEPs and the related linear 
equations. 
For H, control problems [12], we also encounter the factorization of 
‘P?(z) = y2Z, - G- (z)G(z). (45) 
If y > IIGllm, then WY(z) is positive definite on the unit circle. By defining 
Q := -cTc, fj := - C?‘D, R := y2z - DTD, it follows then that YrY(z) is 
expressed as the right-hand side of (4): H ence 
be applied to the factorization of (45). 
the present technique can also 
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APPENDIX A. PROOF OF LEMMA 7 
First we present a lemma without proof. 
LEMMA Al. Suppose that E,, E,, A,, A,, A, E RnXn, B,, B, E RnXm, 
Then for any F E R""", the following C,,C, E R"'", and D E Rmxm. 
relation holds : 
’ 
Al 0 Bl 
II A A B E,’ 3 4 2 C, zC, D 
Applying Lemma Al above with F = -(M-l + KYKT)-lKY to (13) 
yields 
D + FB, = M - (M-’ + KYKT)-kYZZTM 
= (M-l + KYKT)-’ = N, 
C, + FA, = -MK + (M-’ + KYKT)-kYKTMK 
z.z -NK, 
z(C, - FE,) + FA, = z[ BT + (M-l + KYKT)-kYAT] 
-(M-l + K2’KT)-kET 
= zB; - (M-l + KYKT)-kYET := C,(z). 
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Thus 9( z> of (13) is rewritten as 
Define 
Z T = AY(ZfKTMZCY-1 Z 
1 
0 (Z+KTMKY)-' 1 [ and T2 = 0 .YET I I * 
Then it is easy to see that 
” E 0 
T,ET, = o A'L 
[ 1 
T,iT, = 
Z AY(Z+KTMZ@ I[ A -AYET 0 (Z+KTMZQ'-l -KTMK (Z+KTMKY)ET I 
[ 
AL. 0 = 
I -KTNK ET . 
For B’ and c’, we have 
and 
C'T, = [-NK w][:, -y'] 
= [-NK ZB,]. 
890 TOHRU KATAYAMA 
It should be noted that c = N is unchanged by this transform. Thus it 
follows that 
equals the right-hand side of (29), as was to be proved. 
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