e ongoing load-shedding and energy crises due to mismanagement of energy produced by different sources in Pakistan and increasing dependency on those sources which produce energy using expensive fuels have contributed to rise in load shedding and price of energy per kilo watt hour. In this paper, we have presented the linear programming model of 95 energy production systems in Pakistan. An improved multiverse optimizer is implemented to generate a dataset of 100000 different solutions, which are suggesting to fulfill the overall demand of energy in the country ranging from 9587 MW to 27208 MW. We found that, if some of the power-generating systems are down due to some technical problems, still we can get our demand by following another solution from the dataset, which is partially utilizing the particular faulty power system. According to different case studies, taken in the present study, based on the reports about the electricity short falls been published in news from time to time, we have presented our solutions, respectively, for each case. It is interesting to note that it is easy to reduce the load shedding in the country, by following the solutions presented in our dataset. Graphical analysis is presented to further elaborate our findings. By comparing our results with state-of-the-art algorithms, it is interesting to note that an improved multiverse optimizer is better in getting solutions with lower power generation costs.
Introduction
Proper management and finding out optimal solutions to utilize the available power production sources is an important optimization problem in Pakistan, which is the main theme of this paper [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . According to the reports in [12, 13] , the demand of the power is increasing exponentially and which is causing an increase in load shedding each year [14] . e cause of this shortage is mismanagement of power production sources.
According to a report published by National Electric Power Regulatory Authority (NEPRA) in 2016 [15] , the total capacity of 27240 MW is installed in the country, whereas the demand rises to 22000 MW in summer [16] . ese production units can produce enough energy if all are managed optimally. In [17] , these production units were normally producing up to 13240 MW with 4760 MW of shortfall. In nomenclature, we have indicated all the 95 installed capacities of electricity production with majority of them depending on thermal sources [15] . In [14] , it is reported that the gap between demand and production is expected to increase in the coming years. It is further reported in the literature [14, 18] that urban areas are facing a load shading in summer season as of 10-12 hours, and in rural areas, it is even worse as 16-18 hours a day. Urbanization and rapid increase in population have caused an increase in the industrial zones [19] , and it is worth noting that the demand of electricity was 16000 (MW) during summer of 2012 while the short fall was 8500 (MW) [20] .
In this study, we have explored a scientific decisionmaking approach in terms of mathematical programming for providing a strategy to utilize the available production sources of Pakistan to meet the demand of energy in different seasons. However, in [21] , a general mechanism was presented in terms of 5 major energy production types as X 1 to X 5 . ey have fixed the per unit price to estimate the overall mathematical model. We have extended the model and included 95 production sources, which generates electricity using different means (oil, gas, wind, hydropower, and coal). We have implemented per unit price according to the actual price of fuel used to run these sources. e production capacities of each source are given in Table 1 [22] . Our model will help to reduce the shortfall by utilizing the power production sources properly.
In the last few years, evolutionary algorithms (EAs) are implemented to solve different real-world optimization problems. EAs simulate social behavior or natural procedures in order to handle optimization problems with best solution. Among the popular EAs are the Bat algorithm [23, 24] , grasshopper optimization algorithm (GOA) [25] , and firefly algorithm (FA) [26, 27] . e efficiency of metaheuristics is better as compared to classical optimization techniques in solving optimization problems with iterations and random search behavior. e main idea behind all EAs is the survival of the fittest, which in return increases the fitness of individuals in population. EAs are implemented with different frameworks, which includes population structure and search equations [28] . EAs with different frameworks generate random populations. en, all solutions are evaluated according to a given objective function.
e search space is explored and exploited in two phases. EAs get stuck in local optima due to their random search. Several papers are published in the literature to overcome this problem in EAs [29, 30] .
e multiverse optimization algorithm (MVO) is a nature-inspired optimization technique given in [31] . e key idea of MVO is inspired from the theory of multiverses. Since its invention, it is applied to solve several real-world problems. In [31] , it is shown that MVO obtained very competitive results compared with other metaheuristic optimization algorithms. Also, Faris et al. [32] employed the MVO for training the multilayer perceptions in neural network. e efficiency of their techniques was evaluated on different medical datasets from UCI repository.
e outcome of their experiments is then compared to different metaheuristics, namely, Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Differential Evolution (DE) Algorithm, and Cuckoo Search (CS). It was observed that MVO was improved in terms of convergence and avoidance of local optima. MVO still lacks behind in accuracy of results and convergence speed. Fewer studies, like Levy-flight-based MVO [33] and a quantum version of MVO [34] , are recently proposed to further enhance the capabilities of MVO. Experimental results show that they have improved the solutions to some extent.
Currently, as can be seen in the former review, there are limited works on improving the performance of MVO. is work presents a new method of initialization with the MVO algorithm called improved multiverse optimization algorithm (IMVO). e experimental results on mathematical model of economic dispatch problem of electricity generation system in Pakistan and its three case studies show that IMVO is very competitive over FA, Bat algorithm, and GOA.
Furthermore, we have presented solutions to five case studies for proper management and production by all the 95 energy producers in the country. Our model can be implemented to reduce the load shedding and distribute the burden of production on respective power production units. is work is organized as follows: Section 2 describes the concept of multiverse optimizer and improvements in it. e mathematical model for the problem is described in Section 3. Experimental settings, results, and discussions based on numerical simulations are given in Section 4. Conclusion of our findings is presented in Section 5.
An Improved Multiverse Optimizer
e MVO algorithm simulates the theory of multiverse, where three verses play main part in the whole algorithmic procedure: these are white holes, black holes, and wormholes.
is is a population-based algorithm, where the population is searched in two phases: exploration in which the search space is visited very well and exploitation performs the search in neighborhood of a solution extensively. White hole and black hole, in the theory of multiverses, are used as exploration agents, and wormhole is acting as exploitation agent in this algorithm. In Figure 1 , black, yellow, green, and pink are the objects which are moving through the white/black hole, and white points represent objects which move through the wormhole. ere are 5 assumptions that are applied in MVO to the population/universe [31] :
(a) e probability of having the white holes is directly proportional to the inflation rate. (b) Individuals (universes) having higher inflation rate send objects through white holes with higher probability. (c) Individuals (universes) having higher inflation rate send objects through white holes with higher probability. (d) Individuals (universes) having lower rate of inflation send objects through black holes with higher probability. (e) e objects present in all universes are moved randomly towards the current best individual (universe) through wormholes. is random process occurs without taking into account the inflation rate. A sketch of this algorithm is shown in Figure 1 .
e initialization phase of MVO can be written as follows:
where U represents the matrix of candidate solutions, d is the dimensions of the problem, and n is the number of universes (population of solutions) which can be represented as follows:
where x j i is the j th parameter of i th universe, U i denotes the i th universe, NI (U i ) is the scaled inflation rate of the i th universe, r1 ∈ (01), and x j k is the j th parameter of k th universe selected by a roulette wheel selection mechanism. e objects are changed among the universes without perturbation. To maintain the balance between exploration
Universe (1) Universe (2) Universe ( and exploitation during the searching process in MVO, each universe is randomly treated to have wormholes to transport its objects through space. In order to ensure the exploitation around the current best solutions, particular wormhole tunnels are always established between a universe and the best universe formed so far, which can be represented mathematically as follows:
where X j is the j th parameter of best universe formed so far, TDR (travelling distance rate) and WEP (wormhole existence probability) are coefficients, lb j and ub j are the lower bound and upper bound of j th variable, respectively, x ij is the j th parameter of i th universe and r 2 , r 3 , and r 4 are random numbers between 0 and 1. WEP and TDR are treated as adaptive formula as follows:
where W min is the minimum (in this paper, it is set to 0.2), W max is the maximum (in this paper, it is set to 1), l is the current iteration, L is the maximum iterations, and p is the exploitation accuracy over the iterations (in this paper, it is set to 6). Higher the value of p, the sooner and more accurate exploitation/local search is performed [31] . It is worth to highlight that the MVO algorithm depends on number of iterations, number of universes, roulette wheel mechanism, and universe sorting mechanism. e quick sort algorithm is used to sort universe at each iteration, and roulette wheel selection is run for each variable in every universe in all iterations. Detailed description of MVO can be seen in [31] .
Our Proposed Initialization Strategy
According to the trend in stochastic techniques, random initialization in each generation is the frequently used method to initialize algorithms without knowing any priory information about the problem in hand. e idea of random initialization is often pushing the algorithm to explore the given domain very well, while the exploitation around best solutions is not carried out by this type of initialization. We have used an initialization strategy in which IMVO is balanced in terms of exploration and exploitation. We have designed a two-stage initialization strategy: in the first stage, the algorithm is initialized randomly for a certain number of scattered solutions in the whole search domain. In stage two, after the algorithm completes a certain number of iterations and collects best points in the search domain, we initialize the IMVO with population of these best solutions to concentrate the algorithm on exploitation around the best solutions in the space. Hence, in current studies, we have assigned the function evaluations, fixed to solve a problem, in two parts. e first part initializes with random populations and collects the best solutions of each iteration by using the following equation:
In the second phase, the algorithm is directed to search in the neighborhood of the best solutions obtained in the first part and exploits the search space around the population of these best solutions.
Modeling of Electricity Production Cost as a Single Objective Linear Programming Problem
In this paper, we have presented an optimal mixture of energy production system as a linear programming (LP) model consisting of different decision variables, representing different electricity production sources of Pakistan, see Nomenclature [21] . Each variable is bounded and generates electricity through different fuel types like hydro, thermal, nuclear, wind, and solar energies. e suggested LP model includes different production sources as x i , i � 1, 2, . . . , 95 and u i , i � 1, 2, 3, . . . , 95 represent different costs per kWh for each source. e objective function represents the total cost (C) incurred to meet the demand of energy in different situations. Mathematically,
where u i represents the cost per MWh and x i are the different sources given in nomenclature. e objective of this study is to produce a data set of solutions so that we can select the required optimal solution fulfilling the given demand with lowest cost per kWh as compared to other solutions in the data set. For more details, about the data set generated, the reader may refer to [35] . e problem is to search for best solutions among several candidate solutions and to meet the required power demand and satisfy constraints on each variable. ese constraints are given in Equation (7) and Table 1 as follows.
Total demand constraint:
Experimental Settings, Results, and Discussion
We have implemented IMVO which is coded in Matlab R2016 [31] . e main features of our computer included 8 GB RAM with Intel ® Core ™ i7-7500U CPU @ 2.7 GHz 2.9 GHz with a 64-bit operating system Windows 10. For a fair comparison, the population size was taken as 100 and the number of iterations was 100. We have repeated our simulations 10 times. To elaborate the efficiency of IMVO, we have considered three special cases. e experimental outcome is compared with state-of-the-art algorithms: firefly algorithm, Tables 2, 3 , and 4. Also, we have picked 5 solutions from overall 100000 solutions and presented these solutions as different case studies with their respective costs per MWh (Table 5) , which are based on the power demand in summers as provided in [20, [36] [37] [38] . e power demands and decision variables, which represent the 95 production sources in Pakistan and cost incurred along with the total power produced, are given in Table 5 . e individual variations of 20 best variables required to produce a particular solution in all case studies are furnished in Table 6 , and a weighted comparison of the 95 energy sources is given in Figure 2 . Looking at these graphs, the reader can deduce the importance of each production source of electricity in national grid of the country. One can deduce which solution to choose if a particular source is down due to some fault or which sources are very impotent and acting as a backbone in generating the required electricity. We have depicted five case studies graphically as shown in Figure 3 . ese graphs are collective representation of 95 production sources acting to produce a certain demand. It is interesting to note that the production of electricity from available sources is manageable, if proper techniques, like IMVO algorithm, are implemented to solve the problem. It is worth to note that we have pointed out the top 20 production sources of electricity in Pakistan according to the five case studies listed as in Table 5 . ese sources play vital part in the energy production as shown in Table 6 . It is obvious that certain sources like x 1 are producing higher demand which are overburdened and could be relaxed by installing or expanding alternate sources. In Table 7 , prices depending on different fuel types are listed for a megawatt of electricity. e convergence plots for these three case studies are depicted in Figures 4-6 . It is interesting to note that, in all cases with demands of 15000, 19000, and 23000 megawatts, IMVO produced better solutions with lowest costs in millions (Table 2-4). Computational Intelligence and Neuroscience 
Conclusions
In this paper, an improved multiverse optimization algorithm is implemented for solving a linear programming model for proper management of electricity production sources in Pakistan. To address the proper management of power production sources, several bound constraints, such as constraint for total demand, and bounds on all variables are considered. e objective function is linear with 95 decision variables and different coefficients. e IMVO algorithm is easy to implement with few parameters. We have found solutions for five different case studies and analyzed all solutions graphically. A link to the data set of 100000 different solutions is provided in this paper. In our results, we have obtained better solutions to meet the power demand in summer. It is recommended that current resources can produce the required power demand but some of the resources are required to be expanded in capacity along with installation of new sources. In future, we intend to include other factors, like power loss, in our model. 
