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The pairing of charge carriers with large pair momentum is considered in connection with high-
temperature superconductivity of cuprate compounds. The possibility of pairing arises due to some
essential features of quasi-two-dimensional electronic structure of cuprates: (i) The Fermi contour
with strong nesting features; (ii) The presence of extended saddle point near the Fermi level; (iii)
The existence of some ordered state (for example, antiferromagnetic) close to the superconducting
one as a reason for an appearing of “pair” Fermi contour resulting from carrier redistribution in
momentum space. In an extended vicinity of the saddle point, momentum space has hyperbolic
(pseudoeuclidean) metrics, therefore, the principal values of two-dimensional reciprocal reduced
effective mass tensor have unlike signs. At small momenta of the relative motion of a pair with large
pair momentum, the pairing is sensitive just to sign and value of the effective mass but not to only
the value of the Fermi velocity as it is in the case of Cooper pairing. Nesting of the Fermi contour
results in an increase of the statistical weight of the pair with large total momentum due to an
extension of momentum space domain which corresponds to permissible values of the relative motion
momentum. Rearrangement of holes in momentum space results in a rise of “pair” Fermi contour
which may be defined as zero-energy line for relative motion of the pair. The superconducting gap
arises just on this line. Pair Fermi contour formation inside the region of momentum space with
hyperbolic metrics results in not only superconducting pairing but in a rise of quasi-stationary state
in the relative motion of the pair. Such a state has rather small decay and may be related to the
pseudogap regime of underdoped cuprates. Bounded states of the relative motion of the pair is
studied both for attraction and repulsion between the components of the pair. It is concluded that
the pairing in cuprates may be due to screened Coulomb repulsion. In this case, the superconducting
energy gap in hole-doped cuprates exists in the region of hole concentration which is bounded both
above and below. The superconducting state with positive condensation energy exists in more
narrow range of doping level inside this region. Such hole concentration dependence correlates with
typical phase diagram of cuprates. The pairing mechanism and the pair Fermi contour conception
make possible a rise of the superconducting condensate and quasi-stationary states of pairs and
may provide qualitative interpretation for the key experimental facts relating to cuprates, namely:
(1) Observable values of the superconducting transition temperature; (2) The same symmetry and
the same energy scale of the superconducting gap and the pseudogap; (3) Relatively small values
of the coherence length; (4) Asymmetry of tunnel current-bias characteristic; (5) An “apparent”
violation of the Ferrell-Glover-Tinkham low-frequency optical sum rule; (6) Quasi-particle peak and
“dip-hump” structure of the angle-resolved photoemission and tunnel spectra; (7) ) Anomalous
large (as compared with the prediction of the theories of the Bardeen-Cooper-Schrieffer type) values
of 2∆/TC ratio observed in extremely underdoped cuprates with hole doping; (8) The pair Fermi
contour conception does not require any additional suggestion relating to a character of carrier or pair
scattering such as the so-called “forward scattering” or “hot and cold spots” on the Fermi surface;
(9) The pair Fermi contour conception is fairly consistent with a character of doping dependence of
pseudogap state crossover temperature and also both superconducting transition temperature and
superfluid density observed in HTSC cuprates.
PACS numbers:
I. INTRODUCTION
Recently, we proposed new mechanism of super-
conducting (SC) pairing in anisotropic quasi-two-
dimensional (2D) electron system typical of high-
temperature superconducting (HTSC) cuprate com-
pounds [1, 2, 3, 4, 5, 6, 7]. Pairs with large momen-
tum K (K–pairs) are considered; here, K ≈ 2kF , kF
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is the value of the Fermi momentum directed along K.
It is well known [8] that the Cooper channel of pairing
becomes inefficient when the pair momentum exceeds a
value of the order of ∆/vF ; here, ∆ is the SC gap at
K = 0, vF is the Fermi velocity. The same relatively
small value of the pair momentum corresponds to the
wavelength of spatially inhomogeneous SC phase aris-
ing in weakly ferromagnetic electron system [9, 10] as
well. The Cooper channel at K 6= 0 is suppressed due
to Pauli’s exclusive principle which restricts the phase
volume accessible for the electron states contributing to
the K–pair state. This phase volume decreases rapidly
with K and vanishes at K ∼ ∆/vF . Therefore, pairing
2with large pair momentum may be possible if some re-
arrangement in the electron system provides finite (and
sufficiently large) phase volume for the states forming
K– pair. Any rearrangement of electrons in momentum
space which transfers a part of them across the Fermi
surface (FS) results in an increase of the energy of the
electron subsystem of a crystal. If the electron subsys-
tem interacts with some other one, for example, anti-
ferromagnetic (AF) spin subsystem, and such an inter-
action results in a gain in total energy, new FS arises
corresponding to new ground state of the system. All
of undoped HTSC cuprates are AF insulators, therefore,
the pairing mechanism [1, 2, 3, 4, 5, 6, 7] is not exotic,
most likely, this mechanism is typical of doped HTSC
cuprate compounds. Electronic structure and physical
properties of such layered compounds as HTSC cuprates
are studied in detail [11, 12]. Conducting CuO2 plane
(one or more per unit cell) is the key structural unit of
any HTSC cuprate compound. The neighboring planes
are separated by reservoirs that is atomic layers which,
under doping, inject carriers (holes, as usual) into these
planes. The interplane coupling is very weak and this
is just the reason one may consider HTSC cuprates as
2D electron system. In undoped cuprates, there is long-
range AF order below the Neel temperature, TN . Dop-
ing leads to progressive destruction of long-range order
and, as a final result, to a rise of strongly anisotropic
metallic (M) state. Angle-resolved photoemission spec-
troscopy (ARPES) measurements [14, 15, 16, 17, 18] re-
sult in unambiguous conclusion that, in the normal (N)
state, any HTSC cuprate has large FS. Observed FS’s
are in good agreement with band structure calculations
[19, 20, 21, 22, 23] based on the density functional theory.
In the case of hole-doped compounds, the Fermi contour
(FC) that is the cross-section of the FS which is parallel
to conducting layers is a square with rounded corners.
The FC of holes is centered at (pi, pi) and exhibits strong
nesting feature along [100]-type directions. This is an
evidence in behalf of the significant role of the interac-
tion between next-nearest-neighbor atoms as far as tak-
ing account of nearest-neighbor interaction only results
in the square FC with perfect nesting along [110]-type
directions exactly at half-filling [11]. It should be noted
that, in the case of electron-doped compounds, such as
Nd2−xCexCuO4, any appreciable nesting of the FC is ab-
sent and the FC is closed to a circle. At approximately
half-filling, long parts of the FC are situated close to
the saddle points of hole dispersion [11]. Hole doping
moves the Fermi level towards the saddle point whereas
electron doping acts in reverse direction. Therefore, in
hole-doped compound, nesting feature of hole FC appears
in relatively wide concentration range. Weak dispersion
along the nesting directions results in the fact that lon-
gitudinal (along the nested straight-line parts of the FC)
component of the Fermi velocity sufficiently smaller than
the transversal one [24]. This corresponds to an effective
enhancement of 2D density of states in the vicinity of
logarithmic van Hove singularity due to the saddle point
[25]. Thus, there is an extended vicinity of the saddle
point in which the principal values of 2D tensor of re-
versed reduced effective mass have unlike signs. One can
say that, in such a vicinity, momentum space has hyper-
bolic (pseudoeuclidean) metrics. Due to nesting feature
of the FC, the absolute values of the principal effective
masses differ strongly from each other: positive longi-
tudinal mass is essentially more than the absolute value
of negative transversal mass. It should be pointed out
once more that, in a case of any hole-doped cuprate com-
pound, long straight-line parts of the FC are situated, in
main, just in such “flat-band” or “extended van Hove sin-
gularity” vicinity [11].
In HTSC cuprates, the SC state appears in some dop-
ing interval, x∗ < x < x
∗, bounded both above and be-
low. Both superconducting transition temperature TC
and superfluid density (or phase stiffness) ρs may demon-
strate highly complicated dependence on doping in this
interval [12, 26]. The absolute maximum of TC corre-
sponds to the optimal doping, xopt. Phase diagram typ-
ical of hole-doped HTSC cuprates is presented in Fig. 1.
In underdoped (x < xopt) compounds, one-particle
density of states is suppressed essentially at TC < T <
T ∗. Such a suppression may be interpreted as a rise of
the so-called pseudogap in the excitation spectrum [27].
The temperature T ∗ corresponding to a crossover be-
tween the N state at T > T ∗ and the “pseudogap regime”
at TC < T < T
∗ decreases with doping increase and be-
comes approximately equal to TC at x ≃ xopt. The pseu-
dogap ∆∗, just as the SC gap ∆, is strongly anisotropic,
and also, the character of the anisotropy is the same both
for ∆∗ and ∆ [12]. The maxima of their absolute values
correspond to antinodal [100]-type directions. The mini-
mal values (which, possibly, are equal to zero) both of ∆∗
and ∆ correspond to nodal [110]-type directions. Pseu-
dogap evolution with temperature decrease from T ∗ to
TC was studied using ARPES technique [28] in under-
doped single crystals Bi2Sr2CaCu2O8+x. The pseudo-
gap arises at T = T ∗ at four points of the FC corre-
sponding to antinodal directions. Lowering of tempera-
ture from T ∗ leads to pseudogap extension in the direc-
tions of the corners of the FC. Thus, the FC turns out to
be discontinuous and has the form of four arcs (rounded
corners of the square FC) which are not connected with
each other [25]. The arc length decreases gradually with
temperature lowering. At T = TC , the FC disappears
and, instead of it, the SC gap arises which has minimal
(or equal to zero) values just in the points (corresponding
to nodal directions) where the FC shrinks [28]. Knight
shift measurements indicate that there is singlet pairing
of carriers when the electron system of HTSC cuprates
is in the SC state [29, 30, 31]. Therefore, observed mo-
mentum dependence of the SC gap may correspond to
either anisotropic s-type or d-type of orbital symmetry
[32]. The same orbital symmetry and the same energy
scale of ∆ and ∆∗ [33] enable one to suppose that the SC
gap and the pseudogap are of the same origin. Thus, the
pseudogap regime may be considered as an incoherent
3state of paired charge carriers [34, 35].
In the theory by Bardeen, Cooper and Schrieffer (BCS)
which explains the conventional superconductivity suc-
cessfully [36], attraction due to virtual phonon exchange
is a driven force leading to pairing of carriers. In prin-
ciple, phonon mechanism of Cooper pairing should not
be excluded as a mechanism of HTSC [25] although it
is difficult to explain satisfactorily some essential fea-
tures of HTSC state, for example, the symmetry of the
SC gap. In view of the fact that the phase diagram of
any HTSC cuprate has a region with long-range AF or-
der, AF fluctuation exchange as a mechanism of pairing
[37, 38, 39, 40] seems as quite natural (neutron scatter-
ing experiments [41, 42, 43, 44] exhibit broadened Bragg
peaks up to the optimal doping). The other point of
view is founded on the statement that ground state en-
ergy gain at the SC transition in HTSC cuprates is due to
a lowering of the kinetic energy arising when two of like-
charged carriers form a pair [45, 46, 47, 49, 51]. In such
a case, generally speaking, one needs no attraction be-
tween carriers and screened Coulomb repulsion remains
as a natural essential interaction in the electron system.
AF fluctuations (short-range AF order) may lead to a
specific quasi-one-dimensional (1D) self – organization in
2D electron system of HTSC cuprates. Elastic neutron
scattering study in La1.6−xNd0.4SrxCuO4 compound en-
ables one to assume that, at T < Ts ≈ 80K, holes doped
into a crystal are situated in 1D antiphase boundaries
(charge stripes) separating hole depleted domains with
AF order [52, 53]. A rise of such static stripe structure
(in a general way, predicted in [54, 55, 56]) may be de-
scribed as a transfer of excess holes from AF part of a
stripe into antiphase boundary (M part of a stripe). In
underdoped La2−xSrxCuO4 which does not contain Nd
atoms, dynamic (fluctuating) stripes were observed [57].
Dynamic stripe magnitude, just as the magnitude of AF
fluctuations, decreases with doping and, at x > xopt, neu-
tron scattering technique does not make possible a res-
olution of strongly broadened stripe peaks of rather low
intensity. A stripe structure may exist being indepen-
dent of superconductivity but such a structure (just as
AF fluctuations) and superconductivity are closely and
in a nontrivial way connected with each other. As an in-
direct confirmation of this statement one may take into
consideration the fact that, in La1.6−xNd0.4SrxCuO4 at
x = 1/8 when static stripe magnitude is maximal, there
is a local minimum on the doping dependence of the SC
transition temperature [58]]. On the contrary, it is pos-
sible that dynamic stripes stimulate superconductivity
[12].
Experimental data available make possible to deter-
mine the main features and details of the electronic struc-
ture which are essential to understand the character of
the SC state of HTSC cuprates and interpret their phys-
ical properties qualitatively. Firstly, all doped HTSC
compounds have 2D electronic structure with strong
nesting of the FC situated in an extended vicinity of the
saddle point of the hole dispersion. Secondly, in all doped
HTSC compounds, doping regions corresponding to AF
and SC phases are close to each other and, in the SC
region, there is short-range AF order resulting in stripe
self-organization of spin and charge subsystems of the
crystal. The theory here developed takes into account
these principal features of the electronic structure and
can qualitatively explain the key experimental facts re-
lating both to N and SC state of HTSC cuprates.
The paper is organized as follows: The next section
is dedicated to the formulation of the conditions under
which the pairing with large pair momentum may be pos-
sible; in addition, we introduce the concept of the “pair”
Fermi contour. In Sec. III we consider the problem of
a single pair in momentum space with hyperbolic met-
rics and discuss the symmetry properties of the pair wave
function. Sec. IV contains a discussion of the character
of the two poles of the scattering amplitude correspond-
ing to a quasi-stationary state of the pair and supercon-
ducting instability. Effective interaction between parti-
cles composing a pair with large momentum is consid-
ered in Sec. V. In Sec. VI we derive the equation defining
the SC order parameter. The approximate solutions of
this equation are presented in Sec. VII both in the case
of attraction and repulsion between the components of
the pair. In Sec. VIII, we discuss SC transition induced
chemical potential shift, and then, in Sec. IX, doping de-
pendent SC condensation energy is studied. In Sec. X,
we consider some special case of SC state arising due to
weak ferromagnetism, associated with stripe structure.
Sec. XI is dedicated to a brief discussion of some key
experimental results related to both N and SC state of
HTSC cuprates; also, we discuss some other possible rea-
sons of “opening” of the PFC and propose a qualitative
interpretation of available experimental data in the scope
of the theory developed here.
II. ELECTRON AND HOLE PAIRS. PAIR
FERMI CONTOUR
Let us consider two electrons or two holes with total
momentum K = k+ + k− where k+ and k− are mo-
menta of the particles composing a pair. This is a pair
of noninteracting particles. Thus, now and below in this
Section, we do not fall outside the limits of usual one-
particle approximation and the pair here introduced may
be named as a slave pair. Further, taking account of the
screened Coulomb interaction between particles compos-
ing the pairs, we use such pairs to construct a SC state.
Filling of the states inside the FC results in the fact that
permissible values of a momentum of the relative motion
of the K–pair, k = (k+ − k−)/2, belong to a certain
domain of momentum space. Such a domain, which we
denote as ΞK , has a form dependent onK and on a shape
of the FC [1, 2]. Typical of any hole-doped HTSC cuprate
FC is a square with rounded corners as it is represented
schematically in Fig. 2. If the pair momentum is directed
along [100] andK < 2kF the corresponding domain has a
4form shown in the same Figure. It is clear from Fig.2 how
one can define such a domain at any given K. It should
be noted that the area (labeled by the same symbol ΞK)
of the domain ΞK tends to zero when K → 2kF . Thus,
the statistical weight of the states which compose pairs
with K = 2kF is equal to zero even in the case of perfect
nesting [59, 60]. It should be noted that the model used
in [59, 60] does not take into account the existence of
an extended saddle point and hyperbolic metrics of mo-
mentum space, therefore, a pairing with K = 2kF turns
out to be impossible. For arbitrary direction of K, there
are, generally speaking, eight domains corresponding to
the pair momenta which are equivalent to given vector
K (for special, antinodal or nodal, direction there are
four equivalent vectors). However, at preassigned devia-
tion of K from 2kF , the statistical weight (the area ΞK)
depends on the K direction decreasing from a maximal
value for antinodal to a minimal one for nodal directions.
It is quite obvious that the binding energy of K–pair has
to increase with ΞK , therefore, one may expect that a
rise of the SC condensate should be due to pairs with
momenta corresponding to antinodal directions.
There is an experimental evidence in behalf of the
consideration of hole pairs with large total momentum.
As an example, one may consider the so-called “com-
mensurate”neutron resonance (41 meV) peak below TC
which is usually associated with a rise of resonance col-
lective triplet pi–mode [61] corresponding to the saddle
point. Recently, in [62, 63] was observed “incommensu-
rate” magnetic fluctuations in HTSC cuprates . As it is
pointed out in Ref.[61], the incommensurate mode trans-
forms continuously into the commensurate one demon-
strating, in addition, a negative (downward away from
the commensurate momentum) dispersion [64]. Such a
tendency of softening of this triplet pi–mode can be in-
terpreted as an indirect evidence of the phase transition
possibility associated with softening of a certain singlet
mode corresponding to large and “incommensurate” pair
momentum.
Almost straight-line parts of the FC belong to the re-
gion of momentum space with hyperbolic metrics. There-
fore, the energy of the relative motion of a pair inside ΞK ,
εr(K,k) = ε
(
K
2
+ k
)
+ ε
(
K
2
− k
)
− 2ε
(
K
2
)
,
(1)
at relatively small k may be approximately represented
as
εr(K,k) ≈ ~
2
2m
(νk21 − k22), (2)
where ε(k) is hole dispersion and, as it follows from a
symmetry consideration, the coordinate axes are directed
parallel (the k1–axis) and perpendicular (the k2–axis) to
the FC (Fig. 2). These coordinate axis directions corre-
spond to the principal directions of 2D tensor of reduced
reciprocal effective mass (ν/m and −1/m are dependent
onK principal values of this tensor). Due to strong nest-
ing of the FC, the absolute values of the effective masses
differ considerably from each other, namely, a dimension-
less parameter ν << 1.
The domain ΞK consists of two parts, Ξ
(−)
K and Ξ
(+)
K ,
in which the energy of the relative motion of K– pair is
negative and positive, respectively. The domain ΞK′ , also
shown in Fig. 2, corresponds to a pair with total momen-
tumK′ (K′–pair) outside of the FC; thusK ′ > 2kF . This
domain consists of two parts, Ξ
(−)
K′ and Ξ
(+)
K′ , correspond-
ing to negative and positive energy of the relative motion
of K ′–pair as well. Excitations composing K–pair inside
the FC are electrons whereas holes are the excitations
which compose K ′–pair outside of the FC. Both ΞK and
ΞK′ belong to the region of momentum space inside 2D
Brillouin zone which has hyperbolic metrics.
In contrast to Cooper pairs with K = 0, the energy of
the relative motion of K–pairs at K ≈ 2kF is sensitive
not only to the value of the Fermi velocity but to signs
and absolute values of the effective masses. In the case
of hyperbolic metrics, K–pair density of states exhibits
a logarithmic van Hove singularity corresponding to zero
energy of the relative motion as it is shown schematically
in Fig. 3. Weak dispersion along one of the directions
in 2D momentum space (the k1–axis in Fig. 2) leads to
the fact that K–pair density of states has almost 1D
character [25].
By definition of the ground state of the electron sys-
tem, all pair states inside ΞK are occupied whereas the
states inside ΞK′ are vacant. Such a filling of the states in
momentum space corresponds to spatially homogeneous
state of the electron system. At given K, states of the
relative motion of K–pair are characterized by the rela-
tive motion density of states, gK(ε). Upper edge of pair
density of states in the domain ΞK corresponds to the
Fermi level (Fig. 3). There is a finite energy gap δεKK′
between the upper edge of gK(ε) and the lower one relat-
ing to pair density of states, gK′(ε), in the domain ΞK′
as it is seen from Fig. 3. Therefore, any transfer of a
pair from ΞK into ΞK′ is necessarily connected with an
energy increase due to an increase of center-of-mass en-
ergy. However, it should be noted that the pairs having
positive energy of the relative motion leave the domain
ΞK whereas the pairs with negative energy arrive at the
domain ΞK′ .
Such transfers of pairs from the domain ΞK into a re-
gion of momentum space outside of the FC may bear a
relation to well-known spatially inhomogeneous (stripe)
structure in which there is an alternation of hole en-
riched and depleted 1D regions [12]. The region of mo-
mentum space into which K–pairs may transfer is either
that part, Ξ˜K , of the domain ΞK which is situated out-
side of the FC or the domain ΞK′ corresponding to total
pair momentum K ′ (Fig. 2). As far as relative motion
density of states which corresponds to K ′–pair belong-
ing to the subdomain Ξ
(−)
K′ is considerably greater than
density of states corresponding to the subdomain Ξ˜K we
5may restrict ourselves to a consideration of the transfers
Ξ
(+)
K → Ξ(−)K′ only. Suppose that a number of pairs, δN ,
passes from Ξ
(+)
K into Ξ
(−)
K′ , so that in the subdomain
Ξ
(+)
K (in the zero-temperature limit and in the absence
of an interaction between holes), vacant pair states arise
in a certain (small in comparison with δεKK′) energy in-
terval near 2EF . The same number of pairs occupies a
small energy interval (which may be determined using
pair number conservation condition) near the lower edge
of the band corresponding to the subdomain Ξ
(−)
K′ . Thus,
the energy increase due to pair transfers from Ξ
(+)
K into
Ξ
(−)
K′ may be estimated as δN · δεKK′ .
Transfers of pairs, Ξ
(+)
K ⇒ Ξ(−)K′ , in momentum space
may be related to transfers of holes from AF parts of
stripes into M parts in real space (Fig. 4). An enhance-
ment of AF correlations due to such transfers results in
some reducing of the energy which might compensate the
energy increase due to the excitation of hole pairs lead-
ing to transfers Ξ
(+)
K ⇒ Ξ(−)K′ . An energy gain due to a
removal of K–pairs from Ξ
(+)
K , that is from AF parts of
stripes, may be estimated phenomenologically if one in-
troduces depending on doping parameter I = I(x) which
may be treated as nearest-neighbor spin correlation func-
tion being a measure of AF short-range order. Let us
assume that each hole pair transferring from the subdo-
main Ξ
(+)
K into the subdomain Ξ
(−)
K′ gives an energy gain
equal to I. Then, total decrease in the energy of holes
due to such transfers of δN hole pairs may be estimated
as −δN · I. Thus, a rise of the stripe structure lowers the
ground state energy provided that
I > δεKK′ . (3)
The existence in the domain ΞK = Ξ
(−)
K + Ξ
(+)
K of hole
filled part (for which we use above introduced notation
Ξ
(−)
K ) and vacant part (Ξ
(+)
K ) makes possible pairing of
carriers in the vicinity of the lines separating filled and
vacant subdomains. The energy of the relative motion of
K–pair with respect to the value of the chemical poten-
tial is negative inside Ξ
(−)
K and positive inside Ξ
(+)
K , there-
fore, the lines separating these subdomains (the lines of
zero relative-motion energy) play role of a peculiar “pair”
Fermi contour (PFC) on which the SC gap may arise.
Such a conclusion is related both to the domains ΞK and
Ξ′K , therefore, PFC is situated both inside and outside
of the parent FC. If the value of the vector K − K ′
which may be considered as a reciprocal spatial scale of
the stripe structure appreciably exceeds a character scale,
δkc ∼ ∆, of non-zero SC order parameter in momentum
space, one may consider the pairing problems in ΞK and
ΞK′ independently from each other. In the following, we
consider just the case when |K −K ′| >> δkc.
III. PROBLEM OF A SINGLE PAIR
First of all, let us consider a hole K–pair taking into
account two-particle potential interaction between the
particles composing the pair. As stated above, the mo-
menta of interacting particles are confined inside the do-
main ΞK . We suppose that this domain belongs to a
region of momentum space with hyperbolic metrics. A
wave function of K–pair may be written as
ΨK(r+, r−) =
1√
S
ϕK(r)e
iKR. (4)
Here, r+ and r− are radius vectors of the particles, R =
(r+ + r−)/2, r = r+ − r−, ϕK(r) is a wave function of
the relative motion, S is a normalizing area.
On account of the crystal symmetry, all wave functions
ϕgˆK corresponding to the momenta gˆK turn out to be
equivalent; here, gˆ is a crystal symmetry group transfor-
mation. Therefore, the K–pair wave function taking into
account the crystal symmetry should be represented as a
linear combination of the form
Ψ
(Γ)
K =
∑
[gˆK]
c
(Γ)
gˆKΨgˆK . (5)
A choice of the coefficients c
(Γ)
gˆK is determined by the irre-
ducible representation Γ of the crystal symmetry group
according to which the wave function Eq. (5) transforms
under the action of crystal symmetry operators gˆ. It
should be noted especially that the wave function Eq. (5)
corresponds to current-less state in view of the fact that∑
gˆK = 0.
Taking account of the fact that the domains ΞgˆK cor-
responding to equivalent momenta, gˆK, either do not
overlap at all or overlap in a small way (Fig. 2) and, also,
a scattering of K–pair from any such a domain into an
equivalent one corresponds to rather large change in the
total momentum of the pair, one can, in the first approxi-
mation, neglect any inter-domain scattering. Then, with
regard for Eqs. (1), (2), the equivalent Hamiltonian of
the relative motion of K–pair may be presented in the
form [2]
HˆK = − ~
2
2m
(
ν
∂2
∂x21
− ∂
2
∂x22
)
+ U∗K(r), (6)
where r =
√
x21 + x
2
2, U
∗
K(r) is an effective potential en-
ergy of the particles composing K–pair. This energy,
which will be defined and discussed in detail in Sec. V,
depends on the domain ΞK in which scattering due to in-
teraction is permitted. When the area ΞK is large enough
one can suppose that [2] U∗K(r) ∼ ΞK .
Generally speaking, all of the eigen-functions of the
operator Eq. (6) belong to continuous spectrum. There-
fore, it is quite natural to represent such a function in the
form of a sum of an incident wave with the momentum
q and scattered (expanding) wave,
ϕK(r)⇒ ϕKq(r) = eiqr + χKq(r). (7)
6Fourier transform of the scattered wave,
χ˜Kq(k) =
∫
χKq(r)e
−ikrd2r, (8)
is a solution of the integral equation [65]
[ω − ω(k)]χ˜Kq(k) =
= u(k − q) +
∫
u(k − k′)χ˜Kq(k′) d
2k′
(2pi)2
. (9)
Here, ω(k) = νk21 − k22 , ~2ω/2m is an energy of the in-
cident wave, u(k) = 2mU˜∗K(k)/~
2, U˜∗K(k) is the Fourier
transform of the effective interaction energy introduced
in Eq. (6). One has to integrate in Eq. (6) over the do-
main ΞK which is the domain of definition of momenta
k and k′. As far as this domain is small in compari-
son with 2D Brillouin zone one can approximately take
u(k−k′) ≈ u(0) ≡ u0. This approximation leads directly
to the solution of the Eq. (9) in the form [2],
χ˜Kq(k) = − u0
1 + u0BK(ω)
1
ω(k)− ω − i0 · sgnω , (10)
where signum function provides a necessary condition in
order that Eq. (10) were an expanding wave. The func-
tion BK(ω) is defined as
BK(ω) =
∫
(ΞK)
1
ω(k)− ω − i0 · sgnω
d2k
(2pi)2
≡ BK1(ω) + iBK2(ω). (11)
At real argument, the functions BK1(ω) and BK2(ω) are
written in the form
BK1(ω) =
∫
(ΞK)
1
ω(k)− ω
d2k
(2pi)2
,
BK2(ω) = pi · sgnω
∫
(ΞK)
δ(ω(k)− ω) d
2k
(2pi)2
, (12)
where the integral defining BK1(ω) has meaning of
Cauchy principal value.
A denominator of the scattering amplitude,
fK(ω) =
u0
1 + u0BK(ω)
, (13)
generally speaking, is not equal to zero at any real value
of the argument ω. The case when the function BK2(ω)
is equal to zero identically inside some interval of ω may
be considered as an exception. In such a case, scattering
amplitude poles, which are the solutions of the equation,
1 + u0BK1(ω) = 0, (14)
correspond to bounded states.
When some complex value, ω = ω
(0)
K − iΓK , is a so-
lution of Eq. (14) and, in addition, BK2(ω
(0)
K ) 6= 0, ω(0)K
makes sense of the energy of quasi-stationary state (QSS)
provided that 0 < ΓK << ω
(0)
K . At |ω − ω(0)K | << ω(0)K ,
the function BK1(ω) may be approximately written as
BK1(ω) ≈ BK1(ω(0)K ) +B′K1(ω(0)K ) · (ω − ω(0)K ). (15)
Here, the prime denotes differentiation with respect to ω.
The scattering amplitude is represented in the form
fK(ω) ≈ 1
B′K1(ω
(0)
K )
· 1
ω − ω(0)K + iΓK
, (16)
where QSS decay is written as
ΓK ≈ BK2(ω(0)K )/B′K1(ω(0)K ). (17)
In the case of tetragonal crystal (2D symmetry group
C4m), one can separate all of the equivalent vectors gˆK
into two subsets. One of them, which contains the vec-
tor K itself, also contains all of the vectors gˆK related
to each other by reflections with respect to the coordi-
nate axes, kx and ky. The another subset is generated
in a similar way by the vector resulting from the reflec-
tion of K with respect to a diagonal of the square Bril-
louin zone. The coefficients c
(A1g)
gˆK corresponding to the
trivial irreducible representation A1g are equal to each
other. In the case of the irreducible representation B1g,
the coefficients c
(B1g)
gˆK have one and the same absolute
value and differ in sign for the two subsets of the full set
gˆK. Taking into account the explicit form, Eq. (10), of
the functions χ˜gˆKq(k) one may easily conclude that, in
the case of an appropriate choice of coordinate axis di-
rections ω(k) = νk2x − k2y, for any gˆK belonging to the
first subset of the full set of the vectors, gˆK, whereas
ω(k) = νk2y − k2x when gˆK belong to the second one.
Thus, the wave function Eq. (5) corresponding to the
irreducible representation A1g has the form
Ψ
(A1g)
Kq ∼
2ω
(ω + k2x) · (ω + k2y)
, (18)
provided that ν << 1. Full symmetry of this function
with respect to the crystal group enables one to relate
it to s–type orbital symmetry. Under the same condi-
tion, ν << 1, the wave function corresponding to the
irreducible representation B1g may be written as
Ψ
(B1g)
Kq ∼
k2x − k2y
(ω + k2x) · (ω + k2y)
. (19)
This function may be conditionally related to d–type or-
bital symmetry.
In the coordinate representation, the wave function of
the relative motion of K–pair corresponding to an ex-
panding wave, at ω > 0, has the form
χKq(r) =
fK(ω)
4
√
ν
·


H
(2)
0 (
√
ω
√
x2/ν − y2),
2i
pi
K0(
√
ω
√
y2 − x2/ν).
(20)
7Here, H
(2)
0 (z) and K0(z) are Hankel and modified Bessel
functions, respectively. The upper (low) row corresponds
to 0 < |y| < |x|/√ν (|x|/√ν < |y| < ∞). Thus, the
plane x, y is separated into four sectors. Two sectors,
namely, 0 < |y| < |x|/√ν, correspond to expanding
waves whereas in the another two, |x|/√ν < |y| < ∞,
the wave function, Eq. (20), decays with the distance
from the center. The straight lines, y = ±x/√ν, sepa-
rating these sectors are caustics on which the function,
Eq. (20), has a logarithmic singularity. At ω < 0, we
have
χKq(r) = −fK(ω)
4
√
ν
·


H
(2)
0 (
√−ω
√
y2 − x2/ν),
2i
pi
K0(
√−ω
√
y2 − x2/ν).
(21)
Here, the upper (low) row corresponds to 0 < |x|/√ν <
|y| (|y| < |x|/√ν <∞). A character of coordinate depen-
dence of this function, that is a disposition of the sectors
corresponding to expanding and damping waves, is clear
from the definition, Eq. (21). It should be noted that
Eqs. (20), (21) are related to the case when the energy
of the relative motion of K–pair is measured from the
center–of–mass energy. One can easily see that a char-
acter spatial scale for the pairs considered here (which
plays role of a coherence length) is determined by the
value of the order of |ω|−1/2 and may be estimated as a
few interatomic distances [2].
IV. QUASI-STATIONARY STATES
One can calculate the function Eq. (12) which defines
the scattering amplitude. For the sake of simplicity, we
suppose that the domain ΞK being the domain of inte-
gration in Eq. (12) is a long and narrow rectangular strip
which is roughly similar to real domain ΞK in the case
of antinodal direction. We denote a length and a width
of the strip as ∆k1 and ∆k2, respectively. Coordinate
k1–axis is directed along one of the principal directions
of 2D reciprocal effective mass tensor which corresponds
to positive effective mass, m1 = m/ν. Another axis, k2,
is directed along the principal direction corresponding to
negative effective mass, m2 = −m. Using such an ap-
proximation, one can represent the function BK2(ω) at
ω > 0 in the explicit form,
BK2(ω) =
1
2pi
√
ν
·


ln
∣∣∣∣
√
ω−1 +
√
ω−1 + ω√
ω
∣∣∣∣ ,
ln
∣∣∣∣
√
ω+1 +
√
ω+1 − ω√
ω
∣∣∣∣ ,
(22)
where ω−1 = (∆k2/2)
2, ω+1 = ν(∆k1/2)
2. The upper
(low) row corresponds to 0 ≤ ω−1 ≤ ω+1−ω (0 ≤ ω+1−
ω ≤ ω−1). The function Eq. (22) is defined inside the
interval 0 ≤ ω ≤ ω+1 and depends on both ω−1 and
ω+1. Taking into account that ν << 1 and ∆k1 >> ∆k2
one may assume, for the sake of simplicity, that ω−1 =
ω+1 ≡ ω1. This assumption using later on is sufficient
to study the main features of the scattering amplitude.
Thus, one can see that the upper solution in Eq. (22)
has not a domain of definition whereas the lower one is
defined inside the whole of the interval 0 ≤ ω ≤ ω1.
Similar consideration provided that ω < 0 leads to the
explicit expression for BK2(ω) at any ω,
BK2(ω) =
sgnω
2pi
√
ν
· ln
∣∣∣∣∣
√
ω1 − |ω|+√ω1√
|ω|
∣∣∣∣∣. (23)
Here, 0 ≤ |ω| ≤ ω1. It should be noted that, at |ω| > ω1,
we have BK2(ω) = 0.
The function BK2(ω) is connected with the density of
states of the relative motion ofK–pair inside the domain
ΞK ,
BK2(ε) = piε0 · gK(ε) · sgnε, (24)
where ε0 = (~
2ω1/m) is an energy width of the domain
ΞK , a
2 = S/N , N is a number of unit cells in conducting
plane, ε = (~2ω/m). Average (inside the domain ΞK)
density of states per unit cell is defined as
gK =
1
ε0
∫ ε0/2
−ε0/2
gK(ε), dε. (25)
One can rewrite Eq. (25) in the form
gK =
1
ε0
· ΞKa
2
(2pi)2
=
ma2
pi2~2
· 1√
ν
. (26)
Due to the condition that ν << 1, average density of pair
states inside the domain ΞK may be considerably more in
comparison with total average (inside 2D Brillouin zone)
density of states which is equal to ma2/pi2~2. This is
a consequence of peculiar features of saddle point vicin-
ity in HTSC cuprates (known as extended saddle point)
associated with hyperbolic metrics and strong effective
mass anisotropy.
The function defined by Eq. (23) has a logarithmic
singularity at |ω| → 0,
BK2(ω) ∼ sgnω
4pi
√
ν
ln
∣∣∣∣4ω1ω
∣∣∣∣, (27)
that is the well-known, typical of any 2D system, log-
arithmic van Hove singularity in density of states due
to saddle points. Near the edges of the energy band,
−ω1 ≤ ω ≤ ω1, in which the function BK2(ω) is defined,
this function behaves as follows:
BK2(ω) ∼ sgnω
2pi
√
ν
√
1− |ω|/ω1, |ω1 − |ω|| << ω1.
(28)
The function BK2(ω), Eq. (23), is plotted in Fig. 5.
Now, let us consider the function BK1(ω) defined in
Eq. (12). Taking into account Eq. (24) we have
BK1(ω) =
∫
1
νk21 − k22 − ω
d2k
(2pi)2
=
1
pi
∫ ω1
−ω1
BK2(ω
′) · sgnω′
ω′ − ω dω
′.
(29)
8First of all, let us estimate BK1(ω) using the average
value, Eq. (26), of pair density of states. We obtain
BK1(ω) ≈ 1
2pi2
√
ν
∫ ω1
−ω1
dω
ω′ − ω =
1
2pi2
√
ν
ln
∣∣∣∣ω1 − ωω1 + ω
∣∣∣∣.
(30)
The function Eq. (30) is presented in Fig. 6 (dashed line).
It should be noted that just the function of the form
Eq. (30) was used [49] to analyze the ARPES experiment.
More rigorous treatment of such self-energy structure was
done in [50] from the analysis of energy and momentum
distribution curves. The explicit expression of BK1(ω) ,
BK1(ω) =
ω
pi2
√
ν
∫ ∞
0
ln
∣∣∣∣
√
ω1 − ω′ +
√
ω1√
ω′
∣∣∣∣ dω′ω′2 − ω2 ,
(31)
in the form of a combination of elementary or special
functions is unknown. It is obvious that, at |ω| → ∞
BK1(ω) ∼ − ΞK
(2pi)2
· 1
ω
, |ω| → ∞. (32)
At ω → ±0, we have from the definition, Eq. (29),
BK1(±0) = ± 1
2pi2
√
ν
∫ 1
0
ln
∣∣∣∣1− x1 + x
∣∣∣∣dxx = ± 18√ν (33)
Thus, a logarithmic singularity of density of states ap-
pears in BK1(ω) as a finite discontinuity at ω → ±0. At
ω = ±ω1, the function BK1(ω) has the finite values,
BK1(±ω1) = ∓ 1
pi2
√
ν
∫ 1
0
ln
∣∣∣∣
√
1− x+ 1√
x
∣∣∣∣ dx1− x2
≈ ∓0.164√
ν
, (34)
with |BK1(±ω1)| > |BK1(±0)|. The function BK1(ω),
Eq. (31), is plotted in Fig. 6 (solid line).
The obtained function, BK1(ω), allows us to analyze
qualitatively the solutions of the Eq. (14) which deter-
mines the poles of the scattering amplitude. In the case of
repulsion between particles composing K–pair (u0 > 0)
the solutions corresponding to positive energy (ω > 0) ex-
ist provided that −u0BK1(ω1) < 1. One of the solutions,
ω+QSS , corresponding to greater energy, exists at as much
as desired value of the coupling constant, u0. The second
solution, ω+SC , exists in a bounded interval of coupling
constant values: |B−1K1(+0)| < u0 < |B−1K1(ω1)|. The first
solution takes place when ω1 < ω
+
QSS < ∞ and the sec-
ond one exists in an energy interval bounded both above
and below, 0 < ω+SC < ω1. At ω > 0, as it is shown in
Fig. 5, BK2(ω) > 0, therefore, the sign of a decay which
corresponds to both poles of the scattering amplitude is
determined by the behavior of the function BK1(ω). In
the interval ω1 < ω < ∞, this function increases with
ω, therefore, positive decay, Γ+QSS > 0, corresponds to
the pole ω+QSS . Hence, this pole may be really associated
with a quasi-stationary state. But in fact, as it follows
from the definition, Eq. (12), and Fig.5, Γ+QSS = +0,
therefore, the approximation used here leads to the pole
ω+QSS being a real stationary state. Indeed, one can see
that, due to hyperbolic metrics of momentum space, at
ω > ω1, any decomposition of K–pair becomes impossi-
ble because of the restrictions connected with momentum
and energy conservation.
At 0 < ω < ω1 the function BK1(ω), on the contrary,
decreases with ω, therefore, finite and negative decay,
Γ+SC < 0, corresponds to the pole. This fact may be con-
sidered as an evidence of an instability with respect to
a rise of K–pairs, and imaginary part of the pole, Γ+SC ,
may be directly connected with SC gap in one-particle
excitation spectrum. However, the presence of positive
real part of the pole, ω+SC > 0, indicate that a rise of the
SC state becomes possible only if an energy increase con-
nected with the finite value of ω+SC were compensated by
sufficient energy decrease produced by corresponding re-
arrangement of the electron system which does not bear
a direct relation to K–pair formation. As an example of
such a rearrangement in HTSC cuprates, one may con-
sider above mentioned rise of spatially inhomogeneous
spin and charge structure because of partial restoration
of AF order. Thus, because of the positive sign of the real
part of the scattering amplitude, the SC pole without any
renormalization of the ground state may be considered as
corresponding to a metastable state. The QSS state has
to be related not to a minimum but a maximum of total
energy.
In the case when attraction between particles compos-
ing K–pair dominates (u0 < 0), at 0 < |u0| < BK1(−ω),
as it is seen from Fig.6, there is a solution, ω−SC , of
Eq. (14) which exists in infinite energy region, −∞ <
ω−SC < −ω1, and, in the approximation used here, has
an infinitesimal decay, Γ−SC = −0. On the contrary,
another pole, ω−QSS , existing inside the energy interval,
−ω1 < ω−QSS < 0, bounded both above and below, cor-
responds to real QSS with finite and rather large de-
cay as one can see from Fig. 5. Therefore, in spite
of the fact that, due to assumption that ω−1 = ω+1,
there is obvious symmetry of the function BK1(ω) with
respect to a change of the sign of the argument, namely,
BK1(−ω) = −BK1(ω), there is essential asymmetry in a
character of solutions of Eq. (14) with respect to the sign
of the coupling constant.
V. INTERACTION BETWEEN PARTICLES
COMPOSING K– PAIR
The point of view [66, 67, 68] that there are incoher-
ent electron or hole pairs in the pseudogap regime leads
to definite conclusion concerning the sign of the interac-
tion energy which governs the pairing in HTSC cuprates.
Namely, one may propose that the only essential interac-
9tion between electrons is screened Coulomb repulsion,
U(r) =
e2
r
· exp
(
− r
r0
)
, (35)
where r0 = [4pie
2N(EF )]
−1/2 is a screening length,
N(EF ) is one-particle density of states on the Fermi level,
EF . The potential (5.1) may be expanded into Fourier in-
tegral or discrete Fourier series inside 2D Brillouin zone,
ZB:
U(r) =
∫
ZB
U˜(k)eikr
d2k
(2pi)2
=
1
S
∑
k∈ZB
U˜(k)eikr (36)
Here, U˜(k) is the Fourier transform of the potential
Eq. (35), S is a normalizing area. A momentum k of
the relative motion of a pair with total momentum K
belongs to some domain ΞK inside the Brillouin zone.
Therefore, to describe the effective interaction, U∗K(r), of
the particles composing a pair one can use the expression
Eq. (36) in which, however, the only essential momenta of
the relative motion are those belonging to corresponding
domain ΞK :
U∗K(r) =
∫
ΞK
U˜(k)eikr
d2k
(2pi)2
=
1
S
∑
k∈ΞK
U˜(k)eikr. (37)
If the domain ΞK includes many quantum states and, on
the other hand, this domain is small enough in compari-
son with the Brillouin zone area,
(2pi)2
S
<< ΞK <<
(2pi)2
a2
, (38)
one can easily estimate the expression Eq. (37) using
the theorem about the mean value. Let us suppose that
U˜(k) ≈ U˜(0) inside the whole of the domain ΞK . Then,
at r 6= 0, oscillating terms in the sum, Eq. (37), suppress
each other essentially. Thus, we have approximately,
U∗K(r) ≈ U∗K(0) · δr0, (39)
where
U∗K(0) =
1
S
∑
k∈ΞK
U˜(k) = U˜(0)
ΞK
(2pi)2
. (40)
Taking account that
δr0 =
∑
k∈ZB
eikr ⇒ a2δ(r), (41)
where N is a number of unit cells corresponding to the
area S, a is an interatomic distance, one can conclude
that the effective interaction between the particles com-
posing a pair with total momentum K may be approxi-
mately considered as a contact interaction of the form
U∗K(0) ≈ U˜(0)
ΞKa
2
(2pi)2
δ(r). (42)
The Fourier transform of the effective interaction Eq. (42)
has the form
U˜∗K(k) = U˜(0)
ΞKa
2
(2pi)2
=
e2r0ΞKa
2
2pi
. (43)
Here we take into account the explicit form of the Fourier
transform of the screened Coulomb potential Eq. (35),
U˜(k) = (2pie2r0)/(1+ k
2r20). Now, the coupling constant
may be written in the form
u0 =
r0
pia∗
ΞKa
2 (44)
where a∗ = ~2/me2 is an effective Bohr radius. An in-
crease of carrier concentration due to doping leads to a
decrease of the screening length and, as a result, to a de-
crease of the coupling constant. In Fig. 7, we represent a
qualitative comparison of typical of HTSC cuprates phase
diagram (Fig.1) and Fig. 6 which we consider here as a
dependence of K–pair energy ω on, increasing with dop-
ing, inverse value of the coupling constant, u−10 . One
can see from Fig. 7 that a crossover line, T ∗(x), sepa-
rating normal and pseudogap states in phase diagram is
in accordance with the line which determines the energy
of QSS with positive infinitesimal decay, ω+QSS . Besides,
there is an obvious accordance between SC phase region
bounded by the line TC(x) in phase diagram and the line
which determines the solution leading to SC instability,
ω+SC . Indeed, as it is clearly seen from Fig. 7, both func-
tions of doping, TC(x) and ω
+
SC(x), have finite domains
of definition bounded above and below.
VI. SUPERCONDUCTING PAIRING
The presence of negative-decay poles in the scattering
amplitude corresponding to the relative motion of elec-
tron or hole pair with large (of about 2kF ) total momen-
tum bears evidence to a possibility of SC pairing both
at attraction and repulsion between the particles com-
posing the pair. A consequence of a rise of spatially
inhomogeneous electron structure such as stripe struc-
ture is that a number of real K–pairs belonging to the
domain ΞK must leave this domain and form new real
pairs with a momentum K ′ ( K ′–pairs) in a domain ΞK′
outside of the FC. The states inside ΞK and ΞK′ having
become vacant and remaining filled are separated from
each other by a line which is, by our definition, the PFC.
The area Ξ
(+)
K corresponding to vacant states inside ΞK
is, generally speaking, not equal to the area Ξ
(−)
K′ of the
filled part of the domain ΞK′ , if one takes into account
the fact that, in a general case, the areas of AF and
M parts of a stripe not equal to each other. The val-
ues of each of the areas, Ξ
(+)
K and Ξ
(−)
K′ are dependent
on the AF energy which determines the position of the
chemical potential 2µ of pairs with respect to the edges
of the energy bands corresponding to the domains ΞK
and ΞK′ . These energy bands and relevant densities of
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states, gK(ε) and gK′(ε), are represented schematically
in Fig. 3. One can see that one part of the PFC, which is
situated in the domain ΞK (the boundary between Ξ
(−)
K
and Ξ
(+)
K ), may be related to AF part of a stripe whereas
another part, separating Ξ
(−)
K′ and Ξ
(+)
K′ , belongs to M
part of a stripe. An excitation of carriers (a rise of holes
above and electrons below the chemical potential level)
leads to a possibility of their pairing. Formally, one can
consider (1) a scattering of pairs in AF part of a stripe
(in the domain ΞK), (2) a scattering of pairs in M part of
a stripe (in the domain ΞK′), and also, (3) a scattering
which includes transfers of pairs between AF part of a
stripe (the domain ΞK) and M part of a stripe (the do-
main ΞK′) as it is in the case discussed below in Sec. X.
In such a case, (3), pairs are spatially separated and the
interaction leading to their scattering is reduced. As it
is already mentioned, the condition |K ′ − K| >> δkc
allows us, in the first approximation, to consider pair-
ing in the domains ΞK and ΞK′ independently of each
other thus restricting ourselves to one of the cases (1)
or (2). It should be noted that the equation determining
the SC order parameter has a set of solutions and, among
them, there are solutions which, in the cases (1) and (2),
may turn out to be trivial (corresponding order param-
eter becomes equal to zero). However, in such a case, a
nontrivial solution may arise just due to the third, (3),
possibility (for example, in the case of weak ferromag-
netic ordering, [7]). In this Section, we restrict ourselves
to the case (1) and consider SC pairing near the part of
the PFC belonging to AF part of a stripe. Thus, we sup-
pose that rather thin M parts of stripes do not affect the
superconductivity essentially due to the proximity effect.
In general case, considering a pairing of carriers with
momenta K or K ′ along an antinodal direction, it is
necessary to take into account all excited states aris-
ing due to transfers of carriers across the PFC, namely,
Ξ
(−)
K ↔ Ξ(+)K , Ξ(−)K′ ↔ Ξ(+)K′ (intradomain excitations) and
Ξ
(−)
K′ ↔ Ξ(+)K , Ξ(−)K ↔ Ξ(+)K′ (interdomain excitations).
As a result, we have a pair with large total momentum
along one of the antinodal directions. As it is mentioned
above (Sec. III), in the case of the antinodal directions,
there exists a quadruple of equivalent pairs with total
momenta gˆK where, due to symmetry,
∑
gˆ gˆK = 0. The
interaction leading to a scattering such equivalent pairs
turns out to be more weak as compared to the interac-
tion which results in a rise of a bound state of a pair
with given K. This may be, mainly, due to an essential
increase of the scattering momentum in spite of the fact
that the scattering region in momentum space increases
too. Scattering of pairs with equivalent total momenta
leads to a state of the form Eq. (5) which, due to the
condition that
∑
gˆ gˆK = 0, corresponds to a current-
less state. In this sense, a pair state as a quadruple of
pairs with equivalent large total momenta is similar to
a conventional Cooper pair, however, it is clear that the
internal structure of pair states here discussed differs es-
sentially from rather simple structure of Cooper pair.
It is obvious that stripe structure periodicity in a con-
ducting plane and the difference |K ′ − K| have to be
correlated. For simple 1D stripe structure, K (K ′)–pair
state arises due to a mixing of only two K–states corre-
sponding to either [100] (k1–axis) or [010] (k2–axis) di-
rection. Thus, one may expect a rise of an array of alter-
nating CuO2 planes with 1D stripes which are perpen-
dicular to each other in the neighboring planes. The pair
states formed by the quadruples of K–pairs correspond
to more complicated periodic 2D stripe structure. Real
(nonperiodic) AF short-range-order fluctuations may be
described as linear combination of K (K ′)–pair as well.
The experimental data [29, 30] bear evidence to sin-
glet pairing in HTSC cuprates. Therefore, we write the
equivalent Hamiltonian corresponding to relative motion
of K–pairs in the form
HˆK =
∑
k
[
(εk+ − µ)aˆ†k+↑aˆk+↑ + (εk− − µ)aˆ
†
k−↓
aˆk−↓
]
+
1
S
∑
k,k′
U˜∗K(k − k′)aˆ†k+↑aˆ
†
k−↓
aˆk′−↓aˆk′+↑, (45)
where εk± ≡ ε(k±) is hole dispersion, U˜∗K(k − k′)
is Fourier transform of the effective interaction energy,
Eq. (37), k′± = K/2 ± k′, aˆ†k±σ (aˆk±σ) creates (anni-
hilates) a hole with a momentum k± and spin quantum
number σ. The symbol ↑ (↓) is referred to σ = 1/2
(σ = −1/2), µ is a hole chemical potential. The summa-
tion in Eq. (45) is taken over all range of values of mo-
menta of the relative motion of K–pair. Note that the
summation in the Hamiltonian Eq. (45) should be taken
over only two (instead of three in general case) variables,
k and k′, just as in the case of BCS Hamiltonian, thus
taking into account the only interaction between parti-
cles composing K–pairs. Also, it should be noted that
the summation in Eq. (45) should be restricted by the
corresponding domain ΞK as it is discussed in Section V.
As usual, to diagonalize the Hamiltonian Eq. (45) ap-
proximately one can introduce creation and annihila-
tion operators of new quasiparticles using the well-known
Bogoliubov-Valatin transformation [69, 70]:
aˆk+↑ = uKkbˆk,+1 + vKk bˆ
†
k,−1,
aˆ†k+↑ = uKkbˆ
†
k,+1 + vKk bˆk,−1,
aˆk−↓ = uKkbˆk,−1 − vKk bˆ†k,+1,
aˆ†k−↓ = uKkbˆ
†
k,−1 − vKk bˆk,+1. (46)
The Hamiltonian, up to the terms of the order of bˆ2, is
written as
HˆK = EK0 + Hˆ
(0)
K + Hˆ
(1)
K . (47)
The ground state energy has the form
EK0 = 2
∑
k
ξKkv
2
Kk +
∑
k
∆KkuKkvKk, (48)
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where, related to the value of the chemical potential, an
energy of the relative motion of K–pair is defined as
2ξKk = ε(k+) + ε(k−)− 2µ. (49)
Diagonal, with respect to quasiparticle operators, part of
the Hamiltonian is given by
Hˆ
(0)
K =
∑
k;β=±1
ηKβ(k)bˆ
†
k,β bˆk,β, (50)
where the energies corresponding to two branches (β =
±1 ) of one-particle excitation spectrum are equal to each
other,
ηKβ(k) =
√
ξ2Kk +∆
2
Kk. (51)
Nondiagonal, with respect to quasipartice operators, part
of the Hamiltonian has the form
Hˆ
(1)
K =
∑
k
[
2ξKkuKkvKk − (v2Kk − u2Kk)∆Kk
]
×(bˆ†k,+1bˆ†k,−1 + bˆk,−1bˆk,+1). (52)
Here we define the order parameter as
∆Kk =
1
S
∑
k′
U˜∗K(k − k′)uKk′vKk′ · fk′ , (53)
where fk′ = (1− nk′,+1 − nk′,−1),
nkβ ≡ 〈bˆ†k,β bˆk,β〉 =
1
exp(ηKβ(k)/T ) + 1
(54)
are quasiparticle occupation numbers.
A choice of the amplitudes in Bogoliubov-Valatin
transformation Eq. (46) is determined by the conditions
that, in the zero-temperature limit, the subdomain Ξ
(−)
K ,
in which kinetic energy of the relative motion of K–pair
is negative, 2ξKk < 0, must be filled and the nondiagonal
part, Eq. (52), of the Hamiltonian vanishes. In addition,
the condition u2Kk + v
2
Kk = 1 preserving Fermi’s com-
mutation relations for quasiparticle operators must be
fulfilled. These conditions yield
v2Kk =
1
2
(
1− ξKk√
ξ2Kk +∆
2
Kk
)
,
uKkvkk = −
1
2
∆Kk√
ξ2Kk +∆
2
Kk
. (55)
Now, one can obtain the equation determining the order
parameter,
∆Kk = −
1
2S
∑
k′
U˜∗K(k − k′)∆Kk′√
ξ2Kk′ +∆
2
Kk′
· fk′ , (56)
where summation is taken over the whole of the domain
ΞK . It should be noted that kinetic energy of the rel-
ative motion of K–pair inside Ξ
(+)
K is defined within
the limits 0 ≤ 2ξKk ≤ 2εK+ where εK+ is an en-
ergy width of the subdomain Ξ
(+)
K ; inside Ξ
(−)
K we have
−2εK− ≤ 2ξKk ≤ 0 where εK− is an energy width of
the subdomain Ξ
(−)
K (Fig. 3). Inside the whole of the
domain ΞK , the excitation energy Eq. (51) is positive by
definition, η±1(k) =
√
ξ2Kk +∆
2
Kk > 0, and hence, in the
zero-temperature limit, the factor fk = 1 at any k be-
longing to ΞK . Therefore, in the zero-temperature limit,
the equation Eq. (56) transforms into the form
∆Kk = − 1
2S
∑
k′
U˜∗K(k − k′)∆Kk′√
ξ2Kk′ +∆
2
Kk′
. (57)
It is obvious that, in the case of repulsion between parti-
cles composingK– pair, BCS – like solution, independent
of k, is absent.
VII. SUPERCONDUCTING GAP
The solutions of Eq. (57) for SC energy gap in the
cases of attraction (U˜∗K(k − k′) < 0) and repulsion
(U˜∗K(k − k′) > 0) between particles composing K–pair
differ from each other essentially. First of all, we consider
the case of attraction and restrict ourselves to the sim-
plest approximation Eq. (43), namely, U˜∗K(k) ≡ UK =
const. Such an approximation, just as BCS one, enables
one to get an explicit expression for SC energy gap. A
magnitude of the coupling constant UK depends on the
pairing mechanism which is not under discussion here.
The only circumstance we have to take into account is
that one may neglect a predominance of repulsion as
compared to attraction in comparatively narrow energy
region corresponding to a vicinity of zero-energy line of
electron or hole dispersion that is in the vicinity of the
PFC. Let 2ξ¯ be characteristic energy width of such a re-
gion and suppose, for the sake of simplicity, that ξ¯ is
more less than any characteristic scale relating to each
of the subdomains Ξ
(−)
K and Ξ
(+)
K , that is ξ¯ << εK−,
ξ¯ << εK+. The approximation U˜
∗
K(k) = const results
in that there is a solution of the Eq. (57) independent
of the momentum of the relative motion of K–pair that
is ∆Kk ⇒ ∆K . We restrict ourselves to a consideration
of such a solution only. Reducing, as usual, the sum in
Eq. (57) into an integral over ξKk and introducing an av-
erage density of states, gK , related to unit area, one can
obtain the order parameter in the form
∆K ≈ ξ¯ · exp
(
− 1
gKUK
)
. (58)
that is a solution which formally coincides with BCS solu-
tion. It should be noted that gK is more less as compared
with the total density of states on the Fermi level. There-
fore, in the case of typical of phononic pairing mecha-
nism coupling constant value, one obtains the energy gap,
Eq. (58), which should be certainly more less in compari-
son with the gap were arisen due to conventional Cooper
pairing on the full FC.
12
Now, let us consider the case when a repulsion be-
tween particles composing K–pair dominates. In this
case, one has not to take into account the existence of any
bosonic degree of freedom (phononic, electronic, mag-
netic or some else) as a necessary condition of a rise of
a bound state of K–pair. Screened Coulomb repulsion
Eq. (35) becomes the only essential interaction with the
effective coupling constant, Eq. (43).
As one can see from Eq. (57) there is no solution of con-
stant signs inside the domain ΞK provided that UK > 0.
Therefore, to obtain an approximate solution of Eq. (57)
we suppose that the order parameter dependence on the
momentum of the relative motion of K–pair is given by
a discontinuous function changing its sign on the PFC.
Restrict ourselves to a consideration of the simplest case
when the order parameter has independent of k and dif-
ferent from each other values inside the subdomains Ξ
(−)
K
and Ξ
(+)
K . Namely, omitting the label K in the definition
of the order parameter, we assume that ∆K ≡ ∆− > 0
inside Ξ
(−)
K and ∆K ≡ −∆+ < 0 inside Ξ(+)K . One can
take note of the fact that a singularity (a discontinuous
character of the order parameter in contrast to the solu-
tion of constant signs as it follows from Eq. (58) in the
case of attraction) on the line separating Ξ
(−)
K and Ξ
(+)
K
may be considered as one more manifestation of hyper-
bolic metrics of momentum space in the same way as in
the case of QSS when the wave functions, Eqs. (20), (21),
of the relative motion of K–pair, written in the special
case of the PFC position coinciding with the pair center-
of-mass energy, 2ε(K/2), change their behavior on the
PFC as well.
The assumption relating to a character of the solu-
tion of Eq. (57) allows us to rewrite this equation in the
form of the system of two equations for ∆− and ∆+. In
this connection, one should take into account the above
mentioned remark that effective interaction matrix ele-
ment U˜∗K ∼ Ξ(−)K when both k and k′ belong to the sub-
domain Ξ
(−)
K that is a scattering due to the interaction
is restricted to this subdomain. However, if k belongs
to Ξ
(−)
K and k
′ belongs to Ξ
(+)
K and hence the scatter-
ing is possible in the whole of the domain ΞK , we have
U˜∗K ∼ ΞK . Taking account of that ΞK << (2pi)2/a2,
that is, in any case, the scattering region is more less as
compared with 2D Brillouin zone, one may neglect a de-
pendence of U˜∗K(k−k′) on the momenta k and k′ except
for that which is already taken into account by the fac-
tor ΞK in the definition of U˜
∗
K(k − k′). Assuming that
U˜∗K(k − k′) ∼ ΞKa2 where both k and k′ belong to ΞK
and the coupling constant is defined by Eq. (43), one can
rewrite Eq. (57) in the form
(1− α)∆− +∆+ = UKΞKa
2hα
2S
∆−
∑
k∈Ξ
(−)
K
fk√
ξ2k +∆
2
−
,
∆− + α∆+ =
UKΞKa
2hα
2S
∆+
∑
k∈Ξ
(+)
K
fk√
ξ2k +∆
2
+
. (59)
We denote here hα ≡ (1 − α + α2) and α ≡ Ξ(−)K /ΞK .
The factor 1−α+α2 > 0 when α varies within the range
0 ≤ α ≤ 1. It arises as a difference between squared
“nondiagonal” and a product of “diagonal” interaction
matrix elements with respect to the labels (±) and de-
pends on a filling of the states inside the PFC. Thus, it
takes into account statistical correlations in the system
of fermions composing K–pairs.
Dependence of AF energy on the doping level allows
us to hunt down the evolution of the PFC due to a varia-
tion of doping. If I(x) < δεKK′ ≡ Im, the PFC is absent
and εK− = ε0 whereas εK+ = 0 where ε0 is an energy
width of the domain ΞK . At I(x2) = Im, there is an
“opening” of the PFC at two points, a and a′, which
are situated on the k1–axis as it is shown in Fig. 2. A
decrease of doping, x < x2, leads, first of all, to a rise,
and then, to an extension of the subdomain Ξ
(+)
K which is
accompanied with the corresponding decrease of the sub-
domain Ξ
(−)
K . Thus, the PFC length increases and then,
after being up the maximal length value corresponding
to a certain doping level, becomes to decrease, shrinking
lastly at two points, b and b′, on the k2–axis (Fig. 2).
Such a shrinking corresponds to a value of doping level,
relating to AF energy I(x1) = IM . If one assume that the
pair condensate density is directly connected to the PFC
length, one can qualitatively explain both rather small
values of the condensation density and a peculiar dop-
ing dependence of TC observed in cuprates. It should be
noted that, generally speaking, the choice of the domains
ΞK and ΞK′ themselves depends on doping as well since,
in the last analysis, one has to determine the antinodal
vectors K and K ′ minimizing the total electron energy.
Later on, for the sake of simplicity, we take into account
such a dependence assuming that it is explicitly included
into AF energy I(x) and screening length r0(x) doping
dependences. Such an evolution of the PFC length with
a variation of doping has to determine, in main, doping
dependence of both superconducting transition temper-
ature and superfluid density.
For the sake of simplicity, we suppose that εK− and
εK+ are linear functions of doping:
εK−(x) = ε0 · x− x1
x2 − x1 , εK+(x) = ε0 ·
x2 − x
x2 − x1 .
(60)
Here, x1 ≤ x ≤ x2. Let us introduce a “reduced” doping
level,
y =
x− x1
x2 − x1 , (61)
varying within the limits of interval 0 ≤ y ≤ 1. Then
we have εK−(y) = ε0 · y, εK+(y) = ε0 · (1 − y). As an-
other one simplification, we assume that the density of
states is constant inside the whole of the domain ΞK ,
gK = ΞK/(2pi)
2ε0. From this assumption, it follows im-
mediately that Ξ
(−)
K /ΞK = εK−/ε0 that is α ≡ y.
Reducing the summation over momenta in Eq. (59) to
an integration over the energy of the relative motion of
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K–pair according to
∑
k∈Ξ
(−)
K
1⇒ SgK
∫ 0
−εK−
dξ,
∑
k∈Ξ
(+)
K
1⇒ SgK
∫ εK+
0
dξ
(62)
one can rewrite, in the zero-temperature limit, the system
of equations, Eq. (59), in the form
(1 − y)δ− + δ+ = wK(y) · hy · δ− · ln
∣∣∣∣∣∣
y +
√
y2 + δ2−
δ−
∣∣∣∣∣∣,
δ− + yδ+ =
= wK(y) · hy · δ+ · ln
∣∣∣∣∣∣
(1− y) +
√
(1− y)2 + δ2+
δ+
∣∣∣∣∣∣ (63)
where hy ≡ (1− y + y2), δ± ≡ ∆±/ε0 and
wK(y) =
pie2r0(y)
ε0a2
[
ΞKa
2
(2pi)2
]
. (64)
The screening length r0 = r0(y) is, generally speaking,
a decreasing function of doping level. For the sake of
simplicity, we use a linear approximation for the coupling
parameter, Eq. (64),
wK(y) = wK ·
(
1− y
yb
)
, (65)
where wK is determined by Eq. (64) at y = 0, and yb > 1.
It should be noted that the chemical potential µ as a
point of reference of kinetic energy of the relative motion
ofK– pair changes due to a rise of SC order as compared
with its value in the normal (nonsuperconducting) state.
However, the corresponding shift of the chemical poten-
tial is quite small (of the order of the SC gap). Thus,
calculating the values of the parameters δ− and δ+ one
need not consider the chemical potential shift arising due
to SC condensation of K–pairs. So, we can adopt ap-
proximately that µ is determined by the only parameter
I and equals to the value which corresponds to the PFC
at given I in normal state. However, in contrast to BCS
theory, in our case, just the chemical potential shift de-
termines, in main, the SC condensation energy and thus
a doping dependence of the superconducting transition
temperature.
By definition, both unknown quantities δ− and δ+ in
Eq. (63) are nonnegative: δ− ≥ 0 , δ+ ≥ 0. As one
can easily see from Eq. (63), the system of equations,
Eq. (63), leads to the trivial solution δ− = δ+ = 0 both at
y = 0 and y = 1. As it also follows from Eq. (63), nontriv-
ial solutions (if they exist) δ− and δ+ coincide, δ− = δ+ at
y = 0.5. Nontrivial solutions turn out to be possible un-
der the condition that the coupling parameter, Eq. (64),
is large enough. Dependence of this parameter on doping,
Eq. (65), leads to an asymmetry of the functions δ−(y)
and δ+(y) that is, in general case (except as some special
values of doping level), δ−(y) 6= δ+(y). Doping depen-
dence of δ−(y) and δ+(y) is represented schematically in
Fig. 8.
VIII. CHEMICAL POTENTIAL SHIFT
In spatially homogeneous system, the value 2EF of the
chemical potential of pairs indicates that the whole of the
domain ΞK is filled whereas all of the states inside any do-
main ΞK′ are vacant. A rise of spatially inhomogeneous
stripe structure leads to a hole redistribution between ΞK
and ΞK′ with the result that the PFC arises. Thus the
full PFC may be treated, in the zero-temperature limit,
as a line separating filled and vacant pair states in mo-
mentum space. The possibility of pairing itself resulting
in an opening of the SC gap on the PFC arises just as a
result of such a redistribution which may be due to above
discussed partial restoration of AF order. The number
of vacant states inside ΞK and, on the other hand, filled
states inside ΞK′ is governed by the value I of AF en-
ergy which determines the position 2µ of the chemical
potential of pairs with respect to the edges of the en-
ergy bands corresponding to the domains ΞK and ΞK′ .
The densities of states, gK(ε) and gK′(ε), corresponding
to these domains are represented in Fig.3. It is gener-
ally assumed [36] that the interactions between carriers
which are not included into the equivalent Hamiltonian
of pairs such as Eq. (45) do not affect essentially the
difference between the free energy values in the N and
SC states. Therefore, to calculate the chemical poten-
tial shift due to the SC transition it is necessary to take
into account the Hamiltonian Eq. (45) only. It should be
noted that, in conventional superconductors, the chemi-
cal potential shift is equal to zero exactly because of the
exact electron-hole symmetry of the excitation spectrum
[71].
In HTSC cuprates however, there is no sufficient rea-
son for such a statement [49] just because of essential
electron-hole asymmetry [11]. To evaluate the chemical
potential shift µ′ due to a condensation of K–pairs be-
longing to the domain ΞK one has to take into account
that a formal definition of an average number of particles
inside ΞK ,
〈NK〉 = 2
∑
k∈ΞK
v2Kk +
∑
k∈ΞK
(u2Kk − v2Kk)(nk,+1 + nk,−1),
(66)
takes into consideration the particles which may pass
from ΞK into ΞK′ . In thermal equilibrium, such a pas-
sage is compensated by the particles passing from ΞK′
into ΞK . Therefore, the conserving quantity is a sum
〈NK〉+ 〈NK′〉 where the second term is an average num-
ber of particles inside ΞK′ . However, the condensation
may be considered in each of the domains ΞK and ΞK′ in-
dependently if, as it is accepted above, |K ′−K| >> δkc.
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In this case, one has to take into account the only pas-
sages of particles across the PFC (Ξ
(−)
K ⇆ Ξ
(+)
K , if one
consider a condensation ofK–pairs only) bearing in mind
that the position of the PFC in the normal state is deter-
mined by the AF energy I which is considered here as an
external parameter. As far as the chemical potential shift
due to SC condensation of pairs is also small together
with ∆Kk, such an approximation only slightly affects
the introduced below coefficients λ and τ and does not
lead to any qualitatively new results. Strictly speaking,
the pairing interaction, when ∆Kk 6= 0, leads to, tending
to zero with ∆Kk, a small change in the fluxes of particles
between the domains ΞK and ΞK′ . Thus 〈NK〉 may be
considered as approximately conserving average number
of particles inside the domain ΞK provided that the AF
energy I has a certain given value. Taking account of
the explicit form of the coherence factor v2Kk, Eq. (55),
one can calculate 〈NK〉 in accordance with Eq. (66). In
normal state, v2Kk = 1 when k ∈ Ξ(−)K and v2Kk = 0 when
k ∈ Ξ(+)K in zero-temperature limit, therefore, the con-
dition that 〈NK〉 = const. can be rewritten in the form
[4]
∑
k∈Ξ
(+)
K
1−
∑
k∈Ξ
(−)
K
1 =
∑
k∈ΞK
ξKk√
ξ2Kk +∆
2
Kk
. (67)
First of all, let us consider the case of repulsion between
particles composing K–pair. Reducing the summation
over momentum to integral over ξKk, after integration,
one obtains Eq. (67) in the form[√
(εK+ − µ′)2 − εK+
]
−
[√
(εK− + µ′)2 − εK−
]
+
+
√
µ′2 +∆2− −
√
µ′2 +∆2+ = 0. (68)
As far as ∆− << εK−, ∆+ << εK+ in any case, and
the chemical potential shift µ′ measured from the PFC
position at ∆ → 0 is small together with ∆, one can
approximately rewrite Eq. (68) as
√
µ′2 +∆2− −
√
µ′2 +∆2+ ≈ 2µ′ +
1
2
∆2−
εK−
− 1
2
∆2+
εK+
.
(69)
Assuming that µ′ = µ′1+µ
′
2 where µ
′
1 ( µ
′
2 ) is a quantity
of the first (second) order with respect to ∆, the equation
Eq. (69) may be solved with the use of the method of
successive approximations. Thus, finally we have
µ′ =
ε0
2
√
2
δ2− − δ2+√
δ2− + δ
2
+
+
+
ε0
16
(3δ2− + δ
2
+)(δ
2
− + 3δ
2
+)
(δ2− + δ
2
+)
(
δ2+
1− y −
δ2−
y
)
. (70)
Two values of the order parameter, δ− and δ+, are not
independent. They are connected with each other as it
follows from the equations Eq. (63). For example, the
first of these equations allows us to express δ+ as a func-
tion of δ−,
δ+ = δ− · γ(δ−(y); y), γ(δ−(y); y) ≡
≡

wK(y)hy ln
∣∣∣∣∣∣
y +
√
y2 + δ2−
δ−
∣∣∣∣∣∣− (1− y)

 . (71)
The expression Eq. (70) can be rewritten as
µ′ = ε0 · δ · [λ+ τδ] (72)
where we denote δ− ≡ δ, and
λ ≡ 1
2
√
2
1− γ2√
1 + γ2
,
τ ≡ 1
16
(3 + γ2)(1 + 3γ2)
(1 + γ2)2
(
γ2
1− y −
1
y
)
. (73)
In the case of attraction between particles composing
K–pair, we have the only value of the order parameter,
Eq. (58), which is independent of the momentum of the
relative motion. Therefore, to obtain the chemical po-
tential shift due to SC condensation one should formally
write δ+ = −δ−. Then we have
µ′ = −ε0
4
(1− 2y)
y(1− y)δ
2. (74)
Thus, the approximation we use here leads to the absence
of the term which is linear in δ and the chemical potential
shift turns out to be proportional to δ2. In the symmetri-
cal case, y = 0.5, when the PFC bisects the domain ΞK ,
µ′ = 0; as it is seen from Eq. (74), µ′ < 0 (µ′ > 0) at
0 < y < 0.5 ( 0.5 < y < 1 ).
It should be noted that a necessity of k–dependence
of the SC gap and corresponding displacement of the
chemical potential from its value in the normal state
was established phenomenologically by Hirsch [72] in his
theory of hole superconductivity. It is clear that “the
gap slope” introduced by Hirsch is directly related to our
simple discontinuous solution of the gap equation (6.13)
whereas the linear term in the chemical potential shift,
arising just in the case when ∆− 6= ∆+, corresponds to
Hirsch’s “electron-hole symmetry-breaking term” being
the difference, µ′, between the chemical potential values
in the superconducting and the normal state. One can
see quite easily that, in the case of electron-hole asymme-
try observed in tunnel current-bias characteristics, such
a chemical potential shift is a direct consequence of the
particle conservation law. Indeed, if one considers a re-
distribution of particles due to SC condensation inside
the domain ΞK = Ξ
(−)
K + Ξ
(+)
K only it becomes obvious
that in the case when ∆− 6= ∆+, the value 1/2 of the
coherence factor v2Kk, Eq. (55), cannot correspond to the
position of the chemical potential relating to the normal
state (see Fig. 9). So, some chemical potential shift is
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needed to satisfy the condition that the number of trans-
fers of holes from Ξ
(−)
K must be equal to the number of
transfers into Ξ
(+)
K . The sign of such a shift is determined
by the sign of the difference ∆− − ∆+. Thus, Hirsch’s
statement that µ′ > 0 is valid, generally speaking, in
the case when ∆− > ∆+. One can also note that the
so-called superconducting “Fermi surface” introduced in
[72] as “the locus in k-space of quasiparticle states of
minimum energy”, in a sense, plays the role which, in-
deed, plays the PFC in the analysis of ARPES spectra
and some other phenomena typical of HTSC cuprates.
IX. CONDENSATION ENERGY
The existence of the solution of Eq. (57) for SC order
parameter in doping interval x1 < x < x2 does not mean
yet that superfluid SC state arises in the whole or, at least
in some part, of this interval. A phase transition from
non-superfluid N state into superfluid SC state occurs
under a necessary condition: namely, the condensation
energy defined as a difference between N state and SC
state values of the ground state energy must be positive.
In the zero-temperature limit, a contribution into the
condensation energy which is associated with a condensa-
tion ofK–pairs inside the domain ΞK only, in accordance
with Eq. (48), may be written as
E0S =
∑
k∈ΞK
ξKk −
−
∑
k∈ΞK

 ξ2Kk√
ξ2Kk
2
+∆2Kk
+
1
2
∆2Kk√
ξ2Kk
2
+∆2Kk

 .(75)
Reducing the summation over momentum in Eq. (75)
to the integration over ξKk one has to take into ac-
count that the energy ξKk, Eq. (49), measured from the
chemical potential of N phase varies within the interval
−εK− ≤ ξKk ≤ εK+. Therefore, above discussed chemi-
cal potential shift due to SC condensation, µ′, leads to
∑
k∈ΞK
1⇒ SgK
∫ −µ′
−(ε
K−
+µ′)
dξ + SgK
∫ (εK+−µ′)
−µ′
dξ. (76)
Here we take into account the fact that SC order param-
eter has a discontinuity on the PFC. Thus, correct to the
terms of the order of ∆2, Eq. (75) may be represented in
the form
E0S = E0N − S · 4gKε20 · δ · (λ¯+ cδ), (77)
where δ ≡ ∆−/ε0 is a dimensionless order parameter and
E0N = −S · gKε2Ky2 (78)
is the corresponding contribution into the ground state
energy of the N phase. The parameters λ¯ and c are con-
nected with λ and τ in Eq. (73) in accordance with the
relations
λ¯ = 2yλ, c = 2yτ +
1 + γ2
4
. (79)
The second term in the second expression in Eq. (79)
which is not connected with the chemical potential shift
due to SC condensation may be formally related to a di-
rect contribution of the pairing interaction in the Hamil-
tonian Eq. (45) into the condensation energy whereas
the contributions associated with the coefficients λ and
τ may be related to a renormalization of kinetic energy
of the relative motion of K–pairs being a result of SC
condensation. Although such a separation [48, 49, 51] of
the condensation energy into kinetic and potential energy
contributions has an arbitrary character (it is clear that
both contributions vanish when the coupling constant in
Eq. (45) tends to zero), it enables one to imagine more
clear how hyperbolic metrics of momentum space affects
the ground state of the electron system.
As it follows from Eq. (77), an energy gain due to the
condensation of K–pairs is possible when
λ¯+ cδ > 0. (80)
It is seen from Eq. (77) that this gain is, in main, due
to a renormalization of the kinetic energy of the relative
motion of K–pair. Indeed, the chemical potential shift
due to a rise of a condensate of K–pairs results in the
corresponding shift of the position of the PFC. Provided
that the condition Eq. (80) is satisfied the PFC is shifted
in a way that there is an extension of the part, Ξ
(−)
K , of
the domain ΞK in which the energy of the relative motion
ofK–pair is negative. The ground state energy decreases
just due to a filling of the states which arise as a result
of such PFC shift.
In this connection, one relevant optical experiment [73]
consistent with the conception elaborating here should
be noted. An estimation of the superfluid density ρs
which is directly connected with IR reflection, indicate
that, in several HTSC cuprates, ρs significantly exceeds
the value obtained from optical conductivity by means
of Kramers – Kronig relations under the condition that
one takes into account an energy interval comparable to
the SC gap [73]. This contradiction may be eliminated
if one considerably extends the interval of integration.
In conventional superconductors, as it follows from the
BCS theory, each Cooper pair leads to an energy gain
of the order of ∆. The energy width of the condensa-
tion region in the vicinity of the FC is of the same order,
∼ ∆. Therefore, the condensation energy turns out to
be of the order of ∆2. This explains the fact that, using
the Kramers – Kronig relations, we can restrict ourselves
to a finite interval of integration having a character en-
ergy width of about ∆. The presence of the linear term
(∼ ∆) in the condensation energy in Eq. (77) clearly indi-
cate that eachK–pair also leads to an energy gain of the
order of ∆ but this gain must be associated with the con-
densation region in momentum space, which is connected
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not with the FC but with the PFC, having a character
energy width of about a character kinetic energy of the
relative motion inside the subdomain Ξ
(−)
K , namely, εK−,
which is usually more large as compared to ∆.
Let us define the condensation energy per unit area as
εc ≡ (E0N − E0S)/4gKε20S = δ · (λ¯+ cδ) (81)
and study qualitatively its dependence on doping level.
In Fig.10, we represent a plot of the function Eq. (81)
calculated numerically for some values of the coupling
parameter, Eq. (64). It is obvious that there exists a cer-
tain minimal value of this parameter which corresponds
to a start of SC condensation. This conclusion is in agree-
ment with a finite value of the scattering amplitude at
ω = ω1 obtained in Sec. IV.
As one can see from Fig. 10, calculated condensation
energy has negative sign inside some region of doping
level. This fact is, mainly, due to negative sign of the
chemical potential shift µ′ leading to kinetic energy in-
crease. One may believe that such a result is a conse-
quence of a special choice of the gap equation solution
being discontinuous on the PFC and leading to an en-
ergy gain in a doping region where the condensation en-
ergy turns out to be positive. At another choice of the
gap equation solution, which varies with a momentum of
the relative motion continuously within an energy scale
of the order of ∆ near the PFC inside both Ξ
(−)
K and
Ξ
(+)
K , the values of ∆− and ∆+ are supposed to be unaf-
fected , therefore, one may expect a gain in the conden-
sation energy in the whole of the reduced doping interval,
0 < y < 1, in which the solution of the equation (6.13)
exists. In this connection, it should be noted that such a
choice of the parameters ∆− and ∆+ has to correspond
to more symmetric tunnel current-bias characteristics in
extremely underdoped regime in comparison with the op-
timal one.
X. SUPERCONDUCTIVITY AT WEAK
FERROMAGNETIC ORDERING
It is known [74, 75] that, due to doping, charge-density
wave (CDW) may arise in AF phase resulting from spin-
density wave (SDW). A coexistence of SDW and CDW
may lead to a rise of weak ferromagnetic state as it is,
for example, in a boride family [76]. Charge ordering is
also known in doped superconducting cuprates contain-
ing bismuth [77]. 1D stripe structure of such cuprates
leads naturally to a modulation of spin and charge den-
sity and, as a result, makes possible a rise of weak fer-
romagnetism. In this Section, using the conception of
PFC, we briefly discuss a possibility of superconductiv-
ity in cuprates with weak ferromagnetic ordering in AF
parts of stripes [7].
If one suppose that a value of corresponding sponta-
neous magnetization is large enough, µBHe >> ∆ (here,
µB is the Bohr magneton,He is ferromagneticWeiss field,
∆ is SC gap in the absence of the ferromagnetic order),
the only trivial solution for SC order parameter may be
obtained when one considers the domains ΞK and ΞK′ in-
dependently from each other. Indeed, when Weiss field is
large enough, the subbands corresponding to spin quan-
tum numbers of opposite sign become removed with re-
spect to each other so that the domain of definition of
a momentum of K–pair relative motion turns out to be
empty. Such a conclusion is consistent with that which
follows from the problem of Cooper pairing in a weak
ferromagnetic studied in [9, 10]. A similarity between
Cooper pairing andK–pairing becomes clear if one takes
into account the fact that, in the case of Cooper pairing,
the momenta of particles composing a pair play role of
the momenta of the relative motion as well. Thus, to
obtain a nontrivial solution for SC order parameter one
needs in a consideration of above mentioned electron and
hole transfers across the parts of the PFC, one of which
is related to AF part of a stripe and belongs to the do-
main ΞK and another one corresponds to M part of a
stripe associated with the domain ΞK′ . Therefore, in the
following we take into account the transfers ΞK ⇆ ΞK′
only. Note that in [78] the model with strong tendency
to spatial modulation due to correlations between M and
AF parts of a stripe structure is considered in connection
with the problem of high-temperature superconductivity
in cuprates.
To obtain the Hamiltonian of hole pairs in the case
discussed here, one needs in taking account of the fact
that each hole passing from Ξ
(−)
K′ into Ξ
(+)
K in momentum
space passes from M part into AF part of a stripe in
real space. As a result, this hole arises in a region with
weak ferromagnetic ordering due to a coexistence of SDW
and CDW. It seems quite natural to propose that an
average magnetization in this region is proportional to
above introduced phenomenological parameter I which
may be considered, in a certain sense, as AF Weiss field,
µBHe = χI. A dimensionless parameter χ has to be
considered as a small quantity, however, as it is noted
above, we suppose that ∆/I << χ << 1. One can write
a hole energy as
εσk± ≡ εσ(k±) = ε(k±) + χIσ ·Θk, (82)
Here, Θk is a characteristic function such that Θk = 1
if a hole momentum belongs to ΞK , and Θk = 0 in any
other case. Thus, the Hamiltonian of pairs corresponding
to Eq. (45) has the form
HˆK =
∑
k
[
(ε↑k+ − µ)aˆ†k+aˆk+ + (ε↓k−)− µ)aˆ†k−aˆk− ]
+
1
S
∑
k,k′
U˜∗K(k − k′)aˆ†k+aˆ†k−aˆk′−aˆk′+ (83)
here aˆk+↑ ≡ aˆk+ and aˆk−↓ ≡ aˆk−. The summation over k
and k′ is taken over all range of momenta of the relative
motion of K and K ′–pairs. As it is well known [79],
spin-dependent kinetic energy in the Hamiltonian of pairs
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results in a redefinition of quasi-particle energies: instead
of Eq. (51) we have
ηKβ(k) =
√
ξ2Kk +∆
2
Kk +
β
2
χI ·Θk, (84)
where β = ±1. One can see that η+1(k) ≥ 0 at any k
inside the domain ΞK′ and therefore the corresponding
factor fk = 1 in the zero-temperature limit. On the
other hand, inside the domain ΞK , the condition that
η−1(k) ≥ 0 may be satisfied if only
χI
√
1− (2∆Kk/χI)2 ≤ 2ξKk ≤ 2εK+, (85)
where εK+ is an energy width of the subdomain Ξ
(+)
K .
Under the condition Eq. (85), the factor fk = 1 whereas
in the opposite case when
0 ≤ 2|ξKk| ≤ χI
√
1− (2∆Kk/χI)2, (86)
this factor is equal to zero because of the equalities
nk,+1 = 0, nk,−1 = 1 in the zero-temperature limit.
Thus, the factor fk excludes some part of the domain
ΞK from the sum in the equations Eqs. (56), (57) which
determine SC order parameter. It should be noted that
the condition ∆ << χI allows us to simplify Eqs. (85),
(86) as far as
√
1− (2∆/χI)2 ≈ 1.
Let us consider the simplest solution of Eq. (57) when
∆Kk ≡ ∆− > 0 inside the subdomain Ξ(−)K′ and ∆Kk ≡
−∆+ < 0 inside the subdomain Ξ(+)K . Then, one can
reduce the summation over momenta in Eq. (59) to an
integration over the energy of the relative motion of pairs
according to
∑
k∈Ξ
(−)
K′
1⇒ SgK′
∫ 0
−ε
K′−
dξ,
∑
k∈Ξ
(+)
K
1⇒ SgK
∫ εK+
χI/2
dξ
(87)
where εK′− is an energy width of the subdomain Ξ
(+)
K′ .
Let us assume, for the sake of simplicity, that εK′− =
εK+; then average densities of states, gK and gK′ , are
equal to each other, gK′ = gK . Also, we assume that
Ξ
(−)
K′ = Ξ
(+)
K , then we have simply α = 0.5. With the
help of Eq. (87), the equations Eq. (59) may be rewritten
as
δ−
2
+ δ+ = w¯K ·
(
1− y
yb
)
(1− y)δ− · ln 2(1− y)
δ−
,
δ− +
δ+
2
= w¯K ·
(
1− y
yb
)
(1− y)δ+ · ln 2ε0(1 − y)
χI
(88)
where w¯K = 3wK/4. The second of the equations
Eq. (88) is linear, therefore,
δ+ = γδ−, (89)
where, as before, δ± = ∆±/ε0, εK+ = ε0 · (1− y),
γ =
1
w¯K ·
(
1− yyb
)
(1 − y) ln 2ε0(1−y)χI − 12
. (90)
As far as γ ≤ 0 by definition and on account of Eq. (3),
the solution of the equations Eq. (88) exists within a
bounded range of AF energy values,
δεKK′ < I <
2ε0(1− y)
χ
exp
[
− 1
2w¯K
yb
(1− y)(yb − y)
]
.
(91)
Thus, the inequalities Eq. (91) determine that range of
doping in which the SC order parameter may be unequal
to zero.
The first of the equations Eq. (88) leads to dependent
on doping absolute value of the SC order parameter,
δ− = 2(1− y) · exp
[
− 1
2w¯K
yb(1 + 2γ)
(1 − y)(yb − y)
]
. (92)
In spite of the fact that the expression Eq. (92) is formally
similar to BCS gap, Eq. (92) depends on the coupling
constant wK in essentially complicated way because the
parameter γ, Eq. (90), depends on wK itself. The pre-
exponential factor in Eq. (92) is limited by a character
value of kinetic energy of the relative motion of K–pair
inside the subdomain Ξ
(+)
K . This energy itself depends on
that to what extent the domain ΞK is filled by carriers
or, in other words, to what extent the PFC is opened due
to a rise of a stripe structure.
Considering hole number conservation inside the do-
main ΞK′ , one can obtain the chemical potential shift in
the form of Eqs. (72), (73) where the parameter γ is de-
fined by Eq. (90). In Fig. 11, doping dependence of the
condensation energy, Eq. (81), and the gap parameter,
Eq. (92), are represented for the value of the coupling
constant wK = 1. It should be noted that, in the case
discussed here, this constant has to be considered as a re-
duced value of the parameter defined by Eq. (43) because
of a spatial separation of carriers composing a pair.
As one can see, the SC energy gap takes finite values
at certain doping levels corresponding to zero condensa-
tion energy. As far as the SC transition temperature TC
is directly connected with the condensation energy, it is
obvious that, in contrast to well-known consequence of
the BCS theory, namely, 2∆/TC ≈ 3.5, any universal,
independent on doping, relation between ∆ and TC is
absent. Therefore, as it follows from the consideration of
doping dependencies of SC gap and condensation energy
presented in Sections IX and X, one must not consider as
striking the large values of the ratio 2∆/TC observable
in underdoped HTSC cuprates [80].
XI. SUMMARY AND CONCLUSIONS
Specific quasi-two-dimensional electron structure of
HTSC cuprate compounds results from their layered
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crystal structure and chemical composition. Namely, if
carrier concentration is close to the half-filling, the con-
siderable part of the hole Fermi contour with strong nest-
ing features turns out to be belonging to an extended re-
gion of momentum space with hyperbolic metrics. Such
an electron structure leads to a possibility of a rise of elec-
tron and hole pairs with large, of the order of doubled
Fermi momentum, total momentum and comparatively
small momentum of the relative motion of the pair [1, 2].
Due to hyperbolic metrics of momentum space bounded
states may exist both in the case of attraction and repul-
sion between particles composing the pair. As it follows
from the qualitative analysis of the energy dependence of
the scattering amplitude, in both cases (repulsion and at-
traction), the scattering amplitude has two poles. In the
case of repulsion, one of the poles, with larger positive en-
ergy and infinitesimal positive decay, may be associated
with a quasi-stationary state of the relative motion of the
pair [1, 2] whereas the second pole, with smaller positive
energy and finite negative decay, may lead to a develop-
ment of superconducting instability and the imaginary
part of this pole may be related to the SC gap. An eval-
uation of Coulomb repulsion in the electron system with
and without QSS’s indicates that, provided that QSS
concentration exceeds a certain value, an energy gain is
possible and thus incoherent QSS’s may exist resulting
in some suppression of one-particle density of states [2].
Therefore, a rise of such QSS’s may be directly related to
the pseudogap state being one of the remarkable features
of underdoped HTSC cuprates. It is obvious that positive
real part of any of the two poles results in an energy in-
crease when the pairs arise and this increase might hardly
be compensated only due to a rise of the SC condensate
or sufficiently large QSS concentration. One can assume
that such an energy increase is associated with the fact
that, to give rise to a creation of the pairs, at least a part
of the domain of definition of a momentum of the rela-
tive motion of the pair were free of carriers. To set this
part free one must annihilate the particles composing the
pair inside the FC and then create them in a new pair
state outside of the FC. Such a transfer of a number of
pairs in momentum space may result in a redistribution
of carriers in real space. Total energy increase which is
due to this redistribution may be compensated when, as
it appears to be just the case being related to hole-doped
HTSC cuprates, there is an energy decrease due to par-
tial restoration of AF ordering in hole-depleted regions
arisen. An alternation of hole-depleted and enriched re-
gions in real space forms charge and spin spatial struc-
ture (irregular and dynamic, generally speaking) of the
electron system. Under definite conditions (in particular,
in underdoped regime), this structure, associated closely
with short-range AF order fluctuations, becomes appar-
ent as quasi-regular static or dynamic 1D stripe struc-
ture. Such phase separation [81] accompanied with a
change of a filling of hole states in momentum space may
correspond to the minimum of total energy of the electron
system. Short-range AF ordering stabilizing stripes due
to redistribution of hole pairs is intrinsic but not unique
possible attribute of such a self-organization. For exam-
ple, long-range orbital magnetic ordering [82, 83, 84, 85],
known as a flux phase state, may play the same role as
well. Although there is not any direct evidence of exis-
tence of flux phase state in cuprates, this phase perhaps
is associated with the so-called hidden-order-parameter
region in the phase diagram [86].
Such a scenario of total energy gain due to carrier re-
distribution is not the only one. Another one possibility,
analogous to that which may be in the case of the su-
perconductivity [87], may be related to the problem here
discussed. Namely, one may to consider an increase of AF
transition temperature resulting from a change of an ex-
citation energy distribution due to transitions from Ξ
(+)
K
into Ξ
(−)
K′ .
In any of the cases considered here, a redistribution of
carriers in momentum space may result in a rise of new
zero-excitation-energy line separating occupied and va-
cant states in 2D Brillouin zone. We believe that, first of
all, a rise of vacant states inside and occupied states out-
side of the FC must lead to a formation of pairs with total
momenta corresponding to the largest areas ΞK and ΞK′
with K and K ′ along the antinodal directions. Such
pairs have the largest binding energies and exist up to
the temperature, T ∗, of the beginning of the pseudogap
regime. Then, the lowering of the temperature from T ∗
to TC results in a gradual rise of electron and hole pairs
with total momenta having different values and direc-
tions and corresponding to some set of domains ΞK and
ΞK′ . At last, at T = TC , there is a beginning of SC con-
densation of pairs into the state with the largest binding
energy. SC condensation gives a start to the growth of
the unoccupied part, Ξ
(+)
K , of the “antinodal” domain ΞK
at the expense of a redistribution of carriers both inside
and outside of the FC. Thus, as a final result, zero-energy
line for pair excitations arises inside the domain ΞK (sim-
ilarly, such a line arises inside the corresponding domain
ΞK′ outside of the FC as well). Just this line may be
treated as “pair” Fermi contour (PFC).
The conception of PFC and hyperbolic pairing en-
ables one to explain qualitatively some general features
of phase diagram and many surprising experimental data
relating to high–TC cuprates. In particular, a rise of both
SC and pseudogap state may be considered as a mani-
festation of hyperbolic metrics of momentum space and
screened Coulomb repulsion between holes. Therefore,
both SC gap and pseudogap must have one and the same
energy scale and their d–type “orbital” symmetry, in fact,
is determined by the crystal symmetry. A character spa-
tial scale of a pair both in QSS and SC state (the coher-
ence length) is of the order of a few interatomic distances
[2]. As an evidence in favor of the PFC conception, one
may consider an interpretation of two interesting experi-
ments, relating to examination of electronic spectrum of
several of HTSC cuprates with the help of ARPES tech-
nique. In the case, when an energy of excited electron
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is near the Fermi level EF (less than about 100 meV),
ARPES data [88] indicate unequivocally that electronic
structure has 2D character and FC remains in the well-
known form of a square with rounded corners [11]. If an
electron is excited far from EF (about 500 meV) the elec-
tronic structure becomes rather 1D than 2D. It should be
noted that, truly, a simple cross-shaped form of the FC,
in fact, derived not directly from experimental data but
offered as a result of motivated speculations based on
the simplest 1D stripe model. Thus, the ARPES data
[88] evidence the simultaneous existence of both FC and
PFC.
Such fairly surprising conclusion is entirely consistent
with the concept of the PFC introduced here. In fact,
to detect the PFC using ARPES technique one needs an
electron excitation with an energy which is essentially
less than EF : if excited state is situated near the PFC,
the excited electron may easily find a partner to form a
pair.
One can believe that the so-called “dip-hump struc-
ture” in the ARPES spectra [89] is one more evidence
in favour of the concept of PFC: a hump, arising (just in
the case of antinodal direction corresponding to the max-
imal value of ΞK) at energies which are essentially more
than the energy related to the quasi-particle peak, may
be connected with the excitations in the form of pairs
near the PFC.
Another one unusual feature of HTSC cuprates with
d–type symmetry of the SC gap can be qualitatively in-
terpreted in the framework of the PFC conception. It
is believed that impurity scattering has to lead to es-
sential reducing of TC because the scattering of a pair
into regions of momentum space corresponding to nodal
directions means, in fact, a break of the pair. In this
sense, nonmagnetic impurities play role similar to that
which play magnetic impurities in conventional super-
conductors. However, the experimental fact is that the
HTSC cuprates are weakly sensitive to impurity content.
Thus, there are no experimental data which were con-
firmed such a “destructive” influence of impurities on the
SC state. In this connection, it should be noted that, to
reconcile such a statement with the experiment, one has
to suppose that any interaction resulting in a scattering
of Cooper pair in d-type superconductor, including the
interaction which leads to a binding in the pair itself,
must possess the peculiar feature, namely, the scattering
into “nodal regions” has to be more weak in comparison
with the scattering into “antinodal regions” (the so-called
“forward scattering”) [90, 91, 92]. Using the PFC concep-
tion, it is not necessary to consider any peculiar feature
of a scattering as far as the scattering inside the domain
ΞK , that is a variation of the direction of K–pair rela-
tive motion momentum, is, in fact, almost isotropic as in
the case of s–scattering of Cooper pairs in conventional
superconductors.
A problem connected with a strong anisotropy of re-
versed relaxation times, that is an existence of the so-
called “hot” and “cold” spots on the Fermi surface
[90, 91, 92, 93], can be qualitatively solved in the frame-
work of the PFC conception too. Indeed, a rise of
K–pairs results in their free in-plane motion without a
change of charge density whereas a character of the inter-
action of paired carriers may be changed essentially: this
interaction, being inside antinodal regions, turns out to
be more weak as compared to the interaction of unpaired
carriers inside nodal regions [2].
The idea we use here is based, in main, on the fact
that the PFC should be “opened” that is, due to a rise of
stripes and hyperbolic metrics of momentum space, some
piece of the FC turns out to be the same as a line of zero
kinetic energy of the relative motion of a hole pair with
large momentum. If such a line corresponding to a cer-
tainK is close enough to rather large piece of the real FC
(such a case may occur, for example, just at ν << 1 and
|2kF −K| << kF ) the pairing mechanism here discussed
may be possible as well even without any hole redistri-
bution both in momentum space (between the domains
ΞK and ΞK′) and in real space (that is without a rise of
a stripe structure). In this case, the value of εK+ plays
role of a cut-off parameter since it must appear in the ar-
guments of the logarithmic functions in Eq. (63) together
with the SC gap parameters ∆− and ∆+. In a sense, the
pairing problem becomes analogous to that which arises
in the case of Cooper pairing in weak ferromagnets [9, 10].
This statement is consistent with the results presented in
Sections III and IV. Namely, at ν→0 and ω1→0 (it is ob-
vious that the parameter ω1→0 plays role of an energy
distance between the FC and the line of zero energy of
pair relative motion), the imaginary part of the SC pole
of the scattering amplitude (which is proportional to the
SC gap parameter) exceeds necessarily the real part of
the pole due to a logarithmic singularity of BK2(ω) at
ω → 0, as one can see from Fig. 5. Thus, one can assume
a possibility of the existence of crystals with such a form
of the FC which is optimally conforming with the form
and energy position of a line of zero kinetic energy of the
relative motion of a hole pair with large total momentum
(one can consider hyperbolic lines used here as a certain
limiting case). As a result, in such crystals, the pair-
ing mechanism discussed here may dominate (possibly,
even without AF state in the neighborhood of the SC
one and thus without a rise of stripes as it maybe occurs
in cuprate compounds with more than one CuO2 plane
in the unit cell [94] ).
It should be noted that a superconducting state with
large (K ≈ 2kF ) total pair momentum was previously
studied [95] in the framework of the microscopic model
of the coexistence of superconductivity and antiferromag-
netism or charge-density wave (a structural phase transi-
tion; in such a case, the momentum K ≈ 2kF turns into
a new vector of the reciprocal lattice). In this model, the
state with large pair momentum arises as a result of coex-
istence of AF ordering and Cooper pairs with zero total
momentum. Phenomenologically, such transitions as a
break of corresponding symmetry is usually considered
in the framework of, for example, SO(5) or SU(4) models
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[96, 97]. Zhang et al. [96] have assembled AF and d–
wave SC order parameters into a five-dimensional vector
and have postulated the symmetry of unified in such a
way order parameter under rotations of an SO(5) group.
However, to obtain the closed Lie algebra of fermion pair-
ing and particle-hole operators describing antiferromag-
netism and superconductivity, one has to consider a more
general, than SO(5) symmetry, for example, the SU(4)
symmetry [97]. Such more general approach leads di-
rectly to a rise of the components of the unified order pa-
rameter corresponding to pairs with large, of the order of
the AF vector, total momentum [97]. Thus, one may con-
clude that K and K ′– pairs introduced in our paper in a
microscopic way are fully consistent with rather general
symmetry constraints. Note that if the vector K coin-
cides with the AF vector exactly the SC order parameter
due to a rise of K– pairs and the AF (triplet) order pa-
rameter turn out to be connected to another one SC order
parameter corresponding to pairs with zero total momen-
tum. A small difference between K and the AF vector
leads to a small total momentum of these pairs. Such
pairs may be in singlet spin state (conventional Cooper
pairs) or in triplet spin state. The case we discuss in this
paper corresponds just to the latter of the two possibil-
ities, namely, triplet AF order coexists with singlet SC
order due to K– pairs and triplet SC order due to the
pairs with small total momentum.
The phenomenological approach used here to take ac-
count of the influence of AF fluctuations on carrier pair-
ing enables one to interpret qualitatively the key exper-
imental data relating to HTSC cuprates. We believe
that the principal conception of hyperbolic pairing and
a rise of pair Fermi contour is an inherent feature of
cuprate electron system which has to become apparent
both in band scheme and in appropriate models of strong-
correlated systems, such as t− J model [98] with re-
gard for next-nearest-neighbor interactions (the so-called
t− t′ − J model [99]), description of the electronic struc-
ture.
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FIG. 1: Phase diagram (temperature vs doping level) typical
of hole-doped HTSC cuprates.
FIG. 2: Typical of hole-doped HTSC cuprates, hole Fermi
contour (FC) as a square with rounded corners (labeled by the
Fermi energy, EF ) centered at (pi, pi) . The domain of defini-
tion of momenta of the relative motion of K and K′– pairs
are denoted as ΞK and ΞK′ , respectively. Each such a domain
consists of two parts, Ξ
(−)
K
, Ξ
(+)
K
and Ξ
(−)
K′
, Ξ
(+)
K′
, respectively.
Inside the subdomains Ξ
(−)
K
, Ξ
(−)
K′
(Ξ
(+)
K
, Ξ
(+)
K′
), the energy
of the relative motion of corresponding pair measured from
the pair chemical potential value 2µ is negative (positive).
Total pair momentum is directed along an antinodal direc-
tion. The lines separating the subdomains of negative and
positive relative motion energy form the pair Fermi contour
(PFC). Doping decrease results in an opening of the PFC at
two points, a and a′, on k1– axis, corresponding to a doping
level x2. Then, there is a rise and an extension of the sub-
domains Ξ
(+)
K
and Ξ
(−)
K′
accompanied with the corresponding
decrease of the subdomains Ξ
(−)
K
and Ξ
(+)
K′
. The PFC shrinks
at two points, b and b′, on k2– axis, corresponding to a doping
level x1 < x2.
FIG. 3: Top panel: a sketch of the domains ΞK , ΞK′ and
hole distribution in the cases corresponding to a homogeneous
state of the electron system (left top panel) and a stripe state
(AF part of a stripe, middle top panel; M part of a stripe,
right top panel). Occupied and unoccupied pair states are
separated by the PFC. Occupied states inside the domains
are shadowed. Bottom panel: relative-motion band diagram
for homogeneous state (left bottom panel), AF part of a stripe
(middle bottom panel) and M part of a stripe (right bottom
panel).
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FIG. 4: A sketch of a stripe ordering in momentum space
(top panel) and real space (bottom panel). Arrows are hole
transitions between AF and M parts of stripes.
FIG. 5: A plot of the function BK2(ω), Eq. (4.2), schemati-
cally.
FIG. 6: Plots of the function BK1(ω) : solid line - Eq. (23),
dashed line - Eq. (30). An illustration of the graphic solution
of the equation Eq. (14), schematically.
FIG. 7: A comparison of typical of HTSC cuprates phase
diagram and the graphic solution of the equation Eq. (14),
determining the poles of the scattering amplitude (schemati-
cally).
FIG. 8: Solutions, δ− and δ+, of the system of equations,
Eq. (63), plotted schematically as functions of reduced dop-
ing level. Solid (dashed) line corresponds to the value of the
effective coupling constant wK = 2 (wK = 4/3).
FIG. 9: Solid line: energy dependence of the coherence factor
v2Kk in the case when ∆− > ∆+ (schematically). Dashed
line corresponds to v2Kk without ane chemical potential shift
µ′. One can see that such a shift is a direct consequence of
the particle number conservation inside the domain ΞK : this
number in normal state (in this Figure: the rectangular area
corresponding to the subdomain Ξ
(−)
K
) has to be equal to the
area bounded by the solid line.
FIG. 10: Condensation energy, Eq. (81), plotted schemat-
ically as a function of reduced doping level. Solid (dashed)
line corresponds to the value of the effective coupling constant
wK = 2 (wK = 4/3).
FIG. 11: Condensation energy εc (solid line), Eq. (81), cal-
culated in the case of weak ferromagnetic ordering, SC energy
gap parameter δ− (dashed line), Eq. (92), plotted schemati-
cally as functions of reduced doping level. The effective cou-
pling constant wK = 1.
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