ABSTRACT: A method for the discrimination of different gasoline samples according to their RON has been developed using an HS-MS system. The working conditions for the HS-MS analytical procedure were optimized by experimental design. The variables optimized were incubation temperature, incubation time, and sample volume. The optimal conditions were as follows: 145°C incubation temperature, 10 min incubation time, and 80 μL sample volume. The optimized method was applied to a set of 30 gasoline samples with different RON values (95# and 98#). An hierarchical cluster analysis was applied in which the m/z (45−200 m/z) values were used as a variable to form groups. A perfect classification (100%) of the gasoline samples according to their RON was achieved. A linear discriminant analysis was carried out and the resulting linear discriminant function enabled a perfect classification of the gasoline samples according to the RON using only the m/z values of 88, 95, and 112. These results demonstrate the capacity of the new technique for the discrimination of gasoline samples according to their RON and the applicability of this method in this field. For the first time, HS-MS was used for this purpose. The main advantage of HS-MS vs previous methodologies is that no chromatographic separation and no sample manipulation are required. HS-MS is therefore faster than the current techniques used in these kinds of studies; it is also cheaper, ecofriendly, and easy to use for routine analysis.
INTRODUCTION
Gasoline, as a petroleum based product, is a flammable volatile mixture of hydrocarbons that includes paraffins (alkanes), cycloalkanes (naphthenes), and olefins (alkenes). Gasoline also contains compounds with oxygen, nitrogen, or sulfur. Additionally, some metals are present at trace levels.
Automotive gasoline is one of the most refined products, and the specific process used for gasoline production defines the final chemical composition of gasoline fractions and the resulting gasoline quality. The basic elemental composition of gasoline shows little variation from one type to another, and it may vary from location to location depending on the crude fuel feed used in the refinery. In fact, the variations in composition that have an effect on the properties of the gasoline lie in the proportion of the various compounds and the additives that each refinery adds, rather than in the elemental composition. Procedures such as cracking and alkylation are used to change the sizes of molecules in order to favorably affect the amount of material within a particular boiling point range. Procedures such as reforming and isomerization are used to improve the quality of the gasoline. 1 Different additives are added to the gasoline by the refineries in order to improve fuel performance, avoid problems in the engine, or reduce pollutant emissions. For instance, ethanol is usually added to gasoline to improve spark-ignition engine performance. 2 Other typical additives are antiknock agents, detergents, dispersants, or antioxidants. 3 The gasoline production process must meet a variety of specifications, and the quality of the resulting gasoline must satisfy the national standard requirements. Numerous different tests can be carried out to test the quality of the gasoline. The Research Octane Number (RON) is a measure of a fuel's resistance to knock or to ignite prematurely, and this is one of the critical measures of a gasoline's performance. The RON value is obtained using a Co-operative Fuel Research (CFR) engine according to ASTM D2699-08. 4 The standard liquids used for the octane number tests are n-heptane, which has very poor knock resistance (with a rating set to 0), and isooctane (2,2,4-trimethylpentane), which exhibits excellent knock resistance (with a rating set to 100). 1 The antiknock performance of the fuel being tested is then compared to that of mixtures of the two standards. The Spanish gasoline market, 5 and those of most European countries, includes 2 different types of gasoline that are differentiated by RON: 95# and 98#. The higher the RON, the higher the quality of the gasoline and therefore the higher the price.
A number of rapid methods to test the quality of gasoline using spectroscopic techniques such as NMR, 6 NIR, 3,7−11 FTIR, 12, 13 and flame emission spectroscopy 14 have recently been developed. Raman spectroscopy has also been used for the quantitative analysis of gasoline properties, and recently, Li et al. 15 performed a classification of gasoline brands and origins by Raman spectroscopy combined with a novel R-weighted LSSVM algorithm. However, most of the methods for testing the quality of gasoline are expensive, tedious, or timeconsuming. Additionally, most of them deal with the whole gasoline sample; this means minor differences will be used for discrimination purposes. If using only volatile compounds, differences would be found more easily. Gasoline is a volatile mixture of hydrocarbons, and as a consequence, gas chromatography techniques have been widely used for the analysis of not only gasoline but also other ignitable liquids and their residues. 16−23 The main drawbacks for gas chromatography based methods are related with the total time for the analysis. Additionally, most gas chromatographic systems have no options for a portable model; then samples must be taken to the lab and no in situ analyses can be run.
Apart from the importance of gasoline production within the petroleum market, the study of gasoline identification is of forensic significance for the investigation of arson and spills and the detection of gasoline adulteration. 18 In arson, accelerants such as ignitable liquids are commonly used to initiate or accelerate a fire. The most commonly used ignitable liquids are petroleum based products such as gasoline, as they are easy to obtain and easy to ignite. In some cases, traces of ignitable liquid may remain at the fire scene, and these could be matched to samples that are associated with the suspect. 17 The sum of ion spectra, i.e. the mass spectra calculated by summing the intensities of each nominal mass over all chromatographic times during a GC-MS, has been applied as the method to discriminate among several ignitable liquids during fire debris analysis. 24 In the environment, gasoline or petrol spills (intentional or accidental) are common, but it can be extremely difficult to identify the source. 25, 26 It is also worth mentioning that there are several illegal practices within the fuel market. For instance, the addition of lower price components, such as solvents, to fuel is a common type of fuel adulteration because of the significant difference in the taxation of gasoline and solvents. Apart from the lost tax revenue, this illegal activity causes environmental pollution and poor engine performance. 22, 27, 28 Despite the fact that gasoline classification is a very important task because of the expected economical, environmental, and technical profitability, very few papers have been published in this field. It was therefore of interest to establish a system to monitor the quality of gasoline and to develop analytical techniques for gasoline identification by source and type.
The primary results of a headspace (HS) based method that used a matrix of metal oxide semiconductor gas sensor, rather than a mass detector, are presented in ref 29 . The system was used for the classification of gasoline, heating oil, and diesel oil. The results showed that it is possible to develop systems based on sensors and that the HS approach can be used for quality screening tests. The problem is that this kind of system requires the stabilization of different parameters.
In the work described here, a new analytical method based on HS-MS was optimized for the discrimination of car gasoline. The advantages of this methodology, apart from the wide applicability, are the rapidity of the analysis, the lack of need for sample preparation, and the absence of residues, as solvents are not employed. Besides, the method has high sensitivity, good accuracy, and a low cost and is easy to use for routine analysis. For these reasons, most applications of HS-MS to date have been related to food and beverage analysis. 30−32 To our knowledge, this method is the first to be reported in this field in which an HS-MS system has been applied. The HS-MS parameters were first optimized and then applied to a set of commercial gasoline samples with different research octane numbers. It must be noted that this method does not produce chemical waste, can be run without sample preparation, and can be applied by technicians with a basic background.
MATERIALS AND METHODS
2.1. Gasoline Samples. Thirty gasoline samples were purchased from different gas stations corresponding to different Spanish refineries. The samples were divided into two different types according to their RON: 95# (n = 15) and 98# (n = 15).
2.2. HS-MS Spectra Acquisition. Analysis of the gasoline samples was performed on an HS-MS Alpha Moss (Toulouse, France) system composed of an HS 100 static headspace autosampler and a Kronos quadrupole mass spectrometer (MS). The samples were contained in 10 mL sealed vials (Agilent Crosslab), and they were then placed into the autosampler oven to be heated and agitated in order to generate the headspace. Headspace was finally taken from the vial using a gas syringe and injected into the mass spectrometer. The gas syringe was heated above the sample temperature (+5°C) to avoid condensation phenomena. Between each sample injection, the gas syringe was flushed with carrier gas (nitrogen) to avoid cross-contamination.
The optimized experimental conditions for the headspace sampler were as follows: sample volume of 80 μL, incubation temperature 145°C
, incubation time 10 min, agitation speed 500 rpm, syringe type 5 mL, syringe temperature 150°C, flushing time 120 s, fill speed 100 μL/s, injection volume 4.5 mL, and injection speed 75 μL/s. The carrier gas was nitrogen. TBPFA (perfluorotributylamine) (2 μL) was added to all the samples as an internal standard. TBPFA produces several peaks at different m/z ratios; then it allows for a full calibration in the MS region. The total time per sample was approximately 10 min. The components in the headspace of the vials were passed directly to the mass detector without any chromatographic separation or sample pretreatment. In this way, for any given measurement, the resulting mass spectrum gives a fingerprint of the gasoline. MS spectra were recorded in the range m/z 45−200. Instrument control was achieved using RGA (Residual Gas Analysis software package) and Alpha Soft 7.01 software.
2.3. Data Analysis and Software. The mass spectra were normalized at m/z 131, which is the significant signal of the internal standard (TBPFA).
Multivariate analysis of the data, which included principal component analysis (PCA), hierarchical cluster analysis (HCA), and linear discriminant analysis (LDA), was performed using the statistical computer package SPSS 17.0 (Chicago, IL, USA). 33 PCA was used to check if a reduced number of variables would provide similar information to the raw data from the MS spectra. HCA was used to study the group distribution for samples. LDA was used to determine equations allowing for classifying samples in different groups previously established.
Optimization of experimental variables was performed using the Box−Behnken statistical methodology by considering the standardized signal in the MS detector, i.e. the MS signal at any m/z ratio divided by the maximum signal for the internal standard. The results for the 15 analysis conditions carried out in duplicate for the three extraction variables (each variable has three levels: low, medium, and high), including 3 center points, are shown in Table 1 along with the respective responses.
The responses obtained from the various extractions were entered into a second-order polynomial equation into which each of the various parameters was introduced. A second-order polynomial equation was used because it allows evaluation of interactions between working variables. The polynomial equation is as follows:
In this equation Y is the aforementioned response, β0 is the ordinate at the origin, X1 is the volume of the sample, X2 is the temperature during the headspace generation (°C), X3 is the Energy & Fuels The analysis of data for the Box−Behnken design including the partial least regression calculation (PLS) was carried out using Unscrambler X (Camo Software AS, Oslo NO). This software was used to estimate the effects of the variables on the final response, the variance analysis, the second order mathematical model, the optimum levels of the significant variables, and the surface graphs.
RESULTS AND DISCUSSION
3.1. Study of the Significant Areas of the Spectra. Studies into the working conditions of HS-MS systems for the analysis of gasoline samples were not found in the literature. Therefore, before starting the method development process, the most useful areas in the mass spectra for gasoline discrimination must be identified. In order to find these significant spectral regions, a principal component analysis (PCA) was performed on the signals from the mass spectrometry detector for six samples corresponding to RON = 98 (3 samples) and RON = 95 (3 samples).
The samples were analyzed using the following method for HS generation: 140°C incubation temperature, 5 min incubation time, and 20 μL sample volume.
Signals from m/z = 45 to m/z = 200 were standardized using the internal standard signal. PCA provided the principal components, and the loadings of experimental values for the main principal components were then checked. The m/z signals that showed loadings higher than 0.7 in the PC1 were used as target values in the subsequent optimization process. In this way, working variables were optimized in order to maximize the signals with high values to discriminate between gasoline samples with different RON numbers.
3.2. Headspace Generation. Experimental Design. The experimental variables that had the most influence on headspace generation usually are operating temperature, operating incubation time, and sample volume. As explained before, there are not previous references for gasoline samples. However, mainly incubation temperature as well as incubation time have been reported as the most important working variables for other kinds of samples during headspace generation. 31, 34 As these variables can have strong interaction effects, an experimental design (Box−Benhken method) was proposed for the method development in order to obtain information about their interactions. The experimental results were analyzed by the response surface methodology (RSM).
The experimental design was carried out by analyzing a commercial gasoline sample under the 15 different sets of experimental conditions shown in Table 1 . The ranges for values of temperature, incubation time, and sample volume are shown in Table 1 along with the experimental planning according to the Box−Benhken experimental design. As can be seen, 15 experimental points were run randomly. Incubation times of 3 min, 6.5 min, and 10 min, temperature ranges of 100°C , 125°C, and 145°C, and sample volumes of 10 μL, 25 μL, and 40 μL were tested.
From the Box−Benhken design, a response model was developed and PLS correlations between the response and the experimental variable values were calculated. The correlation results are shown in Table 2 , and the predicted values for each experiment are given in Table 1 . The resulting correlation coefficient for the developed model was 0.8519.
The mean relative error between the real values and predicted values was 26%, and this error was higher when the value obtained for the signal was lower. Likewise, for those experiments in which the signal values were above 650 units, the mean relative error was 10.6%, meaning that the resulting model can be used in the optimization of the working conditions to reach the highest values for the analytical response.
As can be observed from the results in Table 2 , for individual variables, only the volume variable is significant (p-value < 0.05). Furthermore, the interaction between volume and time and the quadratic volume are also significant (p-value < 0.05). Regarding the regression model, the β coefficients are shown in Table 2 and the effect of the volume variable is positive, meaning that an increase in the signal can be achieved by increasing the volume. Temperature and time coefficients are also positive, although their significance was not appreciable in increasing the response.
In order to improve the optimization, interactions between experimental variables were analyzed. The effect of the interaction between two working variables in the response while keeping the third one constant is shown in Figure 1 .
The volume and temperature response surface at constant incubation time (6.5 min) is shown in Figure 1 . In general, the response increases on increasing the sample volume and temperature. Moreover, the interaction effects between these two variables can be seen. The increase in the response on increasing the sample volume occurs from a sample volume 25 μL when the incubation temperature is 100°C, while the Figure  1 . Once again, the increase in the response occurs on increasing the sample volume. In addition, a clear interaction effect can be observed between the incubation time and sample volume in relation to the response. The graphic shows the need to heat the sample for 10 min in order to obtain the maximum response, which is obtained when sample volumes of 40 μL and above are used. On using an incubation time lower than 10 min, it is not possible to reach the maximum response even though the sample volume is the highest. This means that it is necessary to increase both variables at once (incubation time sample volume) in order to obtain the optimal signal.
The incubation time and incubation temperature response surface at constant sample volume (25 μL) are shown in Figure  . It should be noted that in this case there is no interaction between incubation temperature and incubation time. Therefore, the increase in the response occurs on increasing the incubation time, and this increase in the response shows the same trend regardless of the incubation temperature used.
Based on these results, sample volumes above 40 μL needed to be checked in order to guarantee a maximum response. The responses obtained on using sample volumes of 50 μL, 60 μL, 70 μL, 80 μL, and 100 μL and on heating the sample for 10 min at 145°C are shown in Table 3 . It can be seen that there is an increase in the response when the sample volume is increased from 40 to 80 μL. However, a similar increase cannot be observed when a sample volume of 100 μL is used. Therefore, a sample volume of 80 μL was selected as the optimal volume. As a result, the optimal conditions within the experimental range of the variables studied were 145°C, 10 min, and 80 μL. Figure  2 , which lists all of the samples and indicates the level of similarity (dissimilarity) at which any of the two clusters were joined. The Ward method was used for clusters preparation, and square Euclidean distance was used to measure distances between clusters. Other methods for cluster selection were also assayed, including the between-groups linkage method and the within-groups linkage method; all of them produce similar results. It can be seen that a perfect classification of the gasoline samples according to their RON was achieved.
Based on the tendency to cluster shown in Figure 2 , an LDA (linear discriminant analysis) was performed. 50% of the samples were randomly selected as a training set in order to obtain a discriminant function. The other 50% of the samples were then used as a validation set. In order to identify whether there are some specific m/z values in the mass spectra that are more significant than the others when classifying the gasoline according to the RON, a stepwise discriminant analysis was applied. The canonical discriminant function was as follows: The resulting linear discriminant function enabled a perfect classification (100% correct) of the gasoline samples to be obtained. The m/z values selected for the classification were 88, 95, and 112; then a shorter range in the mass spectrum could be applied for discrimination purposes.
CONCLUSIONS
A rapid analytical method has been developed for gasoline classification purposes. The optimized working conditions were as follows: 145°C incubation temperature, 10 min incubation time, and 80 μL sample volume. Lower incubation temperatures, incubation times, and sample volumes lead to lower responses in the MS, and therefore, appropriate working conditions must be used in order to obtain an effective discrimination of the two types of gasoline samples available on the market. A perfect discrimination of the samples was achieved after HCA and LDA; therefore, m/z values used in the process are directly related to the differences between gasoline samples with different RON values. The capacity of the HS-MS technique to discriminate gasoline samples according to their RON value has been proved.
This new method will allow for gasoline sample discrimination without sample preparation, in less than 15 min. It could be used for both control quality during gasoline production, because it is fast enough, and for inspection in already commercialized gasolines, because a perfect discrimination was achieved.
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