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Abstract
In this paper, we establish a generalized Hölder’s or interpolation inequality for weighted spaces in which
the weights are non-necessarily homogeneous. We apply it to the stabilization of some damped wave-like
evolution equations. This allows obtaining explicit decay rates for smooth solutions for more general classes
of damping operators. In particular, for 1 − d models, we can give an explicit decay estimate for pointwise
damping mechanisms supported on any strategic point.
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We are interested on a generalized Hölder’s or interpolation inequality, in order to establish
explicit decay rates for smooth solutions of damped wave-like equations with weak damping.
Let (Ω,Υ,μ) be a measure space and let ω1 and ω2 be two μ-measurable weights on Ω. The
problem we address consists in finding suitable functions Φ and Ψ such that
1Φ
(∫
Ω
|f (x)|ω1(x) dμ(x)
‖f ‖L1(Ω,Υ,μ)
)
Ψ
(∫
Ω
|f (x)|ω2(x) dμ(x)
‖f ‖L1(Ω,Υ,μ)
)
, (1.1)
for any f ∈ L1(Ω,Υ,μ)∩L1(Ω,Υ,ω1 dμ)∩L1(Ω,Υ,ω2 dμ).
The case where the weights functions are homogeneous is well known. Indeed, if ω1(x) = |x|α
and ω2(x) = |x|−β (α,β > 0), the classical Hölder’s inequality gives
∫
Ω
∣∣f (x)∣∣dx  (∫
Ω
∣∣f (x)∣∣|x|α dx) βα+β (∫
Ω
∣∣f (x)∣∣|x|−βdx) αα+β , (1.2)
where dx denotes the Lebesgue’s measure or, equivalently,
1
(∫
Ω
|f (x)||x|α dx∫
Ω
|f (x)|dx
) β
α+β (∫
Ω
|f (x)||x|−β dx∫
Ω
|f (x)|dx
) α
α+β
.
Obviously, (1.2) is a particular case of (1.1), in which the functions Φ and Ψ are respectively
Φ(t) = t βα+β and Ψ (t) = t αα+β .
This paper is devoted to obtain a generalization of (1.2) for non-homogeneous weights. We
are typically interested in situations in which, for instance, ω1(x) = e−|x| and ω2(x) = |x|2. As
we shall see, if we are able to get an interpolation inequality of the form (1.1) in this case, we
will be able to give new explicit decay rates for damped 1 − d wave equations with pointwise
damping.
Let us briefly illustrate the connection between these two issues.
Let a ∈ L∞(0,1) be a nonnegative and bounded damping potential and consider the damped
wave equation in one space dimension,⎧⎨⎩
utt (t, x)− uxx(t, x)+ a(x)ut (t, x) = 0, (t, x) ∈ (0,∞)× (0,1),
u(t,0) = u(t,1) = 0, t ∈ [0,∞),
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ (0,1).
(1.3)
This system is well-posed. More precisely, for any initial data u0 ∈ H 10 (0,1) and u1 ∈ L2(0,1),
there exists a unique solution in the class C([0,∞);H 10 (0,1))∩C1([0,∞);L2(0,1)). The energy
of solutions
E(t) = 1(∥∥ut (t)∥∥2L2(0,1) + ∥∥ux(t)∥∥2L2(0,1))2
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d
dt
E(t) = −
1∫
0
a(x)
∣∣ut (t, x)∣∣2 dx. (1.4)
The decay rate of the energy depends on the efficiency of the damping term when absorbing the
energy of the system according to (1.4).
Using LaSalle’s invariance principle, it is easy to see that the energy of every solution tends to
zero as t → ∞ whenever the damping potential a satisfies for almost every x ∈ I , a(x) a0 > 0,
for some constant a0 > 0, where I ⊂ (0,1) is a set of positive measure (Haraux [6]). In the 1− d
case under consideration, in fact, one can even show that the energy of solutions tends to zero
exponentially. To prove this fact, it is sufficient to show that for some T > 0 and C > 0 the
following inequality holds
E(0) C
T∫
0
T∫
0
a(x)
∣∣ut (t, x)∣∣2 dx dt, (1.5)
for every solution.
This inequality, which is often referred to as observability inequality, asserts that the damping
mechanism during a time interval (0, T ) suffices to capture a fraction of the total energy of all
solutions.
Combining (1.4), (1.5) and the semigroup property, it is easy to see that the exponential decay
property holds, i.e. there exist C > 0 and ω > 0 such that
∀t  0, E(t)CE(0)e−ωt , (1.6)
for every solution.
In fact, to prove that (1.5) is fulfilled, one can use the fact that it is sufficient to prove it for the
solutions of the corresponding conservative systems (1.3) with a = 0. In that case, the inequality
is easy to get for T = 2 using the Fourier decomposition of solutions.
Let us now consider a case where the control is supported simply on a point a ∈ (0,1) through
a Dirac mass,
utt − uxx + δaut (t, a) = 0, (t, x) ∈ (0,∞)× (0,1), (1.7)
with the same boundary conditions, initial data and energy as before. Here, δa denotes the Dirac
mass concentrated in a.
When the point a ∈ Q, there are solutions of (1.7) that do not decay and for which the energy
is constant in time. This is due to the fact that rational points are nodal ones for the corresponding
Sturm–Liouville problem.
When a /∈ Q, LaSalle’s invariance principle allows proving that the energy of each solution
tends to zero as t → ∞. However, in this case the exponential decay rate does not hold. This is
due to the fact that, even if a /∈ Q, the damping term does not dissipative uniformly all the Fourier
components of the solutions. This can be easily seen when analyzing the analogue of (1.5). In-
deed, there exists a sequence of separate variable solutions of the conservative problem (1.3) with
a = 0 for which the energy E(0) is of order one and the dissipated quantity, ∫ T |ut (t, a)|2 dt ,0
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function sin(nx) such that sin(na) tends to zero as n tends to infinity. The main difference with
the case where the damping potential a  0 is positive on a set of positive measure is that, in that
case, infn1
∫ 1
0 a(x) sin
2(nx)dx > 0.
In view of this, one may only expect a weaker observability inequality to hold. A natural way
of proceeding in this case is to obtain a weakened version of (1.5) in which the energy E(0) in
the left-hand side is replaced by a weaker energy E−(0) which, roughly speaking, is the Fourier
norm of solutions with weights sin2(na). More precisely,
E−(0) C
T∫
0
∣∣ut (t, a)∣∣2 dt = −C(E(T )−E(0)). (1.8)
The problem is then how to derive an explicit decay rate for the energy E out of (1.8). First, we
need to assume some more regularity on the initial data, say, (u0, u1) ∈ [H 2(0,1)∩H 10 (0,1)] ×
H 10 (0,1). We denote by E+ the corresponding energy, E+(0) = 12‖(u0, u1)‖2H 2(0,1)×H 10 (0,1).
In this way, we have three different energies with different degrees of strength: E, which is
the reference energy in which we are interested, E+, which is finite because the initial data have
been taken to be smooth, and E− which is the weaker energy the damping really damps out
according to (1.8).
Applying (1.1), one can deduce an interpolation inequality of the form
1Φ
(
E−(0)
E(0)
)
Ψ
(
E+(0)
E(0)
)
, (1.9)
where Φ and Ψ depend on the energies E+ and E− under consideration, E+(0) being the strong
norm E+(0) = 12‖(u0, u1)‖2H 2(0,1)×H 10 (0,1). This clearly implies
E(0)Φ−1
(
1
Ψ
(E+(0)
E(0)
))E−(0), (1.10)
which, together with the weak observability inequality (1.8) yields,
E(0)Φ−1
(
1
Ψ
(E+(0)
E(0)
)) C(E(0)−E(T )), (1.11)
which, together with the semigroup property yield (see Ammari and Tucsnak [4]),
∀t  0, E(t) C
Ψ−1
( 1
Φ( 1
t+1 )
)∥∥(u0, u1)∥∥2
H 2(0,1)×H 10 (0,1). (1.12)
Our method is closely of that one developed by Nicaise [11], in which the decay estimate of the
energy looks like (1.12) (see Section 5 in [11]). But unfortunately, his method cannot apply in
this paper because the damping term has to be more regular, in some sense, that one we consider
(see [11]).
Obviously, the decay rate in (1.12) depends on the behavior of the functions Ψ and Φ . More
precisely, it depends on the behavior of Φ(t) near t = 0 and then of that of Ψ−1 at infinity.
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of the functions Φ and Ψ entering in the interpolation inequality.
The behavior of Φ and Ψ depends on the energies E, E+ and E− under consideration. We
recall that E− is given by the weak observability inequality (1.8). This is intimately related
to the weakness of the damping mechanism and no choice can be done at that level. By the
contrary, there is some liberty at the level of choosing E+ since the initial data can be chosen to
be as smooth as we like. Obviously, one expects a faster decay rate for solutions when they are
smoother. This is indeed the case as our analysis shows. All this can be precisely quantified by
the analysis of the functions Φ and Ψ in the interpolation inequality.
How Φ and Ψ depend on the energies E+ and E−, in the general context of the interpolation
inequality (1.1), corresponds to analyzing how the functions Φ and Ψ depend on the weight
functions ω1 and ω2. This article is precisely devoted to prove a rather general version of (1.1)
with a careful analysis of the behavior of Φ and Ψ. This will allow us to get explicit decay rates
not only for the model problem above of the 1−d wave equation with pointwise damping but also
for some other models that we shall discuss below. In particular, we will be able to give explicit
decay rates for the stabilization of a beam by means of a piezoelectric actuators, a problem that
was discussed by Tucsnak [15,16] in the context of control.
There is an extensive literature concerning the stabilization of damped wave-like equations.
But most of it refers to the case where the damping term (linear or nonlinear one) is able to
capture the whole energy of the system (see, for instance, Haraux and Zuazua [7], Nicaise [11]
and Zuazua [18]). In these works, the multiplier method is implied, as a tool to quantify the
amount of energy that the dissipative mechanism is able to observe. But to apply this method,
the damping term has to be active in a large subset of the domain or of the boundary where the
equation holds. Much less is known when the damping term is located in a narrow set, like, for
instance, pointwise dampers in one space dimension. But, as we have shown above, the results
one may expect in that setting need to be necessarily of a weaker nature since in those situations
the damping term is only able to absorb a lower order energy. In particular, in this context,
multiplier methods do not apply.
We focus mainly on the wave equation with a damping control concentrated on an interior
point. Some partial results of explicit decay rates already exist and can be found in Ammari,
Henrot and Tucsnak [1,2], Jaffard, Tucsnak and Zuazua [9] and Tucsnak [17]. As explained
above, our generalized interpolation inequality allows answering to this in much more generality.
We will also address the stabilization of Bernoulli–Euler beams with force and moment damping.
For partial results of explicit decay rates, see Ammari and Tucsnak [3].
This paper is organized as follows. In Section 2, we establish our generalized Hölder’s in-
equality or interpolation inequality (Theorems 2.1 and 2.2). In Section 3, we give a criterion of
optimality for Theorem 2.1 (Definition 3.3) and a sufficient condition to have optimality in our
interpolation inequality (Proposition 3.5). In Section 4, we apply these results to get explicit de-
cay rates for the damped wave (see (4.2.1)) with Dirichlet boundary condition and in Section 5
we briefly explain how these results can be applied to the wave equation with mixed boundary
condition (Section 5.1, Eq. (5.1.1)) and to some beam equations (Section 5.2, Eq. (5.2.1)). The
explicit decay rates are given. These results extend the previous ones by Ammari, Henrot and
Tucsnak [2], Ammari and Tucsnak [3] and Jaffard, Tucsnak and Zuazua [9].
We end this section by introducing some notations. For a real-valued function f defined
on an open interval I (respectively, (m,∞) for some m ∈ R) and for a ∈ ∂I (respectively,
a ∈ {m,∞}), the notation f (a) means limt∈I, t→a f (t). For a ∈ R, we denote by δa the Dirac
mass concentrated in a.
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Our analysis requires some elementary notions and results on convex functions.
Recall that if f : I → R is a convex function on an open interval I, then it is continuous,
locally absolutely continuous on I and it is of class C1 almost everywhere. More precisely, there
exists a finite or countable set N ⊂ I such that f is of class C1 relatively to I \N . In particular,
for any t, s ∈ I , f (t)− f (s) = ∫ t
s
f ′(σ ) dσ . In addition, f ′ is nondecreasing relatively to I \N .
Furthermore, f has a left derivative f ′ and a right derivative f ′r at each point of I and for any
t, s ∈ I such that s < t , f ′(s)  f ′r (s)  f ′(t)  f ′r (t). For more details, see Niculescu and
Persson [12, Theorems 1.3.1 and 1.3.3, p. 12, Proposition 3.4.2, p. 87 and Theorem 3.7.3, p. 96]
and Rockafellar [13, Corollary 10.1.1, p. 83, Theorem 10.4, p. 86 and Theorem 25.3, p. 244].
Finally, we recall that f is a concave function if −f is a convex function.
Let (Ω,Υ,μ) be a measure space and let ω1,ω2 :Ω → [0,∞) be two μ-measurable weights.
In order to establish our generalized Hölder’s inequality, we need the following hypotheses:{
Φ : I1 → [0,∞) is a concave function, I1 is an
open interval and for a.e. x ∈ Ω, ω1(x) ∈ I1, (2.1){
Ψ : I2 → [0,∞) is a concave function, I2 is an
open interval and for a.e. x ∈ Ω, ω2(x) ∈ I2, (2.2)
for a.e. x ∈ Ω, 1Φ(ω1(x))Ψ (ω2(x)). (2.3)
Theorem 2.1. Let (Ω,Υ,μ) be a measure space, ω1,ω2 :Ω → [0,∞) be two μ-measurable
weights and 0 <p < ∞. If there exist two functions Φ and Ψ satisfying (2.1)–(2.3) then for any
f ∈ Lp(Ω,Υ,μ), f ≡ 0, we have
1Φ
(∫
Ω
|f |pω1 dμ
‖f ‖pLp(Ω,Υ,μ)
)
Ψ
(∫
Ω
|f |pω2 dμ
‖f ‖pLp(Ω,Υ,μ)
)
, (2.4)
as soon as f ∈ Lp(Ω,Υ,ω1 dμ)∩Lp(Ω,Υ,ω2 dμ).
Obviously, one of the main issues to be clarified is whether there exist functions Φ and Ψ
satisfying the requirements (2.1)–(2.3). This, of course, depends on the properties that the weight
functions ω1 and ω2 satisfy. Below we shall give sufficient conditions on the weights ω1 and
ω2 guaranteeing that Φ and Ψ as above exist. This can be done by imposing some stronger
conditions on the weight functions. More precisely, assume that Ω = (m,∞) (for some m ∈ R),
dμ = dx is the Lebesgue’s measure and
ω1 : (m,∞) →
(
0,ω1(m)
)
is convex, decreasing and ω1(∞) = 0, (2.5)
ω2 : (m,∞) → (0,∞) is convex, increasing and ω2(∞) = ∞, (2.6)
Φ :
(
0,ω1(m)
)→ (0,∞) is concave, increasing and Φ(0) = 0, (2.7)
Ψ :
(
ω2(m),∞
)→ (0,∞) is concave, increasing and Ψ (∞) = ∞, (2.8)
∀t ∈ (m,∞), 1Φ(ω1(t))Ψ (ω2(t)). (2.9)
Note that in (2.7), hypothesis Φ(0) = 0 means that Φ can be extended by continuity in 0 by 0.
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the weights ω1 and ω2 verify the additional assumptions (2.5)–(2.6).
Theorem 2.2. Let m > 0 and let ω1, ω2, be two weights satisfying (2.5)–(2.6). We define the
function ϕ by
∀t > m, ϕ(t) = mω1(t)
t
. (2.10)
Then the following assertions hold:
(1) The function Φ defined on [0,ω1(m)) by Φ(0) = 0 and Φ(t) = 1ϕ−1(t) , for t = 0, satisfies
(2.7).
(2) The function Ψ defined on (ω2(m),∞) by Ψ (t) = ω−12 (t) satisfies (2.8).
(3) For Φ and Ψ defined as above, estimate (2.9) holds.
Before proving Theorems 2.1–2.2, let us establish some preliminary lemmas. The following
result being a direct consequence of the definition of convex functions, we omit the proof.
Lemma 2.3. Let I ⊂ R be an interval and let ϕ : I → R be a function. Then ϕ is increasing and
concave on I if and only if ϕ−1 is increasing and convex on ϕ(I).
The next lemma is the inverse version of the classical Jensen’s inequality (W. Rudin [14]).
Lemma 2.4 (Inverse Jensen’s inequality). Let (Ω,Υ, ν) be a measure space such that ν(Ω) = 1
and let −∞ a < b+∞. Assume that
(1) ϕ : (a, b) → R is a concave function,
(2) f ∈ L1(Ω,Υ, ν) is such that for almost every x ∈ Ω, f (x) ∈ (a, b).
Then ϕ(f )+ ∈ L1(Ω,Υ, ν) and ∫
Ω
ϕ(f )dν  ϕ
(∫
Ω
f dν
)
. (2.11)
Remark 2.5. Since ϕ is concave on (a, b), it is continuous and ϕ ◦f is a Υ -measurable function.
Furthermore, ϕ(f )+ ∈ L1(Ω,Υ, ν) so the left-hand side of (2.11) makes sense and
∫
Ω
ϕ(f )dν ∈
[−∞,+∞). Indeed, since ϕ is a concave function, it follows from the discussion at the beginning
of this section that for any t, s ∈ (a, b), ϕ(t) ϕ(s)+ ϕ′(s)(t − s). In particular,
ϕ(f ) ϕ(t0)+ ϕ′(t0)(f − t0), a.e. in Ω,
ϕ(f )+ 
∣∣ϕ(t0)∣∣+ ∣∣ϕ′(t0)∣∣(|f | + |t0|) ∈ L1(Ω,Υ, ν), (2.12)
where t0 =
∫
Ω
f dν. Integrating (2.12) over Ω, we obtain (2.11). For more details, see Theo-
rem 3.3, p. 62 in W. Rudin [14].
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Proof of Theorem 2.1. Let p and f be as in Theorem 2.1, and let ν be the measure defined by
ν = |f |p‖f ‖p
Lp(Ω,Υ,μ)
μ. Then ν(Ω) = 1. We apply twice Lemma 2.4 with ϕ1 = Φ , f1 = ω1, ϕ2 = Ψ
and f2 = ω2. Then we have Φ ◦ ω1 ∈ L1(Ω,Υ, ν), Ψ ◦ ω2 ∈ L1(Ω,Υ, ν) and it follows from
(2.3), Cauchy–Schwarz’s inequality and (2.11) that
1 =
(∫
Ω
1
1
2 dν
)2

(∫
Ω
Φ
1
2
(
ω1(x)
)
Ψ
1
2
(
ω2(x)
)
dν(x)
)2

∫
Ω
Φ
(
ω1(x)
)
dν(x)
∫
Ω
Ψ
(
ω2(x)
)
dν(x)
Φ
(∫
Ω
ω1(x) dν(x)
)
Ψ
(∫
Ω
ω2(x) dν(x)
)
= Φ
(∫
Ω
|f |pω1 dμ
‖f ‖pLp(Ω,Υ,μ)
)
Ψ
(∫
Ω
|f |pω2 dμ
‖f ‖pLp(Ω,Υ,μ)
)
.
Hence (2.4). 
The proof of Theorem 2.2 relies on the following lemma.
Lemma 2.6. Let m ∈ [0,∞), let 0 < M ∞ and let p ∈ [1,∞). Let f : (m,∞) → (0,M) be a
nonincreasing function such that f (m) = M . Define the function ϕp on (m,∞) by
∀t > m, ϕp(t) = f (t)
tp
. (2.13)
If f is convex on (m,∞) then ϕp is convex on (m,∞) and 1
ϕ−1p
is concave and increasing on
(0, M
mp
), where we have used the notation M
mp
= +∞ if m = 0 and/or M = +∞. Furthermore,
limt↘0 1ϕ−1(t) = 0.
Remark 2.7. If 0 <p < 1 then the conclusion of Lemma 2.6 may be false. Indeed, let q0 ∈ (p,1)
and set q = 1
q0
> 1. We then choose f (t) = 1
tq0−p , t > 0. Then f and ϕp are obviously convex
and decreasing on (0,∞). But for any t > 0, 1
ϕ−1p (t)
= tq . So that ϕp is not concave on (0,∞)
since q > 1.
Remark 2.8. Let f : (m,∞) → (0,∞) be an application, where m ∈ R. Assume that f is convex
on (m,∞) and that limt→∞ f (t) = 0. If f is nonincreasing on (m,∞) then it is in fact decreas-
ing on (m,∞). Indeed, if f is not decreasing on (m,∞) then f (t) = f (a) > 0 for any t ∈ (a, b),
for some interval (a, b) ⊂ (m,∞). Since limt→∞ f (t) = 0, we necessarily have b < ∞. Then
f ′ ≡ 0 on (a, b) and, by hypothesis limt→∞ f (t) = 0, this implies that f ′(t0) < 0, for some
t0 ∈ (b,∞). This contradicts hypothesis f is convex.
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tinuous and decreasing, then ϕ−1p : (0, Mmp ) → (m,∞) is well defined, continuous and decreas-
ing. So 1
ϕ−1p
: (0, M
mp
) → (0, 1
m
) is continuous and increasing, where we have used the notation
1
m
= +∞ if m = 0. The product of two positive and convex functions with the same monotonic-
ity being convex, it follows that the function t → f (t)
tp
is convex and so ϕp is convex. Moreover,
hypothesis limt↗∞ ϕ(t) = 0 implies that limt↘0 1ϕ−1(t) = 0. Since f is convex, according to the
basic properties on convex functions we recalled in the beginning of this section, there exists a
sequence (an)n∈N ⊂ (m,∞) such that f is C1 and f ′ is nondecreasing relatively to (m,∞) \N ,
with N =⋃∞n=1{an}. Now, we proceed to the proof in 3 steps.
Step 1. Set for every t ∈ (m,∞) \N ,
h(t) = −(f ′(t)t − pf (t)) and g(t) = h(t)
tp−1
. (2.14)
Then g is nonincreasing and nonnegative on (m,∞) \N .
Indeed, let s, t ∈ (m,∞) \ N be such that s < t . Since f is convex, it follows from the
discussion at the beginning of this section that f (t) − f (s) f ′(t)(t − s). Using this estimate,
p  1 and again the fact that f is nonincreasing and f ′ is nondecreasing relatively to (m,∞)\N ,
we obtain that
h(t)− h(s) = p(f (t)− f (s))− (t − s)f ′(t)− s(f ′(t)− f ′(s))
 f (t)− f (s)− f ′(t)(t − s) 0.
Consequently, h is nonincreasing. Since it is nonnegative (because f is nonnegative and nonin-
creasing), it follows that g is also nonincreasing and nonnegative relatively to (m,∞) \N .
Step 2. We claim that, for any t > m,
ϕp(t) =
1/t∫
0
g
(
1
s
)
ds.
Indeed, by (2.13)–(2.14), we have for every σ ∈ (m,∞) \N ,
−ϕ′p(σ ) = −
f ′(σ )σp − pf (σ)σp−1
σ 2p
= −f
′(σ )σ − pf (σ)
σp+1
= h(σ )
σp−1
1
σ 2
= g(σ )
σ 2
.
Then for any ε > 0, ϕ′p ∈ L1(m + ε,∞) and so ϕp(t) =
∫∞
t
g(σ )
σ 2
dσ , which yields the desired
result, by using the change of variables σ = 1
s
.
Step 3. Conclusion.
Let ψ be defined on (0, M
mp
) by ψ(t) = 1
ϕ−1p (t)
. Thus by Step 2, we have for any t ∈ (0, 1
m
),
ψ−1(t) = ϕp
(
1
t
)
=
t∫
g
(
1
s
)
ds.0
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t
) 0, for almost every t ∈ (0, 1
m
). Since
g is nonincreasing relatively to (m,∞)\N (Step 1), it follows that ψ−1 is increasing and convex
on (0, 1
m
). By Lemma 2.3, ψ def= 1
ϕ−1p
is increasing and concave on (0, M
mp
). Hence the result. 
Proof of Theorem 2.2. Let ϕ be defined on (m,∞) by (2.10). By (2.5)–(2.6), ω2 is invertible on
(ω2(m),∞) and ϕ : (m,∞) → (0,ω1(m)) is a bijective and decreasing function. Then definition
of Φ and Ψ makes sense.
Proof of (1)–(2). Assertion (1) is a direct consequence of Lemma 2.6 applied to f = mω1 and
assertion (2) comes from (2.6) and Lemma 2.3.
Proof of (3). By (2.10) and definition of Φ , Φ−1( 1
t
) = ϕ(t) ω1(t), for any t > m. Since ϕ
and ω1 are both decreasing, this implies that
∀t ∈ (0,ω1(m)), Φ(t) = 1
ϕ−1(t)
 1
ω−11 (t)
.
With the above estimate, we obtain that
∀t > m, Φ(ω1(t))Ψ (ω2(t))= Φ(ω1(t))t  t
ω−11 (ω1(t))
= 1.
Hence (2.9). This concludes the proof. 
We now give an example where the assumptions of Theorem 2.1 are satisfied. The weight
functions ω1, ω2 are of a particular form that arises naturally in applications: While ω1 tends
to zero exponentially at ∞, ω2 grows as a polynomial function. This is a case that may not be
covered by Hölder’s inequality. In the sequel, we compute explicitly the functions Φ and Ψ for
which the generalized interpolation inequality holds.
Example 2.9. Let Ω = RN \ B(0,1) and A  1. We consider the weights defined on Ω by
ω1(x) = e−A|x| and ω2(x) = |x|2. We define the interpolating functions Ψ (t) = √t (t  0) and
∀t ∈ [0, eA−2], Φ(t) = {0, if t = 0,2A
A−ln t , if 0 < t  eA−2.
The hypotheses of Theorem 2.1 are satisfied since the weights ω1 and ω2 and the interpolation
functions Φ and Ψ defined as above, satisfy the pointwise inequality (2.3) as it is immediate to
check. Indeed, for any x ∈ Ω ,
Φ
(
ω1(x)
)
Ψ
(
ω2(x)
)= 2A|x|
A+A|x| =
2|x|
1 + |x|  1,
since |x| > 1. Moreover, a straightforward calculation shows that Φ is concave on [0, eA−2].
As a consequence of Theorem 2.1 we obtain the following functional generalized interpolation
inequality. Let f ∈ L2(Ω;C) \ {0} be such that | . |f ( . ) ∈ L2(Ω;C). Then,
‖f ‖L2(Ω)  2
√√√√∫
Ω
∣∣f (x)∣∣2|x|2 dx A
A+ ln( 1‖f ‖2 ∫Ω |f (x)|2e−A|x| dx) . (2.15)L2(Ω)
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‖u‖2(N)  2
√√√√ ∞∑
n=1
n2|un|2 A
A− ln( 1‖u‖2
2(N)
∑∞
n=1 e−An|un|2
) , (2.16)
for any u = (un)n∈N ∈ 2(N;C) \ {0} such that (nun)n∈N ∈ 2(N;C). Note that one always has
for any A 1,
0 <
1
‖f ‖2
L2(Ω)
∫
Ω
∣∣f (x)∣∣2e−A|x| dx  e−A  eA−2
and
0 <
1
‖u‖2
2(N)
∞∑
n=1
e−An|un|2  e−A  eA−2
(since e−A  eA−2 ⇔ A  1), so the above quantities takes their values in the domain of con-
cavity of Φ . It follows that estimates (2.15) and (2.16) always make sense.
3. Optimality
It this section, we discuss the notion of optimality for the pairs of functions (Φ,Ψ ) satisfying
the interpolation inequalities above. We will also give sufficient conditions guaranteeing the pair
is optimal. Throughout this section, for simplicity, we assume that Ω = (m,∞) (for some m ∈ R)
and that dμ = dx is the Lebesgue’s measure. Before introducing the definition of optimality, we
need the following lemma.
Lemma 3.1. Let m ∈ R and let ω1, ω2, Φ and Ψ satisfy (2.5)–(2.9). Let δ ∈ (0,ω1(m)] be such
that Φ(δ) = 1
Ψ (ω2(m))
, if Ψ (ω2(m)) > 0 and let δ = +∞, if Ψ (ω2(m)) = 0. We define
∀t ∈ (0, δ), HΦ,Ψ (t) = 1
Ψ−1
( 1
Φ(t)
) . (3.1)
Then HΦ,Ψ is a positive, increasing and continuous function on (0, δ) and limt↘0HΦ,Ψ (t) = 0.
Furthermore,
∀t ∈ (0, δ), 0 < 1
ω2 ◦ω−11 (t)
HΦ,Ψ (t). (3.2)
Finally,
H−1Φ,Ψ (t) = Φ−1
(
1
Ψ
( 1
t
)), (3.3)
for any t ∈ (0,HΦ,Ψ (δ)).
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Assuming for the moment that Lemma 3.1 holds (we shall return to its proof later), the fol-
lowing definition makes sense.
Definition 3.3. Let m ∈ R and ω1, ω2, Φ and Ψ satisfy (2.5)–(2.9). We say that (Φ , Ψ ) is an
optimal pair for the weights (ω1,ω2) if the function HΦ,Ψ defined by (3.1) satisfies
HΦ,Ψ 0≈ 1
ω2 ◦ω−11
. (3.4)
Here and in the sequel, by HΦ,Ψ 0≈ 1
ω2◦ω−11
we mean that there exist two constants C > 0 and
ε ∈ (0, δ) such that
∀t ∈ (0, ε), 1
ω2 ◦ω−11 (t)
HΦ,Ψ (t) C
ω2 ◦ω−11 (t)
, (3.5)
where δ > 0 is given in Lemma 3.1.
In view of (3.2) when (3.4) holds, the function HΦ,Ψ (t) goes to 0 as t ↘ 0 as rapidly as
possible. The pair (Φ,Ψ ) is then optimal in that sense. As we shall see in applications, this will
yield the optimal decay rate for the energy of solutions of damped wave-like equations.
Remark 3.4. It is important to note that the notion of optimal pair (Φ,Ψ ) depends on the weights
(ω1,ω2). On the other hand, given two weights ω1 and ω2 satisfying (2.5)–(2.6) and a pair (Φ,Ψ )
satisfying (2.8)–(2.9), if Φ−1( 1
Ψ ◦ω2 ) is convex then the pair (Φ,Ψ ) is necessarily optimal with
respect to the weights ω˜1 and ω2, where we have chosen ω˜1(t) = Φ−1( 1Ψ (ω2(t)) ). Indeed, (2.5)–(2.8) hold for (ω˜1,ω2,Φ,Ψ ). Moreover,
Φ
(
ω˜1(t)
)
Ψ
(
ω2(t)
)= 1
Ψ (ω2(t))
Ψ
(
ω2(t)
)= 1,
and (2.9) is fulfilled. Finally, a straightforward calculation gives
HΦ,Ψ (t) def= 1
Ψ−1
( 1
Φ(t)
) = 1
ω2 ◦ ω˜1−1(t)
.
Hence (3.4).
Now we give a sufficient condition for the pair (Φ,Ψ ) to be optimal.
Proposition 3.5. Let m ∈ R and let ω1 and ω2 be satisfying (2.5)–(2.6). Let 1 p < ∞, and set
∀t > ω2(m), Ψp(t) =
(
ω−12 (t)
) 1
p , (3.6)
and
∀t ∈ (0,ω1(m)), Φp(t) = 1
(ω−11 (t))
1
p
, (3.7)
together with Φp(0) = 0.
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(ω−11 )
1
p
is concave on (0,ω1(m)) then (Φp,Ψp) constitutes an optimal pair for the weights
(ω1,ω2).
On the other hand, the following proposition guarantees that, once we have an optimal pair
(Φ,Ψ ) it is easy to build other optimal pairs. Of course, in practice, when applying the interpo-
lation inequalities to obtain decay rates for evolution equations, it is irrelevant whether one uses
an optimal pair or another since all of them, by definition, yield the same decay rates.
Proposition 3.6. Let m ∈ R and let ω1, ω2, Φ and Ψ be satisfying (2.5)–(2.7). Let 0 <p < ∞, let
(0, δ) be the interval of definition of HΦ,Ψ and let (0, δp) be the interval of definition of HΦp,Ψ p
(see Lemma 3.1). Then
∀t ∈ (0, inf{δ, δp}), HΦ,Ψ (t) =HΦp,Ψ p (t).
In particular, if (Φ,Ψ ) is an optimal pair for the weights (ω1,ω2), then the same holds for
(Φp,Ψ p).
Remark 3.7. In other words, Proposition 3.6 means that, from the point of view of the decay of
HΦ,Ψ , the inequalities 1Φ(ω1)Ψ (ω2) and 1Φp(ω1)Ψ p(ω2) yield the same result.
Proof of Lemma 3.1. Let Φ and Ψ be any functions satisfying (2.8)–(2.9) and δ > 0 be defined
as in Lemma 3.1. It follows from (2.5)–(2.9) and definition of δ that⎧⎨⎩
∀t ∈ (0,ω1(m)), 1Φ(t)Ψ (ω2 ◦ω−11 (t)),
∀t ∈ (0, δ), 0 <Φ(t) < 1
Ψ (ω2(m))
+∞.
We then have
∀t ∈ (0, δ), 0 Ψ (ω2(m))< 1
Φ(t)
 Ψ
(
ω2 ◦ω−11 (t)
)
.
Since Ψ−1 is increasing on (Ψ (ω2(m)),∞), this gives
∀t ∈ (0, δ), 0 <Ψ−1
(
1
Φ(t)
)
def= 1HΦ,Ψ (t)  ω2 ◦ω
−1
1 (t),
which yields (3.2). Properties of HΦ,Ψ follows easily from (2.7)–(2.8). 
Proof of Proposition 3.6. Let s ∈HΦ,Ψ ((0, δ))∩HΦp,Ψ p((0, δp)). Then we have
HΦp,Ψ p (t) = s ⇐⇒ 1
(Ψ p)−1
( 1
Φp(t)
) = s ⇐⇒ (Ψp)−1( 1
Φp(t)
)
= 1
s
⇐⇒ 1
Φp(t)
= Ψp
(
1
s
)
⇐⇒ 1
Φ(t)
= Ψ
(
1
s
)
⇐⇒ HΦ,Ψ (t) = s.
Hence the result. 
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from Lemma 2.3 and (2.6) that Ψp satisfies (2.8). By (2.5) and the fact that 1
(ω−11 )
1
p
is concave on
(0,ω1(m)), the function Φp defined as in (3.7) satisfies (2.7). By (3.6) and (3.7), (2.9) and (3.4)
are verified. Indeed, by Proposition 3.6,
HΦp,Ψp (t) =HΦpp ,Ψ pp (t) =
1
(Ψ
p
p )
−1( 1
Φ
p
p (t)
)
= 1
(Ψ
p
p )
−1(ω−11 (t))
= 1
(ω−12 )−1(ω
−1
1 (t))
= 1
ω2 ◦ω−11 (t)
.
This concludes the proof. 
Remark 3.8. Note that the hypothesis p  1 in Proposition 3.5 is made to ensure that (ω−12 )
1
p is
a concave function. So it follows from the above proof that, if 0 < p < 1 is such that (ω−12 )
1
p is
concave, then the conclusion of Proposition 3.5 still holds.
Remark 3.9. Proposition 3.6 shows the nonuniqueness of the optimal pairs (Φ,Ψ ). One may
give other examples. Let m ∈ R and let ω1 and ω2 be satisfying (2.5)–(2.6). Following the proof
of Proposition 3.5, we can show that if 1
ω2◦ω−11
is concave then the functions Ψ = Id and Φ =
1
ω2◦ω−11
are an optimal pair of functions.
4. Application to the stabilization on the wave equation with Dirichlet boundary condition
In this section, we give some applications of Section 2. We recover and extend the results of
Ammari, Henrot and Tucsnak [2], Ammari and Tucsnak [3] and Jaffard, Tucsnak and Zuazua [9].
We will detail the first example (Section 4.2) and we will indicate how we proceed for the others
equations (for conciseness of the paper, we will not detail the proof, the method being very
technical). We apply our interpolation inequality to the stabilization of a wave equation with
a damping control concentrated on an interior point (Section 4.2) and to the stabilization of a
Bernoulli–Euler beam with a damping control concentrated in an interior point (Section 5.2).
4.1. Explanation of the method
To set the context, we introduce some notations and refer to Ammari and Tucsnak [4] for more
details. We consider u the solution of the following equation:⎧⎨⎩
utt +Au+BBut = 0, (t, x) ∈ (0,∞)× I,
u(0, x) = u0(x), x ∈ I,
ut (0, x) = u1(x), x ∈ I,
(4.1.1)
where A is a linear unbounded self-adjoint operator, B ∈ L(U ;D(A 12 )), (U,‖.‖U) is a complex
Hilbert space, D(A 12 ) = D(A)‖.‖ 12 , ‖u‖ 1
2
= √〈Au,u〉, D(A 12 ) is the topological dual of the
space D(A
1
2 ), I = (0,L) is an interval of R and where the initial data (u0, u1) are chosen in a
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by
∀t  0, E(u(t))= 1
2
(∥∥ut (t)∥∥2L2(I ) + ∥∥A 12 u(t)∥∥2L2(I )), (4.1.2)
and satisfies
∀t  s  0, E(u(t))−E(u(s))= − t∫
s
∥∥(Bu)
t
(σ )
∥∥2
U
dσ  0. (4.1.3)
Typically, V × L2(I ) = D(A 12 ) × L2(I ) is the space for which the energy is well defined and
U = R. But we need more regularity and we choose (u0, u1) ∈D(A), where
A=
(
0 Id
−A −BB
)
.
Denote by (an)n0 the sequence of the Fourier’s coefficient of u0 and by (bn)n0 the u1 one.
We also consider v the solution of⎧⎨⎩
vtt +Av = 0, (t, x) ∈ (0,∞)× I,
v(0, x) = u0(x), x ∈ I,
vt (0, x) = u1(x), x ∈ I.
(4.1.4)
Depending of the spaces V and D(A) we have chosen, we obtain for (u0, u1) ∈ D(A)× V ,
∥∥(u0, u1)∥∥2D(A) = ∞∑
n=0
np
(
a2n + b2n
)
ω2(n),
E
(
u(0)
) def= 1
2
∥∥(u0, u1)∥∥2
V×L2(I ) =
1
2
∞∑
n=0
np
(
a2n + b2n
)
,
for some weight ω2 satisfying (2.6) and some p ∈ [0,∞). Roughly speaking, in our examples,
this comes from the expansion of u0 and u1 in Fourier’s series and Parseval’s identity.
First, we show that there exist a time T > 0, two constants C > 0 and C1 > 0 and a weight ω1
satisfying (2.5), such that for any initial data (u0, u1) ∈ V ×L2(I ),
T∫
0
∥∥(Bu)
t
(t)
∥∥2
U
dt  C
T∫
0
∥∥(Bv)
t
(t)
∥∥2
U
dt  C1
∞∑
n=0
np
(
a2n + b2n
)
ω1(n), (4.1.5)
where the last estimate comes from Ingham’s inequality (Ingham [8]). For a complete example,
see Lemmas 4.3.10 and 4.3.11.
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E+(0) =
∞∑
n=0
np
(
a2n + b2n
)
ω2(n), (4.1.6)
E(0) =
∞∑
n=0
np
(
a2n + b2n
)
, (4.1.7)
E−(0) =
∞∑
n=0
np
(
a2n + b2n
)
ω1(n). (4.1.8)
Third, we show that there exist two functions Φ and Ψ satisfying (2.7) and (2.8). From
Theorem 2.1, we have (2.4). Typically, we choose Φ(t) = 1
ϕ−1(t) and Ψ (t) = ω−12 (t), where
ϕ(t) = ω1(t)
tp
with p ∈ {0,2,4}. From (2.4) and (4.1.6)–(4.1.8), we deduce that
E−(0)E(0)Φ−1
(
1
Ψ
(E+(0)
E(0)
))= E(0)H−1Φ,Ψ( E(0)E+(0)
)
, (4.1.9)
where H−1Φ,Ψ is defined by (3.3). Putting together (4.1.3), (4.1.5) and (4.1.9), we obtain
E(T )E(0)−C1E(0)H−1Φ,Ψ
(
E(0)
E+(0)
)
. (4.1.10)
See Lemma 4.3.12 for a complete example.
Fourth, we use (4.1.10), the semigroup property and the method of Ammari and Tucsnak [4]
to show that
∀t  0, E(t) CHΦ,Ψ
(
1
t + 1
)∥∥(u0, u1)∥∥2D(A). (4.1.11)
Their proof is based on an interpolation method. See Theorem 4.3.5 for a complete example.
4.2. Notations for the wave equation (4.2.1) with Dirichlet boundary condition and known
results
We consider a wave equation with a damping control concentrated on an interior point
a ∈ (0,1) with homogeneous Dirichlet boundary condition,⎧⎨⎩
utt − uxx + δaut (t, a) = 0, (t, x) ∈ (0,∞)× (0,1),
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ (0,1),
u(t,0) = u(t,1) = 0, t ∈ [0,∞).
(4.2.1)
Let V1 = H 10 (0,1). A direct calculation gives that for any u ∈ V1, ‖u‖L2(0,1)  ‖ux‖L2(0,1), so
we may endow V1 of the norm ‖u‖V1 = ‖ux‖L2(0,1), for any u ∈ V1. Let X1 = V1 ×L2(0,1),
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(
H 10 (0,1)∩H 2(0, a)∩H 2(a,1)
)×H 10 (0,1),
D(A1) = H 10 (0,1)∩H 2(0,1), A1 = −
d2
dx2
,
D(A1) =
{
(u, v) ∈ Y1; du
dx
(a+)− du
dx
(a−) = v(a)
}
,
with ∥∥(u, v)∥∥2D(A1) = ∥∥(u, v)∥∥2Y1 = ‖u‖2H 2(0,a) + ‖u‖2H 2(a,1) + ‖v‖2H 10 (0,1),
and let A1 =
( 0 Id
−A1 −δa
)
. We define the energy E1 for u solution of Eq. (4.2.1) by
E1
(
u(t)
)= 1
2
(∥∥ut (t)∥∥2L2(0,1) + ∥∥ux(t)∥∥2L2(0,1))= 12∥∥(u(t), ut (t))∥∥2X1 , (4.2.2)
for any t  0.
4.2.1. Well-posedness and regularity results
Let a ∈ (0,1). We recall that for any (u0, u1) ∈ X1, there exists a unique solution (u,ut ) ∈
C([0,∞);X1) of (4.2.1). Moreover, u(., a) ∈ H 1loc([0,∞)). Thus Eq. (4.2.1) makes sense in
L2loc([0,∞);H−1(0,1)). In addition, u satisfies the following energy estimate:
∀t  s  0, E1
(
u(t)
)−E1(u(s))= − t∫
s
∣∣ut (σ, a)∣∣2 dσ  0. (4.2.3)
If furthermore (u0, u1) ∈ D(A1) then (u,ut ) ∈ C([0,∞);D(A1)). Finally, A1 is m-dissipative
with domain dense in X1 so thatA1 generates a semigroup of contractions (S1(t))t0 on X1 and
on D(A1), which means that
∀(u0, u1) ∈ X1, ∥∥(u(t), ut (t))∥∥X1  ∥∥(u0, u1)∥∥X1,
∀(u0, u1) ∈D(A1), ∥∥(u(t), ut (t))∥∥D(A1)  ∥∥(u0, u1)∥∥D(A1), (4.2.4)
for any t  0. For more details, see for example Theorem 1.1 and Lemma 2.1 of Tucsnak [17]
and Proposition 2.1 of Ammari and Tucsnak [4]. We also recall that E1(u(t)) t→∞−−−→ 0, or equiv-
alently
lim
t→∞
(∥∥u(t)∥∥
V1
+ ∥∥ut (t)∥∥L2(0,1))= 0,
if and only if
a /∈ Q. (4.2.5)
And if furthermore a satisfies (4.2.5) and if (u0, u1) ∈D(A1) then we have the estimate
∀t  0, ∥∥(u(t), ut (t))∥∥  ∥∥S1(t)∥∥ ∥∥(u0, u1)∥∥ ,X1 L(D(A1);X1) D(A1)
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(4.2.2)–(4.2.3) that
∀t  s  0, ∥∥(u(t), ut (t))∥∥X1  ∥∥(u(s), ut (s))∥∥X1 . (4.2.6)
Our goal is to describe the decay rate of E1(u(t)) as t → ∞, for any a ∈ (0,1) as soon as
E1(u(t))
t→∞−−−→ 0, when the lack of observability occurs. By (4.2.5), this means that a /∈ Q.
4.2.2. Known decay
Now, we show that our method allows us to recover the known results (Jaffard, Tucsnak and
Zuazua [9]). We recall the definition of an irrational algebraic number.
Definition 4.2.1. Let d ∈ N, d  2. An irrational number a is said to be algebraic of degree d
if there exists a minimal polynomial function P of degree d with rational coefficients such that
P(a) = 0. P is minimal in the sense that if Q is a polynomial function with rational coefficients
such that Q(a) = 0 then degQ degP .
If a is an irrational algebraic number of degree d then it follows from Liouville’s Theorem
that there exists a positive constant C = C(d) such that for any (m,n) ∈ Z × N, |a − m
n
| C
nd
.
This implies that there exists a positive constant c1 = c1(d) such that for any n ∈ N,
∣∣sin(nπa)∣∣ c1
nd−1
and
∣∣∣∣sin((n+ 12
)
πa
)∣∣∣∣ c1(2n+ 1)d−1 . (4.2.7)
Notation 4.2.2. We denote by S the set of all irrational numbers a ∈ (0,1) such that if
[0, a1, . . . , an, . . .] is the expansion of a as a continued fraction, then (an)n∈N is bounded.
Let us notice that S is obviously infinite and not countable and by classical results on Dio-
phantine approximation (see Cassals [5], p. 120), λ(S) = 0, where λ is the Lebesgue’s measure.
Moreover, by Euler–Lagrange’s Theorem (see Lang [10], p. 57), S contains the set of algebraic
irrational numbers a ∈ (0,1) of degree 2. According to a classical result (see Tucsnak [17] and
the references therein), if a ∈ S then estimates (4.2.7) hold with d = 2. Finally, for any ε > 0,
there exist two λ-measurable sets Iε ⊂ (0,1) and Jε ⊂ (0,1) and a constant c2 = c2(ε) > 0 such
that λ(Iε) = λ(Jε) = 1 and such that for any a ∈ Iε , b ∈ Jε and n ∈ N,
∣∣sin(nπa)∣∣ c2
n1+ε
and
∣∣∣∣sin((n+ 12
)
πb
)∣∣∣∣ c2(2n+ 1)1+ε . (4.2.8)
Let us notice that by Roth’s Theorem (see Cassals [5], p. 104), Iε and Jε contain all algebraic
irrational numbers of (0,1). The following result is due to Jaffard, Tucsnak and Zuazua [9, The-
orem 3.3].
Proposition 4.2.3. (See [9].) Let S be defined in Notation 4.2.2 and let for any t  0, ω2(t) = t2.
We have the following result:
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there exists a constant C = C(a) > 0 such that for any initial data (u0, u1) ∈ D(A1), the
corresponding solution u of (4.2.1) verifies
E1
(
u(t)
)
 C
(t + 1)
∥∥(u0, u1)∥∥2D(A1), (4.2.9)
for any t  0. Furthermore, time decay in (4.2.9) is optimal in the sense of Definition 3.3.
(2) Let ε > 0 and set for any t > 0, ω1(t) = c2t1+ε , where c2 is given by (4.2.8). For almost
every a ∈ (0,1) ∩ Qc, there exists a constant C = C(a, ε) > 0 such that for any initial data
(u0, u1) ∈D(A1), the corresponding solution u of (4.2.1) verifies
E1
(
u(t)
)
 C
(t + 1) 11+ε
∥∥(u0, u1)∥∥2D(A1), (4.2.10)
for any t  0. Furthermore, time decay in (4.2.10) is optimal in the sense of Definition 3.3.
4.3. New results
Before stating the main results, let us make the following definition.
Definition 4.3.1. We say that the functions (ω1,ω2,Φ,Ψ ) are an admissible quadruplet if the
following assertions hold:
(1) The quadruplet (ω1,ω2,Φ,Ψ ) satisfies (2.5)–(2.8) on (0,∞) and (2.9) holds on (1,∞).
(2) One of the two following conditions is satisfied:
(a) The function t → 1
t
H−1Φ,Ψ (t) is nondecreasing on (0,1), where H−1Φ,Ψ defined by (3.3)
has to verify HΦ,Ψ ((0, δ)) ⊃ (0,1).
(b) For any t > 0, Φ(t) = C1t
1
p and Ψ (t) = C2t
1
q for some p  1, q  1 and constants
C1,C2 > 0. In particular, we have for any t > 0, HΦ,Ψ (t) = (C1C−12 )q t
q
p
.
In our applications, the weight ω1 comes from an oscillating function and it is not clear that it
satisfies (2.5). So we precise how we obtain such a weight.
Lemma 4.3.2. Let −∞ < a < b ∞ and let ε : [a, b) → (0,∞) be a continuous function such
that lim inft↗b ε(t) = 0. Then there exists a convex function ϕ ∈ C1b([a, b);R) such that 0 < ϕ  ε
and ϕ′ < 0 on [a, b).
Proof. Firstly, we note that we can find a positive function ε˜ ∈ C1([a, b);R) such that 0 < ε˜  ε
and ε˜′ < 0 on [a, b). So it is enough to consider ε to be such a function. Secondly, up to a bijective
transformation conserving the convexity, we may assume that [a, b) = [0,1). Set
∀t ∈ [0,1), f (t) = max{ε′(s); 0 s  t}.
P. Bégout, F. Soria / J. Differential Equations 240 (2007) 324–356 343Define ϕ by
∀t ∈ [0,1), ϕ(t) = −
1∫
t
f (s) ds and ϕ(1) = 0.
Since f is monotone and ε′ is continuous, it follows that f ∈ Cb([0,1);R). Then ϕ is well
defined, ϕ ∈ Cb([0,1];R) ∩ C1b([0,1);R) and ϕ′ = f on [0,1). Clearly, ϕ > 0 and ϕ′ < 0 on[0,1). In addition, ϕ′ is nondecreasing so that ϕ is convex. Finally, for any σ ∈ [0,1), ϕ′(σ )
ε′(σ ). Integrating this expression on (t,1), for any t ∈ [0,1), and using that ϕ(1) = ε(1) = 0, we
get ϕ(t) ε(t). This concludes the proof. 
Let (un)n∈N ⊂ (0,∞) be such that lim infn→∞ un = 0. Let ε ∈ C([0,∞);R) be such that
0 < ε(n)  un, for any n ∈ N. Let ϕ ∈ C([0,∞);R) be a decreasing and convex func-
tion such that for any t  0, 0 < ϕ(t)  ε(t) (which exists by Lemma 4.3.2) and consider
C ⊂ [1,∞) × [0,∞) the closure of the convex envelop of the set {(n,un); n ∈ N}. Finally, fix
arbitrarily t  1. Then the set Ct def= C ∩ ({t} × R) is nonempty, closed and Lemma 4.3.2 ensures
that for any st ∈ R such that (t, st ) ∈ Ct ,
0 < ϕ(t) st .
So by compactness, we may define the function ω1 as
∀t  1, ω1(t) = min
{
st ; (t, st ) ∈ Ct
} (4.3.1)
and extend ω1 as a decreasing, continuous and convex way on [0,1]. From the above discus-
sion, Lemma 4.3.2 and Remark 2.8, ω1 satisfies (2.5) with m = 0. This justifies the following
definition.
Definition 4.3.3. Let (un)n∈N ⊂ (0,∞) such that lim infn→∞ un = 0. The function ω1 defined
on [0,∞) by (4.3.1) is called the lower convex envelop of the sequence (un)n∈N.
In some sense, ω1 is the “nearest” convex and decreasing function of (un)n∈N satisfying 0 <
ω1(n) un, for any n ∈ N. It will be useful to consider the weights ω1 and ω2 defined as follows.
Let a ∈ (0,1)∩ Qc.
ω1 is the lower convex envelop of the sequence
(
sin2(nπa)
)
n∈N, (4.3.2)
∀t  0, ω2(t) = t2. (4.3.3)
The following lemma shows that such a definition for weights is consistent with the notion of
admissible quadruplet.
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convex envelop (Definition 4.3.2), let p  1, let α ∈ [0,1] and set for any t  0, ω2(t) = (t +α)p .
Define for any t  αp , Ψ (t) = t 1p − α and for any t > 0,
ϕ(t) = ω1(t)
tp
and Φ(t) = 1
ϕ−1(t)
.
Then the quadruplet (ω1,ω2,Φ,Ψ ) is admissible and for any t > 0,
HΦ,Ψ (t) = 1
(ϕ−1(t)+ α)p .
Proof. By definition of ω1, ω2 and Ψ , (2.5), (2.6) and (2.8) are satisfied. By Lemma 2.6 applied
to f = ω1 and with m = 0 and M = ω(0), it follows that Φ satisfies (2.7). Moreover, we easily
check that Φ  1
ω−1 on (0,ω1(1)]. As a consequence, (2.9) holds on [1,∞), so that condition (1)
of Definition 4.3.1 is fulfilled. Finally, by Lemma 3.1 we have
∀t ∈ (0, α−p), H˜(t) def= 1
t
H−1Φ,Ψ (t) =
(
1 − αt 1p )−pω1(t− 1p − α),
∀t > 0, HΦ,Ψ (t) = 1
(ϕ−1(t)+ α)p ,
where we used the notation α−p = +∞, if α = 0. It is clear that H˜ is increasing on (0, α−p) ⊃
(0,1), so that (2)(a) of Definition 4.3.1 holds and (ω1,ω2,Φ,Ψ ) is an admissible quadruplet. 
The main results are the following.
Theorem 4.3.5. Let a ∈ (0,1) ∩ Qc and let ω1 and ω2 be defined by (4.3.2)–(4.3.3). Let Φ and
Ψ be two functions such that the quadruplet (ω1,ω2,Φ,Ψ ) is admissible (Definition 4.3.1). Let
HΦ,Ψ be defined by (3.1). Then there exists a constant C = C(a) > 0 such that for any initial
data (u0, u1) ∈D(A1), the corresponding solution u of (4.2.1) verifies
∀t  0, E1
(
u(t)
)
 CHΦ,Ψ
(
1
t + 1
)∥∥(u0, u1)∥∥2D(A1), (4.3.4)
if Φ and Ψ satisfy the hypothesis (2)(a) of Definition 4.3.1 and
∀t  0, E1
(
u(t)
)
 C
(t + 1) qp
∥∥(u0, u1)∥∥2D(A1), (4.3.5)
if for any t > 0, Φ(t) = C1t
1
p and Ψ (t) = C2t
1
q for some p ∈ [1,∞), q ∈ [1,∞) and constants
C1,C2 > 0 (case (2)(b) of Definition 4.3.1).
Remark 4.3.6. At the light of estimate (4.3.4), it is clear that we would like to find some functions
Φ and Ψ such thatHΦ,Ψ (t) goes to 0 as t ↘ 0 as rapidly as possible. This justifies Definition 3.3.
Moreover, Proposition 4.3.4 ensures that there exists a quadruplet of functions (ω1,ω2,Φ,Ψ )
which is admissible.
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Theorem 4.3.7. Let a ∈ (0,1)∩ Qc and let ω1 be defined by (4.3.2). We set
∀t > 0, ϕ(t) = ω1(t)
t2
.
Then there exists a constant C = C(a) > 0 such that for any initial data (u0, u1) ∈D(A1), the
corresponding solution u of (4.2.1) satisfies
∀t  0, ∥∥(u(t), ut (t))∥∥V1×L2(0,1)  Cϕ−1( 1
t+1
)∥∥(u0, u1)∥∥D(A1).
Remark 4.3.8. By Theorem 4.3.7, we are able to give the explicit decay of the energy for any
a ∈ (0,1) ∩ Qc. This completes the lack, since the decay was known for almost every a ∈ (0,1)
(Jaffard, Tucsnak and Zuazua [9, Theorem 3.3]).
Remark 4.3.9. It follows from Theorem 4.3.7 and Proposition 4.3.4 that for any (u0, u1) ∈
D(A1), the corresponding solution u of (4.2.1) satisfies∥∥(u(t), ut (t))∥∥V1×L2(0,1)  CΦ
(
1
t + 1
)∥∥(u0, u1)∥∥D(A1),
for any t  0. In other words, decay of the energy directly depends on the behavior of the inter-
polation function Φ near 0.
Proof of Theorem 4.3.7. The result comes from Proposition 4.3.4 (applied with (un)n∈N =
(sin2(nπa))n∈N, p = 2 and α = 0) and from (4.3.4) of Theorem 4.3.5. 
Proof of Proposition 4.2.3. Let S be defined in Notation 4.2.2.
Case of (1). Let a ∈ S and let c1 be the constant in (4.2.7) with d = 2.
Case of (2). Let ε > 0, let Iε ⊂ (0,1) be the set introduced after the Notation 4.2.2, let c2 be
the constant in (4.2.8) and let a ∈ Iε .
Preliminary. Let ν  0 and  ∈ {1,2}. We define on (0,∞) the following functions:
ω1(t) = c
2

t2(1+ν)
, Ψ (t) = t 12 , Φ(t) = 2
(
t
c2
) 1
2(1+ν)
.
Let ω2 be defined by (4.3.3) and let HΦ,Ψ be the corresponding functions given by (3.1). Then
∀t > 0, HΦ,Ψ (t) = 4
(
t
c2
) 1
1+ν
.
Furthermore for any t > 0, Φ(ω1(t))Ψ (ω2(t)) 1 and HΦ,Ψ (t) = C
ω2◦ω−11 (t)
.
Proof of (1). Let ν = 0 and  = 1. The result follows by applying (4.3.5) of Theorem 4.3.5.
Proof of (2). Let ν = ε and  = 2. The result follows by applying (4.3.5) of Theorem 4.3.5.
This concludes the proof. 
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follows. For u solution of (4.2.1) with initial data (u0, u1) ∈ X1, we write
u(t, x) = v(t, x)+w(t, x), (4.3.6)
for (t, x) ∈ [0,∞)× (0,1), where v is the unique solution of
⎧⎪⎪⎨⎪⎪⎩
vtt − vxx = 0, (t, x) ∈ (0,∞)× (0,1),
v(0, x) = u0(x), x ∈ (0,1),
vt (0, x) = u1(x), x ∈ (0,1),
v(t,0) = v(t,1) = 0, t ∈ [0,∞).
(4.3.7)
Then we have the well-known result (see for example Lemmas 4.1 and 5.3 of Ammari and
Tucsnak [4] for the proof).
Lemma 4.3.10. Let a ∈ (0,1) and let T = 10. Then there exists a constant C1 = C1(a) > 0
satisfying the following property. For any initial data (u0, u1) ∈ X1, the corresponding solutions
u and v of (4.2.1) and (4.3.7) satisfy
C1
T∫
0
v2t (t, a) dt 
T∫
0
u2t (t, a) dt  4
T∫
0
v2t (t, a) dt. (4.3.8)
Now, we decompose u0 ∈ V1 and u1 ∈ L2(0,1) as
u0(x) =
∞∑
n=0
an sin(nπx), u1(x) = π
∞∑
n=0
nbn sin(nπx). (4.3.9)
We then have
∥∥u0∥∥2
L2(0,1) =
1
2
∞∑
n=0
a2n,
∥∥u0x∥∥2L2(0,1) = π22
∞∑
n=0
n2a2n,
∥∥u1∥∥2
L2(0,1) =
π2
2
∞∑
n=0
n2b2n. (4.3.10)
It follows that the solution v of (4.3.7) is defined for any (t, x) ∈ R × (0,1) by
v(t, x) =
∞∑
n=0
{(
an cos(nπt)+ bn sin(nπt)
)
sin(nπx)
}
. (4.3.11)
If furthermore (u0, u1) ∈ D(A1)× V1 then
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∞∑
n=0
n4a2n,
∥∥u1x∥∥2L2(0,1) = π42
∞∑
n=0
n4b2n. (4.3.12)
We have the following simple result.
Lemma 4.3.11. Let a ∈ (0,1), T = 10, (u0, u1) ∈ X1 and let (an)n∈N ∈ 2(N) and (bn)n∈N ∈
2(N) be given by (4.3.9). Then
T∫
0
v2t (t, a) dt  π2
∞∑
n=0
n2
(
a2n + b2n
)
sin2(nπa), (4.3.13)
where v is the solution of (4.3.7) given by (4.3.11).
Proof. Using (4.3.11), we have
T∫
0
v2t (t, a) dt  π2
2∫
0
( ∞∑
n=0
sin(nπa)
(−nan sin(nπt)+ nbn cos(nπt)))2 dt
= π2
∞∑
n=0
sin2(nπa)
(
n2a2n + n2b2n
)
,
where the last line comes from Parseval’s identity. Hence (4.3.13). 
Lemma 4.3.12. Let a ∈ (0,1) ∩ Qc, let T = 10, let ω1 be given by (4.3.2) and let ω2 be given
by (4.3.3). Let Φ and Ψ be two functions such that the quadruplet (ω1,ω2,Φ,Ψ ) satisfies hy-
pothesis (1) of Definition 4.3.1 and such that HΦ,Ψ ((0, δ)) ⊃ (0,1). Then there exists a constant
C2 = C2(a) > 0 such that for any initial data (u0, u1) ∈D(A1),∥∥(u0, u1)∥∥2
X1
− ∥∥(u(T ),ut (T ))∥∥2X1
 C2
∥∥(u0, u1)∥∥2
X1
H−1Φ,Ψ
( ‖(u0, u1)‖2X1
‖(u0, u1)‖2D(A1)
)
, (4.3.14)
where u is the solution of (4.2.1), and where H−1Φ,Ψ is defined by (3.3).
Proof. By Proposition 4.3.4, Φ and Ψ exist. We decompose u0 and u1 as in (4.3.9). We write
E−(0) = π
2
2
∞∑
n2
(
a2n + b2n
)
ω1(n), (4.3.15)n=0
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a constant C2 = C2(a) > 0 such that∥∥(u0, u1)∥∥2
X1
− ∥∥(u(T ),ut (T ))∥∥2X1 C2E−(0). (4.3.16)
Assume further that (u0, u1) ∈ D(A1)× V1. We define
E+(0) = π
4
4
∞∑
n=0
n4
(
a2n + b2n
)
. (4.3.17)
Putting together (4.3.17) and (4.3.12), we have that for any initial data (u0, u1) ∈ D(A1)× V1,
E+(0) = 12
(∥∥u0xx∥∥2L2(0,a) + ∥∥u0xx∥∥2L2(a,1) + ∥∥u1x∥∥2L2(0,1)).
These estimates imply that
E+(0)
∥∥(u0, u1)∥∥2D(A1). (4.3.18)
Recall that by (4.2.2) and (4.3.10),
E(0) = π
2
4
∞∑
n=0
n2
(
a2n + b2n
) def= 1
2
∥∥(u0, u1)∥∥2
X1
, (4.3.19)
where we have set E(0) = E1(u(0)). Let u = (un)n∈N ∈ 1(N;R) be defined by
∀n ∈ N, un = n2
(
a2n + b2n
)
.
Then it follows from Theorem 2.1 (applied to the function f = u, with p = 1, the discrete mea-
sure on P(N) and the weights ω1 and ω2), (4.3.15) and (4.3.17)–(4.3.19) that
1Φ
(
E−(0)
‖(u0, u1)‖2X1
)
Ψ
(‖(u0, u1)‖2D(A1)
‖(u0, u1)‖2X1
)
,
which yields
E−(0)
∥∥(u0, u1)∥∥2
X1
Φ−1
(
1
Ψ
( ‖(u0,u1)‖2D(A1)
‖(u0,u1)‖2X1
)
)
.
Then for any (u0, u1) ∈ D(A1)× V1,
E−(0)
∥∥(u0, u1)∥∥2
X1
H−1Φ,Ψ
( ‖(u0, u1)‖2X1
‖(u0, u1)‖2D(A1)
)
. (4.3.20)
From (4.3.16) and (4.3.20), it follows that (4.3.14) holds for any (u0, u1) ∈ D(A1) × V1. By
continuity ofH−1Φ,Ψ and by density of D(A1)×V1 in Y1 (which containsD(A1) and has the same
norm of D(A1)), it follows that (4.3.14) holds for any (u0, u1) ∈D(A1). Hence the result. 
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T = 10. By Lemma 4.3.12, we have that
∥∥(u(T ),ut (T ))∥∥2X1  ∥∥(u0, u1)∥∥2X1 −C2∥∥(u0, u1)∥∥2X1H−1Φ,Ψ
( ‖(u0, u1)‖2X1
‖(u0, u1)‖2D(A1)
)
.
This estimate remains valid in successive intervals [T , ( + 1)T ]. So with (4.2.4), (4.2.6) and
the fact that H−1Φ,Ψ is increasing (Lemma 3.1), we obtain that∥∥(u((+ 1)T ), ut((+ 1)T ))∥∥2X1  ∥∥(u(T ),ut (T ))∥∥2X1
−C2
∥∥(u(T ),ut (T ))∥∥2X1H−1Φ,Ψ
(‖(u((+ 1)T ),ut ((+ 1)T ))‖2X1
‖(u0, u1)‖2D(A1)
)
, (4.3.21)
for every  ∈ N ∪ {0}.
Case 1. The functions Φ and Ψ satisfy hypothesis (2)(a) of Definition 4.3.1.
Our expression (4.3.21) is the same as (4.16) in Ammari and Tucsnak [4] (with X × V = X1,
‖.‖Y1×Y2 = ‖.‖D(A1), G =H−1Φ,Ψ and θ = 12 ). The rest of the proof follows as in [4] (where (2)(a)
of Definition 4.3.1 is used). Then (4.3.4) follows.
Case 2. The functions Φ and Ψ satisfy hypothesis (2)(b) of Definition 4.3.1.
It follows that for any t > 0,H−1Φ,Ψ (t) = C3t
p
q
. Using again (4.2.6) and the definition ofH−1Φ,Ψ ,
(4.3.21) becomes ∥∥(u((+ 1)T ), ut((+ 1)T ))∥∥2X1  ∥∥(u(T ),ut (T ))∥∥2X1
−C4
‖(u((+ 1)T ),ut ((+ 1)T ))‖2
p+q
q
X1
‖(u0, u1)‖2
p
q
D(A1)
, (4.3.22)
for every  ∈ N ∪ {0}. Our expression (4.3.22) is the same as (4.23) in Ammari and Tuc-
snak [4] (with X×V = X1, ‖.‖Y1×Y2 = ‖.‖D(A1) and θ = qp+q ). The rest of the proof follows as
in [4]. 
Remark 4.3.13. We are not able to apply directly Theorem 2.4 of Ammari and Tucsnak [4].
Indeed, in their theorem, the assumption (2.8) is
2∫
0
v2t (t, a) dt  C
∥∥(u0, u1)∥∥2
V1×L2(0,1)G
(‖(u0, u1)‖2
L2(0,1)×H−1(0,1)
‖(u0, u1)‖2
V1×L2(0,1)
)
(where G =H−1Φ,Ψ ) and we can only show the weaker estimate (by the inequalities of interpola-
tion),
2∫
0
v2t (t, a) dt  C
∥∥(u0, u1)∥∥2
V1×L2(0,1)G
(‖(u0, u1)‖2
V1×L2(0,1)
‖(u0, u1)‖2D(A1)
)
.
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5.1. Wave equation with mixed boundary condition
We consider a wave equation with a damping control concentrated on an interior point a ∈
(0,1) with a homogeneous Dirichlet boundary condition at the left end and a homogeneous
Neumann boundary condition at the right end,⎧⎨⎩
utt − uxx + δaut (t, a) = 0, (t, x) ∈ (0,∞)× (0,1),
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ (0,1),
u(t,0) = ux(t,1) = 0, t ∈ [0,∞).
(5.1.1)
5.1.1. Notations for the wave equation (5.1.1) with homogeneous mixed Dirichlet and
Neumann boundary condition
Let V2 = {u ∈ H 1(0,1);u(0) = 0}. A direct calculation gives that for any u ∈ V2, ‖u‖L2(0,1) 
‖ux‖L2(0,1), so we may endow V2 of the norm ‖u‖V2 = ‖ux‖L2(0,1), for any u ∈ V2. Let X2 =
V2 ×L2(0,1),
Y2 =
{
u ∈ V2 ∩H 2(0, a)∩H 2(a,1); du
dx
(1) = 0
}
× V2,
D(A2) =
{
u ∈ V2 ∩H 2(0,1); du
dx
(1) = 0
}
, A2 = − d
2
dx2
,
D(A2) =
{
(u, v) ∈ Y2; du
dx
(a+)− du
dx
(a−) = v(a)
}
,
with ∥∥(u, v)∥∥2D(A2) = ∥∥(u, v)∥∥2Y2 = ‖u‖2H 2(0,a) + ‖u‖2H 2(a,1) + ‖v‖2H 1(0,1),
and let A2 =
( 0 Id
−A2 −δa
)
. We define the energy E2 for u solution of Eq. (5.1.1) by (4.2.2).
5.1.2. Well-posedness and regularity results
Let a ∈ (0,1). We recall that for any (u0, u1) ∈ X2, there exists a unique solution (u,ut ) ∈
C([0,∞);X2) of (5.1.1). Moreover, u(., a) ∈ H 1loc([0,∞)). Thus Eq. (5.1.1) makes sense in
L2loc([0,∞);H−1(0,1)). In addition, u satisfies the following energy estimate:
∀t  s  0, E2
(
u(t)
)−E2(u(s))= − t∫
s
∣∣ut (σ, a)∣∣2 dσ  0. (5.1.2)
If furthermore (u0, u1) ∈ D(A2) then (u,ut ) ∈ C([0,∞);D(A2)). Finally, A2 is m-dissipative
with domain dense in X2 so thatA2 generates a semigroup of contractions (S2(t))t0 on X2 and
on D(A2), which means that
∀(u0, u1) ∈ X2, ∥∥(u(t), ut (t))∥∥X2  ∥∥(u0, u1)∥∥X2,
∀(u0, u1) ∈D(A2), ∥∥(u(t), ut (t))∥∥  ∥∥(u0, u1)∥∥ , (5.1.3)D(A2) D(A2)
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Tucsnak [2]. We also recall that E2(u(t)) t→∞−−−→ 0, or equivalently
lim
t→∞
(∥∥u(t)∥∥
V2
+ ∥∥ut (t)∥∥L2(0,1))= 0
if and only if
∀(p, q) ∈ N × N, a = 2p
2q − 1 , (5.1.4)
and if furthermore a satisfies (5.1.4) and if (u0, u1) ∈D(A2) then we have the estimate
∀t  0, ∥∥(u(t), ut (t))∥∥X2  ∥∥S2(t)∥∥L(D(A2);X2)∥∥(u0, u1)∥∥D(A2),
with limt→∞ ‖S2(t)‖L(D(A2);X2) = 0 (see Proposition 3.1 of Ammari, Henrot and Tucsnak [2]).
Finally, {
∃ω > 0, ∃C = C(ω) > 0 such that ∀(u0, u1) ∈ X2,
∀t  0, E2
(
u(t)
)
Ce−ωtE2
(
u(0)
)
if and only if
a = 2p − 1
q
, for some (p, q) ∈ N × N. (5.1.5)
See Theorem 1.2 of Ammari, Henrot and Tucsnak [2]. It follows from (4.2.2) and (5.1.2) that
∀t  s  0, ∥∥(u(t), ut (t))∥∥X2  ∥∥(u(s), ut (s))∥∥X2 . (5.1.6)
We are concerned by the decay rate of the energy E2(u(t)) when it is not exponentially stable.
In particular, by (5.1.4) and (5.1.5) this implies that a /∈ Q.
The main results are the following.
Theorem 5.1.1. Let a ∈ (0,1)∩ Qc and let ω1 be the lower convex envelop of the sequence(
sin2
((
n+ 1
2
)
πa
))
n∈N
(Definition 4.3.3). Let ω2 be defined on [0,∞) by ω2(t) = (t+ 12 )2. Let Φ and Ψ be two functions
such that the quadruplet (ω1,ω2,Φ,Ψ ) is admissible (Definition 4.3.1). Let HΦ,Ψ be defined by
(3.1). Then there exists a constant C = C(a) > 0 such that for any initial data (u0, u1) ∈D(A2),
the corresponding solution u of (5.1.1) verifies
∀t  0, E2
(
u(t)
)
 CHΦ,Ψ
(
1
t + 1
)∥∥(u0, u1)∥∥2D(A2), (5.1.7)
if Φ and Ψ satisfy the hypothesis (2)(a) of Definition 4.3.1 and
∀t  0, E2
(
u(t)
)
 C q
p
∥∥(u0, u1)∥∥2D(A2), (5.1.8)
(t + 1)
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1
p and Ψ (t) = C2t
1
q for some p ∈ [1,∞), q ∈ [1,∞) and constants
C1,C2 > 0 (case (2)(b) of Definition 4.3.1).
Proof. We write u0(x) =∑∞n=0 an sin((n+ 12 )πx) and
u1(x) = π
∞∑
n=0
(
n+ 1
2
)
bn sin
((
n+ 1
2
)
πx
)
and we consider the solution v of (4.3.7) satisfying the same boundary condition as u. We follow
the method as for (4.2.1). Then from Ingham’s inequality (Ingham [8]) and the results of Ammari,
Henrot and Tucsnak [2] (Lemma 4.2 of [2]; see also Lemma 2.5 of [2] and Lemma 4.1 of [4]),
we obtain for T = 10,
T∫
0
u2t (t, a) dt  C(a)
T∫
0
v2t (t, a) dt
 C(a)π2
∞∑
n=0
(
n+ 1
2
)2(
a2n + b2n
)
sin2
((
n+ 1
2
)
πa
)
.
Then we define
E+(0) = π
4
4
∞∑
n=0
(
n+ 1
2
)4(
a2n + b2n
)= π4
4
∞∑
n=0
(
n+ 1
2
)2(
a2n + b2n
)
ω2(n),
E(0) = π
2
4
∞∑
n=0
(
n+ 1
2
)2(
a2n + b2n
) def= 1
2
∥∥(u0, u1)∥∥2
X2
,
E−(0) = π
2
2
∞∑
n=0
(
n+ 1
2
)2(
a2n + b2n
)
ω1(n).
The result follows from the discussion at the beginning of Section 4. 
Using Theorem 5.1.1 and Proposition 4.3.4 (applied with p = 2, α = 12 and (un)n∈N =
(sin2((n+ 12 )πa))n∈N), we obtain the following result.
Theorem 5.1.2. Let a ∈ (0,1)∩ Qc and let ω1 and ω2 be defined as in Theorem 5.1.1. We set
∀t > 0, ϕ(t) = ω1(t)
t2
. (5.1.9)
Then there exists a constant C = C(a) > 0 such that for any initial data (u0, u1) ∈D(A2), the
corresponding solution u of (5.1.1) satisfies
∀t  0, ∥∥(u(t), ut (t))∥∥V2×L2(0,1)  Cϕ−1( 1
t+1
)∥∥(u0, u1)∥∥D(A2). (5.1.10)
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a ∈ (0,1)∩ Qc. This completes the lack, since the decay was known for almost every a ∈ (0,1),
as stated in Theorem 1.4 of Ammari, Henrot and Tucsnak [2]. In addition, with help of (5.1.8)
of Theorem 5.1.1, our method allows us to recover the results of that Theorem 1.4.
5.2. Bernoulli–Euler beam with a pointwise interior damping control
We consider a Bernoulli–Euler beam with a damping control concentrated in an interior point
a ∈ (0,1),
⎧⎨⎩
utt + uxxxx + δaut (t, a) = 0, (t, x) ∈ (0,∞)× (0,1),
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ (0,1),
u(t,0) = u(t,1) = uxx(t,0) = uxx(t,1) = 0, t ∈ [0,∞).
(5.2.1)
We also could have chosen the boundary condition
∀t  0, u(t,0) = ux(t,1) = uxx(t,0) = uxxx(t,1) = 0,
as in Ammari and Tucsnak [3]. Bur for conciseness of the paper, we do not consider this case.
5.2.1. Notations for the Bernoulli–Euler beam equation (5.2.1)
Let V3 = H 10 (0,1) ∩ H 2(0,1). By Cauchy–Schwarz’s inequality, we have for any u ∈ V3,‖u‖L2(0,1)  ‖ux‖L2(0,1)  ‖uxx‖L2(0,1). So we may endow V3 of the norm ‖u‖V3 = ‖uxx‖L2(0,1),
for any u ∈ V3. Set I = (0,1), I− = (0, a) and I+ = (a,1). Let X3 = V3 ×L2(0,1),
Y3 =
{
u ∈ H 10 (I )∩H 2(I )∩H 4(I−)∩H 4(I+);
d2u
dx2
(0) = d
2u
dx2
(1) = 0
}
× V3,
D(A3) =
{
u ∈ H 10 (I )∩H 4(I );
d2u
dx2
(0) = d
2u
dx2
(1) = 0
}
, A3 = d
4
dx4
,
D(A3) =
{
(u, v) ∈ Y3; d
2u
dx2
(a+) = d
2u
dx2
(a−) and
d3u
dx3
(a+)− d
3u
dx3
(a−) = −v(a)
}
,
with
∥∥(u, v)∥∥2D(A3) = ∥∥(u, v)∥∥2Y3 = ‖u‖2H 4(I−) + ‖u‖2H 4(I+) + ‖v‖2H 2(I ),
and let A3 =
( 0 Id
−A3 −δa
)
. We define the energy E3 for u solution of Eq. (5.2.1), for any t  0, by
E3
(
u(t)
)= 1
2
(∥∥ut (t)∥∥2L2(0,1) + ∥∥uxx(t)∥∥2L2(0,1))= 12∥∥(u(t), ut (t))∥∥2X3 . (5.2.2)
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We recall that for any (u0, u1) ∈ X3, there exists a unique solution (u,ut ) ∈ C([0,∞);X3) of
(5.2.1). Moreover, u(., a) ∈ H 1loc([0,∞)) and thus Eq. (5.2.1) makes sense in L2loc([0,∞);H−2).
In addition, u satisfies the following energy estimate:
∀t  s  0, E3
(
u(t)
)−E3(u(s))= − t∫
s
∣∣ut (σ, a)∣∣2 dσ  0. (5.2.3)
If furthermore (u0, u1) ∈ D(A3) then (u,ut ) ∈ C([0,∞);D(A3)). Finally, A3 is m-dissipative
with domain dense in X3 so thatA3 generates a semigroup of contractions (S3(t))t0 on X3 and
on D(A3), which means that
∀(u0, u1) ∈ X3, ∥∥(u(t), ut (t))∥∥X3  ∥∥(u0, u1)∥∥X3,
∀(u0, u1) ∈D(A3), ∥∥(u(t), ut (t))∥∥D(A3)  ∥∥(u0, u1)∥∥D(A3), (5.2.4)
for any t  0. For more details, see for example Proposition 2.1 of Ammari and Tucsnak [4];
Section 2, p. 1161, Proposition 2.1 and Section 5, pp. 1173–1174 of Ammari and Tucsnak [3].
We also recall that E3(u(t)) t→∞−−−→ 0, or equivalently
lim
t→∞
(∥∥u(t)∥∥
V3
+ ∥∥ut (t)∥∥L2(0,1))= 0
if and only if
a /∈ Q. (5.2.5)
And if furthermore a satisfies (5.2.5) and if (u0, u1) ∈D(A3) then we have the estimate
∀t  0, ∥∥(u(t), ut (t))∥∥X3  ∥∥S3(t)∥∥L(D(A3);X3)∥∥(u0, u1)∥∥D(A3),
with limt→∞ ‖S3(t)‖L(D(A3);X3) = 0 (Proposition 2.1 and Section 5, p. 1174 of Ammari and
Tucsnak [3]). Finally, it follows from (5.2.2)–(5.2.3) that the following holds
∀t  s  0, ∥∥(u(t), ut (t))∥∥X3  ∥∥(u(s), ut (s))∥∥X3 . (5.2.6)
The goal is to establish the decay rate of E3(u(t)) as t → ∞, for any a ∈ (0,1) as soon as
E3(u(t))
t→∞−−−→ 0, when the lack of observability occurs. In particular, by (5.2.5), this implies
that a /∈ Q.
Theorem 5.2.1. Let a ∈ (0,1) ∩ Qc, let ω1 be the lower convex envelop of the sequence
(sin2(nπa))n∈N (Definition 4.3.3) and let ω2 be defined on [0,∞) by ω2(t) = t4. Let Φ and
Ψ be two functions such that the quadruplet (ω1,ω2,Φ,Ψ ) is admissible (see Definition 4.3.1)
and let HΦ,Ψ be defined by (3.1). Then there exists a constant C = C(a) > 0 such that for any
initial data (u0, u1) ∈D(A3), the corresponding solution u of (5.2.1) verifies
∀t  0, E3
(
u(t)
)
 CHΦ,Ψ
(
1
)∥∥(u0, u1)∥∥2D(A3), (5.2.7)t + 1
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∀t  0, E3
(
u(t)
)
 C
(t + 1) qp
∥∥(u0, u1)∥∥2D(A3), (5.2.8)
if for any t > 0, Φ(t) = C1t
1
p and Ψ (t) = C2t
1
q for some p ∈ [1,∞), q ∈ [1,∞) and constants
C1,C2 > 0 (case (2)(b) of Definition 4.3.1).
Proof. We write u0(x) =∑∞n=0 an sin(nπx) and u1(x) = π2∑∞n=0 n2bn sin(nπx) and we con-
sider the solution v of vtt + vxxxx = 0, satisfying the same boundary condition and having the
same initial data as u. We follow the method as for (4.2.1). From Ingham’s inequality (Ing-
ham [8]) and Lemmas 3.3 and 5.1 of Ammari and Tucsnak [3] (see also Lemmas 4.1 and 5.7 of
Ammari and Tucsnak [4]), we obtain for T = 10,
T∫
0
u2t (t, a) dt  C(a)
T∫
0
v2t (t, a) dt C(a)
∞∑
n=0
n4
(
a2n + b2n
)
sin2(nπa).
Then we define
E+(0) = π
8
4
∞∑
n=0
n8
(
a2n + b2n
)= π8
4
∞∑
n=0
n4
(
a2n + b2n
)
ω2(n),
E(0) = π
4
4
∞∑
n=0
n4
(
a2n + b2n
) def= 1
2
∥∥(u0, u1)∥∥2
X3
,
E−(0) = π
4
2
∞∑
n=0
n4
(
a2n + b2n
)
ω1(n).
The result follows from the discussion at the beginning of Section 4. 
Using Theorem 5.2.1 and Proposition 4.3.4 (applied with p = 4, α = 0 and (un)n∈N =
(sin2(nπa))n∈N), we obtain the following result.
Theorem 5.2.2. Let a ∈ (0,1)∩ Qc and let ω1 and ω2 be defined as in Theorem 5.2.1. We set
∀t > 0, ϕ(t) = ω1(t)
t4
. (5.2.9)
Then there exists a constant C = C(a) > 0 such that for any initial data (u0, u1) ∈D(A3), the
solution u of (5.2.1) satisfies
∀t  0, ∥∥(u(t), ut (t))∥∥V3×L2(0,1)  C(
ϕ−1
( 1
t+1
))2 ∥∥(u0, u1)∥∥D(A3). (5.2.10)
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a ∈ (0,1) ∩ Qc. This completes the lack, since the decay was known for almost every a ∈ (0,1)
(Ammari and Tucsnak [3, Theorem 2.2]). In addition, with help of (5.2.8) of Theorem 5.2.1, our
method allows us to recover the decay of Theorem 2.2 in Ammari and Tucsnak [3].
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