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Global constraint plays a central role in constraint programming due to its strong
modelling and eﬃcient propagation. Table constraint is a general constraint as it
can deﬁne an arbitrary constraint extensionally, either as a set of solutions or a
set of non-solutions, thus is able to represent any ﬁnite domain constraint. Table
constraint can also be converted to and solved on other representations, such as
multi-valued decision diagram (MDD), automaton and grammar.
In this thesis, we focus on the design, optimization and analysis of propagation
algorithms for non-binary constraints with diﬀerent representations. Some of these
constraints, e.g. regular and grammar constraints, can also be thought as table
constraints. We ﬁrst propose a generalized arc consistency (GAC) algorithm for
the regular constraint deﬁned on non-deterministic ﬁnite automaton (NFA), called
nfac. The nfac can also propagate the constraint represented by deterministic ﬁnite
automaton(DFA) or MDD. We investigate the eﬀect of diﬀerent representations
focusing on the space-time tradeoﬀs. Our experimental results show that nfac is
faster when the NFA is much smaller than its equivalent DFA or MDD. We also
extend nfac to grammarc for grammar constraint deﬁned on context-free grammar
(CFG) in Greibach normal form (GNF). Again we show that grammarc is faster on
more compact grammars.
Second, we revise the state-of-the-art GAC algorithms, STR, for table con-
straints, so that they can work on compressed representations. To be more spe-
ciﬁc, the tables are compressed into the Cartesian product, which we call c-tuples.
We extend the STR2 and STR3 algorithms to work with c-tuple. Our experiments
show that compression can be signiﬁcant, the more the tables are compressible,
the faster are the c-tuple algorithms.
Higher-order consistencies, such as full pairwise consistency (FPWC), are
stronger than GAC and have the potential of stronger search space reduction.
However, higher-order consistencies are usually much more costly than GAC, and
thus not many practical propagation algorithms have been designed or imple-
mented. FPWC is a promising higher order consistency. Recently the eSTR
algorithm adapts the STR2 GAC algorithm to enforce FPWC but it needs com-
plex data structures which can impose signiﬁcant overheads. The k-interleaved
encoding is proposed to transform CSPs with dual variables and join tables, so
that k-wise consistency (stronger than GAC) can be achieved though GAC. How-
ever the join tables in k-interleaved encoding may be large and thus slow down
the propagation algorithms. To contrast, we propose a diﬀerent encoding to trans-
form one CSP into another "equivalent" one, so that FPWC can be enforced on
the original CSP through GAC on the transformed one. The key idea is to fac-
tor out the commonly shared variables from constraints' scopes, form new com-
pound variables, and re-attach them back to the constraints where they come from.
These compound variables can be treated as a diﬀerent representation designed for
FPWC. Experiments show that our encoding with more compact representations
can outperform the eSTR algorithm and the k-interleaved encoding. We again
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Constraint Programming (CP) is a successful and useful approach to solve large
combinatorial problems such as timetabling, scheduling, and resource allocation.
These problems also appear in many industrial applications. Thus, constraint
programming attracts both theoretical and commercial interest. A number of
companies and researchers have put great eﬀorts to develop the technologies in
CP during the last thirty years.
Constraint programming provides a natural and eﬃcient way to model and
solve problems. A problem is ﬁrst modelled as a constraint satisfaction problem
(CSP) with constraints stating its properties, and then solved by constraint solvers.
Freuder states that as the following [Fre97]:
"Constraint programming represents one of the closest approaches computer
science has yet made to the Holy Grail of programming: the user states the
problem, the computer solves it."
We contrast with integer programming, also a form of constraints, although integer
programming is NP-complete, having only linear integer constraints is restrictive
making problem modelling diﬃcult. Rather in constraint programming, it is usual
to have a whole range of constraints within the solver.
In practice, a problem can usually be deﬁned with the developed constraints
in a solver. Certainly, customized propagators for special constraints may also
be developed. Since CSPs are NP-complete, search strategies and heuristics are
used. Typically, constraint propagations to ﬁlter the inconsistent parts of CSPs
work hand in hand with search strategies to reduce search space.
Many constraint programming solvers have been developed. Some represen-
tative ones are Gecode [Gec], Abscon [Abs] and ILOG [Ilo]. Gecode is a widely
used open source constraint solving toolkit. We evaluate our work with Gecode
in Chapter 3 and Chapter 4. Abscon is another freely available CSP solver, which
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has been used extensively in many papers, e.g. [Lec11], [LPRT12], [LPRT13], etc.
We also use Abscon to conduct our experiments in Chapter 5 and Chapter 6.
This thesis addresses one of the challenges of constraint programming: design-
ing expressive constraints together with eﬃcient propagation algorithms. In par-
ticular, we investigate the propagation algorithms on non-binary table constraints
which are the most general form of ﬁnite domain constraints, and the eﬀect of
compact representations which can still represent tables. A number of eﬃcient
generalized arc consistency (GAC) propagation algorithms have been developed,
with mddc [CY10] and various STR [Ull07, Lec11, LLY12] being the state-of-the-
art ones for table constraints. Although mddc and STR vary in performance on
diﬀerent benchmarks, they are both based on compact representations: mddc uses
multi-valued decision diagram (MDD) and STR uses table reduction. This sug-
gests that a well designed propagation algorithm on a compact representation may
save both time and space in practice.
In this thesis, we study the eﬀect of the choices of representations on propaga-
tion algorithms and consistency levels of CSPs. The variants of the two state-of-
the-art GAC algorithms mddc and STR are ﬁrstly investigated with the principle
that one table can have diﬀerent representations.
The mddc algorithm enforces GAC on an MDD which provides an alternative
representation of a table. The regular constraint is originally deﬁned on determin-
istic ﬁnite automata (DFA), but can also be on non-deterministic ﬁnite automata
(NFA) or MDD, or even be converted into a plain table. It is well known that an
NFA can be exponentially smaller than its equivalent DFA. The table or MDD
corresponding to the NFA of a regular constraint can also be large. Therefore, we
investigate the eﬀect of these diﬀerent grammar representations on the eﬃciency of
GAC algorithms. We develop a new GAC algorithm nfac for the regular constraints
which can be represented by NFAs, DFAs, or even MDDs. We then extend nfac to
grammarc on grammar constraints and show that grammarc is comparable with the
state-of-the-art GAC algorithms for grammar constraints.
STR algorithms compress tables dynamically during search, i.e. removing the
invalid tuples as search goes deeper and restoring them when backtrack happens.
The key feature of STR is that table is shrunk dynamically in search. We propose
to compress the tables with the Cartesian product representations statically before
search. This thus requires a new STR algorithm which can work on the compressed
representations. The Cartesian product representation was used in the context
of symmetry breaking [FM01] and nogood learning [KB05] respectively. It was
also applied to the GAC algorithm GAC-allowed [BR97] for table constraints and
shown to speed up GAC-allowed [KW07]. However, unlike GAC-allowed where
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compression is likely to be beneﬁcial on static tables, STR may have interplay
between the static and dynamic compression, changing the beneﬁts respectively.
GAC-allowed is no longer state-of-the-art. Our experimental results show that
our revised STR algorithms are faster than the original algorithms when there is a
reasonable amount of static compression. Recently, some other compressed table
representations were introduced to STR [JN13, GHLR13, GHLR14]. Compared
with these STR variants, ours appear to gain better compression and speedup on
the common benchmarks used in all these papers.
The propagation algorithms of GAC are the most well researched for non-
binary constraints and have been shown useful in practice. Many solvers have
been developed with variants of eﬃcient GAC algorithms. As an alternative
to GAC or arc consistency (AC), higher-order consistencies have been proposed
to get more pruning and propagations than GAC. However, higher-order con-
sistencies are costly and require the development of new complex propagation
algorithms. Although some higher-order consistency algorithms have been pro-
posed [BSW08, KWR+10], they are not usually presented or implemented in the
CP solvers in common use. A general perception is that higher-order consistencies
may not be practical, while this may not be entirely accurate. In practice, GAC
is the propagation that one can expect in all mature CP solvers. Higher-order
consistencies on the other hand are quite rare or may not be supported. Hence,
we propose a transformation that encodes a non-binary CSP P into another P ′ so
that GAC on P ′ guarantees full pairwise consistency (FPWC), a practical higher-
order consistency, on P . We compare our approach with the k-interleaved encod-
ing from [MDL14] as well as the state-of-the-art FPWC algorithm eSTR [LPS13].
Our encoding implies two beneﬁts. First, higher-order consistency can be achieved
without any change to the existing CP solvers with GAC propagators. Second,
compared with k-interleaved encoding and the specialised FPWC algorithm, our
encoding uses more compact representations and is more eﬃcient than the other
two in our experiments.
In addition, we construct various new benchmarks for the experiments in
this thesis in order to test and understand how diﬀerent propagation algorithms
behave. Good benchmarks are essential for further improvements of the algo-
rithms. Some of the benchmarks are hard CSPs constructed based on Model
RB/RD [XBHL05], so that the algorithms can be exercised. In particular, the
feature of our benchmarks is that they either have a lot variance in the size of
representations, or can be transformed into other equivalent representations with
diﬀerent sizes. For example, in Chapter 3, we generate several groups of NFAs
which then can be converted into DFAs and MDDs with diﬀerent sizes. With these
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CSPs, we can evaluate the space-time tradeoﬀs of the GAC algorithms for the con-
straints represented in automatons and MDDs. In Chapter 5, we construct CSPs
by enlarging the existing table constraints, so that the amount of compression
varies and we can investigate the eﬀect of table compression on the algorithms.
Outline of the thesis.
The thesis is organized as follows:
 In Chapter 2, we introduce the background for constraint satisfaction prob-
lems (CSP), the CSP solving process, various local consistencies, and some
representative global constraints that are related to the rest of the thesis.
 In Chapter 3, we investigate the eﬀect of constraint representations on the
space-time tradeoﬀs for the regular constraints.
 In Chapter 4, we give a GAC algorithm for grammar constraints and compare
it with existing algorithms.
 In Chapter 5, we develop two new STR algorithms which take the beneﬁts
of the compressed table representations.
 In Chapter 6, we propose to transform a CSP into another one, so that
higher-order consistency can be achieved through GAC propagation.
 In Chapter 7, we conclude the thesis and discuss the future work.
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In this chapter we introduce the deﬁnitions of constraint satisfaction problems,
the terminologies of solving CSPs, an overview of global constraints, and other
backgrounds.
2.1 Basic Deﬁnitions
Constraint satisfaction problem. A constraint satisfaction problem (CSP) or
constraint network (CN) is a triple P = (X ,D, C), where X = {x1, . . . , xn} is a
set of variables, D = {D(x1), . . . , D(xn)} is a set of ﬁnite domain of the variables
and C = {c1, c2, . . . , cm} is a set of constraints.
Variable and domain. A variable x can only take values from its domain
D(x). W.l.o.g., we will use a ﬁnite set of non-negative integers as a variable's
domain. The domain of a variable can be represented as an enumerated set or an
interval with smallest and greatest values. For example, the domain of x can be
an enumerated set D(x) = {1, 3, 5} or an interval D(x) = [1, 1000]. The size of
the domain of x is denoted by |D(x)|. A Boolean variable x has a Boolean domain
D(x) = {0, 1}, whose size is two.
An assignment (x, a) denoting x = a maps a variable x to value a ∈ D(x).
For a set of assignments θ = {(xi1 , ai1), . . . , (xij , aij)}, the projection of θ on a set
of variables S is θ[S] = {(x, a)|(x, a) ∈ θ, x ∈ S}, and the projection of θ on a
particular variable is θ[x] = a if (x, a) ∈ θ.
Constraint. A constraint c is a relation deﬁned on a set of distinct variables
(xi1 , . . . , xir). The scope of c, denoted by scp(c), is (xi1 , . . . , xir). The number
of variables in scp(c) is the arity of the constraint. The relation of c, denoted
by rel(c), is the set of value combinations of the variables in the scope of c that
can occur simultaneously. An r-ary tuple τ is a sequence of r values (a1, . . . , ar).
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The relation rel(c) can be extensionally represented by a table, which is a set of
r-ary tuples. We may use a tuple τ = (a1, . . . , an) to refer to a set of assignments
{(x1, a1), . . . , (xn, an)} when the variables are clear, and τ [xi] = ai or τ [S] =
(ak1 . . . , akn) (S is a set of variables and xkm ∈ S). A tuple τ = (a1, . . . , an)
is valid if ai ∈ D(xi) for ∀xi. Note that variables' domains can change, e.g.,
instantiated during search. A tuple τ is allowed by a constraint c, or satisﬁes
c iﬀ τ [scp(c)] ∈ rel(c). A constraint can also be represented intentionally as
a formula. For example, let c(x, y) be a constraint requiring that the variables
x : D(x) = {0, 1, 2} and y : D(y) = {0, 1, 2} cannot take the same values at the
same time. The intentional representation of c(x, y) is x 6= y and the extensional
representation with satisfying tuples is {(0, 1), (0, 2), (1, 0), (1, 2), (2, 0), (2, 1)}.
A constraint is unary if its arity is one1, or binary if its arity is two, or non-
binary otherwise. A CSP is binary if all of its constraints are unary or binary;
otherwise it is non-binary. Two constraints ci and cj are equivalent, written as
ci ≡ cj, if they express the same relations and have the same scopes.
Constraint (hyper) graph. A CSP is usually associated with a constraint
(hyper) graph revealing the structure of the CSP. The vertices and the edges (or hy-
peredges) correspond to the variables and constraints respectively. A constraint's
corresponding edge (or hyperedge) linking diﬀerent vertices indicates that the
variables of the vertices belong to the scope of the constraint.
Solution. A solution of a CSP P = (X ,D, C) is a set of assignments
{(x1, a1), . . . , (xn, an)} such that all the constraints in C are satisﬁed.
Two CSPs are equivalent if they have the same set of solutions.
Example 2.1. Consider the CSP ({x, y, z}, {D(x) = {1, 2}, D(y) = {1, 2}, D(z) =
{2, 3}}, {x 6= y, x 6= z, y 6= z}) whose constraint graph as shown in Figure 2.1. The
three binary constraints state that every pair of the variables must take diﬀerent
values. The set of assignments θ = {(x, 1), (y, 2), (z, 3)} satisfy all the constraints.
Thus, θ is a solution of the CSP.
y z
x
cx 6=y = {12, 21}
cy 6=z = {12, 13, 23}
cx6=z = {12, 13, 23}
Figure 2.1: An example of constraint graph.
1Unary constraint is a trivial domain constraint.
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2.2 Local Consistencies
Local consistency is the central idea in constraint programming. Informally, a
certain local consistency deﬁnes a partially consistent status of a CSP, which
can be achieved by removing certain inconsistent parts of the problem, so that
the search space can be narrowed. The constraint propagation or ﬁltering algo-
rithms are developed to enforce diﬀerent kinds of local consistencies of a CSP.
We remark that local consistencies are separate from the propagation algorithms
to enforce them, that each local consistency may have many diﬀerent corre-
sponding algorithms which undertake the propagation operations. For exam-
ple, the propagation algorithms for AC include AC-3 [Mac77a], AC-4 [MH86],
AC-2001 [BR01, ZY01, BRYZ05], etc. In this section, we introduce several rep-
resentative local consistencies proposed for non-binary CSPs. The propagation
algorithms of the local consistencies are introduced in the related chapters.
The local consistencies for non-binary CSPs can be divided into two classes
depending on whether the consistencies alter the constraint graph or the relations
of the constraints. The local consistencies which only ﬁlter the inconsistent values
from the domains of variables and not alter the structure of the constraint graph
or the relations of constraints are called the domain ﬁltering consistencies [DB01].
The propagation algorithms for domain ﬁltering consistencies are easier to imple-
ment and easier to integrate with other propagation algorithms or various existing
constraint solvers because they only update the domains of variables.
Generalized arc consistency. A value (x, a) is generalized arc consistent
(GAC) [Mac77b] iﬀ for all c ∈ C where x ∈ scp(c), there exists at least one valid
tuple τ ∈ rel(c) such that τ [x] = a. This tuple τ is called a support for (x, a) in
c. A variable x ∈ X is GAC iﬀ every value a ∈ D(x) is GAC. A constraint c is
GAC iﬀ every variable x ∈ scp(c) is GAC. A CSP is GAC iﬀ every constraint in C
is GAC. GAC is used for non-binary CSP, while speciﬁcally arc consistency (AC)
is used for binary CSP.
GAC is the most well known and researched local consistency for non-binary
CSPs. It is the local consistency available in most of current constraint solvers.
Informally, GAC removes the domain values with no supports in a constraint.
Thus, it is a domain ﬁltering consistency. The propagation for GAC is based on
reasoning with one constraint at a time. A number of diﬀerent ﬁltering algorithms
have been developed to enforce GAC on table constraints.
Before we introduce more domain ﬁltering consistencies, we deﬁne how to com-
pare the pruning power among diﬀerent local consistencies following the deﬁnitions
introduced by Debruyne and Bessiere [DB01]. A consistency φ is stronger than
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another consistency ψ iﬀ for any problem P , φ holds on P implies that ψ also
holds on P . Also, φ is strictly stronger than another consistency ψ, denoted by
φ→ ψ, iﬀ φ is stronger than ψ and there exists at least one problem P ′, ψ holds
but φ does not, or P ′ is ψ but not φ. φ and ψ are incomparable, denoted by
φ
⊕
ψ, iﬀ φ is not stronger than ψ nor vice versa.
Below we introduce more domain ﬁltering consistencies [BSW08] related to
this thesis. As indicated by Bessiere et al. [BSW08], the following domain ﬁltering
consistencies are inspired by the corresponding local consistencies on binary con-
straints. They are stronger domain ﬁltering consistencies than GAC for non-binary
constraints. The challenge is that stronger consistencies can ﬁlter more inconsis-
tent parts of CSPs but require higher time complexity than GAC. Thus higher-
order consistencies may not be beneﬁcial in practice sometimes. In Chapter 6.1 of
this thesis, we propose to encode one CSP into another such that enforcing GAC
on the latter guarantees a stronger consistency on the former.
Relational path inverse consistency [BSW08]. A value (x, a) is relational
path inverse consistent (rPIC) iﬀ ∀ci ∈ C, where x ∈ scp(ci), and ∀cj ∈ C such that
scp(ci)∩ scp(cj) 6= ∅, ∃τ ∈ rel(ci) such that τ [x] = a, τ is valid, and ∃τ ′ ∈ rel(cj)
such that τ ′ is valid and τ [scp(ci) ∩ scp(cj)] = τ ′[scp(ci) ∩ scp(cj)]. A variable
x ∈ X is rPIC iﬀ every value a ∈ D(xi) is rPIC. A CSP P is rPIC iﬀ every
variable x ∈ P is rPIC.
From the above deﬁnition, rPIC does not require cj and cl to be diﬀerent,
so that rPIC implies GAC. On top of GAC, rPIC considers pairs of constraints
with sharing variables, and the values with supports in one constraint but cannot
be extended to the second constraint are inconsistent. Thus, rPIC is stronger
than GAC. Its corresponding consistency on binary CSPs is called path inverse
consistency (PIC) [FE96].
Restricted pairwise consistency [BSW08]. A value (x, a) is restricted
pairwise consistent (RPWC) iﬀ a is GAC and ∀ci ∈ C, where x ∈ scp(ci), such
that there exists a unique valid tuple τ ∈ rel(ci) with τ [x] = a, and ∀cj ∈ C(ci 6= cj)
such that scp(ci) ∩ scp(cj) 6= ∅, ∃τ ′ ∈ rel(cj) such that τ ′ is valid and τ [scp(ci) ∩
scp(cj)] = τ
′[scp(ci)∩scp(cj)]. A variable x ∈ X is RPWC iﬀ every value a ∈ D(x)
is RPWC. A CSP P is RPWC iﬀ every variable x ∈ P is RPWC.
RPWC restricts the values to be GAC, but it is not much stronger. RPWC
only treats the values with unique support in one constraint as inconsistency if
such a support cannot be extended to a valid tuple in all the other constraints with
sharing variables. RPWC's corresponding consistency on binary CSPs is restricted
path consistency (RPC) [Ber95].
Max restricted pairwise consistency [BSW08]. A value (x, a) is max
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restricted pairwise consistent (MaxRPWC) iﬀ ∀ci ∈ C, where x ∈ scp(ci), ∃τ ∈
rel(ci) such that τ [x] = a, τ is valid, and for all cj ∈ C(ci 6= cj) such that
scp(ci) ∩ scp(cj) 6= ∅, ∃τ ′ ∈ rel(cj) such that τ ′ is valid and τ [scp(ci) ∩ scp(cj)] =
τ ′[scp(ci) ∩ scp(cj)]. In this case, τ ′ is a PW-support of τ and τ is a maxPRWC-
support of (x, a). A variable x ∈ X is MaxRPWC iﬀ every value a ∈ D(x) is
MaxRPWC. A CSP P is MaxRPWC iﬀ every variable x ∈ P is MaxRPWC.
MaxRPWC also implies GAC, but is stronger than the previous two consis-
tencies, rPIC and RPWC. Relational path inverse consistency is limited to pair
of constraints, thus one valid tuple of a constraint extendable to one intersecting
constraint may not be extendable to another. But for MaxRPWC, once a sup-
port τ is found for a value a in one constraint, τ will be checked against all the
other constraints with sharing variables. Only when PW-supports are found for
all the sharing constraints, τ is treated as a MaxRPWC-support for value a. Thus
MaxRPWC is stronger than rPIC. MaxRPWC is also stronger than RPWC, as
RPWC only considers a special case of MaxRPWC. Similar to rPIC and RPWC,
MaxRPWC also has its corresponding consistency max restricted path consistency
(MaxRPC) [DB97] in binary CSP.
The second class of local consistencies alters the constraint graph or the rela-
tions of constraints. These local consistencies include path consistency [Mon74],
relational consistency [vBD95], singleton generalized arc consistency (SGAC) [DB01],
pairwise consistency (PWC) [JJNV89], etc. Compared with the domain ﬁltering
consistencies, which are easier to be integrated with the existing CP solvers, it is
more diﬃcult to design and implement eﬃcient propagation algorithms for these
local consistencies in practice. Here we deﬁne PWC and k-wise consistency, which
will be discussed more in Chapter 6.
Pairwise consistency [JJNV89]. A CSP P is pairwise consistent (PWC)
iﬀ for any constraint ci, ∀τ ∈ rel(ci), if τ is valid, ∀cj(ci 6= cj), ∃τ ′ ∈ rel(cj) s.t.
τ [scp(ci) ∩ scp(cj)] = τ ′[scp(ci) ∩ scp(cj)] and τ ′ is valid.
Instead of ﬁltering variables' domains, PWC removes the consistent tuples of
a constraint c that cannot be consistently extended to the other constraints with
sharing variables. Because GAC is easier to implement and cheaper than PWC,
PWC is enforced together with GAC, so that the values of variables' domains can
be pruned.
Full pairwise consistency [JJNV89]. A CSP P is full pairwise consistent
(FPWC) iﬀ the CSP is both PWC and GAC (PWC+GAC).
PWC is generalized to k-wise consistency [Gys86].
K-wise consistency [Gys86]. A CSP P is k-wise consistent (kWC) iﬀ given
any group of k constraints {cii , . . . , cik}, then for any valid τ ∈ rel(cij) for some
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j there exists a valid tuple τ ′ over
⋃k
l=1 scp(cil) such that τ
′[scp(cij)] = τ and
τ ′[scp(cil)] ∈ rel(cil) for all l ∈ {1, . . . , k}. When k equals to two, it reduces to
PWC. If P is kWC (k > 3) then P is (k-1)WC. Same as PWC, kWC can also be
enforced together with GAC.
GAC+kWC. A CSP P is GAC+kWC iﬀ P is both GAC and kWC.
The following theorem, based the theorem proposed by Bessiere et al. [BSW08],
states the ﬁltering power among the local consistencies introduced above.
Theorem 2.1. kWC+GAC (k > 2) → FPWC → maxRPWC → rPIC → RPWC
→ GAC
The following example shows the diﬀerences among the above consistencies.
Example 2.2. In Figure 2.2, the example compares diﬀerent consistencies when
considering the ﬁltering of value (x1, 0). The domains of the variables are D(x1) =
D(x4) = D(x5) = {0}, D(x2) = D(x3) = {0, 1}. Figure 2.2(a) illustrates GAC.
Figure 2.2(b) to Figure 2.2(e) are for the consistencies stronger than GAC. The
sharing variables between diﬀerent constraints are x2 and x3.
 Figure 2.2(a) only gives one constraint as GAC works with one constraint
at one time. It shows that (x1, 0) of c1 is GAC as the value has supports
(0, 0, 0) and (0, 1, 1) in the constraint.
 In Figure 2.2(b), when considering x1 for RPWC, (x1, 0) has more than one
support, then no need to check whether the tuples in c1 are extendable to c2.
Thus, (x1, 0) is RPWC, although no supports in c1 can be extended to c2.
 In Figure 2.2(c), when considering x1 for rPIC, the tuple (0, 0, 0) is extend-
able to c2 and the tuple (0, 1, 1) is extendable to c3, so that (x1, 0) is rPIC.
However, if MaxRPWC is applied, (x1, 0) is not consistent, as neither of its
supports in c1 can be extended to c2 or c3 at the same time.
 Figure 2.2(d) gives an example that (x1, 0) is MaxRPWC, as its support
(0, 0, 0) in c1 can be extended to both c2 and c3. The valid tuple (0, 0, 0) in
c2 and the valid tuple (0, 0, 0) in c3 are the PW-supports of (0, 0, 0) in c1.
Thus, (0, 0, 0) in c1 is the MaxRPWC-support of (x1, 0).
 Lastly, Figure 2.2(e) shows an example for FPWC. The tuples marked with
× should be removed from the table, as they cannot be extended to satisfy
the other two constraints. This is the key diﬀerence from the previous four
domain ﬁltering consistencies. In addition, for FPWC, (x1, 0) is consistent
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Figure 2.2: Examples of diﬀerent local consistencies.
2.3 Solving CSPs
Constraint Propagation. Constraint propagation is a process of repeatedly re-
moving inconsistent domain values and/or inconsistent parts of constraints while
maintaining an equivalent CSP [Apt03]. The ﬁltering algorithm of a constraint
is an algorithm determining the inconsistent parts with respect to the constraint.
During constraint propagation, various ﬁltering algorithms are scheduled (for ex-
ecution) and executed until a ﬁx-point is reached, which indicates that a certain
local consistency is achieved or empty domains are found.
A CSP is usually solved through the combination of search and constraint
propagation. The search is divided into two kinds: systematic search and local
search. Systematic search guarantees to get the solutions to a CSP or ﬁnd out that
the CSP is unsatisﬁable. In this thesis, we focus on systematic search. Local search
is diﬀerent from the systematic search and incomplete. It typically instantiates all
the variables of a CSP and changes the values based on certain heuristics. Thus,
local search may not ﬁnd out the solution even if the CSP has one.
Maintaining arc consistency. Maintaining arc consistency (MAC) [SF94]
11
is a complete CSP solving algorithm for binary CSPs. It applies systematic search
and enforces arc consistency once a variable is instantiated during search and back-
tracks when a failure occurs. We may use MGAC to emphasize the applications
to non-binary CSPs and GAC ﬁltering algorithms. M(G)AC is one of the most
eﬃcient algorithms to solve large and hard CSPs, due to its eﬃcient core (G)AC
algorithms.
We illustrate the behaviour of MAC on Example 2.1. The search tree in Fig-
ure 2.3 shows the solving process for all solutions of the CSPs. The dashed line
indicates the propagation at one search node. At the beginning, MAC calls AC
algorithms repeatedly on each constraint until the CSP is AC at a ﬁx-point. In
this example, the network is initially arc consistent so that the domains of the
variables are not changed at the root node. Then assume that x is ﬁrst assigned
to 1 and enforce AC, we get:
 y = 2 from the inference on x 6= y;
 z = 3 from the inference on y 6= z and x 6= z.
As a result, the ﬁrst solution is found. Then to ﬁnd the next solution, the search
backtracks to the root node to try value 2 of x, and gets:
 y = 1 from the inference on x 6= y;
 z = 3 from the inference on x 6= z and y 6= z.
At this point, the search space is fully explored with two solutions {(x, 1), (y, 2), (z, 3)}
and {(x, 2), (y, 1), (z, 3)} found.
x = {1, 2}, y = {1, 2}, z = {2, 3}
x = {1, 2}, y = {1, 2}, z = {2, 3}
x = {2}, y = {1, 2}, z = {2, 3}
x = {2}, y = {1}, z = {3}
x = {1}, y = {1, 2}, z = {2, 3}
x = {1}, y = {2}, z = {3}
Figure 2.3: An example for solving a CSP using MAC.
2.4 Global Constraints
One of the key advantages of constraint programming over the other program-
ming techniques is the introduction of global constraints, which can simplify the
modelling of problems. The constraint with the following properties is usually
treated as a global constraint. First, the scope of the constraint can be deﬁned
on any number of variables. Second, the constraint has speciﬁc semantics or data
structures and occurs commonly in many applications. Third, eﬃcient ﬁltering
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algorithms can be designed based on the semantics or the structures of the con-
straints.
One of the most useful global constraints is the alldiﬀerent(x1, . . . , xr) con-
straint [Lau78, Rég94], which requires all the variables of the constraint to take
diﬀerent values. With the alldiﬀerent constraint, some problems' modelling be-
come simple. For example, the three constraints in Example 2.1 can be re-
placed by one alldiﬀerent(x, y, z) constraint. Another example is the Sudoku prob-
lem [Wik13, DdlB14]. Assume that the Sudoku problem has a 9 × 9 grid, then
it can be modelled with 27 alldiﬀerent constraints of arity 9. Without alldiﬀerent
constraints, the modelling will include 810 inequality (6=) constraints.
A number of other global constraints have been developed, such as the
global-cardinality constraint [Rég96], the stretch constraint [Pes01], the regular con-
straint [Pes04, CB04], etc. Some global constraints can be represented by or
converted into others, so that an eﬃcient ﬁltering algorithm for one constraint
may be used by other constraints. For instance, it is mentioned in [Pes04] that
the stretch constraint [Pes01] can be encoded as an automaton and expressed by
a regular constraint. In addition, a regular constraint can be converted into a table
constraint by listing all the strings of ﬁxed length in its regular language. Further-
more, such a table constraint can be transformed into a constraint represented by
a multi-valued decision diagram (MDD) [SKMB90], called MDD constraint, us-
ing the algorithm introduced by Cheng and Yap [CY10]. Therefore, we see that
there can be many possible representations for one constraint, which is a question
investigated in this thesis.
In the rest of this section, we deﬁne the regular constraint, table constraint, and
MDD constraint [CY08, CY10] in detail, as they are the core constraints of this
thesis.
2.4.1 Formal Language Theory
In this subsection, we give some deﬁnitions from the formal language theory. The
deﬁnitions in this subsection are based on [HU79] and [RS97].
Deterministic ﬁnite automaton. A deterministic ﬁnite automaton (DFA)
is a ﬁnite state machine represented by a 5-tuple (Q,Σ, δ, q0, F ) where Q is a ﬁnite
set of states, σ is a ﬁnite set of input symbols called the alphabet, δ is a transition
function Q × Σ → Q, q0 ∈ Q is a start state, and F ⊆ Q is a set of ﬁnal or
accepting states.
Non-deterministic ﬁnite automaton. A non-deterministic ﬁnite automa-
ton (NFA) is also a ﬁnite state machine represented by a 5-tuple (Q,Σ, δ, q0, F )
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with diﬀerent transition function that δ : Q×Σ→ P (Q), where P (Q) is the power
set of Q. Informally, the transition δ(q, a) of a DFA will sink to one state; while
the transition of an NFA will sink to a set of states.
Regular language. We ﬁrst generalize the notation of δ to δ∗ taking a se-
quence of values as parameters. Given a string s, δ∗(q, s) = δ∗(δ(q, head(s)), tail(s)),
where head(s) is the ﬁrst symbol of s and tail(s) is the sub-string of s following
head(s). A string s is accepted by a DFA (NFA) A = (Q,Σ, δ, q0, F ) if δ
∗(q0, s) is
(contains) a ﬁnal state in F . The language of a DFA (NFA) is deﬁned by
L(A) = {s|s is accepted by A}
If a language L is L(A) for some DFA (NFA) A, then L is a regular language.
Context-free grammar. A context-free grammar is a 4-tupleG = (V, T, P, S)
where V is a set of nonterminal symbols, T is a set of terminal symbols or called
the alphabet, P is the set of productions and S is the start symbol. A production
is a rule A → α where A is a nonterminal and α is a sequence or nonterminals
and terminals.
Give a grammar G, we denote the size of the grammar by |G|, that |G| =∑
p∈P |p|, where |p| is the number of terminals and non-terminals in production p.
We use ⇒ to indicate one-step derivation of applying the productions to replace
the head by the body. Similar to the extension of δ to δ∗, we generalize ⇒ to ∗⇒
to denote zero or more steps of derivations. A string w of terminal symbols can
be generated by a CFG G = (V, T, P, S) iﬀ S
∗⇒ w.
Context-free language. The language of a CFG G = (V, T, P, S) is deﬁned
by
L(G) = {w ∈ T ∗|S ∗⇒ w with the productions of G}
If a language L is L(G) for some CFG G, then L is a context-free language.
Before ending this subsection, we give two important and useful normal forms
of CFG.
Chomsky normal form. A context-free grammar is in Chomsky normal form




where A, B, and C are all non-terminals and a is a terminal. Every CFG can be
converted into an equivalent CNF. A transformation algorithm can be found in the
book [HMU06]. CNF is useful in practice as it can provide eﬃcient membership
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tests of a string in a context-free language. Moreover, an eﬃcient propagation
algorithms for grammar constraints based on CNF is also proposed recently, which
will be introduced later in Chapter 4.
Greibach normal form. A context-free grammar is in Greibach normal form
(GNF) if all of its production rules are of the forms:
A→ aα
where A is a non-terminal, a is a terminal, and α is a string of non-terminals. It
is shown by Greibach [Gre65] that every CFG can be converted into an equivalent
GNF. GNF is useful in many theoretical proofs. For instance, it can be used to
show that every context-free language can be accepted by a pushdown automaton
(PDA).
2.4.2 Formal Language Constraints
In this subsection, we introduce two global constraints for automata and gram-
mar respectively: the regular constraint [Pes04, CB04] and the grammar con-
straint [QW06, Sel06]. In practice, these two constraints are quite useful, espe-
cially in scheduling, rostering and sequencing problems, because they can express
complicated patterns more simply.
Regular constraint [Pes04]. Let A = (Q,Σ, δ, q0, F ) be a DFA and X be a
sequence of variables with ﬁnite domains. A regular(X , A) constraint states that
any sequence of values taken by the variables of X must belong to the regular
language recognized by A.
Example 2.3 and Figure 2.4 give four constraints with the same relations but
deﬁned on diﬀerent representations. Among them, Figure 2.4(c) shows an example
of a regular constraint on DFA. Although regular constraint is originally deﬁned on
a DFA, it can also be on an NFA. To emphasize the actual representation, in the
rest of this thesis, the regular constraint deﬁned on an NFA or a DFA will be named
as an NFA constraint or a DFA constraint. The NFA constraint might be useful,
as the NFA may have exponentially fewer states than an equivalent DFA, and
this size diﬀerence may further aﬀect the eﬃciency of the propagation algorithms
when solving a problem.
Grammar constraint [QW06]. Let G = (V, T, P, S) be a CFG and X be a
sequence of variables with ﬁnite domains. A grammar(X , G) constraint states that
any sequence of values taken by the variables of X must belong to the context-free
language of G.
Since the grammar constraint is deﬁned on a context-free grammar, sometimes
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it is also called the CFG constraint. Two real-world examples using the CFG
constraint are the shift scheduling problem [DPR06] and the forklift scheduling
problem [GS12]. The propagation algorithms for the CFG constraint are usually
based on a certain normal form of CFG. For example, the Chomsky normal form
is the representation of the propagation algorithms in [QW06] and [HFPZ13].
Figure 2.4(b) gives an example of the grammar constraint with the CFG in Chomsky
normal form.
2.4.3 Table Constraint
Table constraint has a long history, but recently a number of eﬃcient ﬁltering
algorithms have been proposed for it. As indicated by the name, table constraint
uses table to represent constraint by listing either the allowed tuples (positive
table) or the forbidding tuples (negative table) extensionally. For example, the
table constraint in Figure 2.4(a) enumerates all the allowed tuples. The deﬁnition
for a positive (resp. negative) table constraint with allowed tuples is given below.
Table constraint. Let a table T be a set of r-ary tuples. A table constraint
deﬁned on a positive (negative) table T and a set of variables X states that any
sequence of values taken by the variables of X must be (not be) a tuple of T .
Table constraint can be treated as a special kind of global constraint. It deﬁnes
the tuples explicitly, but the semantics or patterns can also be equivalently im-
plied in the table constraint. Due to the general representation, any ﬁnite global
constraint can be converted into an equivalent table constraint. This suggests that
any propagation algorithm for the table constraints can also be applied to other
constraints indirectly. However, the transformed table may be large for the global
constraint. This is why researchers are interested in developing fast propagation
algorithms for it. Designing and optimizing the propagation algorithms for table
constraints is also a concern of this thesis.
Given a table constraint, suppose we want to enforce GAC on it. We can do
propagation on the table directly, or we can transform the table into a diﬀerent rep-
resentation and then enforce GAC on the transformed representation. Apart from
the representations above, other representations could be a trie [Fre60, GJMN07]
or a multi-valued decision diagram (MDD) [SKMB90, CY10]. Before we start
the next subsection which introduces the constraint deﬁned on an MDD, we ﬁrst
give two important concepts, constraint tightness and constraint looseness, of table
constraint. This is relevant for the creation of hard CSP problems.
Constraint tightness and constraint looseness were ﬁrst proposed by van Beek
and Dechter [vBD97] to identify the diﬃculty of CSP problems and later were used
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in Model RB/RD [XBHL05] to construct hard CSP benchmarks. The tightness
and looseness of a table constraint can be deﬁned as tcr = 1 − tdr and lcr = tdr
respectively, where t is the number of tuples in the table, d is the domain size of the
variables, and r is the arity of the constraint. Informally speaking, the tightness
(or looseness) of a table constraint is the proportion of forbidden (or allowed)
tuples. For the experiments in the following chapters, we apply Model RB/RD
through and tune the constraint tightness, so that the randomly generated CSPs
are hard enough (take suﬃcient time to solve).
2.4.4 MDD Constraint
We give the deﬁnitions of MDD and introduce MDD constraints [CY10] in this
subsection.
Multi-valued decision diagram. Amulti-valued decision diagram (MDD) [SKMB90]
is a true-terminal denoted by tt, or a false-terminal denoted by ff, or a directed
acyclic graph (DAG) G rooted at a non-terminal node, denoted by root(G), of the
form G = mdd(x, {a1/G1, . . . , ad/Gd}) where G1, . . . , Gd are also MDDs, a1, . . . , ad
are distinct integers, and ai/Gi is a branch of root(G). An MDD is reduced iﬀ
there is no isomorphic sub-MDDs (i.e., with the same branches) of G.
The semantics of an MDD G, denoted by Φ(G), can be deﬁned as below:
Φ(G) ≡

True if G = tt
False if G = ff∨d
k=1(xi = ak ∧ Φ(Gk)) if G = mdd(x, {a1/G1 . . . ad/Gd})
(2.1)
With the semantics, we deﬁne the MDD constraint.
MDD constraint [CY10]. Let G be an MDD and X be a sequence of
variables with ﬁnite domains. A MDD(X , G) constraint states that Φ(G) must
be True for any sequence of values taken by the variables of X . This means that
the values taken by the variables must adhere to one path from the root node to
the true-terminal in the MDD.
A binary decision diagram (BDD) [Bry86] is an MDD in which every non-
terminal node has at most two branches, 0/G0 and 1/G1, where G0 and G1 are
BDDs. A BDD constraint is an MDD constraint deﬁned on BDD. Figure 2.4(d)
gives an example of MDD constraint, which is a compact representation for the
equivalent table constraint in Figure 2.4(a).
We remark that in the context of constraint programming, MDD is not only
used to represent an independent constraint, but also to encode a constraint store.
A series of research works can be found in [AHHT07, HHOT08, HVHH10].
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To illustrate that there are many possible equivalent representations, we give
the following example.
Example 2.3. Figure 2.4 gives examples for the table constraint, the CFG con-
straint, the regular constraint, and the MDD constraint. The four 4-ary con-
straints are all deﬁned on variables (x1, x2, x3, x4) with D(xi) = {0, 1, 2} for
i ∈ {1, . . . , 4}. Although the constraints have diﬀerent representations, they are
in fact equivalent with the same semantics or relations c(x1, x2, x3, x4) ≡ [x1 =
0 ∧∧4i=2 xi = {0, 1}] ∨ [∧4i=1 xi = 2].
x1 x2 x3 x4
0 0 0 0
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 0 0
0 1 1 1
2 2 2 2
(a) table constraint
A CFG in Chomsky normal form:
S → C A | BB
A→ AA | 0 | 1

























Figure 2.4: Examples of diﬀerent constraints.
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Chapter 3
GAC Algorithms for Regular
Constraints
Global constraints based on formal languages can be used to express arbitrary
constraints including other global constraints. The most well known is perhaps
the regular constraint [Pes04] which can also express other global constraints, e.g.
contiguity [Mah02], among [BC94], lex [CGLR96], precedence [LL04], stretch [Pes01],
etc. The regular constraint (originally) takes a deterministic ﬁnite automata (DFA)
as the constraint deﬁnition but a non-deterministic ﬁnite automata (NFA) is also
possible. On the other hand, the table constraint deﬁnes an arbitrary constraint
explicitly as a set of solutions. Two eﬃcient generalised arc consistency (GAC)
algorithms for non-binary table constraints are mddc [CY10] and STR2 [Lec11]. In
mddc, the constraint is speciﬁed as a multi-valued decision diagram (MDD) while
STR2 works with the explicit table.
We see then that there can be many input representations deﬁning the same
set of solutions (tuples) to a constraint, though these representations may be
regarded as diﬀerent constraint forms with equivalent semantics. Moreover, it is
well known that transforming an NFA to a DFA can lead to an exponentially larger
automata. The MDDs corresponding to an NFA can also be large. Thus, there
are diﬀerent constraint representation choices with diﬀerent space requirements
for the associated GAC algorithms. Experiments in [Lec11] also show that the
representation size can determine solver runtime, mddc is faster than STR2 when
the MDD representation is more compact and vice versa.
In this chapter, we investigate the space-time tradeoﬀs of the NFA, DFA and
MDD representations of the same equivalent constraint. Figure 3.1 gives a graph-
ical representation of equivalent NFA, DFA, and MDD constraints. We extend
mddc to nfac which can enforce GAC on a constraint deﬁned either as an NFA, a
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(a) (b) (c)
Figure 3.1: (a) an NFA and (b) an equivalent DFA (non-minimized). Each (dou-
ble) circle with label i represents a (ﬁnal) state qi. There is a directed edge from
i to j iﬀ qj ∈ δ(qi, a), where the edge is solid if a = 1 and dotted if a = 0. (c) an
equivalent MDD for a 4-ary regular constraint represented by the NFA in (a) or
the DFA in (b).
DFA or an MDD. An algorithm which converts a constraint in NFA or DFA form
directly to an MDD is also given.
We experiment with hard CSPs whose size diﬀerences in their NFA, DFA
and MDD representations are large. We show two space-time tradeoﬀs of nfac
algorithm for regular constraints deﬁned on these representations. First, the NFA
representation is more eﬃcient for the nfac algorithm once the corresponding DFA
or MDD becomes big enough. If memory itself is an issue, e.g. the CSP has many
large constraints, it may be worthwhile to use NFA even when the DFA or MDD is
smaller. Second, when the size of the DFA or MDD is large enough, once the total
time including construction and initialization times are taken into account, the
NFA can be much faster then DFA or MDD. We also compare nfac with regularc.
3.1 Overview of the GAC Algorithms for the Reg-
ular and MDD constraints
In this section, we introduce two GAC algorithms, one for the regular constraint and
one for the MDD constraint. To diﬀerentiate the propagation algorithms from the
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name of the constraints, we call the two existing GAC algorithms regularc [Pes04]
and mddc [CY10] respectively. Similarly, in the following section, we name the
proposed GAC algorithm for the NFA constraint, nfac. The regularc and mddc
algorithms enforce GAC in diﬀerent ways: regularc is ﬁne-grained [LBH03] (incre-
mental) that enforces GAC on the variable-value pairs, which results in a propaga-
tion queue composed of variable-value pairs; while mddc is coarse-grained [LBH03]
(non-incremental) that enforces GAC on the constraints, which results in a prop-
agation queue composed of constraints. An analog is that regularc is ﬁne-grained
like AC-4 [MH86], while mddc is coarse-grained like AC-3 [Mac77a].
3.1.1 The Filtering Algorithm for Regular Constraints
In this subsection, we review the GAC algorithm regularc introduced by Pe-
sant [Pes04]. Assume that the regular constraint is deﬁned on n variables, then
regularc enforces GAC on a layered-graph with n+ 1 layers {L0, . . . , Ln} of nodes.
The nodes of each layer correspond to the states in the automaton A, and the
arcs between nodes in the two adjacent layers corresponds to the arcs between the
corresponding states of A. The execution of regularc is composed of a two-stage
forward and backward processing.
We use an example to show how the algorithms works. Figure 3.2(a) gives
a DFA A of the regular (X , A) constraint, where X = {x1, . . . , x4} with domains
D(xi(16i64)) = {0, 1, 2}. The layered-graph is constructed initially by expanding
A from the start state q0 in a forward pass, giving the graph in Figure 3.2(b). The
nodes and arcs marked as solid are reachable from the start state q0 through a
sequence of valid values. The values corresponding to the solid arcs are treated
consistent in this pass, but may be found inconsistent in the following pass. In
the backward pass, the nodes and arcs that cannot lead to a ﬁnal state will be
removed, as DFA only recognizes the sequence of values reaching to a ﬁnal state.
In Figure 3.2(c), q0 ∈ L4 is not a ﬁnal state; thus the incoming arc of it should be
removed. The values of the removed arcs will be removed from variables' domains
if there are no other arcs with the same values that can lead to a ﬁnal state. Thus,
1 will not be removed from D(x4). The process terminates at Level L3 because
all nodes in this level can reach a ﬁnal state. After the initialization, value 1 is
removed from D(x1).
Then we introduce the value-based propagation with reference to Figure 3.2(d).
Assume that 0 is removed from D(x4), then the arcs of (x4, 0) will be removed.
The forward and backward pass update the graph using the removed arcs. The
forward pass makes q1 ∈ L4 unreachable and stops as L4 is the last layer. In the
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backward pass, q4 ∈ L3 cannot reach any ﬁnal states; thus the incoming arc (x3, 1)
of it will also be removed. As this arc is not the only out-coming arc of q2 ∈ L2,
the backward pass stops. Moreover, because (x3, 1) has another supporting arc
linking q1 ∈ L2 and q2 ∈ L3, (x3, 1) is still consistent. The propagation stops with
no inconsistent values found.
3.1.2 The Filtering Algorithm for MDD Constraints
Diﬀerent from the regularc algorithm, the GAC algorithm, mddc [CY10], for the
MDD constraint is coarse-grained. It seeks supports for the values of variables'
domains by recursively exploring MDD from the root node to the terminal node.
It keeps a data structure Si for each variable xi to remember the values ofD(xi) for
which no supports are founded. Si is initially set as the domain of xi. Once an arc
with value a ∈ Si is found to be part of a path (composed of valid values) from the
root node to the true-terminal of the MDD, (xi, a) is GAC and can be removed
from Si. The values along the path correspond to a support of (xi, a). After
updating every Si, the values left in Si are inconsistent and should be removed
from D(xi).
The mddc algorithm can be optimized from two directions. First, each node
of an MDD may have more than one parent, hence may be accessed more than
once during the exploration. Thus, the true and false semantics of each MDD
node (deﬁned in Section 2.4.4 which indicates whether the node can reach a true-
terminal or not) can be recorded and reused in mddc. As a result, when an MDD
node is accessed again, the truth of the sub-MDD rooted with this node can be
returned instantly, rather than being recursively explored again. Furthermore, the
semantics of MDD nodes can be used incrementally, which is inspired from the
following observation: an inconsistent constraint will still be inconsistent when
more variables are assigned in a CSP. For MDD, the false nodes will still be false
when more variables are assigned. This can be implemented by using the sparse
set data structure [BT93], which can give eﬃcient restoration in backtrack search.
Second, the set Si may be cleared before each path in the MDD is checked, so that
we can use a ﬂag to remember the level at and below which all the values in the
domains of the variables are consistent. This ﬂag will help save more checks when
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Figure 3.2: Illustration of regularc for the regular constraint.
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3.2 NFA-to-MDD Conversion
Since we want to investigate the performance of GAC algorithms on diﬀerent
representations, we may ﬁrst do a transformation between those representations,
i.e. convert an r-ary NFA constraint into an equivalent MDD constraint. One
approach could be to ﬁrst construct a DFA from the NFA, e.g. by using the
subset construction algorithm [Les95]. The DFA can then be traversed to generate
solutions lexicographically which are then inserted into an MDD using the mddify
construction algorithm [CY10]. However, the DFA may be exponentially larger
than the NFA, in which case a DFA minimization may be used. Note that DFA
minimization is PSPACE-hard in general [MS72].
In this section, we propose instead to convert directly from the NFA into the
corresponding MDD constraint. More precisely, given an NFA G = 〈Q,Σ, δ, q0, F 〉,
the algorithm nfa2mdd creates an MDD G′ = 〈Q′,Σ, δ, q′0, {tt}〉 such that the r-
ary constraints represented by G and G′ are equivalent. The pseudo-code of the
algorithm nfa2mdd is in Figure 3.3. The idea is to simulate the NFA [Tho68] in a
depth-ﬁrst fashion and build the MDD in a bottom-up fashion. In other words,
it combines NFA-to-DFA conversion (or subset construction) and trie-to-MDD
construction.
We ﬁrst introduce the two dictionaries cache and unique that are used in
nfa2mdd and nfa2mdd-recur. To save the NFA exploration, cache maps a pair of
〈S, i〉 to a constructed MDD node q, where S is a set of NFA states, i is the cur-
rent level of the MDD. To construct reduced MDDs, unique maps one MDD node
q's all outgoing arcs to q itself.
The execution of the main procedure nfa2mdd-recur is as follows: If the current
subset S of states of the NFA G is at depth i = r+1 (line 1), the unique ﬁnal state
tt of the MDD G′ is returned iﬀ S contains a ﬁnal state of G. This is because, by
deﬁnition, any path from the start state to a ﬁnal state corresponds to a solution
of the NFA constraint iﬀ its length is r. Otherwise (i ≤ r), the traversal continues
by visiting collective successors for every a ∈ Σ, the initial domain of the variable
(line 3). The recursive call returns the start state q′a of the sub-MDD. If q
′
a is
not the failure state, the pair (a, q′a) is recorded (line 5). Thus the MDD only
contains paths leading to tt (true). Now, if all successors of the states in S
lead to a dead-end, the failure state ff will be returned (line 6), which means the
current sub-MDD has no solution. Otherwise, we need to create a (new) start state
for this sub-MDD. By deﬁnition, two equivalent (sub-)MDD constraints should be
represented by the same sub-MDD, so we use unique, implemented as a dictionary,
to store all created states in the MDD. With our bottom-up construction, we
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can identify equivalent sub-MDDs easily by using E as a key (line 7). When we
cannot ﬁnd an existing state, we generate a new one (line 8) and the corresponding
transitions (line 9).
nfa2mdd(G, r)
// input: NFA G = 〈Q,Σ, δ, q0, F 〉 and arity r
begin
Q′ := ∅
initialize cache[], unique[] // dictionaries
δ′ := ∅
q′0 := nfa2mdd-recur({q0}, 1, r)
return 〈Q′,Σ, δ′, q′0, {tt}〉 // output: MDD G′
nfa2mdd-recur(S, i, r)
begin
1 if i = r + 1 then
if S ∩ F = ∅ then
return ff // failure state
else
return tt // ﬁnal state (unique)
2 q′ := cache[〈S, i〉] // dictionary lookup
if q′ 6= Null then return q′
3 E := ∅




if T 6= ∅ then
q′a := nfa2mdd-recur(T, i+ 1, r)
5 if q′a 6= ff then E := E ∪ {〈a, q′a〉}
6 if E = ∅ then
q′ := ff
else
7 q′ := unique[E] // dictionary lookup
if q′ = Null then
8 make a new state q′
Q′ := Q′ ∪ {q′} // insert new state
for 〈a, q′a〉 ∈ E do
9 δ′(q′, a) := {q′a} // insert new transitions
unique[E] := q′
10 cache[〈S, i〉] := q′
return q′
Figure 3.3: NFA to MDD construction.
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Proposition 3.1. nfa2mdd-recur constructs reduced MDDs.
Proof. According to the algorithm, one state q will be generated only when there is
no other state q′ that q and q′ have the same set of outgoing arcs. This guarantees
that no two diﬀerent states q and q′ will be generated if q and q′ are isomorphic
and the MDD being constructed is reduced.
The depth-ﬁrst traversal will implicitly enumerate an exploration tree of size
|Σ|r. To reduce the size of the traversal, we make use of caching (lines 2 and
10) to ensure that any sub-MDD will only be expanded once. In the worst case,
nfa2mdd-recur visits O(2|Q|r) NFA states. This is also the maximum number of
slots in cache. However, the cache size can be smaller, thus trading time for
space. Note that if we convert an NFA into a DFA using subset construction the
time complexity will be O(22|Q|) since the DFA will have at most O(2|Q|) states.
Given an NFA G = 〈Q,Σ, δ, q0, F 〉 and arity r, the runtime and space com-
plexities of nfa2mdd are given as follows:
Proposition 3.2. The worst-case time complexity of nfa2mdd is O(|Q|2 · |Σ| ·
min{2|Q| · r, |Σ|r+1}).
Proof. In each call of nfa2mdd-recur, the caching operations on cache and unique
take O(|Q|) and O(|Σ|) time respectively. Every set union at line 4 can take
O(|Q|2) time. The last term accounts for the maximum number of recursive calls:
(1) each subset of Q is at most visited r times, and (2) the generation tree has
O(|Σ|r) non-leaf nodes.
In practice, the use of caching may signiﬁcantly reduce the runtime.
Proposition 3.3. The worst-case space complexity of nfa2mdd is O(max{2|Q| · |Q| ·
r, |Σ|r · |Σ|}).
Proof. (1) for cache, the maximum number of slots is O(2|Q|r) and for each slot,
the key S takes O(|Q|) space in the dictionary entry, and (2) for unique, the MDD
size is in O(|Σ|r) and same as cache, each slot takes O(|Σ|) space.
To reduce this high memory requirement, we can trade time for space and
restrict the number of entries in cache and/or unique. In the latter case, the
resulting MDD may not be reduced and has more nodes, i.e., it may contain
equivalent sub-MDDs.
Proposition 3.4. The output MDD G′ is in the worst case r times larger than
the DFA equivalent to the input NFA G, but it is exponentially smaller than the
DFA in the best case.
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Proof. For the worst case, suppose nfa2mdd is run on a DFA equivalent to G.
Since nfa2mdd-recur visits every DFA state at most r times, there will be at most
r MDD states created for each DFA state. For the best case, consider an NFA
that represents the regular expression {0, 1}∗0{0, 1}n. The equivalent DFA has 2n
nodes; whereas, for any ﬁxed r > n, the corresponding MDD has r + 1 states,
which represents the constraint (xr−n = 0) ∧
∧r
i=1 xi ∈ {0, 1}.
Thus, we suggest that the size of a DFA and MDD are not comparable with
an NFA.
3.3 Maintaining GAC on NFA Constraints
There are a number of approaches to enforce GAC on an NFA constraint. In this
section, we propose an algorithm which generalizes the mddc algorithm [CY10] for
MDD constraints to enforce GAC on NFA or DFA constraints. Figure 3.4 shows
the algorithm nfac, which enforces GAC on an r-ary NFA constraint represented
by an NFA G = 〈Q,Σ, δ, q0, F 〉. The nfac algorithm can be applied to a constraint
represented in NFA, DFA or MDD, as a DFA or an MDD is a special case of an
NFA.
Throughout the execution, for each xi, nfac keeps a set Ei of values in the
domain of xi which have no support (found yet). The function nfac-recur traverses
G recursively and updates E1, . . . , Er on the ﬂy. Line 13 then removes for each
variable all values that have no support from its domain.
The function nfac-recur works as follows: If the current state q is at depth
i = r + 1 (line 14), Yes is returned iﬀ q is a ﬁnal state of G. This is because, by
deﬁnition, any path from the start state to a ﬁnal state corresponds to a solution
of the NFA constraint iﬀ its length is r. Otherwise (i ≤ r), the traversal continues
for every a ∈ dom(xi) (line 16) and every q′ ∈ δ(q, a) (line 17). In the case of
a DFA or MDD, the set δ(q, a) only contains one state for a DFA so the loop at
line 17 will only be executed once.
Then if nfac-recur returns Yes , we will remove a from Ei because (xi, a) has at
least one support. Line 18 and 19 terminate the (outermost) iteration as soon
as every value in every domain of xi, xi+1, . . . , xr has a support. This is called
the early-cutoﬀ optimization and it avoids traversing parts of the explored graphs.
At last the function returns st, which is Yes if the current sub-NFA constraint is
satisﬁable and No otherwise.
Proposition 3.5. When nfac-recur terminates, the value a ∈ Ei iﬀ the assignment
(xi, a) has no support.
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nfac(G)
// enforce GAC on the constraint ΦrG(x1, . . . , xr)
// represented by the NFA G = 〈Q,Σ, δ, q0, F 〉
begin
11 clear(cache)
//dictionary for i := 1 to r do
Ei := dom(xi) // no value has support yet
12 ∆ := r + 1
nfac-recur(q0, 1, r) // update E1, . . . , Er
for i := 1 to ∆− 1 do
13 dom(xi) := dom(xi) \ Ei // Ej = ∅ for all j ≥ ∆
nfac-recur(q, i, r)
begin
14 if i = r + 1 then




15 st := cache[〈q, i〉]
if st 6= Null then return st
st := No
16 for a ∈ dom(xi) do
17 for q′ ∈ δ(q, a) do
if nfac-recur(q′, i+ 1, r) = Yes then
st := Yes
Ei := Ei \ {a}
18 if i+ 1 = ∆ and Ei = ∅ then
∆ := i
go to line 20
19 if i ≥ ∆ then
go to line 20
20 cache[〈q, i〉] := st
return st
Figure 3.4: nfac and nfac-recur.
Proof. As discussed above, all values a that have supports are removed from Ei.
The use of caching at lines 15 and 20 guarantees nfac-recur traverses each sub-
NFA at most r times. The entries in cache are emptied by the procedure clear
(line 11). To make nfac incremental during search, we can implement cache with
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the sparse set data structure used in mddc [CY10].
Given an NFA G = 〈Q,Σ, δ, q0, F 〉 and arity r, we have the following results
on the runtime and space complexity of nfac.
Proposition 3.6. The time complexity of nfac is O(|δ| · r).
Proof. With caching, each state in G is visited O(r) times, and the two for-loops
at line 16 traverse each outgoing edge of the state at most once (operations on
cache takes O(1) time [CY10]).
Proposition 3.7. The space complexity of nfac is O(|δ| + |Q| · r) if the cache is
maximal.
Proof. The ﬁrst term corresponds to the number of transitions in G and the second
term gives the space requirement for cache (each entry in cache takes O(1) space
[CY10]).
However, if the cache has a ﬁxed size, the space complexity becomes O(|δ|). This
suggests a possible tradeoﬀ between time and space by tuning the maximum size
of cache.
3.4 Experiments
Our implementations are in C++. The MDD construction with nfa2mdd is im-
plemented with the STL library for convenience. As STL is not so eﬃcient, we
can expect that the runtime can be further improved but still the trends from
the experiments below are clear. We implement nfac in Gecode 3.5.0 as it has
an eﬃcient implementation of regularc [Pes04]. The cache implementation in nfac
follows [CY10]  using a sparse set [BT93] (for fast incrementality). Experiments
were run on an Intel i7/960 @3.20GHz with 12G RAM on 64-bit Linux. We use
FSA Utilities 6.276 [vN], implemented in Prolog, to do the NFA generation and
dk.brics.automaton [Bri], implemented in Java, to do DFA determinization and
minimization.
We want to investigate time-space tradeoﬀs, so that the benchmarks need to:
(i) have suﬃcient variation in size between NFA, DFA and MDD representations;
and (ii) be suﬃciently hard with the chosen search heuristic so that we are able
to adequately exercise the GAC algorithms. Existing benchmarks do not meet
our goals, e.g. structured problems do not have variant sizes. We thus chose to
generate hard random CSPs for these goals using NFA constraints. We generate
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NFA DFA MDD
Benchmark #instances size det size min size size
nfa-34-40-3-18 14 25 1005 843 4976
nfa-50-30-5-11 14 30 15287 15031 11617
nfa-36-30-5-15 9 40 48908 38479 123473
nfa-60-30-7-10 14 30 40865 40290 27766
nfa-57-30-7-12 12 30 39915 39790 81400
nfa-54-30-7-15 11 30 41018 40113 195927
Table 3.1: Sizes of NFA, DFA and MDD constraints in the benchmarks. The
number of CSP instances in each group is given by #instances.
NFAs using FSA Utilities having deterministic density1 around 1.1 or 1.2 which
gives a constraint tightness following model RB [XL00, XBHL05] and we found
these to take suﬃcient runtime to exercise the GAC algorithms. Half of the states
in Q are chosen as ﬁnal states to prevent the DFA/MDD from being small.
We generated 74 CSP instances in 6 diﬀerent groups. The groups are named
using the notation nfa-c-v-d-r where c is the number of constraints, v is the number
of variables, d is the size of domain and r is the constraint arity2. The sizes of
NFA, DFA, MDD are made to be diﬀerent to investigate the space-time tradeoﬀs
adequately, and to avoid any bias to diﬀerent representations. The average size
of a single NFA and DFA constraint (in number of states) and MDD constraint
(in number of nodes) is given in Table 3.1. The det size column gives the size
of the DFA constructed from the NFA and the min size column gives the size
after minimizing the DFA. To illustrate the size diﬀerence, one CSP instance in
nfa-54-30-7-15 has 1620 NFA states and 13K transitions in the NFA CSP; while
the DFA CSP has 2.2M DFA states and 15.9M transitions; and the MDD CSP
has 11M nodes and 76M edges. Moreover, the tightness of this instance is 0.657,
which indicates that if this CSP is represented by positive table constraints, the
tables will include 87 trillion tuples totally3.
First, we investigate the performance of our nfa2mdd algorithm. Table 3.2(a)
gives the average construction time of DFA and MDD CSPs from the respective
NFA CSP instance. The time to initialize the NFA CSP instance itself is small
because the number of states is at most 40 and can be eﬀectively ignored. A
DFA CSP can be built from the NFA CSP, e.g. using subset construction, the det
1Deterministic density of an NFA is deﬁned as |δ||Q||Σ| . If the deterministic density is 2, the
equivalent DFA is expected to be exponentially larger [Les95]. However, the resulting constraints
are loose and the random CSPs turn out to be easy to solve.
2The arity of the constraints is usually the same in the randomly generated CSP benchmarks




Benchmarks det time min time n2m time det2m time min2m time
nfa-34-40-3-18 0.6 0.6 1.0 0.4 0.4
nfa-50-30-5-11 24.0 72.0 16.8 6.8 6.4
nfa-36-30-5-15 66.0 534.7 83.9 58.4 56.5
nfa-60-30-7-10 115.9 556.9 69.6 34.2 33.0
nfa-57-30-7-12 108.4 522.1 113.3 60.6 60.0
nfa-54-30-7-15 103.8 517.7 182.6 119.5 115.3
(a) construction time (seconds)
nfac-init nfacc nfacrc regularc
Benchmarks NFA DFA MDD NFA DFA MDD NFA DFA MDD init DFA
nfa-34-30-3-18 0 0 0.1 7.1 5.4 5.6 15.5 28.9 23.0 0.1 19.6
nfa-50-30-5-11 0 1.3 1.0 11.5 10.6 8.0 26.9 116.0 32.3 1.8 73.0
nfa-36-30-5-15 0 2.7 6.7 54.7 66.5 54.6 132.9 1445.8 577.7 5.1 643.4
nfa-60-30-7-10 0 6.3 4.6 40.3 44.9 32.0 103.5 638.4 169.9 8.1 445.8
nfa-57-30-7-12 0 6.0 13.1 75.0 90.9 72.9 192.7 1524.7 576.2 7.9 855.6
nfa-54-30-7-15 0 5.8 31.0 88.7 123.4 112.5 220.6 (5 out) (4 out) 8.5 1249.2
(b) solving time (seconds)
Table 3.2: (a) Average construction time of DFA and MDD CSPs ; and (b) Average
solving time of NFA, DFA, MDD and Gecode Regular CSPs (timeout is 3600s).
time column. The DFA constraints in the DFA CSP can also be minimized, the
min time column. There are several ways of building an MDD: (i) from the NFA
CSP to an MDD CSP using nfa2mdd on the NFA constraints, the n2m column;
(ii) from the non-minimized DFA CSP to an MDD CSP using nfa2mdd on the
DFA constraints, the det2m column; and (iii) from the minimized DFA CSP to
an MDD CSP, the min2m column. The total construction time for an MDD CSP
from each of the above ways is: (i) just n2m; (ii) det time+det2m; and (iii) det
time+min time+min2m. In our benchmarks, directly constructing the MDD
from the NFA is the fastest in most of the cases. Even constructing the DFA
from the NFA takes signiﬁcant time. Minimizing the DFA in these benchmarks
is too costly except for small instances. Later we compare construction time with
solving time to understand the tradeoﬀs better.
Secondly, we evaluate the eﬃciency of nfac to understand the space-time trade-
oﬀs for enforcing GAC on the well known NFA, DFA and MDD representations.
We use a static variable ordering max-deg that selects the variable with maximum
degree and a lexicographic value ordering lexico in solving all of the CSP instances
to ensure the search space remains the same. Table 3.2(b) gives the solving run-
time averaged over the CSP instances in a group. The nfac-init column shows
the time to initialize and load a previously constructed CSP instance. The nfacc
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column gives the time to solve the CSP using the nfac algorithm with the early-
cutoﬀ optimization while nfacrc is without the optimization. Neither of the sets of
timings include the initialization time which is already given.
Before we investigate the space-time tradeoﬀs, we ﬁrst evaluate the eﬀect of
early-cutoﬀ [CY06], which helps to avoid traversing parts of the graphs in Ta-
ble 3.2(b). We see that the early-cutoﬀ optimization is eﬀective in reducing the
GAC time signiﬁcantly across the board between NFA, DFA and MDD. The op-
timization is more eﬀective for DFAs and MDDs. regularc is also slower than
nfac(nfa) and nfac(mdd) even without the early-cutoﬀ optimization.
Figure 3.5 shows the detailed space-time tradeoﬀs for each problem instance.
The notation nfac(X) denotes the nfac algorithm with early-cutoﬀ on representa-
tion X. The Y-axis shows the speedup for the indicated label, a ratio > 1 means
that nfac(nfa) is faster than nfac(dfa) or nfac(mdd). The X-axis shows the ratio
in the size of the input representation compared to the NFA. We see that when
the size ratio increases (for dfa/nfa > 1000 and for mdd/nfa > 3000); enforcing
GAC using nfac on the NFA is faster than on the DFA or MDD. This shows that
nfac(nfa) will be more eﬃcient than nfac(dfa) and nfac(mdd) (and also mddc) when
the size of DFAs and MDDs are large. We also show a similar comparison between
nfac(mdd) and nfac(dfa) (the  label, asterixed as the denominator is diﬀerent).
It also shows a similar trend, nfac(dfa) can be faster than nfac(mdd) as long as the
size of the DFA is relatively small.
Figure 3.6 does a similar comparison of nfac(nfa) with the Gecode regularc. The
dashed and solid lines denote that the runtime of regularc is 10X and 1X of nfac
(nfa) respectively. Note that the area above solid line (y=x) indicates regularc
(dfa) is slower than nfac (nfa), and above dashed line (y=20x) indicates regularc
(dfa) is at least 20X slower. We see that regularc is slower than nfac(nfa). Once the
size of the DFA becomes large, the size ratio > 1300, regularc is about one order
of magnitude slower. If we compare nfacrc(mdd) with regularc, even without the
early-cutoﬀ optimization, it is still faster than regularc except on the benchmark
group nfa-34-30-3-18, which has the smallest DFA size of all the benchmarks.
Since construction time is signiﬁcant, we also compare the total time = con-
struction time + solving time, but not counting initialization time. We have not
included initialization time simply to avoid I/O from the CSP loading, though it
might be even worse if it is included for large sizes. Figure 3.7(a) shows that for
the DFA and MDD representations, the construction time is not only signiﬁcant,
but in most cases, exceeds the solving time (above the y=x diagonal). Note that
nfac(nfa) is not in the diagram since the other representations are constructed





















































Figure 3.6: Regular compared with NFA versus input DFA size.
construction and input representation. It adds nfac(nfa) back into the comparison.
We see that now under the total time metric, nfac with NFA outperforms almost

































































Figure 3.7: (a) shows the construction time versus runtime for diﬀerent original
input representations but ignoring initialization time; and (b) shows the total
time ignoring initialization time across all benchmark instances. For an NFA, the
construction time is 0, and the total time is nfac (nfa).
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3.5 Conclusion
The regular constraint is an expressive and useful global constraint. There are
many input representations to deﬁne a regular constraint, the most well known and
natural ones being NFA, DFA and MDD. In this chapter, we propose a new GAC
algorithm, nfac for the regular constraint, which can enforce GAC on a constraint
given in NFA, DFA and MDD directly. We also give a direct MDD construction
algorithm to convert from NFA constraints to MDD constraints.
The motivation for investigating diﬀerent representations is to understand bet-
ter the time and space tradeoﬀs when the CSP is large in one representation but
smaller in another. We investigate the tradeoﬀs for CSPs with variations in size
ratio between all three representations. We show that the direct conversion to an
MDD constraint from an NFA representation can be done more eﬃciently than
through the DFA. Although it is common to minimize the DFA, it may be too
costly when the DFA is large and the savings in size may not be suﬃcient. It turns
out that using an NFA representation not only saves space (which may be signiﬁ-
cant) but also the total runtime (factoring in construction, initialization and solv-
ing time). Thus, it is a bit unexpected that unlike the usual space-time tradeoﬀs,
where optimization mutually exclusive for either time or space, here nfac(nfa) can
save both space and time. However, when the problem size is smaller, nfac(mdd)
(or the mddc propagator) is faster but at the cost of increased space over an NFA.
We also show the importance of the early-cutoﬀ optimization originally shown in
the mddc and STR2 [Lec11] GAC algorithms. We also found that the regular prop-
agator using layered graphs was slower than nfac with all input representations





GAC Algorithms for Grammar
Constraints
For constraint programming, expressing constraints is useful. The two well known
formal language constraints, the regular and the grammar constraints, can express
complicated patterns, which are useful for many problems to simplify the mod-
elling process. The problems using such speciﬁc and complex patterns include the
scheduling, rostering, and sequencing. For example, the forklift scheduling prob-
lem [GS12] can be modelled with one grammar constraint and some regular con-
straints. Moreover, these formal language constraints may be potentially useful in
analysis, veriﬁcation and automatic testing on the programs which manipulates
strings [HFPZ13].
The formal language constraints can also specify other global constraints via
an automaton or a grammar. The regular constraint requires that a sequence of
variables takes values from the regular language speciﬁed by an NFA or a DFA.
The grammar constraint speciﬁes that the string of values are from the context-free
language deﬁned by a context-free grammar. Since the relation of any ﬁnite do-
main global constraint can be treated as a regular language, any global constraint
can be represented by an automata or a grammar.
In this chapter, we extend the nfac algorithm to grammarc, which enforces GAC
on grammar constraints deﬁned in Greibach normal form (GNF). We experiment
with real and artiﬁcial CSPs with varying structure and input representation sizes.
Similar to nfac, we ﬁnd out that the representations can also signiﬁcantly aﬀect
the eﬃciency of grammarc. Speciﬁcally, grammarc becomes faster with a smaller
GNF. We ﬁnd that the cache structure of grammarc can help a lot in some CSPs
but for others it is just an overhead, because the cache for grammarc is based on a
string instead of a single state like nfac.
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4.1 Overview of Existing GAC Algorithms
In this section, we review the existing GAC algorithms for grammar constraints.
They are all based on the Cocke-Younger-Kasami (CYK) parser for context-free
grammar (CFG) in Chomsky normal form (CNF)1. The CYK parser constructs
a dynamic programming table V , where each entry Vi,j stores non-terminals that
can generate a substring starting from position i with length j. In the rest of this
chapter, table V and the entry Vi,j always refer to the above. Although the worst
case time complexity of the CYK parser to parse a string of length n is O(n3|G|),
this parser is still eﬃcient in practice. Thus, several propagation algorithms or
approaches based on the CYK parser have been proposed to enforce GAC on the
grammar constraints.
4.1.1 The CYK-prop Algorithm
The grammar constraint was ﬁrst proposed by Quimper and Walsh [QW06], and
Sellmann [Sel06]. The GAC algorithm is based on the CYK parser, and thus we
call it CYK-prop algorithm. CYK-prop requires that the entry Vi,j in table V only
includes the non-terminals that can produce a substring from the domains of the
corresponding variables xi, xi+1, . . . , xi+j−1 and this substring can be extended to
a solution of the constraint. The principle of CYK-prop is to seek supports for the
domain values by deriving all the possible strings through constructing table V .
The ﬁltering process includes two phases: a bottom-up phase creating Vi,j
and a top-down phase pruning Vi,j. In the bottom-up phase, Vi,j includes the
non-terminals that can result in a substring with domain values, but there is no
guarantee that all the non-terminals are reachable from the start symbol. The start
symbol S is the only non-terminal in V1,n, where n is the number of variables, as
a grammar can only start parsing a string from S. Thus, in the top-down phase,
CYK-prop starts from V1,n and prunes the non-terminals, which cannot be reached
by S, from Vi,j. As a result, the inconsistent values without supports will be
removed from the domains.
We give a brief discussion on the execution of CYK-prop in Example 4.1. Fig-
ure 4.1 shows the corresponding table V for the CFG constraint in Example 4.1
after propagation. Overall, the time complexity of CYK-prop is O(n3|G|), where n
is the number of variables and |G| is the size of the grammar in CNF.
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Figure 4.1: The dynamic programming table V of CYK-prop for the grammar con-
straint.
Example 4.1. Consider the CFG G = (V, T, P, S) in Figure 2.4(b), whose start
symbol is S, non-terminals are V = {S,A,B,C}, terminals are T = {0, 1, 2}, and
productions are
S → C A | BB
A → AA | 0 | 1
B → BB | 2
C → 0
Assume we have a CFG constraint grammar(G,X ) deﬁned on G and variables
X = {x1, x2, x3} with D(xi(16i63)) = {0, 1, 2}. The table representation for the
constraint c(x1, x2, x3) is the 5 tuples {000, 001, 010, 011, 222}.
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Figure 4.1(a) and Figure 4.1(b) give the table V after the bottom-up creating
and the top-down pruning of CYK-prop respectively. The arcs represent the pro-
ductions. The starting end corresponds to the non-terminal in the left hand side,
and the ending end corresponds to the non-terminal or terminal in the right hand
size. The two outgoing arcs of a non-leaf node are connected if they are for one
production. Note that the arcs are not part of table V and are only given for this
explanation.
To show the propagation of CYK-prop, we explain the removal of value (x1, 1)
from D(x1), which is originally in the domain (Figure 4.1(a)) but will be found
not GAC after the propagation (Figure 4.1(b)). Recall that Vi,j stores the set of
non-terminals which can generate substrings starting at position i with length j. In
the bottom-up phase, we ﬁnd out that the non-terminal A has production A → 1,
which suggests that A should be put into V1,1. This is because that A might generate
the value (x1, 1), which is originally in the domain of x1. However, the top-down
phase detects that A ∈ V1,2 and A ∈ V1,1 cannot be reached from S ∈ V1,3, so A is
removed from V1,2 and V1,1, and then 1 is removed from D(x1). As a result, D(x1)
becomes {0, 2}. There is no further pruning on D(x2) and D(x3).
Later an incremental version of CYK-prop was introduced by Kadioglu and
Sellmann [KS08] and recently the incremental CYK-prop was improved by He et
al. [HFPZ13]. We skip the details of the incremental CYK-prop algorithm here and
discuss the improved one [HFPZ13] later in Section 4.1.4.
4.1.2 The AND/OR Decomposition
The AND/OR decomposition proposed by Quimper and Walsh [QW07] is also
based on table V of the CYK-parser, in which table V is converted into a directed-
acyclic graph (DAG) with AND/OR nodes (called AND/OR graph). To be more
speciﬁc, the OR nodes correspond to the non-terminals in Vi,j of table V , while
the AND nodes correspond to the productions A → BC such that A ∈ Vi,j and
B ∈ Vi,k, C → Vi+k,j−k for some k. The AND and OR nodes are arranged into
alternating layers. The leaf OR nodes corresponds to the values that can be
derived from the associated non-terminals.
Figure 4.2 shows the AND/OR graph corresponding to the example table V
in Figure 4.1. AND/OR nodes can be translated into a SAT formula with literals
representing the values. For example, by traversing the graph in Figure 4.2, we can
derive the SAT formula below (only the leaf nodes have corresponding literals):
(x1 = 0 ∧ (x2 = 0 ∨ x2 = 1) ∧ (x3 = 0 ∨ x3 = 1))
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x1 = 2 x2 = 2 x3 = 2
Figure 4.2: The AND/OR graph corresponds to the table V in Figure 4.1.
∨
(x1 = 2 ∧ x2 = 2 ∧ x3 = 2)
∨
(x1 = 2 ∧ x2 = 2 ∧ x3 = 2)
We may also associate literals for the non-leaf OR nodes and compose the
SAT formula layer by layer. In the original method [QW07], each OR node has
one literal. The overall time complexity of this decomposition method is also
O(n3|G|) as the time to construct the table V and propagate the SAT formula are
both O(n3|G|).
4.1.3 The Reformulation
Katsirelos et al. [KNW09] proposed to reformulate a grammar into an automata
and then use regularc to do propagations. It was shown by experiments that the
reformulation can improve the runtime when the resulting automata is not large.
The reformation is also based on the table V of the CKY parser. We give a brief
introduction on this method here. For more details, please see [KNW09, Nar11].
The reformulation is composed of three steps. First, once the table V is
constructed, the grammar is transformed into an equivalent one of which non-
terminals from diﬀerent Vi,j are treated diﬀerently, so that the new non-terminals
are associated with i, j to indicate the Vi,j where they are from. The terminals
are also associated with labels i to indicate the positions in a derived string. The
new productions are introduced for the new non-terminals according to the table
V . For example, the grammar for the table V in Figure 4.1 is transformed into
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Ai,1 → 0i | 1i Bi,1 → 0i Ci,1 → 0i
In fact, the new grammar is an acyclic one, and the new productions correspond
to the implied arcs in table V . Then in the second step of the reformulation, the
acyclic grammar is converted into a pushdown automaton. Finally in the third
step, the pushdown automaton is transformed into an NFA and then determinized
and minimized into a DFA.
Note that in the ﬁrst step, the reformulation needs O(n3|G|) time to construct
the table V and transform the acyclic grammar. Then in the third step, the
NFA to DFA conversion may blow up the size of the automaton. Moreover, DFA
minimization is PSPACE-hard in general [MS72]. Thus, this reformulation method
suﬀers from the limitation that the transformed automata cannot be too large.
4.1.4 The CYK-inc Algorithm
Recently, He et al. [HFPZ13] proposed to optimize the incremental CYK-prop al-
gorithm [KS08] in two directions. One optimization is to encode the supports,
which will be explained later, in a more space-eﬃcient fashion. The other is to
maintain counters for the supports and decreases the counters incrementally like
AC-4 [MH86]. We call this revised incremental algorithm CYK-inc. Their experi-
ments show that their algorithm can be more eﬃcient (up to 18X faster) than the
original incremental CYK-prop algorithm [KS08] and (up to 7X faster than) the
reformulation method [KNW09] on the scheduling problems.
Informally speaking, in CYK-inc, for each non-terminal A in Vi,j, the produc-
tions W → AB or W → BA along with the incoming arcs implied in the table V
are treated as high-supports and the productions A→ BC along with the outgoing
arcs are treated as low supports. For example, in Figure 4.1, S → BB is the high
support of B ∈ V1,2, while B → BB is the low support of B ∈ V1,2. There are no
high supports for S ∈ V1,n, where n is the number of variables.
The ﬁrst optimization [HFPZ13] is based on the observation that the low sup-
ports and high supports can be shared by the diﬀerent copies of one non-terminal
in the same level of the table V . For example, in Figure 4.1, the low supports of
B ∈ V1,2 and B ∈ V2,2 are both B → BB; thus such supports only need to be
stored once for the two B. In fact, it is encoded so that one non-terminal's all
copies in one layer share the same low-supports and the same superset of all high-
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supports with the assumption that all of the variables have the same domains.
Therefore, the space for the supports is reduced from O(n3|G|) to O(n2|G|).
The second optimization maintains a counter for each non-terminal in Vi,j.
During propagation, once a value is removed from a variable's domain, the table
V will be traversed ﬁrst bottom-up and then top-down to update the support
counters of the non-terminals. At the end, once some values' high support counter
reaches zero, the value is found inconsistent. We remark that this two-phase
propagation is similar to that in regularc.
In the following section, we propose our propagation algorithm, grammarc, on
the grammar constraints. Since CYK-inc is shown to be more eﬃcient than the
incremental CYK-prop and reformulation [HFPZ13], we compare grammarc with
CYK-inc and report the results in Section 4.3. In the same section, we also include
the results from [HFPZ13], so that we can have comparison between grammarc and
the other algorithms.
4.2 Extension of nfac to Grammar Constraints
We notice that the existing propagation algorithms for the grammar constraints
are all based on the CYK parser which requires that the CFGs are in Chomsky
normal form. In this section, we propose a diﬀerent algorithm, which extends the
nfac algorithm to enforce GAC on the grammar constraints with CFGs in Greibach
normal form (GNF). As deﬁned in Chapter 2, GNF requires that all productions
are of the form A → aα where A is a non-terminal, a is a terminal and α is
a (possibly empty) sequence of non-terminals. Note that any CFG G can be
converted into an equivalent G′ in GNF whose worst case size is O(|G|3) if G has
no chain productions [BK97], and converted into a G′′ in CNF whose worst case
size is O(|G|2) [HU79].
Our algorithm grammarc is shown in Figure 4.3. The main diﬀerence with nfac
is that the cache (line 27 and line 33) is based on a sequence of non-terminals, i.e.
α and β are two sequences of non-terminals. The early-cutoﬀ optimization in nfac
also applies (line 31 and 32). We use the following notation: |α| is the number
of symbols in α; head(α) and tail(α) are the ﬁrst symbol and the sub-sequence of
α following the ﬁrst symbol respectively; and ++ is the concatenation of the two
sequences.
The grammarc algorithm calls grammarc-recur by passing the start symbol S of
CFG. At line 24, once grammarc-recur reaches the last level r + 1, Y es will be
returned if α is an empty string as the current explored path deﬁnes a support of
the constraint. At line 25, if α becomes empty before grammarc-recur reaches level
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r+1, No will be returned, as the current explored path can only generate a string
with less than r terminals. Similarly, at line 26, due to the arity of the constraint,
if the non-terminals left in current string are more than the terminals needed, the
recursive traversal can be returned earlier with No (since every non-terminal in
GNF generates at least one terminal).
In fact, we may return even earlier by considering the possible string length
of each non-terminal. Suppose before grammarc-recur, we have computed the
minimum and maximum length of the strings that can be derived from each
non-terminal A, denoted by minLength(A) and maxLength(A), then during
grammarc-recur, we can maintain the minimum and maximum length for the








To use this minimum or maximum length, we can revise grammarc by introduc-
ing a minimum-length variable minL and a maximum-length variable maxL, and
initialize them to be minL = minLength(S) and maxL = maxLength(S). Then
we can add a check on minL and maxL against the arity r between line 26 and
line 27, so that No can be returned earlier if minL is larger than r or maxL is
smaller than r. Certainly, when the current non-terminal sequence α is updated
at line 30, both minL and maxL need to be updated. This indicates that minL
and maxL should be updated in each grammarc-recur between line 29 and line 30,
thus there may be a tradeoﬀ of using minL and maxL, meaning that minL and
maxL may only speed up grammarc when they can save enough exploration of the
grammar. We will refer to this as length optimization later in this chapter.
Then we propose a second optimization which is based on the observation that
grammarc can be easily revised so that the CFGs may not be in Greibach normal
form, but with the only requirement that the ﬁrst symbol on the right hand side
of each production is a terminal. We refer to the CFGs with such productions
as `revised GNF'. Compared with the standard GNF, this revised GNF may have
fewer number of non-terminals and productions. For example, all the appearance
of the non-terminals A whose productions are of the form A→ a can be replaced
by a, and the productions A→ a can be removed. To have grammarc work on the
revised GNF, we can add the code of Figure 4.4 into Figure 4.3 before line 28,
and then put the code from line 28 to line 32 into the else clause. With such
revision, grammarc-recur can save the loops of domain values checks at line 28 and
the production checks at line 29.
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grammarc(G)
// enforce GAC on the constraint grammar(G, (x1, . . . , xr)) with G in GNF
begin
21 clear(cache)
for i := 1 to r do
Ei := dom(xi) // no value has support yet
22 ∆ := r + 1
grammarc-recur(S, 1, r) // S is the start non-terminal in G, update E1, . . . , Er
for i := 1 to ∆− 1 do
23 dom(xi) := dom(xi) \ Ei // Ej = ∅ for all j ≥ ∆
grammarc-recur(α, i, r)
begin
24 if i = r + 1 then




25 if α is empty then
return No
26 if |α| > r − i+ 1 then
return No
27 st := cache[〈α, i〉]
if st 6= Null then return st
st := No
28 for a ∈ dom(xi) do
29 for head(α)→ aβ do
30 if grammarc-recur(β++tail(α), i+ 1, r) = Yes then
st := Yes
Ei := Ei \ {a}
31 if i+ 1 = ∆ and Ei = ∅ then
∆ := i
go to line 33
32 if i ≥ ∆ then
go to line 33
33 cache[〈α, i〉] := st
return st
Figure 4.3: grammarc and grammarc-recur.
We again remark that grammarc inherits the early-cutoﬀ optimization from nfac
with no diﬀerence, but this is not the case for cache. In grammarc, the cache is
based on a sequence of O(r) non-terminals, thus the operations on cache is at
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if head(α) is a terminal then
if head(α) ∈ D(xi) then
if grammarc-recur(tail(α), i+ 1, r) = Yes then
st := Yes
Ei := Ei \ {a}
if i+ 1 = ∆ and Ei = ∅ then
∆ := i
go to line 33
if i ≥ ∆ then




line 28 to line 32
Figure 4.4: The pseudocode for length optimization in grammarc.
least O(r), instead of O(1) in nfac. Moreover, suppose the grammar G has |V |
non-terminals, then the cache table can have O(|V |r ∗ r) entries, which in fact
correspond to the nodes in the explored graph. This suggests that grammarc may
be more sensitive to the size of the input representations and hence have greater
overhead than nfac and mddc.
4.3 Experiments
We evaluate the performance of grammarc and compare it with CYK-inc on two
scheduling problems and a series of random CSPs. We thank He et al. [HFPZ13]
for sharing their implementation of CYK-inc in Gecode and the benchmarks. To
compare CYK-inc and grammarc fairly, we also implement our grammarc in Gecode
(version Gecode 3.7.3.). As in nfac, the cache of grammarc also uses the sparse
set [BT93]. The mapping from a sequence of non-terminals to a key in cache is
based on the GNU implementation of hash_map.
For the experiments, we use the revised GNF as introduced in Section 4.2.
Since the grammars in our experiments are not very large, we chose to implement
a simple converter based on Algorithm 2.14 in Hopcroft and Ullman's book [HU79].
The modelling for the two scheduling problems in Section 4.3.1 and Section 4.3.2
not only includes grammar constraints, but also the global-cardinality constraints and
the regular constraints, for which we use the propagators implemented in Gecode.
We ran experiments on an Intel i7/960 @3.2GHz with 12G RAM on 64-bit
Linux and set the solving time limit to be 1 hour.
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4.3.1 The Shift Scheduling Problem
The shift scheduling problem [DPR06] is to allocate n workers to a number of
activities, so that each activity has a minimum number of workers working on it
at time t. Besides working on some activity ai, the workers can have a break b, a
rest r, or a lunch l during one day's time. The scheduling for one worker in a day
must satisfy the following constraints:
 A worker must perform one activity ai continuously for at least one hour;
 A worker cannot switch activities without a break b or a lunch l;
 A worker can take rest before all activities start or after all activities end;
 A part-time worker P must work for at least 3 hours but less than 6 hours
a day, and have a 15 minutes break b;
 A full-time worker F must work for at least 6 hours and at most 8 hours a
day, and have a 1 hour lunch l, a 15 minutes break b before lunch and after
lunch;
 For one worker, the activities before and after a break or a lunch can be
diﬀerent;
 When all activities are not started in a day, only break b, rest r, and l can
be arranged to the workers.
Since the minimum time unit is 15 minutes for the break, one day can be divided
into 96 time slots and each time slot has 15 minutes. The scheduling for one worker
can be modelled by grammar constraints on the following CFG and 96 variables
whose domains are {ai, b, l, r} (representing the actions that can be performed by
workers in a time slot) [QW07].
S → RF R | RP R F → P LP
P → W b W W → Ai
Ai → ai Ai | ai L → l l l l
R → r R | r
Note that this grammar does not limit the number of time slots for F , P and W .
We can have additional constraints to restrict this:
 The string derived by F has length between 30 and 38;
 The string derived by P has length between 13 and 24;
 The string derived by Ai has length greater than 3;
Lastly, we post the global-cardinality constraints for the minimum number of workers
on each activity at time t. We search for the ﬁrst solution, and use the same
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heuristic that selects the variables with minimum domain size and the second-
largest value [HFPZ13, KS08].
Table 4.1 lists the solving runtime of all the instances. The column a and w
give the number of activities and workers, and the columns '#nodes' and '#props'
give the number of search nodes and the number of propagations for grammar
constraints. Our runtime is under the columns grammarc and CYK-inc with the
faster one in bold (independent from the right part of the table). Since CYK-inc
was already compared with the incremental CYK-prop and the reformulation ap-
proach [HFPZ13], we reproduce their experimental results in the right part of
table 4.1 with the fastest one in bold (this is independent from our runtime in the
left part of the table). Their runtime is given under the columns CYK-inc (denoted
by G++ in [HFPZ13]), the reformulation (denoted by DFAG++ in [HFPZ13]), and
the incremental CYK-prop (denoted by G in [HFPZ13]). Since we are using diﬀer-
ent machines to compose the experiments, we only use their results to estimate
the relational diﬀerence between grammarc and the incremental CYK-inc or the re-
formulation approach. We underline the runtime from [HFPZ13] which can be
faster than grammarc (by comparing the runtime ratio over CYK-inc). In addition,
we report 0 when the runtime is less than 0.001s.
From the experimental results, we ﬁnd out that grammarc is much faster than
CYK-inc, the reformulation approach, and the incremental CYK-prop on most of
the instances, except for the instance 1-10. For this instance, the runtime ratio
of grammarc over CYK-inc is 0.27, while the runtime ratio of the reformulation
approach over CYK-inc is 0.17, which suggests that the reformation approach gives
a better speed up over CYK-inc.
4.3.2 The Forklift Scheduling Problem
The forklift scheduling problem introduced by Gange and Stuckey [GS12] is to
schedule the actions of a forklift so that a set of items can be moved from the
source stations to the destination stations. Let I be the set of items i, S be the
set of stations s, and n be the number of actions taken by the forklift. The actions
for a forklift are:
loadi: the forklift loads item i from current station;
unloadi: the forklift unloads item i to current station;
moves: the forklift moves to station s from current station;
idle: the forklift stays idle.
An item could be loaded or unloaded at any station, but in a last-in-ﬁrst-out
(LIFO) order. The forklift can only be idle when all the items are moved to
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Table 4.1: The runtime (in seconds) for the shift scheduling problem.
benchmarks search tree size our runtime runtime from [HFPZ13]






1-1 1 1 11 438 0 0.04 0.24 0.49 3.93
1-2 1 3 133 2123 0.03 0.18 0.9 3.78 12.98
1-3 1 4 349 5790 0.06 0.35 1.68 4.10 19.49
1-4 1 5 95 1836 0.03 0.24 1.18 2.41 20.53
1-5 1 4 71 1332 0.02 0.18 0.92 1.75 16.32
1-6 1 5 76 1567 0.03 0.22 1.17 2.01 20.17
1-7 1 6 3623 56635 0.42 1.72 7.87 2.97 47.48
1-8 1 2 57 1005 0.01 0.10 0.52 3.59 8.47
1-9 1 1 19 460 0 0.04 0.22 0.80 3.94
1-10 2 7 12699 209988 1.40 5.11 23.31 4.02 100.94
2-1 2 2 46 1414 0.03 0.17 0.93 1.69 15.97
2-5 2 4 83 2208 0.04 0.17 1.02 3.15 16.41
2-6 2 5 89 1801 0.04 0.20 1.35 2.94 21.57
2-7 2 6 258 5847 0.07 0.25 1.97 2.63 32.03
2-8 2 2 1046 28691 0.14 0.38 2.86 7.75 24.09
2-9 2 1 35 1249 0.01 0.70 0.63 4.11 11.03
2-10 2 7 4690 100007 0.51 1.88 7.64 7.82 53.90
the destinations. Therefore, the action of the forklift can be modelled using the
following grammar:
S → W | W I
W → W W | moves | loadi W unloadi
I → idle I | idle
To prevent the case that one item is loaded from and then unloaded to the same
station, a regular constraint can be deﬁned for each item to enforce that the item
i must be moved from one station to another. The problem also deﬁnes the cost
for the actions, such that each moves action takes cost 3, each loadi or unloadi
action takes cost 1, and idle takes cost 0. The forklift problem was originally
modelled as an optimization problem, but can also be a satisﬁability problem.
The optimization model is to schedule the n actions of a forklift so that the total
cost is minimized, while the satisﬁable model is just to schedule the n actions
without considering the total cost.
We run our experiments with both of the optimization and satisfaction models.
In particular, for the satisﬁable model, we search for the ﬁrst solution. We use the
heuristic which selects the variables with minimum domain size and the smallest
value [HFPZ13]. We also investigate the eﬀect of GNF size on grammarc. Table 4.2
gives the size of the grammars in diﬀerent forms, where |S| is the number of
stations, |I| is the number of items, and n is the number of maximum actions that
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Table 4.2: The grammar size of the forklift scheduling problem.
benchmarks grammar size |G|
|S| |I| n Original CNF GNF-Small GNF-Large
3 4 15-20 35 66 172 288
3 5 16-18 39 76 201 337
4 5 17-18 41 80 218 366
can be performed by the forklift. For the instances with the same |S| and |I|, the
grammar is the same, thus the instances with diﬀerent n are put into one row.
In the `grammar size |G|' columns, `Original' is the size of the original grammars,
`CNF' is the size of the Chomsky normal form, `GNF-Small' is the size of the small
GNF, which is transformed manually, `GNF-large' is the size of the larger GNF,
which is generated by the GNF converter.
Figure 4.5 shows the runtime of grammarc and CYK-inc on solving the ﬁrst solu-
tion and the optimization solution on small GNF. Fewer instances are solved under
the optimization model due to the one-hour timeout; thus Figure 4.5b has less dots
than Figure 4.5a. The runtime is given along Y-axis in log scale. Now we ﬁnd
out that grammarc is much slower than CYK-inc on all the instances, and the gap
becomes even larger as the number of actions (the arity of the grammar constraints)
increases. It is interesting to note that CYK-inc's runtime is more stable when n
becomes larger, while grammarc's runtime increases. One reason may be the dif-
ference between the two algorithms during GAC maintaining process: CYK-inc is
an incremental algorithm, so that the propagation may only update a small part;
while grammarc is not (although cache gains a limited form of incremental), mean-
ing that many parts of the explored graphs may need to be reconstructed during
the propagation. This is a complex tradeoﬀ since the incremental algorithm has its
own costs. Another observation is that He et al. [HFPZ13] show that the runtime
of the incremental CYK-prop is on average 5X of CYK-inc, which indicates that the
non-incremental grammarc could also be slower than the incremental CYK-prop.
In Figure 4.6, we investigate the eﬀect of GNF size on grammarc. Figure 4.6(a)
and Figure 4.6(b) give the runtime for the ﬁrst solution and the optimization solu-
tion. We notice that more than 50% of the runtime can be saved when the GNFs
are switched from the large ones to the small ones. Like the conclusion from Chap-
ter 3, this observation again illustrates that constructing smaller representations















































































































Figure 4.6: The runtime of grammarc on small and large GNF.
4.3.3 Random CSPs
The random CSPs are from the CSP solver competition2 which were generated to
evaluate the performance of GAC algorithms for table constraints. In particular,
the rand-3-20-20 benchmarks and the mdd-half benchmarks are the hard CSPs fol-
lowing Model RB/RD [XBHL05] and are used in many related works to investigate
the performance of GAC algorithms, such as mddc [CY10] and STR2 [Lec11].
These CSPs were originally represented by positive tables. To use grammar
constraints, we ﬁrst transform the table representations into MDDs using the
2available at http://www.cril.univ-artois.fr/CSC09),
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method introduced by Cheng and Yap [CY10], and then convert the MDDs into
grammars in GNF. For the transformation from MDDs to GNF, we can associate
one non-terminal for each MDD node and one production for each arc in the MDD.
For example, the arc with labelling a from node A to node B corresponds to a
production A→ aB. The root node of MDD corresponds to the start non-terminal
S. Since the productions are all of the form A → aB or A → a, such GNF can
be converted into CNF easily by replacing the non-terminal a in A→ aB by the
any non-terminal C such that C → a. As a result, the GNF, CNF and MDD has
similar structure and about the same size.
Figure 4.7 compares the runtime of grammarc with CYK-inc, as well as mddc
with CYK-inc. The grammarc uses cache but not the length optimization, as it is
obvious that the length optimization will not help to save any exploration due to
the grammar constraints. In the two ﬁgures, the x-axis gives the actual runtime
of grammarc and mddc, and the y-axis gives the runtime ratio of CYK-inc over
grammarc or mddc. To make the graph easy to see, the x-axis is in log scale. The
two horizontal lines (in green color) in the two sub-ﬁgures give a baseline of the
runtime ratio, i.e., in Figure 4.7(a), the line indicates that the runtime of CYK-inc
is equal as the runtime of grammarc. In ﬁgure 4.7(b), the line indicates that the
runtime of CYK-inc is 12X of mddc.
We see from the ﬁgures that CYK-inc can be up to 18X slower than grammarc
and 90X slower than mddc. The results of mdd-half benchmark are not included
in the graph, as only one instance mdd-half-23 (out of 16 instances) is solved by
CYK-inc within 1 hour, but grammarc solves 5 instances and mddc solves all. For
this particular instance, the runtime of CYK-inc 56X of grammarc and 250X of mddc.
We notice that although the GNFs for grammarc are almost the same as the MDDs
for mddc, grammarc is still around 5X slower than mddc on average, which can be
seen from Figure 4.7(a) and Figure 4.7(b) indirectly. The mapping from the pair
〈S, i〉 to an index value of cache may be one of the reasons for the slow down,
where the sequence of non-terminals S only includes one terminal for these special
CSPs. We also experiment grammarc with and without cache, and we ﬁnd out
that grammarc without cache can save 40% runtime on average compared with the
one with cache. This suggests that there exists some tradeoﬀs for grammarc using
cache, for some problems, cache is just an overhead, while for others, cache is
quite useful. Like the shift scheduling problem, if we turn oﬀ the cache, most of
the instances cannot be solved within 1 hour.
In addition, for rand-5-12-12 and rand-10-20-10 CSPs, Figure 4.7(a) (Fig-
ure 4.7(b)) shows that the runtime gap between CYK-inc and grammarc (mddc)




































































(b) mddc vs. CYK-inc
Figure 4.7: The comparison between grammarc/mddc and CYK-inc.
oﬀs within the incremental and non-incremental propagations. Lastly, we remark
that although the random CSPs are ﬁrst converted into MDDs and then into
grammars in GNF and CNF, which makes the grammars acyclic and large, our
experiments are still useful to compare grammarc and CYK-inc, as we may conjec-
ture that grammarc may be more applicable than CYK-inc when the grammars are
very compact.
4.3.4 Summary of Experiments
We experiment with grammarc and CYK-inc on shift scheduling problem, forklift
scheduling problem, and random CSPs. The results show that grammarc can be
faster than CYK-inc on shift scheduling problems and random CSPs, while CYK-inc
can be faster than grammarc on forklift scheduling problem. The reasons for the
runtime diﬀerence are complex, such as the incremental and non-incremental prop-
agations, the size of the input representations, etc. We also investigate the eﬀect
of the length optimization and the use of cache and ﬁnd that they are not always
needed in practice. Lastly, we remark that using some small representations can
save the solving time signiﬁcantly.
4.4 Conclusion
The grammar constraints are useful with a number of real applications, such as
the scheduling and rostering problems. Many approaches for grammar constraints
have been proposed, and most of them are based on the dynamic programming
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CYK-parser requiring the grammars in Chomsky normal form. In this chapter, we
introduce a diﬀerent GAC algorithm, which extends nfac or mddc, for the grammar
constraints deﬁned on grammars in Greibach normal form. We compare our al-
gorithm with the state-of-the-art one CYK-inc [HFPZ13] on two real life problems
(also used by He et al. to evaluate CYK-inc [HFPZ13]) and randomly generated
benchmarks. We show diﬀerent tradeoﬀs on diﬀerent benchmarks, i.e. grammarc is
faster on shift scheduling problem, but slower on forklift scheduling problem. We
conjecture that the incremental and non-incremental properties of GAC algorithms
may be one of the reasons. Moreover, by tuning the GNF size, we again show that
the representations are signiﬁcant for the eﬃciency of a speciﬁc algorithm. This
is what we want to emphasize in this thesis.
We have studied the formal language constraints deﬁned on NFAs, DFAs, CFGs
in CNF and GNF, and even MDDs in this and previous chapters. All these
representations can be seen as some form of graph representations. In the following
chapter, we will move to the table representations and investigate some compact




Optimizing STR with Compressed
Tables
Table constraints are the most general form of ﬁnite domain constraints where a
table deﬁnes the solutions (or non-solutions) of the constraint. Two state-of-the-
art GAC approaches for non-binary table constraints, simple tabular reduction
(STR) [Ull07, Lec11, LLY12] and mddc [CY10], incorporate some form of com-
pression. In particular, STR uses dynamic compression which compresses the
table during search by removing invalid tuples. Tables can also be compressed
with the Cartesian product representation, which was used before in the con-
text of symmetry breaking and nogood learning [FM01, KB05]. It was applied to
compress table constraints and has shown to improve the GAC-allowed [BR97]
algorithm [KW07].
In this chapter, the advantages of diﬀerent compression representations are in-
vestigated. We investigate the compression of a table constraint using the Carte-
sian product representation for the tuples, which we call c-tuple(s), to gain a static
compression of the table. Dynamic compression in STR, on the other hand, com-
presses by reducing the table size by tabular reduction [Ull07] during search. How-
ever, it is unclear how the static and dynamic compression interplay and change
the beneﬁts between each other. Several recent papers [GHLR13, JN13, GHLR14],
which will be reviewed in Section 5.2, focus on this problem and propose diﬀerent
ways to compress tables, before applying STR on the compressed representations.
For example, Gharbi et al. [GHLR13] revised STR to be able to work on com-
pressed tables where common sub-tuples are replaced by a single symbol. However,
their preliminary experiments showed the revised algorithm to be only competitive
with STR1 [Ull07], but slower than STR2 [Lec11]. Ideally we want a compression
scheme for STR where the overall beneﬁts can outweigh the runtime costs.
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Our objective in this chapter is to return to the simple idea of Cartesian prod-
uct compression and investigate whether the static and dynamic compression ap-
proaches for GAC can be eﬀectively combined on table constraints. We extend the
STRx (STR2 [Lec11] and STR3 [LLY12]) algorithms to handle the compression
tuples, called c-tuples [KW07]. We evaluate the static and dynamic table com-
pression through experiments on random and structured CSPs. Our experiments
show that c-tuples can compress most of the problems. Moreover, when there is
a reasonable amount of static compression, the compression algorithms, STR2-C
and STR3-C are faster than STR2 and STR3 respectively. They also inherit the
underlying properties of STR2 and STR3.
In the following two sections, we review the existing STR algorithms, as well
as the revised STR on various compressed tables.
5.1 Overview of STR Algorithms
In this section, we review the STR algorithms, STR1 [Ull07], STR2 [Lec11] and
STR3 [LLY12]. Full details can be found in the corresponding original papers.
For readers familiar with the algorithms, this section can be skipped. The simple
tabular reduction (STR) principle was ﬁrst proposed by Ullmann [Ull07] to enforce
GAC on table constraints. The principle is to maintain the table of valid tuples
dynamically, i.e. once a tuple is found to be invalid, it will be removed from
the table, and will not be considered again as the search goes deeper. In this
way, the table shrinks during search as invalid tuples are found, thus dynamically
compresses the tables. Upon backtracking, the removed tuples can be added back
to the table.
All STR algorithms use the STR principle. To diﬀerentiate, the original STR
algorithm [Ull07] is called STR1, while the optimized STR proposed by Lecoutre
is called STR2 [Lec11]. STR2 has been shown to be one of the state-of-the-art
GAC algorithms for non-binary table constraints [Lec11]. Later, STR3 [LLY12]
was introduced to maintain GAC (MGAC) on a diﬀerent table representation of
which each variable-value pair is mapped to its set of tuples.
5.1.1 STR1
The algorithm of STR1 is given in Figure 5.1 with two sub-functions deﬁned
in Figure 5.2 and Figure A.2. Before we show the execution of STR1, we ﬁrst




34 for each variable xi ∈ scp(C) and xi /∈ past(P ) do
gacValues[xi] ← ∅
35 k ← 1
while k ≤ currentLimit[C] do
index← position[C][k]
τ ← table[C][index]
36 if isValid(C,τ) then
for each variable xi ∈ scp(c)| /∈ past(P ) do
if τ [xi] /∈ gacV alues[xi] then
37 gacV alues[xi]← gacV alues[xi] ∪ {τ [xi]}
k ← k + 1
else
//switch tuples and decrease currentLimit[c] by 1
38 removeTuple(c, k, curLevel)
39 for each variable xi ∈ Ssup| /∈ past(P ) do
D(xi)← gacV alues[x] //update the domain of xi
if D(x) = ∅ then
return false;
40 return true
Figure 5.1: STR1 algorithm [Lec11].
 gacV alues[xi] stores the consistent values of xi, initialized as an empty set.
The domain of xi will be updated with gacV alues[xi] at the end of STR2.
 position[c][k] is the index of the current tuple in c. The actual swap of
invalid and valid tuples is done on this index table.
 currentLimit[c] remembers the current position of the last valid tuple in c.
 levelLimit[c][l] records the value of currentLimit[c] at each search level l.
 past(P ) is the set of instantiated variables.
 curLevel is a global variable for the current search level.
During the execution of STR1, gacV alues[xi] are ﬁrst initialized to be empty
at line 34, and later updated with the GAC values found by STR1. Between
line 35 and line 40, the validity of the tuples in the current table is checked. The
function at line 36 checks the validity of each tuple using function isV alid(), which
is straightforward as shown in Figure 5.2. If the tuple is found to be valid, its
values will be used to update gacV alues[xi] (line 37), otherwise this tuple will be
removed from current table by function removeTuple() (line 38). Once the table
is fully traversed, D(xi) is updated by gacV alues[xi], and false will be returned




for each variable xi ∈ scp(c) do
if τ [xi] /∈ D(xi) then
return false
return true;
Figure 5.2: The validity test of tuples [Lec11].
removeTuple(c:constraint, k:tuple position, curLevel:current search level)
begin





43 currentLimit[c]← currentLimit[c]− 1
Figure 5.3: Remove invalid tuples [Lec11].
restoreTuple(c:constraint, l:search level to be restored)
begin
if levelLimit[c][l] 6= −1 then
currentLimit[c]← levelLimit[c][l]
levelLimite[c][l]← −1
Figure 5.4: Restore invalid tuples [Lec11].
In function removeTuple() (Figure A.2), If levelLimit[c][curLevel] is −1 (ini-
tial value), it will be updated by currentlimit[c] (line 41) to store the position
for the last valid tuple before propagation, so that when the search backtracks to
level l, the table can be restored using levelLimit[c][l] within O(1) time, as shown
in Figure A.2. Between line 60 and line 61, the invalid tuple is swapped with the
last valid tuple, and then the currentLimit[c] is decreased by 1.
We use Example 5.1 to show the data structures and the execution of STR1.
Example 5.1. The table constraint c(x1, x2, x3, x4) in Figure 5.5(a) is deﬁned
previously in Example 2.3 with domains D(xi(16i64)) = {0, 1, 2}.
 Figure 5.5(b) shows the initial values of the data structures.
 Figure 5.5(c) shows the case when 0 is removed from D(x2) by other con-
straints at the root node (curLevel = 0). The tuples τ0 to τ3 in c become
invalid and are swapped to the end of the table. levelLimit[c][0] = 8 which
remembers the position of the last valid tuple, then currentLimit[c] = 4.
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 When search goes deeper to level 1 with x1 instantiated to be 0, as in
Figure 5.5(d). τ8 becomes invalid, levelLimit[1] is set to be 4, and
currentLimit[c] is decreased by 1.
 In Figure 5.5(e), when the search backtracks to level 1, currentLimit[c] = 4,
which is set by the value stored in levelLimit[c][1], then levelLimit[c][1] is
set to be −1. Note that then there is no need to update position[c].
 Lastly, when the search backtracks to the root node, currentLimit[c] = 8 and
levelLimit[c][0] = −1 .
5.1.2 STR2
STR2 was introduced with two optimizations on top of STR1, both of which
aim at saving the value checks. Since STR2 is a revision, we only explain the
optimizations below, instead of giving the details of the STR2 algorithm which
can be found in Appendix A.1.
The ﬁrst optimization is that while checking the validity of a tuple, the vari-
ables whose domains are not changed since the constraint's last invocation can
be skipped. Let us consider our running example of table constraint c shown
in Figure 5.5(a) with all tuples being valid. The domains of the variables are
D(x1) = {0, 2}, D(x2) = D(x3) = D(x4) = {0, 1, 2}. Assume value 2 is removed
from D(x1) at some time, but the domains of x2, x3, and x4 have not changed since
the last invocation of c, thus when checking the validity of all of the tuples (τ0 to
τ8), there is no need to check the values of x2, x3, and x4 against the domains, as
they are deﬁnitely in the domains. As a result, τ8 is found invalid and removed
from the table.
The second optimization is that when updating gacV alues[xi], the variables
whose domains are already found consistent can be skipped. In the previous
example, after τ8 is removed, the domains are updated to D(x2) = D(x3) =
D(x4) = {0, 1}. Now assume value 1 is removed from D(x2), then after τ0 is
found valid, gacV alues[x1] is the same as D(x1), thus, there is no need to update
gacV alue[x1] any more when τ1, τ1, and τ3 are found valid.
STR2 [Lec11] was shown among the state-of-the-art GAC algorithms for non-
binary table constraints. In the experiments, STR2 can be two times faster than
STR1 on both random and structures CSPs, and was found to be complementary
with mddc, i.e. mddc is faster than STR2 when the CSPs can be compressed by
MDD well and vice versa.
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index x1 x2 x3 x4
τ0 0 0 0 0
τ1 0 0 0 1
τ2 0 0 1 0
τ3 0 0 1 1
τ4 0 1 0 0
τ5 0 1 0 1
τ6 0 1 1 0
τ7 0 1 1 1
τ8 2 2 2 2
(a) table constraint
position[c] levelLimit[c]




















(c) after removal of (x2, 0) at root node
position[c] levelLimit[c]









(d) after the removal of (x1, 2) at level 1
position[c] levelLimit[c]









(e) after backtracks to level 1
position[c] levelLimit[c]









(f) after backtracks to level 0
Figure 5.5: Examples for STR1.
5.1.3 STR3
STR3 [LLY12] is a ﬁne-grained table reduction based GAC algorithm, which uses
a diﬀerent table representation from STR1 and STR2. Conceptually, in the STR3
representation, each variable-value pair is mapped to its set of tuples. Unlike
STR2, STR3 only maintains GAC (MGAC) on the converted representation, thus
the initial GAC can be enforced by any GAC algorithm. STR3 has the property
of being path-optimal, i.e. each element of a table is traversed at most once along
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index x1 x2 x3 x4
τ0 0 0 0 0
τ1 0 0 0 1
τ2 0 0 1 0
τ3 0 0 1 1
τ4 0 1 0 0
τ5 0 1 0 1
τ6 0 1 1 0
τ7 0 1 1 1
τ8 2 2 2 2
(a) table constraint
x1 x2 x3 x4
0 {τi|0 6 i 6 7} 0 {τi|i ∈ {0, 1, 2, 3}} 0 {τi|i ∈ {0, 1, 4, 5}} 0 {τi|i ∈ {0, 2, 4, 6}}
1 ∅ 1 {τi|i ∈ {4, 5, 6, 7}} 1 {τi|i ∈ {2, 3, 6, 7}} 1 {τi|i ∈ {1, 3, 5, 7}}
2 {τ8} 2 {τ8} 2 {τ8} 2 {τ8}
(b) Equivalent table
Figure 5.6: The table representation of STR3.
a search path [LLY12],
Note that, in many benchmarks, STR2 is still faster than STR3 due to the
overheads of STR3 even though STR3 is supposed to be better. Another repre-
sentative path-optimal ﬁne-grained GAC algorithm is (G)AC-4 [MH86, MM88],
which has a theoretical optimal worst case time complexity, but is slower than
AC3 which is not optimal. However, (G)AC-4 is a standalone algorithm, which
is hard to be integrated with M(G)AC due to its high potential backtrack cost.
Furthermore, the initialization phase of (G)AC-4 is expensive, while STR3 allows
freedom of using any other GAC algorithms, like mddc or STR2.
Figure 5.6(b) shows the equivalent table representation of STR3 for our running
table constraint example. The original table is given again in Figure 5.6(a). In
the equivalent table used by STR3, the index of each tuple is projected into all
variable-value pairs which belong to the tuple. For example, τ8 is projected to
(xi∈{0,1,2,3}, 2); and (x1, 0) has 8 indexes {τi|0 6 i 6 7}, as (x1, 0) is included in all
of the 8 tuples.
Since the STR3 algorithm is complex, we only summarize some ideas here.
For the details of the algorithm, please refer to Appendix A.2 and the original
paper [LLY12]. For each constraint c, row(c, x , a) represents the set of tuples
belonging to (x, a) in the equivalent table. row(c, x , a) is associated with a cursor,
denoted by row(c, x , a).cur , to separate the untested and invalid tuples. Initially,
assume no invalid tuples are in the equivalent table, row(c, x , a).cur points to the
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last index of row(c, x , a). Besides, each tuple τ is accompanied with a dependent
list dep(τ) of variable-value pairs which treat τ as a valid support. STR3 works
as follows. Once a value (x, a) is removed, every unchecked tuple τ ∈ row(c, x , a)
before the cursor will be checked. If τ is already invalid, there is no need to update
its dependent list. Otherwise, τ is set to be invalid, then a new support should be
found for each (y, b) ∈ dep(τ). If a second support τ is found, (y, b) can be shifted
to dep(τ), otherwise (y, b) is inconsistent and then removed.
For example, in Figure 5.6(b), assume value 2 is removed from D(x1), then τ8
becomes invalid, and all the other variable-value pairs that depend on τ8, including
{(x2, 2), (x3, 2), (x4, 2)}, are found to be inconsistent, as no other supports can be
found for them.
5.2 Overview of STR Algorithms on Compressed
Table Representations
Recently, many variants of STR have been proposed to work on various com-
pact table representations, so that STR can beneﬁt from the compression. This
is also the idea of our algorithms, which will be introduced in Section 5.4 and
Section 5.5. Before that, in this section, we ﬁrst brieﬂy review three revised STR
algorithms with diﬀerent form of table compression. For details, please refer to
the original papers. To diﬀerentiate from the STR algorithms on non-compact
table representations, we name these algorithms STRx-C, where `x' corresponds
to the underlining compact representations, and `-C' indicates that the algorithms
are based on compressed tables.
5.2.1 STRm-C
Gharbi et al. [GHLR13] propose to compress tables by replacing the frequent
pattern, i.e. a subsequence of consecutive values, into one symbol and then modify
STR1 to enforce GAC on the compressed table. They call the subsequence motif,
thus we name their revised STR algorithm to be STRm-C. Figure 5.7 shows their
compressed table and the motifs for our running example. To compress the table
more, the motif does not have to be based on the same variables. For example, in
Figure 5.7(b), τ2, τ4 and τ5 are all compressed with µ1 (representing 010), but the
corresponding variables are diﬀerent.
STR1 can be applied to the motif compressed table without changing it too
much. Checking the validity of the tuples now implies checking the validity of
motifs. The validity of the motif for the same variables can be stored and reused,
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index x1 x2 x3 x4
τ0 0 0 0 0
τ1 0 0 0 1
τ2 0 0 1 0
τ3 0 0 1 1
τ4 0 1 0 0
τ5 0 1 0 1
τ6 0 1 1 0
τ7 0 1 1 1
τ8 2 2 2 2
(a) table constraint









τ8 2 2 2 2
(b) compressed table with
motifs
index motifs
µ0 0 0 0
µ1 0 1 0
µ2 0 1 1
(c) motifs
Figure 5.7: The motif compressed table of STRm-C.
which brings a potential speedup of STRm-C over STR1. For example, when
STR1 checks the validity of τ4 in Figure 5.7(b), the validity of µ2 is determined.
Next, when STR1 comes to τ5, since the validity of µ2 is determined, several value
checks can be saved by skipping µ2. More speciﬁcally, an additional data structure
stamp[c][µ][vars] with two ﬁelds stamp[c][µ][vars].T and stamp[c][µ][vars].V is
used to store the validity of the motif under diﬀerent variables. The ﬁeld T
indicates the time of the last validity check, and the ﬁeld V keeps the validity of
the motif. Thus when checking the validity of a motif µ for some variables, STRm-
C ﬁrst checks the ﬁeld T . If stamp[c][µ][vars].T does not equal to the current time,
meaning that the validity of µ is not determined, STRm-C will check and store the
validity of µ into stamp[c][µ][vars].V . Otherwise, the validity of µ can be fetched
from stamp[c][µ][vars].V and reused.
According to the experimental results [GHLR13], STRm-C does not give com-
petitive results. STRm-C can be faster than STR1, but slower than STR2. This
may be due to the fact that (1) the table compression from the motif is not enough
and as a result the beneﬁt cannot outweigh the cost; and (2) their revision is based
on STR1, instead of the optimized STR2. In our observation, two optimizations
by which STR2 improves over STR1 can be integrated into STRm-C. It is unclear
if the authors are aware of this as they do not report on STR2.
5.2.2 STRsl-C
Since the consecutive patterns, motifs, do not show beneﬁts [GHLR13], Gharbi et
al. relax their condition of `consecutive' and propose a diﬀerent approach to com-
press tables [GHLR14]. In fact, the tables are `sliced' according to the patterns,
that each pattern is associated with a sub-table. In order to get better compres-
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sion, a data mining algorithm based on the construction of frequent-pattern tree
(FP-Tree) [HPY00] is employed. STR2 is revised to enforce GAC on the sliced
tables, and we call this revised STR2 algorithm, STRsl-C.
Figure 5.8(b) shows an example for the sliced table of STRsl-C, together with
the original table in Figure 5.8(a). The table is sliced into four parts with three
patterns (x1 = 0 ∧ x3 = 0), (x1 = 0 ∧ x2 = 0), (x1 = 0 ∧ x2 = 1) plus the
corresponding sub-tables, and a normal tuple. Such a pair of pattern and sub-
table (µ, T ) is deﬁned as an entry [GHLR14]. Therefore, STR2 is revised to
dynamically maintain a table of valid entries. The validity of an entry is deﬁned
below.
Valid entry. An entry (µ, T ) is valid iﬀ µ
⊗
T has at least one valid tuple.
Informally speaking, An entry is valid iﬀ its pattern is valid and at least on sub-
tuple of the sub-table is valid.
We show the execution of STRsl-C using an example.
Example 5.2. As in Figure 5.8(b), suppose at the beginning D(x1) = {0, 2},
D(x2) = D(x3) = D(x4) = {0, 1, 2}, then at some time 0 is removed from D(x2)
and we check the validity of each entry
 The 1st entry is valid, as the tuples (x1 = 0 ∧ x3 = 0)
⊗
(x2 = 1 ∧ x4 = 0)
and (x1 = 0 ∧ x3 = 0)
⊗
(x2 = 1 ∧ x4 = 1) are valid.
 The 2nd entry is invalid, as the pattern is invalid, so there is no need to
check the values in its sub-table.
 The 3nd entry is invalid, as the pattern and the sub-tuples of the sub-table
are all valid.
 The 4th entry is also valid.
STRsh-C uses an entriesLimit (similar to the currentLimit in STR1 and
STR2) to separate the invalid entries from the valid entries, and a subtableLimit
is within the sub-tables to further separate the invalid sub-tuple from the valid
ones. Their experimental results show that STRsl-C is competitive with STR2
and STR3. To be more speciﬁc, on average, the sliced tables can save 34% space,
and STRsl-C can save 20% runtime over STR2 and 40% runtime over STR3
on MDD-half benchmarks. We highlight the results of MDD benchmarks, as
these benchmarks are also used in our experiments. Our revised STR2 gives more
improvement, see Section 5.6.1.
5.2.3 STRsh-C
In this section, we review another variant of STR2, which is able to work on
short supports [JN13]. It is called `short support', because ﬁrst they are supports
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index x1 x2 x3 x4
τ0 0 0 0 0
τ1 0 0 0 1
τ2 0 0 1 0
τ3 0 0 1 1
τ4 0 1 0 0
τ5 0 1 0 1
τ6 0 1 1 0
τ7 0 1 1 1
τ8 2 2 2 2
(a) table constraint
x2 x4
















x1 x2 x3 x4
∅
⊗
2 2 2 2
(b) the sliced table
Figure 5.8: The sliced table of STRsl-C.
composed of variable-value pairs, and second, they are short ones corresponding
to fewer variables in a constraint. To distinguish the short supports from the
normal supports, the normal supports are also called full-length support [JN13].
A literal [JN13] is deﬁned as a variable-value pair, written as x 7→ a. A literal is
valid if a is the current domain of x (D(x)). Now, we give a formal deﬁnition for
the short support, as well as the validity of it.
Short support [JN13]. A short support S for a constraint c and domains D
is a set of valid literals x 7→ a such that x ∈ scp(c), x occurs only once in S, and
every superset of S that contains one valid literal for each variable in scp(c) is a
full-length support.
Validity of short support [JN13]. A short support is valid if all of its
literals x→ a are valid, otherwise the short support is invalid.
The short support itself is a compressed representation. According to the
deﬁnition, a short support can be extended to a full-length support with all the
variables assigned to any domain value. If we use ∗ to indicate all domain values
of a variable, a short support S can be transformed into a full-length support by
adding y 7→ ∗ for all y not in S. For example, the table constraint c(x1, x2, x3, x4)
in Figure 5.9(a) with D(x1) = {0}, D(x2) = D(x3) = D(x4) = {0, 1} can be
compressed into one short support {x1 7→ 0}. However, the table constraint in
Figure 5.9(b) cannot be compression using short support representation. To ﬁnd a
short support, a greedy algorithm is used in [JN13] to compress a table into short
supports.
The validity checks of the short support is straightforward and lightweight, i.e.
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x1 x2 x3 x4
0 0 0 0
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 0
0 1 1 1
(a)
x1 x2 x3 x4
0 0 0 0
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 0
2 2 2 2
(b)
Figure 5.9: The table constraint in (a) can be compressed into one short support
{x1 7→ 0}, but that in (b) cannot.
only the literals in the short support need to be checked against the domains of
variables. Once a short support is found valid, the domain values of the variables
not in the short support are all consistent. In fact, short support is a special case of
the Cartesian product (or c-tuple which will be introduced in the following section),
but requires stricter conditions. However, only a limited number of instances are
used in the experiments [JN13]. Speciﬁcally, STRsh on the MDD-half benchmarks
was shown to able to save 47% space and 43% runtime compared with STR2. Our
revised STR2 (on c-tuples) can save 50% runtime over STR2 and 87% runtime
over STR3.
We have reviewed STR2, STR3 and the revised STR algorithms on diﬀer-
ent kinds of compressed tables. In the following sections, we will introduce our
approach for compression, as well as the revised STR2 and STR3 algorithms.
5.3 Compressing Table with C-Tuples
Diﬀerent from the previous ways to compress table, we choose a simple one, which
corresponds to the Cartesian product of a set of tuples called c-tuple [FM01,
KW07]. Here we deﬁne c-tuple, as well as the validity of c-tuple.
C-tuple [FM01, KW07]. A c-tuple τc = ({a1,1, . . . , a1,k1}, . . . , {ar,1, . . . , ar,kr})
corresponds to the Cartesian production of a set of tuples, admitting any set of
assignments that assigns one of a1,1, . . . , a1,k1 to x1, one of a2,1, . . . , a2,k2 to x2, etc.
τc[xi] denotes {ai,1, . . . , ai,ki} and τc[xi][j] denotes the jth value in {ai,1, . . . , ai,ki}.
Validity of c-tuple [FM01, KW07]. A c-tuple τc is valid on a constraint c
iﬀ ∀xi ∈ scp(c),∃ai ∈ τc[xi] such that ai ∈ D(xi); otherwise, the c-tuple is invalid.
Example 5.3. Consider our running example of table constraint (replicated in
Figure 5.10(a)). The original table representation of the constraint in Fig-
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index x1 x2 x3 x4
τ0 0 0 0 0
τ1 0 0 0 1
τ2 0 0 1 0
τ3 0 0 1 1
τ4 0 1 0 0
τ5 0 1 0 1
τ6 0 1 1 0
τ7 0 1 1 1
τ8 2 2 2 2
(a) standard table
index x1 x2 x3 x4
τc0 {0} {0, 1} {0, 1} {0, 1}
τc1 {2} {2} {2} {2}
(b) c-tuples table
Figure 5.10: An example of c-tuple.
ure 5.10(a) has 9 tuples. However, if we compress the table with c-tuples, only two
c-tuples needed, which are given in Figure 5.10(b). Now let us assume that the
current domain for the variables are D(x1) = {0}, D(x2) = D(x3) = D(x4) = {0},
the ﬁrst c-tuple τc0 is valid, because for every variable, the c-tuple has one value in
the variable's current domain. In addition, we remark that with this domain, the
standard table (Figure 5.10(a)) has 8 invalid tuples (τ1 to τ8), while the c-tuple
table has one invalid c-tuple (τc1).
Previously, c-tuples were used together with GAC-allowed [BR97] and shown
to be able to speedup GAC-allowed [KW07]. What we show is that c-tuples can
be adapted with the state-of-the-art STR algorithm. We introduce our adaptation
of STR2 and STR3 on c-tuples in the following two sections.
5.4 STR2-C: STR2 on C-Tuples
In this section, we extend STR2 to work with table constraints on c-tuples which
we call STR2-C. Like STR2, STR2-C maintains a table of valid c-tuples dynam-
ically during search. A c-tuple τc is the Cartesian product of a set of standard
tuples τ . In case of ambiguity, in the rest of this chapter, we use s-tuple to refer
to the standard tuple. Also, a c-tuple is valid if at least one of its s-tuple is valid.
We now give the extension of STR2 to c-tuples, called the STR2-C algorithm.
(details of STR2 is in Appendix A.1) Figure 5.11 shows the algorithm of STR2-C,
which enforces GAC on a table of c-tuples by checking the validity of c-tuples and
updating the GAC value sets gacV alues[]. Note that Sval and Ssup are used in
STR2 to store the variables that still need to be checked after considering the two
optimizations respectively. STR2-C identiﬁes the validity of c-tuples at line 45.






if lastPast(P ) ∈ scp(c) then
Sval ← Sval ∪ {lastPast(P )}
for each variable xi ∈ scp(c) and xi /∈ past(P ) do
gacValues[xi] ← ∅
Ssup ← Ssup ∪ {x}
if |D(xi)| 6= lastSize[c][xi]| then
Sval ← Sval ∪ {xi}
lastSize[c][xi]← |D(xi)|
44 for each variable xi ∈ Sval do
cur[xi]← 0
45 if isCtupleValid(c, τc, S
val, cur[]) then
for each variable xi ∈ Ssup do
j ← cur[xi]
46 while j < |τc[xi]| do
47 if τc[xi][j] ∈ D(xi) and τc[xi][j] /∈ gacV alues[xi] then
gacV alues[xi]← gacV alues[xi] ∪ {τc[xi][j]}
if |gacV alues[xi]| = |D(xi)| then
Ssup ← Ssup \ {xi}
j ← j + 1
k ← k + 1
else
//switch the invalid c-tuple with the last valid c-tuples and update
currentLimit[c]
48 removeCTuple(c, k, |past(P )|)
for each variable xi ∈ Ssup do
D(xi)← gacV alues[x] //update the domain of xi









for each variable xi ∈ Sval do
k ← 0
49 while k < |τc[xi]| do
if τc[xi][k] /∈ D(xi) then
50 cur[xi]← cur[xi] + 1
else
break
51 if k = |τc[xi]| then
return false
return true
Figure 5.12: The validity test of c-tuple.
invalid, it will be removed from the table; otherwise, the values belonging to the
c-tuples are used to update the domains of the variables. But unlike STR2, when
all the values belonging to a valid tuple are GAC-consistent, the valid c-tuples
may contain inconsistent values. Thus in line 47, additional value checks against
the domains must be done while updating the GAC values. In order to save some
rechecks, a cursor (index into the set of values for one variable) can be used for
each variable to separate the inconsistent values from the unchecked values. Such
cursors are stored in cur[xi] that are initialized at line 44. For each variable xi,
the cursor cur[xi] is updated at line 50 if the current value of τ [xi] is invalid in
Figure 5.12. Then the values which are already detected to be inconsistent can be
skipped at line 46 so that only the unchecked values will be checked against the
variables' domains.
Compared to STR2, the potential runtime improvement of STR2-C is due to
the fact that the compressed table may be up to exponentially smaller than the
original table. We could expect that gains in eﬃciency of STR2-C will depend on
the size of the compression table to the original table. To illustrate this, consider
the constraint in the following example
Example 5.4. Assume we have a constraint cd,r deﬁned on r variables with
D(xi(16i6r)), such that
cd,r(x1, x2, ..., xr) ≡ [
∧r
i=1 xi = {0, 1, ..., d− 2}] ∨ [
∧r
i=1 xi = d− 1]
The table representation of cd,r has (d− 1)r + 1 tuples, while the c-tuple table only
has 2 c-tuples, which are
({0, 1, ..., d− 2}, ..., {0, 1, ..., d− 2})
and
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({d− 1}, ..., {d− 1)}).
Enforcing GAC on Cd,r using STR2 takes O(rd
r) time, while using STR2-C takes
O(rd) time.
However, there is also a drawback. Unlike STR2, which keeps valid tuples,
STR2-C keeps the valid c-tuples that may still include invalid tuples. This will
bring some rechecks of values which can slow down STR2-C compared with STR-2.
5.5 STR3-C: STR3 on C-Tuples
STR3-C extends STR3 to work on c-tuples. Figure 5.13 illustrates the STR3-C
representation for our running table constraint example. The standard table and
the c-tuple table are given in Figure 5.13(a) and Figure 5.13(b) respectively. Fig-
ure 5.13(c) shows the equivalent table used by STR3, which is converted from
the standard table in Figure 5.13(a), while Figure 5.13(d) shows the equivalent
c-tuple table used by STR3-C, which is converted from the c-tuple table in Fig-
ure 5.13(b). So, STR3 works on the converted table of s-tuples and STR3-C works
on the converted table of c-tuples.
STR3-C works with c-tuples, i.e. the STR3 representation applied to the com-
pressed c-tuple form of the original table. In STR3-C, row(c, x , a) is replaced by a
set of c-tuples containing value (x, a). The dependent list is based on c-tuples, but
is still composed of the variable-value pairs. The key for STR3-C is the detection
of the validity of c-tuples. This is the main diﬀerence from STR3, as when (x, a)
is removed, the c-tuple in row(c, x , a) may still be valid.
STR3 is quite complicated, so we need to assume that readers are familiar
with the details. The details of STR3-C is given in Figure 5.14. The inv(c) in
Line 52 is the set of invalid c-tuples of constraint c implemented as a sparse set. In
the inv(c) structure, inv(c).members is the position of the last current element in
inv(c) and inv(c).dense is the invalid c-tuples array. In Line 53, comprTable is the
standard compressed table (e.g. Figure 5.13(d)) and comprTable[row(c, x , a)[k ]][x ]
returns a set values of x appearing in the c-tuple row(c, x , a)[k ]. Diﬀerent from
STR3, the standard compressed table is used to access the c-tuples. To check
the validity of the c-tuple row(c, x , a)[k ], if a consistent value belonging to the
c-tuple under variable x exists, the c-tuple is valid, so no need to update the
dependent list of the tuple. Otherwise the c-tuple becomes invalid, and will be
added into inv(c). The save() function in Line 57 and Line 58 stores the states of
inv(c).members and row(c, x , a).curr into the stack stateI and stateR respectively
for backtracking. From Line 56 to Line 59, which is the same as STR3, STR3-C
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index x1 x2 x3 x4
τ0 0 0 0 0
τ1 0 0 0 1
τ2 0 0 1 0
τ3 0 0 1 1
τ4 0 1 0 0
τ5 0 1 0 1
τ6 0 1 1 0
τ7 0 1 1 1
τ8 2 2 2 2
(a) standard table for STR2
index x1 x2 x3 x4
τc0 {0} {0, 1} {0, 1} {0, 1}
τc1 {2} {2} {2} {2}
(b) c-tuple table for STR2-C
x1 x2 x3 x4
0 {τi|0 6 i 6 7} 0 {τi|i ∈ {0, 1, 2, 3}} 0 {τi|i ∈ {0, 1, 4, 5}} 0 {τi|i ∈ {0, 2, 4, 6}}
1 ∅ 1 {τi|i ∈ {4, 5, 6, 7}} 1 {τi|i ∈ {2, 3, 6, 7}} 1 {τi|i ∈ {1, 3, 5, 7}}
2 {τ8} 2 {τ8} 2 {τ8} 2 {τ8}
(c) equivalent table for STR3
x1 x2 x3 x4
0 {τc0} 0 {τc0} 0 {τc0} 0 {τc0}
1 ∅ 1 {τc0} 1 {τc0} 1 {τc0}
2 {τc1} 2 {τc1} 2 {τc1} 2 {τc1}
(d) c-tuple equivalent table for STR3-C
Figure 5.13: The table representation of STR3.
updates the dependent list of the invalid c-tuples, and the inconsistent values will
be removed.
For example, consider a table constraint c(x1, x2, x3) = {(0, 0, 0), (0, 1, 0), (0, 2, 0),
(2, 2, 2)} with domains {0, 1, 2}. In STR3, when (x2, 0) is removed, the ﬁrst tuple
(0, 0, 0) becomes invalid. If (x1, 0) and (x3, 0) are in dep((0, 0, 0)), then (x1, 0) and
(x3, 0) will be transferred to the second or third tuple by assuming (x2, 1) and
(x2, 2) are consistent. However, for STR3-C, the ﬁrst three tuples are compressed
into one. When (x2, 0) is removed, the c-tuple ({0}, {0, 1, 2}, {0}) is still valid as
(x2, 1) and (x2, 2) are consistent, thus the dependent list will not be checked or
updated. But this c-tuple may be checked again when (x2, 1) or (x2, 2) is removed.
Similar to STR2-C, the rechecks may potentially slow down STR3-C.
The diﬀerence between STR3 and STR3-C mainly lies in the cost of detecting
the invalid tuples. STR3-C takes at most additional d value checks for each c-tuple
when checking its validity. However, as the compressed table can be exponentially
smaller than the original table, such as the constraint cd,r in Example 5.4, STR3-C
can still have runtime improvement. As STR3 collects the invalid tuples incremen-
tally, let's consider the cost for the constraint cd,r, used in previous section, along
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STR3-C(c : constraint, x : variables, a : value)
begin
52 prevMembers ← inv(c).members
53 for k ← 0 to row(c, x , a).curr do
if row(c, x , a)[k ] /∈ inv(c) then
54 checkVal []← comprTable[row(c, x , a)[k ]][x ]
for v ← 0 to checkVal [].size − 1 do
if checkVal [v ] ∈ dom(x ) then break
if v = checkVal [].size then
55 add row(c, x , a)[k ] to inv(c)
56 if prevMembers = inv(c).members then return true
57 save(c, prevMembers , stateI )
foreach i ∈ {prevMembers + 1, ..., inv(c).members} do
k ← inv(c).dense[i ]
foreach (y, b) ∈ dep(c)[k ] such that b ∈ D(y) do
p← row(c, y , b).curr
while p ≤ 0 and row(c, y , b)[p] ∈ inv(c) do p← p− 1
if p < 0 then
removeValue(y, b)
if D(y) = ∅ then return false
else
if p 6= row(c, y , b).curr then
58 save((c, y, b), row(c, y , b).curr , stateR)
row(c, y , b).curr ← p
move (y, b) from dep(c)[k ] to dep(c)[row(c, y , b)[p]]
59 return true
Figure 5.14: STR3-C algorithm.
a single search path of length m. For STR3-C, one c-tuple will become invalid
after at most r ∗ d times validity checks along a single path, and each validity
check is accompanied by at most d value checks. STR3-C will take O(rd2 + m)
time, while STR3 will take O(rdr +m) [LLY12] time for Cd,r.
5.6 Experiments
We prototype STR2-C and STR3-C in Abscon1 which has implementations of
STR2 and STR3, and was used by the original paper of STR2 [Lec11] and




Table 5.1: Statistics of the benchmarks.
Series #tuples Cr Series #tuples Cr Series #tuples Cr
rand-3-20 2944 0.138 rand-5-12-2X 24884 0.451 mdd-0.5 39850 0.13
rand-8-20 78120 0.602 rand-5-12-4X 49768 0.243 mdd-0.7 39050 0.05
rand-5-12 12442 0.684 rand-5-12-8X 99536 0.124 mdd-0.9 39050 0.015
cril 1228 0.094 ramsey-a3 24 0.25
ruler-25 238000 0.026 ramsey-a4 61 0.133
ruler-34 850000 0.019 chessColor 78 0.115
Table 5.2: Average runtime (in seconds) of the random benchmarks.
Series #instances STR2 STR2-C STR3 STR3-C
rand-3-20 20 44.7 27.6 39.7 33.7
rand-8-20 20 17.3 25.5 280.0 245.6
rand-5-12 20 30.7 54.1 9.3 11.4
rand-5-12-2X 16 12.4 15.7 8.2 8.8
rand-5-12-4X 16 89.9 59.1 60.1 43.7
rand-5-12-8X 16 1061.3 379.3 1567.2 877.3
MDD-0.5 14 436.1 212.7 1628.5 596.7
MDD-0.7 9 1040.4 172.3 1580.7 304.6
MDD-0.9 10 262.4 30.0 383.0 39.0
Similar to Chapter 3, we investigate the performance of STRx algorithms un-
der diﬀerent table compression ratios with random and structured benchmarks
given in Table 5.12. In order to have suﬃcient variation in table compression,
we also generate two more series of random CSPs. The ﬁrst is MDD-p which
generalises the mdd-half [CY10] benchmark (where p = 0.5) by building an MDD
in a post-order manner with probability p that a previously created sub-MDD is
reused. Another series is modiﬁed from rand-5-12 where the constraints have high
tightness. We now change the table size by randomly adding tuples such that
the table becomes 2X (twice), 4X and 8X the size of rand-5-12. As some tables
become quite large, half of the constraints are removed. The average table size
and table compression ratio based on various series of benchmarks are given in
Table 5.1 where Cr = #c−tuples
#tuples
.
We use dom/ddeg3 [BR96] and lexico4 as the variable and value ordering
heuristics respectively when solving the CSPs to ensure the search space is the
same [Lec11]. Table 5.2 shows the average CPU time to solve the instances of
diﬀerent groups of random CSPs (per row) with the fastest times across the four
algorithms highlighted in bold. To highlight the runtime diﬀerence between the
2Available from http://www.cril.univ-artois.fr/~lecoutre.
3Select the variables with minimum ratio of current domain size over dynamic degree during
search.



























































































































Figure 5.15: (a) and (b) shows the runtime of STRx and STRx-C for random
CSPs; (c) and (d) shows the runtime of STRx and STRx-C for structured CSPs
with a max number of search nodes. (A smaller value of Cr indicates higher
compression)
original STR and the revised STR on c-tuples, we also underline the faster one
between STR2 and STR2-C (resp. STR3 and STR3-C). The cursor optimization
is used in the STR2-C column which we found to give a small improvement (saves
around 5% runtime) on average. However, in a few instances, the added overhead
makes it slightly slower (slowdown less than 10%).
We found STRx-C, on average, is faster than the corresponding STRx algo-
rithm. In particular, for the series MDD-0.9, STR2-C and STR3-C are up to
9 times faster than STRx respectively. For the structured CSPs, most of the
problem instances take longer than the time-out limit (1 hour); Thus, we give the










































Figure 5.16: (a) shows the runtime ratio versus the compression ratio for random





















































Figure 5.17: (a) The runtime ratio of STR2/STR3 and STR2-C/STR3-C versus
the average table size during search; and (b) The runtime ratio of STR2-C/STR2
and STR3-C/STR3 versus the average table size ratio during search.
sey, chessboardColor and cril, and 10000 nodes for golombRuler (in Figure 5.15(c)
and 5.15(c)).
Figure 5.15 details the runtime of STRx and STRx-C for each instance under
diﬀerent compression ratios. The y-axis shows the runtime of STRx-C and the
x-axis shows the runtime of STRx. Note that the lower triangle indicates STRx-C
is faster, while the upper triangle indicates STRx is faster. The diagonal x=20y
indicates that the runtime of STRx is 20X of STRx-C. From Figure 5.15(a) and
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Figure 5.15(c), we see that STR2-C could be more than 20 times faster than STR2
for some instances. When the compression ratio is small enough, STR2-C becomes
faster than STR2. Thus, the more the table is compressed, the faster STR2-C gets.
Figure 5.15(b) and Figure 5.15(d) show a similar comparison between STR3-C and
STR3. We also ﬁnd out that STR3-C is faster when the compression is good (Cr
is small). However, the slowdown (resp. speedup) of STR3-C on STR3 is less than
STR2-C on STR2.
Figure 5.16 shows the relations between table compression and runtime in a
diﬀerent way. It compares the compression ratio (Cr) versus the runtime ratio
(STRx-C over STRx). The x-axis gives the compression ratio and the y-axis gives
the runtime ratio. For both random CSPs (Figure 5.16(a)) and structured CSPs
(Figure 5.16(b)), we see that when Cr decreases (tables are more compressed), the
runtime ratio of STRx-C over STRx also decreases, i.e. STRx-C is getting faster.
STR3 was shown to be faster than STR2 when table reduction does not dras-
tically reduce the table during search [LLY12]. We also investigate whether this
property is inherited by STR2-C and STR3-C. In Figure 5.17(a), the y-axis gives
the average size of the reduced tables during search (called average table size).
In Figure 5.17(b), the y-axis gives the ratio of the reduced standard tables size
over the reduced c-tupls table size during search (called average table size ratio).
As Figure 5.17(a) shows, STR3-C is also faster than STR2-C when the average
compressed table size is large. We see that among the instances, STR2 is up to
4 times slower than STR3, while STR2-C is up to 6 times slower than STR3-C.
This suggests that the diﬀerence between STR2 and STR3 is more pronounced
after compression. Figure 5.17(b) shows that STR2-C is faster when the reduced
c-tuple table (compared with the reduced standard table) is small enough, oth-
erwise STR2-C is slower than STR2. We also observed that the average table
size ratio during search of STR2-C over STR2 decreases as the compression ratio
decreases. This is reasonable as when the table cannot be compressed much, the
original table and the c-tuple table are close in size, so the table reduction during
search becomes similar. Thus, the compression ratio becomes the basic determi-
nant to the performance of the STRx-C algorithms and can be used to identify
cases when STRx-C is beneﬁcial.
5.6.1 Compare STR on C-Tuples with Other Representa-
tions
In this subsection, we discuss a comparison of STR2-C and STR3-C with the
related works in Section 5.2 based on the experimental result from the original
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Table 5.3: A comparison for STRm-C, STRsl-C, STRsh-C, STR2-C, and STR3-C.
The experimental results are from the original papers (time in seconds).






memory 147M 147M 384M 102M 0.69 0.69
search time 26.3 13.7 50.0 30.6 2.19
STRsl-C
[GHLR14]
search time 298.05 147.73 189.14 115.30 0.66 0.78
STRsh-C
[JN13]
nodes/second  365.42  639.39 0.53 0.57
(365.42/639.39)
STR2-C
search time  436.1 1628.5
212.7 0.13 0.49
STR3-C 596.7 1.37
papers (STRm-C [GHLR13], STRsl-C [GHLR14], and STRsh-C [JN13]). We
see that STR2-C can be faster than the others, and believe that c-tuples can
compress tables the most. To illustrate this, we extract the experimental results
for STRm-C [GHLR13], STRsl-C [GHLR14], STRsh-C [JN13] from the original
papers. Since MDD-0.5 instances (MDD-half) are the common benchmarks, we
only report on those instances' results in Table 5.3.
The three related papers [GHLR13, GHLR14, JN13] present results diﬀerently,
so Table 5.3 lists diﬀerent items for each STR variant. Each row gives the results
for each variant with the best value in bold. For STRm-C, the results are based on
one MDD-half instance. For the others, the results are the mean values (geometric
mean for STRsh-C) over the instances that can be solved. `' indicates that the
runtime is not given.
To compare the compression, the most fair way is to use compression ratio
(Cr). However, the compression ratio is deﬁned in diﬀerent ways in the original
papers. We ﬁrst give the deﬁnitions in the following:
 For STRm-C, only memory usage is reported, thus Cr is the memory used
by STRm-C divided by the memory used by STR2;
 For STRsl-C, Cr is the compressed table size divided by the original table
size;
 For STRsh-C, Cr is the number of short supports divided by the number of
standard tuples5;
 For STR2-C and STR3-C, Cr is the number of c-tuples divided by the num-
ber of standard tuples;
Although the compression ratio is deﬁned diﬀerently, we may still conjecture that
5Cr is originally deﬁned as the number of standard tuples divided by the number of short
supports [JN13]. Thus in Table 5.3, the original Cr for STRsh-C is 1.87(=1/0.53). For a clear
comparison, we reverse it.
77
c-tuple compresses the tables most on these instances, as its compression ratio
0.13 is much smaller than the others.
To compare the runtime, as the time (or nodes/second for STRsh-C) from the
related papers are dependent on diﬀerent machines or solvers, we cannot compare
the runtime directly. Therefore, we calculate the runtime ratio of STR∗-C/STR2
(column STR∗-C/STR2) based on their own STR times. We ﬁnd out that STR2-
C has the best speedup, 0.49, over STR2. The second is STRsh-C, then STRsl-C,
while STRm-C is 2X slower than STR2. Note that the runtime ratio of STR3-
C/STR2 is 1.37. This is because STR3 is slower than STR2 on this benchmark.
But, STR3-C is signiﬁcantly faster than STR3, and the runtime ratio is 0.37
(STR3-C/STR3).
5.7 Conclusion
Our experiments show that our STR algorithms on compressed tables are com-
petitive when the tables are compressed enough. It is quite surprising that such a
simple change in representation is eﬀective to speedup state-of-the-art algorithms.
In our experiments, as the table compression ratio drops to 25%, the STRx-C
algorithms become more eﬃcient. This illustrates that static and dynamic table
compression can cooperate well in practice even though the use of c-tuples has
the drawbacks that it reduces the amount of table reduction and has some (small)
overheads. We also show that the good properties of STR2 and STR3 can be
inherited by their compressed versions.
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Chapter 6
Factor Encoding for Higher-Order
Consistencies
Generalized arc consistency (GAC) is one of the most fundamental and well studied
notions of local consistency for constraint satisfaction problems (CSPs) due to
its simplicity and excellent performance of propagation algorithms in practice.
Domain reduction interspersed with GAC during backtrack search has become
the foremost method for solving a general CSP [SF94]. GAC on positive table
constraints, in particular, continues to receive great attention with a number of
propagation algorithms proposed [Lec11, MHD14, CY10, LLY12, GJMN07, LS06]
during recent years. These advances in turn provide a basis for many algorithms
that enforce even stronger consistencies than GAC to build on.
Janssen et al. [JJNV89] shown that a constraint network is pairwise consistent
(PWC) if and only if its dual CSP is arc consistent. PWC is a k-wise consis-
tency [Gys86] for the case where k = 2. This is one of the earlier works that
demonstrates how (G)AC can be used to achieve other types of consistencies.
Consistencies of level/order higher than GAC are also the subject of many recent
works [KWR+10, PS12, LPS13]. Speciﬁcally, MaxRPWC, PWC, and FPWC are
investigated in [BSW08, PS12, LPS13]. Many of the algorithms that enforce these
consistencies are based on extensive well-established GAC algorithms. Paparrizou
and Stergiou [PS12] extended the GACva algorithm [LS06] to enforce MaxRPWC.
Subsequently, STR2 was extended to cope with FPWC, resulting in eSTR [LPS13]
algorithm.
As another area of focus in CSPs, researchers have studied how to trans-
form non-binary constraint networks into equivalent binary constraint networks
so that the algorithms and methods from the binary case can be applied
[BCvBW02, SS05]. Two techniques emerge as a result: the hidden transforma-
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tion and the dual transformation. Both rely on the dual variable associated with
each constraint, whose domain values have a one-to-one correspondence with the
constraint's tuples. Nevertheless, the beneﬁts of the transformation diminish as
ﬁltering algorithms for non-binary CSPs get better.
In this chapter, we study changing a CSP P into a diﬀerent but "equivalent"
representation CSP P ′ . The diﬀerence lies in the constraints and variables. When
enforcing GAC on P ′, full pairwise consistency (FPWC) is enforced on P , reach-
ing both GAC and pairwise consistency (PWC). In this respect, our intention is
similar to that of the authors of [MDL14] who proposed another kind of transfor-
mation, i.e. reformulating CSPs into k-interleaved CSPs. The distinction is that
in [MDL14] the transformation is merely a way to expose PWC to GAC algorithm
so that FPWC can be enforced through GAC. Like the transformation from a non-
binary to a binary network, the k-interleaved encoding [MDL14] is based on dual
variables. But here the dual variable is included into the scope of the constraint
that it is associated with. The pruning power comes from the join of tables that
uses the dual variables as its scope so that propagation can be transmitted directly
to other constraints. However, since k-interleaved encoding uses joins of tables,
some problems become prohibitively large and the propagation on the large join
tables may be slow.
Our transformation works in a fundamentally diﬀerent way. Instead of forming
a dual variable for each constraint, we factor out commonly shared variables among
them. These variables form new (compound) variables that will be augmented to
only the constraints that are involved. For FPWC, no new constraints are created.
We extend this transformation to cover general k-wise consistency, adding new
constraints reduced from the join of k tables. Preliminary experiments show that
for FPWC our method is faster than both [MDL14] and a specialized FPWC
algorithm. For k-wise consistency where k ≥ 3, our transformation can lower the
number of nodes visited during search but it is more costly and possibly of limited
application unless the search reduction is large.
6.1 Overview of FPWC Algorithms
In this section, we review two related works. The ﬁrst one is the state-of-
the-art algorithm which enforces FPWC on CSPs directly (instead of reformu-
lation) [LPS13]. This algorithm is based on STR principles, so it is called
eSTR [LPS13]. The second is the reformulation of k-interleaved CSPs [MDL14].
Enforcing GAC on the k-interleaved (k=2) CSPs guarantees that the original CSPs
are FPWC. When k > 2, even higher consistency than FPWC can be achieved. In
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addition, a special higher-order consistency based on our factor encoding for k-wise
consistency (FKWC) is introduced in section 6.3. In fact, FKWC is not a kind of
consistency, but an encoding with new constraints from table joins strictly speak-
ing. Enforcing GAC on FKWC gives a consistency level weaker than enforcing
kWC on the original CSPs when k > 3, but at least as strong as FPWC.
6.1.1 The eSTR algorithm
In this section, we review the STR2 based algorithm eSTR for enforcing FPWC on
CSPs. eSTR is the most recent FPWC (or MaxRPWC) algorithm and has shown
to be the state-of-the-art [LPS13]. To enforce FPWC, eSTR maintains a table of
valid tuples with PW-supports in the intersecting constraints. Thus, to determine
whether a tuple should be removed or not, eSTR needs to perform two kinds of
checks. First one is the normal value checks against the domains of variables.
Second is to seek PW-supports in each intersecting constraints (with at least two
sharing variables). In fact, eSTR will only perform the second check when a tuple
passes the ﬁrst check and is found to be valid.
The eSTR algorithm is diﬀerent from STR because of the operations it uses to
seek PW-supports. The following data structures are introduced in eSTR [LPS13]
for PW-supports. These data structures are complex, thus we use Example 6.1
and Figure 6.1 to make it clear. Later, this example will also be used to explain
the execution of eSTR.
 ctr[c][cj] is an array storing the counters associated with the intersections of
ci and cj. For each subtuple τ
′ on scp(c) ∩ scp(cj) in c, ctr[c][cj][k] records
the number of valid tuples in c including τ ′. One τ ′ corresponds to one k.
Thus, the following index is used to record such k for each tuple.
 ctrIndex[c][cj] is an array of indices, such that for the mth tuple τ in c,
ctrIndex[c][cj][m] links to one position in ctr[c][cj], where the number of
valid tuples with the same subtuples as τ on scp(c) ∩ scp(cj) is stored.
 ctrLink[c][cj] is an array of indices which links to the corresponding
counter in ctr[cj][c]. ctrLink[c][cj][l] will link to ctr[cj][c][l
′] if the counters
ctr[ci][cj][l] and ctr[cj][ci][l
′] are from the same subtuple.
Example 6.1. The date structures for eSTR are shown in Figure 6.1. The two
constraints c1 and c2 intersect on variables x2 and x3. The domains of all the vari-
ables are {0, 1}. Constraint c1 has three diﬀerent sub-tuples over (x2, x3), which
are (0, 0), (0, 1), and (1, 1). Constraint c2 has two diﬀerent sub-tuples over (x2, x3),
which are (0, 0) and (1, 1). Thus, ctr[c1][c2] has 3 entries, while ctr[c2][c1] has two
entries. Each entry corresponds to one subtuple over the common variables. To
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c1 : x1 x2 x3
υ1 0 0 0
υ2 0 0 1
υ3 1 0 0
υ4 1 0 1





















































c2 : x2 x3 x4
τ1 0 0 0
τ2 1 1 0
τ3 1 1 1
Figure 6.1: The data structures of eSTR.
be more speciﬁc, ctr[c1][c2][0] and ctr[c2][c1][0] correspond to the subtuple (0, 0) of
(x2, x3). Since c1 has two valid tuples including 〈(x2, 0), (x3, 0)〉, ctr[c1][c2][0] = 2.
ctrIndex[c1][c2] stores an index for each tuple, so that the tuples can be linked to
the counters ctr[ci][cj]. ctrLink[c1][c2] gives a link to ctr[c2][c1], so that whether
c2 has a valid tuple for the sub-tuples can be determined from the counters stored
in ctr[c2][c1]. ctrLink[c1][c2][1] = −1 as c2 does not have a valid tuple including
〈(x2, 0), (x3, 1)〉.
Now, let us explain the execution of eSTR on c1 in Example 6.1. First, tuple v1
is valid, then eSTR looks for PW-supports in c2. Through ctrIndex[c1][c2][v1] = 0
(0 is the index to ctrLink[c1][c2]) and ctrLinks[c1][c2][0
(1)] = 0(2) (We diﬀerentiate
the 0s by labelling them in case of confusion. 0(2) is the index to ctr[c2][c1]), eSTR
knows that there exists 1 valid tuple in c2 having the same values on the common
variables, as the values stored in ctr[c2][c1][0
(2)] = 1. Thus, v1 is consistent and
will not be removed from the table. Next, v2 is valid but has no PW-supports, as
the value stored in its corresponding ctrLinks[c1][c2][1] = −1. Then, v2 is removed
and the counter ctr[c1][c2][1] for it is decreased. The same for v4, which will also
be removed and ctr[c1][c2][1] is decreased to 0. After the propagation, the tuples
v1, v3 and v5 are left in the table. Note that once a tuple is found inconsistent
and removed, the related counters ctr[][] need to be updated. In contrast, when
backtracking happens, the counters ctr[][] should be restored by rescanning the
invalid parts of the table. It was stated by Lecoutre et al. [LPS13] that this
restoration is fast in practice, as only a few invalid tuples will be restored. In
addition, eSTR can integrate the optimizations of STR2.
In [LPS13], eSTR is implemented, together with a weak version (denoted by
eSTRw), which achieves a consistency level somewhat weaker than FPWC (but
GAC is guaranteed). From the experimental results, eSTR and eSTRw are both
shown to be competitive with STR2. Speciﬁcally, for some aim instances, eSTR
and eSTRw solve the CSPs without search, and the runtime of STR2 is around
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20000X of eSTR and eSTRw. These results suggest that higher-order consistency
can be quite promising, although the propagation costs, in general, are more ex-
pensive than GAC.
6.1.2 The k-interleaved Encoding Through GAC
In this section, we introduce the encoding of k-interleaved CSPs [MDL14], which
is closely related to our encoding, as both try to enlarge constraints with aux-
iliary variables that represent groups of existing variables. The k-interleaved
encoding applies joins of table constraints. The join of constraints ci and cj
(ci 1 cj) is a constraint whose scope is scp(ci) ∪ scp(cj) and whose relation is
{τ | τ is a tuple over scp(ci) ∪ scp(cj) ∧ τ [scp(ci)] ∈ rel(ci) ∧ τ [scp(cj)] ∈ rel(cj)}.
The join of tuples τi ∈ rel(ci) and τj ∈ rel(cj) (τi 1 τj) is the tuple τ over
scp(ci) ∪ scp(cj) such that τ [scp(ci)] = τi and τ [scp(cj)] = τj. Enforcing GAC on
the k-interleaved encoding is equivalent to enforcing kWC on the original network
in addition to GAC. The following deﬁnitions are taken from [MDL14].
Deﬁnition 6.1 (k-dual encoding). Let P = (X ,D, C). The k-dual encoding of P
is the constraint network Pkd = (X kd,Dkd, Ckd) where:
 for each ci ∈ C, X kd contains a variable x′i where D(x′i) = {1, . . . , |rel(ci)|}.
 for each subset S of k constraints of C, Ckd contains a constraint c′ such that
scp(c′) = {x′i | ci ∈ S} and c′ is a k-ary table constraint containing the join
of all constraints in S (represented with the indexes of the original tuples).
Deﬁnition 6.2 (Hybrid constraints). Let P = (X ,D, C). The set of hybrid con-
straint φ(C) of P is the set {φ(ci) | ci ∈ C} where:
 scp(φ(ci)) = scp(ci) ∪ {x′i}
 for every jth tuple τ of rel(ci), τ
′ is a tuple in rel(φ(ci)) such that τ ′[x′i] = j
and τ ′[x] = τ [x] for each x ∈ scp(ci)
Deﬁnition 6.3 (k-interleaved encoding). Let P = (X ,D, C). The k-interleaved
encoding (kIL) of P is the constraint network Pki = (X ki,Dki, Cki) = (X∪X kd,D∪
Dkd, φ(C) ∪ Ckd) where (X kd,Dkd, Ckd) is the k-dual encoding of P and φ(C) the
hybrid constraints of P.
In the following, we give an example for k-interleaved encoding, which is from
the original paper [MDL14].
Example 6.2. [MDL14] Figure 6.2(a) shows three constraints c1(x1, x2, x3, x4),
c2(x1, x2), and c3(x3, x4). Figure 6.2(b) shows the 2IL of Figure 6.2(a) with the
hybrid constraints φ(ci)(i ∈ {1, 2, 3}) and two additional constraints c′1 and c′2
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c1
x1 x2 x3 x4
1 1 1 0
0 0 0 1
0 1 0 0













x1 x2 x3 x4 x
′
1
1 1 1 0 0
0 0 0 1 1
0 1 0 0 2

























(b) 2-interleaved encoding of (a)
Figure 6.2: An example of the k-interleaved encoding.
from the k-dual encoding, which correspond to the table join of c1 1 c2 and c1 1 c3
respectively.
We remark that kIL uses the joins of tables, and the size of each join is O(tk),
where t is the number of tuples in each table, k is the number of joined tables.
This transformation may suﬀer from excessive memory usage since the join is
exponential in k. Also such a large representation may slow down the propagation.
In the following section, we propose our own encoding of CSPs, on which
FPWC can be enforced though GAC. We will discuss the diﬀerence, especially
the diﬀerence in representations, between eSTR, kIL, and our encoding later in
Section 6.2.2. Similar to previous chapters, we again emphasize and show that the
representations are also important for the algorithms or encodings, but the focus
here is now enforcing higher-order consistencies.
6.2 The Factor Encoding
We now introduce our encoding of CSPs, which we call the factor encoding (FE)
of CSPs. The idea is to extract the set of common (ordinary) variables between
each pair of constraints as a new compound variable, and associate the values of
the ordinary variables in the constraints as the domains of the new compound
variable, which will then be added back to the original constraints and form two
new ones.
The compound variable over the set of ordinary variables S = {xi1 , . . . , xim}
with respect to constraint c (S ⊆ scp(c)) is denoted by λc(S), and σ(λc(S)) = S.
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The domain of λc(S) is D(λc(S)) = {τ [S] | τ ∈ rel(c)}. A value in D(λc(S))
may be written as a¯ = (ai1 , . . . , aim). We use pi(λc(S), xik) to denote {aik | a¯ ∈
D(λc(S))} where k ∈ {1, . . . ,m}. We may drop the subscript and write λ(S) if
there is no ambiguity.
First we give a straightforward reformulation of a constraint network that
encodes FPWC as follows. Given P = (X ,D, C), we construct P+ = (X ∪W ,D∪
DW , C+) such that new compound variables W = { λci(S), λcj(S) | S = scp(ci) ∩
scp(cj)) for all i 6= j ∧ |S| > 1}, DW includes the domains of the compound
variables inW , and C+ includes constraints of the following three types. The ﬁrst
involves a simple extension of constraints in C. For each c′i ∈ C+, 1 ≤ i ≤ e, we
have,
 scp(c′i) = scp(ci) ∪ {λci(S) | λci(S) ∈ W ∧ S ⊆ scp(ci)}}
 for any τ ∈ rel(ci), τ ′ ∈ rel(c′i) is a tuple extended from τ such that
 τ ′[x] = τ [x] for any x ∈ scp(ci)
 for any λci(S) ∈ scp(c′i), τ ′[λci(S)] = τ [S]
The second type of constraints involves equality between λci(S) and λcj(S) in
W for any i, j, and S. The third involves compatibility constraints between a
compound variable and each variable in its signature. That is, given λc(S) such
that S = {xi1 , . . . , xim}, there is a constraint between λc(S) and each xik that
imposes the condition pi(λc(S), xik) = D(xik). As a result of this construction, in
a generalized arc-consistent P+ any valid tuple in a constraint c can be extended
to a valid tuple over scp(c) ∪ scp(c′) for any other constraint c′ through variables
in W .
Theorem 6.1. P+ is GAC if and only if P is FPWC.
Proof (⇐) Assuming P is FPWC, it is straightforward to verify that the three
types of constraints in P+ are also GAC. (⇒) By contraposition. Assume P is not
FPWC. If P is not GAC then it is clear that P+ is not GAC as well since P+ is a
direct extension of P . Suppose P is GAC but not PWC. By deﬁnition there exist
constraints ci, cj where H := scp(ci)∩scp(cj) 6= ∅ and a tuple τi ∈ rel(ci) such that
τi cannot be extended to cj. That means there is no tuple in rel(cj) that agrees
with τi on H. Now we consider P+. By construction, λci(H) ∈ scp(c′i), λcj(H) ∈
scp(c′j), and λci(H) = λcj(H). Let τ
′
i be the tuple in P+ that is built from τi and
let a be τ ′i [λci(H)]. Because there is no tuple in rel(cj) that agree with τi on H
in P , that means a /∈ D(λcj(H)). As a result a is not GAC on the constraint
λci(H) = λcj(H), and thus P+ is not GAC. 2
P+ is a conceptually straightforward reformulation of P , and the constraint
network seems to be more complex due to additional variables and constraints.
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Next we show how P+ can be simpliﬁed while still preserving Theorem 6.1 in the
following.
Given P= (X ,D, C) and P+= (X ∪W ,D∪DW , C+), the factor encoding (FE)
of P is the network P∗ = (X ∪W∗,D ∪DW∗ , C∗) where,
W∗ = {λ(S) | D(λ(S)) = ⋃kD(λck(S)) for all k such that λck(S) ∈ W}
and for each c∗i ∈ C∗, 1 ≤ i ≤ e,
 scp(c∗i ) = scp(ci) ∪ {λ(S) | λ(S) ∈ W∗ ∧ S ⊆ scp(ci)}}
 for any τ ∈ rel(ci), τ ∗ ∈ rel(c∗i ) is a tuple extended from τ such that
 τ ∗[x] = τ [x] for any x ∈ scp(ci)
 for any λ(S) ∈ scp(c∗i ), τ ∗[λ(S)] = τ ∗[S](= τ [S]) (e1)
We call the compound variables in W∗ factor variables. DW∗ includes the
domains of the factor variables inW∗. Section 6.2.1 gives an example of the FE of
a CSP. P∗ is also referred to as fe(P). Given ck ∈ C, we may denote c∗k ∈ C∗ with
fe(ck). The equality constraints in P+ between compound variables in W now
become irrelevant and do not exist in P∗. We also note that the compatibility
constraint in P+ can be decomposed into two conditions. Given λ(S) such that S
= {xi1 , . . . , xim}, we have,
(c1) a¯ ∈ D(λ(S))⇒ ∀k ∈ {1, . . . ,m}, aik ∈ D(xik)
(c2) a ∈ D(xik) for some k ∈ {1, . . . ,m} ⇒ ∃a¯ ∈ D(λ(S)), aik = a
We will show that the compatibility constraints in P+ are actually implied and
do not need to be posted explicitly.
Lemma 6.1. Enforcing GAC on fe(P) imposes the condition (c1) between a factor
variable and each ordinary variable in its signature.
Proof Consider λ(S) where S = {xi1 , . . . , xim} and a¯ ∈ D(λ(S)). Because fe(P)
is GAC, for any fe(c) such that λ(S) ∈ scp(fe(c)), there is a valid support of a¯ in
rel(fe(c)). That is, ∃τ ∈ rel(fe(c)) such that τ [λ(S)] = a¯. Since τ [λ(S)] = τ [S],
τ [xik ] = aik for 1 ≤ k ≤ m, which means aik also has a valid support in rel(fe(c)).
2
Lemma 6.2. Enforcing GAC on fe(P) imposes the condition (c2) between a factor
variable and each ordinary variable in its signature.
Proof Assume aik /∈ pi(λ(S), xik) for some aik . This indicates that any a¯ involving
aik must be absent from D(λ(S))). Due to propagation, every τ in every rel(fe(c))
such that λ(S) ∈ scp(fe(c)) and τ [λ(S)] = a¯ would eventually become invalid.
Because τ [S] = τ [λ(S)] = a¯, τ [xik ] = aik . That means such τ is not a valid
support of aik . Because D(λ(S)) contains every compound values involving aik
from all c whose scope subsumes S, there is no other valid tuple τ ′ such that
τ ′[xik ] = aik . Hence, aik /∈ D(xik) after the propagation converges. 2
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Theorem 6.2. fe(P) is GAC if and only if P is FPWC.
Proof Follows from Theorem 6.1, and Lemma 6.1, and 6.2. 2
Theorem 6.3. fe(P) is GAC if and only if fe(P) is FPWC.
Proof As FPWC is both GAC and PWC, (⇐) is immediate. We will prove the
(⇒) direction. Assume fe(P) is GAC. Let τi ∈ fe(ci). Now consider another
constraint fe(cj) 6= fe(ci). If there is no factor variable in scp(fe(ci)) ∩ scp(fe(cj)),
then PWC is trivial. Let f be the factor variable1 in scp(fe(ci)) ∩ scp(fe(cj))
such that scp(fe(ci)) ∩ scp(fe(cj)) \ σ(f) = {f}. Since fe(P) is GAC, τi[f ] must
have a valid support in fe(cj). Call it τj. Because τi and τj agree on f , by
deﬁnition of factor variable they must agree on σ(f) too, which means they agree
on σ(f) ∪ {f} = scp(fe(ci)) ∩ scp(fe(cj)). As a result, τi 1 τj is well-deﬁned as
well as being a tuple extended from τi over scp(fe(ci))∪ scp(fe(cj)). Hence, fe(P)
is PWC. 2
Let fek(P) denote fe(fe(. . . fe(P) . . .)) (the FE is applied k times in a row),
then
Corollary 1. For all k ≥ 1, P is FPWC if and only if fek(P) is GAC.
Proof We consider k = 2 as other cases follow from induction. From Theorem 6.2
and Theorem 6.3, we have: P is FPWC iﬀ fe(P) is FPWC. From this statement
and the result of another application of the FE on it we derive: P is FPWC iﬀ
fe(fe(P)) is FPWC. From Theorem 6.3, fe(fe(P)) is FPWC iﬀ fe(fe(P)) is GAC.
2
This shows fek(P) for k ≥ 2 is no diﬀerent than fe(P) so applying the FE more
than once in succession is pointless. A localized version of this corollary is given
below.
Corollary 2. Given any two constraints ci and cj, if there exists a factor variable
f ∈ scp(ci)∩scp(cj) such that scp(ci)∩scp(cj)\σ(f) = {f} then adding the factor
variable f ′ whose signature is σ(f)∪{f} to the scopes of both constraints is futile.
Property 6.1. Running GAC on fe(P) can be O(e2) faster and use O(e2) smaller
space than running eSTR on P.
Reasoning: eSTR [LPS13] is an extension of STR2 [Lec11] that enforces FPWC.
The main diﬀerence between enforcing GAC on the FE and enforcing eSTR on the
1There may be multiple factor variables if P itself is the factor encoding of another constraint
network, which in turn is the factor encoding of another, and so on (see Corollary 1). The factor
variable f is set to be the most recent one.
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original network is the space and time associated with factor variables vs. those
associated with the additional data structures for checking PWC in eSTR. The
overhead of running GAC on the FE depends on factor variables, whose number
can be lower than the total number of pairs of constraints. In eSTR, the overhead
is ﬁxed and depends entirely on the number of pairs of constraints. If P consists
of only constraints such that a single factor variable is common in all and that no
other factor variable exists, the space and time complexity of the GAC on fe(P)
is the same as those on P . By contrast, the space and time of eSTR on P would





) = O(e2) larger. 2
Property 6.2. For any c ∈ C, |scp(c)| ≤ |scp(fe(c))| ≤ |scp(c)|+ |C| − 1.
The range is the result of the number of factor variables added. The lower
bound is zero, when no other constraint's scope overlaps with more than two
variables with scp(c), whereas the upper bound is |C| − 1 when every intersection
with another constraint produces a new factor variable.
6.2.1 Example of Factor Encoding
We give an example of factor encoding and trace some GAC propagations on
the encoded CSP. Figure 6.3 gives a CSP P and its factor encoding P∗. For
brevity, factor variables and values are written as a concatenation of ordinary
variables and values. The constraints of P and P∗ are presented by tables in
Figure 6.3(a) and Figure 6.3(b) respectively. The domains of the ordinary variables
are D(x1) = D(x2) = D(x4) = D(x6) = {a, b}, D(x3) = D(x5) = {a, b, c}.
The factor variables in P∗ are x1x2 and x1x2x4, thus, P∗ = (X ∪ W∗,D ∪
DW∗ , C∗), where X = {x1, x2, x3, x4, x5, x6},W∗ = {x1x2, x1x2x4} with D(x1x2) =
{aa, ab, bb}, D(x1x2x4) = {abb, bba, bbb}, C∗ = {c∗1, c∗2, c∗3, c∗4} with scopes:
scp(c∗1) = {x1, x2, x3, x1x2} scp(c∗2) = {x1, x2, x4, x1x2, x1x2x4}
scp(c∗3) = {x1, x2, x4, x5, x1x2, x1x2x4} scp(c∗4) = {x2, x6}
We remark that, since there are no factor variables in c∗4, the relations of c4 and
c∗4 are the same.
We now look at some GAC propagation on P∗. First, we consider whether
(x1x2x4, bbb) is GAC:
 On c∗3, the assignment (x1x2x4, bbb) is GAC because the third tuple is valid.
 On c∗2, the assignment (x1x2x4, bbb) is not GAC because no tuple in rel(c
∗
2)
involves it, so bbb is removed from D(x1x2x4).
 The removal of bbb from D(x1x2x4) then leads back to propagation on c
∗
3.
As the 3rd tuple of c∗3 is no longer valid, (x5, c) does not have supports and













x1 x2 x4 x5
a b b a
b b a b





(a) the original CSP P
c∗1
x1 x2 x3 x1x2
a a a aa
a b a ab
a b c ab
b b b bb
c∗2
x1 x2 x4 x1x2 x1x2x4
a b b ab abb
b b a bb bba
c∗3
x1 x2 x4 x5 x1x2 x1x2x4
a b b a ab abb
b b a b bb bba





(b) the FE encoding P∗
Figure 6.3: An example of the factor encoding.
Next we look at (x1x2, aa). It has no valid support in c
∗
2 so aa will be removed
from the domain of x1x2. Then the ﬁrst tuple of c
∗
1 becomes invalid. Because this
tuple is the only tuple involving (x2, a) in rel(c
∗
1), (x2, a) is no longer GAC on c
∗
1.
Value a is then removed from D(x2). Further propagation leads to the removal of
(x6, a).
Note that although relations in P∗ are an extension of those in P , the extension
to factor variables can be implicit. The expression τ [S] in (e1) can be given as a
function (i.e. the projection) that takes an input S rather than the actual result
of the projection of τ on S. Then the relations of C∗ can be the same as c.
6.2.2 Compare Representations Used in FE, kIL, and eSTR
We now compare the complexity of the FE, the kIL, and eSTR. For simplicity, we
assume there are e constraints of arity r, each associated with a table containing
t tuples and that every pair of constraints share at least two variables in their
scopes.
Property 6.3. The extra cells added to the tables by the FE ranges from O(et)
to O(e2t).
Proof In the best case there is only one factor variable. Each constraint will
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be extended with an extra column so the total extra space is O(et). In the worst
case, every pair of constraint produces one additional factor variable. Each of these







Because an optimal GAC algorithm traverses every cell of every table in the
worst case, the worst-case time complexity of GAC on the FE is thus between
O(ert) (i.e. no asymptotic diﬀerence) and O(ert + e2t) = O(e2t) (i.e. assuming
e > r).






Proof Each constraint has an extra column for indexing so the space is et. For












For k = 2, this space becomes O(e2t2). As far as GAC is concerned, the 2IL is
thus a factor of t more expensive in the worst case than the FE.
Property 6.5. The extra structure used by eSTR to enforce FPWC is O(e2t).
Proof Each pair of intersecting constraints use O(t) space for the ctrIndex, ctr





t) = O(e2t). 2
The following example shows the diﬀerence in the representations among these
three approaches.
Example 6.3. Let us consider the CSP P = {X ,D, C} in Figure 6.4(a), such
that X = {x1, x2, x3, x4, x5}, D(x1) = D(x2) = {0}, D(x3) = D(x4) = D(x5) =
{0, 1, 2, 3}, C = {c1, c2, c3}. The relations of the table constraints are also in
Figure 6.4(a). Every pair of constraints intersect on x1 and x2. Figure 6.4(b)
and Figure 6.4(c) give the factor encoding and the k-interleaved encoding. Fig-
ure 6.4(d) shows the data structures (only include c1's) used by eSTR. Then we
have the following observations:
 For factor encoding, it adds only one factor variable x1x2 with D(x1x2) =
{00}. Each table is enlarged by adding 4 cells (1 for 1 tuple). So, 12 extra
cells are included in all.
 For k-interleaved encoding, ﬁrst it adds one dual variable for each constraint,
which already brings 12 extra cells. second, it joins tables. Since all tuples
have the same values 00 on x1 and x2, every pair of tuples can be connected.
Thus, each join table includes 16(=4*4) tuples and 32 extra cells. Finally,
the kIL have 12+3*32=108 extra cell total, which is much more than FE's.
 For eSTR, the main extra cells come from the ctrIndex[ci][cj], which equals

























(a) a CSP P
c∗1
x3 x1 x2 x1x2
0 0 0 00
1 0 0 00
2 0 0 00
3 0 0 00
c∗2
x4 x1 x2 x1x2
0 0 0 00
1 0 0 00
2 0 0 00
3 0 0 00
c∗3
x5 x1 x2 x1x2
0 0 0 00
1 0 0 00
2 0 0 00
3 0 0 00
(b) the factor encoding of P
φ(c1)
x3 x1 x2 x
′
1
0 0 0 0
1 0 0 1
2 0 0 2
3 0 0 3
φ(c2)
x4 x1 x2 x
′
2
0 0 0 0
1 0 0 1
2 0 0 2
3 0 0 3
φ(c3)
x5 x1 x2 x
′
3
0 0 0 0
1 0 0 1
2 0 0 2


































































(d) data structures of eSTR
Figure 6.4: The representations of FE, kIL, and eSTR.
eSTR employs 6 extra cells, 4 from crtIndex[c1][c2], 1 from ctr[c1][c2] and
1 from ctrLink[c1][c2]. For the CSP, eSTR employs 6*2*3=36. Note that
although c1 intersects with c2 and c3 on the same variables, the data struc-
ture still needs to be maintained independently. Our factor encoding, on the
other hand, absorbs such redundancy by extracting the common variables.
Compared with eSTR, factor encoding reform the common variables into
new ones with associated domains. This makes the encoded CSPs solvable
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by the existing propagators with no change. The advantage is also enjoyed in
the k-interleaved encoding, although it may have larger representations than
factor encoding.
In the following section, we will introduce a special table join based on factor
variables, so that a consistency stronger than FPWC can be enforced through
GAC.
6.3 The k-Reduced Join Tables
Given fe(P), we may post additional constraints to transform the problems so
that GAC can also enforce kWC. These new constraints are created from a group
of existing constraints and this section studies their eﬀect on the consistency level.
Given C = {ci1 , . . . , cik} in P where k ≥ 3, we deﬁne the following notation:
 mult(C) = {λ(S) | λ(S) ∈ W∗ ∧ S = scp(cij) ∩ scp(cil) for 1 ≤ j < l ≤ k}
 sing(C) = {x | x ∈ X ∧ {x} = scp(cij) ∩ scp(cil) for 1 ≤ j < l ≤ k}
 join(C) = rel(ci1) 1 . . . 1 rel(cik),
Deﬁnition 6.4. Given a set C of k constraints (k ≥ 3), the factor-reduced join
of C (frj(C)) is a constraint constructed as follows. Let |mult(C)| = o, and
|sing(C)| = p,
 scp(frj(C)) = mult(C) ∪ sing(C) = {λ(S1), . . . , λ(So)} ∪ {xj1 , . . . xjp}
 rel(frj(C)) = {(τ [S1], . . . , τ [So], τ [xj1 ], . . . , τ [xjp ]) | τ ∈ join(C)}
The factor-reduced join is not a projection of join(C) as its scope may include
factor variables. Rather, it can be viewed as a projection of 1c∈C fe(c). In any
case, since it is derived from the join of C, its pruning power cannot be greater.
It should be noted that frj(C) may end up having the same scope as another
existing constraint or another frj constraint. For instance, let C1 = {c1(x1, x2, x3),
c2(x1, x2, x4), c3(x1, x5)} and C2 = {c4(x1, x2, x6), c5(x1, x2, x7), c3(x1, x5)}. Let
y1 = x1x2, it follows that scp(frj(C1)) = {x1, y1} = scp(frj(C2)). This can also
happen in the case where no factor variables are formed by the FE. For instance,
let C1 = {c1(x1, x2), c2(x2, x3), c3(x3, x4)}. Then scp(frj(C1)) = {x2, x3} = scp(c2).
Both cases can be handled by merging constraints with the same scope afterwards.
We assume that every constraint in C must be relevant. Namely, given c ∈ C
there must exist at least one other c′ ∈ C such that |scp(c) ∩ scp(c′)| ≥ 1.





The fe(P) with the additional constraints frj(C) for every group C of size k is
called the factor encoding of P for k-wise consistency (FKWC), also denoted by
fkwc(P , k).
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Property 6.7. Enforcing GAC on fkwc(P,k) is strictly weaker than enforcing
both FPWC and kWC on P and strictly stronger than enforcing FPWC on P.
We show the above property in an example. Consider the constraints in Figure
6.5(a) and their factor encodings in Figure 6.5(b), where y1 = x2x3. The networks
in both ﬁgures are PWC. The join of the three original constraints is given in Figure
6.5(c). The projection of join(C) onto each of the original constraint makes the
following tuples 3-wise inconsistent: (1, 1, 0, 0) ∈ rel(c1), (1, 0, 1) ∈ rel(c2), and
(1, 0, 1) ∈ rel(c3). Now consider the frj(C) in Figure 6.5(d). GAC on {frj(C),
fe(c1), fe(c2), fe(c3)} leads to the inconsistency of (1, 1, 0, 0, 2) ∈ rel(fe(c1)) and
(1, 0, 1, 2) ∈ rel(fe(c2)), but not (1, 0, 1) ∈ rel(fe(c3)).
Although the fkwc(P ,k) encoding is only partial kWC, it subsumes fe(P) so
FPWC is guaranteed by GAC. Together with the fact that kWC implies (k-1)WC,
we have
Property 6.8. Enforcing GAC on fkwc(P,k) is strictly weaker than enforcing
GAC on the kIL of P for k ≥ 3.
Theorem 6.4. Q = fe(fkwc(P , k))) is GAC if and only if P is FPWC and kWC.
Sketch of Proof: Consider C = {ci1 , . . . , cik}. It is clear that join(C) forces kWC on
C through GAC. fe(frj(C)) ∈ Q represents all the articulation points of join(C)
and we will show that both have the same restricting eﬀect on the rest of the
network by showing that the missing columns can be rebuilt via GAC. The
proof for (⇐) is omitted. Assume Q is GAC. Let x be a variable in scp(join(C))\
(
⋃
λ(S)∈mult(C) S) \ sing(C). It follows that there is exactly one constraint cij ∈ C
such that x ∈ scp(cij). Suppose a ∈ D(x). Because Q is GAC, so is a. By
deﬁnition, there exists a valid tuple τij ∈ rel(fe(fe(cij))) such that τij [x] = a.
Let Hij = scp(fe(cij)) ∩ scp(frj(C)), |Hij | ≥ 1. Because Q is a factor encoding,
there exists a variable λ(Hij) in both scp(fe(fe(cij))) and scp(fe(frj(C))) (λ(Hij)
is either an ordinary or a factor variable). Since Hij too is GAC, τij is guaranteed
to be extendable to fe(frj(C)). Let ϕ be such a tuple in fe(frj(C)) such that
τij 1 ϕ is a tuple over scp(fe(cij)) ∪ scp(frj(C)). For each cil ∈ C \ {cij}, let
Hil = scp(fe(cil)) ∩ scp(frj(C)). By the same argument, there exists a valid tuple
τil in fe(fe(cil)) such that τil [Hil ] = ϕ[Hil ]. The join of ϕ, τij , and every such τil
would become a valid support of a in J = (1c∈C fe(fe(c))) 1 fe(frj(C)). Because
the projection of J on scp(join(C)) is join(C) and a is arbitrary, the column x in
scp(join(C)) is thus the same as D(x). 2
Figure 6.5(e) shows another application of the factor encoding on top of
fkwc(P , k), where z1 = x4y1, z2 = x5y1, and z3 = x4x5. GAC on this network
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c1
x1 x2 x3 x4
0 0 0 0
0 0 1 1











(a) original: C = {c1, c2, c3}
fe(c1)
x1 x2 x3 x4 y1
0 0 0 0 0
0 0 1 1 1
1 1 0 0 2
fe(c2)
x2 x3 x5 y1
0 0 0 0
0 1 1 1








x1 x2 x3 x4 x5 x6
0 0 0 0 0 0
0 0 1 1 1 0





(d) the factor-reduced join of C
fe(fe(c1))
x1 x2 x3 x4 y1 z1
0 0 0 0 0 0
0 0 1 1 1 1
1 1 0 0 2 2
fe(fe(c2))
x2 x3 x5 y1 z2
0 0 0 0 0
0 1 1 1 1
1 0 1 2 2
fe(fe(c3))
x4 x5 x6 z3
0 0 0 0
1 0 1 1
1 1 0 2
fe(frj (C))
x4 y1 x5 z1 z2 z3
0 0 0 0 0 0
1 1 1 1 1 2
(e) the FE of (b) and (d) where fe(fe(ci)) denotes the FE of constraints from (b) with frj (C).
Figure 6.5: The pruning power of GAC on (b) + (d) lies between FPWC and
FPWC + 3-wise consistency on (a), whereas GAC on (e) is equal to FPWC +
3-wise consistency on (a).
would lead to the inconsistency of (1, 0, 1, 1) in the third table. Since x2x3y1
is redundant according to Corollary 2 we do not add it to scp(fe(fe(c1))) and
scp(fe(fe(c2))).





Proof The reasoning is similar to the one for Property 6.2, but here fe(frj(C)) is
not necessarily part of C so the bound on the number of constraints that it may
interact with is |C| not |C| − 1. Coupled with Property 6.6, we have,




Figure 6.5(e) demonstrates: we have |C| = |C| = 3, so the upper bound on the
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In this section, we present experiments to study the eﬀectiveness of FE and FKWC
(FE for k-wise consistency with additional factor reduced joins) on well known
benchmarks, and compare with the kIL encoding and an FPWC algorithm. We
will use kFE to denote fkwc(P , k). Benchmarks are drawn from the CSP solver
competition2 in addition to randomly generated problems. We remark that some of
these benchmarks are also used in the eSTR [LPS13] and kIL [MDL14] paper. The
experiments were conducted on a 2.6GHz quad-core Intel Core i7 on OS X 10.8.
The converters take an input in the XCSP format3 and output the result as another
XCSP ﬁle. As such, we are not restricted to any particular GAC algorithm and
we shall test the encoding on multiple GAC algorithms. Like [LPS13, KWR+10],
the search employed the dom/ddeg variable ordering heuristic and the lexico value
ordering. We used AbsCon4 as the solver. Conversion time is limited to 30 minutes
while memory is limited to 4GB for both the converters and the solver.
Because the kIL and the FE augment the original constraints' scope with new
variables, the location to which they are inserted has to be considered. Two natural
choices are the front and the back. The front leads to slightly faster running time
and it can make a big diﬀerence on some problem instances, especially when MDDs
are involved. To simplify the presentation, experiments therefore involve only the
front insertion. After the conversion the FE and FKWC converters may have to
re-sort the tuples since the front insertion may disrupt the ordering of the input
that is already sorted. The reason is that AbsCon requires sorted relations for
some GAC algorithms such as mddc. The kIL conversion avoids this overhead
because it maintains the tuple ordering of the input. For the 2IL any pair of
constraints is joined only if their scopes share more than one variable. Unused
dual variables are discarded from the output. For instance, consider the 2IL
comprising of c1(x, y, z, v1), c2(x, y, w, v1), c3(w, z, v3), where v1, v2, v3 are the dual
variables associated with c1, c2, c3 and the rest are ordinary variables. Only v1
and v2 are joined to form a new constraint c4(v1, v2) as c1 and c2 share x and y.
Because v3 is not involved in any constraint it will be removed from X and c3.
Table 6.1 shows the mean results on some series of benchmarks while Table 6.2
shows the results from selected instances. Five algorithms were tested: GACva
[LS06], mddc [CY10], STR3 [LLY12], STR2 [Lec11], and an AbsCon's implementa-
2Available at http://www.cril.univ-artois.fr/CSC09. The modiﬁed renault problems
with tables all positive are taken from http://becool.info.ucl.ac.be/resources/positive-
table-constraints-benchmarks.
3The CSP competition XML format.
4We thank Christophe Lecoutre for the permission to use AbsCon in our experiment.
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tion5 of FPWC based on STR, which we will call Fabs. Fabs is not eSTRw [LPS13]
but can be regarded as a variant of eSTRw (or FPWC-STRw)6. It exhibits a pro-
ﬁle similar to that of eSTRw when compared to STR2 on common benchmarks,
except in a few cases where the diﬀerence in performance with respect to STR2 is
noticeably smaller (e.g. aim) or larger (e.g. rand-10-20-10). Among the four GAC
algorithms, GACva and STR3 are generally slower than mddc and STR2 so for
succinctness they do not appear in the main results in Table 6.1. Their perfor-
mance on some representative instances can be seen in Table 6.2. All algorithms
were run on the original instance and its two encodings for FPWC: the FE and
the 2IL. There are three variants depending on how variables are handled during
search. FE-O and 2IL-O (pref-orig) force the variable ordering heuristic to choose
from the set of original variables until all of them are instantiated before choosing
from the set of auxiliary (compound) variables. FE-A and 2IL-A (pref-aux ) are
the opposite, where preference is given to the auxiliary variables. FE-E and 2IL-E
(pref-equal) give equal treatment to all variables with respect to dom/ddeg.
In both tables, tC gives the running time of the converters in seconds, while
nV is the number of the variables, for example there are 100 ordinary variables in
a2, 99 extra factor variables in its FE, and 127 extra dual variables in its 2IL. Best
times and nodes are set in bold. A node count of 0 node means unsatisﬁability is
detected before the search starts. In Table 6.1, SS stands for solving strategy, the
combination of GAC algorithm and encoding (if applicable). STR2 is the main
GAC algorithm for solving various encodings unless speciﬁed otherwise (mddc is ill-
suited to the encodings as will be explained later). (#n) is the number of instances
tested in the series. Instances that were not solved within 60 minutes by STR2
(the baseline) or exceeded the memory limit on any solving strategy are excluded,
otherwise there is no time limit. Trivial instances (solved within 1 second) of the
modiﬁed renault benchmark (modRenault) are also excluded (17 out of 50). The
mdd-r-n-d series are randomly generated, based on the model RD [XBHL05], by
building an MDD in a post-order manner with probability 0.5 that a previously
created sub-MDD is reused [CY10]. The parameters are: arity (r), number of
variables (n), and domain size (d). In Table 6.2, ENC is the encoding used. Cells
on the columns GACva, mddc, STR3, STR3, and Fabs represent their running
times. As Fabs reaches the same node count as GAC on the respective FE/2IL
encoding, cells on these rows are left blank.
It is worth mentioning that dom/ddeg may not produce the same search tree
5Available in the latest version of AbsCon.
6Personal communication from Christophe Lecoutre, the Abscon author and also one of the
authors of eSTR [LPS13].
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in both the original network and in its encoding, even when only the ordinary
variables are instantiated. Because the dynamic degree counts the number of
constraints in which there are at least two uninstantiated variables, the fact that
an encoding's constraint scopes have more variables may steer dom/ddeg to pick
a diﬀerent variable than in the original problem. As a result, a weaker consistency
may generate fewer nodes than a stronger one (e.g. Fabs's node count on r19 is
fewer than GAC's on the FE-O and the 2IL-O). Another source of the diﬀerence in
node count lies in how AbsCon explicitly instantiates all variables, even the ones
that are already singletons. For example, both encodings for a2 are backtrack-free
for GAC, but the node count for the FE is 199 because there are 99 more variables,
while the 2IL's is 277 because there are 127 additional dual variables.
We make the following observations on these data:
 The FE's conversion time is mostly inconsequential compared to the solver's
running time whereas the 2IL's can be a lot more expensive as it is based on the
join of tables. The conversion time of the FE can be improved since we have
not made an attempt to optimize our converter. For one thing, it always re-sorts
relations before writing the output regardless of the solver's requirement.
 The fastest GAC on the original problem is either mddc or STR2. The best
variant of the FE largely improves the running time of STR2 and STR3, while it
may help or hurt mddc and Fabs. The 2IL has mixed results and the conversion
can be very slow due to the join. The FE clearly outperforms the 2IL on the same
variant and benchmark, but enforcing mddc on the original problems is frequently
faster than any solving strategy (e.g. rand-3-20-20 and the fcd variation). In
particular, for the mdd benchmarks, mddc is around 2X faster than the fastest FE.
We conjecture that this may be due to the high level of overlapping sub-MDDs in
mdd series, so mddc has an unfair advantage (in fact MDDs are generated ﬁrst by the
problem generator, tuples are later unfurled from these MDDs producing tables).
For other benchmarks, when mddc is the best, STR2+FE comes in as a close
second. The implication here is that switching GAC algorithm may improve the
running time better than equipping a GAC algorithm with stronger consistency.
In general, higher-order consistency is only successfully applied on problems when
the additional propagations can gain pruning more than overhead. Experiments
in previous works [MDL14, LPS13, PS12] neither considered mddc nor included
more than one GAC algorithm in the same study.
 For MDD compression, larger scope is associated with lower probability of get-
ting well-compacted MDDs. Any transformation which enlarges the scope is there-
fore unfavourable to mddc. This is especially true with the kIL, which interferes
directly with the compression by assigning diﬀerent index to diﬀerent tuples. The
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series SS tC nV time nodes
rand-3-20-20-fcd STR2  20 39.61 130,327
(#50) mddc  20 21.00 130,327
Fabs  20 34.28 37,727
FE-O 0.21 +45 22.07 40,289
FE-A 0.21 +45 32.94 71,568
FE-E 0.21 +45 22.82 36,195
2IL-O 2.83 +55 68.79 40,299
2IL-A 2.83 +55 105.40 59,885
2IL-E 2.83 +55 73.09 36,227
rand-3-20-20 STR2  20 83.27 256,958
(#50) mddc  20 40.94 256,958
Fabs  20 74.39 83,529
FE-O 0.22 +45 41.76 74,825
FE-A 0.22 +45 54.85 108,696
FE-E 0.22 +45 42.53 66,850
2IL-O 2.89 +55 130.38 74,830
2IL-A 2.89 +55 269.64 137,301
2IL-E 2.89 +55 129.68 66,853
dubois STR2  71 528.45 100.27M
(#8) mddc  71 541.67 100.27M
Fabs  71 298.35 75.20M
STR2
FE-O 0.00 +2 92.88 41.78MFE-A 0.00 +2 198.42 66.85M
FE-E 0.00 +2 63.91 16.71M
Fabs + FE-E 0.00 +2 50.90 16.71M
mddc + FE-E 0.00 +2 64.63 16.71M
2IL-O 0.00 +4 96.74 41.78M
2IL-A 0.00 +4 196.88 66.85M
2IL-E 0.00 +4 73.79 16.71M
4FE-O 0.08 +2 81.88 41.78M
4FE-A 0.08 +2 194.64 66.85M
4FE-E 0.08 +2 192.52 66.85M
4IL-O 0.08 +47 89.80 29.25M
4IL-A 0.08 +47 76.61 20.89M
4IL-E 0.08 +47 65.68 8.36M
aim-200 STR2  200 45.54 637,085
(#6) mddc  200 32.95 637,085
Fabs  200 25.42 377,682
FE-O 0.03 +354 3.85 32,354
FE-A 0.03 +354 0.85 1,767
FE-E 0.03 +354 2.96 11,397
2IL-O 0.03 +551 4.36 32,552
2IL-A 0.03 +551 3.45 22,968
2IL-E 0.03 +551 3.72 11,594
3FE-O 79.03 +354 1.39 5,561
3FE-A 80.52 +354 2.79 19,002
3FE-E 79.23 +354 1.00 1,434
3IL-O 31.32 +769 34.73 4,854
3IL-A 31.28 +769 8.32 690
3IL-E 31.64 +769 7.73 683
instance SS tC nV time nodes
rand-8-20-5 STR2  20 12.50 101,301
(#20) mddc  20 22.26 101,301
(2IL T/O) Fabs  20 32.74 18,709
FE-O 5.87 +130 12.57 5,302
FE-A 5.87 +130 22.64 3,111
FE-E 5.87 +130 12.73 4,985
mdd-5-15-7 STR2  15 18.48 50,402
(#30) mddc  15 5.95 50,402
(e = 42) Fabs  15 36.26 3,996
(t = 8403) FE-O 1.05 +175 11.80 1,569
(2IL M/O) FE-A 1.05 +175 13.63 1,816
FE-E 1.05 +175 12.33 1,512
mdd-7-25-4 STR2  25 79.18 231,364
(#10) mddc  25 26.19 231,364
(e = 50) Fabs  25 287.36 34,636
(t = 8192) FE-O 1.85 +466 79.95 12,037
(2IL M/O) FE-A 1.85 +466 71.90 39,366
FE-E 1.85 +466 73.99 10,523
mdd-9-30-3 STR2  30 73.16 349,073
(#10) mddc  30 39.00 349,073
(e = 47) Fabs  30 396.88 66,109
(t = 9,841) FE-O 2.80 +723 83.68 12,963
(2IL M/O) FE-A 2.80 +723 79.79 23,578
FE-E 2.80 +723 84.28 10,603
rand-10-20-10 STR2  20 0.64 830
(#20) mddc  20 2.06 830
Fabs  20 0.60 0
FE-O 0.24 +10 0.69 0
FE-A 0.24 +10 0.69 0
FE-E 0.24 +10 0.70 0
2IL-O 4.37 +5 1.41 0
2IL-A 4.37 +5 1.45 0
2IL-E 4.37 +5 1.45 0
dag-rand STR2  23 17.48 57,969
(#25 ) mddc  23 123.83 57,969
Fabs  23 12.56 0
(2IL T/O) FE-O 14.07 +120 9.45 0
FE-A 14.07 +120 9.30 0
FE-E 14.07 +120 9.12 0
modRenault STR2  110 317.18 6.40M
(#12) mddc  110 295.45 6.40M
Fabs  110 2.19 30
FE-O 0.71 +102 1.19 54
FE-A 0.71 +102 1.22 58
FE-E 0.71 +102 1.20 53
2IL-O 81.16 +148 158.40 66
2IL-A 81.45 +148 159.93 1023
2IL-E 80.96 +148 159.14 2411
Table 6.1: Mean results for selected benchmarks. T/O indicates the converter was
timed out. M/O is out-of-memory failure. M stands for millions. For the mdd
series, e is the number of constraints while t is the number of tuples in a relation.
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Table 6.2: Results from the selected instances.
instance ENC tC nV nodes GACva mddc STR3 STR2 Fabs nodes
rand-3-20-20-60-632-19 None  20 252,803 49.15 36.59 82.39 73.05 64.94 74,509
(abbrv. as r19) FE-O 0.22 +47 87,674 119.53 197.73 90.55 49.78 226.84
FE-A 0.22 +47 145,296 145.12 296.61 128.35 73.93 301.83
FE-E 0.22 +47 77,483 125.08 197.09 97.32 53.58 207.95
2IL-O 3.03 +57 87,674 258.08 341.64 222.87 143.26 218.48
2IL-A 3.03 +57 147,978 416.86 488.22 340.66 230.14 395.93
2IL-E 3.03 +57 77,483 245.40 355.73 222.59 156.22 243.80
rand-3-20-20-60-632-26 None  20 442,871 74.65 67.24 147.71 127.00 35.34 29,765
(abbrv. as r26) FE-O 0.21 +48 34,200 53.73 82.02 32.71 19.54 72.07
FE-A 0.21 +48 23,498 24.58 52.54 17.64 10.95 40.86
FE-E 0.21 +48 30,957 53.02 85.44 32.94 19.37 72.55
2IL-O 2.73 +57 34,209 117.34 159.62 97.49 62.93 93.67
2IL-A 2.73 +57 31,907 117.13 156.49 112.07 66.98 90.20
2IL-E 2.73 +57 30,966 117.26 159.61 98.58 63.29 92.36
dag-rand-1 None  23 43,994 74.37 109.04 259.00 15.52 11.68 0
(2IL T/O) FE-O 14.28 +120 0 18.44 15.39 12.30 9.14 20.57
FE-A 14.28 +120 0 18.66 15.53 12.54 9.24 21.91
FE-E 14.28 +120 0 18.74 15.65 13.79 9.91 20.47
rand-8-20-5-18-800-7 None  20 11,063 4.75 4.94 32.95 4.43 8.81 980
(2IL T/O) FE-O 5.71 +128 573 22.77 M/O 10.82 5.98 M/O
FE-A 5.71 +128 177 6.79 M/O 5.93 4.47 M/O
FE-E 5.71 +128 546 23.00 M/O 11.40 6.27 M/O
aim-100-1-6-sat-2 None  100 95.79M 498.67 446.68 1015.90 577.23 163.12 23.11M
(abbrv. as a2) FE-O 0.01 +99 199 0.43 0.50 0.48 0.45 0.47
FE-A 0.01 +99 199 0.44 0.50 0.46 0.43 0.45
FE-E 0.01 +99 199 0.44 0.49 0.46 0.46 0.47
2IL-O 0.00 +127 227 0.47 0.48 0.52 0.49 0.51
2IL-A 0.00 +127 227 0.47 0.48 0.49 0.48 0.52
2IL-E 0.00 +127 227 0.46 0.47 0.52 0.49 0.51
mdd-5-15-7-inst-1 None  15 9,975 3.56 2.13 10.39 4.33 8.88 694
(2IL M/O) FE-O 1.05 +190 594 16.58 91.49 5.84 4.11 52.74
FE-A 1.05 +190 1,383 35.54 201.29 12.10 9.33 155.91
FE-E 1.05 +190 572 16.50 88.07 6.01 4.35 52.40
FE too causes the same problem, but to a lesser extent. However, the pruning
from FPWC can compensate more for this drawback in many cases (e.g. dubois,
dag-rand-1), although it is not enough to win over STR2 on the same encoding.
Since auxiliary variables are put in front of the scope, they will be placed on top
of the MDDs by mddc and this makes the pruning from FPWC more eﬀective. By
comparison, putting auxiliary variables in the back of the scope lessens the impact
of FPWC to the point where running mddc on an encoding is always worse oﬀ.
 Due to the stronger consistency, maintaining Fabs leads to a lower node count
than maintaining GAC during search, but the lower number of nodes does not
always translate to faster running time. Fabs can be faster or slower than STR2.
By contrast, all variants of the FE are faster than Fabs although the node count
can be higher.
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 When a problem does not present an opportunity for additional pruning beyond
GAC, running a stronger algorithm is counterproductive. Given that FPWC is
both GAC and PWC, as the FE and the 2IL already builds in PWC propagation
into the encoding, the portion of an FPWC algorithm that administers PWC
becomes useless and simply incurs overhead when executed. Running an FPWC
algorithm on the encoding therefore gets the same number of nodes as running
any GAC algorithm on the encoding. It is interesting that the FE can make Fabs
faster in some cases. The reason is that Fabs enforces only partial FPWC while
the encoding provide complete FPWC. When Fabs's pruning capability happens
to reach the level of complete FPWC on the original problem (i.e. its node count is
already the lowest or not too much higher) running it on the FE would be slower
(e.g. r19, dag-rand-1). Otherwise if Fabs's node count is considerably larger, that
means there is still room for improvement and running Fabs on the FE (or 2IL)
could make it faster (e.g. dubois, a2). On dubois, the combination of Fabs and
FE-E is the fastest, oﬀering an order-of-magnitude improvement over STR2.
 Variable preferences have strong inﬂuence on the performance: the best can be
twice as fast and/or halves the node count of the worst. Wide ﬂuctuation also
exists within the same series (e.g. in Table 6.2 FE-A is the best on r26 but the
worst on r19). Generally pref-equal has an advantage over pref-orig, while pref-aux
is consistently the worst (FE-A on aim is the exception). This pattern holds for
both the FE and the 2IL.
 As is the case with Fabs, the node count of various encodings does not correlate
well with the running time. However, too many overlapping constraints or factor
variables clearly has an adverse eﬀect on the running time. The three mdd series
illustrate this. As arity and number of variable increases, so does the number
of overlapping constraints and factor variables. Keep in mind that the latter's
number can be lower than the former's. For example, the instance mdd-9-30-3-





= 1081, whereas the actual number is 930 and the number of factor variables
in the FE is 718. The ratio of the number of factor variables to the number of
original variable goes from 11.67 for mdd-5-15-7 to 18.64 for mdd-7-25-4 to 24.1
for mdd-9-30-3. The ratio of Fabs's running time to STR2's increases accordingly
from 1.96 to 3.63 to 5.42. The ratio of the FE's running time increases too, but
at a lower pace of 0.54, 0.93, and 1.51 respectively. We also experimented with
restricting the number of factor variables allowed in the FE for the mdd series but
this does not improve the running time.
We have performed initial experiments with the FKWC and compared it with
the kIL. For k ≥ 3, Mairy et al. [MDL14] suggested the cycle heuristic to reduce
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the number of constraints: each constraint must share at least one variable with
the previous and the next constraint in a circular manner. Our converters for the
kIL and the FKWC employ this heuristic. Both the kIL and the FKWC are not
practical beyond small k (3 or 4) since they are based on join which suﬀers from
exponential growth in computation. The 3IL and 3FE are either timed out or ran
out of memory on all the benchmarks in Table 6.1 except for dubois and aim-200.
On dubois, no new constraint is created by the 3IL and the only constraints created
by the 3FE are universal (where every combination of value is allowed) so they are
useless and ignored. The 4FE does not improve on the FE. The 4IL is better than
the 2IL and has the best node count but it is still slower than the FE. Similarly,
the 3FE and the 3IL brings down the node count for aim but does not improve the
running time. We also tried other benchmarks from the solver competition but
most exceeded time or memory limit for conversion. Some benchmarks, such as
pret or ramsey, produce only universal constraints for the 3FE. For the benchmarks
that can be converted, we found the FKWC to be slower than the FE although
the node count is lower.
6.5 Conclusion
We have introduced a new encoding for non-binary CSPs that transforms a prob-
lem to one which enables stronger consistencies to be acquired through GAC. This
allows stronger consistencies to be incorporated into existing CP solvers, unlike
research which develops new algorithms that may not be eﬃciently implemented
or not available in existing mature CP solvers. Experiments show the FE to be
the better method for achieving FPWC than both the 2IL and AbsCon's FPWC
algorithm. Unlike specialized FPWC algorithms which are usually slower than
GAC when there is little or no overlapping constraint, the preprocessors like the
FE or the 2IL converter do not suﬀer from such computational overhead. Unlike
the 2IL which joins constraints to achieve PWC, the FE is more precise and does
not require any new constraint to be posted. As a converter, the FE beneﬁts from
ﬂexibility: any solver using any GAC algorithm can be used as long as it is able
to read the ﬁle in the speciﬁed format. At the same time, passing information
to the solver in this way can become a signiﬁcant expense when large ﬁles are
involved. Integrating the converter with the solver would eliminate this problem.
Similar to the encodings for general kWC, we found out that they are not as ef-
fective as the FE. Similar to the kIL, the FKWC encoding has limited practical
beneﬁts due to the high cost of join in both time and space and the need for
good heuristics that pick only the useful pieces from the large number of possible
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joins. Success hinges on ﬁne-tuning these heuristics and implementing better join
algorithms. Constructing the frj constraints directly through search [KWR+10]
instead of deriving them from join is also less expensive and could be examined
in future works. Note that the focus in this chapter is to have a representation





This thesis focuses on designing and optimizing representations for non-binary
constraints, in particular, table constraints, the regular constraints, the grammar
constraints, and the MDD constraints. We propose propagation algorithms for
the constraints deﬁned on various representations, and we conclude that:
Developing propagation algorithms on compact representations and designing
special compressed representations can signiﬁcantly beneﬁt the solving time and
also save space.
We summarise the contributions of this thesis as follows.
Regular constraints on NFAs, DFAs, and MDDs representations. In
Chapter 3, we propose a GAC algorithm nfac for the regular constraints deﬁned on
NFAs, DFAs, or MDDs and a NFA-to-MDD conversion algorithm. We show that
the direct conversion from NFA to MDD is more eﬃcient than the more obvious
DFA conversion. It is interesting that there is no simple space tradeoﬀs with DFAs
and MDDs. Unlike the usual space-time tradeoﬀs, where one can optimize only
for one of space and time. Our experimental results show that nfac on NFA can
save both time and space.
Grammar constraints on CFGs in GNF. In Chapter 4, we propose a GAC al-
gorithm grammarc for the grammar constraints deﬁned on CFGs in Greibach normal
form. We remark that most of the existing propagation algorithms or transforma-
tion approaches are based on the CYK-parser which employ CFGs in Chomsky
normal form. We compare grammarc with the state-of-the-art CYK-inc algorithm
for grammar constraints on scheduling problems and random CSPs. Our experi-
mental results show that they are comparable, i.e. grammarc wins signiﬁcantly on
some benchmarks while CYK-inc wins on others. We also investigate the impact of
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grammar size. On equivalent but diﬀerent sized grammars, the size diﬀerence can
have signiﬁcant eﬀect on the solving time.
Table constraints with c-tuple compression. In Chapter 5, we propose two
STR algorithms, STR2-C and STR3-C, for table constraints which can be com-
pressed with the c-tuple representations. We notice that for most problems, c-
tuples are able to achieve compression. To investigate the beneﬁts of c-tuples, we
construct diﬀerent CSPs with enough variance in size and amount of compres-
sion. We see that STRx-C is faster than STRx once the compression ratio is less
than 25%. This suggests that developing or revising algorithms for compressed
tables pay oﬀ. We also ﬁnd out that the more the tables get compressed, the
faster the STRX-C algorithms become. This suggests that it is worth to design
representations which can compress well.
Factor encoding for higher-order consistencies. In Chapter 6, we propose
to transform one CSP into another "equivalent" CSP, so that higher-order con-
sistency can be achieved though GAC. We compare our factor encoding with the
k-interleaved encoding, and the eSTR algorithm for full pairwise consistency. We
ﬁnd that the underlying representations or data structures for these three ap-
proaches have quite diﬀerent space requirements, which may determine the run-
time diﬀerence. Speciﬁcally, our factor encoding has the smallest representation
and the best (among these three, GAC algorithms nut included) runtime on most
benchmark instances. Following this, where space requirement lies in the data
structures, eSTR has the middle representation size and middle runtime. The
slowest one is kIL (k = 2) with the largest representation size. Our FE represen-
tation has the important advantages of being compatible with existing solvers.
In this work, we notice that the representations are signiﬁcant for various
approaches, and are not limited to GAC algorithms. The advantages or beneﬁts
of compact representations can be in the design of special purpose of the data
structures for special purpose, or the transformations from one problem to another.
We conjecture that compact representation may beneﬁt a wider area, and not just
constraint programming.
Future work. We have discussed in Chapter 6 that the extension to factor
variables can also be implicit, and factor variables' domain values can be inferred
from the original constraints rather than declared and provided by the encoder.
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A.1 The STR2 Algorithm





if lastPast(P ) ∈ scp(c) then
Sval ← Sval ∪ {lastPast(P )}
for each variable xi ∈ scp(c) and xi /∈ past(P ) do
gacValues[xi] ← ∅
Ssup ← Ssup ∪ {x}
if |D(xi)| 6= lastSize[c][xi]| then
Sval ← Sval ∪ {xi}
lastSize[c][xi]← |D(xi)|
k ← 1
while k ≤ currentLimit[c] do
index← position[c][k]
τ ← table[c][index]
if isValid(c,τ , Sval) then
for each variable xi ∈ Ssup do
if τ [xi] /∈ gacV alues[xi] then
gacV alues[xi]← gacV alues[xi] ∪ {τ [xi]}
if |gacV alues[xi]| = |D(xi)| then
Ssup ← Ssup \ {xi}
k ← k + 1
else
//switch the invalid tuple with the last valid tuples and update
currentLimit[c]
removeTuple(c, k, |past(P )|)
for each variable xi ∈ Ssup do
D(xi)← gacV alues[x] //update the domain of xi




Figure A.1: STR2 algorithm.
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isValid(c: constraint, τ : tuple, Sval : variables)
begin
for each variable xi ∈ Sval do
if τ [xi] /∈ D(xi) then
return false
return true;
removeTuple(c: constraint, k: tuple position, curLevel: current search level)
begin





61 currentLimit[c]← currentLimit[c]− 1
restoreTuple(c: constraint, l: search level to be restored)
begin
if levelLimit[c][l] 6= −1 then
currentLimit[c]← levelLimit[c][l]
levelLimite[c][l]← −1
Figure A.2: The pseudocode of isValid(), removeTuple(), and restoreTuple().
120
A.2 The STR3 Algorithm
We replicate the STR3 algorithm here. For more details, please see [LLY12].
GACinit(c: constraint)
begin
remove invalid tuples from rel(c)
inv(c)← ∅
foreach x ∈ scp(c) and a ∈ D(x) do
row(c, x , a).curr ← row(c, x, a).size− 1
dep(c)[row(c, x , a)[0 ]]← {(x, a)}
str3(c : constraint, x : variables, a : value)
begin
prevMembers ← inv(c).members
for k ← 0 to row(c, x , a).curr do
if row(c, x , a)[k ] /∈ inv(c) then
add row(c, x , a)[k ] to inv(c)
if prevMembers = inv(c).members then return true
save(c, prevMembers , stateI )
foreach i ∈ {prevMembers + 1, ..., inv(c).members} do
k ← inv(c).dense[i ]
foreach (y, b) ∈ dep(c)[k ] such that b ∈ D(y) do
p← row(c, y , b).curr
while p ≥ 0 and row(c, y , b)[p] ∈ inv(c) do p← p− 1
if p < 0 then
removeValue(y, b)
if D(y) = ∅ then return false
else
if p 6= row(c, y , b).curr then
save((c, y, b), row(c, y , b).curr , stateR)
row(c, y , b).curr ← p
move (y, b) from dep(c)[k ] to dep(c)[row(c, y , b)[p]]
return true




if (key, oldData) /∈ top(store) for any oldData then




foreach ((c, x, a), k) ∈ list do




foreach (c, k) ∈ list do
inv(c).members← k
removeValue(x: variable, a: value)
begin
remove a from D(x)
add (x, a) to the propagation queue
Figure A.4: The pseudocode of save(), restoreI(), restoreR(), and remove().
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