Abstract-A method is presented to calculate layer-averaged tropospheric humidity (LAH) from the observations of the Advanced Technology Microwave Sounder (ATMS) water vapor channels. The method is based on a linear relation between the satellite brightness temperatures (Tb) and natural logarithm of Jacobian weighted humidity. The empirical coefficients of this linear relation were calculated using different data sets, as well as a fast and a line-by-line radiative transfer (RT) model. It was found that the coefficients do not significantly depend on the data set or the RT model. This Tb to the LAH transformation method can be applied to either original or limb-corrected ATMS Tb's. The method was validated using both simulated and observed ATMS Tb's. The systematic difference between the estimated and calculated LAH values was less than 10% in most cases. We also tested the transformation method using a fixed Jacobian for each channel. The bias generally increases when fixed Jacobians are used, but there is still a satisfactory agreement between estimated and calculated LAH values. In addition, the spatial distribution of the bias was investigated using the European Center for Medium-Range Weather Forecasting (ECMWF) Interim Reanalysis (ERA-interim) and collocated ATMS observations. The bias did not indicate any significant regional dependence when actual Jacobians were used, but in the case of fixed Jacobians, the bias generally increased from middle latitude toward the poles.
climate studies. It is the dominant natural greenhouse gas and the largest known feedback mechanisms for amplifying global warming. Tropospheric humidity both directly and indirectly affects the hydrological cycle [1] , as well as strongly contributes to the water vapor feedback, particularly in the middle to upper troposphere, owing to the low temperatures at those altitudes [2] , [3] . All climate models predict that the atmosphere will moisten in response to increasing greenhouse gases. The concentration of water vapor in the upper troposphere is projected to double by the end of the century. However, the fractional increase in upper tropospheric water vapor will be roughly three times as large as that for the lower troposphere, even though the relative humidity remains (nearly) constant at all levels. This amplified moistening in response to the surface warming not only highlights the significance of tropospheric water vapor as a feedback mechanism but also underscores the importance of long-term monitoring of water vapor to the detection and attribution of climate change. The large increase in upper tropospheric water vapor relative to other levels is due to two processes. First, the Clausius-Clapeyron equation dictates that the fractional increase in saturation vapor pressure e s scales according to (1/e s )(de s /dT ) ∝ T −2 . Thus, under constant relative humidity, the change in vapor pressure resulting from a 1 K warming at T = 200 K will be more than twice that obtained at T = 300 K. Second, most climate models predict a reduction in lapse rate with increasing surface temperature. Thus, the upper troposphere tends to warm more than the lower troposphere, further amplifying the upper tropospheric moistening [2] , [4] , [5] .
Satellite and radiosonde data are the main sources that provide information about tropospheric humidity. Radiosonde data have higher vertical resolution than satellite data, but radiosonde data are only available from around 1500 upper air stations, whereas satellite data have global coverage. In addition, previous studies, e.g., [6] [7] [8] [9] , show that radiosonde data are prone to several errors, including contamination, sensor design, calibration, and data processing, particularly in the dry and cold conditions of the middle to upper troposphere. Satellite data have global coverage with fine spatial resolution and are operationally available every few hours. However, satellite observations provide layer averages and do not resolve finer vertical structures of the tropospheric humidity. In addition, satellite data are measured in terms of radiance or brightness temperature (Tb); therefore, transformation algorithms are required to convert the satellite Tb's to geophysical variables such as water vapor. The main techniques to retrieve tropospheric humidity from satellite observations include the following: 1) inversion methods to retrieve the vertical profiles from layeraveraged radiances and 2) direct transformation techniques to directly convert layer-averaged Tb's to layer-averaged humidity (LAH). The inversion techniques are computationally expensive, require complicated calculations, a priori profiles, and some precalculated statistical inputs to initialize the retrievals.
A computationally effective technique was introduced by Soden and Bretherton [10] to transform satellite observations from infrared (IR) sensors into upper tropospheric humidity (UTH). Spencer and Braswell [11] showed that the same technique can be applied to the microwave observations from the Special Sensor Microwave Water Vapor Sounder (SSM-T2) instrument (channels 183 ± 1, 3, 7), but did not provide any further analysis such as the empirical coefficients. Buehler and John [12] examined this technique for retrieving UTH from the observations of the Advanced Microwave Sounding Unit (AMSU-B) instrument and provided an error analysis and a table for the empirical coefficients as a function of scan angle for channel 183 ± 1 GHz. In this paper, we extend the technique to transform the Advanced Technology Microwave Sounder (ATMS) radiances into LAH. The basic relation presented in the current paper is slightly different from the original version introduced by Soden and Bretherton [10] , but similar to the relation that was used by Spencer and Braswell [11] and Buehler and John [12] . However, we employ two different techniques to transform satellite observations into tropospheric humidity, including calculating the empirical coefficients of the transformation method as a function of scan angle, as well as a technique to correct the satellite data for the limb-darkening effect then applying the same coefficients to the observations from different beam positions. Buehler and John [12] only examined the relation for 183 ± 1 GHz, which is sensitive to UTH, but we examine the relation for five ATMS water vapor channels, which are sensitive to upper to lower tropospheric humidity. We also provide detailed error analysis, examine the effect of the data set and radiative transfer (RT) models on the empirical coefficients, and provide a comprehensive validation and evaluation, including the spatial distribution of the errors. Generally, these conversion techniques are very simple and computationally effective, and unlike inversion techniques do not require extensive RT calculations. The only input is the calibrated satellite data in terms of brightness temperature.
Section II introduces the satellite and atmospheric data sets that we used in this study, Section III explains the methodology and transformation method, Section IV presents the validation using independent data sets and the ATMS observations, and Section V summarizes the study.
II. SATELLITE INSTRUMENT AND ATMOSPHERIC PROFILES

A. ATMS Instrument
ATMS is a total power radiometer and employs 22 channels operating at microwave frequencies from 23.8 to 190.31 GHz. ATMS is a cross-track microwave sounder that combines the capabilities of the previous microwave temperature and humidity sounders, i.e., AMSU-A, AMSU-B, and Microwave Humidity Sounder (MHS), aboard NOAA's Polar-orbiting Operational Environmental Satellite System. ATMS is planned to fly on the U.S. next-generation polar-orbiting operational environmental satellite system named the Joint Polar Satellite System (JPSS). This sensor is currently flying on the Suomi National Polarorbiting Partnership satellite, launched in October 2011, which is in a Sun-synchronous orbit with the ascending equatorial crossing time at 13:30, an altitude of 824 km, an inclination of 97.1
• , and an orbital period of 101 min. The ATMS water vapor channels operate at 183.31 ± 7.0, 183.31 ± 4.5, 183.31 ± 3.0, 183.31 ± 1.8, and 183.31 ± 1.0 GHz, hereafter refereed to as Ch7.0, Ch4.5, Ch3.0, Ch1.8, and Ch1.0, respectively. These channels are normally numbered as Channels 18-22, respectively. Compared with AMSU-B and MHS, ATMS has two additional water vapor channels (Ch4.5 and Ch1.8). All the ATMS water vapor channels are horizontally polarized. The beamwidth is 1.11
• for all the ATMS water vapor channels. The bandwidth is 2.0 GHz for Ch7.0 and Ch4.5, 1.0 GHz for Ch3.0 and Ch1.8, and 0.5 GHz for Ch1.0. The instrument has a swath width of approximately 2300 km, with 96 scan positions. The antenna is in continuous motion so that the 96 samples are taken on the fly, then each sample is assigned to the midpoint of a sampling interval of about 18 ms. The scan speed is about 61.6
• s −1 , so that the angular sampling interval is 1.11
• . The instrument scan angle is 0.555
• for the innermost beam positions and 52.725
• for the outermost beam positions [13] , [14] .
B. Atmospheric Data Sets
Four different global data sets were used to conduct the RT simulations that are presented in this section. We also combined all the data sets together in order to calculate the empirical coefficients of the transformation algorithm and the limb-correction method. We refer to this data set as the combined data set throughout the rest of this paper.
The SeeBor data set consists of approximately 12 000 global profiles of temperature, moisture, and ozone at 101 pressure levels for clear-sky conditions sampled from NOAA-88 (44% of total profiles), European Centre for Medium-Range Weather Forecasts (ECMWF) (34%), the Thermodynamic Initial Guess Retrieval (9%), ozonesondes from eight NOAA Climate Monitoring and Diagnostics Laboratory (8%), and radiosonde data from the Sahara desert (5%) [15] . This data set is sampled to cover a wide range of temperature and humidity variations.
The European Organization for the Exploitation of Meteorological Satellites-Satellite Application Facility (SAF) on Numerical Weather Prediction data sets include atmospheric temperature, water vapor, and ozone simulated by the ECMWF system. Each SAF database contains 5000 profiles available at 91 pressure levels. In this paper, we used two different SAF data sets known as SAF-Q and SAF-T, which are sampled to cover large humidity (SAF-Q) and temperature (SAF-T) variations [16] .
The Atmospheric Radiation Measurement (ARM) Climate Research Facility is a global change research program supported by the U.S. Department of Energy since 1989. We used radiosonde data from the following ARM stations: the Tropical Western Pacific stations (TWP-C1, TWP-C2, and TWP-C3) located in Manus Island (Papua New Guinea), Nauru Island (the Republic of Nauru), and Darwin (Australia), respectively; Southern Great Plains (SGP-C1) located in Lamont (Oklahoma, USA); and North Slope of Alaska (NSA-C1) located in Barrow, USA [17] .
III. METHODOLOGY AND TRANSFORMATION METHOD
The ATMS water vapor sounding channels are sensitive to the amount of water vapor in different layers of the atmosphere; therefore, these channels can be used to retrieve the LAH in different layers of the troposphere. The sensitivity of the microwave water vapor channels to the concentration of water vapor at different altitudes of the atmosphere can be defined using Jacobians. Jacobians are mathematically the partial derivative of radiance with respect to the atmospheric parameters influencing the observed radiance. Jacobians can be simply calculated using a perturbation method, which is a good approximation for small variations in the amount of water vapor. In the perturbation method, the water vapor Jacobians (K) are defined as follows:
where q is water vapor at the jth level, and Δq is a small number (here set to 0.05q). This relation describes change in Tb (in kelvin) due to a small change in the water vapor concentration [18] . The unit of Jacobians is defined based on the humidity quantity that it perturbed. In this paper, the volume mixing ratio is used, but also relative humidity or mass mixing ratio may be perturbed in (1) . Negative Jacobians mean that any increase in the water vapor concentration lowers the observed radiance (Tb), and vice versa. It should be noted that due to the limitation in numerical calculations, the Jacobians calculated using the perturbation method are approximative. Fig. 1 shows the Jacobians of the ATMS water vapor channels for subarctic winter, midlatitude winter, subarctic summer, and tropical profiles. As indicated in Fig. 1 , the peak altitude of the Jacobians is a function of precipitable water vapor (PWV), beam position, and frequency of the channel. The peak is at a higher altitude for the channels that operate at the frequencies closer to the center of the water vapor absorption line at 183 GHz. Jacobians may become positive near the surface, particularly in dry conditions for the lower channels. In this case, the observed radiance is affected by the emitted radiance from the surface, which is a function of the surface emissivity. For instance, Fig. 1 shows that, for a subarctic winter profile, which is relatively dry, i.e., PWV = 5 kg · m −2 , the three lower water vapor channels, i.e., Ch3.0, Ch4.5, and Ch7.0, are affected by the surface emissivity, but for a tropical profile, which is relatively humid, i.e., (PWV = 41 kg · m −2 ), none of the ATMS water vapor channels are affected by the surface emissivity. Accurate surface emissivity data are required to simulate satellite Tb's when the radiances are affected by the surface; moreover, when the Jacobians peak near the surface, the satellite observations become more sensitive to PWV rather than relative humidity. Since current microwave surface emissivity data do not have high accuracy, see, e.g., [19] , and also the aim of this study is not to retrieve PWV from the ATMS observations, we limited our study to the profiles where satellite Tb's are not affected by the surface emissivity. Fig. 2 shows the surface contribution to the simulated ATMS Tb's as a function of PWV. Surface contribution was defined as the difference between simulated Tb's when emissivity varies from 0 to 1 [7] . As shown in Fig. 2 , the ATMS Tb's are only affected by the surface emissivity if PWV is less than 30, 20, 10, 7, and 5 kg · m −2 for Ch7.0, Ch4.5, Ch3.0, Ch1.8, and
Ch1.0, respectively. We used these thresholds to screen out all the ATMS observations or simulations that are affected by the surface emissivity. This filter removes 60%, 48%, 32%, 21%, and 18% of the combined data set profiles for Ch7.0, Ch4.5, Ch3.0, Ch1.8, and Ch1.0, respectively. ATMS observations from the channels operating at 23.8 and 31.4 GHz can be used to derive PWV when the PWV measurements are not available [20] . LAH is calculated using convolution of the Jacobians and the humidity profiles, i.e.,
where RH shows the relative humidity with respect to water at level j. In this paper, in addition to using the actual Jacobians to calculate the LAH, we also used a fixed Jacobian for each channel (Jacobians shown in Fig. 1 for a profile with PWV = 28 kg · m −2 ) to calculate the LAH, because it is easier to compare the LAH values averaged over a fixed layer with the in situ data or climate models field.
A primary relation was introduced by Soden and Bretherton [10] to derive UTH from the IR observations of the Geostationary Operational Environmental Satellite as follows:
where ln is the natural logarithm, θ is the earth incidence angle (EIA), a and b are the empirical coefficients to be determined, and Tb is the observed brightness temperature (in kelvin).
In the current study, we employ a modified version of (3), which was proposed by Spencer and Braswell [11] for SSM-T2 observations and examined by Buehler and John [12] for deriving UTH from AMSU-B brightness temperatures, i.e.,
First, Jacobians and Tb's are calculated using an RT model and atmospheric profiles discussed in Section II-B, and then, LAH values are calculated by the convolution of Jacobians and relative humidity profiles [see (2)]. Finally, the empirical coefficients are calculated by relating ln(LAH) to Tb using (4). Practically, once the coefficients are calculated, they can be used in conjunction with the observed satellite Tb's to calculate LAH. As mentioned before, it is essential to only use the data that are not affected by the surface emissivity. ATMS Tb's systematically decrease from nadir to the edge of the scan, which is called the limb-darkening effect. Limb darkening is caused by the increase in the optical path length related to the EIA (see Appendix A for the definition of EIA). ATMS Jacobians also move to higher altitudes from nadir to the edges of the scan due to the same effect (see Fig. 1 ). The overall impact of this scan angle dependence is that the empirical coefficients in (4) depend on the beam position. Thus, it is required to either calculate the coefficients for each beam position or correct the ATMS Tb's for the limb effect [21] . In the latter case, the same coefficients calculated using the nadir Tb's can be applied to the limb adjusted Tb's. It should be noted 
where a 1 , a 2 , b 1 , and b 2 are empirical coefficients calculated for each channel. We also developed a limb-correction method similar to Chung et al. [21] . As shown in Fig. 3 , the limb darkening (ΔTb), which is calculated as the difference between Tb given at any θ and nadir Tb, is a function of EIA, and it is stronger for the channels operating at the frequencies closer to the water vapor absorption line at 183 GHz. We rewrite the limbcorrection relation suggested by Chung et al. [21] as follows: where Tb n is Tb at subnadir footprint, and Tb(θ) is Tb at any given θ. The values for the coefficient c are presented in Table I for different ATMS water vapor channels. As shown, the coefficients do not significantly depend on the data set or the RT model. It should be noted that these values can only be applied to the ATMS Tb's that are not affected by the surface emissivity. We hereafter refer to the first method, which is based on calculating empirical coefficients as a function of θ, as the coefficient adjustment (CA) method and to the second method, which is based on adjusting ATMS Tb's for limb-effect, as the Tb limb adjustment (TLA) method.
We used Atmospheric Radiative Transfer Simulator (ARTS) as the LBL model [22] and Community Radiative Transfer Model (CRTM) [23] as the fast RT model. ARTS is a general forward model, but its development has a special emphasis on atmospheric sounding using microwave instruments. For water vapor absorption, the model of Rosenkranz [24] was selected. CRTM has been widely used across NOAA in recent years for operational purposes such as data assimilation and numerical weather prediction. Fast RT models are computationally faster than the LBL models but normally less accurate, because fast RT models estimate the absorption coefficients based on a lookup table using a range of predictors and do not directly calculate them using the spectroscopy databases and RT theory [25] . However, the fast RT models have greatly improved over the past decade [26] . In this paper, we used a K-matrix technique for the fast model and an analytical derivation for the LBL model to calculate the Jacobians.
IV. RESULTS AND DISCUSSION
In this section, we first present the calculated coefficients for the Tb-to-LAH transformation method and discuss the impact of the RT model, as well as the atmospheric profiles on the calculated coefficients, and then discuss the validation of the transformation method using independent data sets. We use the terms "estimated LAH" for the LAH values estimated using the transformation method [see (4) ] and "calculated LAH" for the LAH values calculated using the convolution of Jacobians and relative humidity profiles [see (2)]. Fig. 4 shows simulated satellite Tb's for the ATMS water vapor channels versus the LAH values calculated using Jacobians. Fig. 4 only shows Tb and LAH values for the nadir beam positions. We used the PWV thresholds (see Section III) to screen out the Tb's that were affected by the surface emissivity. The results presented in Fig. 4 show a strong relation between Tb and LAH for all the ATMS water vapor channels. The calculated coefficients for (4) are slightly different for different water vapor channels. Since there is an anticorrelation between tropospheric humidity and satellite Tb's, the slope of the fitted line [coefficient b in (4)] is always negative. Fig. 4 also compares the effect of different RT models (LBL versus fast model), as well as different atmospheric data sets (combined data set versus SeeBor), on the relation between Tb and LAH. It was found that the coefficients only slightly depend on the data sets or the RT model. Fig. 5 indicates the difference between LAH values estimated using different set of empirical coefficients. The values shown in this figure are the difference between the LAH values calculated using the combined data set (LBL model) and the LAH values calculated using other data sets or RT models. As shown, the differences are less than 0.1 RH, which is about 10% in relative unit.
A. Empirical Coefficients
The values calculated using the combined data set and the LBL model for Ch7.0, Ch4.5, Ch3.0, Ch1.8, and Ch1.0 are 16.9, 16.1, 15.9, 16.4, and 16.5 for coefficient a and −0.064, −0.063, −0.064, −0.068, and −0.070 for coefficient b, respectively. We used two different models, an LBL model and a fast RT model, to calculate the empirical coefficients. As shown in Figs. 4 and 5, the magnitude of the differences between the models is as large as that introduced by different data sets. Overall, there is slightly a better agreement (higher correlation) between Tb and ln(LAH) simulated using the combined data set and the LBL model. Therefore, we adopted the coefficients calculated using this combination for validating the transformation method. Coefficients calculated using the combined data set and the LBL model for Ch1.0 are consistent with Buehler and John [12] , who reported 16.47 for the coefficient a and −0.070 for the coefficient b for a similar channel on the AMSU-B instrument. As explained before, the empirical coefficients depend on the beam position (see Fig. 6 ), so that a logarithmic relation was suggested to calculate the empirical coefficients for different beam positions as a function of EIA. The coefficients for these logarithmic relations are given in Table II for both actual and fixed Jacobians. These values can be inserted into (5) to calculate the empirical coefficients of the transformation method for different beam positions. Table II also shows the coefficients a and b for the nadir beam positions. These coefficients can be applied to the limb-adjusted ATMS Tb's, independent of the beam position. 
B. Validation
We used the ARM radiosonde profiles and globally sampled profiles, such as SAF and SeeBor (see Section II-B) to validate the results. As a first test, the LAH values were estimated from ATMS Tb's simulated using the LBL model. Second, the actual ATMS observations collocated with the ARM radiosonde profiles were used to estimate LAH. In either case, the estimated LAH values were compared with the Jacobian weighted LAH values.
Simulated ATMS Brightness Temperatures: The vertical profiles of temperature and humidity were used to simulate both ATMS Tb's and the corresponding Jacobians. Fig. 7 shows the LAH values estimated from the ATMS simulated Tb's versus the Jacobian weighted LAH values; both ATMS Tb's and Jacobians were simulated using ARM profiles. We used both actual Jacobians and the fixed Jacobians mentioned in Section III to calculate LAH from the humidity profiles. As Fig. 7 . Estimated versus Jacobian weighted LAH values for the ARM radiosonde data. The ATMS brightness temperatures were simulated using the LBL model. The LAH values were calculated using the actual Jacobians for the first two rows and using fixed Jacobians for the last two rows.
shown in Fig. 7 , in the case of actual Jacobians, estimated and calculated values are generally in very good agreement, but the method slightly underestimates tropospheric humidity in moist conditions. The scatterplots show a larger standard deviation in moist conditions than in dry conditions. The statistics for this comparison are shown in Table III for different data sets. The difference between estimated and calculated LAH values when the LBL model and actual Jacobians are used is less than 10% in all cases. The statistics are very similar for the LAH values estimated using either the CA method or the TLA method. This indicates that either of the CA and TLA methods can be equally used to estimate LAH. The bias between estimated LAH (using either the CA method or the TLA method) and calculated LAH values is less than −7% for all the channels at the ARM stations. In the case of LAH values calculated using fixed Jacobians, the bias is generally larger than that for actual Jacobians, but for the ARM data, the bias is still less than −5% for all the channels. The bias between the estimated and calculated LAH values using the SeeBor and SAF-Q data sets ranges, respectively, from 4% to 9% and −3% to −8% for the actual Jacobians and from 8% to 10% and −4% to −9% for the fixed Jacobians.
Table III also shows the standard deviation of the differences between estimated and calculated LAH values. The standard deviations for the actual Jacobians and the LBL model range from 0.08 to 0.09 RH for the ARM data set, from 0.05 to 0.07 RH for the SAF-Q data set, from 0.06 to 0.07 RH for the SAF-T data set, and from 0.05 to 0.07 RH for the SeeBor data set. The standard deviations for the fixed Jacobians are greater than those for the actual Jacobians and range from 0.08 to 0.13 RH for the ARM data set, from 0.10 to 0.13 RH for the SAF-Q data set, from 0.08 to 0.11 RH for the SAF-T data set, and from 0.07 to 0.10 RH for the SeeBor data set. Thus, the agreement between the estimated and calculated LAH values using fixed Jacobians is generally less than that for actual Jacobians. In some cases, e.g., the ARM data set, the bias for the fixed Jacobians is less than that for the actual Jacobians; however, the standard deviations are generally higher for the fixed Jacobians than for the actual Jacobians. Table III also shows the simulations conducted using a fast model. The fast model generally shows larger biases than the LBL model. In this case, the bias between the calculated and estimated LAH values ranges from −4% to 1% for the ARM data set, from −3% to 12% for the SAF-Q data set, from −2% to 8% for the SAF-T data set, and from 7% to 18% for the SeeBor data set. The CA and TLA methods also indicate similar results when the fast model is used to conduct the RT simulations. The main reason for the better agreement between the estimated and calculated LAH values using the LBL simulations should be that the empirical coefficients employed to estimate the LAH from simulated Tb's were calculated using the same model. Since the bias depends on LAH, for instance, see Fig. 7 , the slope of the fitted line is also included in Table III . In most cases, the slope ranges between 0.9 and 1.1 and does not depend on the RT model or other factors such as limb correction or Jacobians. However, the slop slightly depends on the channel. Generally, the slop is closer to unity for lower tropospheric channels than for upper tropospheric channels. 
Observed ATMS Brightness Temperatures:
The ATMS observations were collocated with the ARM radiosonde profiles for the time period of January 2012 through August 2013. The collocation criteria were less than 100 km distance between the ATMS footprints and the radiosonde station and less than 3 h time difference between the ATMS scanning time and the radiosonde launch time. Since radiosondes drift while ascending through the troposphere, we compared each radiosonde launch with the average LAH (Tb) of a target area with a radius of 100 km. It should be noted that we first estimated LAH from individual Tb's within the target area and then averaged the LAH values. In addition, the difference between Tb's from different channels was used to filter out the observations affected by the clouds [27] , [28] . We used the difference between Tb of Ch7.0 (Tb 7.0 ) and Tb of Ch4.5 (Tb 4.5 ), ΔTb = Tb 7.0 − Tb 4.5 to identify and exclude the ATMS observations affected by the clouds. In clear-sky conditions, Tb 7.0 is higher than Tb 4.5 but in the presence of optically thick clouds, Tb 7.0 is more affected by clouds than Tb 4.5 , so that Tb 7.0 becomes closer or lower than Tb 4.5 . We excluded all the collocations with at least one ΔTb within the target area less than 3 K. After collocating radiosonde and satellite observations, the empirical relation [see (4) ] was used to estimate LAH from the ATMS observations, and the LBL Jacobians were used to calculate LAH from the ARM radiosonde profiles.
Table IV presents the mean (bias) and standard deviation of differences between the estimated and calculated LAH values. The bias is less than 10% in most cases when the actual Jacobians are used to calculate LAH. LAH values calculated using either limb-corrected Tb's or original Tb's indicate the same accuracy compared with the calculated LAH values. The NSA-C1 station, which is located in Alaska, shows the largest biases, which is related to the dry climate of NSA-C1. Although we applied the PWV thresholds to filter out the surface-affected radiances, in the NSA-C1 atmospheric conditions, some of the collocated data points may still be affected by the surface emissivity. In addition, at the NSA-C1 station, most of the collocated data points are screened out by the PWV filter (see Table IV ), which affects the reliability of the statistics. The relative bias is generally larger for the TLA method than for the CA method, which can also be explained by the effect of surface emissivity on the limb correction. The biases between the estimated LAH values and the LAH values calculated using the fixed Jacobians are also shown in Table IV . In this case, the biases are larger than those for actual Jacobians. The bias is between 20% and 35% at NSA-C1 and SGP-C1 and less than 20% at the TWP stations. Standard deviations of the differences between estimated and calculated LAH values are also shown in Table IV . The standard deviation of the LAH values calculated using fixed Jacobians is larger than those calculated using actual Jacobians, which is expected as it was explained before. The slope of the fitted lines is also reported in Table IV . Slope ranges between 0.7 and 0.8, which shows an overestimate for low LAH values and an underestimate for high LAH values. The slope is generally closer to unity for lower level channels than for upper level channels. However, the slope does not significantly depend on the RT model or other factors such as Jacobian and limb correction.
Table IV also shows the differences between the ATMS Tb's and the RT simulated Tb's. Obviously, about 1 K mean TABLE IV  STATISTICS FOR THE DIFFERENCES BETWEEN THE LAH VALUES ESTIMATED FROM THE ATMS OBSERVATIONS AND THE LAH VALUES CALCULATED  USING THE ARM RADIOSONDE PROFILES. JACOBIANS WERE CALCULATED USING THE LBL MODEL. AJ AND FJ STAND FOR ACTUAL AND FIXED  JACOBIANS, RESPECTIVELY; CA AND TLA INDICATE THE RESULTS FOR CA AND TLA, RESPECTIVELY; STD IS STANDARD DEVIATION OF THE  DIFFERENCES BETWEEN ESTIMATED AND CALCULATED LAH; AND BIAS TB REFERS TO THE DIFFERENCE BETWEEN THE OBSERVED  AND SIMULATED BRIGHTNESS TEMPERATURES. NSA-C1 DID NOT HAVE ENOUGH COLLOCATIONS FOR CH7.0 difference is observed between the simulated and observed ATMS Tb's. It should be noted that the Tb difference affects the LAH comparison as well. This difference is caused by several factors, including systematic errors in the RT calculations, a sampling error, a known dry bias in the radiosonde data, the effect of optically thin clouds that are not screened out by the cloud filter, as well as inaccuracy in the ATMS calibration. Therefore, it is estimated that a large portion of the systematic difference between the estimated and calculated LAH values is related to the errors aforementioned. These errors can be simply neglected in the LAH comparison by adjusting the ATMS Tb's for the difference between simulated Tb's and observed Tb's. Table V shows the statistics for the LAH comparison based on adjusted ATMS Tb's. Obviously, the error has systematically decreased at most stations, excluding TWP-C1, where the error has slightly increased.
C. Spatial Distribution of Bias
We used two months of data, August 2012 and January 2013, from the ECMWF Interim Reanalysis (ERA-interim) with collocated ATMS observations to evaluate the spatial distribution and regional dependence of the bias. We used a temporal threshold of 1 h and a spatial threshold of 100 km for collocating ATMS and ERA-interim data. We excluded all the ATMS observations that were affected either by the clouds or by the surface emissivity. The LAH values were calculated using the ERA-interim humidity profiles and corresponding Jacobians, and the collocated ATMS observations were used to estimate the LAH. Fig. 8 shows the difference between the estimated and calculated LAH values. The ERA-interim data are available only every 6 h in UTC time, but the ATMS ascending and descending overpass times are at 13:30 and 1:30 local time. Therefore, most collocations occur near the meridians, where the local time is around 01:30 or 13:30 for ERAinterim data. These meridians are 22.5
• E (ERA-interim 00:00 UTC collocated with ATMS descending orbit), 112.5
• E (ERAinterim 06:00 UTC collocated with ATMS ascending orbit), 157.5
• W (ERA-interim 12:00 UTC collocated with ATMS descending orbit), and 67.5
• W (ERA-interim 18:00 UTC collocated with ATMS ascending orbit). Most collocations for the lower tropospheric channels, particularly outside the tropical region, are removed by the PWV filter; thus, these channels can only be validated in very humid regions. The bias (ATMS minus ERA-interim) is generally positive and less than 20% for all the channels. The bias is less than 10% for Ch1.0 and Ch1.8. ATMS channels sensitive to the lower troposphere show a larger bias than those channels sensitive to the middle and upper troposphere. In addition, the bias generally increases from midlatitudes toward the poles for the lower channels. This feature can be due to the surface effect as the PWV filter may not completely remove the profiles affected by the surface emissivity. Fig. 8 also shows the results when the LAH values were calculated using fixed Jacobians. In the tropical region, the results for the fixed Jacobians are similar to those obtained using actual Jacobians, but outside the tropical region, the bias increases toward the poles for the fixed Jacobians, so that the bias for the fixed Jacobians is less than 10% in tropical and TABLE V  SAME AS TABLE IV BUT THE ATMS OBSERVED TB'S WERE ADJUSTED FOR THE DIFFERENCES BETWEEN THE SIMULATED AND MEASURED TB'S midlatitude regions, except for Ch7.0, with a bias less than 20% in the tropical region, but increases to up to 30% in the polar region. This is due to the fact that the fixed Jacobians that we used to derive the empirical coefficients were simulated using a profile with PWV = 28 kg · m −2 . Therefore, in the polar regions, the ATMS observations point to a layer lower than that for fixed Jacobians, which causes an additional bias in the estimated LAH values. Overall, the positive bias (ATMS LAH minus ERA LAH) is mainly related to the systematic difference between ERA-interim and ATMS data. For instance, Fig. 9 shows the difference between ATMS observations and Tb's simulated using ERA-interim temperature and humidity profiles for Ch7.0 and Ch1.0. As shown, the ATMS Tb's are systematically lower than ERA-interim simulated Tb's, which translates to a systematic wet bias in humidity space.
D. Error Analysis
Based on the comparison between LAH values estimated from simulated Tb's and the LAH values calculated using corresponding humidity profiles and Jacobians, the overall methodological error is estimated to be less than 10% when actual Jacobians are utilized. However, the error is much larger, up to 30%, when fixed Jacobians are used. In addition, the error in satellite observations should be estimated and be added to the error estimate. Based on RT calculations, it is estimated that a 1 K error in satellite Tb's translates to about a 10% error in terms of relative humidity. This ratio was calculated by perturbing ARM radiosonde humidity profiles by 5% and 10% and then computing the impact on ATMS simulated Tb's, which was 0.5 and 1 K, respectively. The error in satellite observations is estimated to be less than 0.5 K if the observations are carefully calibrated and bias corrected. This error translates to about 5% in terms of relative humidity. However, it should be noted that the error in satellite data can be very large, particularly due to sensor degradation and drift in the sensor calibration, if the data are not well calibrated.
Several sources contribute to the systematic and random errors in the calculated and estimated LAH values that are explained here. The systematic errors are caused mainly by RT and instrumental errors. The RT error due to spectroscopy and other RT model problems is estimated to be about 0.3 K based on the difference between the LBL model and the fast RT model. Error in the RT simulations for the ATMS instrument, for instance, due to imperfect antenna pattern as well as assuming rectangular passbands in the RT calculations while the actual passbands might not be rectangular, and inaccuracy in the ATMS observations due to several sources such as error in the calibration coefficients, are estimated to be less than 0.5 K based on initial evaluation of ATMS observations. The systematic error in the transformation method is estimated to be about 0.1 RH. This error was estimated based on the difference between the LAH values estimated using empirical coefficients determined from different data sets. Another source of error, particularly in comparing actual ATMS Tb and collocated radiosonde data, is from the sampling error, because the satellite overpass time and the radiosonde launch time are normally fixed with respect to each other; therefore, the time difference normally causes a systematic bias that depends on the overpass times and diurnal variation of LAH. Error in radiosonde data is also estimated to be around 5%, which is mainly due to a known dry bias in Vaisala sensors that are used at the ARM stations. The error is larger for the daytime data because of the daytime radiation dry bias, but we only used nighttime data. It should be noted that some of these systematic errors may cancel each other due to the opposite sign of the error. In addition to the systematic errors, there are also several sources of random errors, including random error in RT calculations, noise in the ATMS observations, and random errors in radiosonde measurements. The random errors are normally cancelled out after averaging when comparing estimated and calculated LAH values. It should be noted that most of the systematic errors are also cancelled out when we use simulated Tb's, instead of measured Tb's, to validate the transformation method. In the case of simulated Tb's, the RT error is negligible since we use the same model to calculate both Tb's and Jacobians and is cancelled out after averaging; the ATMS observations are not involved in the comparison, there is no sampling error, and the error in the radiosonde data does not matter since the same profiles are used for calculating LAH and also simulating the ATMS Tb's. Thus, we believe that the validation that was conducted using the simulated ATMS Tb's better represents the intrinsic accuracy of the transformation method.
V. CONCLUDING REMARKS
Atmospheric humidity is the main greenhouse gas and has a significant effect on the Earth radiation budget and atmospheric rivers. One of the main sources to derive information about atmospheric humidity is the satellite observations from the microwave instruments. The ATMS is a cross-track scanning radiometer with 22 channels, of which 5 channels function at the frequencies close to the water vapor absorption line at 183 GHz. These channels operate at 183.31 ± 7.0, 183.31 ± 4.5, 183.31 ± 3.0, 183.31 ± 1.8, and 183.31 ± 1.0 GHz (numbered as 18-22, respectively) and are sensitive to the tropospheric humidity in the lower to upper troposphere.
A simple linear relation is presented to directly transform the ATMS observations into LAH. Unlike inversion methods, RT calculations are not required to utilize the method and the ATMS observations can be directly transformed into LAH. The LAH values calculated using this method can be used, for instance, to validate climate models, study atmospheric rivers, evaluate the effect of tropospheric humidity on outgoing longwave radiation, or investigate the global atmospheric water cycle. The empirical coefficients of this relation are presented for all the ATMS water vapor channels.
The method was originally introduced by Soden and Bretherton [10] for calculating the UTH from the IR satellite observations. A modified version of this method was later examined by Spencer and Braswell [11] and Buehler and John [12] for microwave observations. However, in the current study, we employed different techniques to transform ATMS observations into LAH, including a technique to calculate the coefficients for different beam positions as a function of EIA, as well as a technique to correct the satellite data for limb darkening then applying the same coefficients to the observations from different beam positions. Buehler and John [12] only examined the relation for 183 ± 1 GHz, which is sensitive to UTH, but we examine the relation for five ATMS water vapor channels, which are sensitive to upper to lower tropospheric humidity. We also examine the effect of the data sets and RT models on the empirical coefficients. In addition, we provide an extensive error analysis and a comprehensive validation and evaluation, including the spatial distribution of the errors.
Since the lower tropospheric channels can be very sensitive to the surface emissivity, particularly in dry conditions, a filter based on total PWV was introduced to filter out all the observations that are affected by the surface emissivity. Because of the limb-darkening effect, the empirical coefficients of the transformation method depend on the beam position. Hence, a logarithmic relation between the lapse in ATMS Tb's due to limb effect and EIA is presented to adjust the ATMS Tb's for limb darkening, and then, the same coefficients calculated for the nadir beam positions can be applied to the entire data set. In addition, a relation is presented to calculate the empirical coefficients as a function of EIA.
The results were validated using both simulated ATMS Tb's and actual ATMS observations. The systematic difference between estimated LAH from the ATMS Tb's and calculated values using Jacobians was less than 10% in most cases. The results were very similar for both transformation algorithms, i.e., using limb-adjusted Tb's or original ATMS Tb's, but calculating empirical coefficients as a function of EIA. The bias was larger for the ATMS observed Tb's than simulated Tb's, which is due to error in the radiosonde and ATMS observations, the sampling error due to the spatial and temporal differences between the collocated data from the ATMS and radiosonde profiles, as well as error in the RT calculations. These errors either do not exist or will be cancelled out when we use the ATMS simulated Tb's to validate the method. Since there is a large interest in calculating LAH for a fixed layer, we also calculated the empirical coefficients using fixed Jacobians for each channel. Generally, the difference between the estimated and calculated LAH values is larger when fixed Jacobians are used. Finally, we investigated the spatial distribution of the bias using two months of ERA-interim data collocated with the ATMS observations. The bias did not indicate any significant regional dependence for the actual Jacobians, but the bias generally increases toward the poles for the fixed Jacobians.
Moreover, the dependence was larger for the channels sensitive to the lower troposphere than for the channels sensitive to the middle and upper troposphere. APPENDIX EIA, also known as local zenith angle or satellite zenith angle, is defined as the angle between the satellite antenna boresight direction D and normal to the Earth's surface at the spot locationñ and can be mathematically calculated as follows:
In a geocentric coordinate system, θ can be calculated as follows:
where α is the scan angle, α = 0.5β + (f − 1) × β, β is the step angle and is equal to 1.111
• for ATMS water vapor channels, f is the ATMS spot number that ranges from 1 for subnadir to 48 for the edges of the scan, R is the Earth's radius (6371 km), and h is the satellite height (824 km).
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