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Notes on the optimal variational iteration method
1. Introduction
Recently, Turkyilmazoglu [1] had suggested an optimal variational iteration method. Actually, the method was a
variational iteration method with an auxiliary parameter, first proposed by Yilmaz and Inc [2], and further developed by
Hosseini et al. [3,4], while the term ‘‘optimal variational iteration method’’ was first suggested by Herişanu andMarinca [5].
It is necessary to clarify the terminology.
2. Variational iteration algorithms
Consider the following general nonlinear equation
Lu+ Nu = 0, (1)
where L and N are linear and nonlinear operators respectively.
According to the variational iteration method, the following algorithms can be constructed [6].
2.1. Variational iteration algorithm-I
un+1(t) = un(t)+
 t
t0
λ {Lun(s)+ Nun(s)} ds. (2)
2.2. Variational iteration algorithm-II
un+1(t) = u0(t)+
 t
t0
λNun(s)ds. (3)
2.3. Variational iteration algorithm-III
un+2(t) = un+1(t)+
 t
t0
λ {Nun+1(s)− Nun(s)} ds (4)
where λ is the identified Lagrange multiplier. How to identify λwas systematically elucidated in Refs. [7,8]. The variational
iteration algorithm-I is now widely used, and recently the variational iteration algorithm-II has caught much attention
[9,10], while the variational iteration algorithm-III is rarely used.
3. The variational iteration method with an auxiliary parameter
Yilmaz and Inc [2] constructed a variational iteration algorithm with an auxiliary parameter in the form
un+1(t) = un(t)+ h
 t
t0
λ {Lun(s)+ Nun(s)} ds (5)
where h is an auxiliary parameter.
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In the solution procedure, Yilmaz and Inc [2] found that h = 0.024 and h = 0.001 are the optimal choices, respectively,
for 10th order and 2nd order approximates for the problem studied. Themethodwas further developed by Hosseini et al. [3]
by introducing an h-curve for optimal determination of the auxiliary parameter.
Alternative algorithms with an auxiliary parameter are listed below.
un+1(t) = u0(t)+ h
 t
t0
λNun(s)ds, (6)
un+2(t) = un+1(t)+ h
 t
t0
λ {Nun+1(s)− Nun(s)} ds. (7)
4. Herişanu and Marinca’s optimal variational iteration method
One of the advantages of the variational iteration method is the free choice of the initial guess, which can include some
unknown parameters:
u0 = u(C1, C2, . . . , Cp) (8)
where C1, C2, . . . , Cp are unknown parameters, which can be identified using various technologies. Using the least squares
method, Herişanu and Marinca [5] constructed the following functional
J(C1, C2, . . . , Cp) =
 b
a
[L(un)+ N(un)]2 ds. (9)
Making the above functional minimization with respect to Ci(i = 1, 2, . . . , p) results in
∂ J
∂C1
= ∂ J
∂C2
= · · · = ∂ J
∂Cp
= 0 (10)
from which the unknown parameters can be solved.
Herişanu and Marinca remarked in Ref. [5] that ‘‘This procedure, namely optimal variational iteration method (OVIM), is
very effective and simple, and accelerates the convergence to the exact solution. In most cases following this procedure, only one
iteration is needed’’.
The same solution procedure is valid for the homotopy perturbation method, and it was called the optimal homotopy
perturbation method [11,12].
5. Turkyilmazoglu’s optimal variational iteration method
Turkyilmazoglu’s optimal variational iteration method is actually Yilmaz and Inc’s modification of the variational
iteration method with an auxiliary parameter, which is identified using the least squares method.
Turkyilmazoglu’s iteration formulation is the same with Eq. (5), where h is chosen such that the following functional is
minimized: b
a
[L(un)+ N(un)]2 ds→ min. (11)
The technology is used in Herişanu and Marinca’s optimal variational iteration method [5] and the optimal homotopy
perturbation method [11,12].
6. Conclusion
I suggest that the variational iteration algorithm with one or more unknown parameters included in the initial guess,
which can be identified optimally, is called the optimal variational iteration method, while Yilmaz and Inc’s approach keeps
the name that they suggested—the variational iteration method with an auxiliary parameter.
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