Because of the intrinsic robustness, adiabatic evolutions find a broad range of applications in quantum state engineering [1, 2] , quantum computing [3] [4] [5] , and quantum simulation [6, 7] . According to the original form of the quantum adiabatic theorem, for a process to remain adiabatic, its rate of change at all times must be much smaller than the energy gap of the Hamiltonian [8] . On the other hand, in order to avoid perturbations from the environment high rates of change are desirable. This tension imposes severe limitations on the practical use of adiabatic methods. Current approaches to obtain adiabatic evolution within system coherence times are shortcuts to adiabaticity by using intricate schemes of additional counterdiabatic driving fields [9] [10] [11] [12] [13] [14] [15] which however can be exceedingly challenging to implement experimentally. Here, we investigate the roles of energy gaps in quantum adiabatic processes by using a nitrogen-vacancy (NV) centre in diamond [16] . We demonstrate experimentally that energy gaps may vanish while maintaining adiabatic evolution, a result that challenges traditional views. This shows that dynamic phases are more fundamental than energy gaps in quantum adiabatic evolution, the key insight that allows us to overcome the limits on evolution times imposed by the traditional form of the adiabatic theorem and to achieve, within experimental uncertainties, unit fidelity quantum adiabatic processes in finite time. The results provide a deeper understanding on quantum adiabatic processes, as well as promising strategies and directions in the control of quantum systems.
by the quantum adiabatic theorem [17] . The theorem states in its original form that "a physical system remains in its instantaneous eigenstate if a given perturbation is acting on it slowly enough and if there is a gap between the eigenvalue and the rest of the Hamiltonian's spectrum" [8] . The adiabatic evolution itself also provides interesting properties such as Abelian [18] or non-Abelian geometric phases [19] , which can be used for the realisation of quantum gates. However, despite the long history and wide range of applications, it was discovered recently that key aspects of quantum adiabatic evolution remain not fully understood [20, 21] .
In this work, we experimentally demonstrate adiabatic evolutions with vanishing energy gaps and crossings, by using an NV center in diamond. Additionally, we reveal that employing discrete jumps along the evolution path allows quantum adiabatic processes at unlimited rates which challenges the view that adiabatic processes must be slow. By jumping along the path one can even avoid path points where the eigenstates of the Hamiltonian are not feasible in experiments. Furthermore, we demonstrate theoretically and experimentally the elimination of all the non-adiabatic effects on system evolution of a finite evolution time by driving the system along the geodesic that connect initial and final states, as well as combating system decoherence by incorporating pulse sequences into adiabatic driving.
To describe the theory, consider a quantum system driven by a time-dependent Hamiltonian for adiabatic evolution, with its instantaneous orthonormal eigenstates |ψ n (λ) (n = 1, 2, . . . , M ) varied along a path parameterized by λ ∈ [0, 1]. For arbitrary driving, all the nonadiabatic effects are completely described by the gaugeinvariant propagator U dia (λ), which satisfies the firstorder differential equation [22] 
with the boundary condition that U dia (λ = 0) = I is an identity matrix (i.e., no non-adiabatic effect). In the basis of |ψ n (0) , the diagonal matrix elements of W (λ) vanishes, i.e., ψ n (0)|W (λ)|ψ n (0) = 0. The off-diagonal matrix elements ψ n (0)|W (λ)|ψ m (0) = F n,m (λ)G n,m (λ) (2) arXiv:1711.02911v1 [quant-ph] 8 Nov 2017 are responsible for non-adiabaticity. Here the factor
is described by the accumulated dynamic phases φ n (λ) on |ψ n (λ) , and G n,m (λ) = e i[γn(λ)−γm(λ)] g n,m (λ) is the geometric part consisting of the geometric functions g n,m (λ) = i ψ n (λ)| d dλ |ψ m (λ) and the geometric phases γ n (λ) = λ 0 g n,n (λ )dλ . Equations (2) and (3) show that the differences of dynamic phases are more fundamental than the energy gaps in suppressing the non-adiabatic effects. Indeed, a recent theoretical paper [22] provided for the first time a necessary and sufficient condition for quantum adiabatic evolution along the whole path. It states that when
for any λ ∈ [0, 1] of a finite path the deviation from adiabaticity is proportional to and can hence be made arbitrarily small for → 0 to achieve U dia (λ) → I along the entire path [22] .
In the traditional approach that the Hamiltonian varies slowly with non-vanishing gaps (e.g., Fig. 1c ), the strength of relative dynamic phase |φ n (λ) − φ m (λ)| rapidly increases with the change of the path parameter λ, giving the fast oscillating factors F n,m (λ) and thus suppressing non-adiabatic transitions.
In contrast, here we demonstrate experimentally that adiabatic evolution can be achieved even for vanishing energy gaps and crossings for as long as equation (4) is satisfied. As an example, we consider the energy gap of the form Ω(t) = Ω π (t) ≡ Ω 0 [1 + a cos(2Ω 0 t)], which has zeros and crossings for |a| > 1 (see Fig. 1d for the case of a ≈ 2.34). However, the corresponding factors F n,m (λ) parameterized by the parameter λ = t/T can satisfy the condition (4) . In order to realise this energy gap experimentally, we apply a microwave field that is resonant to the transition of the NV electron spin states |m s = 0 ≡ | − z and |m s = +1 ≡ |z to forms the parameterized dressed states
In the dressed-state picture the Rabi frequency Ω(t) of the driving field becomes the energy gap of the dressed states (see Fig. 1a ). With a sufficiently large T , the system evolutions for a constant gap Ω(t) = Ω 0 (corresponding to a constant Rabi frequency, see Fig. 1c ,e) and for the time-dependent gap Ω(t) = Ω π (t) (corresponding to a time-dependent Rabi frequency, see Fig. 1d ,f) follow the adiabatic states at all times with high fidelities.
Without the restriction to non-zero energy gaps, it is possible to completely eliminate non-adiabatic effects and to drive an arbitrary initial state |Ψ i to a target state |Ψ t by the adiabatic evolution of a finite time duration. We demonstrate this by driving the system along the geodesic [23, 24] for maximal speed. As shown in Methods, the system eigenstate |ψ 1 (λ) = cos( 1 2 θ g λ)|ψ 1 (0) + sin( 1 2 θ g λ)|ψ 2 (0) connects |ψ 1 (0) and |ψ 1 (1) along the geodesic by varying λ = 0 to λ = 1, with its orthonormal eigenstate |ψ 2 (λ) = − sin( 1 2 θ g λ)|ψ 1 (0) +cos( 1 2 θ g λ)|ψ 2 (0) varied accordingly. An example of the geodesic path is given by equation (5) . We find that along the geodesic the only nonzero elements g 2,1 (λ) and g 1,2 (λ) are constant. We adopt the sequence theoretically proposed in Ref. 22 that changes the dynamic phases at N equally spaced path points λ = λ j (j = 1, 2, . . . , N ). By staying at each of the points
for a time required to implement a π phase shift on the dynamic phases, we have U dia (1) = I because W (λ) commutes and 1 0 F 2,1 (λ)dλ = 0. That is, by jumping on discrete points λ j the system evolution at λ = 1 is exactly the perfect adiabatic evolution U adia even through the evolution time is finite, and an initial state |Ψ i will end up with the adiabatic target state |Ψ t = U adia |Ψ i . To realize the jumping protocol in experiments, we apply rectangular π pulses at the points λ j without time delay between the pulses.
We measure the fidelity of the evolved state to the target state |Ψ t that follows the ideal adiabatic evolution U adia and compare the performance between the jump-ing protocol and the continuous one that has a constant gap and a constant sweeping rate. The evolution path is the geodesic given by equation (5) . To show the performance in the high-fidelity regime, in Fig. 2 we traverse the half-circle path with θ g = π back and forth for a total path length of 6θ g , while the results for the path of a single half circle is presented in Supplementary Fig. 8 . The jumping protocol reaches unit fidelity within the measurement accuracy, while the standard continuous driving has lower fidelity at short evolution times. We observe in Fig. 2a that the constant-gap protocol provides unit state-transfer fidelity only when the initial state is an eigenstate of the initial Hamiltonian |Ψ i = |+ 0 and the relative dynamic phase φ = (2kπ) 2 − (θ g ) 2 (k = 1, 2, . . .) accumulated in a half circle (see Methods). However, the phase shifts on the system eigenstates accompanying adiabatic evolution can not be observed when the initial state is prepared in one of the initial eigenstates. Therefore, we also compare the fidelities in Fig. 2c ,d by using an initial state |Ψ i = |+ 1/2 , which is a superposition of the initial eigenstates |± 0 . The results of Fig. 2b,d confirm that the jumping protocol achieves exactly the adiabatic evolution U adia within the experimental uncertainties. To further check the adiabaticity during the whole evolution process, we carried out the measurement for a fixed N = 5, the results in Supplementary Fig. 7 do reveal the adiabaticity and the advantage of the jumping protocol over the standard one.
To demonstrate the intrinsic robustness guaranteed by adiabatic evolutions, in Fig. 3 , we consider large random driving amplitude errors in the jumping protocol. We add random Gaussian distributed errors with a standard deviation of 50 % to the control amplitude. To simulate white noise, we change the amplitude after every 10 ns in an uncorrelated manner. Despite the large amplitude errors, which can even cause energy crossings, that is vanishing energy gaps, during the evolution (see Fig. 3a for a random time trace), a change of fidelity is hardly observable in Fig. 3b . Additional simulations in Supplementary Figs. 10 and 11 also demonstrate the robustness for amplitude fluctuations of different kinds of noise correlation, i.e., Gaussian white noise, Ornstein-Uhlenbeck process modelled noise, and static random noise. Because the pulses suppress the effect of decoherence with the mechanism of dynamical decoupling [25] , the fidelity is still high even when the evolution time is much longer than the coherence time T * 2 = 1.7 µs of the NV electron spin ( Supplementary Fig. 9 ). This evidence is useful to design adiabatic protocols that provide strong robustness against both control errors and general environmental perturbations.
Without going through all the path points, the jumping protocol has advantages to avoid path points (i.e., Hamiltonian with certain eigenstates) that can not be realized in experiments. As a proof-of-principle experiment, we consider the Landau-Zener (LZ) Hamiltonian [26] H LZ = B z (λ) σz 2 + ∆ σx 2 with σ α (α = x, y, z) being the Pauli matrices. Because ∆ > 0, tuning the system eigenstates to the eigenstates | ± z of σ z requires B z → ±∞. Therefore for a perfect state transfer from |Ψ i = | − z to |Ψ t = |z by using the standard continuous protocol, it is required to adiabatically tune B z from −∞ to +∞ (see insets of Fig. 4a ). The experimental implementation of B z = ±∞ however requires an infinitely large control field, which is a severe limitation. In our experiment, a large B z field can be simulated by going to the rotating frame of the microwave control field with a large frequency detuning. The experimental realization of B z → ±∞ can be challenging in other quantum platforms. For example, for superconducting qubits where ∆/(2π) could be as large as 0.1 GHz but the tuning range of B z /(2π) is usually limited to a couple of GHz or even of the same order of magnitude as ∆/(2π) [27] . For twolevel quantum system comprising Bose-Einstein condensates in optical lattices, the maximum ratio of B z /∆ is determined by the band structure [12] . For singlet-triplet qubits in semiconductor quantum dots, the exchange interaction for the control of B z is positively confined [28] . On the contrary, with the jumping approach, one can avoid the unphysical points such as B z = ±∞ as infinitely slow and continuous process is not required and achieve high-fidelity state transfer as shown in Fig. 4 .
As a remark, we find that our jumping protocol with N = 1 (i.e., a Rabi pulse) specialises to the optimized composite pulse protocol [12] but has the advantage that no additional strong π/2 pulses at the beginning and the end of the evolution are required. Moreover, by applying the jumping protocol with N = 1 to the adiabatic passage proposed in Ref. [29] , we obtain the protocol that has been used to experimentally generate Fock states of a trapped atom [30] . When, instead of a single target point, high-fidelity adiabatic evolution along the path is also desired, we can use the jumping protocol with a larger N . A large N not only increases the adiabatic fidelity along the path, but also grantees unit fidelity for N geodesic points.
In summary, we have demonstrated quantum adiabatic evolutions with energy crossings. We have shown that the quantum dynamic phases are more fundamental than energy gaps in quantum adiabatic processes. Thanks to rapid changes of these phases, non-adiabatic transitions can be suppressed and fast varying Hamiltonians can still realise quantum adiabatic evolutions. By going beyond the limit of non-zero energy gaps we demonstrate ex- perimentally fast quantum adiabatic protocols with unit fidelity in finite times, challenging the general belief that an infinite evolution time is a necessary condition for unit fidelity in quantum adiabatic evolution. Because our protocol uses the intrinsic adiabatic path that follows the eigenstates of the Hamiltonian, no intricate additional conterdiabatic control, which unavoidably changes the eigenstates of the initial Hamiltonian and introduces additional control errors, is required. As a consequence, our methods avoid the use of difficult or unavailable control resources and share the intrinsic robustness of adiabatic methods. By using the jumping along the path, unphysical points in the adiabatic path can be avoided.
METHODS

Adiabatic evolution along the geodesics
For two arbitrary states |Ψ i and |Ψ t , one can write Ψ i |Ψ t = cos 1 2 θ g e iφi,t with φ i,t and θ g being real. Here θ g is the path length connecting |Ψ i and |Ψ t by the geodesic and we set φ i,t = 0 by a proper gauge transformation [23] . The geodesic [23, 24] that connects |Ψ i and |Ψ t by varying λ = 0 to λ = 1 can be written as |ψ 1 
where the coefficients c i (λ) = cos( 1 2 θ g λ) − sin( 1 2 θ g λ) cot( 1 2 θ g ) and c t (λ) = sin( 1 2 θ g λ)/ sin( 1 2 θ g ) for sin( 1 2 θ g ) = 0. To describe |ψ 1 (λ) in terms of the system eigenstates, we choose an orthonormal state |ψ 2 
When |Ψ t is equivalent to |Ψ i up to a phase factor (i.e., sin( 1 2 θ g ) = 0), |ψ 2 (0) can be an arbitrary orthonormal state. Then the geodesic can be written as |ψ 1 (λ) = cos( 1 2 θ g λ)|ψ 1 (0) + sin( 1 2 θ g λ)|ψ 2 (0) and its orthonormal state |ψ 2 (λ) = − sin( 1 2 θ g λ)|ψ 1 (0) + cos( 1 2 θ g λ)|ψ 2 (0) . Along the geodesic we have g 2,1 (λ) = −g 1,2 (λ) = i 1 2 θ g being a constant and g n,m = 0 for other combinations of n and m. Along the geodesic if one changes the dynamic phases with a π phase shift only at each of the N equally spaced path points λ j = (2N ) −1 (2j − 1) with j = 1, 2, . . . , N , the operators W (λ) at different λ commute and 1 0 F 2,1 (λ)dλ = 0. As a consequence, U dia (1) = exp i 1 0 W (λ)dλ = I and the quantum evolution U = U adia does not have any non-adiabatic effects.
Adiabatic evolution by continuous driving with a constant gap
For the standard protocol that the driving amplitude is a constant, the driving Hamiltonian H(λ) = 1 2 Ωe −i 1 2 σzθgλ σ θ e i 1 2 σzθgλ is parameterized by λ = t/T along a circle of latitude with σ θ = σ z cos θ + σ x sin θ in a total evolution time T . The difference of the accumulated dynamic phases at λ = 1 on the two eigenstates is φ = ΩT . One can show that the system evolution at λ = 1 reads
The ideal adiabatic evolution is obtained by using equation (7) in the adiabatic limit T → ∞ (i.e., φ → ∞),
Without the part of dynamic phases, U adia describes geometric evolution and for a cyclic evolution θ g = 2π the geometric evolution is described by the Berry's phases ±π(cos θ − 1). By comparing U adia and U or by using the results in Ref. 22 , the non-adiabatic correction is given by
with
In the adiabatic limit T → ∞ (i.e., φ → ∞), U dia = I is the identify operator. We note that when the phase factor of the state is irrelevant one can perform perfect state transfer by this driving if the initial state is prepared in an initial eigenstates of the driving Hamiltonian H(λ) (i.e., the eigenstates of σ θ ). From equation (9), U dia is diagonal in the basis of σ θ when U ∝ I. As a consequence, with |Ψ i prepared as an eigenstate of σ φ , the evolved state U |Ψ i matches the target state U adia |Ψ i up to a phase factor when U ∝ I. For the case of the evolution along the geodesic θ = π/2, when φ 2 + θ 2 g = 2kπ (k = 1, 2, . . .), which implies U ∝ I, the population transfer for the initial eigenstates of σ x is perfect.
Numerical simulations
In the simulations, we used the Hamiltonian for the control on the m s = 0, 1 levels, (11) where ϑ = θ g λ, B z is the detuning, and Ω(t) is the Rabi frequency for the control. δ 0 is the dephasing noise from static and time-dependent magnetic field fluctuations with a T * 2 = 1.7 µs. δ 1 is the random static changes in the driving amplitude. δ 0 follows the Gaussian distribution with the mean value µ = 0 and the standard deviation σ = 2π × 130 kHz. The probability density of δ 1 has the Lorentz form f (δ 1 ; δ 10 , γ) = 1/{πγ[1+( δ1−δ10 γ ) 2 ]} with δ 10 = 1 and γ = 0.0067 . All the parameters in the distribution function are extracted from fitting the free induction decay (FID) and the decay of Rabi oscillation.
Experimental Setup
The experiments were performed with a home-built optically detected magnetic resonance (ODMR) platform, which consists of a confocal microscope and a microwave (MW) synthesizer ( Supplementary Fig. 5 ). A solid state green laser with 532 nm wavelength is used for initializing and reading out the NV spin state. The light beam was focus on the NV center through an oil immersion objective (N.A., 1.4) . The emitted fluorescence from NV center was collected by a single photo counting module (APD). Here we used an NV center embedded in a roomtemperature bulk diamond grown by chemical vapour deposition with [100] faces. It has 13 C isotope of natural abundance and nitrogen impurity less than 5 ppb. To lift the degeneracy of the |m s = ±1 states, a static magnetic field of 510 G was provided by a permanent magnet. The magnetic field was aligned by adjusting the three-dimensional positioning stage on which the magnet was mounted, and simultaneously monitoring the counts of the NV center. The direction of the magnetic field is well aligned when the counts shows no difference between with and without the magnet. Manipulation of the NV center is performed by MW pulse applied through a home-made coplanar waveguide (CPW). The MW pulse was generated by the I/Q modulation of the Agilent arbitrary wave generator (AWG) 81180A and the vector signal generator (VSG) E8267D then amplified by Mini Circuits ZHL-30W-252+. An atomic clock was used to synchronize the timing of the two. The AWG supplies the I and Q data with frequency of 400 MHz, and the VSG generates the 3898 MHz carrier. The output frequency is 4298 MHz, which matches the transition frequency between the NV m s = 0 and m s = +1 states.
Experimental Sequences
As the magnetic field is 510 G, we first applied the green laser for 3 µs to initialize the NV center electronic spin to the level of m s = 0 and the adjacent 14 N nuclear spin simultaneously [31] . The preparation of the NV electron spin in an equal superposition state of m s = 0 and m s = 1 was realized by applying a MW π x /2 (π y /2) pulse, i.e., by the rotation around the x (y) axis with an angle of π/2. Then the NV electron spin was driven according to a desired path. To experimentally characterize the evolution path, we sampled the path with several points and measured the spin state through tomography. π x /2 or π y /2 pulses were applied to readout the off-diagonal terms. Finally the spin state was read out by applying the laser pulse again and measuring the spindependant fluorescence. Typically the whole sequence was repeated 10 5 times to get better signal to noise ratio (SNR). The schematic diagram of the pulse sequence is shown in Supplementary Fig. 6 .
In driving the NV electron spin along the path given by equation (5), we used an on-resonant MW field and swept the MW phase θ g λ with the path parameter λ. In driving the NV electron spin along the path of the LZ Hamiltonian, the MW phase was a constant, ∆ was set by the Rabi frequency, and B z was the MW frequency detuning which varied as B z = −∆ cot(θ g λ). For continuous driving, the path parameter λ varies with a constant rate dλ/dt = f rot . In the jumping protocol λ jumps from point to point: λ = λ j = (2N ) −1 (2j − 1) for j = 1, 2, . . . , N . In this work the jumping protocol has a constant driving Rabi frequency Ω 0 and λ = λ j if (j − 1)T /N ≤ t < jT /N for a path with N pulses applied in a total time T . In the experiments with the back-forward motion along the geodesic, we reversed the order of the parameter λ in the backward path. That is, in the jumping protocol we repeat the subsequent parameters (λ 1 , λ 2 , . . . , λ N −1 , λ N , λ N , λ N −1 , . . . , λ 2 , λ 1 ), while for the standard protocol of continuous driving we used the rate dλ/dt = f rot for a forward path and the rate dλ/dt = −f rot for a backward path and repeated the process.
We removed the irrelevant dynamic phases if the initial state was not prepared in an initial eigenstate to reveal the geometric evolution. At the beginning of state readout, we compensated the dynamic phases by applying an additional driving with a microwave π phase shift (i.e., Ω → −Ω) at the point of the target state for a time equalling to the time for adiabatic evolution. This additional driving did not change the geometric phases and state transfer because it was applided at the final path point. The whole setup mainly consists of two parts: a home-built confocal microscopy and a microwave synthesizer. The microwave used to control the spin evolution was generated through I/Q modulation. The desired waveform was uploaded form the PC to the AWG. The two separated channels on the AWG generated the I and Q signal respectively and transmitted to the VSG, then the VSG did the I/Q modulation. An atomic clock was used to synchronize the AWG and VSG. A pulse blaster served to provide TTL signals to control the switch of the AWG and AOM, and also the time bin of the counter.
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FIG. 6. Experimental pulse sequence. Green laser was applied in the beginning to initialize the electronic spin and at the end to readout the spin state. The first πy/2 pulse set the spin state to be aligned with +x axis, then the continuous or pulsed driving scheme let the spin state go back-forward along the equator. When doing the quantum state tomography, three different kinds of pulses were applied, i.e., πx/2, πy/2 and identity operator. 15  18  21  24  27  30  12   27 27 12
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FIG. 9. Adiabatic evolution for a rather long time compared with the NV coherence time. a,c and b,d show the final state fidelity to the target adiabatic state with total time by using the continuous protocol and the jumping protocol, respectively. The insets illustrate the path that goes from the X direction to the −X direction via a geodesic half circle then travels back to X and repeats the back-forward motion for three times. In a and b (c and d) the initial state is prepared in |+0 = |x (|+ 1/2 = |y ). The target state here is defined the same as the one in Fig. 2 11 . a: Ornstein-Uhlenbeck process modelled noise with varying decay rates. The simulations show that the fidelity decays slower as the decay rate β goes higher. The red, blue, black and green lines correspond to β = 100, 10, 1 and 0.1 s −1 , respectively.b: Noise acting on the adiabatic process with varying total times. The red, blue and black dots correspond to the un-correlated Gaussian distribution noise, static noise, and Ornstein-Uhlenbeck process modelled noise, respectively. The parameters in these noise models are the same as the ones chosen in Fig. 10 .
