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Introduction
Augmented Reality (AR) is a technology that combines images of real environments with virtual objects displayed on top of these images in real time. This combination allows the creation of interactive applications where a large amount of virtual information coexists with the real environment. As a result of the features provided by AR technology, two fields that can take a great advantage of the extended information and the interactivity capabilities are maintenance and education.
Although the technology has drawn the interest of many experts from different fields, there is usually a gap between the content value, which relies on the experts, and the application development, performed typically by developers that are not related to the application target field. Usually, a great collaboration effort is required to develop an AR application targeted to one specific field. If we think of maintenance, for example, the tasks to carry out are well known by operators and other experts in the facility. However, developers from an external software company usually do not have knowledge about the tasks or devices to maintain. Moreover, the material to be used for the augmentation (e.g. 3D models, manuals, videos, etc.) is developed and stored in facilities computers and there is a need for appropriate format conversion and transfer of the files to the software developers in order to be used in the final application.
Some tools have arisen in recent years to fill the gap. These tools can be used with little programming skills (although some of them still require some knowledge) and would allow experts to develop their own applications. However, there are still some drawbacks that prevent the generalization of the technology. The majority of the tools lack of flexibility and appropriated features to be used in large scale projects where hundreds or even thousands of applications need to coexist.
The work presented in this paper tries to cope with these limitations by means of an AR platform that includes an AR engine and an authoring tool, as well as some novel features oriented to the creation of maintenance AR applications for large scientific facilities as well as to provide flexibility for the development of AR applications for different fields, such as education.
Related Work
Maintenance is one field where Augmented Reality can play an important role [1] . The possibility of guiding operators with virtual instructions displayed over the devices to maintain makes AR a suitable technology to enhance the maintenance procedures. There are currently several works in the literature that use this technology for that purpose (e.g. [2] , [3] , [4] ). However, the main output of those works is usually one prototype that is used in one case only which implies a lack of a reusable general purpose Augmented Reality-based maintenance system which is usually required in industrial environments [5] .
Education is another field that has already seen the benefits of using AR (e.g. [6] , [7] , [8] ). Students find the learning process funnier and more interesting when reality is mixed with virtual elements [9] , [10] . As in maintenance field, the majority of developed AR applications are prototypes for one use only and they are not usually reusable.
As stated before, there is a common problem in the development of AR applications. Programmers have the knowledge for the creation of AR applications, but they lack of content knowledge (e.g. pedagogical educational content). On the other hand, specialists from the fields (e.g. maintenance operators in facilities and educators) have the knowledge of the content and how to use it, but usually have little experience in programming. Nowadays there are already some authoring tools that allow the creation of AR applications for several purposes (e.g. [11] , [12] , [13] ). However, these applications still require the programming of small scripts or XML descriptions. There are also some applications that allow the development without the need of programming skills (e.g. [14] ). Although these applications are good enough for individual prototypes, they lack of some interactivity features and in some cases they are restricted to the visualization of 3D models only. Moreover, there are some cases where large amounts of tracking markers and a great flexibility are needed (e.g. large facilities where hundreds or thousands of devices need to be maintained and where the instructions for the maintenance may change along the time).
The platform proposed in this paper aims to provide a flexible framework to focus in the content development instead of spending time and effort in developing individual prototypes. The platform consists of a common AR engine with a large number of features and an authoring tool to easily create the desired applications. The goal is that through the use of an intuitive interface, every user, regardless his/her programming skills, is able to develop AR applications that will make use of the AR engine. Moreover, a database and a new AR marker approach [15] have been also included in the platform to allow the flexibility and coexistence between AR applications.
The main target of this platform is its use in the maintenance field, as the development has been achieved inside PURESAFE project [16] . The goal is to aid maintenance operators in large scientific facilities such as CERN or GSI in the maintenance procedures. The AR applications for maintenance guide operators to successfully perform their tasks (either by human intervention or by remote handling) saving time and costs, as well as providing safer methods for them. Additionally, thanks to the previous knowledge in AR for educational purposes of the main researcher [17] , the platform has been also adapted to create an educational platform which is already commercially available [18] .
The remainder of the text is as follows: chapter 3 details the proposed platform, including the developed engine and authoring tool as well as the AR applications. In chapter 4 some results in form of applied examples are presented. Finally, section 5 presents some conclusions.
Materials and Methods
In this chapter a general overview of the platform is presented. The platform comprises an engine and an authoring tool. The engine is in charge of running the final AR applications that have been created using the authoring tool. The architecture of the engine, the authoring tool and the description of the AR applications are detailed in the following sections.
Engine Architecture
The engine has been completely developed using C++. A large number of different libraries have been integrated into the engine. Two of the most important libraries inside the engine are ARToolKit [19] , a well-known library for AR marker tracking, and OpenSceneGraph [20] , which is a powerful 3D graphics API. These two libraries deal with the two common challenges in any AR application: the understanding of the environment and the rendering of virtual content. However, as additional features have been introduced into the engine, the number of libraries integrated is large, as mentioned before. For this reason, the engine has been built as a modular engine in order to easily integrate new functionalities. Figure 1 shows the main modules of the engine. The engine has been designed as a componentbased architecture where the components (i.e. the modules) offer several interfaces (e.g. session configuration, tracking information, etc.) in order to allow the communication between them. This approach allows flexibility as components can be reused and/or substituted by new ones if needed (e.g. when a newer and more robust Marker recognition module has been developed or if there is a need to change the Rendering module for a more powerful one). The modules have been integrated into higher level components that correspond to the phases explained later and shown in Figure 2 .
The engine supports the creation of new applications by a plug-in system (integrated in the Windowing module) where every new application is considered as a new plug-in. The engine contains an abstract class that plug-ins need to implement. The methods provided by the abstract class allow setting up the application (i.e. loading the tracking system and the required virtual elements), updating the values of variables according to the AR tracking and user input and displaying the resulting AR scene. The engine also offers the methods provided by the modules presented in Figure 1 allowing every application to use them when needed. This design provides great flexibility and allows the creation of independent applications that can coexist in the same working environment.
The plug-in system has been designed following a database-centric architecture where the use of databases and the aforementioned Database module allows the definition and edition of the content and behaviour of the application. Moreover, if two AR applications require the same global behaviour (e.g. using the same tracking system, the same interaction capabilities, etc.), they can be developed as a single plug-in that makes use of two different databases where the specific information is stored.
The engine has four main phases which correspond to the high level components mentioned earlier: Initialization, Recognition and tracking, Content management and Rendering. The relationship between the four phases and the engine modules can be seen in Figure 2 . During the Initialization phase, the windowing module is in charge of displaying the options to the user in order to allow the selection of the configuration for the current session of the AR application.
Once the user has selected the right configuration, the Recognition and tracking phase uses this information to set up the video feed and start the recognition and tracking. The engine accepts as input different video options, such as live video from a camera, pre-recorded video, images or depth video. Regardless the video input, the engine uses the images to detect markers visible on them. The engine also integrates the possibility of using a multimarker setup in order to provide more accuracy in some cases where one of the markers can be hidden (e.g. due to maintenance procedure) or when light conditions may render proper tracking of markers more difficult.
The engine is able to detect two different kinds of markers. The first type of marker is a 2D barcode marker, which is a traditional approach in AR applications. The second type of marker is a novel marker approach that has been designed for the proposed platform [15] . This novel approach consists of a hybrid marker that uses 2D barcode markers together with a text coding system. The marker is first detected using traditional algorithms for marker detection. With the position and orientation of the marker, the text is segmented from the image and read using Optical Character Recognition (OCR) techniques. Finally, the output is the position and orientation information combined with a unique id that encrypts, together with the database system, the necessary information for the augmentation. The goal of this second type is to overcome the limits of maximum number of unique 2D barcode markers, allowing thus more flexibility to the engine, as a higher number of unique markers can be used within the same application. This is especially important in maintenance field, as a large facility may need a high number of unique markers in order to uniquely identify all the devices that need to be maintained using an AR application.
When any of the aforementioned markers has been detected, the engine looks for the appropriate content to augment the scene in the Content management phase. The engine contains a database module where all the information is stored. The databases can be created and edited by using the authoring tool developed for the purpose. The use of the database module provides great flexibility, as the virtual content information can be edited outside of the source code of the engine (i.e. there is no need for changing the code of the engine to adapt it to new applications). Moreover, the virtual content that will be used for the augmentation can be stored locally or in a net storage system. Finally, during the Rendering phase, the images obtained for the tracking are augmented by the rendering module using the information provided by the database module.
Authoring Tool
In order to allow the easy creation of AR applications that make use of the engine, an authoring tool has been developed. The authoring tool has been implemented using Qt [21] .
The authoring tool allows the creation of individual AR applications and a set of maintenance tasks: -Individual AR applications: These applications are not related to other applications and they can be run independently. -Set of maintenance tasks: This is a special feature thought for maintenance field. As maintenance procedures usually comprise several tasks, there is a need for combining all these tasks into the same application. To cope with this requirement, the authoring tool allows the definition of three elements: maintenance, job and task. o Maintenance: Every maintenance element is an individual maintenance procedure and contains one or more jobs. o Job: Every maintenance procedure can contain one or more different jobs that need to be carried out. Every job contains one or more tasks. o Task: A task contains all the steps and instructions that need to be performed in order to complete the maintenance. Every task can be considered as an independent AR application. However, the different tasks are connected through one or more jobs. Every task is made up of several virtual elements that are displayed when the maintenance worker is using the AR application. Figure 3 shows an example of the interconnections between the different options inside the set of maintenance tasks. The example depicts a simplified computer repairing company. In the list of maintenance procedures appear all the different maintenance procedures that the company performs (repair desktop, repair screen, repair keyboard and repair mouse). Every maintenance procedure contains one or more jobs that can be common (e.g. Open device) or specific for each maintenance procedure (e.g. Remove graphics card). Finally, for every job, there is a set of tasks that can be shared by several jobs (e.g. Unscrew) or specific for the current job (e.g. Insert new card). The right side of Figure 3 shows the final flow of one maintenance procedure, containing a set of jobs that, in turn, encompass a set of tasks. As stated before, the authoring tool has been implemented in order to be intuitive and easy to use. The application contains several windows for the definition of the different virtual elements, as well as maintenance, jobs and tasks definitions. Figure 4 shows an example of an image definition. The user can select the image to display in the AR scene, edit some properties and see a preview of the selected file. In future, the tool will be enhanced in order to include more properties and features. 
AR Applications
This section describes the interaction between the user and the AR application. Figure 5 shows a schematic view of the interaction flow in the application. The application starts with a Graphical User Interface (GUI) window where the user selects the session configuration. The session consists of the selection of the application to run whether it is an AR guided maintenance procedure or a normal AR application. This information is stored internally in the database system and displayed in the GUI allowing the user to select the appropriate input. In the GUI, the user is also able to select the image input. The image input tells the system where the source of frames for the AR tracking and for the final display is. As mentioned before, there are four possible choices:
 Camera: This is the most common option, as the AR applications are used in real time. The camera can be either a built-in camera, a webcam, a camera attached using the USB port or an IP camera connected to the network.  Video: In some cases it may be needed to use a pre-recorded video instead of using a live video feed (e.g. when the maintenance instructions need to be redesigned or for supervision process).  Image: Finally, there might be some cases where the use of static images is needed (this is useful for the creation of the maintenance instructions).  Depth camera: It is also possible to select a depth camera (e.g. Kinect camera) for the input. If this option is selected, the RGB (Red, Green and Blue, i.e. traditional colour images) and the depth images from the camera are used as input of the AR process. This feature is currently experimental only.
All information provided in the GUI window is fed to the system where the internal processes explained in the engine description take place. The output of this process is combined with the runtime user input to both produce the final output and to feedback the internal process.
The user can interact with the application in several ways. Depending on the hardware, the user can interact with keyboard and mouse (e.g. a traditional desktop or laptop), with touch screen (e.g. tablet, mobile phone or other touchable devices) or with voice commands (this feature is currently planned, through a speech recognition system, but not implemented). If the depth camera has been selected previously, the input from the depth image can be also used at this stage (e.g. gesture recognition).
The final display is a multimodal augmented scene where the real scene is combined with virtual elements (3D models, images, videos, texts, webpages and voice commands). The final display has been designed to be user friendly and to provide as much information as needed without distracting the user from the actual maintenance procedure. For this reason, two HUD (Head-Up Display) menus have been implemented in the application. Both menus can be shown or hidden as requested by the user. The first HUD menu is a menu displayed in the bottom part of the image. This HUD has been designed to display the instructions and additional information that cannot be displayed as AR content for several reasons, such as the situation when there is no relationship with physical objects or the display of objects not visible in the scene. The second HUD menu, called help menu, is a menu that overlays the whole screen as it is intended to be used for application configuration (e.g. AR threshold selection or filtering switching) and therefore it is only used to adjust the application. This menu is, however, semi-transparent, allowing the viewing of the AR scene in the background. A typical screenshot of the application is shown in Figure 6 . Figure 6 . Example of the AR application display
As it has been explained in this section, there are several means of Human Computer Interaction (HCI) while using the application. Apart from those mentioned before, it is also important to point out here the inherent interactivity character of AR applications. The use of markers allows a high level of interaction as users can directly manipulate the virtual objects that are displayed on top of them (e.g. moving them freely in 3D space or pausing and playing videos). This is especially important in the education field, as it allows students to interact with the learning content and thus learning by doing [22] .
Results
Several applications have been already developed using the proposed framework. Some applications for maintenance purposes have been already implemented for demonstration purposes. Figure 7 shows two examples of AR applications for maintenance. The upper image in Figure 7 shows guiding instructions to remove the battery for a mobile phone. The application explains, step by step, the procedure required to disassemble a mobile phone in order to exchange the SIM card. This application was one of the first fully functional applications created with the platform and it was developed for demo purposes as it can be easily carried to the facilities where the use of AR maintenance has to be demonstrated. Although the exchange of a SIM card is usually a simple issue, the application shows the potential of AR guiding for tasks that require several steps, such as maintenance procedures.
The bottom image ( Figure 7) illustrates an example of AR remote maintenance where guiding instructions to collimator exchange at CERN are provided to the operator. The application guides maintenance operators to achieve the remote exchange of a collimator inside Large Hadron Collider (LHC) at CERN by means of keypoint guiding. The operator controls a crane to remove the old collimator and to install the new one. During the process, several helping elements are augmented over the real scene or displayed in a HUD as needed. The application was successfully tested in a mock-up at CERN. The framework has been also used for educational purposes. Figure 8 shows two examples of AR for educational purposes. In the upper image (Figure 8 ), an example of planetary educational application is displayed. The distances between markers were used in order to teach the distances between planets and their rotational behaviour. The application also shows the two rotational behaviours of the Earth (i.e. rotation and translation around the Sun) and several textures can be selected in order to provide different views of the planet, such as level of water or the view of the Earth at night.
In the bottom image (Figure 8) , an example of a mathematical AR application is shown. The application consists of several games where mathematics skills are tested (e.g. asking for the results of operations) and mathematics-related memory games (e.g. remembering the prime numbers) are offered. There are ten big physical markers on the floor corresponding to numbers from 0 to nine. The goal is to hide those numbers included in the answer to the question that has been provided by the application. This application was designed to be used in a large screen with a projector for the Mathematics day in Heureka, the Finnish Science Centre. As it can be seen from the previous examples, the platform has been already used with positive results in maintenance and education fields. Moreover, the framework has been used to develop an already available commercial application, called STEDUS [18] . STEDUS is an educational platform that provides educational institutions access to AR applications. The AR applications work using the developed engine, while the development of these applications has been made by using the proposed authoring tool.
Discussion
This paper presents a new platform for AR application development. The platform consists of an engine in charge of the application running and an authoring tool for the development of the applications. The platform has been built to integrate the majority of common AR features (e.g. displaying of virtual elements or tracking of markers) and includes some novel features, such as a new AR hybrid marker approach combined with a database system to uniquely identify a large number of devices to maintain in the same facility (e.g. large scientific facilities), several means of interactivity combined into the same tool (e.g. multimodal augmentation and maintenance specific step guiding system) and a maintenance-job-task-oriented structure for maintenance purposes.
The platform tries to overcome some drawbacks in the current AR systems for maintenance and education, such as flexibility and the use in large scale projects. The platform has already demonstrated its flexibility as it has been applied not only to the main target (i.e. maintenance in scientific facilities), but also to the educational field. The platform can be easily integrated into large scale projects (e.g. large scientific facilities, such as CERN or GSI) by making use of the database system and the new AR marker approach that have been integrated in the system. Moreover, the platform has been built following a plugin approach that enables the coexistence of multiple AR applications in the same environment sharing a common engine.
Another important advantage of the platform is that allows non-programming users to develop AR applications by means of utilizing the implemented authoring tool. The tool can be used for general purpose application development, but it is especially useful in maintenance field, as a building feature based on maintenance-job-task structure has been designed for this purpose. As a consequence, the authoring tool can be delivered to the maintenance facilities (or any other organization, such as educational institutions) in order to allow experts (e.g. maintenance experts, educators, etc.) to develop AR applications based on their needs and requirements. Furthermore, the applications can be updated (e.g. new 3D models need to replace old ones, some steps of a maintenance procedure have been removed or replaced, etc.) by using the authoring tool without the need of changing the code which enables a long life cycle of the application without the intervention of an external software company. Therefore, the need of dealing with technical issues related to AR technology is eliminated and experts can concentrate their efforts in applying their knowledge (e.g. maintenance procedures, pedagogical learning, etc.) to the content of the application.
The platform has been successfully used for the development of several applications both in desk-size demos and in real in-place applications (e.g. CERN and Heureka). Moreover a commercial solution is making use of the proposed platform for the creation and execution of AR applications for educational purposes. In a future it is foreseen that new fields (e.g. marketing, tourism, etc.) could benefit from the use of the platform due to its flexibility.
The next steps for the platform are to develop further the authoring tool in order to include new features that enhance the maintenance, especially in those cases where the maintenance has to be done remotely. Some examples that are currently being studied are the guiding of robotic arms and mobile robots. The purpose is to analyse the benefits that AR applications could bring to such kind of systems and to gather the requirements that may be needed. Once this step has been carefully evaluated, the output will be used for implementing the new features in the authoring tool.
Also, the features that are experimental at this stage (i.e. depth camera and voice commands) will be studied further in order to finally integrate them in the most suitable way. The information from the depth camera can be useful to detect gestures of the operator (current testing), but also to detect 3D spatial information of the devices and the environment. The voice command feature (i.e. text to speech feature which provides voice commands from a predefined text), which is already working in the engine, will be integrated into the authoring tool to enable the users of the tool to define the commands to be augmented in the final application. Moreover, there is also a plan to integrate a speech recognition system (i.e. a system that recognizes the user's voice) in the engine in order to allow bidirectional voice commands.
