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Introduction {#sec001}
============

Rhythmic control of gene expression is a hallmark of the circadian system. The daily rhythms in biochemistry, physiology and behavior ultimately stem from rhythmic gene expression in each cell \[[@pcbi.1007842.ref001], [@pcbi.1007842.ref002]\]. In mammals, approximately 3--15% of mRNAs are rhythmically expressed with a \~24 hr period in any given tissue \[[@pcbi.1007842.ref003]--[@pcbi.1007842.ref005]\]. The rhythmicity originates from a cell-autonomous circadian clock machinery, which consists of a set of core clock genes interlocked by transcription-translation feedback loops \[[@pcbi.1007842.ref006]--[@pcbi.1007842.ref008]\]. Many core clock genes encode transcription factors and interact with their respective target enhancers to exert rhythmic transcriptional control over mRNA expression \[[@pcbi.1007842.ref006], [@pcbi.1007842.ref009]\].

While rhythmic transcriptional control has been extensively studied, rhythmic control of gene expression also occurs beyond transcription \[[@pcbi.1007842.ref010]--[@pcbi.1007842.ref012]\]. Recent genome-wide analyses and mathematical modeling particularly highlight the role of post-transcriptional regulations in driving rhythmic mRNA expression \[[@pcbi.1007842.ref013]--[@pcbi.1007842.ref017]\]. Post-transcriptional regulations target various processes, such as splicing, nuclear export, cellular translocation, dormancy and degradation of RNAs \[[@pcbi.1007842.ref018]\]. Many post-transcriptional processes are under circadian control \[[@pcbi.1007842.ref010], [@pcbi.1007842.ref019]--[@pcbi.1007842.ref025]\]; these post-transcriptional processes, in turn, affect the phase and amplitude of the mRNA level. Ultimately, rhythmic transcription and post-transcriptional processes couple with each other and jointly determine the gene expression rhythm. For example, rhythmic RNA transcription and degradation jointly determine the rhythmicity in the mRNA level \[[@pcbi.1007842.ref016]\]. As yet, it remains unclear how the rhythmicities in other post-transcriptional processes affect the gene expression rhythm.

One of the post-transcriptional regulations that impact rhythmic gene expression is the regulation of poly(A) tail length. The tracts of adenosines at the 3' end of nearly all eukaryotic mRNAs are critical for controlling stability and translatability of the mRNAs \[[@pcbi.1007842.ref026]--[@pcbi.1007842.ref028]\]. Hundreds of mRNAs were discovered to exhibit robust circadian rhythms in their poly(A) tail lengths in mouse liver \[[@pcbi.1007842.ref029]\]. Interestingly, the rhythmicity in poly(A) tail length is closely correlated with the rhythmicity in the corresponding protein level, indicating that rhythmic poly(A) regulation plays an important role in driving rhythmic protein expression \[[@pcbi.1007842.ref029]\]. Similar daily fluctuations in poly(A) tail length also occur in mouse brain \[[@pcbi.1007842.ref030], [@pcbi.1007842.ref031]\]. In addition, the amplitude of mRNA rhythmicity increases in the absence of *Nocturnin*, a deadenylase (enzyme that removes poly(A) tails from mRNAs) which is rhythmically expressed in different mouse tissues \[[@pcbi.1007842.ref032], [@pcbi.1007842.ref033]\]. These observations underscore the importance of poly(A) tail rhythmicity in regulating circadian gene expression.

In this work, we built a mathematical model that describes mRNA dynamics under the regulation of rhythmic transcription, polyadenylation, deadenylation and degradation. We used the model to systematically examine how rhythmic expression and poly(A) tail regulation generates rhythmicities in poly(A) tail length and mRNA abundance. Our results highlight the rhythmicity in deadenylation as the strongest determinant for the rhythmicities in the poly(A) tail length and in the abundance of mRNAs with long poly(A) tails. The latter can be regarded as a rough proxy for mRNA translatability, because the poly(A) tail is known to regulate mRNA translation initiation \[[@pcbi.1007842.ref034]--[@pcbi.1007842.ref038]\]. Furthermore, deadenylase expression with several distinct peak phases, as those observed in the mouse liver \[[@pcbi.1007842.ref029]\], are able to override the impact from other rhythmic controls, and separate the peak phases of poly(A) tail length and abundance of long-tailed mRNAs into corresponding clusters. Finally, we used the model to predict factors or combination of factors (e.g., amplitudes of or phase differences between specific processes) that can explain the different classes of rhythmic characteristics found in mRNAs with rhythmic poly(A) tail length \[[@pcbi.1007842.ref029]\].

Results {#sec002}
=======

Model for rhythmic mRNA and poly(A) tail regulation {#sec003}
---------------------------------------------------

In a typical RNA expression process, an RNA is first transcribed in the nucleus and acquires a long poly(A) tail as a result of nuclear polyadenylation \[[@pcbi.1007842.ref039]\]. After being exported into the cytoplasm, the mature mRNA undergoes deadenylation and is ultimately degraded \[[@pcbi.1007842.ref040]\]. Cytoplasmic polyadenylation, as another important post-transcriptional regulation, elongates the poly(A) tail to promote mRNA stability and translatability \[[@pcbi.1007842.ref041]\]. Although cytoplasmic polyadenylation is typically associated with translational control in oocyte maturation, early embryo development and synaptic plasticity \[[@pcbi.1007842.ref041]--[@pcbi.1007842.ref044]\], it is suggested to also play a role in circadian gene expression in mouse liver \[[@pcbi.1007842.ref029]\]. Furthermore, the expression level of *Gld2*, a poly(A) polymerase responsible for cytoplasmic polyadenylation, exhibits circadian rhythmicity in mouse liver \[[@pcbi.1007842.ref029]\]. In light of these biological facts, in the model we incorporated polyadenylation, together with transcription, deadenylation and degradation, to capture the major processes that dynamically regulate poly(A) tail length and mRNA abundance (**[Fig 1A](#pcbi.1007842.g001){ref-type="fig"}**). Note that the four processes can assume different amplitudes and phases for different genes, because these regulations can be mediated by different combinations of *cis*-elements and *trans*-factors \[[@pcbi.1007842.ref009], [@pcbi.1007842.ref013], [@pcbi.1007842.ref042], [@pcbi.1007842.ref045]--[@pcbi.1007842.ref047]\]. Instead of explicitly tracking the exact length of poly(A) tails, the model divides the mRNA population into a long-tailed fraction and a short-tailed fraction (**[Fig 1A](#pcbi.1007842.g001){ref-type="fig"}**), which mimics the fractionation conducted in the circadian transcriptome experiment (long-tailed \>\~60nt, short-tailed \<\~60nt, \[[@pcbi.1007842.ref029]\]). Herein we use the ratio between the abundances of long-tailed and short-tailed mRNAs as the metric for poly(A) tail length (**[Fig 1B](#pcbi.1007842.g001){ref-type="fig"}**), as was done in the experimental study \[[@pcbi.1007842.ref029]\].

![Overview of the study.\
(A) Schematic diagram of the model. The model describes four processes that control the poly(A) tail length and mRNA abundance: transcription, degradation, cytoplasmic deadenylation and polyadenylation. The rhythmicities of the four processes, i.e., amplitude and phase, are presumably controlled by the core clock mechanism (shaded molecular circuit), which is not explicitly included in the model. (B) Work flow of the study. Numeric simulations of the ODE model using different sets of input parameters (sampled according to **[Table 1](#pcbi.1007842.t001){ref-type="table"}, [S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**) generate the output quantities. The input parameters and output quantities are analyzed through the global parameter sensitivity analysis to quantify the impact of each parameter on each output quantity over the global parameter space.](pcbi.1007842.g001){#pcbi.1007842.g001}

For the sake of simplicity, we made the following assumptions in the model based on experimental evidence. First, degradation only occurs to the short-tailed mRNAs, because the poly(A) tail of an mRNA must be shortened to 10\~15 nt before the mRNA is degraded \[[@pcbi.1007842.ref047]--[@pcbi.1007842.ref050]\]. Second, transcription and nuclear polyadenylation are lumped together, because transcription is followed by nuclear polyadenylation in general \[[@pcbi.1007842.ref051]\] and the poly(A) polymerases responsible for nuclear polyadenylation are not rhythmically expressed \[[@pcbi.1007842.ref029]\]. Taken together, in our model the transcription process directly leads to a long-tailed mRNA, the downstream cytoplasmic deadenylation and polyadenylation further mediate conversion between the long-tailed and short-tailed mRNAs, and degradation consumes the short-tailed mRNA (**[Fig 1A](#pcbi.1007842.g001){ref-type="fig"}**). The ordinary differential equations (ODEs) that govern the temporal dynamics of long-tailed (*L*) and short-tailed (*S*) mRNAs read as Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"}).

![](pcbi.1007842.e001.jpg){#pcbi.1007842.e001g}
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To capture the circadian rhythmicities of the four processes in Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"}), each reaction rate term *κ*(*t*) is represented by a sinusoid function like Eq ([3](#pcbi.1007842.e003){ref-type="disp-formula"}). $$\kappa\left( t \right) = k\left( {1 + A\cos\left( {\omega\left( {t - \varphi} \right)} \right)} \right)$$ where *k* denotes the mean rate, *A* the relative amplitude, and *φ* the peak phase, of the process labeled by the subscript. The angular frequency, *ω*, equals 2*π*/(24hr). *ω* is fixed, while the other parameters vary. The subscript of a parameter indicates the process it describes (e.g., *k*~deA~ stands for the mean deadenylation rate).

In this work we focus on how rhythmicities in the four processes affect the rhythmicities in total mRNA abundance and poly(A) tail length, because total mRNA abundance and poly(A) tail length were quantified in the previous circadian transcriptome study \[[@pcbi.1007842.ref013], [@pcbi.1007842.ref029]\]. Additionally, we take the rhythmicity of long-tailed mRNA abundance as a rough proxy for the rhythmicity of mRNA translatability, because poly(A) tail facilitates translation initiation \[[@pcbi.1007842.ref034]--[@pcbi.1007842.ref038]\].

Rhythmic deadenylation is the strongest contributor to rhythmicities in poly(A) tail length and long-tailed mRNA abundance {#sec004}
--------------------------------------------------------------------------------------------------------------------------

Because the parameters of the model are largely unknown and likely vary significantly from gene to gene, we need to investigate the dependency of the output rhythmicities on the input rhythmicities in the global parameter space (i.e., the entire possible range of parameter values). In the previous studies, such dependency has been analyzed by deriving approximate analytic solutions to models with up to two rhythmic input processes \[[@pcbi.1007842.ref016], [@pcbi.1007842.ref052]\]. With four rhythmic input processes in our model, the approximate analytic solution obtained using the same method as in \[[@pcbi.1007842.ref016], [@pcbi.1007842.ref052]\] are too complex to deliver any useful insight. We hence chose numeric simulations to investigate the input-output dependency for our model. We ran numeric simulations of the model (Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"})) with random parameter values for the mean rates, relative amplitudes, and phases of each process (**[Table 1](#pcbi.1007842.t001){ref-type="table"} and [S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**). Only the mean rate of transcription was omitted, because it only affects the overall abundance of mRNAs, but not the output rhythmicity, i.e., the phases and relative amplitudes of mRNA abundance and poly(A) tail length (**[S1 File](#pcbi.1007842.s007){ref-type="supplementary-material"}**). From each simulated time trajectories {*L*(*t*), *S*(*t*)}, we extracted the peak phases, relative amplitudes and mean levels of total mRNA abundance (*L*+*S*), poly(A) length metric (*L*/*S*) and long-tailed mRNA abundance (*L*) (**[Fig 1B](#pcbi.1007842.g001){ref-type="fig"}**, also see [Methods](#sec008){ref-type="sec"}). These quantities were subject to further analysis, as elaborated in the following Results sections. For the rest of the paper, we will refer to these quantities, e.g., the peak phase of L/S ratio, generally as the "output quantities", unless any specific quantity is referred to.

10.1371/journal.pcbi.1007842.t001

###### Parameter distribution for sampling.

![](pcbi.1007842.t001){#pcbi.1007842.t001g}

  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Parameter                      Symbol                  Distribution                                                                                            Source
  ------------------------------ ----------------------- ------------------------------------------------------------------------------------------------------- ----------------------------------------------------------------------------------------------------------------
  Mean rate of transcription     *k*~trsc~               1 (constant)                                                                                            Has no effect on rhythmic patterns (**[S1 File](#pcbi.1007842.s007){ref-type="supplementary-material"}**)

  Mean rate of degradation       *k*~dgrd~               ${\mathit{\log}_{10}\left( {k/{hr}^{- 1}} \right)} \sim \mathcal{N}\left( {- 1.10,0.23^{2}} \right)$\   Fitting with half-life distribution measured in \[[@pcbi.1007842.ref072]\]
                                                         (Log-normal)                                                                                            

  Mean rate of deadenylation     *k*~deA~                ${\mathit{\log}_{10}\left( {k/{hr}^{- 1}} \right)} \sim \mathcal{N}\left( {- 0.48,0.23^{2}} \right)$\   Mean value of deadenylation rate estimated from \[[@pcbi.1007842.ref073]\]; deviation same as mRNA degradation
                                                         (Log-normal)                                                                                            

  Mean rate of polyadenylation   *k*~polyA~              ${\mathit{\log}_{10}\left( {k/{hr}^{- 1}} \right)} \sim \mathcal{N}\left( {- 0.48,0.23^{2}} \right)$\   Same as deadenylation
                                                         (Log-normal)                                                                                            

  Relative amplitudes            *A*~trsc~,*A*~dgrd~,\   *A*\~*U*(0,1)\                                                                                          
                                 *A*~deA~,*A*~polyA~     (Uniform)                                                                                               

  Peak phases                    *φ*~trsc~,*φ*~dgrd~,\   *φ*\~*U*(0,24)\                                                                                         
                                 *φ*~deA~,*φ*~polyA~     (Uniform)                                                                                               
  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Our model results reveal that the peak phase of deadenylation is the strongest contributor to the peak phase of L/S ratio (poly(A) length metric), followed by the peak phase of polyadenylation. Specifically, the scatter plot of the simulation results from random parameter sets demonstrates a strong dependency of the peak phase of L/S ratio on the peak phase of deadenylation, with a 10 ± 1.5 hr lag between the two (**[Fig 2A](#pcbi.1007842.g002){ref-type="fig"}**). The peak phase of L/S ratio also depends on the peak phase of polyadenylation, although much weaklier than its dependency on the peak phase of deadenylation (**[Fig 2A](#pcbi.1007842.g002){ref-type="fig"}**). In contrast, the peak phase of L/S ratio depends very little on the peak phases of transcription and degradation (**[Fig 2A](#pcbi.1007842.g002){ref-type="fig"}**).

![Rhythmicities of poly(A) tail length and long-tailed mRNA abundance are strongly controlled by rhythmic deadenylation.\
(A) Scatter plot of the peak phases of input processes versus the peak phases of L/S ratio (i.e., poly(A) length metric). (B) Sobol indices for the peak phase of L/S ratio. (C) Scatter plot of the peak phases of input processes versus the peak phases of L+S (i.e., total mRNA abundance). (D) Sobol indices for the peak phase of L+S. (E) Scatter plot of the peak phases of input processes versus the peak phases of L (i.e., long-tailed mRNA abundance). (F) Sobol indices for the peak phase of L. (A, C, E) Each scatter plot shows 10,000 data points randomly chosen from the original simulations for the sake of visual clarity. (B, D, F) Bars with "S" on top: single Sobol indices. Bars with "T" on top: total Sobol indices. Mean values of the Sobol indices are shown, because the variances are too small for clear visualization (**[S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**).](pcbi.1007842.g002){#pcbi.1007842.g002}

To systematically quantify the impacts of each input parameter on each output quantity, we performed variance-based sensitivity analysis using the Sobol's method \[[@pcbi.1007842.ref053], [@pcbi.1007842.ref054]\] (**[Fig 1B](#pcbi.1007842.g001){ref-type="fig"}**, also see [Methods](#sec008){ref-type="sec"}). Based on simulation results from a large number of random parameter sets spanning the global parameter space (**[S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}, [Table 1](#pcbi.1007842.t001){ref-type="table"}**), the Sobol's method quantifies the sensitivity of an output quantity to an input parameter in terms of how much the parameter, due to the variation in its value, contributes to the variation in the output quantity. Specifically, the sensitivity is reported as the single (S) and total (T) Sobol indices, which represent the contribution of the parameter alone and the contribution of the parameter together with its (nonlinear) interactions with the other parameters, respectively (see [Methods](#sec008){ref-type="sec"}).

The estimated Sobol indices (**[Fig 2B](#pcbi.1007842.g002){ref-type="fig"}**) confirm the findings from the scatter plots (**[Fig 2A](#pcbi.1007842.g002){ref-type="fig"}**). For example, among all the input parameters, the peak phase of deadenylation has the largest Sobol indices with respect to the peak phase of L/S ratio. The values of the Sobol indices indicate that variance in the peak phase of deadenylation alone contributes to \~40% of variance in the peak phase of L/S ratio (longest "S" bar in **[Fig 2B](#pcbi.1007842.g002){ref-type="fig"}**). When the interactions of deadenylation with other processes are counted, this contribution increases to \~75% (longest "T" bar in **[Fig 2B](#pcbi.1007842.g002){ref-type="fig"}**). Additionally, the Sobol indices indicate that the relative amplitude of deadenylation has the strongest impact on the relative amplitude of L/S ratio (**[S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**). In comparison, the mean level of L/S ratio, a quantity not related to rhythmicity, depends nearly equally on the mean rates of deadenylation and polyadenylation (**[S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**). These results collectively demonstrate the rhythmicity in deadenylation as the strongest contributor to the rhythmicity in poly(A) tail length.

Our model results also show a significant impact of rhythmic deadenylation and polyadenylation on the rhythmicity of L+S (total mRNA abundance). Although the peak phases of transcription and degradation strongly influence the peak phase of L+S (**[Fig 2C and 2D](#pcbi.1007842.g002){ref-type="fig"}**), as expected, the Sobol indices indicate a weaker, yet substantial impact from the peak phases of deadenylation and polyadenylation on the peak phase of L+S (**[Fig 2D](#pcbi.1007842.g002){ref-type="fig"}**). These impacts can be understood from the regulation of mRNA stability by the poly(A) tail length, which is reflected in the model by the assumption that degradation is restricted to the short-tailed mRNAs (**[Fig 1A](#pcbi.1007842.g001){ref-type="fig"}**, Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"})).

We further used the model to examine the effects of the four processes on the rhythmicity of mRNA translatability, using L (long-tailed mRNA abundance) as a proxy. Although L is a quantity directly related to both L+S level and L/S ratio, the Sobol indices show that the peak phase of L relies most heavily on the peak phase of deadenylation, followed by that of polyadenylation (**[Fig 2F](#pcbi.1007842.g002){ref-type="fig"}**). Consistently, the scatter plot shows a strong dependency of the peak phase of L on the peak phase of deadenylation, with an approximately 10 hr lag between the two (**[Fig 2E](#pcbi.1007842.g002){ref-type="fig"}**). This is a relationship highly similar to that observed between the peak phases of L/S ratio and deadenylation (**[Fig 2A](#pcbi.1007842.g002){ref-type="fig"}**). Furthermore, the relative amplitudes of deadenylation and polyadenylation are also among the strongest contributors to the relative amplitude of L (**[S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**). Overall, the rhythmicities in deadenylation and polyadenylation make stronger impact on the rhythmicity of long-tailed mRNA abundance than the rhythmicities in transcription and degradation. This finding provides a possible explanation for the observed close correlation between the rhythmicities of poly(A) tail length and protein expression \[[@pcbi.1007842.ref029]\].

Cytoplasmic polyadenylation requires specific *cis*-elements in the 3' untranslated region (UTR) of an mRNA to recruit the molecular machinery that elongates the poly(A) tails \[[@pcbi.1007842.ref042]\]. However, such *cis*-elements do not necessarily exist in all mRNAs. Therefore, we also removed the polyadenylation term in our model and conducted the same global sensitivity analysis. The results demonstrate similar impacts of the rhythmicity of transcription, deadenylation and degradation on the rhythmicity of L/S ratio, L+S and L (**[S3 Fig](#pcbi.1007842.s003){ref-type="supplementary-material"}**) as those found from the model with cytoplasmic polyadenylation (**[Fig 2](#pcbi.1007842.g002){ref-type="fig"}, [S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**). Particularly, rhythmic deadenylation remains the strongest contributor to the rhythmicity of L/S ratio and L. Hence, our conclusion stays the same for mRNAs without the *cis*-elements that mediate cytoplasmic polyadenylation.

Taken together, these model results underscore the importance of rhythmic poly(A) regulation in circadian gene expression, especially its impact on the rhythmicity of poly(A) tail length, total mRNA abundance, and abundance of the long-tailed subpopulation. Importantly, deadenylation emerges as the strongest contributor to the rhythmicity of poly(A) tail length and long-tailed mRNA abundance.

Rhythmic deadenylation can robustly cluster genes by their poly(A) tail rhythms {#sec005}
-------------------------------------------------------------------------------

The rhythmicities in transcription, deadenylation, polyadenylation and degradation of mRNAs are ultimately controlled by the rhythmicities in the abundance and activity of the molecules mediating these processes, e.g., transcription factors, deadenylases and poly(A) polymerases. Interestingly, although the core clock machinery includes several transcription factors with different peak phases, the peak phases of nascent RNA synthesis (indicated by intron abundance) are strongly concentrated around ZT 15 (Zeitgeber time, where ZT 0 is defined as the time \[hr\] of lights on and ZT 12 is defined as the time of lights off) in mouse liver \[[@pcbi.1007842.ref013]\]. Additionally, a cytoplasmic poly(A) polymerase, *Gld2*, is rhythmically expressed with peak phase around ZT 3.5 \[[@pcbi.1007842.ref029]\]. Meanwhile, five deadenylases are also rhythmically expressed, with *Ccr4e/Angel1* peaking around ZT 2, *Ccr4a/Cnot6*, *Ccr4b/Cnot6l*, *Caf1a/Cnot7/pop2* and *Parn* peaking around ZT 5, and *Ccr4c/Nocturnin* peaking around ZT 13 \[[@pcbi.1007842.ref029]\]. These data indicate that deadenylases assume a more diverse rhythmic expression pattern than poly(A) polymerases and nascent RNA transcription.

Intrigued by the above observation, we used our model to explore the potential consequence of having several distinct peak phases in deadenylases. In four separate *in silico* experiments, we set transcription, degradation, deadenylation or polyadenylation, respectively, to peak at three narrow windows centered around ZT 0, 8, and 16 (chosen to represent distinct time windows in general), while setting the peak phases of the other three processes to distribute evenly around the clock (**[Fig 3ii--3v](#pcbi.1007842.g003){ref-type="fig"}**). Our results demonstrate that, when deadenylation peaks in three narrow windows, the peak phases of L/S ratio and L are strongly clustered in three distinct windows (**[Fig 3iv](#pcbi.1007842.g003){ref-type="fig"}**). In contrast, when transcription (**[Fig 3ii](#pcbi.1007842.g003){ref-type="fig"}**), degradation (**[Fig 3iii](#pcbi.1007842.g003){ref-type="fig"}**) or polyadenylation (**[Fig 3v](#pcbi.1007842.g003){ref-type="fig"}**) peaks in three narrow windows, the resulting peak phases of L/S ratio and L do not show strong clustering. To test the effect of the actual rhythmic patterns observed in nascent RNA transcription and expression of deadenylases and polyadenylases, we set the distribution of peak phases centered around ZT 15 for transcription \[[@pcbi.1007842.ref013]\], narrow peak phase window centered around ZT 3.5 for polyadenylation, and narrow peak phase windows around ZT 2, ZT 5 and ZT 13 for deadenylation \[[@pcbi.1007842.ref029]\]. The simulation results demonstrate that the peak phases of both L/S ratio and L are strongly clustered into three distinct time windows (**[Fig 3vi](#pcbi.1007842.g003){ref-type="fig"}**). These results corroborate with the findings above about the strong impact of rhythmic deadenylation on the rhythmicities of L/S ratio and L (**[Fig 2B and 2F](#pcbi.1007842.g002){ref-type="fig"}**). Note that the mean rates and relative amplitudes of all four processes assumed random values in the model simulations (**[Table 1](#pcbi.1007842.t001){ref-type="table"}, [S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**). Therefore, our results indicate that multiple peak phases in deadenylation, but not other processes, can robustly cluster the peak phases of poly(A) tail length and mRNA translatability (\~ long-tailed mRNA abundance) into distinct time windows, regardless of variations in the mean rates or rhythmicities of other processes.

![Distinct peak phases in deadenylases cluster transcripts by their peak phases of poly(A) tail length and long-tailed mRNA abundance.\
(i) Transcription, degradation, deadenylation and polyadenylation phases evenly distributed around the clock. (ii) Transcription phases within three narrow windows at ZT 0, 8, and 16. Degradation, deadenylation and polyadenylation phases evenly distributed around the clock. (iii) Degradation phases within three narrow windows at ZT 0, 8, and 16. Transcription, deadenylation and polyadenylation phases evenly distributed around the clock. (iv) Deadenylation phases within three narrow windows at ZT 0, 8, and 16. Transcription, degradation and polyadenylation phases evenly distributed around the clock. (v) Polyadenylation phases within three narrow windows at ZT 0, 8, and 16. Transcription, degradation and deadenylation phases evenly distributed around the clock. (vi) Peak phases of transcription follow transcriptome data reported by \[[@pcbi.1007842.ref013]\]. Deadenylation phases within three narrow windows at ZT 2, 5, and 13, and polyadenylation phases within one narrow windows at ZT 3.5, based on the data from \[[@pcbi.1007842.ref029]\], while degradation phases evenly distributed around the clock. Mean rates and relative amplitudes follow **[Table 1](#pcbi.1007842.t001){ref-type="table"}** and **[S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**.](pcbi.1007842.g003){#pcbi.1007842.g003}

Factors that explain different classes of mRNAs with rhythmic poly(A) tail length {#sec006}
---------------------------------------------------------------------------------

In the previous transcriptome-wide study \[[@pcbi.1007842.ref029]\], the mRNAs with [p]{.ul}oly([A]{.ul}) tail [r]{.ul}hythmicity (PAR mRNAs) were grouped into three classes, based on their rhythmicities in pre-mRNA and total mRNA. The rhythmicity in pre-mRNA essentially reflects the rhythmicity in transcription. The Class I mRNAs are rhythmic not only in poly(A) tail length, but also in pre-mRNA and total mRNA (**[Fig 4A](#pcbi.1007842.g004){ref-type="fig"}**). The Class II mRNAs are rhythmic in poly(A) tail length and pre-mRNA, but not in total mRNA (**[Fig 4A](#pcbi.1007842.g004){ref-type="fig"}**). The Class III mRNAs are only rhythmic in poly(A) tail length, but not the other two (**[Fig 5A](#pcbi.1007842.g005){ref-type="fig"}**). Differences in mRNA half-lives were observed between the three classes and suggested to explain their differences in the rhythmic patterns of pre-mRNA, total mRNA, and poly(A) tail length \[[@pcbi.1007842.ref029]\]. Here we leverage our model to systematically identify factors that can lead to the combinatorial rhythmic patterns in these classes.

![Factors distinguishing between Class I and Class II PAR mRNAs.\
(A) Characteristics of Class I and Class II PAR mRNAs. (B) Sobol indices for the amplitude of L+S (i.e., total mRNA abundance). Bars with "S" on top: single Sobol indices. Bars with "T" on top: total Sobol indices. (C) Distributions of mean mRNA degradation rates for the two classes. (D) Distributions of peak phase differences between transcription and degradation for the two classes. (E) Distributions of relative amplitudes of transcription for the two classes. (F) Distributions of relative amplitudes of degradation for the two classes. (G) Distribution of mean deadenylation rates for the two classes. Results in (C-G) from 100,000 simulations with parameters randomly sampled according to **[Table 1](#pcbi.1007842.t001){ref-type="table"}**. Parameter sets with ≥0.2 relative amplitude in both L+S and L/S ratio are defined as Class I, while those with \<0.2 relative amplitude in L+S and ≥0.2 relative amplitude in L/S ratio are defined as Class II.](pcbi.1007842.g004){#pcbi.1007842.g004}

![Factors distinguishing between Class III and Class IV PAR mRNAs.\
(A) Characteristics of Class III and the hypothetical Class IV mRNAs. (B) Sobol indices for the amplitude of L+S (i.e., total mRNA abundance) for the model without rhythmic transcription. Bars with "S" on top: single Sobol indices. Bars with "T" on top: total Sobol indices. (C) Distributions of mean mRNA degradation rates for the two classes. (D) Distributions of relative amplitudes of degradation for the two classes. (E) Distributions of peak phase differences (i) between deadenylation and degradation, (ii) between polyadenylation and degradation, and (iii) between deadenylation and polyadenylation for the two classes. Results in (C-E) from 100,000 simulations with parameters randomly sampled according to **[Table 1](#pcbi.1007842.t001){ref-type="table"}**, but without rhythmic transcription (*A*~trsc~ = 0). Parameter sets with ≥0.2 relative amplitude in L/S ratio and \<0.2 relative amplitude in L+S are defined as Class III, while those with and ≥0.2 relative amplitude in both L/S ratio and L+S are defined as Class IV.](pcbi.1007842.g005){#pcbi.1007842.g005}

We first attempted to identify the model parameters that contribute most to the distinction between Class I and Class II. Because the only difference between Classes I and II is whether total mRNA abundance is rhythmic or not, we focused on identifying model parameters that contribute most to the relative amplitude of L+S. The Sobol indices reveal the mean degradation rate as the strongest contributor to the amplitude of L+S (**[Fig 4B](#pcbi.1007842.g004){ref-type="fig"}**). We then ran model simulations using random parameter sets (sampled from the distributions given in **[Table 1](#pcbi.1007842.t001){ref-type="table"}** and **[S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**) and identified the ones that exhibit the characteristics of Class I or Class II (**[Fig 4A](#pcbi.1007842.g004){ref-type="fig"}**). Out of all the random parameter sets, the mean degradation rates in the Class II parameter sets are overall lower than those in the Class I parameter sets (**[Fig 4C](#pcbi.1007842.g004){ref-type="fig"}**). This finding corroborates with the experimental observation that the average half-life (inversely proportional to the degradation rate) of Class II mRNAs is longer than that of Class I mRNAs \[[@pcbi.1007842.ref029]\].

The total Sobol indices also indicate that the peak phases of transcription and degradation as the second and third strongest contributors to the amplitude of L+S, respectively (**[Fig 4B](#pcbi.1007842.g004){ref-type="fig"}**). However, the corresponding single indices are diminishingly small (**[Fig 4B](#pcbi.1007842.g004){ref-type="fig"}**). The huge contrast between the total and single indices indicates that these two parameters exert strong impacts through interactions with other parameters. Because such huge contrasts between total and single indices do not exist in any other parameters, we speculated that the interactions likely happen between the two parameters themselves. Indeed, the Class I, but not the Class II, parameter sets, are strongly enriched with antiphasic rhythms between transcription and degradation (**[Fig 4D](#pcbi.1007842.g004){ref-type="fig"}**). This finding is consistent with the prediction by a previous modeling study that antiphasic coupling between rhythmic transcription and degradation enhances the rhythmicity of mRNA level \[[@pcbi.1007842.ref016]\].

The Sobol indices also reveal that the relative amplitudes of transcription and degradation and the mean deadenylation rate are potentially important contributors to the amplitude of L+S (**[Fig 4B](#pcbi.1007842.g004){ref-type="fig"}**). Indeed, the Class I parameter sets tend to have stronger amplitudes in transcription and degradation rates (**[Fig 4E and 4F](#pcbi.1007842.g004){ref-type="fig"}**), again, consistent with the previous modeling study \[[@pcbi.1007842.ref016]\]. Interestingly, unlike the Class I parameter sets (**[Fig 4D--4F](#pcbi.1007842.g004){ref-type="fig"}**, purple), the Class II parameter sets exhibit nearly even distributions of transcription-degradation phase difference, transcription amplitude and degradation amplitude (**[Fig 4D--4F](#pcbi.1007842.g004){ref-type="fig"}**, green). The distributions for Class I and Class II parameter sets indicate that generation of significant rhythmicity in L+S (Class I) requires sufficient phase difference between transcription and degradation, and sufficiently high amplitudes of transcription and degradation, simultaneously (**[S4 Fig](#pcbi.1007842.s004){ref-type="supplementary-material"}**). If any of these conditions are not satisfied, total mRNA abundance would not have significant rhythmicity (Class II). Lastly, the mean deadenylation rates in the Class I parameter sets tend to be larger than those in the Class II parameter sets (**[Fig 4G](#pcbi.1007842.g004){ref-type="fig"}**). This is related to the above finding about mRNA half-lives, because deadenylation promotes degradation and hence increasing the mean deadenylation rate has a similar effect on mRNA turnover as increasing the mean degradation rate.

Class III is distinct from Class I and Class II, since it does not have rhythmic transcription (**[Fig 5A](#pcbi.1007842.g005){ref-type="fig"}**). Because rhythmicity of transcription serves as an input to our model, we cannot use the model to identify the origin of lack of transcriptional rhythmicity. However, we are interested in understanding why all PAR mRNAs without transcriptional rhythmicity also lack rhythmicity in L+S \[[@pcbi.1007842.ref029]\]. For the convenience of discussion, we use "Class IV" to refer to a hypothetical group of PAR mRNAs that would exhibit rhythmicity in total mRNAs and poly(A) tails, but not in pre-mRNA (**[Fig 5A](#pcbi.1007842.g005){ref-type="fig"}**); this group of mRNAs are not found in the experiments \[[@pcbi.1007842.ref029]\]. We used the model to identify model parameters that could contribute to the difference between Class III and the hypothetical Class IV. Because both Class III and Class IV do not have rhythmic transcription, we ran model simulations with non-rhythmic transcription (i.e., setting the relative amplitude of transcription to zero, while keeping the other parameters sampled from the same distributions as before (**[Table 1](#pcbi.1007842.t001){ref-type="table"}, [S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**)). Out of the random parameter sets, we identified those that fit the characteristics of Class III or Class IV (**[Fig 5A](#pcbi.1007842.g005){ref-type="fig"}**). We also calculated the Sobol indices for this model.

When the model does not have rhythmic transcription, the Sobol indices again reveal the mean degradation rate as the strongest contributor to the relative amplitude of L+S (**[Fig 5B](#pcbi.1007842.g005){ref-type="fig"}**). Consistently, the Class IV parameter sets require much larger mRNA degradation rate, i.e., much shorter mRNA half-life, than the Class III parameter sets, to sustain rhythmic total mRNA (**[Fig 5C](#pcbi.1007842.g005){ref-type="fig"}**). Therefore, the absence of Class IV mRNAs from the experimental observations is most likely due to the long half-lives of the mRNAs without rhythmic transcription. Indeed, Class III has the longest average mRNA half-life measured among all mRNAs that are rhythmically expressed \[[@pcbi.1007842.ref029]\].

We also identified a few additional factors that could distinguish Class III from Class IV. Based on the Sobol indices, the second strongest factor affecting the amplitude of L+S is the relative amplitude of degradation (**[Fig 5B](#pcbi.1007842.g005){ref-type="fig"})**. The Class IV parameter sets have markedly higher amplitudes of degradation than Class III (**[Fig 5D](#pcbi.1007842.g005){ref-type="fig"}**). The phases of all three rhythmic processes, i.e., degradation, deadenylation and polyadenylation, are also potentially important contributors, because their total Sobol indices are substantial (**[Fig 5B](#pcbi.1007842.g005){ref-type="fig"}**). Again, the huge contrast between the total and single indices for these phase parameters, but not the other parameters, suggests that they exert impacts through interactions among themselves. We hence examined the distribution of pairwise differences between the three phase parameters. The Class IV parameter sets are significantly enriched in the region where the peak phases of deadenylation and degradation are close to each other, but opposite to that of polyadenylation (**[Fig 5E](#pcbi.1007842.g005){ref-type="fig"}**). This can be understood from the fact that both deadenylation and degradation promote mRNA turnover while polyadenylation inhibits it. Unlike the Class IV parameter sets, no distinct patterns are found in the amplitude of degradation or the phase differences in the Class III parameter sets (**[Fig 5D and 5E](#pcbi.1007842.g005){ref-type="fig"}**). Similar to the discussion above for Class I and Class II, these results indicate that the Class IV characteristics require both sufficiently large amplitude in degradation and sufficient differences of the polyadenylation phase from the deadenylation and degradation phases (**[S5 Fig](#pcbi.1007842.s005){ref-type="supplementary-material"}**). The missing of Class IV from the experiment suggests that mRNAs without transcriptional rhythmicity may also fail to satisfy these conditions at the same time.

Overall, our model suggests that besides mRNA half-life, relative amplitudes and phase difference between transcriptional and post-transcriptional processes can also contribute to the rhythmic characteristics that distinguishe the three observed classes of PAR mRNAs (**Figs [4](#pcbi.1007842.g004){ref-type="fig"} and [5](#pcbi.1007842.g005){ref-type="fig"}**). These results highlight that rhythmic transcriptional and post-transcriptional processes collectively determine the rhythmicity in mRNA expression and poly(A) tail length. It will be of future interests to test if the factors predicted by the model are indeed correlated with different rhythmic characteristics.

Discussion {#sec007}
==========

In this work, we developed a parsimonious mathematical model (**[Fig 1](#pcbi.1007842.g001){ref-type="fig"}**) to quantitatively evaluate how rhythmic inputs from transcription, degradation, polyadenylation and deadenylation collectively determine the rhythmic outputs in mRNA abundance, poly(A) tail length and mRNA translatability (\~long-tailed mRNA abundance). Our model results and global sensitivity analyses reveal rhythmic deadenylation as the strongest factor in controlling the peak phases and amplitudes of rhythmic poly(A) tail length and long-tailed mRNA abundance (**Figs [2](#pcbi.1007842.g002){ref-type="fig"} and [3](#pcbi.1007842.g003){ref-type="fig"}**). Our model also suggests how three classes of rhythmic characteristics observed in PAR mRNAs \[[@pcbi.1007842.ref029]\] arise from the dynamic features of the four processes, as well as the coupling among their rhythmicities (**Figs [4](#pcbi.1007842.g004){ref-type="fig"} and [5](#pcbi.1007842.g005){ref-type="fig"}**).

Many post-transcriptional steps are involved in regulating circadian gene expression \[[@pcbi.1007842.ref010], [@pcbi.1007842.ref011]\]. The importance of dynamic coupling between rhythmic transcription and post-transcriptional processes was demonstrated by a previous modeling study by Lück et al. \[[@pcbi.1007842.ref016]\]. That work particularly highlights that rhythmic turnover is necessary for achieving \>6 hr peak phase difference between transcription and mRNA abundance. In comparison, our study explicitly considers the effects of poly(A) regulation, a common intermediate process in the mRNA decay pathway, on rhythmic gene expression. In our model, the dynamic coupling among rhythmic transcription, polyadenylation, deadenylation and degradation determines the rhythmic patterns in both poly(A) tail length and mRNA abundance. These four processes jointly regulate the circadian gene expression driven by the core clock (**[Fig 1A](#pcbi.1007842.g001){ref-type="fig"}**), with a principle similar to a previous theoretical study that investigates rhythmic fluxes along metabolic chains using circadian response analysis \[[@pcbi.1007842.ref052]\]. Because deadenylation is necessary for mRNA degradation and polyadenylation opposes it, rhythmic deadenylation and polyadenylation, unsurprisingly, affect the rhythmicity of total mRNA abundance at a level comparable to rhythmic degradation (**[Fig 2](#pcbi.1007842.g002){ref-type="fig"}, [S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**). However, when poly(A) tail length and its effect on mRNA translatability are considered, rhythmic deadenylation emerges as the most important rhythmic controller (**[Fig 2](#pcbi.1007842.g002){ref-type="fig"}, [S2 Fig](#pcbi.1007842.s002){ref-type="supplementary-material"}**). This finding highlights the crucial role of rhythmic poly(A) regulation in circadian gene expression. Of course, our model has not included other mRNA decay pathways that do not depend on poly(A) regulation, such as endonuclease cleavage of mRNA followed by 5'-3' decay \[[@pcbi.1007842.ref047]\]. For any mRNA decayed through these pathways, which are less common, their expression rhythms obviously would not depend on the rhythmicity in poly(A) regulation.

Based on the finding of rhythmic deadenylation as the strongest contributor to rhythmicity of poly(A) tail length and long-tailed mRNA abundance, we further discovered that rhythmic deadenylation is capable of synchronizing the target circadian gene expression post-transcriptionally. According to the model results, three distinct peak phases in deadenylation activity, as those suggested in mouse liver \[[@pcbi.1007842.ref029]\], can robustly cluster the mRNAs into three distinct groups by their peak phases of poly(A) tail length and long-tailed mRNA abundance; this deadenylation rhythm-dependent clustering happens regardless of the rhythmicity in the other processes (**[Fig 3](#pcbi.1007842.g003){ref-type="fig"}**). This finding suggests a potential mechanism to synchronize the expression of genes controlled by the same deadenylases, which would foster synergy among these genes around the clock. This synchronization potential is unique to rhythmic deadenylation, but not the other rhythmic processes (**[Fig 3](#pcbi.1007842.g003){ref-type="fig"}**).

The potential capability of deadenylation to synchronize circadian gene expression further poses two interesting questions. First, could deadenylation help synchronize circadian gene expression among different cells and entrain their cell-autonomous clocks to the systemic rhythms? Recent studies suggest that rhythmic feeding or other systemic rhythmic cues control the rhythmic expression of several deadenylases, including *Parn*, *Pan2* \[[@pcbi.1007842.ref017]\] and *Nocturnin* \[[@pcbi.1007842.ref055]\], through clock-independent pathways. Given our findings, such systemically driven rhythmicity in deadenylases could dictate the rhythmicity of poly(A) tail length and mRNA translatability (\~long-tailed mRNA abundance). This could help synchronize circadian gene expression in cells influenced by the same systemic signals. Second, could deadenylases play a role in tissue-specific circadian gene expression? Rhythmic gene expression is known to vary tremendously from tissue to tissue: different tissues not only share very few rhythmically expressed genes beyond the core clock genes, but also display different peak times for some genes \[[@pcbi.1007842.ref005], [@pcbi.1007842.ref056], [@pcbi.1007842.ref057]\]. It is puzzling how the rhythmicity in gene expression varies so much across different tissues while the cellular clock machineries are the same and are presumably synchronized throughout the organism. Most previous studies on the mechanisms of tissue-specific circadian gene expression have focused on tissue-specific transcriptional control, such as rhythmic fluctuations in chromatin structure and interactions between core clock transcription factors and tissue-specific transcription factors \[[@pcbi.1007842.ref058], [@pcbi.1007842.ref059]\]. In light of the findings from our work, differential expression patterns of deadenylases in different tissues \[[@pcbi.1007842.ref060]\] could serve as an additional mechanism to mediate tissue-specific circadian gene expression. These two interesting questions await future studies to answer.

In our current model, the poly(A) regulation has been coarse-grained as one-step conversions between a long-tailed and a short-tailed mRNA subpopulations. Such coarse-graining retains the most essential kinetic features of the poly(A) regulation processes, while allowing for significant reduction of the model and efficient global parameter sensitivity analysis. From such analysis we identified the critical role of deadenylation in rhythmic regulation. In reality, both deadenylation and polyadenylation act sequentially, i.e., adding or subtracting one adenosine at a time. Unlike one-step chemical reactions, the kinetics of sequential processes are often non-exponential \[[@pcbi.1007842.ref061], [@pcbi.1007842.ref062]\]. To evaluate the rhythmicities of poly(A) regulation and gene expression more accurately, we will include a linear reaction chain in the model to account for sequential steps of deadenylation and polyadenylation in our future work.

Circadian gene expression is a critical, yet highly complex process. Expressing the right genes at the right time and the right place requires coordinated control at various gene expression steps, as well as across different cells and tissues. Systems-level study of the coupling between different rhythmic processes is necessary to gain comprehensive understanding of circadian gene expression control, and more importantly, the ability to make positive use of circadian rhythm in disease treatments. As our work demonstrates the significant impact of rhythmic poly(A) regulation and its coupling with rhythmic mRNA transcription and degradation on circadian gene expression, it will be of great future interest to examine how coupling of rhythmicities in all transcriptional, post-transcriptional, translational and post-translational processes influences circadian gene expression.

Finally, the methodology used in this study, namely, global parameter sensitivity analysis over randomized model parameters, are broadly applicable to modeling studies in chronobiology. Randomized global parameter sweeping is effective and efficient for model analysis, when the model parameters are largely unknown or highly variant (e.g., high variations across different genes for parameters in our model), and the corresponding experimental data are too sparse to effectively constrain the parameters. Results from global parameter sweep provide insights about which elements of the system are important for the target qualitative or quantitative behaviors. Many chronobiology models fall in this type. In fact, similar randomized global parameter sweep was used to identify components that are critical to generate key characteristics of the circadian clock, such as circadian entrainment, adaptation to seasonal changes in photoperiod, and tissue-specific rhythms \[[@pcbi.1007842.ref063]--[@pcbi.1007842.ref065]\].

In addition, the Sobol's method serves as a particularly powerful tool for parameter sensitivity analysis for models in chronobiology. In chronobiology models, oscillation phases are often important quantities of interest. As circular variables, i.e., ZT 0 = ZT 24, phases are intrinsically nonlinear and non-monotonic. Analyzing nonlinear and non-monotonic variables using classic correlation and dependency analyses, such as Pearson correlation and Spearman correlation, could lead to misleading conclusions, because these methods are based on assumptions about linear and monotonic relations between the analyzed data. For example, in our model, Pearson and Spearman correlation analyses demonstrate strong negative correlation between the phases of deadenylation and L/S ratio, a spurious conclusion due to the circular nature of phases (**[S6 Fig](#pcbi.1007842.s006){ref-type="supplementary-material"}**); other pairs of input and output phases suffer different levels of distortion in their Pearson and Spearman correlations (**[S6 Fig](#pcbi.1007842.s006){ref-type="supplementary-material"}**). Based on variance decomposition (see [Methods](#sec008){ref-type="sec"}), the Sobol's method circumvents these problems and can effectively analyze nonlinear and non-monotonic variables \[[@pcbi.1007842.ref054]\]. The method can be used widely in chronobiology models to identify the key factors that drive phases of target quantities, such as the phase difference between PER2 and TP53, whose interaction is critical for the crosstalk between the circadian clock and cell cycle \[[@pcbi.1007842.ref066]\]. Furthermore, the Sobol's method would be useful in model-driven chronopharmacology research \[[@pcbi.1007842.ref067]--[@pcbi.1007842.ref069]\], a particularly exciting new area, to elucidate the molecular mechanism of the therapy or drug and the source of variations in the therapeutic effect.

Control of circadian rhythm is a great example of systems biology topics, since the circadian control is intricately connected to many, if not all, biological processes from the cellular to organismal levels. Like research on other systems biology topics, combination between computational modeling and experimentation provides a powerful tool and will accelerate future advance in the research of circadian control.

Methods {#sec008}
=======

Model simulation and extraction of phase, amplitude and mean from simulation results {#sec009}
------------------------------------------------------------------------------------

For any given parameter set, Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"}) were simulated using the ODE solver, ode45, in MATLAB. For a simulated time trajectory {*L*(*t*),*S*(*t*)}, the peak phases, relative amplitudes and mean levels of *L*(*t*)+*S*(*t*),*L*(*t*)/*S*(*t*) and *L*(*t*) were analyzed. First, the time trajectory for the output quantity of interest, e.g., *L*(*t*)/*S*(*t*), was calculated from {*L*(*t*),*S*(*t*)}. Then a 48-hr window after 700 hrs (sufficiently long to pass the initial transient) was extracted from the trajectory for data analysis. The trajectories typically have irregular time spacing (due to automatic time stepping in the ode45 solver) and hence often have insufficient time resolution for accurate determination of the peak phase. To make accurate estimation of the peak phase, the 48-hr trajectory was interpolated upon 500 equally spaced time points spanning the 48 hrs. The peak phase was evaluated from the time for the maximum interpolated value, *t*~*max*~, i.e., peak phase = *mod*(*t*~*max*~+700,24) (hr). The mean value was estimated by taking the average of the interpolated values. The relative amplitude was estimated by taking the maximum and minimum interpolated values and calculating (max−min)/(2×mean). An output quantity was considered rhythmic if its relative amplitude is equal to or greater than 0.2.

Parameter sampling {#sec010}
------------------

We performed global parameter sensitivity analysis \[[@pcbi.1007842.ref070]\] on the model to analyze the general contribution of each parameter to each output quantity (i.e., peak phase, relative amplitude and mean of *L*(*t*)+*S*(*t*),*L*(*t*)/*S*(*t*) and *L*(*t*)). In this study we drew random parameter values from the distributions listed in **[Table 1](#pcbi.1007842.t001){ref-type="table"}** and plotted in **[S1 Fig](#pcbi.1007842.s001){ref-type="supplementary-material"}**. The peak phases and relative amplitudes were sampled from uniform distributions of their possible ranges by definition (**[Table 1](#pcbi.1007842.t001){ref-type="table"}**). The mean reaction rates were sampled from log-normal distributions suggested by previous genomic scale measurements (see sources indicated in **[Table 1](#pcbi.1007842.t001){ref-type="table"}**). We set the mean transcription rate as constant, as it only causes proportional changes in *L*(*t*) and *S*(*t*), and does not affect the rhythmic patterns of any quantity (**[S1 File](#pcbi.1007842.s007){ref-type="supplementary-material"}**). To improve the accuracy of the global sensitivity analysis for models with many parameters, one needs parameter samples that well represent the parameter space. To this end, we used the sampling method of Latin hypercube \[[@pcbi.1007842.ref071]\], which is known to ensure good representation of a high-dimensional parameter space.

Sobol's method of global sensitivity analysis {#sec011}
---------------------------------------------

To evaluate the impact of each model parameter (e.g., phase of deadenylation) on each model output (e.g., relative amplitude of L/S ratio), we used a variance-based global parameter sensitivity analysis method, the Sobol indices \[[@pcbi.1007842.ref053], [@pcbi.1007842.ref054]\]. The conceptual basis of this method is functional decomposition of the variance of an output *Y* into contributions from each parameter and interactions between the parameters (Eq ([4](#pcbi.1007842.e007){ref-type="disp-formula"})).
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In Eq ([4](#pcbi.1007842.e007){ref-type="disp-formula"}), $V_{i}\left( Y \right) = {Var}_{X_{i}}\left( {E_{X_{\sim i}}\left( Y \middle| X_{i} \right)} \right)$is the contribution from the *i*-th parameter alone. Here *X*~\~*i*~ denotes the combined parameter set except for the *i*-th parameter. $E_{X_{\sim i}}\left( Y \middle| X_{i} \right)$denotes the expectation of output *Y* conditional on a fixed value for *X*~*i*~ (while the other parameters randomly vary). ${Var}_{X_{i}}\left( {E_{X_{\sim i}}\left( Y \middle| X_{i} \right)} \right)$then denotes the variance of the calculated conditional expectation as *X*~*i*~ varies. The second term of Eq ([4](#pcbi.1007842.e007){ref-type="disp-formula"}),$V_{ij}\left( Y \right) = {Var}_{X_{i},X_{j}}\left( {E_{X_{\sim ij}}\left( Y \middle| X_{i},X_{j} \right)} \right) - V_{i}\left( Y \right) - V_{j}\left( Y \right)$, is the contribution from the interactions between the *i*-th and *j*-th parameters, where *X*~\~*ij*~ denotes the combined parameter set except for the *i*-th and *j*-th parameters. Contributions from higher-order interactions between parameters are defined similarly as *V*~*ij*~(*Y*).

The Sobol indices are then defined as fractions of the decomposed terms in Eq ([4](#pcbi.1007842.e007){ref-type="disp-formula"}) out of the total variance, Var(*Y*). In practice, only the single (Eq ([5](#pcbi.1007842.e015){ref-type="disp-formula"})) and total-effect (Eq ([6](#pcbi.1007842.e016){ref-type="disp-formula"})) indices are calculated because relatively simple algorithm as described below can be designed. Specifically, the single Sobol index, *S*~*i*~, characterizes the contribution of variance in *X*~*i*~ alone to the total variance in *Y* (Eq ([5](#pcbi.1007842.e015){ref-type="disp-formula"})). The total-effect, or total index, *S*~*Ti*~, characterizes the contribution of variance in *X*~*i*~, as well as the variance caused by its coupling with other parameters, to the total variance in *Y* (Eq ([6](#pcbi.1007842.e016){ref-type="disp-formula"})). Conveniently, the total-effect contribution equals$E_{X_{\sim i}}\left( {{Var}_{X_{i}}\left( Y \middle| X_{\sim i} \right)} \right)$. Here ${Var}_{X_{i}}\left( Y \middle| X_{\sim i} \right)$ denotes the variance of output *Y* conditional on a fixed set of *X*~\~*i*~ (while *X*~*i*~ randomly varies). $E_{X_{\sim i}}\left( {{Var}_{X_{i}}\left( Y \middle| X_{\sim i} \right)} \right)$then denotes the expectation of the calculated variance as *X*~\~*i*~ varies (Eq ([6](#pcbi.1007842.e016){ref-type="disp-formula"})). The larger the single and total indices are, the more sensitive *Y* is to *X*~*i*~, or the more impact *X*~*i*~ has on *Y*.
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We followed the specific algorithms given in \[[@pcbi.1007842.ref053]\] and \[[@pcbi.1007842.ref074]\] for evaluating the single (Eq ([5](#pcbi.1007842.e015){ref-type="disp-formula"})) and total indices (Eq ([6](#pcbi.1007842.e016){ref-type="disp-formula"})). The details of implementation are explained below.

7.  Sample from the distributions given in **[Table 1](#pcbi.1007842.t001){ref-type="table"}** two independent groups of *N* parameter sets (*N* = 100,000 in this study): $$A = \begin{bmatrix}
    A_{1,1} & \cdots & A_{1,k} \\
     \vdots & \ddots & \vdots \\
    A_{N,1} & \cdots & A_{N,k} \\
    \end{bmatrix},B = \begin{bmatrix}
    B_{1,1} & \cdots & B_{1,k} \\
     \vdots & \ddots & \vdots \\
    B_{N,1} & \cdots & B_{N,k} \\
    \end{bmatrix}$$ Each row in *A* and *B* represents one set of *k* parameters. *k* = 11 for the model with cytoplasmic polyadenylation. *k* = 8 for the model without cytoplasmic polyadenylation. *k* = 9 for the model without transcriptional rhythmicity.

8.  Construct *k* hybrid groups of parameter sets. The *i*-th hybrid group, $A_{B}^{(i)}$, has the *i*-th column equal to the *i*-th column of *B*, and the remaining columns copied from *A*, where *i* = 1,...,*k*. $$A_{B}^{(i)} = \begin{bmatrix}
    A_{1,1} & \cdots & B_{1,i} & \cdots & A_{1,k} \\
    A_{2,1} & \cdots & B_{2,i} & \cdots & A_{2,k} \\
     \vdots & \ddots & \vdots & \ddots & \vdots \\
    A_{N,1} & \cdots & B_{N,i} & \cdots & A_{N,k} \\
    \end{bmatrix}$$

9.  Estimate the total variance for each model output, *Y*~*q*~. $${Var}\left( Y_{q} \right) \approx \frac{1}{2N}{\sum\limits_{n = 1}^{N}\left\{ {\left\lbrack {f_{q}\left( A_{(n)} \right) - \overline{f_{q}\left( A_{(n)} \right)}} \right\rbrack^{2} + \left\lbrack {f_{q}\left( B_{(n)} \right) - \overline{f_{q}\left( B_{(n)} \right)}} \right\rbrack^{2}} \right\}}$$ where *f*~*q*~ denotes the *q*-th output quantity (**[Fig 1B](#pcbi.1007842.g001){ref-type="fig"}**) from the circadian gene expression model (Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"})). *A*~(*n*)~ and *B*~(*n*)~ denote the *n*-th parameter set (row) in Groups *A* and *B*, respectively. The bars on top denote the average of output quantities over *N* parameter sets.

10. For each pair of parameter *X*~*i*~ and output *Y*~*q*~ in the model (**[Fig 1B](#pcbi.1007842.g001){ref-type="fig"}**), estimate the single and total Sobol indices, using Eqs ([10](#pcbi.1007842.e021){ref-type="disp-formula"}) and ([11](#pcbi.1007842.e022){ref-type="disp-formula"}) \[[@pcbi.1007842.ref053], [@pcbi.1007842.ref074]\]. $$S_{iq} \approx {{\frac{1}{N}{\sum\limits_{n = 1}^{N}{f_{q}\left( B_{(n)} \right)\left\lbrack {f_{q}\left( \left( A_{B}^{(i)} \right)_{(n)} \right) - f_{q}\left( A_{(n)} \right)} \right\rbrack}}}/{{Var}\left( Y_{q} \right)}}$$ $$S_{Tiq} \approx {{\frac{1}{2N}{\sum\limits_{n = 1}^{N}\left\lbrack {f_{q}\left( \left( A_{B}^{(i)} \right)_{(n)} \right) - f_{q}\left( A_{(n)} \right)} \right\rbrack^{2}}}/{{Var}\left( Y_{q} \right)}}$$ where $\left( A_{B}^{(i)} \right)_{(n)}$ denotes the *n*-th parameter set (row) in the *i*-th hybrid group, and the other notations follow those described above.

Supporting information {#sec012}
======================

###### Sampling distributions of the model parameters.

\(A\) Sampling distribution of mean mRNA degradation rate. (B) Sampling distribution of mean deadenylation rate. (C) Sampling distribution of mean polyadenylation rate. (D) Sampling distribution of relative amplitudes of all rhythmic processes. (E) Sampling distribution of peak phases of all rhythmic processes.

(TIF)

###### 

Click here for additional data file.

###### Sobol indices of the model with cytoplasmic polyadenylation.

Calculation using Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"}). Label "S" on top: single Sobol indices. Label "T" on top: total Sobol indices. Error bars show the standard deviation of the estimated Sobol indices from 10 repeats. Each repeat was performed using the procedure described in Methods with 𝑁 = 100,000.

(TIF)

###### 

Click here for additional data file.

###### Sobol indices of the model without cytoplasmic polyadenylation.

Calculation using Eqs ([1](#pcbi.1007842.e001){ref-type="disp-formula"}) and ([2](#pcbi.1007842.e002){ref-type="disp-formula"}), with 𝜅polyA = 0. Label "S" on top: single Sobol indices. Label "T" on top: total Sobol indices. Error bars show the standard deviation of the estimated Sobol indices from 10 repeats. Each repeat was performed using the procedure described in Methods with 𝑁 = 100,000.

(TIF)

###### 

Click here for additional data file.

###### Two-parameter distributions show a more confined distribution of the Class I parameter sets than the Class II sets.

\(A\) Parameter distributions with respect to the amplitudes of transcription and degradation. (B) Parameter distributions with respect to the phase difference between transcription and degradation and the amplitude of transcription. (C) Parameter distributions with respect to the phase difference between transcription and degradation and the amplitude of degradation. Case (i): Scatter plots for 3,000 Class I sets and 3,000 Class II sets randomly chosen from the 100,000 parameter sets used to produce [Fig 4](#pcbi.1007842.g004){ref-type="fig"}. Case (ii): The parameter sets in case (i) that satisfy −1.15≤log~10~*k*~dgrd~≤0. Case (iii): The parameter sets in case (i) that satisfy −2≤log~10~*k*~dgrd~≤−1.15. As the mean degradation rate, *k*~dgrd~, decreases, fewer Class I parameter sets are found in a more confined region.

(TIF)

###### 

Click here for additional data file.

###### Two-parameter distributions show a more confined distribution of the Class IV parameter sets than the Class III sets.

(A-C) Parameter distributions with respect to the degradation amplitude and the phase difference between deadenylation and degradation (A), or between polyadenylation and degradation (B), or between deadenylation and polyadenylation (C). (D-F) Parameter distributions with respect to pairs of phase differences. Case (i): Scatter plots for 3,000 Class III sets and 3,000 Class IV sets randomly chosen from the 100,000 parameter sets used to produce [Fig 5](#pcbi.1007842.g005){ref-type="fig"}. Case (ii): The parameter sets in case (i) that satisfy −1≤log~10~*k*~dgrd~≤1. Case (iii): The parameter sets in case (i) that satisfy −1.5≤log~10~*k*~dgrd~≤−1. As the mean degradation rate, *k*~dgrd~, decreases, fewer Class IV parameter sets are found in a more confined region.

(TIF)

###### 

Click here for additional data file.

###### Comparison among Pearson correlation, Spearman correlation and Sobol indices.

\(A\) Dependency analyses between the phase of L/S ratio and the phase of each input. (B) Dependency analyses between the phase of L+S and the phase of each input. (C) Dependency analyses between the phase of L and the phase of each input. Scatter plots from [Fig 2](#pcbi.1007842.g002){ref-type="fig"} for each input-output pair are placed below the corresponding dependency analysis results.

(TIF)

###### 

Click here for additional data file.

###### Setting mean transcription rate as constant does not affect rhythmic pattern.

(PDF)

###### 

Click here for additional data file.

We thank Dr. Xi Chen (Virginia Tech) for helpful discussion of the Sobol method.

10.1371/journal.pcbi.1007842.r001
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Dear Dr. Chen,

Thank you very much for submitting your manuscript \"Critical role of deadenylation in regulating poly(A) rhythms and circadian gene expression\" for consideration at PLOS Computational Biology.

As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. In light of the reviews (below this email), we would like to invite the resubmission of a significantly-revised version that takes into account the reviewers\' comments.

We cannot make any decision about publication until we have seen the revised manuscript and your response to the reviewers\' comments. Your revised manuscript is also likely to be sent to reviewers for further evaluation.

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to the review comments and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Please prepare and submit your revised manuscript within 60 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. Please note that revised manuscripts received after the 60-day due date may require evaluation and peer review similar to newly submitted manuscripts.

Thank you again for your submission. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Attila Csikász-Nagy

Associate Editor

PLOS Computational Biology

Jason Haugh

Deputy Editor

PLOS Computational Biology
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: In this manuscript Yao et al. used mathematical modeling to explore the possible roles of deadenylation in regulating circadian gene expression. I read this work with great interest. It has been an active research area on how circadian rhythm is regulated, and this work shows there is still new mechanism that has not been thoroughly investigated. Through analyzing simple mathematical models that are based on existing experimental observations, these authors convincingly showed that Poly(A) tail length regulation is an important part of circadian gene regulation. I only have a few minor comments for the authors to consider.

1\) It took me some efforts to realize that the authors focused on the downstream genes that are regulated by the circadian rhythm network. The authors can make this point more transparent by modifying Fig. 1A. Specifically they can add schematically the circadian rhythm oscillator as an upstream network that affects the four processes, transcription, deadenylation, etc.

2\) Figure 3 is probably the most interesting result of this work. I notice the phase plots and some polar coordinate numbers overlap in the figures. The authors may adjust the plotting.

3\) It is impressive that some rich information can already deduced from the model given by equations 1 and 2. It is justified to start with such simple models, which are convenient for thorough parameter space examination. There are, however, certain limitations on coarse-graining the poly-A tail length as two discrete states. Mathematically one can treat the process as a reaction-diffusion process, and can write down either a discrete chemical master equation or continuous 1D process (described by Langevin equations or Fokker-Planck equations). The authors may discuss limitation of their formulation and alternative future studies.

Reviewer \#2: Attached

Reviewer \#3: The authors address a hot topic -- the differential regulation of clock-controlled genes (CCGs). It has been found earlier (Naef, Westermark, Robles, Koike, Heyd ...) that different stages of gene products display differential rhythmicity. Kojima et al. 2012 provided a rich resource of rhythmic genes associated with mRNA polyadenylation. In the submitted manuscript a theoretical framework is provided to connect different processes to measured quantities.

The paper is clearly written and the selected model type is consistent with the sparse experimental data. Technically speaking, linear non-autonomous differential equations are simulated for 11 randomly selected parameters. Scatter plots and global sensitivity analysis help to quantify the dominant regulations. The theoretical findings are connected to observations (phases of CCGs, phases of deadenylases). Below I list some suggestion to improve the already very good manuscript.

Minor comments:

1\. I am aware that redundancy is helpful but abstract, summary, introduction, discussion are quite redundant. Practically identical sentences should be avoided. In the Author Summary a different level of abstraction compared to the abstract might help readers.

2\. Regarding posttranscriptional circadian regulations some more references might be of interest: F. Heyd regarding splicing, M. Young, M. Brunner and K. Vanselow regarding nuclear import/export).

3\. K. Thurley (PNAS 2017) developed a general theory of rhythmic fluxes along chains and introduced circadian response analysis (CRA). These results are highly relevant to interpret the model in Figure 1.

4\. Page 5: ...recently .... 2012???

5\. Linear systems as in Equations 1-3 can be treated analytically using e.g. variation of constants (see also Luck & Westermark and Thurley 2017). I am aware that the resulting expressions with 4 periodic terms become very complicated. Anyway, the authors should discuss why they prefer numerical solutions.

6\. I appreciate the analysis of random parameters since few quantitative details are available. This approach of studying parameter sets instead of specific parameters became popular in chronobiology and the authors might cite papers using this approach: J. Locke BMC 2008, P. Pett LSA 2018, B. Ananthasubramaniam JMB 2020).

7\. Regarding Figure 2 I am surprised that DeA controls L/S and L strongly but S only weakly. Typically, an oscillating denominator (S in case of L/S) has a strong impact. Is there any explanation why L seems more relevant regarding DeA regulation.

8\. Looking at Figure 1, I am not surprised that Deadenylation plays a major role. It has a central position and modulates the decay of L and the production of S. If this is the correct interpretation I would expect for constant DeA a major control of Polyadenylation on the L/S ratio since this reaction is also at the center of the chain and effects L and S.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

Reviewer \#3: No

[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions, please see [[http://journals.plos.org/compbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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Dear Dr. Chen,

We are pleased to inform you that your manuscript \'Critical role of deadenylation in regulating poly(A) rhythms and circadian gene expression\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The authors have satisfactorily addressed my concerns.

Reviewer \#2: The authors have fully answered to comments.

Reviewer \#3: The authors addressed carefully all comments. Congratulations to such an interesting combination of data, insight, modeling, and statistics.
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**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: None

Reviewer \#2: Yes

Reviewer \#3: None
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If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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Dear Dr Chen,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard
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