Yangians and Capelli Identities

Maxim Nazarov
To Professor Alexandre Kirillov on the occasion of his sixtieth birthday §1. Introduction
In this article we apply representation theory of Yangians to the classical invariant theory. Let us consider the action of the Lie algebra gl N × gl M in the space P of polynomial functions on C N ⊗ C M . This action is multiplicity-free, and its irreducible components are parametrized by Young diagrams λ with not more than N, M rows. As a result, the space I of gl N × gl M -invariant differential operators on C N ⊗ C M with polynomial coefficients splits into a direct sum of one-dimensional subspaces parametrized by the diagrams λ . It is easy to describe these subspaces.
Let x ia with i = 1, . . . , N and a = 1, . . . , M be the standard coordinates on the vector space C N ⊗ C M . Let ∂ ia be the partial derivation with respect to the coordinate x ia . Suppose that the diagram λ consists of n boxes. Let χ λ be the irreducible character of the symmetric group S n parametrized by λ . Then the one-dimensional subspace in I corresponding to λ is spanned by the operator (1.1) σ ∈ Sn i1,..., in a1,..., an
where the indices i 1 , . . . , i n and a 1 , . . . , a n run through 1, . . . , N and 1, . . . , M.
On the other hand, the action of the Lie algebra gl N in the space P extends to the action of the universal enveloping algebra U(gl N ) by the differential operators with polynomial coefficients. The space I is then the image of the centre of U(gl N ) ; see for instance [HU] . In this article we give an explicit formula for a central element of U(gl N ) corresponding to the operator (1.1). In the case when the diagram λ has only one column this formula was discovered by A. Capelli [C] . In the other particular case when λ consists of only one row this formula was found in [N1] .
To derive an explicit formula for the general diagram λ we employ representation theory of the Yangian Y(gl N ) of the Lie algebra gl N . The Yangian Y(gl N ) is a canonical deformation of the universal enveloping algebra U(gl N [z]) in the class of Hopf algebras [D1] . Moreover, it contains U(gl N ) as a subalgebra and admits a homomorphism π : Y(gl N ) → U(gl N ) identical on U(gl N ) . Thus the irreducible representation π λ of the Lie algebra gl N corresponding to λ can be regarded as a representation of the algebra Y(gl N ) .
We use the notion of a universal R -matrix for the Hopf algebra Y(gl N ), cf. [D1] . For the description of the series R(z) see Section 3. The image π λ ⊗ π R(z) is a rational function in z with at most n poles. These poles are contained in the collection of the contents c 1 , . . . , c n of the diagram λ ; see Section 2. Denote by ψ λ the trace of the representation π λ of Y(gl N ) and consider the polynomial in z (1.3) ψ λ ⊗ π R(z) · (z − c 1 ) . . . (z − c n ) valued in the algebra U(gl N ) ; cf. [D2 , RS] . We prove that the value of polynomial (1.3) at z = 0 is the central element corresponding to the operator (1.1).
There is an explicit formula for the polynomial (1.3). Denote by Λ c the Young tableau obtained by filling the boxes of the diagram λ with the numbers 1, . . . , n by columns. Suppose that c 1 , . . . , c n are the contents of the respective boxes of λ . Denote by S λ and T λ the subgroups in S n preserving the collections of numbers appearing respectively in every row and column of the tableau Λ c . Consider the element of the group ring C·S n σ∈S λ ρ,ρ ∈T λ ρ σρ · sgn(ρρ ) · y = σ∈Sn y σ · σ , y σ ∈ C where non-zero factor y ∈ C is chosen to make this element of C·S n an idempotent. The Lie algebra gl N acts in space C N ⊗ C M by linear combinations of the operators 1 a M x ia ∂ ja ; i, j = 1, . . . , N.
The differential operator corresponding to the value of (1.3) at z = 0 is then (1.4) σ ∈ Sn i1,..., in a1,..., an
where the index k runs through 1, . . . , n and factors in the ordered product are arranged from the left to right while k increases. Here δ ij is the Kronecker delta. The equality of the differential operators (1.1) and (1.4) can be verified by using the Jucys-Murphy elements in the group ring of S n ; see forthcoming article [O2] . The present article contains a proof of that equality going back to the origin (1.3) of the formula (1.4). This proof is based on the estimation of the order of the pole at z = 0 of the rational function π λ ⊗ π µ R(z) for diagrams µ with less than n boxes; cf. [OO, S] . That estimation is performed in Section 4. We employ the notion of a fusion procedure for the symmetric group S n introduced by I. Cherednik [C1] . In Section 2 we give a concise account of the fusion procedure; see [JKMO] for another exposition of the relevant results from [C1] .
I am very grateful to I. Cherednik for numerous illuminating conversations. I am also grateful to F. Knop, M. Noumi and V. Tolstoy for stimulating discussions and valuable remarks. This work is a part of the project on representation theory of Yangians which has been started at the seminar of A. Kirillov in Moscow. I thank all participants of that seminar for providing a favourable atmosphere for the start. I am especially indebted to A. Okounkov and G. Olshanski. Their results from [O1, OO] have inspired the present work. § 2. Fusion procedure for the symmetric group
We will start with recalling several classical facts about irreducible modules of the symmetric group S n over the complex field. They are parametrized by the Young diagrams λ with exactly n boxes. We will denote by U λ the irreducible module of S n corresponding to the diagram λ . Consider the chain of subgroups
with respect to the standard embeddings. There is a canonical decomposition of the space U λ into the direct sum of one-dimensional subspaces associated with this chain. These subspaces are parametrized by the Young tableaux of shape λ . Each of these tableaux is a bijective filling of the boxes of λ with numbers 1, . . . , n such that in every row and column the numbers increase from the left to the right and from the top to the bottom respectively. Denote by T λ the set of these tableaux.
For every tableau Λ ∈ T λ denote by U Λ the corresponding one-dimensional subspace in U λ . For any m ∈ {1, . . . , n} consider the tableau obtained from Λ by removing each of numbers m + 1, . . . , n . Let the Young diagram µ be its shape. Then U Λ is contained in an irreducible S m -submodule of U λ corresponding to µ . Any basis of U λ formed by vectors u Λ ∈ U Λ is called a Young basis. Let us fix an S n -invariant inner product , on U λ . The subspaces U Λ are then pairwise orthogonal. We will be assuming that u Λ , u Λ = 1 for each tableau Λ ∈ T λ .
Consider the column tableau of the shape λ obtained by filling the boxes of λ with 1, . . . , n by columns from the left to the right, downwards in each column. We will denote by Λ c this tableau. Consider the diagonal matrix element of the S n -module U λ corresponding to the vector u Λ c (2.1)
We will make use of the explicit formula for this matrix element contained in [Y1] . Denote by S λ and T λ the subgroups in S n preserving the collections of numbers appearing respectively in every row and column of the tableau Λ c . Put
As usual let λ 1 , λ 2 , . . . be the numbers of boxes in the columns of the diagram λ . Then
We will also need for the matrix element Φ λ an expression of a different kind. For any distinct i, j = 1, . . . , n let (i j) be the transposition in the symmetric group S n . Consider the rational function of two complex variables u, v valued in the group ring C·S n
As a direct calculation shows, this rational function satisfies the equations
for all pairwise distinct i, j, k . Evidently, for all pairwise distinct i, j, k, l we have
Consider the rational function of u, v, w appearing at either side of (2.2). Denote by ϕ ijk (u, v, w) this function. The factor ϕ ik (u, w) in (2.2) has a pole at u = w . However, we have the following lemma.
Lemma 2.1. Restriction of ϕ ijk (u, v, w) to the set of (u, v, w) such that u = v±1 , is regular at u = w .
Proof. As a direct calculation shows, the restriction
The latter rational function of v, w is manifestly regular at w = v ± 1
For each i ∈ {1, . . . , n} denote c i = s − t if the number i appears in the s -th column and the t -th row of the tableau Λ c . The difference s − t is then called the content of the box of the diagram λ occupied by the number i . For each i let z i be a complex parameter. Equip the set of all pairs (i, j) where 1 i < j n with the lexicographical ordering. Introduce the ordered product over this set (2.4)
Consider this product as a rational function of the parameters z 1 , . . . , z n valued in C·S n . Denote by Φ λ (z 1 , . . . , z n ) this rational function. Denote by Z the set of all tuples (z 1 , . . . , z n ) such that z i = z j whenever the numbers i and j appear in the same row of the tableau Λ c . The following theorem goes back to [C1] and [J] .
The value of this restriction at z 1 = . . . = z n coincides with the matrix element Φ λ .
We will present the main steps of the proof as separate propositions. This proof follows [N2] and is based on Lemma 2.1. Another proof is contained in [JKMO] .
Proof. We shall provide an expression for the restriction of the function (2.4) to Z which is manifectly regular at z 1 = . . . = z n . Let us reorder the pairs (i, j) in the product (2.4) as follows. This reordering will not affect the value of the product due to the relations (2.2) and (2.3). Let C be the sequence of numbers obtained by reading the tableau Λ c in the usual way, that is by rows from the top to the bottom, eastwards in every row. For each j ∈ {1, . . . , n} denote by A j and B j the subsequences of C consisting of all numbers i < j which appear respectively before and after j in that sequence. Now set (i, j) ≺ (k, l) if one of the following conditions is satisfied:
-the number i appears in A j while k appears in B l ; -the numbers i and k appear respectively in A j and A l where j < l ; -the numbers i and k appear respectively in B j and B l where j > l ; -we have the equality j = l and i appears before k in A j or B j .
From now on we assume that the factors in (2.4) corresponding to the pairs (i, j) are arranged with respect to this new ordering. The factor ϕ i j (c i + z i , c j + z j ) has a pole at z i = z j if and only if the numbers i and j stand on the same diagonal of the tableau Λ c . We will then call the pair (i, j) singular. Note that the number i occurs in the subsequence B j exactly when i stands to the left and below of j in the tableau Λ c . In this case c j − c i > 1 and the pair (i, j) cannot be singular. Let a singular pair (i, j) be fixed. Suppose that the number i appears in the s -th column and the t -th row of the tableau Λ c . In our new ordering the pair next after (i, j) is (h, j) where the number h appears in the (s + 1) -th column and the t -th row of Λ c . In particular, we have c i = c j = c h − 1 . Moreover, (i, h) ≺ (i, j) . Due to the relations (2.2) ,(2.3) the product
is divisible on the right by ϕ ih (c i +z i , c h +z h ) . The restriction of the latter function to z i = z h is just 1 + (i h) . Note that the element 1 + (i h) / 2 is an idempotent. Now for each singular pair (i, j) let us replace the two adjacent factors in (2.4)
This replacement does not affect the value of the restriction to Z of the function (2.4). But the restriction to
is regular at z i = z j by Lemma 2.1
In our new ordering we have the decomposition
where Υ λ (z 1 , . . . , z n ) and Θ λ (z 1 , . . . , z n ) are products of the factors in (2.4) which correspond to the pairs (i, j) with i appearing in A j and B j respectively. The function Θ λ (z 1 , . . . , z n ) is regular at z 1 = . . . = z n . Moreover, the value Θ of this function at z 1 = . . . = z n is invertible in C·S n . Denote by Φ and Υ the values at z 1 = . . . = z n of the restrictions to Z of Φ λ (z 1 , . . . , z n ) and Υ λ (z 1 , . . . , z n ) respectively. Thus we have the equality Φ = Υ Θ . We will prove that Φ = Φ λ .
Proposition 2.4. Let the numbers k and l stand next to each other in a row of the tableau Λ c . Then the element Υ in C·S n is divisible on the right by 1 + (k l) .
Proof. It suffices to assume that k < l . Then due to the relations (2.2) and (2.3) the product Υ λ (z 1 , . . . , z n ) is divisible on the right by ϕ kl (c k + z k , c l + z l ) . The restriction of the latter function to z k = z l is exactly the element 1 + (k l)
Let α be the involutive antiautomorphism of the group ring C·S n defined by setting α(g) = g −1 for g ∈ S n . By the relations (2.2) and (2.3) the product (2.4) is invariant with respect to this antiautomorphism. So is the value Φ of its restriction to Z . Corollary 2.5. Let the numbers k < l stand next to each other in the first row of the tableau Λ c . Then the element Φ in C·S n is divisible on the right by
The element Φ is then also divisible on the left by
Proof. By Proposition 2.4 the element Υ is divisible on the right by ϕ kl (c k , c l ). But due to the relations (2.2) and (2.3) the product ϕ kl (c k , c l ) · Θ is divisible on the right by (2.5). Since Ψ = Υ Θ we obtain the first statement of Corollary 2.5. Note that the image of (2.5) with respect to the antiautomorphism α is (2.6). Since Ψ is invariant with respect to α we get the second statement of Corollary 2.5
Consider again the rational function ϕ ijk (u, v, w) appearing at either side of (2.2).
The value at u = w of its restriction to u = v − 1 is not divisible on the right by
; see proof of Lemma 2.1. In the proof of Proposition 2.7 we will use the following instant observation.
Lemma 2.6. The value of the function
The next proposition is the central part of the proof of Theorem 2.2 ; cf. [JKMO] .
Proposition 2.7. Let the numbers k and k + 1 stand in the same column of the tableau Λ c . Then the element Υ in C·S n is divisible on the left by 1 − (k , k + 1) .
Proof. Observe first that Proposition 2.7 follows from its particular case k + 1 = n . Indeed, let ν be the shape of the tableau obtained from Λ c by removing each of the numbers k + 2, . . . , n . Then
where j = k + 2, . . . , n and i runs through the sequence A j . Denote by Υ the value at z 1 = . . . = z k+1 of the restriction of Υ ν (z 1 , . . . , z k+1 ) to Z . According to our proof of Proposition 2.3 then Υ = Υ Υ for certain element Υ in C·S n .
From now on we will assume that k + 1 = n . Since the element Θ is invertible, it suffices to prove that Υ Θ = Φ is divisible by 1 − (n − 1 , n) on the left. But the element Φ is invariant with respect to the antiautomorphism α . We will prove that Φ is divisible by 1 − (n − 1 , n) on the right. That is,
Suppose that the number n appears in the s -th column and the t -th row of the tableau Λ c . Let i 1 , . . . , i s be all the numbers in the t -th row. So we have i s = n . Then due to the relations (2.2) and (2.3) for certain element Θ in C·S n
Therefore to get (2.7) we have to prove that
We will prove it by induction on s . If s = 1 then Υ λ (z 1 , . . . , z n ) = Φ λ (z 1 , . . . , z n ) so that Υ = Φ . Moreover, then none of the pairs (i, j) in (2.4) is singular. Then Φ has the form
for certain element Φ in C·S n . So we get the equality Υ · ϕ n ,n−1 (c n , c n−1 ) = 0 . Now suppose that s > 1 . We have to prove that the restriction to Z of the product 
Here we have denoted by Ψ(z 1 , . . . , z n−1 ) the product (2.10)
where i runs through the sequence A n but i = m − 1 , n − 1 , . . . , m . In particular, any factor in the product (2.11) commutes with
due to (2.3). Therefore the product (2.9) takes the form
To get the latter equality we used the relations (2.2) and (2.3). Restriction to Z of the product of factors in the first line of (2.12) is regular at z 1 = . . . = z n according to our proof of Proposition 2.3. Each of the factors in the third line is also regular at z 1 = . . . = z n . Therefore due to Lemma 2.6 the restriction of (2.12) to Z has the same value at z 1 = . . . = z n as the restriction to Z of
Here each of the factors ϕ ip, m−1 (c ip +z ip , c n +z n ) commutes with X(z 1 , . . . , z n ) by the relations (2.3). In each of these factors we can replace c n + z n by c m−1 + z m−1 without affecting the value at z 1 = . . . = z n of the restriction to Z of (2.13). Denote
According to our proof of Proposition 2.3 it now suffices to demonstrate vanishing at z 1 = . . . = z n−1 of the restriction to Z of the product (2.14)
Consider the product (2.10). Here the factors corresponding to the pairs (i, j) are arranged with respect to ordering chosen in the proof of Proposition 2.3. Let us now reorder the pairs (i, j) in (2.10) as follows. For every j = m+1, . . . , m+λ s−1 −t change the sequence
Denote by Ψ (z 1 , . . . , z n−1 ) the resulting ordered product. Then by (2.2) and (2.3)
Now let (i, j) be any singular pair in (2.10). Let (h, j) be the pair following (i, j) in the ordering from the proof of Proposition 2.3. Then (h, j) follows (i, j) in our new ordering as well. Furthermore, due to the relations (2.2) and (2.3) the product
is divisible on the right by ϕ ih (c i + z i , c h + z h ) . Therefore
where Ψ (z 1 , . . . , z n−1 ) is a rational function which restriction to is Z regular at z 1 = . . . = z n−1 . But by the inductive assumption the restriction of (2.16) to Z vanishes at z 1 = . . . = z m . Thus due to (2.15) and (2.17) the restriction of (2.14) to Z vanishes at z 1 = . . . = z n−1
We have shown that the element Φ = Υ Θ of C·S n is invariant with respect to the antiautomorphism α .
Corollary 2.8. Let the numbers k and k + 1 stand in the same column of the tableau Λ c . Then the element Φ in C·S n is divisible on the left and on the right by
The next proposition completes the proof of Theorem 2.2.
Proposition 2.9. We have the equality Φ = Φ λ .
Proof. Due to Propositions 2.4 and 2.7 we have the equality Υ = Q λ X λ P λ for some element X λ ∈ C·S n . It is a classical fact that one can assume here X λ ∈ C ; see for instance [GM] . Due to Corollary 2.8 the decomposition Φ = Υ Θ now implies that Φ equals Q λ P λ Q λ up to a multiple from C . We will show that in the expansion of Φ ∈ C·S n with respect to the basis of g ∈ S n the coefficient at identity is 1 .
Let g 0 be the element of the maximal length in S n . Consider the product (2.4) with the initial lexicographical ordering of the pairs (i, j) . For each k = 1, . . . , n−1 denote
is a reduced decomposition in S n . Therefore in the expansion of the element
with respect to the basis of g ∈ S n the coefficient at g 0 is 1 . So is the coefficient at g 0 in the expansion of the element Φ g 0 ∈ C·S n Continuation of (2.4) to z 1 = . . . = z n along the set Z is called fusion procedure.
In the course of the proof of Proposition 2.9 we have established the following fact.
Corollary 2.10. We have the equality Υ = Q λ P λ .
We will now make a concluding remark about the element Υ ∈ C·S n . Consider the row tableau of the shape λ obtained by filling the boxes of λ with 1, . . . , n by rows downwards, from the left to the right in every row. Denote by Λ r this tableau. It is obtained from the tableau Λ c by a certain permutation of the numbers 1, . . . , n . Denote by σ λ this permutation. For the vectors u Λ c , u Λ r of the Young basis in U λ we have σ λ u Λ c , u Λ r = 0 due to [Y2] . The element
of the group ring C·S n does not depend on the choice of the vectors u Λ c , u Λ r . In fact one has Υ λ = Q λ P λ ; see for instance [GM] . Thus Υ = Υ λ by Corollary 2.10.
Lemma 2.11. Restriction of ϕ ijk (u, v, w) to the set of all (u, v, w) with w = v ± 1 , is regular at u = w .
The latter rational function of u, v is manifestly regular at u = v ± 1
We will end up this section with one more proposition. It will be used in the next section. Let the superscript ∨ denote the embedding of the group S n to S n+1 determined by assigning to the transposition of i and j that of i + 1 and j + 1 .
Proposition 2.12. We have equality of rational functions in u valued in C·S n+1 (2.18)
Proof. Denote by Z(u) the rational function at the left hand side of (2.18). The value of this function at u = ∞ is Φ ∨ λ . Moreover, the residue of Z(u) at u = 0 is
It remains to prove that Z(u) has a pole only at u = 0 and this pole is simple. Let an index i ∈ {2, . . . , n} be fixed. The factor ϕ 1,i+1 (u , c i ) in (2.18) has a pole at u = c i . We shall prove that when estimating from above the order of the pole at u = c i of Z(u), that factor does not count. Suppose that the number i does not appear in the first row of the tableau Λ c . Then the number i−1 appears in Λ c straight above i . In particular, c i−1 = c i +1 . By Corollary 2.8 the element Φ ∨ λ is divisible on the left by ϕ i,i+1
is regular at u = c i due to Lemma 2.11. 
Consider the product of factors in (2.18) (2.20)
Multiplying the product (2.20) on the right by (2.19) and using (2.2),(2.3) we get
The latter product is regular at u = c i by Lemma 2.11. The proof is complete § 3. Yangian of the general linear Lie algebra
In this section we will collect several known facts from [C2 ,D1] about the Yangian of the Lie algebra gl N . This is a complex associative unital algebra Y(gl N ) with the countable set of generators T (s) ij where s = 1, 2, . . . and i, j = 1, . . . , N . The defining relations in the algebra Y(gl N ) are
il ; r, s = 0, 1, 2, . . . where T (0) ij = δ ij · 1 . We will also use the following matrix form of these relations. Let E ij ∈ End(C N ) be the standard matrix units. Introduce the element
where the indices i, j run through 1, . . . , N . Consider the Yang R -matrix , it is the rational function of two complex variables u , v valued in End(
Introduce the formal power series in u
and combine all these series into the single element of End(
For any associative unital algebra A denote by ι s its embedding into the tensor product A ⊗n as the s -th tensor factor:
We will also use various embeddings of the algebra A ⊗ m into A ⊗ n for any m n . For s 1 , . . . , s m ∈ {1, . . . , n} pairwise distinct and X ∈ A ⊗m we put
In this notation the defining relations (3.1) can be rewritten as the single equation
After multiplying each side of (3.2) by u − v it becomes a relation in the algebra
For further comments on the definition of the algebra Y(gl N ) see [MNO] .
The relation (3.2) implies that for any z ∈ C the assignment T ij (u) → T ij (u−z) determines an automorphism of the algebra Y(gl N ) . Here the formal series in (u−z) −1 should be re-expanded in u −1 . We will denote by τ z this automorphism. We will also regard E ij as generators of the universal enveloping algebra U(gl N ) . The algebra Y(gl N ) contains U(gl N ) as a subalgebra: due to (3.1) the assignment E ij → − T (1) ji defines the embedding. Moreover, there is a homomorphism
This homomorphism is by definition identical on the subalgebra U(gl N ) . It is called the evaluation homomorphism for the algebra Y(gl N ) . We will regard C N as Y(gl N ) -module by virtue of this homomorphism. Denote by V (z) the Y(gl N ) -module obtained from C N by applying the automorphism τ z . The action of the generators T (s) ij in V (z) can be determined by the assignment
Furthermore, there is a natural Hopf algebra structure on Y(gl N ) . Again due to (3.2) the comultiplication ∆ :
Here the tensor product is taken over the subalgebra
. By the definition (3.4) the action of the generators T (s) ij in the space (C N ) ⊗n of this module can be determined by the assignment
The symmetric group S n acts in the space (C N ) ⊗n by permutations of the tensor factors:
The function R kl (u, v) valued in End(C N ) ⊗n corresponds to the function ϕ kl (u, v) valued in the group ring C·S n . Let λ be a Young diagram with n boxes. Denote by F λ the element of End(C N ) ⊗n corresponding to
⊗n is an irreducible gl N -submodule [Y1] . Denote this image by V λ . We will identify the algebra End(V λ ) with the subalgebra in End(C N ) ⊗n which consists of all the elements of the form F λ X F λ . By virtue of the homomorphism (3.3) we can regard V λ as an Y(gl N ) -module. Denote the action of Y(gl N ) in the module V λ by π λ . As well as in the previous section, let c k be the content of the box with the number k in the column tableaux Λ c . The next proposition is contained in [C2] .
Proposition 3.1. The action π λ of Y(gl N ) can be described as the restriction to the vector subspace V λ in (C N ) ⊗n of the action (3.5) with z 1 = c 1 , . . . , z n = c n .
Proof. Consider the vector space (C N ) ⊗n as an Y(gl N ) -module by virtue of (3.3). The action of Y(gl N ) in the latter module can be determined by the assignment
The action of Y(gl N ) in V λ is by definition the restriction of (3.6) to the subspace V λ in (C N ) ⊗n . So it suffices to prove the equality of rational functions in u
. But this equality is afforded by Proposition 2.12
Denote by F N the antisymmetrization map in End(C N ) ⊗N . Thus F N = F λ for n = N and the diagram λ consisting of one column only. Consider the element (3.7)
Due to Theorem 2.2 and the relations (3.2) this element is divisible by F N ⊗ 1 also on the right. Since the map F N is one-dimensional, the element (3.7) has the form F N ⊗ D(u) for a certain series
This series is called the quantum determinant for Y(gl N ) . The coeficients D 1 , D 2 , . . . of this series at u −1 , u −2 . . . are free generators of the centre of the algebra Y(gl N ); see [MNO] for the proof. The definitions (3.4) and
Hence the centre of the algebra Y(gl N ) is a Hopf subalgebra. The relations (3.2) imply that for any formal series f (u) ∈ 1 + u
determines an automorphism of the algebra Y(gl N ) . We will denote by ω f this automorphism. Consider the fixed point subalgebra in Y(gl N ) with respect to all the automorphisms ω f . This subalgebra is called the Yangian of the simple Lie algebra sl N and denoted by Y(sl N ) ; cf. [D1] .
Proposition 3.2. The algebra Y(sl N ) is a Hopf subalgebra in Y(gl N ). The algebra Y(gl N ) is isomorphic to the tensor product of its centre and its subalgebra Y(sl N ).
Proof. We will follow the argument from [MNO] . Observe that by our definition
. . are free generators of the centre of Y(gl N ). Moreover, we have
Every coefficient of the series T ij (u) A(u) −1 belongs to the subalgebra Y(sl N ). Therefore the algebra Y(gl N ) is generated by its centre and its subalgebra Y(sl N ). Now suppose that for some positive integer s there exists a non-zero polynomial Q in s variables with the coefficients from Y(sl N ) such that Q(A 1 , . . . , A s ) = 0 . Choose the number s to be minimal. But for f (u) = 1 + a u −s with any a ∈ C we have ω f : Q(A 1 , . . . , A s ) → Q(A 1 , . . . , A s + a).
Thus Q(A 1 , . . . , A s + a) = 0 for all a ∈ C . So we may assume that the polynomial Q does not depend on the last variable, which contradicts to the choice of s . This contradiction completes the proof of the second statement of Proposition 3.2.
In particular, the coefficients of all the series T ij (u) A(u) −1 generate the algebra Y(sl N ) . Now the first statement of Proposition 3.2 follows from (3.4) and (3.8) Corollary 3.3. The centre of the algebra Y(sl N ) is trivial.
Note that the subalgebra Y(sl N ) in Y(gl N ) is preserved by the automorphism τ z for any z ∈ C . Denote by ∆ the composition of ∆ with the permutation of tensor factors in Y(gl N ) ⊗ Y(gl N ) . According to [D1] there is a unique formal series
and for any element Y ∈ Y(sl N ) we also have (3.10)
The series S(z) is called the universal R -matrix for the Hopf algebra Y(sl N ) . For any v ∈ C denote by π v the action of the algebra Y(gl N ) in the module V (v) .
Lemma 3.4. We have the equality
Proof. Let us keep the parameter v ∈ C fixed. Denote respectively by T (z) and T (z) the formal series in z −1 at the left and the right hand side of the equality to prove. Due to (3.10) and Proposition 3.2 the series T (z) satisfies the equation
for any element Y ∈ Y(gl N ) . We will assume that here Y is one of the generators T (s) ij . By (3.4) we have the equalities in End(
So the collection of all equations (3.11) is equivalent to the single equation for T (z) (3.12)
which after being multiplied by u + z − v becomes an equation in the algebra
But the element T (z) satisfies the same equation. Indeed, since the coefficients of the series A(v − z) in z −1 are central in Y(gl N ) we have due to (3.2) (3.13)
Consider the series
in z −1 with the coefficients in End(C N )⊗Y(sl N ). By comparing (3.12),(3.13) we get (3.14)
We will write
where
for some X (s) ij ∈ Y(sl N ) . Let us multiply the equation (3.14) by u + z . Then by considering the coefficient at u 0 z −s we get
Further, by considering the coefficient at u
where the index h runs through 1, . . . , N . Let us now prove by induction on s = 0, 1, 2, . . . that X (s) kl = δ kl X s for some element X s ∈ Y(sl N ) which commutes with every T
(1) ij . The condition
provides the base for our induction. Let us consider the equation (3.16). Due to (3.15) and to the inductive assumption it takes the form
The latter equation shows that for k = l we have X
. Now by using (3.15) with s + 1 instead of s we get the equality [ T (1) ij , X s+1 ] = 0 . Therefore
for some elements X 1 , X 2 , . . . ∈ Y(sl N ). These elements are central due to (3.14). But the centre of the algebra Y(sl N ) is C by Corollary 3.3. So X 1 ,X 2 , . . . ∈ C.
Thus the series T (z) and T (z) coincide up to a multiple from
. That multiple must be 1 since the equation
is also satisfied for T (z) . The latter fact follows from the definition (3.4) and from (3.8)
Now introduce the formal series in z −1 with the coefficients in the centre of Y(gl N )
Introduce also the element of the algebra End(
By Theorem 2.2 and the relations (3.2) the latter element is divisible by F λ ⊗1 also on the right. Thus we can regard
. By (3.9) and by Lemma 3.4 we have the following corollary to Proposition 3.1.
Corollary 3.5. We have the equality
Next theorem is the main result of the present section.
Theorem 3.6. There is a series
Proof. We will prove that there is a formal power series D(z) in z −1 with coefficients in the tensor square of the centre of Y(gl N ) and leading term 1 such that 
where the sum is taken over all the sequences s 1 , . . . , s n of the numbers 0, 1, 2, . . . such that the multiplicities of 1, 2, . . . can be expressed as a fixed symmetric polynomial in λ 1 − 1, . . . , λ N − N . Therefore it is the eigenvalue in the gl N -module V λ of a certain element F s of the centre Z(gl N ) of the algebra U(gl N ) which does not depend on the diagram λ .
Note that by (3.19) we get f
The image of the centre of the algebra Y(gl N ) with respect to the evaluation homomorphism π coincides with Z(gl N ) . Indeed, the images π(D 1 ), . . . , π(D N ) of the coefficients of the quantum determinant D(u) generate the centre Z(gl N ) of the algebra U(gl N ) ; see [C,HU] . So we can choose a central element of Y(gl N )
Moreover, we can assume that for any s < d 1 + 2 d 2 + . . . this element is zero. If
. . = 0 and s = 0 we can assume that this element is 1 . Now set
where the inner sum is taken over all sequences
for any diagram λ it remains to show that this polynomial vanishes when the diagram λ satisfies the condition n < d ; see (3.20) .
Observe that the coefficient f
of the series (3.19) has the form of the sum
depends on λ as a certain symmetric polynomial in c 1 , . . . , c n and belongs to the ideal generated by the k -th elementary symmetric polynomial
Let us express the latter sum as a symmetric polynomial in λ 1 − 1, . . . , λ N − N . We will denote this polynomial by b k (λ 1 , . . . , λ N ) . It suffices to demonstrate that b k (λ 1 , . . . , λ N ) = 0 when the diagram λ satisfies the condition n < k . We will do that by the induction on the difference k − n = 1, 2, . . . .
If λ is a diagram with n 1 boxes then b n (λ 1 , . . . , λ N ) = c 1 . . . c n = 0 . Indeed, then there is at least one box on the main diagonal of the diagram λ . The content of this box is zero. Further, suppose that λ is a diagram such that λ 1 > . . . > λ N . Then due to
we have for any i = 1, . . . , N and k = 1, . . . , n the relation
With the fixed index k this relation must be valid for any λ 1 , . . . , λ N ∈ C . In particular, if λ is the empty diagram then b 1 (λ 1 , . . . , λ N ) = 0 . The latter fact provides the base for our induction. Furthermore, we have already established that b k (λ 1 , . . . , λ N ) = 0 when n = k 1 . Now for each k 2 the above relation along with the inductive assumption implies that b k (λ 1 , . . . , λ N ) = 0 for any Young diagram λ with less than k boxes Now let m be an arbitrary positive integer and µ be any Young diagram with m boxes. Equip the set of all pairs (k, l) where 1 k n and 1 l m with the lexicographical ordering. Let d l be the content of the box with l in the column tableaux M c of shape µ . Consider the rational function of z n+m) where the factors corresponding to the pairs (k, l) are arranged with respect to the above ordering. By Theorem 2.2 and by the relations (2.2),(2.3) any value of R λµ (z) is divisible on F λ ⊗ id on the right and on id ⊗ F µ on the left. Thus we can regard R λµ (z) as a function valued in End(V λ )⊗End(V µ ) . We have the following corollary to Proposition 3.1 and Theorem 3.6.
Corollary 3.7. We have the equality π λ ⊗ π µ R(z) = R λµ (z) .
In the next section we will be considering behavior of the function R λµ (z) at z = 0 . §4. The estimation theorem Let any two Young diagrams λ and µ consisting respectively of n and m boxes be fixed. As before, we will denote by c k and d k the contents of the boxes with k in the column tableaux Λ c and M c respectively. We will employ the elements Φ λ ∈ C·S n and Φ µ ∈ C·S m determined by (2.1). Let us equip the set of all pairs (i, j) where 1 i n and 1 j m with the lexicographical ordering:
We will regard S n as a subgroup in S n+m with respect to the standard embedding. The superscript ∨ will denote the embedding of the group S m into S n+m determined by assigning to the transposition of j and k that of j + n and k + n . Let z be a complex parameter. Consider the rational function of z valued in the group ring C·S n+m
where the factors corresponding to the pairs (i, j) are arranged with respect to the ordering (4.1). Let r be the number of the boxes on the main diagonal of the diagram λ . This number is called the rank of the diagram λ .
Theorem 4.1. The order of the pole of Φ λµ (z) at z = 0 does not exceed the rank r of λ . This order does not exceed r − 1 if the diagram λ is not contained in µ .
Proof. When estimating order of the pole of Φ λµ (z) at z = 0 we employ arguments similar to those already used in the proof of Proposition 2.12 but more elaborated. The factor ϕ i,n+j (c i , d j + z) in (4.2) has a pole at z = 0 if and only if the numbers i and j stand on the same diagonals of the tableaux Λ c and M c respectively. That pole is simple. We will then call the pair (i, j) singular. Let us confine every such pair to a certain segment of the sequence (4.1) as follows.
i) If j = 1 then the pair (i, j) itself makes a segment. ii) If j = 1 and j is not in the first row of M c then the two pairs (i, j − 1) , (i, j) form a segment. Note that j − 1 stands straight above j in the tableau M c . iii) If j = 1 appears in the first row of M c then the corresponding segment is
where the number k is next to the left of the number j in the first row of M c .
Within each of these segments (i, j) is the only one singular pair, and all segments do not intersect. Note that the number of all segments of type (i) 
is divisible on the left by ϕ j−1+n,j+n (d j−1 , d j ) . But by Lemma 2.11 the product
is regular at the point z = 0 . Thus when estimating from above the order of the pole of (4.2) at z = 0 , the factors of type (ii) do not count. Now consider the segment (iii) where the singular pair (i, j) is again fixed. Here we have c i = d j = d k + 1 . By Corollary 2.5 the element Φ µ of C·S m is divisible on the left by
Therefore due to the relations (2.2) and (2.3) the rational function determined by (4.4) is divisible on the left by (4.5)
Consider the product of the factors in (4.2) corresponding to the pairs from the segment (iii). Multiplying this product on the right by (4.5) we get
where we again used the relations (2.2) ,(2.3). The rational function at the right hand side of the latter equality is regular at z = 0 by Lemma 2.11. Thus when estimating the order of the pole of (4.2) at z = 0 , the factors of the type (iii) do not count either. This completes the proof of the first statement in Theorem 4.1.
The proof of the second statement is similar but more involved. As before, denote by λ s and µ s the lengths of the s -th columns of the diagrams λ and µ respectively. Assume that the diagram λ is not contained in µ . We shall demonstrate that when estimating the order of the pole of (4.2) at z = 0 , we may exclude from counting the factor corresponding to the singular pair (1, 1) as well as those corresponding to the singular pairs (i, j) with i = 1 .
Fix the minimal number s such that λ s > µ s . Let i 1 , . . . , i s and j 1 , . . . , j s be the first s numbers in the first rows of the tableaux Λ c and M c respectively. Of course, here i 1 = j 1 = 1 . Denote µ s − 1 = t so that the numbers in the s -th column of M c are j s , j s + 1, . . . , j s + t . The singular pairs (i 1 , j 1 ), . . . , (i s , j s ) and (i s + 1 , j s + 1), . . . , (i s + t , j s + t)
will be called special . We will now proceed in several steps. I. Let us reorder the pairs (i, j) in the product (4.2) as follows ; this reordering will not affect the value of the product due to the relations (2.3). Namely, for each i = i s , i s + 1, . . . , i s + t change the sequence of pairs
where j = j s , j s + 1, . . . , j s + t respectively, to the sequence
The latter reordering preserves all the segments (i-iii) except for the segment with (i s , j s ) and the t segments of type (ii) (i s + q, j s + q − 1) , (i s + q, j s + q) ; q = 1, . . . , t .
Instead of these t + 1 segments we will introduce the segments in our new ordering
Moreover, by Corollary 2.8 the element Φ λ of C·S n is divisible on the right by
As well as in the proof of the first statement of Theorem 4.1, but by making now use of Lemma 2.1 we can now exclude from our counting the factors in (4.2) corresponding to each of the special singular pairs (i s + q , j s + q) ; q = 0 , 1, . . . , t .
If µ s = 0 this step is empty. If s = 1 then the proof of Theorem 4.1 is completed.
the proof of the first statement of Theorem 4.1. The proof of the second statement is now also completed §5. Higher Capelli identities
Let any two positive integers N and M be fixed. In this section we will consider invariants of the action of Lie algebra gl N × gl M in the space PD of differential operators on C N ⊗ C M with polynomial coefficients. Let the indices i, j and a, b run through 1, . . . , N and 1, . . . , M respectively. Let x ia be the standard coordinates on the vector space C N ⊗ C M . We will define the actions of gl N and gl M in the space P of polynomial functions on
respectively. Here ∂ jb is the partial derivation with respect to the coordinate x jb . We have the irreducible decomposition [HU] of the gl N × gl M -module
where λ runs through the set of all Young diagrams with 0, 1, 2, . . . boxes and not more than M, N rows. Here W λ is the irreducible gl M -module corresponding to the diagram λ . Thus the action of gl N × gl M in P is multiplicity-free. The space D of differential operators on C N ⊗ C M with constant coefficients can be regarded as the gl N × gl M -module dual to P . Hence the space I of all the gl N × gl M -invariants in
is a direct sum of one-dimensional subspaces corresponding to all the partitions λ . Denote by I λ the one-dimensional subspace corresponding to the partition λ . Let us give an explicit formula for a non-zero vector from I λ . Suppose that the diagram λ consists of n boxes. Let χ λ be the character of the irreducible S n -module U λ . Consider the element of PD defined by (1.1). We will denote this element by c λ .
Proposition 5.1. We have c λ ∈ I λ .
Proof. Consider the gl N × gl M -submodule in P formed by polynomials of the degree n . This submodule can be identified with the subspace of invariants in (C N ) ⊗n ⊗ (C M ) ⊗n with respect to simultaneos permutations of the first n and the last n tensor factors. The permutation σ of the first n tensor factors corresponds to the map x i1a1 . . . x inan → x i σ(1) a1 . . . x i σ(n) an in P . We have the irreducible decomposition of the S n × gl N -module
where λ runs through the set of all diagrams with n boxes and not more than N rows. So the image of the map η : x i1a1 . . . x inan → σ ∈ Sn χ λ (σ) n! · x i σ −1 (1) a1 . . . x i σ −1 (n)an in P is the subspace V λ ⊗ W λ if the diagram λ has no more than M, N boxes. The element c λ in (5.3) is the image with respect to the map η ⊗ id of i1,..., in a1,..., an x i1a1 . . . x inan · ∂ i1a1 . . . ∂ inan .
The latter element of PD is manifestly gl N × gl M -invariant Extend the action (5.1) of the Lie algebra gl N in P to the universal enveloping algebra U(gl N ) . The subspace of gl N × gl M -invariants in PD coincides with the image of the centre Z(gl N ) of the algebra U(gl N ) ; see [HU] . We will point out an element e λ ∈ Z(gl N ) whose image is c λ . Let ψ λ : Y(gl N ) → C be the trace of the representation π λ . Consider the element
where π is the evaluation homomorphism (3.3). Then due to Theorem 3.6 the product (1.3) is a polynomial in z . Denote by e λ (z) this polynomial. The following general observation goes back to [D2] .
Proposition 5.2. The coefficients of the polynomial e λ (z) belong to Z(gl N ) .
Proof. Consider the universal enveloping algebra U(gl N ) as a subalgebra in Y(gl N ) . Every element of this subalgebra is invariant with respect to the automorphism τ z for any z ∈ C . Furthermore, restriction of the comultiplication (3.4) to U(gl N ) is cocommutative:
Therefore by the definition of the series R(z) for any Y ∈ gl N the commutator
By applying the map ψ λ ⊗ π to the latter equality we obtain that
The next theorem is the main result of this section. Denote by e λ the value e λ (0).
Theorem 5.3. The image in PD of the element e λ ∈ Z(gl N ) is c λ .
We will present the main steps of the proof as separate propositions. First let us give an explicit formula for the polynomial in z valued in End(V λ ) ⊗ U(gl N ) (5.4) E λ (z) = π λ ⊗ π R(z) · (z − c 1 ) . . . (z − c n )
As well as before, here we regard End(V λ ) as a subalgebra in End(C N ) ⊗n .
Introduce the element
where the indices i, j run through 1, . . . , N . For s = 1, . . . , n we will write E s = ι s ⊗ id E ∈ End(C N ) ⊗n ⊗ U(gl N ).
Then due to Theorem 3.6 and the definition (3.3)
E λ (z) = id ⊗ π T λ (z) · (z − c 1 ) . . . (z − c n ) (5.5) = F λ ⊗ 1 · (E 1 + z − c 1 ) . . . (E n + z − c n ).
Let tr denote the standard matrix trace on End(C N ) ⊗n . By definition we have (5.6) e λ (z) = tr ⊗ id E λ (z) .
Denote by D the element of the algebra End(C N ) ⊗n ⊗ PD i1,..., jn j1,..., jn a1,..., an
Consider the product C λ = F λ ⊗ 1 · D. We will employ the following observation.
Proposition 5.4. We have the equality c λ = tr ⊗ id (C λ ).
Proof. Proof. Consider the standard gradation on the vector space PD by the degree of a differential operator. Extend this gradation to the vector space End(C N ) ⊗n ⊗ PD . Denote the image of E λ (0) in that space by C λ . Due to (5.5) the leading term of C λ coincides with the homogeneous element C λ . Thus it remains to show that the element C λ is homogeneous as well. Due to (5.2) it suffices to check that for any Young diagram µ with less than n boxes (5.7)
id ⊗ π µ E λ (0) = 0.
In this case the diagram λ is not contained in µ . The number of zeroes among the contents c 1 , . . . , c n of the boxes of the diagram λ is exactly its rank r . So by the definition (5.4) the equality (5.7) follows from Corollary 3.7 and Theorem 4.1
