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Tensor network states are expected to be good representations of a large class of interesting quan-
tum many-body wave functions. In higher dimensions, their utility is however severely limited by
the difficulty of contracting the tensor network, an operation needed to calculate quantum expec-
tation values. Here we introduce a method for time evolution of three-dimensional isometric tensor
networks which respects the isometric structure and therefore renders contraction simple through a
special canonical form. Our method involves a tetrahedral site splitting which allows to move the
orthogonality center of an embedded tree tensor network in a simple cubic lattice to any position.
Using imaginary time evolution to find an isometric tensor network representation of the ground
state of the 3D transverse field Ising model across the entire phase diagram, we perform a systematic
benchmark study of this method in comparison with exact Lanczos and quantum Monte Carlo
results. We show that the obtained energy matches the exact groundstate result accurately deep in
the ferromagnetic and polarized phase, while the regime close to the critical point requires larger
bond dimensions. This behavior is in close analogy with the two dimensional case, which we also
discuss for comparison.
I. INTRODUCTION
The Hilbert space dimension of many-body systems
grows exponentially with the number of constituents,
making the direct handling of many-body wavefunctions
impractical for large systems. Tensor networks are an
attempt to “tame” the many-body wavefunction, by ex-
pressing it in terms of local tensors, which are contracted
according to the network structure. This reduces the
complexity from an exponential to a polynomial number
of variables. While in principle any wavefunction can
be expressed as a tensor network, some particularly en-
tangled states require exponentially large local tensors
(i.e. the virtual dimension D of any of the tensor axes
becomes large). Fortunately, the manifold of wavefunc-
tions expressible with finite D tensor networks includes
in particular wavefunctions with area law entanglement,
which are expected to be relevant for the description of
groundstates of many local quantum many-body systems
[1–3].
Tensor network states are particularly successful in
one dimension (1D), where they are known as ”matrix-
product states” (MPS) [4], which have become state-
of-the-art machinery for the classical simulation of 1D
many-body systems. This popularity rests primarily on
the existence of powerful algorithms to variationally op-
timize the energy of the state (e.g. the density ma-
trix renormalization group (DMRG)) [5] as well as on
the ability to compute wavefunction overlaps 〈φ |ψ 〉 and
matrix elements of local operators 〈φ |Oˆ|ψ〉 both ex-
actly and efficiently. In particular the second property
does not generalize to the higher-dimensional variants of
MPS known as “projected-entangled pair states” (PEPS)
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FIG. 1. A generic 3D PEPS ansatz for the cubic lattice, where
the tensors Tσiiαβγδκλ are represented by spheres. The blue legs
denote the physical degrees of freedom σi and the gray legs
denote the virtual degrees of freedom. The connections depict
contractions between the virtual legs of neighboring tensors.
[6]. It turns out that the exact calculation of a ma-
trix element of an operator Oˆ in an arbitrary PEPS
state 〈PEPS |Oˆ|PEPS〉 – requiring the full contraction
of the resulting tensor network – is generally inefficient
for generic finite PEPS with open boundary conditions
(OBC) already in two dimensions [6–10]. While PEPS
are readily formulated in three dimensions (cf. Fig. 1),
currently no efficient contraction method is known.
Therefore, even though PEPS are efficient represen-
tations of area law entangled quantum many-body wave-
functions, it is often difficult to extract useful information
from them. The central problem for the generalization
of powerful 1D methods to higher dimensions is caused
by the fact that cutting a bond in a higher-dimensional
PEPS does not separate the network into two discon-
nected pieces, in contrast to 1D MPS. In MPS meth-
ods, the separation of the network into unique “left” and
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2“right” parts by cutting any bond is exploited using an
orthonormal basis to represent the left/right states and
one can decimate the basis to the dominant components
by truncating to the largest singular values [11] in an
optimal way. This property is the foundation of MPS
evolution algorithms [12]. The absence of separability in
higher-dimensional PEPS diminishes the effectiveness of
purely local evolution algorithms, where in the case of a
nearest-neighbor interacting system the tensor network
is optimized by iterating over the bonds and applying a
two-site gate to each bond followed by a truncation of
this bond according to the standard time evolving block
decimation (TEBD) [4, 11]. Instead, optimal truncation
and hence optimal evolution requires each gate to be ac-
companied by a contraction of the full network (dubbed
“full update”) instead of just two tensors, which leads to
an enormous computational cost [8].
One way around the inefficiency of full contraction is
to instead perform the contraction approximately [6, 8–
10], sacrificing precision for speed. Recently there ap-
peared multiple works [13–16] which suggest an attrac-
tive alternative: to construct finite PEPS in an explicit
canonical form in which it can be contracted both exactly
and efficiently in a way that local truncation again be-
comes optimal just like for MPS, thereby circumventing
the mentioned problems that occur when dealing with
generic PEPS. This does induce a loss of generality, re-
stricting its subspace in Hilbert space to a subspace of
generic PEPS, reducing the expressivity of the network
[17]. While the effect of this restriction is not yet clear, it
becomes irrelevant in the limit of large bond dimensions
and therefore seems at least in principle controllable.
In [13] a class of finite 2D PEPS called ”isometric ten-
sor network states” (isoTNS) was introduced for which
〈PEPS |PEPS 〉 reduces to a canonical MPS norm, and
which can be time-evolved using an efficient local evo-
lution algorithm called TEBD2. Here we will generalize
the isoTNS ansatz to 3D and develop a natural extension
of TEBD2 which we call TEBD3. This generalization
is an important step forward towards the development
of efficient techniques to simulate generic 3D quantum
many-body systems for cases which are not accessible to
quantum Monte Carlo methods due to a sign problem.
This is particularly important due to the limited number
of existing finite 3D PEPS algorithms [18, 19] and generic
simulation methods for 3D quantum many-body systems
in general [20–22].
II. METHOD
A generic finite 3D PEPS ansatz for a 3D many-body
spin-1/2 system can be written in the local basis σi = ±1
as
|PEPS〉 =
∑
σ1...σN
C (Tσ11 ...TσNN ) |σ1...σN 〉, (1)
where Tσii represents the set of tensors which contain
the complex-valued variational parameters and which are
spatially arranged like the spins σi. Here C indicates that
all tensors are contracted, giving complex scalar coeffi-
cients, which is usually done by choosing the amount of
virtual degrees of freedom per Tσii equal to the lattice
connectivity and then contracting nearest-neighbors. In
Fig. 1 this is illustrated for a cubic lattice with open
boundary conditions, where the pairs of virtual degrees
of freedom are represented by the gray bonds and the
physical (spin) degrees of freedom are represented by the
blue free legs, i.e. in a particular basis we get the tensors
Tσiiαβγδκλ.
In order to calculate 〈PEPS |PEPS 〉 we would con-
tract this tensor network with the physical legs of its
conjugate, which we would then have to contract down
to a scalar.
A. General properties of isoTNS
The goal of this work is to design a type of 3D tensor
network that allows for the full network contraction to be
done exactly and efficiently. To this end we impose an
additional structure on the PEPS shown in Fig. 1, such
that 〈PEPS |PEPS 〉 = 〈MPS |MPS 〉 becomes manifest.
In particular, we choose the majority of the Ti to be iso-
metric, meaning that these Ti reduce to identities when
contracted with their conjugate over a subset of the legs,
e.g. ∑
iαβγδκ
T †αβγδκλσi T
αβγδκη
σi = 1
λη, (2)
and ∑
iαβγδ
T †αβγδκλσi T
αβγδνη
σi = 1
κν1λη. (3)
If T is unitary instead of isometric, these constraints also
hold under T → T †, which in the case of an isometry
instead gives a projector.
FIG. 2. The isometry constraints are encoded by decorating
the tensor legs with arrows (top row). Here panel (a) corre-
sponds to Eq. 2 and panel (b) to Eq. 3, where in the bottom
figures the tensor shown in the top panel is contracted with
its conjugate to yield identities.
3In the language of tensor network diagrammatics we
can represent these constraints by decorating the legs
with arrows [4, 13], where incoming arrows represent con-
tracted indices in the isometry constraint and where out-
going arrows represent free indices. In Fig. 2 we illustrate
this notation for tensors with four virtual legs. Here the
diagrams in the upper panels encode the isometry con-
straints depicted in the lower panels. Specifically, Fig.
2a corresponds to Eq. 2 and Fig. 2b to Eq. 3. Note that
for convenience we choose a single arrow direction after
contracting the legs. In the same spirit we will omit the
arrows on physical legs from here on, since we will always
choose these to be incoming.
Using these isometric tensors we can construct tensor
networks that identically reduce to a single pair of tensors
(the orthogonality center) upon contraction with its con-
jugate, which are called isoTNS [13]. In Fig. 3 we show
a few snapshots of this reduction for a two-dimensional
isoTNS on a 3 × 3 square lattice. Before employing the
isometry constraints we have the network depicted in Fig.
3a. Here we allow the red and gray legs to have distinct
bond dimensions χ and D, which is based on the obser-
vation that for the chosen pattern of arrows we can first
reduce the network to a canonicalized MPS amplitude,
as shown in Fig. 3b.
The distinction between red MPS bonds and gray non-
MPS bonds is an important aspect of the isoTNS ansatz,
as it will allow us to increase the accuracy of correlators
while increasing the bond dimension on only a small part
of the tensor network. In the benchmarking section we
will see that in some situations the accuracy is indeed
greatly increased when we increase χ while keeping D
constant. This is especially favorable because we will
also see that the computational cost of the time-evolution
algorithm scales much more favorable in χ than in D.
Due to the remaining isometry structure we can fur-
ther reduce the MPS amplitude down to a single site,
as shown in Fig. 3c. This final site, which is called the
”orthogonality center” and which is colored red in Fig.
3, therefore fully encodes the norm, just like the orthog-
onality center of MPS in 1D [4]. It also encodes the one-
body correlators of that site, but if we want to calculate
its two-body correlator with another site we can already
no longer reduce the network to a single site. In terms of
the arrow language this reduction requires that the ar-
rows flow towards the MPS and within the MPS towards
the orthogonality center, which can be characterized as
having only incoming arrows.
For example, say we want to calculate a local two-body
correlator involving the nearest-neighbors of the orthog-
nality center in Fig. 3. In this case the MPS reduction
that yields Fig. 3c from Fig. 3b would be halted at the
operators, since there we can no longer utilize the isome-
try relations from Fig. 2, which consequently also holds
for the sites that follow these operators in the stream of
arrows. Hence we would be left with a MPS correlator
instead of a single-site correlator, the accuracy of which
is controlled by χ. We illustrate this for a local two-body
correlator 〈 isoTNS |O1O2|isoTNS〉 in Fig. 4. Here it is
important that the center lies between the operators in
order to take full advantage of the isometry structure.
Clearly this MPS calculation is more expensive than
the single-site calculation, but crucially it still scales
polynomially in its bond dimensions and size [4]. When
we instead consider local correlators with one or more
operators located outside of the MPS, the isometry re-
ductions yield a genuine 2D network, which would have
to be contracted in order to get the correlator. As a re-
sult the correlator can no longer be computed efficiently,
illustrating the importance of being able to move the em-
bedded MPS through the network. We will address this
in the next section.
It should be noted that by calculating correlators as
MPS correlators we do reduce the formal expressibility of
the ansatz, as compared to generic PEPS, since it is well
known that MPS with finite χ can only encode exponen-
tially decaying correlations [4] whereas generic PEPS can
also encode algebraic correlations [23]. This means that
the isoTNS ansatz can only encode exponential correla-
tions. Nonetheless, for finite systems the bond dimension
can always be chosen large enough to encode algebraic
correlations which are cut off by the system size.
Before discussing the time-evolution algorithm, which
we will do directly for the 3D isoTNS, we first consider
how Fig. 3 generalizes to 3D. The principles that under-
lie the isometry reduction property generalize trivially to
3D. As in 2D, we design the network for optimal con-
traction properties, which means that we introduce an
embedded low dimensional network, to which all arrows
flow, avoiding any loops of arrows. It turns out that the
minimal suitable embedded structure is now a tree ten-
sor network (TTN) [24], and in particular a TTN with
the geometry of a star [25], where all branches are con-
nected to the orthogonality center, to which all arrows
flow (it should be noted that in 2D the embedded string
is actually also a TTN when the orthogonality center is
in the bulk). This situation is displayed in Fig. 5, where
we illustrate how a particular 3D isoTNS configuration
would reduce upon contraction with its conjugate.
B. Evolving 3D isoTNS
We will now explain how the TTN is moved through
the 3D isoTNS during its trotterized time-evolution, spe-
cializing to nearest-neighbor interacting Hamiltonians.
As discussed, in order to take full advantage of the
isoTNS representation we can apply two-body time evo-
lution gates when both sites occupy the TTN and one of
the sites is at the orthogonality center. We will find that
this gives rise to a threefold-nested TEBD, which we call
TEBD3 in analogy to TEBD2 for 2D isoTNS.
The evolution will take place slice-wise, starting from
the vertical slice of the cube in Fig. 5a that contains two
TTN strands, which is shown separately in Fig 6a. In
each slice, only bonds along the TTN branch (vertical in
4FIG. 3. Multiple stages of the reduction of 〈 isoTNS | isoTNS 〉 to a contraction of just two tensors, illustrated for a 2D isoTNS
on a 3 × 3 square lattice. Panel (a) shows the amplitude before employing the isometry constraints, where the gray bonds
have dimension D, the red bonds have dimension χ, and the blue bonds have dimension d. Panel (b) shows the canonical
(classical, since it has no external legs) MPS that is obtained after utilizing a large part of the isometry structure, motivating
the distinction between gray and red bonds. Note that the gray legs which stem from the reduction effectively enlarge the local
Hilbert space of the MPS. Panel (c) shows the final pair of contracted tensors that remains after fully utilizing the isometry
structure.
FIG. 4. The final product of the isometry reduc-
tions when calculating the local two-body correlator
〈 isoTNS |O1O2|isoTNS〉, leaving us with a MPS correlator
that has to be fully computed.
the slice shown in Fig. 8, we will call them “columns”
in each slice) are evolved. To evolve this slice using
two-body gates we first trotterize the imaginary time-
evolution operator exp(−dτH), which is for an imaginary
time-step of size dτ , as
e−dτH ≈
∏
sx
e−dτHsx
∏
sy
e−dτHsy
∏
sz
e−dτHsz , (4)
where si ∈ {1, ..., L} with i ∈ {x, y, z} labels all slices of
the cube. Hsx contains only terms of bonds which are
part of a “column” in the slice parallel to the y− z plane
and going through sx, similarly for Hsy and Hsz . This
way, all bonds are evolved. Since we will be dealing ex-
clusively with nearest-neighbor interacting systems, these
terms are further Trotter decomposed to contain only two
site gates
e−dτHsx ≈
∏
bi
e−dτhbi , (5)
where bi labels all bonds corresponding to “columns” in
slice sx, and hbi ∈ C4×4 represents the two site Hamilto-
nian of the bond bi.
1. Evolving the columns of a slice
To begin the evolution we apply a two-site gate at the
initial orthogonality center, as illustrated in Fig. 6b. For
clarity we omit the transverse legs in most of the panels,
only restoring them when crucial for the interpretation.
After contracting the gate with the involved pair of ten-
sors we split them again, using a truncated singular value
decomposition (SVD), in a way that the orthogonality
center is moved downwards by one site, as illustrated in
Fig. 6c. Concretely, we reshape the contraction as a ma-
trix A and perform a truncated SVD A ≈ UsV †, after
which we take U as the upper tensor and sV † as the lower
tensor (they become isometries after reshaping back). In
Fig. 7 we show this operation in terms of network dia-
grammatics, where the dark gray color indicates that the
leg is formed by combining multiple gray legs.
It should be noted that this operation requires that
the contracted pair of tensors forms the orthogonality
center, meaning that one of the tensors has to occupy
the orthogonality center, in which case the truncation is
automatically optimal. Consequently a column can only
be evolved when all of its transverse legs have incoming
arrows, as is the case for the TTN column in Fig. 6a. In
5FIG. 5. The reduction of a particular 3D isoTNS configuration as it would occur upon contraction with its conjugate. In panel
(a) we show the initial network. In panel (b) we show the canonical TTN that would remain after utilizing most of the isometry
structure. In panel (c) we show how the canonical TTN further reduces to a single site, i.e. the orthogonality center.
the coming sections we will see that the SVD maneuver
from Fig. 7 is involved in every part of TEBD3.
Having applied the first gate and subsequently moved
the orthogonality center downwards by one site, we now
repeat these steps at the new orthogonality center, af-
ter which we end up at the bottom of the column. This
is illustrated in Fig. 6d. Now in order to evolve the
next column we have to transfer the TTN strand to the
next column. To achieve this we use the column-splitting
procedure introduced in [13], which is constituted by a
sequence of ”triangle-splittings” at the orthogonality cen-
ter. In Fig. 8 we illustrate a triangle-splitting of the or-
thogonality center in Fig. 6d, which is shown separately
in 8a. By performing two truncated SVDs on the center,
where the amount of truncation is chosen according to
the color coding and where the direction of the SVDs is
dictated by the isometry structure, we get the decompo-
sition shown in Fig 8b. Because the triangle-splitting is
simply a sequence of SVDs it can only be executed at the
orthogonality center.
It should be noted that the upper and bottom-right
tensors produced in Fig. 8b have only virtual legs, which
is required as they will be absorbed in tensors which al-
ready have a physical leg. In particular, we see in Fig.
8c that the upper tensor gets absorbed upwards imme-
diately after the splitting, thereby shifting the orthogo-
nality center upwards by one site to yield the configu-
ration shown in Fig. 6e. The bottom-right tensor will
get absorbed rightwards, but only after having split each
tensor in the column. To repeat the triangle-splitting on
the new center from Fig. 6e we temporarily combine its
tilted legs with its horizontal legs as designated in Fig.
8c, after which we again get the picture in Fig. 8c. After
repeating the triangle-splitting and restoring the com-
bined legs we obtain the network configuration shown in
Fig. 6f.
Having reached the uppermost tensor of the column
we now finalize the column-splitting by first combining
the legs as in Fig. 8c and subsequently performing a
single truncated SVD instead of the triangle-splitting.
This results in the configuration shown in Fig. 6g, where
we restored the transverse legs to emphasize that the
virtual column does not have transverse legs.
Finally we absorb the new virtual TTN strand into
the neighboring column of isometries, after which we
have successfully moved the TTN strand to the next col-
umn and modified the isometry structure accordingly, as
shown in Fig. 6h. Note that this absorption increases
the bond dimension of the TTN strand from χ to Dχ,
which will be truncated back to χ during its evolution.
To improve the quality of the triangle-splitting we in-
sert a pair of unitary ”disentanglers” U†U = 1 across
the red bond in the triangle [13]. The legs between the
disentanglers have the same direction as those outside,
as can be seen in Fig. 8c where the disentanglers have
been absorbed into the connected tensors. To decrease
the information loss due to the second truncated SVD in
the triangle-splitting, which is used to create the red tri-
angle bond, we optimize the disentanglers by iteratively
minimizing the second Re´nyi entropy across this bond
[26], which we will call |B〉 for the following.
The Re´nyi entropy across |B〉 is formulated in terms
of its density matrix
ρB = tr(U |B〉〈B |U†), (6)
where we trace out all legs of one tensor while leaving the
other tensor untouched. We will use the second Re´nyi
entropy
S2 = − ln tr(ρ2B), (7)
for which there exists a convex iterative optimization al-
gorithm [26]. This entropy reduction is performed in or-
6FIG. 6. The evolution of a slice in the 3D isoTNS, where for clarity we omit the transverse legs in most of the panels. In panel
(a) we show the initial slice, which is the middle slice from Fig. 5. In panel (b) we apply a two-body gate at the orthogonality
center, after which in panel (c) we perform a truncated SVD that shifts the orthogonality center downwards. In panel (d) we
repeat this after which the orthogonality center is at the bottom of the first column. In panel (e) we perform the triangle-
splitting from Fig. 8 on the orthogonality center, which we repeat in panel (f) after combining the tilted bonds as indicated in
Fig. 8c. Now that we have reached the top of the column we again combine the tilted bonds at the new orthogonality center
and subsequently perform a truncated SVD, after which we have transferred the TTN strand to a temporary column that has
only virtual legs, as shown in panel (g) where we restored the transverse legs to emphasize that the virtual column has no
transverse legs. By absorbing the virtual column into the neighboring isometry column, yielding the configuration in panel
(g), we have finally moved the TTN strand to the middle column. The increased bond dimensions Dχ are truncated back to
χ when evolving the new column. Repeating the column-splitting and subsequently the column-evolution once more we have
evolved all columns in the slice.
FIG. 7. The graphical representation of a truncated SVD of
the reshaped orthogonality center, which yields an isometry
U and a new orthogonality center sV †. This can be used to
move the orthogonality center through a 1D subset with only
incoming external arrows.
der to increase the weight of the χ largest singular values
in the red triangle bond, thereby reducing the informa-
tion loss due to the truncation.
After repeating the steps in Fig. 6 on the new middle
column we have moved the TTN strand from the first to
the last column while evolving all but the last column.
To finalize the slice-evolution we evolve the last column
via the usual procedure, giving us the network shown in
Fig. 10a, for which the middle slice’s columns have now
been evolved.
2. Splitting a slice
Having evolved the columns in the first slice we now
want to transfer the two TTN strands to the next slice
and repeat. To achieve this we use a tetrahedron-splitting
on the orthogonality center, which is illustrated in Fig.
9a.
Concretely, by performing three truncated SVDs on
7FIG. 8. The triangle-splitting of the orthogonality center that
is used multiple times in succession to shift a TTN strand to
a neighboring column. By performing two truncated SVDs
we split the orthogonality center shown in panel (a) into the
triangle shown in panel (b), where the upper tensor is the
new orthogonality center and where the lower two tensors are
isometries. Note that the top and bottom-right tensors have
only virtual legs. The amount of truncation during the SVDs
is based on the usual color coding, where we inserted a pair
of disentanglers U†U = 1 across the TTN bond, depicted
as yellow cylinders, in order to increase the weight of the χ
remaining singular values. After the splitting we absorb the
top tensor upwards, as shown in panel (c). To now perform
the splitting from panel (b) on the new orthogonality center
we first temporarily combine the tilted legs as indicated by
the arrows, so that the orthogonality center again looks as in
panel (a).
the center and suitably reshaping the resulting tensors
we can get the splitting shown in Fig. 9b, where only one
of the tetrahedron tensors has a physical leg. Due to the
SVDs this tetrahedron-splitting can only be performed at
the orthogonality center. As in the triangle-splitting we
insert a pair of disentanglers in order to reduce the second
Re´nyi entropy (7) across the red tetrahedron bond. The
amount of truncation during the SVDs is again based
on the color coding and their direction dictated by the
displayed isometry structure.
FIG. 9. The tetrahedron-splitting used in the procedure that
transfers the two TTN strands in Fig. 10a to the next slice.
In panel (a) we show the required initial tensor configura-
tion, i.e. an orthogonality center. In panel (b) we show the
tetrahedron that results from three consecutive SVDs, where
the disentanglers across the TTN bond are again depicted as
yellow cylinders. Note that only one of the four produced
tensors has a physical leg. In panel (c) we have absorbed the
top tensor upwards and the back tensor backwards. To repeat
the tetrahedron-splitting on the new orthogonality center we
temporarily combine the tilted legs as indicated by the arrows.
To continue the slice-splitting we then absorb the vir-
tual top tensor upwards and the virtual back tensor back-
wards, leaving the remaining virtual tensor to be ab-
sorbed only after having split each tensor in the slice.
This is illustrated at the tensor level in Fig. 9c and at
the network level in Fig. 10b. To repeat the tetrahedron-
splitting on the new orthogonality center we temporarily
combine its upwards-tilted legs with its horizontal legs,
as indicated by the upper three arrows in Fig. 9c, so that
the orthogonality center again looks as in Fig. 9a. Af-
ter performing the splitting and restoring the tilted legs,
which have now become vertical legs, we get the net-
work shown in Fig. 10c. Here we permanently combined
the new red vertical bond with the gray vertical bond as
shown in Fig. 9c, yielding a TTN bond with dimension
Dχ.
Now that the orthogonality center is located at the top
of the column we finally perform the triangle-splitting
from Fig. 8, giving us the network shown in Fig. 10d.
Here we can see that the vertical TTN strand has been
moved by one column in the slice and that in the process
we created a virtual column. Before repeating this 3D
column-splitting on the new TTN strand we move the
orthogonality center from the top to the bottom using
SVDs, during which we truncate the enlarged vertical
bonds back to D, and we temporarily combine the tilted
legs in 10d with the horizontal legs as designated by the
arrows in Fig. 9c. After this reshaping the orthogonal-
ity center again looks as in 9a, so that we can repeat
the column-splitting. Doing this we have transferred the
TTN strand to the final column in the slice.
We complete the slice-splitting by performing the 2D
column-splitting from Fig. 7e-7h on this final column, re-
sulting in the configuration shown in Fig. 10e. The newly
created slice, which has only virtual legs and contains the
two TTN strands, is then absorbed into the next slice, af-
ter which the strands have been successfully transferred
as illustrated in Fig. 10f. Just like for the 2D column-
splitting from Fig. 6 this absorption increases the bond
dimensions of the new slice. These will be truncated back
down to χ or D during the evolution of the new slice.
3. Evolving the full network
With the machinery developed in the previous sections
we can now perform a trotterized time-evolution where
all truncation occurs at the orthogonality center, so that
we obtain a local time-evolution that is globally optimal.
We will illustrate this by considering the details of a sin-
gle TEBD3 iteration, starting from the network in Fig.
11a.
We evolve the columns of the first slice, following the
procedure depicted in Fig. 6, and subsequently move
the TTN strands to the neighboring slice by utilizing the
slice-splitting of Fig. 10. Repeating these steps for the
middle slice we end up with the TTN strands in the last
slice, where we evolve the final set of columns by using
the slice-evolution of Fig. 6. We then use the column-
splitting from Fig. 7e-7h to move the orthogonality cen-
8FIG. 10. The slice-splitting procedure by which we transfer the two TTN strands to the next slice after evolving the vertical
bonds of a slice. In panel (a) we show the initial network, which is obtained from Fig. 5 by evolving the middle slice as shown
in Fig. 6. In panel (b) we show the first step of the slice-splitting, where we employ the tetrahedron-splitting from Fig. 9 on the
orthogonality center, thereby moving it upwards by one site. After temporarily combining the tilted legs with the horizontal
legs as indicated by the arrows in Fig. 9c we repeat the tetrahedron-splitting on the new orthogonality center, which after
restoring the legs yields panel (c). Now that the orthogonality center is located at the top of the column we again temporarily
combine the tilted legs, but this time we apply the triangle-splitting from Fig. 8. We then move the orthogonality center from
the top to the bottom of the column, resulting in the network shown in panel (d). We repeat this combination of evolving and
column-splitting until we reach the final column, which is instead split via the procedure described in panels (e)-(h) of Fig. 6,
yielding the network in panel (e). To finalize the transfer we absorb the new slice into the neighboring slice, resulting in the
network shown in panel (f), where the increased bond dimensions will be truncated upon evolving the new slice’s columns.
ter to its diagonally-opposite tensor in the slice, yielding
the network shown in Fig. 11b for which all columns
have now been evolved (as indicated by the green isom-
etry bonds and dark-green TTN bonds).
To evolve the remaining two-thirds of the bonds we
need to maneuver the final configuration from Fig. 11b
to the initial configuration from Fig. 11a in a way that
the new columns consist of non-evolved bonds. One such
maneuver is a 90 degree rotation around the axis along
1-2 in Fig. 11b, which yields the network in Fig. 11c.
For convenience we have numbered the corners in Fig.
11, so that the used maneuvers become obvious.
After performing the rotation we repeat the evolution
of columns, giving us the network shown in 11d for which
two-thirds of the bonds have now been evolved. Finally,
we maneuver the network such that the remaining third
of non-evolved bonds become the new columns. We do
this by first rotating with 90 degrees around the 2-3 axis
in Fig. 11a and subsequently with 180 degrees around
the 2-6 axis in Fig. 11a, giving us the network in 11e.
We again evolve all the columns, resulting in Fig. 11f for
which all bonds have now been evolved.
To complete the single iteration of TEBD3 we maneu-
ver the network in Fig. 11f back to the initial configu-
ration in Fig. 11a. We do this by first rotating with 90
degrees around the 2-3 axis in Fig. 11a, then rotating
with 90 degrees around the 1-2 axis in Fig. 11a, and fi-
nally reflecting in the 1-2 direction (i.e. sending 1 to 2
9etc.). It should be noted that the order of slices is re-
versed with respect to the initial configuration, as can be
seen from the labeling in Fig. 10.
4. Expected performance
Now that we have developed the theoretical framework
of TEBD3 we can try to form some expectations on its
behavior, such as how isoTNS with different (χ,D) are
expected to perform relative to each other. We base these
predictions on the two main sources of error that en-
ter TEBD3: the error due to the multitude of truncated
SVDs and the error due to the trotterization. As noted
in [13] these errors conspire in TEBD2 to yield an energy-
minimum in dτ -space, which we consider in more detail
in Appendix VI, where we will also discuss the case of
TEBD3. For the current analysis we only need the trun-
cation error, since we expect this to dictate the relation
between the accuracy of TEBD3 and its (D,χ).
To illustrate this relation we consider a simple tensor
operation, where we contract two neighboring sites inside
a single TTN strand and then perform a truncated SVD
in order to regain the contracted red bond. This requires
us to SVD a χD4 × χD4 matrix, yielding χD4 singular
values, which we then truncate back down to χ. This
means that χ(D4−1) singular values are dropped, which
scales quartically in D and linear in χ, indicating that by
increasing D we are forced to omit a lot more singular
values than when increasing χ.
Since most of the weight should be concentrated in
the first few singular values, this increased omission will
likely not significantly alter the precision when χ is large.
If χ is not large to this extent, the accuracy cannot be
improved by increasing D and instead will likely deteri-
orate. Analogously, at some point a further increase in
χ will no longer improve the accuracy, since nearly all
weight will already be included in the χ largest singu-
lar values. On the other hand, since the first SVD in
the triangle- and tetrahedral-splittings is used to gener-
ate gray bonds, as can be seen in Figs. 8 and 9, it can
be expected that the column- and slice-splittings become
more accurate when increasing D. We expect that the
interplay between these effects gives rise to a crossover
in the accuracy of various (D,χ) configurations, i.e. only
above a particular χ it becomes favorable to use high D
and for insufficient χ it performs better with small D.
We confirm these expectations later when analyzing our
benchmark results.
5. Computational complexity
Let us now examine the computational efficiency (i.e.
time complexity) of TEBD3 in terms of the bond dimen-
sions χ and D. At first sight there appear to be multiple
candidates for the most costly operation, all involving a
SVD. One sensible possibility seems to be the first SVD
in the tetrahedron-splitting from Fig. 9, although there
also occur many costly SVDs when evolving the columns
of a slice right after absorbing the virtual slice, in which
case the bonds have grown as χ→ χ2 and d→ χd.
For example, when we have just absorbed the virtual
slice and the network looks as in Fig. 5b, the first gate
application is followed by the SVD of a dχ3D × dχD5
matrix. Here d denotes the dimension of the physical
leg, i.e. d = 2 for the spin-1/2 systems considered in this
work. Since the computational efficiency of the SVD of
a n × m matrix is O(min(mn2,m2n)) [27] we find that
the computational efficiency of the mentioned SVD is
O(min(d3χ5D11, d3χ7D7)). Similar but slightly different
costs are obtained when the orthogonality center occupies
e.g. a face of the cube or its bulk. When it occupies a
face we have to SVD a dχ3D5× dχD7 matrix, yielding a
cost of O(min(d3χ5D19, d3χ7D17)), and when it occupies
the bulk we have to SVD a dχD6×dχD7 matrix, yielding
a cost of O(d3χ3D19).
Coming back to the tetrahedron-splitting, we note that
the first SVD is especially costly when the tetrahedron-
splitting is performed on a center with the maximal
amount of combined legs, i.e. which has left, right and
backwards pointing legs that have been combined with
tilted legs as indicated by the arrows in Fig. 9c. The
SVD is executed after combining the physical leg with
the left-pointing virtual leg and combining the remain-
ing legs, yielding a dD3 × χ2D4 matrix and hence a cost
of O(dχ4D11). It is easy to see that the triangle-splitting
from Fig. 8 has similar cost when it is used in a 3D
setting.
By comparing the estimated costs we find that the
largest contribution in χ comes from the evolution of
the orthogonality center when it occupies one of the
faces, whereas the largest contribution in D is shared
by the tetrahedron-splitting and the evolution of the
orthogonality center when it occupies the bulk. We
thus find that the computational efficiency of TEBD3
is O(max(d3χ5D19, d3χ7D17)). This illustrates why it
is wise from an efficiency standpoint to try improving
on the accuracy by first increasing χ before increasing
D. Furthermore, because we perform the costliest oper-
ations roughly N = L3 times per iteration, we find that
TEBD3 scales linearly in N .
For completeness we note that similar considerations
lead to a cost of O(max(d3χ3D8, d3χ4D6, d3χ5D3)) for
TEBD2. This should be compared to the cost of
O(d4χ2D4) + O(d2χ2D6) + O(d2χ3D4) + O(d6D6) +
O(χ2D8) +O(χ3D4) +O(d3D12) for the boundary MPS
algorithm [10], where χ now denotes the boundary MPS
bond dimension and D the bulk tensor bond dimension
(often at least χ ∝ D2 for convergence in χ [10] although
in practice this scaling is usually worse).
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FIG. 11. A single iteration of the isoTNS evolution algorithm TEBD3. Starting from the initial configuration in panel (a) we
evolve all vertical bonds as described in the main text, yielding panel (b). Here the evolved isometry bonds have been colored
green and the evolved TTN bonds have been colored dark-green. To evolve the next third of bonds we first rotate the network
such that the TTN is again positioned as in panel (a), with the new columns consisting of un-evolved bonds, as displayed in
panel (c). We then repeat the evolution of columns, yielding the network shown in panel (d) for which two-thirds of the bonds
have now been evolved. To evolve the final third we again rotate the network such that the new columns consist of non-evolved
bonds, yielding the network shown in panel (e). Finally, we repeat the evolution of columns, resulting in the network shown
in panel (f), for which all bonds have now been evolved. After rotating this network back to the initial configuration in panel
(a), in a way that the new columns are those which were evolved first, we have completed a single iteration of TEBD3.
III. BENCHMARKING
A. The benchmarking system
As a proof of principle we probe the accuracy of
TEBD3 for imaginary time evolution to find an isoTNS
approximation for the many-body groundstate of a sim-
ple 3D quantum many-body system: the ferromagnetic
transverse-field Ising model (TFIM) on a cubic lattice
with OBC:
H = −
∑
〈ij〉
σzi σ
z
j − h
∑
i
σxi . (8)
Here ~σi ≡ (σxi , σyi , σzi ) corresponds to a spin-1/2 on site
i, with σx,y,z the usual Pauli matrices, and the two-body
sum runs over nearest-neighbor pairs 〈i, j〉. Working in
the σz-basis, we see from eq. (8) that the TFIM Hamil-
tonian reduces to the (diagonal) classical limit if h → 0
and has a two fold degenerate ferromagnetic groundstate
| ↑↑ . . . ↑〉 and | ↓↓ . . . ↓〉 in this case. Quantum fluctu-
ations are generated by the uniform magnetic transverse
(i.e. along the x direction) field of strength h. In the
limit of strong fields h → ∞, the ground state is unique
and aligned with the field and a simple product state
| →→ · · · →〉 in the σx basis. Between these two lim-
its, the competition between the x and z basis leads to a
much more complex groundstate [28] and to a quantum
phase transition as a function of h between the ferro-
magnetic phase (with spontaneous symmetry breaking
of a discrete Z2 spin flip symmetry) at h < hc and the
polarized phase at h > hc. The value of the critical field
on the 3D simple cubic lattice was numerically estimated
to be hc ≈ 5.15813(6) [29].
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Our main reason for choosing this model as a bench-
mark is its simplicity and the fact that it can be solved
exactly using quantum Monte Carlo using the stochastic
series expansion [30, 31]. The comparison to exact Monte
Carlo results puts our benchmark on a solid footing.
Critical points are associated with a divergent corre-
lation length and are therefore extremely challenging to
study using tensor network methods. While the critical
point becomes sharp only in the thermodynamic limit, a
critical region is expected for finite systems. We gener-
ically expect our 3D isoTNS ansatz to be particularly
challenged in this critical region, whereas its performance
should be better deep in both phases since the ground-
state in both phases is a “dressed” product state, which
should be well representable by the isoTNS ansatz. We
note that dealing with finite systems, in principle any
state can be expected to be represented faithfully using
large enough D and χ.
We also note that we are using open boundary condi-
tions, which induces a shift of the critical region towards
small field values for small lattice sizes due to the rel-
atively large ratio of one- to two-body couplings in the
boundary terms.
Our two benchmark observables are the energy den-
sity 〈H〉/N and the x-magnetization density ∑i〈σxi 〉/N ,
which we compare to exact values in order to assess the
accuracy of our isoTNS method. Moreover, for 3× 3× 3
we perform a more detailed analysis of the local contri-
butions to the x-magnetization in Appendix VI B, where
we also discuss the possibility of a bias arising from the
sequential nature of our update (in space) of TEBD2 and
TEBD3.
B. The benchmarking procedure
We perform imaginary time TEBD3 propagation of
the wave function represented by an isoTNS with bond
dimensions (D,χ) using the 3D TFIM Hamiltonian for
a range of transverse fields h = 0.5, 1.0, 1.5, . . . 8 across
the critical point and three system sizes L × L × L for
L = 3, 4, 5. For the initial state, we take a simple prod-
uct state |ψini〉 = | ↑↑↑ . . . 〉, polarized in the σz basis and
evolve it in imaginary time until the results (in particular
energy expectation value) are converged. This means, we
perform the operation
|ψ0〉 ≈ e−βHˆ | ↑↑↑ . . . ↑〉, (9)
with using small timesteps dτ and the Trotter decompo-
sitions explained in Sec. II B, typically up to β & 10.
We use a set of bond dimensions D = 2, 3 and χ =
4, 8, 12, which allows us to carefully analyze the conver-
gence of our results towards the exact limit.
The exact reference values used for the energy den-
sity were obtained by the stochastic series expansion for
which we used the ALPS library [32, 33]. Convergence
to the ground state of these results was checked by a β
doubling scheme. The Monte Carlo errors are negligible
here and are of the order of the linewidth in our figures.
For L = 3, we also performed Lanczos exact diagonal-
ization, providing exact energy density and additionally
the x magnetization of the ground state across the entire
range of magnetic fields. In Appendix VI B we consider
the local contributions to the x magnetization density in
more detail, as part of a symmetry-analysis to determine
a possible bias.
In order to provide a reference for the quality of our
results, we furthermore performed TEBD2 calculations
for the 2D TFIM using the algorithm detailed in Ref.
[13] for a comparable system size of 5×5 lattice sites, for
which exact Lanczos groundstate results can conveniently
be obtained for comparison.
As mentioned in the method section of this work,
both TEBD2 and TEBD3 have an energy minimum
in dτ -space, so for each (D,χ,L, h) we will choose dτ
such that it approximately coincides with this minimum
and use the corresponding isoTNS to calculate the x-
magnetization. In Fig. 16 we show two TEBD3 examples
of the minimum in dτ -space, for various (D,χ) in the top
panel and various system sizes in the bottom panel.
C. Results
In this section, we present the results of our bench-
marks for the 3D TFIM using TEBD3 to evolve an ini-
tial (z-polarized) wavefunction in imaginary time to get
an approximation of the groundstate.
Fig. 12 shows the calculation for the smallest system of
3×3×3 sites. The top panel of Fig. 12, shows the energy
density E/N = 〈Hˆ〉/N as a function of transverse field h.
The colored crosses show the results for various bond di-
mensions (D,χ), while the red dashed line represents the
exact groundstate energy density obtained by the Lanc-
zos method. The overall agreement is good, although
a discrepancy is visible at intermediate field strength of
h ≈ 3 . . . 5, in the finite size critical region. In order
to analyze this discrepancy in more detail, we show the
relative error in the inset, which clearly reveals high ac-
curacy deep in both phases, and a peak in the error in
the critical region.
From the data for D = 2 (yellow through green) it is
clear that it is initially useful to increase χ, and the max-
imal relative error of the energy is reduced from 2.4% for
χ = 4 to 1.8% for χ = 8. However, a further increase of
χ from χ = 8 to χ = 12 shows a stagnation of the error,
which can only be further reduced by increasing D. This
supports the predictions made earlier in the method sec-
tion. For D = 3 we have likely not reached large enough
χ to observe this stagnation, instead showing significant
improvement by going from χ = 8 with 1.6% maximum
relative error to χ = 12 with 1.1%. Deep in the ferromag-
netic and strong-field phases the error is much smaller
than in the critical region, with 0.001% error at h = 0.5
already for (D,χ) = (2, 4) and the significantly larger
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FIG. 12. Top: The energy density E/N and its accuracy rel-
ative to the exact value for the 3×3×3 cubic TFIM with OBC
at various field strengths h across the critical point. Each
curve belongs to a different set of bond dimensions (D,χ),
and in the main plot we show the exact value with a red
dotted line. Bottom: The x-magnetization Σi〈σxi 〉/N for
various field strengths around the critical point, for the same
TFIM system as in the top panel.
0.47% at h = 8. While there is a discrepancy in preci-
sion for the low- and high-field regions, we see in Fig. 12
that increasing (D,χ) leads to significant improvement
at h = 8, whereas at h = 0.5 we have less spectacular
improvement. Specifically, with (D,χ) = (3, 12) we get
to 0.00081% at h = 0.5 and to 0.16% at h = 8.
It should be noticed that (3, 4) is worse than (2, 4),
while (3, 8) is better than (2, 8), which supports our pre-
diction from the method section that there will be a
crossover in accuracy. The bottom panel of Fig. 12 shows
the analogous behavior for the x-magnetization density∑
i〈σxi 〉/N as a function of the field, again in comparison
with the exact result (Lanczos, red dashed line). Deep
in both phases, we get very accurate results, while in the
critical regime there is a discrepancy, which decreases as
the bond dimension is increased.
Next, we consider TEBD3 for 4×4×4 in Fig. 13, where
we see in the bottom panel that the behavior of the x-
magnetization as a function of (D,χ) is similar to that of
3×3×3. The E/N behavior is also similar, although the
FIG. 13. Top: The energy density E/N and its accuracy rel-
ative to the exact value for the 4×4×4 cubic TFIM with OBC
at various field strengths h across the critical point. Each
curve belongs to a different set of bond dimensions (D,χ),
and in the main plot we show the exact value with a red
dotted line. Bottom: The x-magnetization Σi〈σxi 〉/N for
various field strengths around the critical point, for the same
TFIM system as in the top panel.
accuracy and the increase in accuracy with larger (D,χ)
is slightly worse than for 3 × 3 × 3. The best results
for (D,χ) = (3, 12) have a maximal relative error in the
critical region of 1.8%, while in the ferromagnetic and
strong-field phases we again get very accurate results. In
particular, for (3, 12) we get a relative error of 0.000017%
(which is of the order of our QMC error) at h = 0.5 and
0.5% at h = 8.0.
We moreover see that the D = 2 curves now accumu-
late faster as a function of χ, whereas all D = 3 curves
still have significant gaps, and just like for 3×3×3 we ob-
serve the predicted crossover between D = 2 and D = 3.
Finally, we consider TEBD3 for 5 × 5 × 5 in Fig. 14,
where we omitted the D = 3 configurations due to the
high computational cost. We see that the D = 2 con-
figurations behave similarly to those in Figs. 12 and 13,
although the accumulation of curves as a function of χ is
even more rapid here. Specifically, there is barely any dif-
ference in accuracy for all field strengths, with the largest
difference occurring at h = 4.5 where the relative energy
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FIG. 14. Top: The energy density E/N and its accuracy rel-
ative to the exact value for the 5×5×5 cubic TFIM with OBC
at various field strengths h across the critical point. Each
curve belongs to a different set of bond dimensions (D,χ),
and in the main plot we show the exact value with a red
dotted line. Bottom: The x-magnetization Σi〈σxi 〉/N for
various field strengths around the critical point, for the same
TFIM system as in the top panel.
error is 2.4% for (2, 4) and 2.3% for (2, 8) and (2, 12). In
the low- and high-field regions we again get much higher
accuracy than in the critical region, with for (2, 12) now
0.00091% error at h = 0.5 and 0.85% at h = 8.0. Here,
the QMC values have an error of order 10−5 for all h.
Overall, the comparison of our results across differ-
ent system sizes reveals a very accurate representation of
the ground state wavefunction deep in the ferromagnetic
phase (with relative energy errors below 0.02% for h up
to 1 on all system sizes and (D,χ)) even for the rela-
tively small bond dimensions (D,χ) which are reachable
on current computers. The accuracy is slightly less good
in the polarized phase, with a relative energy error below
0.3% from h = 5.5 if we take the best 3× 3× 3 network,
below 1.1% with the best 4 × 4 × 4 network, and below
1.8% with the best 5 × 5 × 5 network. The accuracy is
worst in the critical regime, as expected, where the rela-
tive energy error does not drop below 1.1% for 3× 3× 3,
1.8% for 4× 4× 4 and 2.3% for 5× 5× 5. Here it should
be remembered that the results for 3×3×3 and 4×4×4
FIG. 15. Top: The energy density E/N and its accuracy
relative to the exact value for the 5×5 square TFIM with OBC
at various field strengths h across the critical point. Each
curve belongs to a different set of bond dimensions (D,χ),
and in the main plot we show the exact value with a red
dotted line. Bottom: The x-magnetization Σi〈σxi 〉/N for
various field strengths around the critical point, for the same
TFIM system as in the top panel.
are obtained with maximal bond dimensions (3, 12) while
for 5× 5× 5 the maximal bond dimension is (2, 12).
We see a clear trend towards the exact result (both
for the energy as well as for the x-magnetization) as the
bond dimension is increased. At this stage, it is not clear
whether a better accuracy for the same values of (D,χ)
can be achieved by a more sophisticated variational en-
ergy optimization.
In order to put the quality of these results into per-
spective, we perform the same benchmark for the two
dimensional TFIM on the square lattice, using TEBD2
for the imaginary time evolution according to the method
described in Ref. [13] for a system of 5 × 5 sites. It is
clear that the simulation of a two dimensional system is
much simpler than that of a three dimensional system
and we therefore expect the isoTNS results to have a
higher accuracy for the same choice of bond dimension.
At this stage, it is not clear whether a better accuracy
for the same values of (D,χ) can be achieved by a more
sophisticated variational energy optimization.
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The bottom panel of Fig. 15 shows the energy density
as a function of transverse field h in the 5× 5 TFIM for
different bond dimensions (D,χ) compared to the exact
(Lanczos) result (red dashed line). As in the three dimen-
sional case, the relative error of the energy density is the
smallest deep in the ferromagnetic phase at small field
and is also small deep in the polarized phase. In the crit-
ical regime (again shifted slightly to lower field strength
compared to the thermodynamic limit (gray dashed) due
to open boundaries), there is a peak in the relative error,
which decreases systematically with increasing D and χ.
In the bottom panel we observe that only the
magnetization-curves of (4, 16) and (5, 20) closely match
the exact curve in the critical region, indicating that large
D and χ are necessary for accurate TEBD2-simulation
in this regime. Since the qualitative features of the re-
sults of the two dimensional isoTNS simulation precisely
matches the case of three dimensions presented here, this
is a strong indication that in the critical region, larger
(D,χ) is needed to faithfully capture the state in three
dimensions.
IV. CONCLUSION
We have introduced a method for the simulation of
three dimensional quantum lattice models using a repre-
sentation of the wavefunction as three dimensional iso-
metric tensor network states (isoTNS). Generalizing the
method for two dimensions presented in Ref. [13] we
introduced a tetrahedral splitting of tensors such that
time evolving block decimation can be carried out in cu-
bic three dimensional networks in a way that respects
the isometric structure and moves the orthogonality cen-
ter throughout the lattice, an algorithm which we call
TEBD3. We expect that our generalization can straight-
forwardly be used also for higher dimensional hypercubic
lattices.
Our systematic benchmark for the 3D transverse field
Ising model in the full range of transverse fields across
the critical point reveals that our method yields accurate
results, and that the systematic error incurring from fi-
nite bond dimensions can be controlled systematically by
increasing first the embedded tree tensor network bond
dimension χ and then the PEPS bond dimension D. This
behavior is identical to what is observed in two dimen-
sional isoTNS. The regime close to the critical point is
particularly challenging and requires larger bond dimen-
sions, beyond the capacity of our computers for large
systems.
While imaginary time evolution using TEBD3 is ar-
guably the simplest method for finding the groundstate
of a quantum many-body system, it is known even in
one dimension that it is not optimal and that local vari-
ational energy minimization (e.g. DMRG in 1D) is far
more efficient. We expect a similar behavior for isoTNS
in higher dimensions and it is possible that our results
can be further improved by the formulation of a DMRG
analog for three dimensional isometric tensor networks,
a direction which we leave for future study.
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VI. APPENDIX
A. Minima in dτ space
As noted in [13], the error due to the multitude of
truncated SVDs and the error due to the trotterization
conspire in TEBD2 to yield an energy-minimum in dτ -
space, as can be seen in Fig. 4 of [13]. In Fig. 16 we see
that the same effect is observed in TEBD3, where in the
top panel we consider the relative energy error of various
isoTNS configurations (D,χ) on a 3×3×3 system across
a range of dτ . In the bottom panel we have a similar plot
but now for various system sizes and a single (D,χ).
B. Sequential bias
The sequential nature of a single TEBD2- or TEBD3-
iteration, owed to sequentially moving the orthogonality
center across all sites, can be expected to introduce a
bias when measuring observables. To understand this we
start with TEBD2, for which we label the corners of a
5× 5 system as in the top panel of Fig. 17.
Now, we know from Fig. 6 that in e.g. the second half
of a TEBD2-iteration the labeled sites get updated in the
sequence 1→ 2→ 3→ 4. As a result we have that upon
finishing the final iteration of our TEBD2-optimization
we end up with a delay in gate-application between these
sites, with site 4 being updated most recently and site 1
longest ago. This likely induces bias, since we compute
e.g. the single-body expectation values 〈σxi 〉 only after
completing the final iteration of TEBD2.
Specifically, already when the final TEBD2-iteration
has finished there is a discrepancy in information-loss be-
tween the various sites, since the truncated SVDs which
are used to move the orthogonality center in principle
induce a loss of information (which can be controlled in
principle by increasing (D,χ)). Then when we calculate
〈σxi 〉 for all sites we get a similar effect, since in essence
the orthogonality center has to be moved to each site
starting from the same corner-site, so that some compu-
tations require more SVDs than others.
These two biases likely add instead of cancel, since af-
ter evolving the columns in the top panel of Fig. 17
we rotate the lattice counterclockwise by 90 degrees so
that the orthogonality center is located in the upper-
left corner. As a result we find that site 3, which was
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FIG. 16. Top: The dτ -dependency of the relative error in
E/N for various (D,χ), for the 3 × 3 × 3 TFIM with OBC
and h = 4.5. We observe a minimum in all cases. Bottom:
The dτ -dependency of the relative error in E/N for various
system sizes at h = 2.5 with (D,χ) = (2, 8), again exhibiting
a minimum in all cases.
updated relatively recently, requires no extra truncated
SVDs to compute 〈σxi 〉, whereas site 2, which was up-
dated much further back, requires the maximum amount
of extra SVDs. Hence we expect that the interplay be-
tween these two biases results in a net site-dependent
bias. This could be particularly relevant for large system
sizes, since the amount of truncated SVDs necessary to
reach the final site is at least linear in system size.
To investigate this prediction numerically we consider
〈σxi 〉 for various sites, organized into the equivalence
classes of the lattice symmetry group G of our 5×5 clus-
ter. In the top panel of Fig. 17 we have colored most
of the classes, namely by the center site (purple), the
four corner sites (red), the four edge sites (orange), and
the four edge sites of the 3× 3 central subset of the lat-
tice (yellow) labeled ”bulk”. Since in the ferromagnetic
2D TFIM no lattice symmetry breaking is expected, the
exact groundstate should inherit the lattice symmetry.
Therefore, an exact representation in terms of isoTNS
requires that upon convergence 〈σxi 〉 should be identical
for all sites i in a class.
However, since we proceed sequentially through our
FIG. 17. Top: Equivalent sites in the 5×5 square lattice with
OBC. The center site is shown in purple, the corner sites in
red, the edge sites in orange, and the ”bulk” sites in yellow.
Bottom: The local x magnetization 〈σxi 〉 as a function of
field strength h for the 5 × 5 TFIM. We have a subplot for
each equivalence class, containing one curve for each site in
the class. The exact result is shown as a red dashed line.
isoTNS, different equivalent sites are not treated on equal
footing, thereby likely resulting in a spectrum of 〈σxi 〉 in
each group. In the bottom panels of Fig. 17 we show four
plots with in each plot the relative energy error across a
range of field strength for each site in a class. The red
dashed curve corresponds to the exact data and the solid
lines to data generated with a (3, 12) isoTNS.
Looking at the curves within the corner class we see
that the magnetization is uniform over all sites and agrees
very well with the exact value for all h. Going to the edge
class we start seeing a slight gradation in the magnetiza-
tion of different sites and slightly lower accuracy in the
critical region. For the bulk class we see very little gra-
dation but a further decrease in accuracy for the critical
region. Finally we see in the top left panel that the center
site has the worst accuracy of all, with visible deviations
from the exact curve at various h surrounding hc. From
these four panels we see that the accuracy of a site’s x
magnetization increases with its amount of bonds, i.e. it
is more accurate for the corners, with only 3 bonds, than
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FIG. 18. Top: Equivalent sites in the 3× 3× 3 cubic lattice
with OBC. The center site is shown in purple, the corner sites
in red, the edge sites in yellow, and the face sites in orange.
Bottom: The local x magnetization 〈σxi 〉 as a function of
field strength h for the 3 × 3 × 3 TFIM. We have a subplot
for each equivalence class, containing one curve for each site
in the class. The exact result is shown as a red dashed line.
for the center, with 6 bonds.
By adding all the curves in these plots we get the
(3, 12)-curve in the total x-magnetization plot from the
lower panel in Fig. 15. Now we have an idea about the
separate accuracies of its constituents, as well as te effect
of the sequential bias.
Analogously, we consider the sequential bias in
TEBD3, for which we repeat the above procedure, now
for a 3 × 3 × 3 cluster. We again start by dividing the
cluster into its equivalence classes, as illustrated in the
top panel of Fig. 18, which consist of the center site
(purple), the six face sites (orange), the twelve edge sites
(yellow), and the eight corner sites (red).
In the bottom panels of Fig. 18 we plot the local x
magnetization curves for all the sites in each class, for a
3D isoTNS with (3, 12). As opposed to the results for
TEBD2 in Fig. 17 we see in the bottom panels of Fig.
17 that there now is gradation in every class with mul-
tiple members. Moreover, similar to TEBD2 we see that
the accuracy of a site’s x magnetization decreases with
its amount of bonds, with the corner class being accu-
rately simulated across all h and the center site showing
significant deviations in the critical region. These results
indicate that the visible discrepancy of the (3, 12)-curve
around hc in the bottom panel of Fig. 12 is largely due
to the center and face sites.
The larger spread in single-site x magnetization rela-
tive to TEBD2 can probably be partially attributed to
(3, 12) being more accurate in TEBD2 than in TEBD3
for roughly equal system sizes, as can be seen from Figs.
12 and 15.
This property is in itself likely caused by the difference
in complexity of the square and cubic TFIM, which can
be attributed to the difference in dimensionality.
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