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　　　　統計学で用いられる古典的分布関数1）
　　　　　　　　　　　　　　　　　　　　　関本年彦
　コンピュータの性能向上により，各分野におけるデータの統計処理は
データ量を気にせず極めて迅速に出来るようになり，データの視覚化も極
めて容易になった。この結果，統計学応用方法も一変し，質的にも高度化
されたが，この趨勢が今後更に発展することに疑いの余地はない。これを
コンピュータサイドの発展がもたらした恩恵と見るか，環境条件が整った
今漸く過去の統計学の蓄積が活用されはじめたと見るか，様々な見方があ
るであろうが，これからの統計学の発展がコンピュータと密接に絡み合っ
た方向で進められるであろうことも疑いのないところである。と同時に，
これまでの統計学の蓄積をコンピュータの存在を充分に考慮しながら見直
すこともこの際必要なのではないか，と考えて始めた研究の一端をまとめ
たのがこの小論である。
　小論では，統計学の古典的な確率分布であるカイ自乗分布，t一分布およ
び万一分布を考察する。これらの分布の根底にあるのはガンマ分布である。
そこで，はじめに口，§２でその数学的背景にあるガソマ関数に対して若
干の考察を加えた後，§3，§4で確率論的立場からガンマ分布，およびそれ
から派生するベータ分布を考察し，さらにこれらの分布関数をコンピュー
タで計算するための数値計算法を論ずる。最後に，§５でカイ自乗分布，
万一分布およびt一分布について確率論の立場から考察し，これらがガンマ
分布あるいはベータ分布の特別な例であること，したがってこれらの分布
関数の計算がガンマ分布およびベータ分布の数値計算法を利用して容易に
－180（1）－
できることを示す。　目次は以下の通りである。
　　§1.ガンマ関数とベータ関数
　　§2.ガンマ関数の鏡映公式
　　§3.ガンマ密度関数
　　§4.不完全ガンマ関数，不完全ベータ関数，およびそれらの数値計
　　　　　算式
　　§5.統計学で用いられる古典的分布
　なお，筆者は，ここで論じた各分布関数のコンピュータプログラムを作
成したが，それらは現在，東京大学共同利用大形計算機センターの筆者の
ファイルにおいて公開してあり，ソースプログラム，オブジェクトプログ
ラムともに各人の自由な閲覧および利用に供してある。
　§1.ガンマ関数とベータ関数
　オイラー(Euler)によるガンマ関数の定義は，
である。右辺は，広義積分である。すなわち，積分の上限が・=･であり，さ
らにO＜Ｊ＜1のとき被積分関数ｶt＝Oで定義されない。しかしながら，
この広義積分が収束することはよく知られている(補遺参照)。
　ガンマ関数は，任意の正の整数nこ対してn回微分可能(無限回微分可
能)である。ぶ(び-ｙ')/心f＝が匈-'(１ｏｇz)”であり，広義積分
は一様収束することが証明できる（補遺参照）。　したがって，微積分の定理2）
とnこ関する帰納法により，各?こ対し
　　　　　　　　　　　　　　－179（2）－
－178（3）－
が得られる。整数に対するガンマ関数の近似値の求め方は後述するが，負
数に対するガンマ関数の値を求めるにはこの式が用いられる。
　　　　　　　　　　　　　　　－177（4）－
この等式についてはいくつかの証明法が知られているが，§３で述べるよ
うな確率論的なものがもっとも簡単である。
－176（5）－
－175（6）－
－174（7）一
§4.　不完全ガンマ関数，不完全ベータ関数，およびそれらの数
　　　値計算式
－173（8）－
である。
　ガンマ密度関数は，畳み込み作用素に関して閉じているという重要な性
質をもっている：
不完全ベータ関数については，つぎのような対称成が成り立つ：
不完全ガンマ関数Ｐ（α,x）のグラフ
不完全ベータ関数Ix(a,b)のグラフ
　　　ー172（9）－
　ガンマ関数の数値計算　不完全ガンマ関数および不完全ベータ関数の数
値計算には，ガンマ関数の数値計算が必要になる。そこで，ガンマ関数の
数値計算のための近似式を与えておく。これはC. Lanczos[4]が開発した
もので，極めて優れた近似式である。
　ガソマ関数は，階乗の補間式であることからわかるように，関数値
/‾’(Ｊ)はjｒの増加につれて急上昇する。　したがって，プログラムとしては
logｒ(めを用意しておくのがよい。
　不完全ガンマ関数の数値計算(4. 1)で定義した不完全ガソマ関数
Pia, x)の数値計算には，つぎのような整級数が用いられる。
　不完全ベータ関数の数値計算（4.2）で定義した不完全ベータ関数
Ixia, b)の数値計算には，つぎのような連分数展開式を用いる。
－171（10）－
　この連分数展開式の収束速度はバz<(a＋1)/(α十&＋1)の範囲で良好で
ある。x>(a＋1)/(α十&＋1)の範囲においては，不完全ベータ関数の対称
式(4. 3)を用いることにより/1-孟b，　ａ)を計算するのがよい。
　連分数の計算法　上で連分数が用いられたが，連分数は数値計算式の中
でよく現れる。そこで，連分数の計算法を述べておく。連分数の一般形
は，記法の便宜上
とも書かれる。心配までで打ち切った値を
と書けばﾉ）。，Qバま，つぎのような漸化式で与えられる。
　（4.12）は，?こ関する帰納法で証明される。実際，7z＝Iのときは簡単
な計算で確かめられ，一般の場合については，（4.12）の瓦に配十
硯±1/瓦±1を代人すればよい。
　漸化式（4.12）による繰返し計算の過程で７　Ｐれ， Ｑｎ，Ｐ７１一1,（λ-1の全てを
ゼロでない数Ｒで割ったものを八。1,（λ。lの計算に用いてもよいが，こう
　　　　　　　　　　　　－170（11）－
することにより戸〃,収の絶対値を適宜調整することができる。とくに/?と
して（λを採れば八士1，（λ±1はそれぞれ瓦±1八十α。1八-JQn,K±1十
α。1（λ一1/（λとなり，割り算の実行回数を減らすことができる。
　§5.統計学で用いられる古典的分布
　この§では，正規分布，カイ２乗分布．Ｆ一分布パー分布の分布関数が，
不完全ガソマ関数あるいは不完全ベータ関数で表現できることを示す。そ
の結果，それらの分布関数の数値計算は，§４で述べた不完全ガソマ関数
あるいは不完全ベータ関数の数値計算法によって可能になる。
　正規分布　平均Ｏ分散１の正規分布の密度関数は，
である。また，侭膜)＝ドＪｔ(０ぷ(分布関数)とすると, x>Qに対して
である。
　証明
とすると，変数変換s = t'により，
である。微分により
を得る。 jｒ＞Oとすると
　　　　　　　　　　　　　　　－169（12）－
　カイ２乗分布　ＸＩ，Ｘ２,…，Ｘ。をたがいに独立な平均Ｏ分散１の正規分布
をする確率変数とするとき，‰2＝XI2十X22十…十ｘjの分布を自由度7zのカ
イ２乗分布という。まず，
を微分してX12の密度関数を求めると，，に,1z2（お（Ｊ＞O）である。したがっ
て，自由度7zのカイ２乗分布の密度関数は(3. 4)により　ｊ＼ｎ,./2(心
膜＞O）である。また，カイ２乗分布関数は，
　　　　　　　　　　　　ｗ　　　　　　　　　　=Ｗ　Ｉ　　　　Ｗ　　　　　　’●ﾐ･　　--j°
である。
　補題（分数確率変数の密度関数）Ｘ,Ｙをたがいに独立な確率変数と
し，Ｙ＞Oとする。f.g-をＸ,Ｙの密度関数とすると，Ｔ＝Ｘ／Ｙの密度関
数は，
である。
　証明　ＦをＸの分布関数とすると，Ｔの分布関数は，So¨Ｆ(ごりﾉ)ｇ(ｙ)
心で，これを微分することにより(5. 4)のようなＴの密度関数が得ら
れる。□
　Ｆ一分布　X], X2,.･･ﾀＸ謂jY1,Y2,･‥ﾀＹ。をたがいに独立な平均Ｏ分散１の正
　　　　　　　　　　　　－168(13)－
規分布をする確率変数とし，Ｘ＝X12十X22十…十ｘj,Ｙ＝Y12十Y22十･‥十
Yjとするとき，確率変数Ｆ。＝（XZ癩ﾉ（Ｙ／めの分布を自由度（ｍ，　ｎ）の
Ｆ一分布という。
　万一分布の密度関数（万一密度関数）は，
また，分布関数/）(Ｆ油，7z)＝Ｐ{Ｆ－ざ糾(Ｆ＞O)については，
が成り立つ。
　証明　まず，
　　　Ｐ{Ｘかzぶx}= P{X<mx}= [　ん2,。nit)dt
　　　　　　　　　　　　　　　　　　0
を微分してｘZmの密度関数mfi/2.。nimx)を得るが，同様にしてＹ舶の
密度関数nim.。z2(ｱzｚ)を得る。(5.4)を用いると
である。
　　　　　　　　　　　　　　－167（14）－
つぎに（5.6）を証明する。
において変数変換ｓ＝1/（ｍｘln＋1）により
を得る。□
　Z一分布　Ｘ,ＸＩ,Ｘ２,‥･,Ｘ。をたがいに独立な平均Ｏ分散１の正規分布をす
る確率変数とし，Ｙ＝X12十X22十…十ｘjとするとき，確率変数Ｔ。＝
Ｘ/√Ｙｱjiの分布を自由度7zのスチューデソト(Student)の£一分布，あるい
は単に自由度7zの£一分布という。この分布の密度関数は
また，£＞Oに対して
が成り立つ。
　証明
　√Ｙ石iの密度関数は
を微分して２ｎエ｝＼ｎ.　ｎｉｌ(nx')である。　したがって,(5. 4)によりＴの密度
関数は，
　　　　　　　　　　　　－166（15）－
変数関数z＝ｙ2により
である。
　つぎに, (5. 8)の証明をする。£＞Oであるから，
であり，変数変換ｓ＝I/(1十ヱ2舶)により,　ｄｘ＝－√辰-3ﾀﾞ2(1一肩-1ﾀﾞ2心で
が成り立つ。□
　次表は，小論で述べた各関数のFortran言語によるプログラムの一覧表
である。これらのソースプログラムはすべて東京大学共同利用大型機セン
ター・主システムの区分編成ファイル＃Ｃ31240.ＳＴＡＴ.ＦＯＲＴに，また
　　　　　　　　　　　　　　　－165（16）－
オブジェクトプログラムは＃Ｃ31240.ＳＴＡＴ.ＬＯＡＤに保管してある。自
由にご利用頂きたい。
　補遺
１．オイラー第２種積分の収束性
　積分区間[0，・=うを二つの区間[0，11，[1，・=うに分けて考えると都合
がよい。そして，
　　　(1)(k，葡＝Njが-'e-'dt,　軍(ｍ，　Ｘ)＝N7が-'e-'dt,　　fe,　ｍ＞0
とする。
　Ｏぐｒ＜1であるとき，ｚの関数が-1どの定義域は(0，・=･)であるから，
0(0, X)は広義積分である。φ(k，めかｋ→Oのとき収束することは，
コーシー(Cauchy)条件：任意のε＞Ｏに対してＯ＜feｕ k2＜hならば
|(1)(ゐ1,Ｊ)－(7)(昿ヱ)|＜Sが成り立つようなみ＞Ｏが存在すること，と同値
　　　　　　　　　　　　－164(17)－
である。
　ところで，十分ゼロに近いZ(＞O)に対してはがづが-1回)＜1であるか
ら，が-1／＜が-1であり，したがって，十分ゼロに近いた1, k2>0対して
である。　しかるに，広義積分Ｓｙ-１心は収束するので上火の右辺は
ku h→Oのとき収束し，したがって，(1)(k，めかｋ→Oのとき収束するた
めのコーシー条件が成り立つ。
　広義積分Ｗ(匹めについては，十分大きいｚに対して£2(が-1ｙ)＜1す
なわちが-1／＜ド2であるから，被積分関数を£-2に替えてコーシーの収束
条件を確かめればよい。
２．広義積分　いＴ-lｙ(loμ)”心肺= 1,2,…)の一様収束性
　はじめに，αを正数とすると円ｏμ→O(£→O)パー“loμ→O(£→ｏｏ)であ
ることを注意しておく。上と同じく
とする。
　広義積分(1)(0，葡の(0，･=・)における一様収束性を証明する。O＜
c<xとすると十分ゼロに近い政＞O)に対して　ず-1／(ｌｏｇげ|＝|が-1
ど(£(一白logO"l<が-1であるから，十分ゼロに近いたl，聡(＞O)に対して
しかるに，広義積分S olが-1冶は収束するので上式の右辺はkl, ki→Oのとき
収束し，しかも,ｚを含まない。　したがってパJ>(k,x)が［ら（司において
jを→Oのとき一様収束するためのコーシー条件が成り立つ。ｃ＞Oはゼロの
　　　　　　　　　　　　　　　－163（18）一
任意の近傍にとれるから，(Z)(0,Ｊ)は(0，(ｘ))で一様収束する。
　広義積分ｒ(・・，Ｊ)の(0,・=うにおける一様収束性についてもほぼ同様
に証明できる。十分大きいりこ対してび-1ど(ｌｏｇ£ヤ＝ｒ2(内づf゛ｌｏｇげ)
≦£-2であるから，十分大きい訂1, Mlに対して
が成り立つ。しかるに，広義積分Ｓクー2冶は収束し，しかもjｒに無関係で
ある。　したがって，Ｗ（Ｍ，ヱ）が（1，α））において訂→Oのとき一様収束
するためのコーシー条件が成り立ち，ｒ（ｏｏ，jｒ）は（0，（癩で一様収束す
ることが分かる。
－162（19）－
