Abstract-There is an emerging trend to leverage noisy image datasets in many visual recognition tasks. However, the label noise among datasets severely degenerates the performance of deep learning approaches. Recently, one mainstream is to introduce the latent label to handle label noise, which has shown promising improvement in the network designs. Nevertheless, the mismatch between latent labels and noisy labels still affects the predictions in such methods. To address this issue, we propose a probabilistic model, which explicitly introduces an extra variable to represent the trustworthiness of noisy labels, termed as the quality variable. Our key idea is to identify the mismatch between the latent and noisy labels by embedding the quality variables into different subspaces, which effectively minimizes the influence of label noise. At the same time, reliable labels are still able to be applied for training. To instantiate the model, we further propose a contrastive-additive noise network (CAN), which consists of two important layers: 1) the contrastive layer that estimates the quality variable in the embedding space to reduce the influence of noisy labels and 2) the additive layer that aggregates the prior prediction and noisy labels as the posterior to train the classifier. Moreover, to tackle the challenges in optimization, we deduce an SGD algorithm with the reparameterization tricks, which makes our method scalable to big data. We validate the proposed method on a range of noisy image datasets. Comprehensive results have demonstrated that CAN outperforms the state-of-the-art deep learning approaches.
I. INTRODUCTION
A CRUCIAL factor in building accurate visual classification models is editorially labeled image datasets [1] - [4] . However, collecting such data in large volume can be prohibitive in many real-world applications. Non-editorial means such as social tagging and crowdsourcing, have been explored as the efficient alternatives [5] - [12] . For example, a plethora of images with tags are posted on Flickr every day and become a valuable resource of labeled images for visual recognition. However, these social tags are usually highly noisy and cannot be directly used as image labels. As a result, many efforts have been devoted to learning with noisy labels.
Early attempts [13] - [17] leverage noisy labels based on the theory of the noise-free PAC model [18] . The noise is usually modeled by theoretically introducing a global parameter on the human factor [13] or the noise ratio [15] . And the model fitting usually requires the EM optimization. Due to the high computational cost of EM algorithms, it is almost impractical to combine them with deep neural networks. Thus, to train deep neural networks with noisy image labels, more recent studies resort to approximate modeling to relax the optimization burden. These studies can be summarized into two categories, building the robust loss function [19] - [22] and modeling the latent labels [23] - [29] . The former paradigm explores to build a robust loss function, e.g., the perceptual-consistent loss [20] , which is immune to the label noise. However, the undesired non-trivial hyperparameter selection is also introduced, since it is agnostic to automatically choose the manual parameter for the real-world noise. The latter paradigm tries to recover the latent labels to train the classifier and isolate the noise with a noise transition procedure. As a representative example, Sukhbaatar et al. [24] assume the latent label as ground-truth to inherently supervise the classifier training and on top of it, a noise transition layer is constructed to fit noisy labels. However, since the linear noise transition layer is insufficiently model the noise nature, e.g., flip and outlier, label noise can still go through this layer to degrade the classifier.
In this paper, we follow the latter paradigm and propose to introduce an auxiliary variable to confront noise in the noise transition. Fig. 1 illustrates the core idea of our model. As shown in Fig. 1(a) , the latent labels and predictions of the first three cat images shall be approximately consistent due to their content similarity. However, mismatch occurs between the prediction of the second image and the corresponding annotation due to the label noise. On the other hand, the inconsistency between the latent label and observed annotation of the fourth image are due to the error in prediction. These two types of mismatch are coupled during back-propagation, which degrades the training of the classifier. To overcome this issue, in Fig. 1(b) , we explicitly introduce an auxiliary variable to model the trustworthiness of noisy labels. In this case, if the auxiliary variable of the second sample is embedded in the non-trustworthy subspace, the latent label can be accordingly disturbed to prevent mismatch error caused by the label noise in back-propagation. Simultaneously, for the fourth image whose auxiliary variable is in the trustworthy subspace, the latent label still normally transits to the final prediction causing the mismatch. Then supervision from the correct annotations is normally fed back for training. Since this variable is related to the reliability of labels, we bind it with the "quality" meaning and call it the quality variable. Besides, as we learn it in a latent space, we call this way as quality embedding, and term our model as the quality embedding model.
Compared with previous latent-label-based deep learning approaches, a quality variable is specially introduced to model the trustworthiness of noisy labels. By embedding the quality variable into different subspaces, the shortcoming illustrated like Fig.1(a) can be solved as Fig.1(b) . Further, we instantiate our model by designing a Contrastive-Additive Noise network (CAN), which is specially tailored for this application and different from previous structures. The major contribution in this paper can be summarized into four parts in the following.
• To address the shortcoming of existing latent-label-based deep learning approaches, we propose a quality embedding model that introduces a quality variable to represent the trustworthiness of noisy labels. By embedding the quality variable into different subspaces, the negative effect of label noise can be effectively reduced.
Simultaneously, the supervision from reliable labels still can be back-propagated normally for training.
• To instantiate the quality embedding model, we design a Contrastive-Additive Noise network. Specially, it consists of two important layers: (1) the contrastive layer estimates the quality variable in the embedding space to reduce noise effect; (2) the additive layer aggregates prior predictions and noisy labels as posterior to train the classifier.
• To tackle the optimization difficulty, we apply the reparameterization tricks and deduce an efficient SGD algorithm, which makes our model scalable to big data.
• We conduct a range of experiments to demonstrate that CAN outperforms existing state-of-the-art deep learning methods on noisy datasets. We further present qualitative analysis about quality embedding, latent label estimation and noise pattern to give a deep insight on our model. The rest of this paper is organized as follows. Section 2 briefly reviews the related work of learning with noisy labels in deep learning. Then we introduce our quality embedding model, the corresponding instantiation ContrastiveAdditive-Noise network as well as its optimization algorithm in Section 3. We validate the efficiency of our method over a range of experiments in Section 4. Section 5 concludes the paper.
II. RELATED WORK
Social websites and crowdsourcing platforms provide us an effective way to gather a large amount of low-cost annotations for images. However, in the visual recognition tasks such as image classification, the noise among labels shall severely degenerate the performance of classification models [30] . To exploit the great value of noisy labels, several noise-aware deep learning methods have been proposed for the image classification task. Here, we briefly review these related works.
A. Robust Loss Function
This line of research aims at designing a robust loss function to alleviate noise effect. For instance, Joulin et al. [31] weight the cross-entropy loss with the sample number to balance the emphasis of noise in positive and negative instances. Izadinia et al. [21] estimate a global ratio of positive samples to weaken the supervision in the loss function. Reed et al. [20] consider the consistency of predictions in similar images and apply bootstrap to the loss function. They substitute the noisy label with a weight combination of the noisy label and the prediction to encourage the consistent output. Recently, Li et al. [22] re-weight the noisy label with a soft label learned from side information. They train a teacher network with the clean dataset to compute the soft label by leveraging the knowledge graph. The soft label is then combined with the noisy label in the loss function to pilot student model's learning. Veit et al. [29] rectify labels in the cross-entropy loss with a label-correction network trained on the extra clean dataset. While these methods are concerned with modifying the labels in the loss function by re-weighting or rectification, our approach also models the auxiliary trustworthiness of noisy image labels to reduce the noise effect on training.
B. Modeling the Latent Labels
This paradigm targets at modeling the latent labels to train the classifier, and building a transition for adaption from the latent labels to the noisy labels. With the success of deep learning in image recognition, this kind of idea receives considerable attention. Mnih and Hinton [23] first propose a latent variable model on aerial images, which assumes that the noise is symmetric and at random. Based on it, several works [24] , [28] use an linear adaptation layer to model the asymmetric label noise, and add the layer on top of a deep neural network. This transition layer can be deemed as the confusion matrix representing label flip probability. However, the matrix only depends on the distribution of labels but ignore the information of image contents. Chen and Gupta [6] apply a two-stage approach to model the latent label and learn the translation to the noisy label, in which a clean dataset is used. Different from methods that model label transition in the dataset level, Xiao et al. [27] propose a probabilistic graphic model that disturbs the label in the image level. However, the model also needs a small part of clean data to learn conditional probability, which may constrains the generalization of the model. To demonstrate the human-centric noisy label exhibits specific structure that can be modeled, Misra et al. [25] build two parallel classifiers. One classifier deals with image recognition and the other classifier models human's reporting bias. However, it still suffers from the problem mentioned in Fig. 1(a) since similar images have similar latent variables. Although these methods take advantages of deep neural network to model the latent label, the simple transition cannot sufficiently model the label corruption. We go on by unearthing the annotation quality from training data and further utilize it to guide the learning of our model. 
III. QUALITY EMBEDDING MODELS

A. Preliminaries
Consider that we have a noisy image dataset of M items,
where each tuple in D consists of one image x m and its noisy labels y m . Note that x m can be the original image or the feature vector extracted from the image. y m ∈ R K is a K -dimensional binary vector indicating which labels are annotated, and K is the number of categories. In the real-world case, y m may be corrupted with annotation noise and thus incorrect. We assume the underlying clean label is z m ∈ R K . We introduce s m , a quality variable embedded in D-dimensional Gaussian space, to represent the annotation quality of y m . For ease of reference, we list the notations of this paper in Table I .
Formally, it is a multi-label, multi-class classification problem with noise in labels. We target to train a deep classifier from these noisy training samples. There are many other tasks with this similar setting, like weakly supervised object detection and segmentation [9] , [32] - [36] with web data.
B. Quality Embedding Model
1) Quality Embedding:
In this section, we introduce a quality variable in parallel to the latent label, which jointly transit to the noisy image label. Our probabilistic graphical model is illustrated in Fig. 2 . In the generative process, the latent label vector Z purely depends on the instance X. We model this dependency with P(Z |X). However, the noisy label vector Y is generated based on both the annotation quality S and the latent label Z , which we model with P(Y |S, Z ). In the inference process, both the distributions of Z and S are all modeled based on X and Y . We respectively represent these According to Fig. 2 , since it is usually intractable to directly maximize the log-likelihood, we construct an adjustable evidence lower bound (ELBO) [37] - [39] as follows,
where variational distributions q(z m |x m , y m ) and q(s m |x m , y m ) are to approximate the true distributions of z m and s m . The above bound is a relatively good approximation of the marginal log-likelihood, providing a basis for model selection [39] . As the gap between the marginal likelihood and the ELBO becomes zero, the variational distributions approach the true distributions. Fig. 2 defines the structure of our probabilistic model, it may be hard to converge to the desirable optimal, since modeling the distribution with neural networks introduces too much flexibility. This common problem in Bayesian models can resort to posterior regularizations [40] . Posterior regularizations ensure the desirable expectation and retain the computational efficiency simultaneously, which has been applied in clustering [41] , classification [42] and image generation [43] . In this paper, we introduce regularization for variational distributions of Z and S based on mutual information maximization,
2) Variational Mutual Information Regularizer: Although
where I (; ) means the mutual information of two distributions. The deduction can be found in APPENDIX A. In Eq. (2), maximizing the mutual information is equal to minimizing the entropy of z m and s m . This means, for z m , such posterior regularization forces the label probability q(z m |x m , y m ) close to the extreme points, and for s m , it will favor the distribution q(s m |x m , y m ) with a low variance.
3) Objective: Combining Eq. (1) with (2), our objective becomes the maximization of the ELBO along with the mutual information regularizer. Note that, we substitute 1 M in Eq. (2) with a coefficient λ ∈ [0, +∞) to weight the regularization effect in the optimization. Instead of maximization, we re-write our goal as the following minimization problem for simplicity.
From Eq. (3), our model mainly differs from previous methods in the following three aspects.
• P(y m |z m , s m ) indicates that the transition from the latent label to the noisy label is based on both z m and s m while previous methods [23] , [24] , [28] only depend on z m .
• Previous works [23] - [25] , [27] , [28] use the linear transition P(y m |z m ) while our model applies nonlinear implementation P(y m |z m , s m ).
• z m and s m are approximated with q(z m |x m , y m ) and q(s m |x m , y m ) in the posterior perspective while previous works [22] , [27] , [29] have to require the auxiliary data.
C. Contrastive-Additive Noise Network
In this section, we instantiate our model with a ContrastiveAdditive Noise network (CAN) in Fig. 3 . Simply, CAN consists of four modules, encoder, sampler, decoder and classifier, which are corresponding to the different parts of our model respectively. In the following, we describe the design in details.
1) Architectures:
For the encoder module, it is to model the variational distributions, q(s m |x m , y m ) and q(z m |x m , y m ). Concretely, we first forward x m to a neural network to generate a prior label judgementŷ m . Then, according toŷ m and y m , we model the distribution parameters with two elaboratelydesigned layers. The neural network forŷ m can be decided by the type of x m . If x m is the original image, then a convolutional neural network can be applied. While if x m is a feature vector, a fully-connected network can be chosen. In Fig. 3 , we take the convolutional neural network as an example. The sampler module is the implementation of Monte Carlo Fig. 3 . The network consists of four modules, encoder, sampler, decoder and classifier, which are trained in an end-to-end manner. Encoder tries to learn latent labels and evaluate the quality of noisy labels; sampler is used to generate samples from the encoder outputs; decoder tries to recover noisy labels from samples. Meanwhile, our classifier is learned based on KL-divergence between q(z) and P(z).
sampling on q(s m |x m , y m ) and q(z m |x m , y m ). It receives the output of the encoder module and samples from the Gumbel and Gaussian distributions to generate a sample set of z m and s m , respectively. In the next section, we will discuss this part in details with reparameterization tricks. For the decoder module, it is a neural network, P(y m |z m , s m ), which consists of two groups of (linear, ReLU) layers, following with a Sigmoid layer. It uses the output of sampler to recover noisy labels. Previous works usually build a linear transition from z m to y m . We consider the nonlinear transition since we have the heterogeneous quality variable s m . The classifier module as our most important target P(z m |x m ), employs the same network in the encoder module. It is trained based on KLdivergence between q(z m |x m , y m ) and P(z m |x m , y m ).
2) Contrastive Layer and Additive Layer: We specially describe these two important layers in the encoder module. Regarding q(s m |x m , y m ), it is a D-dimensional Gaussian distribution and both mean and variance need to be modeled. We exploit the contrastive layer to implement the estimation. It forwards y m andŷ m to a shared fully-connected layer with the ReLU (f s (·)) and then transforms their difference to a 2D-dimensional vector, the concatenation of μ and log σ 2 like [44] , with an another fully-connected layer (function f t (·))
This contrastive layer is built based on the assumption that the quality is related to the difference between y m andŷ m . We evaluate their difference in a latent space with f s (·) and decide which subspace it is embedded in via f t (·). This embedding mechanism makes us identify the label quality explicitly and subsequently helps to reduce the noise effect in P(y m |z m , s m ). This idea has never been explored in previous noise-aware deep learning approaches [19] - [29] .
Regarding the distribution q(z m |x m , y m ), it consists of K Bernoulli distributions and thus K probabilities needed to be modeled. We design an additive layer to learn these parameters. It internally uses two non-shared fully-connected layers (f ns1 and f ns2 ) to transform y m andŷ m into a latent space, and then feeds their addition into another fully-connected layer plus a sigmoid function (functionf t ), illustrated as follows,
This design learns a posterior label z m from y m andŷ m by a nonlinear combination with neural network. Previous methods [20] - [22] , [29] , [31] use a weight in their loss function to linearly combine the noisy label y m with the "soft" label from the prediction, the clean dataset or other side information. They usually need non-trivial tuning manually, while we resort to a learning procedure via neural network automatically.
The whole network can be trained in an end-to-end manner, which will be explained in the next section. During training, the noise effect is reduced by the branch of the quality variable, and simultaneously the posterior label is estimated by the additive layer to guarantee a more reliable training.
D. Optimization
In this section, we will analyze the difficulty in optimization and deduce an SGD algorithm with reparameterization tricks.
1) Reparameterization Tricks:
The first term in the RHS of Eq. the sampling estimation will present high variance. In this case, a large number of samples will be required to have an accurate estimation, which may lead to the high GPU load and the computational burden. Fortunately, reparameterization tricks [44] , [45] are explored to overcome this difficulty in the recent years. They have shown promise in discrete and continuous representation learning.
Simply, the idea behind the reparameterization tricks is to decouple the integral variate as one parameter-related part and one parameter-free variate. After integral by substitution, the Monte Carlo sampling on this parameter-free variate will have a small variance. Based on the type of the variable, we apply the discrete reparameterization trick [45] for z m and the continuous reparameterization trick [44] for s m as follows,
where τ is a temperature to control the discreteness of samples, 
where N is the sample number of γ m and ζ m for the mth image. Based on Eq. (4), the first term in the RHS of Eq. (3) can be efficiently estimated, even though we set the sample number N equal to 1. The remaining terms in the RHS of Eq. (3) can be explicitly computed, which we present deduction in APPENDIX B. After transforming these terms in Eq. (3), the objective is derived with regard to parameters of all distributions. We learn the parameter of each distribution with an SGD algorithm, even if they are all modeled with deep networks. The gradients are summarized in APPENDIX C.
2) Annealing Optimization: Although we have gradients for CAN, there are two undesirable problems as follows:
• It is non-trival to exactly decouple the information from back-propagation for z m and s m at the beginning of training, i.e., squeeze out the clean label information for z m and leave the quality-related information to s m . In this case, the whole optimization will suffer from the difficulty in convergence; • The corresponding label order between z m and y m may be inconsistent in the optimization. For example, the category in the first dimension of z m can be corresponding to the category in the second dimension of y m . To avoid these two problems, we asymmetrically inject auxiliary information to the optimization procedure in an annealing way by substituting the gradient for the classifier ∇ θ cL 1 γ mk1 , γ mk2 are both sampled by − log(− log U ), where U ∼ Uniform(0,1) (see APPENDIX C) with the following Eq. (5),
where ∇ θ cL temp is gradient with regard to the cross-entropy loss between z m and y m , and ρ(t) = exp(−α * t), α > 0 is a time-varying term. With Eq. (5), the classifier gradient is initially decided by ∇ θ cL temp , and is progressively balanced by ∇ θ cL as t increases. It guarantees the decoupling procedure from the back-propagation with an asymmetrical constraint to z m and make the label order of z m and y m consistent.
3) Differences From VAE:
The optimization procedure can be interpreted from the perspective of auto-encoder. However, our model is different from the conventional variational autoencoder (VAE) [44] in three aspects.
• VAE is a generative model and usually used in unsupervised learning like image modeling [46] . We first extend it into the discriminative learning with noisy labels.
• As the illustration in Fig.4 (a) , the structure of VAE is usually symmetric, that is, observed knowledge is encoded into latent variables and decoded to itself. However, our model in Fig.4 (b) is asymmetric since we introduce X as an auxiliary variable in the encoding-decoding procedure. Simultaneously, a discriminative classifier is involved and jointly optimized.
• We propose the novel neural-layer design to model Z and S, which is specially tailored for our application. These improvements have never been used in previous VAEs.
IV. EXPERIMENTS
In this section, we conduct the quantitative and qualitative experiments to show the superiority of CAN in classification. Specifically, we compare CAN with state-of-the-art methods, investigate its performance with varying training sizes, hyperparameter sensitivity and artificial noise. To present a deep insight on how CAN works, we analyze the quality embedding, latent label estimation and noise transition in the network.
A. Datasets
We totally have five image datasets used in the experiments. WEB 2 This dataset is a subset of YFCC100M [47] collected from the social image-sharing website. It is formed by randomly selecting images from YFCC100M, which belong to the 20 categories of the PASCAL VOC [48] . The statistics of this dataset are shown in the left panel of Fig. 5 . There are 97,836 samples in total and the sample number in each category ranges from 4k to 8k. Most of images in this dataset belong to one class and about 10k images have two or more. Labels in this dataset may contain annotation error.
AMT 3 This dataset is collected by Zhou et al. [16] from the Amazon Mechanical Turk platform. They submit four breeds of dog images from the Stanford Dog dataset [49] to Turkers and acquire their annotations. To ease the classification, Zhou et al. also provide a 5376-dimensional feature for each image. The statistics of this dataset is illustrated in the right panel of Fig. 5 . There are 7,354 samples in total and the sample number in each category is between 1k and 2k. All images in this dataset belong to one class. Labels in this dataset may contain annotation error.
V07 4 This dataset is provided for the 20-cateogry classification task in PASCAL VOC Chanllenge 2007 [48] . It consists of two subsets: trainging (V07TR) and test (V07TE). There are 5,011 samples in V07TR and 4,592 samples in V07TE. All labels in this dataset are clean.
V12 5 This dataset is provided for the 20-cateogry classification task in PASCAL VOC Chanllenge 2012 [50] . It consists of two subsets: trainging (V12TR) and test (V12TE). There are 11,540 samples in V12TR and 10,991 samples in V12TE. All labels in this dataset are clean.
SD4 6 This last dataset consists of 4 categories of dogs (same to [16] ) in the Stanford Dog dataset [49] . It is a fine-grained categorization dataset and there are 837 samples in total. We randomly partition samples into training (SD4TR) and test (SD4TE) by 3 : 1 to use. All labels in this dataset are clean.
B. Experimental Setup
For WEB, V07 and V12 datasets, a 34-layer residual network [4] is used as the initialization of the convolutional networks in CAN, and this configuration is applied to all baselines for fair comparisons. In the training phase, we first resize the short side of each image to 224 and then follow the transformations in the residual network 7 to preprocess images. In the test phase, we average the results of six-crop images as the final prediction. For AMT and SD4 datasets, we directly use the features provided by [16] . Hence, one 3-layer perception network (5376→1024, ReLU, 1024→30, ReLU, 30→4) is adopted as the substitution of the convolutional networks in CAN. Following [45] , we vary the temperature τ of the Gumbel-softmax function in Eq. (5) with max 0.5, exp(−3x10 −5 xStep) . As for the parameter α in the annealing coefficient ρ, we set it as 4x10 −1 /M where M is the sample number of the dataset. N in the sampler module is set to 1. The regularizer coefficient λ is important for the performance of CAN, which we will first discuss it, and here we empirically set to 0.3 for the first experiment in the following section. The batch size is set to 50 and the learning rate starting from 0.01 is divided by 10 every 30 epochs. All experiments run 90 epochs. For clarity, please refer to the pseudo algorithm in APPENDIX. D for more details. In evaluation, we adopt Average Precision (AP) and mean Average Precision (mAP) [48] , [50] as metrics.
In the following sections of "model comparision", "impact of training size" and "hyperparameter sensitivity", we train all models on WEB and AMT datasets and test them on V07TE, V12TE and SD4TE datasets. Note that, models trained on WEB dataset are evaluated on both V07TE and V12TE datasets since they have same categories. And models trained on AMT dataset are ony evaluated on SD4TE dataset. For the "artificial noise" section, we first quantitatively add noise to V07TR, V12TR and SD4TR datasets, and then train all models. Finally, we test them on V07TE, V12TE and SD4TE datasets.
C. Classification Results
1) Training With Real-World Noisy Datasets:
To demonstrate the effectiveness of the proposed method in classification, we compare CAN with three state-of-the-art approaches, LearnQ [24] , ICNM [25] and Bootstrap [20] . Besides, two baselines Resnet-N and MLP-N are added, which directly train the 34-layer residual network and the 3-layer perception network on WEB dataset and AMT dataset. Since we configure the same structure in the classifier of CAN and baselines, the possible impact in improvement from the special classification network is eliminated. The main difference between CAN and baselines is that there are extra encoding-decoding parts to incorporate noise and learn the posterior labels in the training.
The classification performance for each category on the V07TE, V12TE and SD4TE datasets is reported in Table. II, III, and IV. From the results in Table II outperforms Resnet-N by 4.3% mAP and the best baseline Bootstrap by 1.9% mAP. In the challenging categories such as "bottle", "chair" and "sofa", it also achieves significant improvement. Although the results of LearnQ, ICNM and Bootstrap are better than those of Resnet-N, the improvement is still limited. Similarly in Table. IV, CAN outperforms the baselines by at least 2.8% mAP while LearnQ, ICNM and Bootstrap only improve about 1.6% mAP compared with MLP-N.
Based on above experiments, we have below explanations.
• LearnQ and ICNM, which only introduce the latent label to handle the label noise, cannot prevent noise from degenerating the classifier sufficiently.
• Bootstrap shares the similar idea with CAN in the aspect of estimating the posterior label for training. But its loss function uses the linear combination of predictions and noisy labels, which still cannot prevent the error backpropagation from label noise.
• Our approach, which on one hand models the trustworthiness of noisy labels to reduce the noise effect, and on the other hand estimates the latent label in the posterior perspective to train the classifier, shows better classification performance.
2) Impact of Training Size:
To explore the reliability of the proposed method when the training size changes, we compare CAN with other methods on different scales of datasets. We randomly sample different ratios of subsets in WEB and AMT datasets for training, and illustrate results of all methods on V07TE, V12TE and SD4TE in Fig. 6 . From Fig. 6 , the results of all methods on these datasets decline with the decrease of the training size. However, CAN performs better than other models persistently. For instance, in the left panel of Fig. 6 , when the training size accounts at 20%, CAN achieves 81.0% mAP on the V07TE dataset, while ICNM and LearnQ are even worse than the most simple Resnet-N Fig. 7 . Quality embedding visualization of two categories in WEB dataset and two categories in AMT dataset. Better distinguishability of clusters indicates better identifiability of mismatches between the latent labels and the noisy labels. Blue: trustworthy embedding, Green: non-trustworthy embedding. In Fig. 6 , we also find the decline trend on SD4TE dataset is more significant than that on V07TE and V12TE datasets. This is because that even if the 20% subset, there are still about 20k samples for training in WEB dataset. But there are only about 1.6k samples remaining in AMT dataset, which may lack enough knowledge to learn the classifier in the training.
3) Hyperparameter Sensitivity: To investigate the reliability of CAN with different regularizer coefficients, we set λ to 0, 0.2, 0.5, 1, 5, 10, respectively, to validate its effect. The results are illustrated in Table V . From this table, we find the performance on all datasets first grows to a peak and then gradually decreases with increasing λ. For example, CAN achieves 85.2% mAP on V12TE dataset when λ = 0.2, but significantly decreases to below 76.6% mAP when λ = 10. This indicates: (1) the regularizer in the proper degree encourages our model to find a good solution; (2) too strong regularization may induce the solution deviated from the optimal. Empirically, setting λ between 0 to 1 makes the variational mutual information regularizer collaborates well with KL-divergences.
4) Controlled Experiments With Artificial Noise:
In previous sections, all models are trained on WEB and AMT with given noise, which does not exhibit the characteristics in different noise levels. To show the superiority of CAN, we quantitatively add noise on V07TR, V12TR and SD4TR datasets for training, and then compare the classification performance of all models on the V07TE, V12TE and SD4TE datasets. The way to add noise to datasets is by setting a corruption probability P noise to randomly decide whether to shuffle elements of each clean label vector or not. We list the model performance in different P noise settings in Table. VI.
As shown in Table. VI, when the corruption probability P Noise = 1.0, the classification results of all models are almost random. With P Noise varying from 1.0 to 0, all models show an improvement, since there are some clean samples available for training. Specially when P Noise is set to 0.8, 0.6, 0.4, 0.2, CAN robustly outperforms other baselines. However, when the training data becomes purely clean, i.e., P Noise = 0, all noise-aware models are worse than Resnet-N and MLP-N. Table. VI indicates: (1) The performance of all existing models is strongly-related to the noise level in the datasets. All noiseaware models perform badly in the heavy noise. (2) When the training data is clean, noise-aware models may be worse than models without considering noise. (3) CAN shows advantages in different noise levels compared with existing methods.
D. Model Visualization
To give a deep insight on how CAN works, in this section, we will present the qualitative analysis about quality embedding, latent label estimation and noise transition in CAN.
1) Quality Embedding:
The quality variable is estimated in the embedding space by the contrastive layer. To visualize this mechanism, we respectively forward all the training samples into CAN to compute their quality embedding. By comparing the consistency between the prior prediction (thresholded by 0.5) and the noisy label, we then binarize each embedding as trustworthy embedding or non-trustworthy embedding. If we only consider the Gaussian mean of each quality variable plus the embedding type, a low dimensional visualization of quality embedding can be illustrated with t-SNE package [51] .
In Fig. 7 , two exemplar categories "aeroplane" and "bike" in WEB dataset, and two exemplar categories "Norfolk Terrier" and "Norwich Terrier" in AMT dataset, are presented. As shown in Fig. 7 , the embedding in each category exhibits two distinguishable clusters. It indicates CAN can identify mismatches between latent labels and noisy labels, and selectively embed the quality variable to different subspace based on the training samples. Thus the label noise can be effectively reduced with the auxiliary of the quality variable.
Besides, we find the embedding for the first two categories is better than that for the last two categories in Fig.7 . It is because the categories in WEB and AMT datasets are notably different in number and diversity of training samples. For example, there are about 4,200 different images and annotations in the "aeroplane", while there are only about 200 different images and 1,300 annotations in the "Norfolk Terrier". Thus embedding in the first two categories is uniformly distributed but in the last two categories is discretely cluttered. Fig. 8 . Exemplars on latent label estimation of WEB dataset (the first two rows) and AMT dataset (the third row) as well as some failures (the fourth row). We forward the noisy label (black word in title) and the image into CAN and compute the latent label (red word in title).
2) Latent Label Estimation:
The latent label is estimated in the posterior perspective by the additive layer. To visualize this estimation, we forward all the training samples into CAN to compute output of the additive layer. In Fig. 8 , we present 20 examples of WEB dataset and 8 examples of AMT dataset as well as some failures of the label estimation in CAN.
According to the first three rows in Fig. 8 , we observe that: (1) the annotations in WEB dataset can be totally irrelevant to the image content, e.g., "bottle" for the first "aeroplane" image; (2) In AMT, the Turkers also assign the wrong labels to the fine-grained images. The former error is usually from the batch annotation function provided by the Flickr website. The latter error is usually from the limited professional knowledge of Turkers. Nevertheless, from the estimation, we find our additive layer still successfully rectifies the wrong labels. Thus based on these latent labels for training, CAN achieves the better performance than other baselines.
Besides, some failures of label estimation in CAN have been presented in the fourth row of Fig. 8 . From these examples, we find that CAN fails in the label judgement of some hard examples. Such examples are very challenging due to the target in the small scale, the partial-visible appearance, or surrounded by the specific context. For example, for the first image of the fourth row in Fig. 8 , the bird is too small to distinguish and the wood shape in the water is very similar to the boat, which leads CAN predicts it as "boat". This indicates CAN cannot make a good distinction between the extremely hard examples and wrong examples. We leave this issue in the future explore.
3) Noise Transition: To explore how the quality embedding intermediates the mismatch between latent labels and noisy labels, we investigate the transition patterns between latent labels and noisy labels. Firstly, we forward all the training samples to CAN to compute quality embeddings and latent labels. Secondly, we utilize K-means to binarize quality embeddings (only consider Gaussian mean) into trustworthy embedding and non-trustworthy embedding. Thirdly, we count transitions from latent labels to noisy labels conditioned on Fig. 9 . Transition patterns among labels conditioned on the trustworthy embedding and the non-trustworthy embedding on WEB dataset (the first two panels) and AMT dataset (the last two panels). Transition conditioned on the trustworthy embedding requires the consistency between the latent label and the noisy label, and thus concentrates on the diagonal. Transition conditioned on the non-trustworthy embedding identifies the mismatch between the latent label and the noisy label, and thus diffuses from the diagonal.
two types of embeddings. In Fig. 9 , we respectively plot two transition patterns with heatmaps for WEB dataset and AMT dataset.
As shown for WEB dataset in Fig. 9 , the diagonal of the transition pattern conditioned on the trustworthy embedding is dominant. In this case, noisy labels are considered to be reliable and thus transition should mainly happen among same labels. However, the transition patterns conditioned on nontrustworthy embedding is diffusing. Because in this case, noisy labels are considered not correct and transition usually happen between different labels. Similarly, transition patterns on AMT dataset in Fig. 9 also have these characteristics. Fig. 9 indicates CAN is based on quality embedding to automatically disturb the latent label to match the noisy label.
The transition pattern conditioned on non-trustworthy embedding usually reflects the real-world noise. Some interesting patterns can be found. For instance, according to the second panel of Fig. 9 , "plt" class has less transition to other classes while the transition between "prs" and "tv" has high value. It means: (1) people who upload the "pottedplant" images to social websites almost do not annotate it wrong; (2) for "tv" images, some people focus on persons in the TV program, and others may pay attention to TV itself. Similarly in the fourth panel of Fig. 9 , the transition on AMT usually exists in the appearance-similar dogs, i.e., "Norfolk Terrier" and "Norwich Terrier", "Irish Wolfhound" and "Scottish Wolfhound". It reflects that it is more difficult to distinguish these two breeds of dogs than other pairs.
V. CONCLUSION
In this paper, we present a quality embedding model to learn the classifier from noisy image labels, which effectively avoids the error back-propagated from label noise. To instantiate the model, a Contrastive-Additive Noise network is welldesigned. Regarding parameter estimation, we deduce an efficient SGD optimization algorithm by applying recent discrete and continuous reparameterization tricks. We demonstrate our model outperforms other noise-aware deep learning methods on some noisy training datasets. Simultaneously, detailed visualization on three key parts is presented to give a deep insight on our model. In this paper, we validate our model on image data only, and other types of contents will be further explored.
APPENDIX A VARIATIONAL MUTUAL INFORMATION REGULARIZERS
Assume I (:) and H (:) respectively represent the mutual information of two random variables and the entropy of the random variable. Then we have the following deduction on the variational mutual information regularizers.
APPENDIX B KL-DIVERGENCES AND REGULARIZERS
The remaining four terms in the RHS of Eq. N(0, 1) like [44] , it is easy to compute their KL-divergence and the regularizer due to the conjugation. In Eq. (7), we give their simplifications bigeminally.
APPENDIX C STOCHASTIC VARIATIONAL GRADIENT Assume θ de , θ add , θ con , θ c and θ pri respectively represent parameters of the decoder f (Y |Z , S), the additive layer f (Z |Ŷ , Y ), the contrastive layer f (S|Ŷ , Y ), the classifier f (Y |X) and the prior prediction network f (Ŷ |X). We can derive their gradients as the following equations.
where z mk1 is abbreviation of z mk = 1 to avoid notation clutters.
Algorithm 1 Contrastive-Additive Neural network APPENDIX D PSEUDO TRAINING ALGORITHM
Assuming we have one multi-label multi-class noisy dataset
we target to train a classifier with CAN. The training procedure is simply summarized in Algorithm 1.
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