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Abstract
Using the method of symmetrization and the rescaling, we study non-compact solution sequence to the
SU(3) Toda system in non-Abelian relativistic self-dual gauge theory, i.e., the quantization of the total mass
and classification of the singular limit.
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1. Introduction
The SU(3) Toda system arises in non-Abelian relativistic self-dual gauge theory [10,15]. In
the simplest form without the vortex term, it is given by
−gu1 = 2λ1
(
eu1∫
M
eu1
− 1|M|
)
− λ2
(
eu2∫
M
eu2
− 1|M|
)
,
−gu2 = −λ1
(
eu1∫
M
eu1
− 1|M|
)
+ 2λ2
(
eu2∫
M
eu2
− 1|M|
)
(1)
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∫
M
u1 =
∫
M
u2 = 0,
where (M,g) is a compact Riemannian surface with the volume |M|, and λ1, λ2 are positive
constants. If λ2 = 0, we have
−gu = λ
(
eu∫
Ω
eu
− 1|M|
)
on M,
∫
M
u = 0 (2)
for u = u1 and λ = 2λ1. This is the simplest form of the mean field equation studied in the
contexts of the prescribing Gaussian curvature [13], statistical mechanics of many vortex points
in the perfect fluid [3,4,14], and self-dual gauge theories [23]. See also the monographs [18,22]
for mean field equation, and [24] for Toda systems.
Equation (2) has a variational structure, and u = u(x) is a solution if and only if it is a critical
point of
Jλ(v) = 12
∫
M
|∇v|2 − λ log
∫
M
ev (3)
defined for v ∈ H 1(M) with ∫
M
v = 0. If λ = 8π , this functional is bounded from below by the
Trudinger–Moser inequality, and it has a global minimizer for λ ∈ [0,8π). This functional is not
bounded from below in case λ > 8π , but Ding, Jost, Li and Wang [9] showed that there is a
saddle type critical point if M has genus g  1 and 8π < λ < 16π . This critical point may be a
trivial solution u = 0 to (2), but we have u = 0 in the Struwe–Tarantello [21] case, that is, M is a
flat torus with the fundamental cell domain [− 12 , 12 ]× [− 12 , 12 ] and λ ∈ (8π,4π2). Discussing the
general setting of the Riemannian surface, (2) has a non-trivial mountain pass solution (Struwe–
Tarantello solution) if λ ∈ (8π,μ1|M|), where μ1 denotes the principal eigenvalue of −g .
Then, Ding–Jost–Li–Wang solution is non-trivial if λ ∈ (8π,min{μ1|M|,16π}). This solution is
different even from the mountain pass solution and we will have at least two non-trivial solutions
in this range.
In more detail, we have Chen–Lin’s formula [6] to (2) concerning the total degree denoted
by dλ. If g denotes the genus of M , then we have dλ = 2g − 1 for λ ∈ (8π,16π). This for-
mula suggests that the Ding–Jost–Li–Wang solution has Morse index 2 and is different from the
Struwe–Tarantello solution of Morse index 1, and furthermore, that the former’s non-triviality
survives until the second bifurcation from the trivial solution. For example, if g = 1, we ex-
pect five and three solutions including the trivial solution for λ ∈ (8π,min{μ1|M|,16π}) and
λ ∈ (μ1|M|,min{μ2|M|,16π}), respectively, where μ2 denotes the second eigenvalue of −g .
Furthermore, such a multiplicity result will be valid even for the equation with vortex terms.
Problem (1) has an analogous variational structure and (u1, u2) is a solution if and only if it
is a critical point of
Jλ1,λ2(v1, v2) =
1
3
∫
|∇v1|2 + ∇v1 · ∇v2 + |∇v2|2 − λ1 log
∫
ev1 − λ2 log
∫
ev2 (4)M M M
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E =
{
v ∈ H 1(M)
∣∣∣
∫
M
v = 0
}
provided with the inner product 〈u,v〉 = ∫
M
∇u · ∇v. Jost and Wang [11] showed that this new
functional is bounded from below in the case of λ1 = λ2 = 4π , and has a global minimizer if
(λ1, λ2) ∈ [0,4π) × [0,4π). On the other hand, Lucia and Nolasco [17] obtained a mountain
pass solution if (M,g) is a flat torus with the fundamental cell domain [− 12 , 12 ] × [− 12 , 12 ], and
if λ1, λ2 are in
4π < max(λ1, λ2) < 8π, min(λ1, λ2) = 4π, (5)
and
(
λ1 − 8π
2
3
)(
λ2 − 8π
2
3
)
>
(
4π2
3
)2
. (6)
Concerning the Ding–Jost–Li–Wang type solution we have the following.
Theorem 1. If M has genus  1, the functional Jλ1,λ2 of (4) defined on E ×E has a saddle type
critical point for any (λ1, λ2) in (5) and
(
λ1 − 32π3
)(
λ2 − 32π3
)
>
(
16π
3
)2
. (7)
We refer to [5] for the precise definition of this mini-max value. The important question of
its non-triviality will be studied in a forthcoming paper. Note that conditions (7) and (6) are
equivalent to
(
2 −1
−1 2
)−1
− 1
16π
(
λ1 0
0 λ2
)
> 0 (8)
and
(
2 −1
−1 2
)−1
− 1
4π2
(
λ1 0
0 λ2
)
> 0, (9)
respectively, and therefore, (6) implies (7). In [5], we did not eliminate the residual set of (λ1, λ2)
completely. This is the problem of blow-up analysis in which the present paper is concerned. We
employ the methods of symmetrization [19,20] and rescaling [17] and settle down the problem.
A more detailed analysis will guarantee that the mass of non-compact solution sequence is in
(4πN × R+) ∪ (R+ × 4πN). Our results obtained so far are complicated, and we state them in
the following section.
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We are concerned with the solution sequence {(u1,n, u2,n, λ1,n, λ2,n)} of (1), that is;
−gu1,n = 2λ1,n
(
eu1,n∫
M
eu1,n
− 1|M|
)
− λ2,n
(
eu2,n∫
M
eu2,n
− 1|M|
)
,
−gu2,n = −λ1,n
(
eu1,n∫
M
eu1,n
− 1|M|
)
+ 2λ2,n
(
eu2,n∫
M
eu2,n
− 1|M|
)
in M with
∫
M
u1,n =
∫
M
u2,n = 0.
In terms of (v1,n, v2,n) defined by
(
u1,n
u2,n
)
=
(
2 −1
−1 2
)(
v1,n
v2,n
)
,
it holds that
−gv1,n = λ1,n
(
e2v1,n−v2,n∫
M
e2v1,n−v2,n
− 1|M|
)
,
−gv2,n = λ2,n
(
e−v1,n+2v2,n∫
M
e−v1,n+2v2,n
− 1|M|
)
in M with
∫
M
v1,n =
∫
M
v2,n = 0,
namely, {(v1,n, v2,n, λ1,n, λ2,n)} is a solution sequence to
−gv1 = λ1
(
e2v1−v2∫
M
e2v1−v2
− 1|M|
)
,
−gv2 = λ2
(
e−v1+2v2∫
M
e−v1+2v2
− 1|M|
)
(10)
in M with
∫
v1 =
∫
v2 = 0.
M M
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μi,n = λi,n e
2vi,n−vj,n∫
M
e2vi,n−vj,n
= λi,n e
ui,n∫
M
eui,n
,
we can assume the following relations without loss of generality, where
M(M) = C(M)′
denotes the set of measures on M :
μi,n ⇀ μi ∗-weakly inM(M) and λi,n(> 0) → λi  0.
Given x0 ∈ M , we take the iso-thermal chart (Ψ,U) satisfying
Ψ (x0) = 0, Ψ (x) = X, g = eξ
(
dX21 + dX22
)
,
and each function f (x) defined on M induces f ◦Ψ−1 denoted by
f (X) = f (Ψ−1(X)).
Furthermore, G = G(x,y) indicates the Green’s function:
−gG(·, y) = δy − 1|M| in M,
∫
M
G(·, y) = 0.
Then, we can show the following.
Theorem 2. Up to a subsequence, we have the following alternatives.
1. (Compactness) We have (v1,n, v2,n) → (v1, v2) in E ×E and this
(v1, v2, λ1, λ2)
is a solution to (10).
2. (Half compactness) There is i ∈ {1,2} such that vi,n → vi in E and the blow-up set of {vj,n}
defined by
Sj =
{
x0 ∈ M
∣∣ there exists xn → x0 such that vj,n(xn) → +∞}
is finite and non-empty. This vi satisfies
−gvi = λi
(
Kj(x)e
2vi∫
M
Kj(x)e2vi
− 1|M|
)
,
∫
vi = 0 (11)M
424 H. Ohtsuka, T. Suzuki / J. Differential Equations 232 (2007) 419–440for Kj(x) = e−4π
∑
x0∈Sj G(x,x0)
. It holds that μj = 4π∑x0∈Sj δx0 and μj,n → 0 locally
uniformly in M \ Sj . Each x0 ∈ Sj is governed by
∇X
{
8πHΨ (X,x0)+
∑
x′0∈Sj \{x0}
8πG(X,x′0)− vi(X)+ ξ(X)
}∣∣∣∣
X=0
= 0, (12)
where (Ψ,U) is the iso-thermal chart and
HΨ (X,Y ) = G(X,Y ) + 12π log |X − Y |.
3. (Concentration) It holds that S1,S2 = ∅ and 
S1, 
S2 < +∞, where S1 and S2 denote the
blow-up sets of {v1,n} and {v2,n}, respectively. For each i = 1,2, we have
μi = ri +
∑
x0∈Si
mi(x0)δx0
with mi(x0)  2π and ri ∈ L1(M) ∩ L∞loc(M \ Si ), and μi,n → ri in Ltloc(M \ Si ) for any
t ∈ [1,∞). Here, the limit measure μi is specified more as follows.
(a) (Mass quantization) If x0 ∈ Si \ (S1 ∩ S2), then we have mi(x0) = 4π . In the case of
x0 ∈ S1 ∩ S2, it holds that
m1(x0)
2 −m1(x0)m2(x0)+m2(x0)2 = 4π
{
m1(x0)+m2(x0)
} (13)
and min{m1(x0),m2(x0)} 4π . Consequently, we have max{m1(x0),m2(x0)} 8π for
any x0 ∈ Si .
(b) (Residual vanishing) If Si \ Sj = ∅, then ri = 0. In the case of Si ⊂ Sj , on the contrary,
ri = 0 follows if there is x0 ∈ Si such that 2mi(x0) − mj(x0) > 4π . This condition is
relaxed as 2mi(x0)−mj(x0) 4π if rj = 0 is known.
(c) (Blow-up set control) If Si \ Sj = ∅, in which case ri = 0 holds as is described above,
we have (12) at each x0 ∈ Si \ Sj . If r1 = r2 = 0, then for each x0 ∈ S1 ∩ S2 we have
m1(x0)∇X
{
8πHΨ (X,x0)+
∑
x′0∈S1\{x0}
2m1(x0)G(X,x′0)
−
∑
x′0∈S2\{x0}
m2(x
′
0)G(X,x
′
0)+ ξ(X)
}∣∣∣∣
X=0
+m2(x0)∇X
{
8πHΨ (X,x0)−
∑
x′0∈S1\{x0}
m1(x
′
0)G(X,x
′
0)
+
∑
x′0∈S2\{x0}
2m2(x′0)G(X,x′0)+ ξ(X)
}∣∣∣∣
X=0
= 0. (14)
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{(u1,n, u2,n)}. Therefore, we have
Sj =
{
x0 ∈ M
∣∣ there exists xn → x0 such that uj,n(xn) → +∞}
in each case.
Some estimates necessary for the proof of the above theorem are obtained just by regarding (1)
as a mean field equation. This is done in the following section, and then we apply the method of
symmetrization [19,20] in Section 4, which makes the blow-up mechanism clearer. The proof of
Theorem 2 is completed in Section 5 by the rescaling argument [16], whereby Lemma 5.8 of [17]
is justified, namely, max{m1(x0),m2(x0)} 8π holds for each x0 ∈ S1 ∩ S2. This enables us to
eliminate all the residual points in Theorem 1.
Recently, Lin informed us that
(
m1(x0),m2(x0)
) ∈ {(4π,8π), (8π,4π), (8π,8π)}
holds for any x0 ∈ S1 ∩ S2.3 In this case, each solution sequence to (1) is compact in E × E
except for (λ1, λ2) ∈ (4πN × R+) ∪ (R+ × 4πN),4 although the residual vanishing may not
occur for (m1(x0),m2(x0)) = (4π,8π), (8π,4π).
3. Preliminaries
Writing vn = 2vi,n, Kn(x) = e−vj,n , and λn = 2λi,n, we get
−gvn = λn
(
Kn(x)e
vn∫
M
Kn(x)evn
− 1|M|
)
,
∫
M
vn = 0 (15)
from (10), where i = 1,2 and j ∈ {1,2} \ {i}. This is the mean field equation with the inhomo-
geneous coefficient and we can apply [20] to control the solution sequence.
In fact, from the elliptic L1 estimate we have lim sup‖vi,n‖W 1,q (M) < +∞ for q ∈ [1,2) and
hence, passing to a subsequence, vi,n → vi follows in Lt(M) for t ∈ [1,∞) and for a.e. x ∈ M .
On the other hand, by [1] there is A ∈ R satisfying G(x,y)−A, and hence we have
vi,n = λi,n
∫
M
G(·, y) e
ui,n(y)∫
M
eui,n
dgy −λi,nA,
namely, there is C > 0 independent of n such that
vi,n −C. (16)
This implies lim sup‖e−vj,n‖∞ < +∞, and hence
e−vj,n → e−vj in Lt(M)
3 This result and other relating results are now published [25].
4 From our Theorem 2, however, we get a slightly narrow set of parameters where the compactness of the solution
sequences holds, see [26].
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the following.
Lemma 1. Under the assumptions and notations of Theorem 2, we have the following alternatives
up to a subsequence.
1. (Compactness) It holds that (v1,n, v2,n) → (v1, v2) in E × E and this (v1, v2, λ1, λ2) is a
solution to (10).
2. (Half compactness) It holds that vi,n → vi in E and the blow-up set Sj of {vj,n} is finite
and non-empty, where i ∈ {1,2} and j ∈ {1,2} \ {i}. This vi satisfies (11) for Kj = e−vi =
e
−∑x0∈Sj m(x0)G(·,x0)
, while μj takes the form μj =∑x0∈Sj mj (x0)δx0 with mj(x0) 2π .
3. (Concentration) For each i = 1,2, the blow-up set Si of {vi,n} is finite and non-empty. We
have
μi = ri +
∑
x0∈Si
mi(x0)δx0
with mi(x0)  2π and ri ∈ L1(M) ∩ L∞loc(M \ Si ) and μi,n → ri in Lt(M \ Si ) for any
t ∈ [1,∞). Furthermore, ri = 0 if Si \ Sj = ∅.
Let us recall that Si denotes the blow-up set of {vi,n}. Now, we note that it coincides with the
blow-up set of {ui,n}, denoted by Sui .
Lemma 2. It holds that Sui = Si .
We get this lemma from almost the same argument that of [27, Lemma 2.2] and omit the
proof.
Lemma 12 of [5] concerning the residual vanishing is stated as follows.
Lemma 3. In the concentration case of Lemma 1, ri = 0 is obtained if Si ⊂ Sj and there exists
x0 ∈ Si ∩ Sj such that 2mi(x0) − mj(x0) > 4π . The last condition is relaxed as 2mi(x0) −
mj(x0) 4π if rj = 0 is known.
The last statement of the above lemma is a direct consequence of Theorem 2.1 of [20], while
the lack of summability of rj = 0 around x0 is compensated by the strict inequality, 2mi(x0) −
mj(x0) > 4π .
We can also apply Theorem 2.2 of [20], and obtain the following.
Lemma 4. In the half compactness case of Lemma 1, we have mj(x0) = 4π and (12) for each
x0 ∈ Sj . This is also true in the concentration case of x0 ∈ Sj \ Si .
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In this section we apply the method of symmetrization [19,20] to (1) regarded as a system of
equations. In fact, letting
fi,n = λi,n e
2vi,n−vj,n∫
M
e2vi,n−vj,n
for i, j = 1,2 with i = j , we have
∇fi,n = fi,n∇(2vi,n − vj,n),
fi,n = ∇ ·
(
fi,n∇(2vi,n − vj,n)
)
,
and hence it holds that
−
∫
M
fi,nψ = 2
∫
M
∫
M
∇xG(x, y) · ∇ψ(x)fi,n(x)fi,n(y)
−
∫
M
∫
M
∇xG(x, y) · ∇ψ(x)fj,n(x)fi,n(y)
for any ψ ∈ C2(M). Adding those equalities for (i, j) = (1,2), (2,1), we have
−
∫
M
(f1,n + f2,n)ψ = 2
∫
M
∫
M
∇xG(x, y) · ∇ψ(x)
{
f1,n(x)f1,n(y) + f2,n(x)f2,n(y)
}
−
∫
M
∫
M
∇xG(x, y) · ∇ψ(x)f1,n(x)f2,n(y)
−
∫
M
∫
M
∇xG(x, y) · ∇ψ(x)f2,n(x)f1,n(y),
where the last term is equal to
∫
M
∫
M
∇yG(x, y) · ∇ψ(y)f1,n(x)f2,n(y)
by G(x,y) = G(y,x). The first term is also symmetrized, and we have
−
∫
M
(f1,n + f2,n)ψ = 2
∫
M
∫
M
ρψ(x, y)
{
f1,n(x)f1,n(y) − f1,n(x)f2,n(y) + f2,n(x)f2,n(y)
}
,
where
ρψ(x, y) = 1
(∇xG(x, y) · ∇ψ(x)+ ∇yG(x, y) · ∇ψ(y)).2
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Lemma 5. Let Ω ⊂ R2 be a bounded domain containing the origin with smooth boundary ∂Ω ,
and {g1,n}, {g2,n} be sequences in W 1,∞(Ω) satisfying
∇gi,n → Gi in L∞(Ω)2
with G1,G2 ∈ C(Ω)2. Let {v1,n} and {v2,n} be sequences in H 10 (Ω) satisfying
−vi,n = e2vi,n−vj,n+gi,n in Ω,
vi,n = 0 on ∂Ω
for i, j = 1,2 with i = j , and suppose that
e2vi,n−vj,n+gi,n → miδ0 + ri(x) ∗-weakly inM(Ω),
e2vi,n−vj,n+gi,n → ri in L1loc
(Ω \ {0})
for i = 1,2, where ri ∈ L1(Ω) and mi > 0. Then, we have
m21 +m22 −m1m2 = 4π(m1 +m2). (17)
If r1 = r2 = 0, furthermore, it holds that
m1G1(0)+m2G2(0)
m1 +m2 = −8π∇xHΩ(x,0)|x=0, (18)
where
HΩ(x, y) = GΩ(x,y)+ 12π log |x − y|
with GΩ = GΩ(x,y) standing for the Green’s function of − in Ω under the Dirichlet boundary
condition.
The proof of this lemma is almost the same as that of [27, Lemma 3.1]. So we omit the proof.
Now, we show the following.
Lemma 6. In the concentration case of Lemma 1, we have (13) for each x0 ∈ S1 ∩ S2. Further-
more, if r1 = r2 = 0, then (14) holds true.
Proof. Given x0 ∈ S1 ∩ S2, we take the iso-thermal chart (Ψ,U) satisfying Ψ (x0) = 0, U ∩
(S1 ∪ S2) = {x0}, g = eξ (dX21 + dX22) for X = Ψ (x), and ∂Ω smooth for Ω = Ψ (U). Then,
vi,n(X) = vi,n ◦Ψ−1(X) is a solution to
−vi,n = λi,n
(
e2vi,n−vj,n∫
e2vi,n−vj,n
− 1|M|
)
eξ .M
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hi,n = 0, in Ω, hi,n = vi,n on ∂Ω,
hξ = eξ , in Ω, hξ = 0 on ∂Ω, (19)
we put v˜i,n = vi,n − hi,n − λi,n|M|hξ . Then, it holds that
−v˜i,n = e2v˜i,n−v˜j,n+gi,n in Ω,
v˜i,n = 0 on ∂Ω,
where
gi,n = 2hi,n − hj,n + 2λi,n − λj,n|M| hξ + ξ + logλi,n − log
∫
M
e2vi,n−vj,n
belongs to W 1,∞(Ω). Furthermore, the elliptic regularity guarantees
∇gi,n = ∇
(
2hi,n − hj,n + 2λi,n − λj,n|M| hξ + ξ
)
→ ∇
(
2hi − hj + 2λi − λj|M| hξ + ξ
)
in L∞(Ω)
by U ∩ (S1 ∪ S2) = {x0}, where hi is a solution to
hi = 0 in Ω, hi = vi on ∂Ω.
It is obvious that
∇
(
2hi − hj + 2λi − λj|M| hξ + ξ
)
∈ C(Ω)2,
and Lemma 5 is applicable. Therefore, (13) holds true.
If r1 = r2 = 0, then we get (14) from (18) by the standard calculations, see the proof of [27,
Lemma 3.2]. 
5. Rescaling
Given x0 ∈ S1 ∩ S2, we have (13) and
min
{
m1(x0),m2(x0)
}
 2π (20)
by the results obtained so far. In this section, we refine (20) to
min
{
m1(x0),m2(x0)
}
 4π. (21)
430 H. Ohtsuka, T. Suzuki / J. Differential Equations 232 (2007) 419–440This implies max{m1(x0),m2(x0)}  8π by (17), i.e., the inequality asserted in Lemma 5.8
of [17], and then Theorem 2 follows.
For this purpose, we take the local chart (Ψ,U) as in the proof of Lemma 6 and the function hξ
defined by (19). Then, putting
w1,n(X) = u1,n
(
Ψ−1(X)
)− log
∫
M
eu1,n − 2λ1,n − λ2,n|M| hξ ,
w2,n(X) = u2,n
(
Ψ−1(X)
)− log
∫
M
eu2,n − −λ1,n + 2λ2,n|M| hξ ,
we obtain
−w1,n = 2V1,n(x)ew1,n − V2,new2,n ,
−w2,n = −V1,n(x)ew1,n + 2V2,n(x)ew2,n (22)
in Ω for
V1,n = λ1,neξ+
2λ1,n−λ2,n
|M| hξ ,
V2,n = λ2,neξ+
−λ1,n+2λ2,n
|M| hξ
satisfying
0 V1,n(X) b, 0 V2,n(X) b (X ∈ Ω),∫
Ω
ew1,n  c,
∫
Ω
ew2,n  c (23)
with some constants b, c > 0 independent of n, and
V1,n → V1 = λ1eξ+(2λ1−λ2)hξ ,
V2,n → V2 = λ2eξ+(−λ1+2λ2)hξ (24)
uniformly on Ω . By (20) we have only to consider the case min(λ1, λ2) > 0, that is, V1,V2 > 0.
We have xi,n → x0 such that ui,n(xi,n) → +∞ for i = 1,2. This implies Xi,n = Ψ (xi,n) → 0
and also
ui,n(xi,n)− log
∫
M
eui,n → +∞
from the proof of Lemma 2, or equivalently, wi,n → +∞. This means 0 ∈ S0i , where
S0i =
{
X0 ∈ Ω
∣∣ there exists Xn → X0 such that wi,n(Xn) → +∞}.
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By Lemma 1 we have
V1,ne
w1,n → m1δ0 + r1,
V2,ne
w2,n → m2δ0 + r2
inM(Ω) with min(m1,m2) 2π , r1, r2 ∈ L1(Ω)∩L∞loc(Ω \ {0}), and
Vi,ne
wi,n → ri in Ltloc
(Ω \ {0})
for any 1 t < ∞. These mi coincide with mi(x0) (i = 1,2). By Lemma 3 we have r1 = 0 and
r2 = 0 in the cases of 2m1 −m2 > 4π and −m1 + 2m2 > 4π , respectively, and it holds that
m21 +m22 −m1m2 = 4π(m1 +m2) (25)
by Lemma 6. These relations guarantee
max(m1,m2) 4
(
1 + 2√
3
)
π = 8.6188 . . .× π.
We study (22)–(24) in a bounded domain Ω ⊂ R2, taking x = (x1, x2) to indicate the standard
coordinate in R2. For this purpose, we apply Theorem 4.2 of [17], which is regarded as Brezis–
Merle’s theorem [2] to (1).
Lemma 7. If {(w1,n,w2,n)}n is a solution sequence to (22) and (23), then there is a subsequence
(denoted by the same symbol) satisfying the following alternatives, where
S0i =
{
x0 ∈ Ω
∣∣ there is xn → x0 such that wi,n(xn) → +∞}
denotes the blow-up set of {wi,n}n.
1. Both {w1,n}n and {w2,n}n are locally uniformly bounded in Ω .
2. There is i ∈ {1,2} such that {wi,n}n is uniformly bounded in Ω and wj,n → −∞ locally
uniformly in Ω for j = i.
3. We have both w1,n → −∞ and w2,n → −∞ locally uniformly in Ω .
4. For the blow-up sets S01 , S02 defined to this subsequence, we have S01 ∪ S02 = ∅ and

(S01 ∪ S02 ) < +∞. Furthermore, for each i ∈ {1,2}, either {wi,n}n is locally uniformly
bounded in Ω \ (S01 ∪S02 ) or wi,n → −∞ locally uniformly in Ω \ (S01 ∪S02 ). Finally, if S0i \
(S01 ∩S02 ) = ∅, then wi,n → −∞ locally uniformly in Ω \ (S01 ∪S02 ), and each x0 ∈ S0i takes
m(x0) 2π such that
Vi,n(x)e
wi,n ⇀
∑
x0∈S0i
mi(x0)δx0 ∗-weakly inM(Ω).
If we perform the rescaling argument using the above lemma, then we will arrive at one of the
following:
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−w1 = 2ew1 − ew2 , −w2 = −ew1 + 2ew2 in R2∫
R2
ew1 < +∞,
∫
R2
ew2 < +∞. (26)
2. (Liouville equation in R2)
−w = ew in R2,
∫
R2
ew < +∞. (27)
3. (Singular Liouville equation in R2)
−w = ew −
∑
x0∈S
m(x0)δx0 ,
∫
R2
ew < +∞, (28)
where S ⊂ R2 is a finite set and m(x0) 2π for any x0 ∈ S .
For these problems we have [7,8,11];
Lemma 8. We have the following.
1. For the solution (w1,w2) to (26) we have
2α1 − α2 > 4π, −α1 + 2α2 > 4π, α21 + α22 − α1α2 = 4π(α1 + α2),
where
α1 =
∫
R2
ew1, α2 =
∫
R2
ew2,
and in particular, min(α1, α2) > 4(1 + 1√3 )π = 6.309 . . .× π .
2. For the solution w to (27) we have ∫R2 ew = 8π .
3. For the solution w to (28) we have ∫R2 ew > 4π +∑x0∈S m(x0).5
In the first case of the above lemma, [12] asserted α1 = α2 = 8π , although we have not been
able to justify it. On the other hand, we expect ∫R2 ew = 8π + 2∑x0∈S m(x0) in the third case.
Now, we show the following.
Lemma 9. We have (20) for each x0 ∈ S1 ∩ S2.
5 See also [28, Remark 2.3].
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w1,n
(
x11,n
)= sup
Ω
w1,n → +∞ and w2,n
(
x12,n
)= sup
Ω
w2,n → +∞.
We take the rescaling of wi,n around x1k,n by
w
1,k
i,n (x) = wi,n
(
x1k,n + ε1k,nx
)−wk,n(x1k,n),
where i, k = 1,2 and ε1k,n = e−wk,n(x
1
k,n)/2
. Then, it holds that
−w1,k1,n = 2V1,n
(
x1k,n + ε1k,nx
)
e
w
1,k
1,n − V2,n
(
x1k,n + ε1k,nx
)
e
w
1,k
2,n ,
−w1,k2,n = −V1,n
(
x1k,n + ε1k,nx
)
e
w
1,k
1,n + 2V2,n
(
x1k,n + ε1k,nx
)
e
w
1,k
2,n
in Ω1,kn = {x ∈ R2 | x−x
1
k,n
ε1k,n
∈ Ω} with ∫
Ω
1,k
i,n
e
w
1,k
i,n = ∫
Ω
ewi,n  b. Without loss of generality, we
may suppose
ε11,n  ε12,n
for n = 1,2, . . . , i.e., w1,n(x11,n) w2,n(x12,n). Then, we take the rescaled solution around x11,n,
i.e., (w1,11,n,w
1,1
2,n). Since
w
1,1
1,n(x)w
1,1
1,n(0) = 0,
w
1,1
2,n(x)w
1,1
2,n
(
x12,n − x11,n
ε11,n
)
w2,n
(
x12,n
)−w1,n(x11,1) 0
holds on Ω1,1n , Lemma 7 assures the following alternatives:
1. Both {w1,11,n} and {w1,12,n} are locally uniformly bounded in R2.
2. {w1,11,n} is locally uniformly bounded in R2, while w1,12,n → −∞ locally uniformly in R2.
From the elliptic estimate, we may assume w1,1i,n → w1,1i in C1,αloc (R2) with w1,11 ,w1,12 ∈
C
1,α
loc (R
2) in the first alternative, and these w1,1i satisfy
−w1,11 = 2V1(0)ew
1,1
1 − V2(0)ew
1,1
2 ,
−w1,1 = −V1(0)ew
1,1
1 + 2V2(0)ew
1,1
22
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∫
R2 e
w
1,1
1 < +∞ and ∫R2 ew1,12 < +∞, where 0 < α < 1. Given R > 0, we have
rn → +∞ satisfying lim sup rnε11,n < R, and in this case it follows that
∫
BR(0)
Vi,ne
wi,n 
∫
B
rnε
1
1,n
(x11,n)
Vi,ne
wi,n =
∫
Brn (0)
Vi,n
(
x11,n + ε11,nx
)
e
w
1,1
i,n
for large n. Making n → +∞ and then R ↓ 0, we have
mi = lim
R↓0 limn→∞
∫
BR(0)
Vi,ne
wi,n 
∫
R2
Vi(0)ew
1,1
i .
Using Vi(0) > 0, we have min(m1,m2) > 4(1 + 1√3 )π by the first case of Lemma 8, and the
proof for this alternative is done. (If we apply [12] and (25), then we obtain (m1,m2) = (8π,8π)
in this alternative.)
Therefore, henceforth, we consider the second alternative concerning this rescaling
around x11,n. Even in this case, we have a subsequence (denoted by the same symbol) such
that w1,11,n → w1,11 in C1,αloc (R2) and this w1,11 satisfies
−w1,11 = 2V1(0)ew
1,1
1 ,
∫
R2
ew
1,1
1 < +∞.
Therefore, from the second case of Lemma 8 we have m1 
∫
R2 V1(0)e
w
1,1
1 = 4π . Henceforth,
we put w1,12 = −∞ for simplicity, and therefore, this alternative is referred to as w1,11 ∈ C1,αloc (R2)
and w1,12 = −∞. Furthermore, we have (m1,m2) (4π,2π), namely, m1  4π and m2  2π .
Now, we use the rescaled solution (w1,21,n,w
1,2
2,n) around x
1
2,n. In this case, we have
w
1,2
2,n(x)w
1,2
2,n(0) = 0,
w
1,2
1,n(x)w
1,2
1,n
(
x11,n − x12,n
ε12,n
)
= w1,n
(
x11,n
)−w2,n(x12,n) (29)
in Ω1,2n . In spite of w1,n(x11,n) − w2,n(x12,n)  0, again by Lemma 7 we have the following
alternatives.
1. Both {w1,21,n} and {w1,22,n} are locally uniformly bounded in R2.
2. {w1,22,n} is locally uniformly bounded, while w1,21,n → −∞ locally uniformly in R2.
3. There is a finite blow-up set S1,21 of {w1,21,n} such that m1,21 (x0)  2π for any x0 ∈ S1,21 and
{w1,22,n} is locally uniformly bounded in R2 \S1,21 , w1,21,n → −∞ locally uniformly in R2 \S1,21 ,
and V1,n(x12,n + ε12,nx)ew
1,2
1,n →∑ 1,2 m1,21 (x0)δx0 inM(R2).x0∈S1
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and w1,22,n,w
1,2
1,n → −∞ locally uniformly in R2 \ S1,21 , and V1,n(x12,n + ε12,nx)ew
1,2
1,n →∑
x0∈S1,21 m
1,2
1 (x0)δx0 inM(R2).
The first alternative may be referred to as w1,21 ,w
1,2
2 ∈ C1,αloc (R2), with the limit (w1,21 ,w1,22 )
satisfying the Toda system on R2. We shall show that this is impossible in case w1,12 = −∞, the
second alternative of the rescaling around x11,n that we are considering. For this purpose, first we
assume
lim sup
|x11,n − x12,n|
ε12,n
= +∞.
Then, given R > 0, we have rn → +∞ such that
rn 
1
3
|x11,n − x12,n|
ε12,n
and lim sup rnε12,n < R,
passing to a subsequence. Since ε11,n  ε12,n, we have
∫
BR(0)
Vi,ne
wi,n 
∫
B
rnε
1
2,n
(x11,n)
Vi,ne
wi,n +
∫
B
rnε
1
2,n
(x12,n)
Vi,ne
wi,n
=
∫
Brn (0)
Vi,n
(
x11,n + ε11,nx
)
e
w
1,1
i,n +
∫
Brn (0)
Vi,n
(
x12,n + ε12,nx
)
e
w
1,2
i,n (30)
and therefore,
∫
BR(0)
Vi,ne
wi,n 
∫
R2
Vi(0)ew
1,1
i +
∫
R2
Vi(0)ew
1,2
i .
Making R ↓ 0, we obtain
mi 
∫
R2
Vi(0)ew
1,1
i +
∫
R2
Vi(0)ew
1,2
i
for i = 1,2, and therefore,
(m1,m2) (4π,0)+
(
4
(
1 + 1√
3
)
π,4
(
1 + 1√
3
)
π
)
,
which is impossible by (25).
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lim sup
|x11,n − x12,n|
ε12,n
< +∞.
Then,
lim sup
{
w1,n
(
x11,n
)−w2,n(x12,n)}= lim sup{−2 log ε11,n + 2 log ε12,n}< +∞
holds by (29), because {w1,21,n} is locally uniformly bounded in R2. Passing to a subsequence, we
have
ε12,n
ε11,n
→ C  1, (31)
and this implies w1,2i (x) = w1,1i (Cx) + 2 logC, a contradiction to w1,12 = −∞ and w1,22 ∈
C
1,α
loc (R
2). Thus, we observe that the first alternative of the rescaling around x12,n is impossible.
The second alternative is indicated by w1,22 ∈ C1,αloc (R2) and w1,21 = −∞. The former function
satisfies the Liouville equation on R2, and this implies m2  4π . On the other hand, we have
already m1  4π from the former rescaling, that is, w1,11 ∈ C1,αloc (R2) and w1,12 = −∞. Therefore,
it holds that (m1,m2) (4π,4π).
In the third alternative, passing to a subsequence, we have w1,22,n → w1,22 in C1,αloc (R2 \ S1,21 )
and weakly in W 1,qloc (R
2) for every q ∈ [1,2)6 with w1,22 satisfying
−w1,22 = −
∑
x0∈S1,21
m
1,2
1 (x0)δx0 + 2V2(0)ew
1,2
2 in R2,
∫
R2
ew
1,2
2 < +∞,
where m1,21 (x0) 2π for each x0 ∈ S1,21 . In particular, it holds that
∫
R2
V2(0)ew
1,2
2 > 2π + 1
2
∑
x0∈S1,21
m
1,2
1 (x0)
by the third case of Lemma 8, and therefore,
m1  4π, m2 > 2π + 12
∑
x0∈S1,21
m
1,2
1 (x0).
6 See also the argument used in the proof of [28, Theorem 1.3].
H. Ohtsuka, T. Suzuki / J. Differential Equations 232 (2007) 419–440 437First, we consider the case
lim sup
|x11,n − x12,n|
ε12,n
= +∞. (32)
Since S1,21 = ∅, we have x21,n ∈ Ω such that
lim sup
|x21,n − x12,n|
ε12,n
< +∞, (33)
w
1,2
1,n
(
x21,n − x12,n
ε12,n
)
= w1,n
(
x21,n
)−w2,n(x12,n)→ +∞. (34)
The second relation implies w1,n(x21,n) → +∞ by w2,n(x12,n) → +∞, and we can consider the
second rescaling around x21,n;
w
2,1
i,n (x) = wi,n
(
x21,n + ε21,nx
)−w1,n(x21,n),
where ε21,n = e−w1,n(x
2
1,n)/2 → 0. We have
w
2,1
1,n(x)w
2,1
1,n(0),
w
2,1
2,n(x)w
2,1
2,n
(
x12,n − x21,n
ε21,n
)
= w2,n
(
x12,n
)−w1,n(x21,n)→ −∞
in Ω2,1n = {x ∈ R2 | x−x
2
1,n
ε21,n
∈ Ω}, and therefore, Lemma 7 guarantees that {w2,11,n} is locally uni-
formly bounded in R2. Of course we have w2,12,n → −∞ locally uniformly in R2, and this case
may be referred to as w2,11 ∈ C1,αloc (R2) and w2,12 = −∞, where w2,11 satisfies the Liouville equa-
tion in R2. The relation (34) implies ε21,n  ε12,n for large n, and therefore, (32) and (33) imply
|x11,n − x21,n|
ε21,n

|x11,n − x12,n| − |x12,n − x21,n|
ε12,n
→ +∞.
From this condition, we can argue similarly to the first alternative in the previous rescaling
around x11,n, that is, (30). The concentrations around x11,n and x21,n are separated, and we ob-
tain
m1  4π + 4π = 8π. (35)
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2
1,n−x12,n
ε12,n
= X21 ∈ S1,21 by (33) and (34). Since (34) guarantees lim
ε21,n
ε12,n
= 0,
given R > 0, we have rn → +∞ such that
lim sup rn
ε21,n
ε12,n
< R.
Therefore, we have
∫
B(X21,R)
V1,n
(
x12,n + ε12,nx
)
e
w
1,2
1,n(x)

∫
B
( x21,n−x12,n
ε12,n
,rn
ε21,n
ε12,n
)
V1,n
(
x12,n + ε12,nx
)
e
w1,n(x
1
2,n+ε12,nx)(ε12,n)2 dx
=
∫
B
(
0,rn
ε21,n
ε12,n
)
V1,n
(
x21,n + ε12,nx
)
e
w1,n(x
2
1,n+ε12,nx)(ε12,n)2 dx
=
∫
Brn (0)
V1,n
(
x21,n + ε21,nx
)
e
w
2,1
1,n(x) dx
for large n. Making n → +∞ and R ↓ 0, we obtain
m
1,2
1
(
X21
)

∫
R2
V1(0)ew
2,1
1 = 4π,
and therefore, it follows that
m2 > 2π + 12m
1,2
1
(
X21
)
 4π.
If (32) is not the case, we have x
1
1,n−x12,n
ε12,n
→ X11, passing to a subsequence. In fact, we have
w
1,2
1,n(x)w
1,2
1,n
(
x11,n − x12,n
ε12,n
)
= w1,n
(
x11,n
)−w2,n(x12,n)
in Ω1,2n , and the right-hand side is not bonded by S1,21 = ∅. Thus, we may assume
w1,n
(
x11,n
)−w2,n(x12,n)→ +∞,
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ε11,n
ε12,n
→ 0. Then, similarly to the case of (32), we obtain
m
1,2
1
(
X11
)

∫
R2
V1(0)ew
1,1
1  4π,
which guarantees
m2 > 2π + 12m
1,2
1
(
X11
)
 4π.
In particular, we have (m1,m2) (4π,4π) in this alternative.
Finally, the fourth alternative does not occur, which is obtained by the same argument as in
the proof of [28, Theorem 1.3]. Therefore we omit the proof. 
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