This paper deals with the tracking control of nonlinear chaotic systems with dynamics uncertainties. A robust control strategy is developed to control a class of nonlinear chaotic systems with uncertainties. The proposed strategy is an input-output control scheme which comprises an uncertainty estimator and a linearizing-like feedback. The control time is explicitly computed. Computer simulations of the Duffing system are provided to verify the validity of the proposed control scheme.
Introduction
Over the last decades there has been a great interest to harness the very peculiar chaotic behavior in deterministic systems. A chaotic system is a nonlinear deterministic system that displays complex and unpredictable behavior. The sensitive dependence on the initial conditions and on the system's parameters variation is a prominent characteristic of chaotic behavior. While suppression of chaos is aimed in many cases (e.g., chaos in the brain [1] , cardiac chaos [2] ), its irregular behavior is solicited in several other applications (e.g., secure communication [3] ). After the pioneering work on controlling chaos introduced by Ott et al. [4] , there have been many other attempts to control chaotic systems. There are many practical reasons for controlling chaos. Firstly, chaotic system response with little meaningful information content is unlikely to E-mail address: sbowong@uycdc.uninet.cm. be useful. Secondly, chaos causes irregular behavior in nonlinear dynamical systems, therefore, chaos should be eliminated as much as possible or totally suppressed. Actually, we can classify the developed methods into two main streams: parameter perturbations of an accessible system parameter (see [5] and references therein), and the introduction of an additive control law to the original chaotic system [6] [7] [8] . Our paper falls within the second stream.
Chaos suppression mainly consists in the stabilization of the system around regular orbits or equilibrium points. But despite the amount of theoretical and experimental results already obtained, chaos suppression seems a difficult task, over all if we think that a given chaotic system must be controlled, despite modeling errors, parametric variations, perturbing external forces, noisy measurements, and nonmodeled actuator dynamics. Moreover, only a small number of states of the chaotic system are available from measurements (for instance, position in second-order driven oscillators). Nevertheless, many control strategies have been reported in the literature: Lyapunov methods [9, 10] , adaptive strategies [8, 11] , chaos control via reconstruction of invariant manifolds [4] , and robust asymptotic linearization [12] [13] [14] . Lyapunov methods are based on rigorous mathematical proofs and have solid fundamentals on differential geometry. However, in order to design a control law using Lyapunov methods, one requires a priori knowledge about the model, which can be a restrictive condition (for example, in the case of chaos synchronization applied to secure communication, the transmitter model is not exactly known [15] ). Adaptive control schemes can be considered as a form where a reference model tracks the dynamics of the system. These techniques present a good performance. However, the main drawbacks of adaptive strategies are the restrictive conditions of linearly parameterized dynamical systems. Chaos control via reconstruction of invariant manifolds was developed by Ott, Grebogi and Yorke (1990) . The main idea is to construct an invariant manifold of the target orbit. In this way, the controller counteracts the unstable directions of unstable periodic orbits. However, this class of controller is not robust against uncertainties. As a consequence the performance of the OGY's scheme could not be acceptable. In addition, it leads only to a local stability. As in adaptive schemes, robust asymptotic linearization comprises two parts: an uncertainties estimator and a linearizing control law [12] [13] [14] . The main difference between adaptive schemes and robust asymptotic linearization is that the latter does not require a priori knowledge about the model parametrization. Although the stability is ensured, the rate of convergence cannot be assigned in advance.
The contributions of this paper are twofold. First, a robust control strategy for a class of uncertain chaotic systems is developed. The strategy is based on a geometrical tools [16] . A robust controller is designed by means of the following procedure: (i) the uncertainties are lumped in a nonlinear function, (ii) the lumping nonlinear function is interpreted as an augmented state in such a way that the extended system is dynamically equivalent to the original one, (iii) in order to obtain an estimate of the augmented state, a state estimator is designed for the extended system and (iv) the estimated value of the uncertainties is provided to the control law (via the estimated value of the augmented state). As a potential application of the proposed control strategy, we used it to study the suppression of chaos in a class of nonlinear systems in spite of modeling errors, parametric variations and/or external perturbations. The robustness of the feedback controller against model uncertainties is shown through numerical simulations.
The second contribution of this paper is to argue the importance of the control time in the context of chaos control. It is well known in the nonlinear community that optimization is a key word for widespread applications, and efforts should be made to fulfill optimization criteria such as the minimization of both control time and required energy input for the process. Using Lyapunov stability theory, we derive an explicit expression for the control time and show how the feedback parameters affect the convergence rate. This can be easily done by tuning the two parameters of the feedback control law. This paper is outlined as follows. In the next section, the class of uncertain chaotic systems is established and the control problem is stated simply. Then, in Section 3, we present our main result. In Section 4, we illustrate the results presented using the Duffing oscillator. Finally, Section 5 gathers the main conclusions stemming from the present work.
Problem statement
Let us consider the nonlinear continuous-time dynamic system
where x(t) ∈ Ω ⊆ R n is the state vector, u ∈ R is the control signal, y ∈ R is the output of the system, h(x(t)) is a smooth function, f (x(t)) and g(x(t)) are uncertain smooth vector fields. We assume the following facts.
Fact 1. [16]
If the involutivity condition is satisfied, then the mapping Φ : R n → R n , x → z is such that the affine nonlinear system (1) can be written in the following canonical form:
which can be derived from the Lie derivative of the output function h(x(t)) along the vector field f (x(t)) as follows:
This fact is well known in nonlinear control theory.
Fact 2. [16] If there exists the map
are linearly independent at any point x in the neighborhood U ⊂ Ω ⊆ R n of the point x 0 in Ω.
The model (2) can be used to depict the physical chaotic systems subjected to some various types of uncertainties such as modeling error, parametric variations and external disturbances. Note that several nonlinear chaotic systems can be transformed into the canonical form (2) with some state transformations [8, 13] . For example, Rössler, Lorenz and Lur'e like systems, several type of Chua's circuits, Duffing-Holmes and Van der Pol oscillators all belong to the class defined by (2) .
Nevertheless, since the vector field f (x(t)) is uncertain, the coordinates transformation z = Φ(x), bringing the system (1) into the canonical form (2) , is uncertain. In principle, since the coordinates transformation is a diffeomorphism, one can suppose that the uncertain transformation exists and is invertible. However, since Φ(x) is uncertain, the nonlinear function Θ(z, t) is uncertain. Now, suppose that we want to design a feedback control u that forces the output y to track a smooth (infinitely differentiable) reference trajectory y d . Thus, the control objective is to solve the following tracking problem: for any bounded reference trajectory whose derivatives are bounded and piecewise continuous on [0, ∞), to design a feedback control law u that forces the output y = z 1 to track y d = z 1d asymptotically for all t T 0 and initial condition z(0) despite modeling errors, parameter variations, perturbing external forces and time lags in the actuator, that is,
In order to design a control law satisfying the control objective stated above, let us assume the following.
Assumption 1.
There is a bounded region Ω ⊂ R n containing the whole attractor of system (1) such that no orbit of system (1) ever leaves it.
Assumption 2.
Only the output y = z 1 is available for feedback.
Assumption 3. The function Θ(z, t) is unknown.
Some comments regarding the above assumptions are in order. Assumption 1 is reasonable for the boundedness of the chaotic attractor in the state space and the interaction of all trajectories inside the attractor. We are unable to give a mathematical proof of the boundedness of trajectories starting in an subset of the total phase space, therefore we assume the boundedness of the trajectories in order to proceed with the discussion. Fortunately, most chaotic oscillators satisfy this assumption. Assumption 2 is realistic because in most cases only one state is available for feedback. Assumption 3 refers to a general and practical situation because the term Θ(z, t) involves the uncertainties in the system. Hence, the nonlinear function Θ(z, t) is unknown and it is clear that it cannot be directly used in a linearizing-type of feedback.
The idea to deal with the uncertain term Θ(z, t) is to lump it into a new function which can be interpreted as a new observable state. By an observable state we mean that the dynamics of such state can be reconstructed from on-line measurements (for example, y = z 1 ). Thus, let us define η = Θ(z, t). In this way, system (2) can be rewritten as the following extended dynamically equivalent system
where
It is straightforward to prove that Ψ (z, η, t) = η − Θ(z, t) is a first integral of system (5). In order to prove this property, it suffices to show that along the trajectories of system (5), one has dΨ (z, η, t)/dt = 0 for all t 0 or equivalently (5) is dynamically equivalent to system (2) . This implies that the augmented state η provides the dynamics of the uncertain function Θ(z, t). Now, let us define the tracking error as e = z − z d where
) T . Then, the tracking error dynamics can be written as
, A and B are in the Brunovsky canonical forms, i.e.,
Furthermore, the pair (A, B) is a controllable pair in the sense that the rank of the controllabil-
In the next section, the detailed design procedure of the robust feedback control law u is described with detailed explanations.
Main result
Let N(θ) be the symmetric and positive definite matrix (see Appendix A):
and F (α, β) a matrix which elements are given by
Here α and β are positive constants and θ is a C 1 function and the unique positive solution of the equation (see Appendix B)
whereF ij (α, β) are the elements of F −1 (α, β), the inverse matrix of F (α, β). Note that the matrix N(θ) is determined by A and B which in turn are determined by the dimension n only. However, a simple computation can prove that N(θ) satisfy the following differential matrix equation:
Moreover, we have
Remark 1. Equation (10) will be useful in proving that the dynamics of the closed-loop system is asymptotically stable. This is motivated by the fact that the proposed control scheme is based on the use of bounded positive functions that are nonincreasing along the solutions of the closedloop system [14] . Now, let us consider the following linearizing-like control law
where N −1 (θ ) is the inverse matrix of N(θ). Substitution of the linearizing-like controller (12) into (6) leads to
We are now ready to state the first main result of this paper.
Theorem 1. Let e 0 = e(0) be the initial condition of e(t). Consider the tracking error system (13).
If e 0 = 0, α > 1 and β > 0, the tracking error e(t) converges asymptotically to zero at a finite time
Proof. Without loss of generality, assume that e(t) belongs to the interval [0, T [ so that θ = 0. This implies that the matrices N(θ) and N −1 (θ ) exist. Define as a Lyapunov function candidate, the C 1 function θ which is the unique positive solution of the equation
Now, consider the function G(θ, e) = θ(e) − N −1 (θ )e, e . From Eq. (15), one has that dG = G θ ∂θ ∂e + G e = 0, where
This implies that
. With this in mind, the time derivative of (15) along the trajectories of system (13) satisfieṡ
where .,. is the inner product of two vectors. Now, using Eq. (10), one may easily prove that
Then, we geṫ
which is negative definite if α > 1 and β > 0 [17] . This means that if α > 1 and β > 0, the tracking error e(t) converges asymptotically to zero. Convergence of ν(t) to zero follows from the fact that the closed-loop system is in a cascade form [13] . From Eq. (2), it is known that Θ(z, t) is smooth. Then, the control dynamics is given bẏ
Since Ξ(z, η, u, t) is a smooth function,u is also a smooth function. Consequently, Ψ (z, η, t) = η − Θ(z, t) is a first-integral of system (5). Then, from Eq. (12), the augmented state becomes
Hence, the augmented state η is bounded and its dynamics is also bounded. In addition, since ν = η − η d , ν is also bounded. Finally, since e(t) asymptotically converges to zero, ν(t) also asymptotically converges to zero.
To compute the control time, we have to follow the time trajectory of the closed-loop system (13) . In this case, the control objective is achieved when the tracking error e(t) is zero for all t T 0. Let us integrate Eq. (18) 14). This implies that e(T ) = 0. On the other hand, according to LaSalle invariance principle [18] , the largest invariant set contained in E = {e ∈ R n ,θ(e) = 0} is the manifold e = 0. Thus, since e(T ) = 0, one can conclude that the tracking error e(t) remains at zero for all t T 0 since the manifold e = 0 is the largest invariant set of R n . This achieves the proof. 2
If the conditions α > 1 and β > 0 are not satisfied,θ(e) is not negative definite and the control process is unstable. Here, the instability means that e(t) never goes to zero, but has a bounded oscillatory behavior or goes to infinity. In addition, if e 0 = 0, θ will become 0 too so that T = 0. In this case, the control process is loss. Thus, the conditions e 0 = 0, α > 1 and β > 0 are required to avoid loss of instability during the control process.
Remark 2.
(i) Given the feedback parameters α and β, it is not immediately apparent how one chooses the function θ so that the control objective (4) is satisfied. Furthermore, it is not easy to find the analytic solutions of Eq. (9). Fortunately, this equation can be solved numerically, (ii) The α, β-parametrization of the feedback control law (12) provides a simple tuning procedure. From Eq. (14), one can observe that for β fixed, if α increases, then θ 1/α (e 0 ) decreases so that αθ 1/α (e 0 ) increases. This means that the control time T increases with α. Also, according to Eq. (14), it is found that the control time can be expressed as the inverse of the degrees of β. Therefore, for α fixed, if β increases, then the control time T decreases. Hence, the analysis points out to how the control time can be minimized. This is of great practical interest, since the control can be affected as fast as desired, just depending on the feedback parameters α and β.
Nevertheless, the linearizing-like feedback (12) is not physically realizable because it requires measurements of the state z and a perfect knowledge of the nonlinear term Θ(z, t). Because of Assumptions 2 and 3, the linearizing-like feedback (12) must be modified in such a way as to encompass consideration of modeling errors and parameter perturbations. We therefore use the estimation of z and Θ(z, t) in such a way that the main characteristics of the linearizing-like feedback (12) are retained. An important advantage of system (5) is that the dynamics of the state z and the uncertain state η can be reconstructed from the output y = z 1 by the following uncertainty estimator:
whereẑ i andη are respectively the estimated values of z i and η, θ is the so-called high-gain parameter which can be interpreted as the uncertainties estimation rate and k = (k 1 , k 2 , . . . , k n , k n+1 ) T are chosen in such a way that the polynomial P n+1 (s) = s n+1 + k 1 s n + · · · + k n s + k n+1 = 0 is Hurwitz (i.e., all its roots are contained in the left-hand side of the complex plane). Now, the second result of this paper is stated by the following theorem.
Theorem 2. Letẽ ∈ R n+1 be an estimation error vector whose components are defined as follows:ẽ
i = θ n−i (z i −ẑ i ), i = 1, . . . , n − 1, andẽ n+1 = η −η.
Consider the system given by (5) and the uncertainty estimator given by (19). For sufficiently large θ , the estimation errorẽ(t) decays globally exponentially to zero. Namely, the system (19) has the property that for any ε > 0, there exists θ(ε) such that for the initial conditionẽ(0), ẽ(t)
ε and in particular,ẽ(t) → 0 when θ → ∞ and t → ∞.
Proof. Combining systems (5) and (19) , the dynamics of the estimation error is given bẏẽ
where B = [0, . . . , 0, 1] T ∈ R n+1 and the companion matrix is given by
Since D is obviously Hurwitz, there exists a positive definite matrix P = P T such that P D + D T P = −I where I is the identity matrix of dimension n + 1. Choosing
as the Lyapunov like function candidate, one haṡ
Because the trajectories of system (5) are contained in a chaotic attractor, let the uncertain function Ξ(z, η, u, t) and the estimation errorẽ(t) satisfy Ξ(z, η, u, t) r 1 and ẽ r 2 for some r 1 > 0 and r 2 > 0. In this way, Eq. (22) will becomė
so thatẽ(t) tends to a set bounded by ẽ(t)
. The dependence of the estimation errorẽ(t) on θ deserves special attention. Note that as θ increases,ẽ(t) will decrease, which also decrease the exponential estimation error bound. This argument shows that with the proposed method, θ should be made as large as possible and this achieves the proof. 2
The feedback control law with the state estimation becomes
whereê =ẑ − z d and θ is the unique positive solution of the equation
Remark 3. Since Θ(z, t) is uncertain, the function Ξ(z, η, u, t) is correspondingly unknown.
Thus, such a term was not used in the construction of the uncertainty estimator (19) . This feature yields a low-order parametrization (only a tuning parameter is required) to the dynamic compensator of the control strategy. Also note that the robust feedback controller (24) only uses the estimated values of the uncertain terms Θ(z, t) (by means ofη) andẑ which are provided by the estimator (19) . And the dynamical compensator (19) only uses the measurable output y = z 1 . So the robust feedback control law (24) neglects the system uncertainties and is more physically realizable than the linearizing-like feedback controller (12) .
Feedback control law based on high-gain observers can induce undesirable dynamical effects such as the so-called peaking phenomenon [19] . This leads to closed-loop instabilities which are represented by time-finite escapes and large overshoots. To diminish these effects, the control law (24) can be modified by means of
where Sat : R → B is a saturation function and B ⊂ R is a bounded set contained the origin [20] . We can summarize our result on the following theorem.
Theorem 3. Letê 0 =ê(0) be the initial condition ofê(t). Ifê 0 = 0, α > 1 and β > 0, under the robust feedback controller (26), the tracking error e(t) converges asymptotically to zero at a finite time
Proof. Substituting the robust feedback controller (26) and the dynamics of the estimation error (19) into (5), the dynamics of the closed-loop system are described by
Since the saturation function is a bounded function, there exists a continuous function γ (|ẽ|) such that
In addition, since η = Θ(z, t) and u = Sat{y
, it follows that ν = Z(e,ẽ, z, η, u) (which can be computed from the first integral of the second equation of system (28), i.e., ν = Γ (e,ẽ, η, u) dτ ). Then, according to the Contraction Mapping Theorem, the state ν can be expressed globally and uniquely as a function of the coordinates (e,ẽ). Now, since the matrix D is Hurwitz by construction and the nonlinear function Ξ(e,ẽ, z, η, u) is bounded, the last equation of (28) is quadratically asymptotically stable. From this and the boundedness of  Λ(e,ẽ, η, u) , one can conclude that, given a compact set of initial conditions X 0 ⊂ R n containing the origin, there exists an upper bound u max , with | Sat{.}| u max and a high-gain estimation parameter θ such that X 0 is contained in the attraction basin U P S × U pS 0 . Hence, system (28) is semi globally practically stable, i.e., (e, ν) → (0, 0). Then, since the solution of (2) is the projection of system (5), one can conclude that z(t) → z d (t), via module Π(z, η) (where Π(z, η) is the projection of system (5) into system (2) for all t 0). Therefore, e(t) → 0 as t → T , which implies that z(t) → z d (t) as t → T and in particular y(t) → y d (t) for all t T > 0 and this achieves the proof. 2
Illustrative example
In this section, we propose a series of numerical experiments to demonstrate the effectiveness of the proposed adaptive control scheme. Fourth-order Runge-Kutta method is used to integrate the differential equations with the step 0.01. The system interested here is the Duffing system with unknown bounded uncertainties, which is described bÿ
where u is the control signal and p, p 1 , p 2 , q and ω are nonzero constant parameters. The parameters p, p 1 , p 2 , ω and q are chosen as p = 0.4, p 1 = −1.1, p 2 = 1, ω = 1.8 and q = 1, respectively, in all simulations to ensure the existence of chaos in the absence of control (u = 0) as shown in Fig. 1 . Initial conditions were arbitrarily located at the point (x(0),ẋ(0)) = (0.2, 0). Furthermore, there exists a bounded region Ω ∈ R 2 containing the whole attractor such that no orbit of system (29) ever leaves it [21] . Now, let us define the system's output by y = x 1 . Thus, the control objective is to drive the output of the uncertain chaotic Duffing system (29) to the following trajectory y d (t) = A sin ω 1 t. Obviously, the desired trajectory y d (t) with A = 1 and ω 1 = 2 does not belong to the embedded orbits of the strange attractor. Using x = x 1 andẋ = x 2 , Eq. (29) may be rewritten as
where Θ(x, t) = −px 2 − p 1 x 1 − p 2 x 3 1 + q cos ωt contains the system's uncertainties, which is unknown to us. Thus, the coordinates transformation is given by z 1 = x 1 and z 2 = x 2 . In such a way, system (30) is transformed intoż 1 = z 2 andż 2 = Θ(z, t) + u with Θ(z, t) = Θ(x, t). Now, defining η = Θ(z, t), system (30) can be transformed into its equivalent form (5) .
Then, according to results of Section 3, we get the state uncertainty estimator in the following form:
where the parameters k 1 to k 3 are chosen for the polynomial P 3 (s) = s 3 + k 1 s 2 + k 2 s + k 3 = 0 with all its eigenvalues in the left-half complex plane. As derived earlier, the feedback control law is described as
and θ is the unique positive solution of the equation
The initial conditions of the uncertainty estimator (31) are selected to be (ẑ 1 (0),ẑ 2 (0),η(0)) = (0, 3.9, 0). In this case,ê 1 (0) = 0 andê 2 (0) = 1.9 and we are in the ideal case where our control scheme works. In this case Figures 2(a) and 2(b) show, respectively, the control time T as a function of β when α = 2, and as a function of α when β = 1. From Fig. 2(a) , one can see that the control time increases with α while from Fig. 2(b) , the control time decreases when β increases. Figure 3 shows the simulation results obtained by applying the robust feedback controller (32) to the uncertain Duffing equation (29) for tracking the desired signal y d for α = 2 and β = 1. Figure 3(a) presents the x 1 component (-) together with its desired value x 1d (---) while Fig. 3(b) shows the x 2 component (-) together with its desired value x 2d (---). Note that a fairly good tracking performance is obtained. Figure 3(c) shows the phase portrait of the closedloop system. The control was turned on at t = 2 s. It is clearly evident that the attractor changed its dynamical structure in such a way that the canonical plane (x 1 , x 2 ) has acquired a periodic structure. Such behavior is attained thanks to the fact that the compensator stateη provides an estimate of the uncertain term Θ(x 1 , x 2 , t). Figure 3(d) presents the estimated termη (---) and the current term η = Θ(x 1 , x 2 , t) (-). After a short transient,η evolves very closely with η. However, one can expect that the tracking errors e 1 (t) = x 1 (t)−x 1d (t) and e 2 (t) = x 2 (t)−x 2d (t) converge to zero. Figures 4(a) and 4(b) show, respectively, the time evolution of the tracking errors e 1 (t) and e 2 (t). Note that the dynamics of the tracking error converges exactly to zero. This means that the tracking of the reference signal y d is guaranteed by the designed robust feedback controller. One can also see that a fairly good tracking convergence is obtained in about 4.8 s which corresponds to the analytical value of the control time (see Fig. 2 ).
In order to add evidence of the effectiveness and efficiency of the proposed robust control scheme, extensive simulations have been performed to examine the effect of the feedback parameters α and β. Figure 5 shows the output tracking error e 1 (t) = y(t) − y d (t) for three different values of β when α = 2, and for three different values of α when β = 1. As predicted by the analysis of Theorem 1, for α fixed, larger values of β or for β fixed, smaller values of α give faster convergence of y d
Conclusion
In this work, we have developed an approach to control a class of uncertain nonlinear systems. A central feature of our approach is that the uncertainties of the underlying vector field are lumped in an extended state whose dynamics is reconstructed from measurements of the system output. The feedback controller was given in terms of two parameters, which can be easily tuned to trade off between the stability (convergence rate) and the performance. However, the proposed robust strategy is easier to tune and requires least prior knowledge. Indeed, the proposed feedback provides the information regarding the chaos control because it is robust and involves a very simple structure. The Duffing oscillator is considered numerically to demonstrate the efficiency and effectiveness of this scheme. Good agreement is obtained between the analytical and numerical results.
Appendix A
In this appendix, we prove that the matrix N(θ) is positive definite. In the coordinate τ = θ(1 − t) α , the matrix (7) Since the pair (A, B) is controllable, this leads to a contradiction and one can conclude that N(θ) is positive definite matrix.
Appendix B
Here we prove that θ(e) is a C 1 function and the unique positive solution of Eq. (9). 1. We first establish that θ(e) is the unique positive solution of Eq. (9). Simple algebraic manipulations can prove that Eq. From Eq. (7), it clearly appears that N(θ) → 0 when θ → 0+. Then, from θ sufficiently small one can deduce that F (θ, e) θ − e, e N(θ) < 0.
Thus, since θ(e) is a continuous function, the equation θ = N −1 (θ )e, e admits a unique positive solution θ(e).
