ABSTRACT. -In this paper we study critical points problems for some integral functionals with principal part having degenerate coerciveness, whose model is
Conversely, the study of critical points is quite more recent (see [2, 3, 6] ). In this framework, the main difficulties are that the functional is not differentiable on the whole H involves a lower order term with quadratic growth in the gradient, which may not be in the dual space H −1 ( ). Recently (see [5] ), minimization results for integral functionals whose principal part is
under the weak assumption a(x, s) > 0 (that is, of degenerate coerciveness), were proved. Specifically, the authors considered functionals like 1 2
where α ∈ (0, 1/2), 0 < β 1 b(x) β 2 and h ∈ H −1 ( ). In this paper we shall study critical points problems for some integral functionals with principal part having degenerate coerciveness, whose model is 
In this way, we can see the critical points of J as solutions of the boundary value problem Let us state the precise assumptions on the functional J that we will study below. Let be a bounded, open subset of R N , N > 2. Let a : × R → R be a Carathéodory function (that is, measurable with respect to x in for every s in R, and continuous with respect to s in R for almost every x in ) such that
for almost every x in , for every s in R, where c 1 and c 2 are positive constants, and
, 1) for every N > 2). We also assume that the function s → a(x, s) is differentiable on R for almost every x in , and its derivative a s (x, s) ≡ ∂a ∂s
for almost every x in , for every |s| s 0 , where β is a positive constant such that 4) and s 0 > 0. As examples of functions a satisfying assumptions (1.1) and (1.3) we can consider either
Let F : × R → R be a Carathéodory function satisfying the following assumption: In some of our results we need a stronger condition on F than (1.5); namely, we assume that the derivative f (x, s) = ∂F ∂s (x, s) satisfies
for almost every x in and for every s in R, where K 1 , K 2 are positive constants. We define, for v in H 1 0 ( ), the functional
Observe that by assumption (1.1)-(1.2) and (1.5)-(1.6), J is well defined on H 1 0 ( ). Furthermore, by the assumptions on a and F , J is also differentiable along directions in
and its derivative is given by Then J has a global nontrivial minimum u in
On the other hand, if m > 2(1 − α) the functional is indefinite and global minimization is no longer possible. In the particular case 2 < m < 2 * (1 − α), and under some further assumptions on F we will apply the version of the Mountain Pass Theorem [1] given in [2] for nondifferentiable functionals, to show the existence of a nontrivial critical point in 
In order to prove Theorem 1.2, one of the main difficulties is to check that a suitable compactness condition of Palais-Smale type holds. Here the keystone in our approach will be the proof of the boundedness of the cluster points of the Palais-Smale sequences (see Remark 3.2 ). An additional difficulty also arises: the degenerate coerciveness in H 1 0 ( ) of the principal part of the differential operator, which will lead us to extend the functional to a larger space, namely W 1,q 0 ( ) for some q < 2. The case 2(1 − α) < m < min{2, 2 * (1 − α)} is also studied. In this case, however, we need to study the problem where the nonlinear term F (x, s) is exchanged with λ F (x, s) (with λ > 0): also in this setting we prove the existence of a nontrivial local minimizer in
, and let a and f satisfy assumptions (1.1)-(1.2), (1.7) and (1.9). Then there exists λ 0 > 0 such that the functional
has at least one nontrivial critical point in
Finally, by means of a change of variable in a model case, and using a result of [4] , we will prove that it is possible to find a bounded solution of the Euler equation for J λ also in the case 2 * (1 − α) < m < 2 * , this time with λ large. We will also deal with the case m > 2 * showing that, always in the model case, and in a starshaped domain, there are no positive solutions of the Euler equation for J . In order to do that, we will apply the now standard technique to show that the solutions of this equation satisfy a Pohožaev type inequality.
The plan of the paper is as follows: in the following Section we will prove Theorem 1.1, while Section 3 will be devoted to the proof of the main result of this paper, Theorem 1.2. Section 4 will study the problem for J λ , while the final Section 5 will contain some remarks about a possible different approach to the study of J , as well as nonexistence of solutions for the Euler equation of J .
Notation. In the following we will use several times the following functions of a real variable, depending on a parameter k > 0:
Furthermore, we will denote with C, or C 1 , C 2 , . . . , various constant which may depend on the data of the problem, whose value may vary from line to line. If 1 < q < N, we will denote by q * the real number Nq/(N − q), the Sobolev embedding exponent for the space W 
Existence of a global minimum
We begin with a technical result, which we will use several times in the following. 
0 ( ), we have from the Hölder inequality that
for every measurable set A ⊂ . We conclude the proof by observing that, by (2.1),
Proof of Theorem 1.1. -Let q be as in the previous lemma. Reasoning as in [5] , let us define the following functional on W 1,q 0 ( ):
We are going to prove thatJ is both coercive and weakly lower semicontinous on W 1,q 0 ( ) so that the existence of a minimum will follows from standard results. The weak lower semicontinuity is a consequence of a Theorem by De Giorgi (see [7] ), and the complete proof of this fact can be found in [5] . As far as the coerciveness is concerned, it is enough to consider v in W 1,q 0 ( ) such thatJ (v) is finite. Reasoning as in Lemma 2.1 we obtain, also using Sobolev embedding,
On the other hand, since m < 2(1 − α) < 2
Thus, by (1.5) and (2.3) we obtaiñ
Using the definition of q, it is easy to check that
that is,J is coercive on W 1,q 0 ( ). Let now u be a minimum ofJ on W 1,q 0 ( ). Let ϕ 1 be the first eigenfunction of the Laplacian in , which we suppose to have chosen with norm equal to one in
Using assumption (1.9), it is easy to see that there exists t > 0 such thatJ (tϕ 1 ) < 0, and so u = 0. Furthermore, reasoning as in [5] , it can be proved that u belongs to L ∞ ( ). This implies (by (1.1)) that u also belongs to H 
Mountain Pass type critical points
Our first result is the proof that sequences of Palais-Smale type for J are convergent to critical points. 1) and, for some sequence {ε n } ⊂ (0, ∞) converging to zero,
possesses a subsequence which is weakly convergent in W
Proof. -The proof is divided into 5 steps: -Step 1: The sequence {u n } is bounded in W 
as n tends to infinity. -Step 5: Conclusion: u is a critical point of J . Remark 3.2. -The main difference of our proof with respect to the standard proof of compactness conditions in theorems of Mountain Pass type is Step 2. Indeed, in the standard cases, the compactness condition is proved without the need of proving that the limit points (the critical points) are in L ∞ ( ); their boundedness (as well as other regularity properties) is in general recovered from the equation they satisfy by standard bootstrap arguments. Conversely, in our case it is crucial to prove that the limit point is bounded in order to prove the compactness condition. Note also that the proof of Step 2 holds (in a much simpler way!) in the case α = 0 (i.e., in the "classical" case).
Proof of Step 1. -Taking v = u n in (3.2), we get
Using (3.1), we thus have
Since a s (x, s)s 0 for |s| s 0 by (1.3), and since, by assumption (1.12) one has
we obtain from (3.6) that {F (x, u n )} is bounded in L 1 ( ) and thus, by (3.1), that there exists a positive constant C 2 such that
Now, by Lemma 2.1 (with v = u = u n , A = ) and the Sobolev embedding, if q is as in (2.1),
.
Observing that 
We obtain from (3.8) that
Thus, using (1.1) and (1.7), and the fact that |G k (u n )| |u n |,
By Lemma 2.1 (with v = G k (u n ), u = u n and A = A n k ) and since k 1,
. Now, Step 1 and the Hölder inequality (observe that m < q * ) imply that
Taking into account that
we get 
Denote K = {k > 0/|{u = k}| = 0}. Then, observe that letting n tend to infinity, for every k ∈ K, |A 
Noting also that
we obtain
Since |R \ K| = 0, applying Lemma 5.2 of [9] , we deduce that u ∈ L ∞ ( ).
From now on we will restrict ourselves to the case k u L ∞ ( ) .
Proof of
Step 3. -Remark that, by (1.1) and (3.7),
which means that {T k (u n )} is bounded in H 
Proof of Step 4. -Using (1.7), we observe that, by the Rellich Theorem (recall that
Thus, formula (3.3) is deduced from (3.9). With respect to the proof of (3.4), note that by (1.3)
and so
which, by (3.3), implies (3.4).
On the other hand, to prove (3.5) we consider the function ϕ(s) = se λs 2 with λ > 0 chosen in such a way that
with ε n tending to zero. Now observe that, by Rellich Theorem, and since ϕ(v
In virtue of (1.1), a(x, u n ) is bounded in L ∞ ( ) and thus a(x, u n )∇u strongly converges to a(x, u)∇u in L 2 ( , R N ), which together to the weak convergence of {T k (u n )} n∈N to u in H 1 0 ( ) and the L ∞ ( ) weak * and almost everywhere convergence of ϕ (
Moreover, since
3) and (3.10) imply that
Recalling (1.3) and taking into account that ϕ(v
Thus,
so that from (3.3), (3.10) , and the fact that ϕ(v n k ) tends to zero we get
Therefore the above estimate and (3.13) and (3.14) allows to conclude from (3.12) that
which implies by (3.11) and (1.1) that
Using the fact that u belongs to H 1 0 ( ), we thus have
which proves (3.5).
Step 5. -The function u is a critical point of J with level J (u) = c. In fact, by using that ∇u n = ∇T k (u n ) + ∇G k (u n ), we have that
2), (3.4) and (3.3) we then obtain that
Since by (3.5) the limit can be explicitely computed, we deduce
Moreover, a similar argument as that used in Step 4 and (3.1) imply that
Proof of Theorem 1.2. -We apply the version of the Mountain Pass Theorem [1] given in [2] (see also [3] ). In order to do this, let u be in H 
On the other hand, using the growth condition (1.5) and (1.10), we observe that for every ε > 0 there exists K ε > 0 such that F (x, s) εs 2 + K ε s m for every s in R. Therefore, we have
from which, by choosing ε sufficiently small and using that m > 2 and q * = 2 * (1 − α) > 2, it is easily deduced the existence of R ∈ (0, 1) and δ > 0 such that 
Consider now the set
Then, by the embedding of
0 ( ) and standard connectedness arguments, we get
Take now a sequence {γ n } of paths in such that c max
For fixed n ∈ N, consider
and observe that ||| · ||| n = ( 
and for n ∈ N large enough, 
Existence by local minimization
In the sequel we will prove Theorem 1.3, that is, the existence of critical point for the functional J λ defined in H By a similar argument to that of the Step 2 of Lemma 3.1 we have that u 0 ∈ L ∞ ( ). Moreover,
so that u 0 also belongs to H 1 0 ( ). Finally, we conclude noting that the regularity of u 0 implies that it is a critical point of J λ . ✷
