The Qth-power algorithm provides a useful canonical P -module presentation for the integral closures of certain integral extensions of P := F[x n , . . . , x 1 ], a polynomial ring over the finite field F := Z q of q elements. Here it is shown how to use this for several small primes q to reconstruct similar integral closures over the rationals, F := Q, using the Chinese remainder theorem to piece together presentations in different positive characteristics, and the extended Euclidean algorithm to reconstruct small rational fractions to lift these to presentations over Q.
mod q), with equality for most q; and that the reconciled version of the presentations over Z q for various q is lifted back to something over Q which has fractions with the same set of leading monomials as those of the fractions in its mod q images. So if the lifted version has an isomorphic image of the original ring inside it (which will not happen unless the product of the distinct primes used is large enough), it necessarily must be the integral closure of that original ring.
The fact that the extended Euclidean algorithm gives essentially inverse results of the mod q map when q is sufficiently large, gives, as a corollary, the integral closure for large primes q can be gotten from those for several smaller primes, a useful result here, in that the Qth-power algorithm should be, by its nature, expected to perform significantly better for smaller primes q.
It should be pointed out that in both characteristic 0 and characteristic q > 0 the main advantage of the Qth-power algorithm is that it takes highly structured input and produces highly structured output, namely a strict affine P-algebra presentation for the integral closure with an induced (as opposed to default) monomial ordering based on the weighted monomial ordering on the input. This allows for a fairly simple determination of the existence of a better Noether normalization than the given one, giving a smaller presentation with the same type of structure and information. But in characteristic 0, it gives a presentation with relatively small rational coefficients rather than a presentation over the integers with overly large integer coefficients, and one that specializes mod q to that of the image mod q for all large q (and a subset of the integral closure for all smaller q for which the image makes sense).
Section 2 contains notation to describe the main algorithm, the algorithm itself, and an outline of what will be proved to justify it. The technical definitions and other details are postponed to section 3. Section 4 deals with the computation of canonical conductor elements based on the Jacobian. Section 5 is a discussion of the application of the Chinese remainder theorem and the extended Euclidean algorithm in this context. And section 6 contains the theory and proofs neeeded to justify the algorithm. There are numerous small examples throughout to help with the concepts and notation. But there is a larger example relegated to the Appendix useful as well for comparison to other implementations of integral closure computations. There are several other such on the author's website. Code for Qth-power algorithm has been available for a while in Magma and more recently in Macaulay2 as well. The latter has documentation containing more examples.
Overview of the algorithm
Let P (0) := Q[x n , . . . , x 1 ] be the polynomial ring over the rationals in the (independent) variables x n , . . . , x 1 . Let S (0) := P (0) [y]/ f (y) for some monic polynomial f (T ) ∈ P [T ], be an integral extension. Suppose also that it is an affine domain of type I with a weight function defining a weight-over-grevlex monomial ordering (as in [6] ), though more general hypotheses may suffice.
Let Q(S (0) ) denote the field of fractions of S (0) . Let ∆ (0) ∈ P (0) be the canonical monic conductor element computed from Jacobian(B (0) ) as described below, so that the integral closure C(S (0) , Q(S (0) )) of S (0) in Q(S (0) ) satisfies
and is known to be the union of all rings lying between S (0) and
(0) is assumed to be an integral extension of P (0) , it probably makes more sense to think of it as C(P (0) , Q(S (0) )), in that P (0) is a minimal subring over which this has a finite module structure. And once a fixed conductor element ∆ (0) ∈ P (0) has been chosen, it makes more sense to use the notation
is not a ring) to emphasize that the elements are from 0) and are integral over P (0) . So that is the notation that will be used here.]
The objective here is to find a canonical ordered set of monic polynomials (that is, with leading coefficient 1 relative to the monomial ordering being used) g
1 as new variable names for the fractions g
1 /∆ (0) to define a ring
1 ; x n , . . . , x 1 ] with grevlex-over-weight monomial ordering induced by the weight function of R (0) (as in [6] but described below as well), and then compute the monic
need not be; so let ψ (0) : S (0) → S (0) be the inclusion map (the identity on the x i identified in each copy of P throughout, but not on the y which is mapped to combinations of the y
j and the x i ) so that
Now consider what needs to happen for there to be an image of all this over Z q for some prime q, gotten by applying the mod q map, µ q .
It is easy enough to define P (q) := Z q [x n , . . . , x 1 ] by identifying the variables x i , and similarly to define R (q) := Z q [y; x n , . . . , x 1 ] by further identifying the variable y.
If q doesn't divide any denominator β of any rational fraction α/β, gcd(α, β) = 1 of any b 
) is the monic canonical conductor element that would have been computed using the Jacobian over Z q .
The Qth-power algorithm is meant to work in positive characteristic to produce a strict affine P (q) -algebra presentation with P (q) -module generating set of fractions with monic numerators g
1 /∆ (q) , and g
given the variable names y (q) Jq , . . . , y
1 to define
1 ; x n , . . . ,
(having the grevlex-over-weight monomial ordering induced by that on R (q) ) with monic polynomials b
(q) for the ideal I (q) of induced relations, defining the presentation
The steps in the proposed characteristic 0 algorithm based on this are then simple to understand:
Algorithm 1 (1) Start with the finite ordered set of (independent) variables (x n , . . . , x 1 ) defining the Noether normalization P (0) in characteristic 0, the (dependent) variable name y used to define the ring R (0) , and the finite ordered set of monic relations (b 1 , . . . , b K ) forming a minimal, reduced Gröbner basis for the ideal of relations I (0) for a presentation of the input quotient ring
(3) For successive primes, q l , test that the (mod q l ) map, µ q l , is defined (that is that q l doesn't divide β for any rational coefficient α/β, gcd(α, β) = 1, in any of the basis relations b k or of ∆ (0) ) and that S (q l ) is still an integral extension of the image
, skipping q l if it is one of the (finite number of) primes for which
Use the Qth-power algorithm in characteristic q l (as a black box for the purposes of this paper) to compute a canonical ordered set of (numerator) polynomials (g
for the fractions forming a P (q l ) -module generating set for a strict affine P (q l ) -algebra presentation of the integral closure
Gröbner basis for the ideal of relations relative to the induced grevlexover-weight monomial ordering. (6) If (q l ), l ∈ L is a sequence of distinct primes for which presentations S (q l ) have been computed, and
then use the Chinese remainder theorem on the canonical ordered sets g
and also on the sequences b to small fractions α/β ∈ Q with α 2 + β 2 minimal, to get a canonical or-
over the rationals with the same sets of leading monomials to describe a possible integral closure in characteristic 0.
, both necessary conditions.
To explain why this works, the important steps are to show that whenever everything involved makes sense
(1)
These are proven as Lemma 9 and Theorem 15 below. It should be noted that (regardless of characteristic) any P -module between S and
∆
S has a canonical ordered set of polynomials (g j ) j (as defined in the next section) with LM(g j ) j a measure of the size of the P -module. That is, were the de Jong algorithm implemented relative to a fixed Noether normalization P and a canonical conductor element ∆ ∈ P , then the sequence of nested rings produced would have a sequence of canonical ordered sets of polynomials (g j ) j with LM(g j ) j nested and getting larger. The reverse is true of the Qth-power algorithm in that the P -modules produced have canonical ordered sets of polynomials (g j ) j with LM(g j ) j nested and getting smaller. Both approaches meet in the middle with a P -module that is a ring that must be the integral closure sought.
Also, Jacobian(B (0) ), over the integers, Z, is used below to define canonical conductor elements ∆ (0) ∈ P (0) and ∆ (q) ∈ P (q) for all primes q at the same time. This is discussed in its own section. The use of the Chinese remainder theorem and the extended Euclidean algorithm, while discussed below as applied in this context, are assumed to be elementary. The proof that the Qth-power algorithm works in positive characteristic was dealt with in the author's previous papers cited in the introduction, though certain parts of it are discussed below. [It should be noted however, that it would not take too much work to put other implementations of other integral closure algorithms in a form that would also work here, though at present, few if any give a similar canonical result in characteristic 0 that directly specializes to the result they give in positive characteristic. It makes mathematical sense to rewrite them to reflect this connection between integral closures in characteristic 0 and positive characteristic q.]
Definitions and other details
The following material describes the structure that is used to describe integral closures of integral extensions of a given Noether normalization P , and explaining the mindset of the Qth-power algorithm approach to same. The idea is to have an integral extension S := R/I of P := F[x n , . . . , x 1 ], with R := F[y; x n , . . . , x 1 ], I := f (y) the ideal of relations, and P a Noether normalization of S, and with S having a weight function induced on it by P , [6] . Then its integral closure C(P, S) should have a presentation S := R/I with an induced weight function. That is, for R := F[y J , . . . , y 1 , x n , . . . , x 1 ] with y j a name for the (non-trivial) P -module generator g j /g 0 having wt(y j ) := wt(g j ) − wt(g 0 ) as its induced weight.
Moreover a presentation S of the integral closure C(S, Q(S)) should have a nice structure as an affine P -algebra.
Definition 1 A strict affine P -algebra presentation S := R/I with R := F[y, x], and I the ideal of induced relations is one with a minimal, reduced Gröbner basis B for I consisting of P -quadratic relations of the form y i y j − k c i,j,k y k , c i,j,k ∈ P , describing the P -algebra multiplication with possibly some monic P -linear relations of the form k a k y k , a k ∈ P , if the P -module generators, y k , are not independent over P , [6] . This is ensured by the grevlex-over-weight monomial ordering, in that all products of total degree 2 in the y's are reduced to P -linear combinations of the P -module generators with total degree less than two, and all P -syzygies only involve monomials of total degree less than 2 in them.
an ideal of R such that the quotient ring S := R/I is an integral extension of P , an ordered set (g j ∈ R : 0 ≤ j ≤ J) of polynomials is said to be canonical for some submodule
(1) each g j is monic (has leading coefficient 1 relative to the monomial ordering being used); (2) g 0 = ∆ ∈ P is a conductor element for T ; (3) (g j /∆ : 0 ≤ j ≤ J) is a P -module generating set for
is of the form x α LM(g j 2 ) for any j 2 = j 1 and x α ∈ P .
Making sure that one produces a canonical strict affine P -algebra presentation, independent of characteristic, is crucial in being able to reconstruct a canonical presentation in characteristic 0 from canonical one in positive characteristic.
Moreover the induced grevlex-over-weight monomial ordering is based on a weight function on the input extended to the output:
Definition 3 A weight function wt : R\I → N n (n the number of independent variables) is a function satisfying:
(1) wt(c) = 0 for all c ∈ F\{0}; (2) wt(gh) = wt(g) + wt(h) for all g, h; (3) if wt(g) = wt(h), then for some unique c ∈ F either wt(g −ch) ≺ lex wt(g) or g − ch ∈ I.
, the columns of any non-singular matrix M P defining a (global) monomial ordering on P also define a weight function on (the nonzero elements of) P . Weight functions (relative to a given ideal I) have the important property that wt(g) = wt(NF (g, I)), as otherwise their difference (an element of I) would have a defined weight. This, in turn, implies that all standard monomials have different weights. Integral extensions with weight functions have at least this much more structure than those that don't. The integral extensions such as those considered here have a weight function.
One can extend a weight function on S naturally to (the non-zero elements of) Q(S) (the field of fractions of S) by wt Q(S) (g/h) := wt S (g) − wt S (h) if one allows values in Z n . But for g/h ∈ C(S, Q(S)), wt(g/h) will not have negative entries and will represent an induced weight on g/h.
There are weight-over-grevlex and grevlex-over-weight monomial orderings defined by the non-singular matrices gotten by replacing the top n or bottom n rows of a grevlex monomial ordering matrix by the weight matrix, respectively The former emphasizes the property that wt(LT (f )) = wt(LT (f − LT (f ))), whereas the latter emphsizes the desired strict affine P -algebra presentation.
The conductor element ∆ and the numerators g j produced are all assumed to be monic. What will be computed are pairs of finite canonical ordered sets of polynomials and finite sequences of relations, with maps between such pairs. The induced weights are kept track of as well, given that they define the monomial orderings involved.
What is necessary to know about the Qth-power algorithm is that it treats the input ring S as a P -module with a natural induced monomial ordering, computes a conductor element ∆ ∈ P , starts with a dual module such as the default M 0 := 1 ∆ S and computes a nested sequence of P -modules
by the simple definition
Necessarily each M i (and hence the integral closure itself) is a P -module with a natural induced monomial ordering. Moreover it naturally produces a strict affine P -algebra presentation R/I relative to a canonical ordered set (g j ) j of polynomials. [This approach works theoretically for any characteristic and any integer power at least 2, but is only linear when q is (a power of) the characteristic.]
Consider the reasonably generic example: 
with weight function (11, 6) (meaning that the monomials y 6 and x 11 are the only two in the defining relation of largest weight, 66) defining an integral extension
[This was originally constructed to have at least one non-trivial integral element, namely (y 2 − 3/4y − 15/17x)/x 2 and several moderate-sized rational coefficients to be reconstructed, in order to test this extension of the Qth-power algorithm to characteristic 0.] This is worked out in detail in the Appendix, not only by the methods being described here and implemented in the author's QthPower package in Macaulay2 [10] , but also using the other existing applicable implementations of integral closure and/or normalization algorithms, normal in Singular, integralClosure in Macaulay2, and both Normalisation and IntegralClosure in Magma.
The output from the qthIntegralClosure function in the QthPower package consists of:
(1) an ordered set of "numerators" for a P (0) -module generating set (here a basis):
1
2 /x 4 = yx 5 , g
3
4
5
0 /x 4 = δ (0) = x 5 ∈ P (0) also being the (reduced) conductor element and common denominator of the fractions, (not the actual ∆ (0) = x 9 , accessible only through the qthConductor function); (2) a minimal, reduced Gröbner basis of induced relations; (3) an induced weight matrix (here a weight matrix) (25, 21, 20, 11, 10, 6) defining a grevlex-over-weight monomial ordering.
A typical induced relation in the Gröbner basis, such as
(produced by finding the normal form of y 4 y 2 relative to the input ideal I (0) ) corresponds to some P -algebra multiplication rule, in this case f 21 * f 11 = 3/2f 21 + f 2 6 f 20 + (15/17f 6 − 9/8) f 10 (using notation f 25 := y 5 , f 21 := y 4 , f 20 := y 3 , f 11 := y 2 , f 10 := y 1 , f 6 := x 1 to reflect the weights). Note that the weight of the left side, f 21 f 11 and the weight of its NormalForm, the right-hand side, are both necessarily the same (in this case, 32).
Computing a canonical conductor element
Standard methods to compute a conductor element ∆ ∈ S (meaning an element for which C(S, Q(S)) ⊆ 1 ∆ S) use determinants of n × n minors of a Jacobian. This can be easily done by column-reducing the Jacobian matrix Jacobian(B) of B; and this computation can be done over R instead of S by appending columns one for each basis element of I and each row of Jacobian(B). It is then possible to consider those entries C i,j ∈ P of the column-reduced form, C, for which C k,l = 0 for k > i and l ≤ j. An appropriate monomial ordering must be chosen relative to which this is done, so that the elements C i,j ∈ P considered will correspond to diagonal entries in n × n minors whose determinants necessarily produce conductor elements, greatest common divisors of those in the same row can be used, and a scaled product of those gcds over all rows can be used to give a canonical conductor element ∆ ∈ P . For this purpose, any block ordering treating the dependent variables any way but using the given monomial ordering described by M P on the lowest block consisting of the (independent) variables in P , will suffice. [Note that when computing ∆ (0) ∈ P (0) over Q, it is possible to do this over the integers, Z, instead (if denominators are cleared first) in order to see in one computation for what (finite set of) primes q it might be that ∆ (q) = ∆ (0) (mod q), by seeing what primes occur anywhere in the column reduction C.]
The method qthConductor exported from the author's QthPower package, [10] , in Macaulay2 can be used to compute such a canonical conductor element, by letting Macaulay2 do the column-reduction, then using a simple loop to compute the product of the gcds described. This computation is not a point of this paper, other than to insure that there is a canonical conductor element that can be computed, that it is an element of the given Noether normalization, P , and that the computation in positive characteristic mirrors the computation in characteristic 0.
Consider the following instructive example, meant originally to test minimality and form of presentation, but, as a byproduct, was used to catch bugs in various implementations as well. There are rational functions (f 0 := 1, f 4 , f 5 , f 9 , f 10 , f 14 , f 15 , f 19 ) (with the subscripts corresponding to the weights) forming a P (0) -module basis for the integral closure, S (0) . Then the presentation of S (q) can be gotten by reading S (0) modulo q for all primes q = 3, 5. Curiously, the smallest conductor element that could be used is δ (0) = δ (q) = x 13 for all primes except δ (5) = x 13 (x 3 + 1) 2 . It is tempting to conjecture that ∆ (q) = ∆ (0) (mod q) implies that
0) (mod q) from q = 3 in this example; and it is clearly not true that
Since it is computationally easy to avoid all the (finitely many) primes q for which ∆ (q) = ∆ (0) (mod q) (necessarily divisors of some coefficient in the computation over Z), it is possible to simplify subsequent computations by so doing.
The exportable QthPower code in Macaulay2 for this is [10] : As stated above, the approach given in this paper is, in some sense, an elementary one, in that it exploits commonly known information from the Chinese remainder theorem, and intermediate information given by the extended Euclidean algorithm. Even a good reference such as [2] doesn't necessarily use the extended Euclidean algorithm in this exact way. And, as a warning, this approach is extremely tricky in the sense that the maps are not homomorphisms of the whole rings involved, but do extend naturally to ring homomorphisms when defined correctly on the finite ordered sets of objects used to describe those rings. That is, a presentation of the integral closure of an affine P -algebra can be described in terms of a finite ordered set of fractions and a finite ordered set of relations. It is then possible to construct those two finite ordered sets, define mappings, and then extend those naturally to definitions of ring homomorphisms.
Note especially that in implementing this approach, care must be taken to assure that the integral closure algorithm produces the same canonical result for each good prime q. That is, for most primes q, the integral closure over Z q should look exactly like that of the integral closure over Q, but with coefficients reduced mod q.
For each presentation of S := R/I and presentation of its integral closure S := R/I, there is a map ψ : R → R, necessarily with ψ(I) ⊆ I, so that ψ can be viewed as an inclusion map ψ : S → S.
The extended Euclidean algorithm can be used to move between α β ∈ Q, with gcd(α, β) = 1, β > 0 and representatives c ∈ Z N .
Definition 7
The rational fraction reconstruction map (see, for instance, [2] ) is
These are almost inverse operations in the sense that for −N/2 < c < N/2, µ N • E N (c) = c; while, for
Both maps naturally extend to polynomials, by applying them to coefficients and mapping variables to corresponding variables; so we shall abuse notation and use the same function names when applying them to polynomials.
Definition 8
Similarly the Chinese remainder map standardly takes ordered sets of remainders (a l ) l∈L and ordered sets of respective moduli (q l ) l∈L , and produces a(mod N L ) for N L := {q l : l ∈ L}) such that a ≡ a l (mod q l ) for all l ∈ L when the moduli are all relatively prime, as they will necessarily be here when the q l are distinct primes.
We shall call this map CRT regardless of the number of inputs, and regardless of whether we are applying it to integers or extending it to polynomials by applying it to the coefficients.
) for all primes q for which
and f
are defined (meaning the the prime q doesn't divide the denominator β of any rational fraction α/β, gcd(α, β) = 1 occurring in either g
Definition 10 A prime q is a good prime iff
) and the mod q map makes sense, then (g
) if q is a good prime (and only for some subring if it is not a good prime).
Clearly if q divides any denominator of any rational coefficient α/β of any term of any b k , it is may not be good, especially if the extension mod q is no longer really an extension. And if ∆ (q) = µ q ∆ (0) , q may not be good. So computationally one can try to avoid such primes that are not good or may not be good (since these form a finite predictable set of primes). 1 + x 1 )}. The primes q = 2, 11 are clearly bad since the mod q map, µ q , makes no sense; but q = 13 is also bad in the sense that B (13) = {y 2 1 } really doesn't define an integral extension of P (13) = Z 13 [x 1 ]. Column-reducing the Jacobian (22y . q = 5 happens to be a good prime in this example, but for q = 3, y 1 = y 1 /(x 2 1 (x 2 1 − 1)), meaning there is a larger than expected integral closure S (3) . Avoiding the primes 2, 3, 5, 11, 13 (whether or not they are not good), using 7, 17, 19 (which should be good) is enough to reconstruct S (0) , since 7 · 17 · 19 = 2261 > 22 2 + 13 2 = 653.
The Euclidean algorithm, applied to N L := r −1 and any r 0 > 0, produces sequences (r i ) and (Q i ) such that r i−2 = Q i r i−1 + r i with 0 ≤ r i < r i−1 , and r n = 0. Part of the extended Euclidean algorithm produces a sequence (u i ) with u −1 := 0, u 0 := 1, and
Now define the composite map
Suppose the variables y k . Let the variable y
. If q is a good prime, then these should be variables and (a Gröbner basis of) relations for the integral closure S (q) .
Since the object here is to go in the reverse direction by reconciling various presentations, S (q) , and reconstructing the presentation S (0) from them, using the Chinese remainder map and the extended Euclidean algorithm map, consider the candidates for
and ideal I (0,N L ) generated by the finite ordered set of images
6 Theory
Lemma 13 If q = N 1 is a good prime larger than α 2 + β 2 for any coefficient α/β ∈ Q needed to be reconstructed to produce the presentation R (0) /I (0) , then R (q) /I (q) lifts to this presentation. [And the canonical polynomial set (g (q)
j : 0 ≤ j ≤ J) necessarily lifts to a canonical polynomial set (g
and the relations b
then c ≡ α/β(mod q) lifts to α/β using the extended Euclidean algorithm as described above.
Corollary 14 If (q l ) l∈L is a set of distinct good primes and N L := {q l : l ∈ L} is larger than α 2 + β 2 for any rational coefficient needed to be reconstructed to produce the presentation R (0) /I (0) , and
) l∈L lifts to this presentation. [And, again, the canonical polynomial
PROOF. Use the Chinese remainder theorem to reconcile these individual presentations, and lift the resulting ordered sets (g
and proceed as in the previous proposition.
Since S (0) is not known ahead of time, it is not clear how big N L must be to apply the proposition or corollary above. It is therefore better to have a theorem independent of this knowledge. So the following is a way of knowing that N L is sufficiently large without knowing just how large sufficiently large is.
For S (0,N ) to be a presentation of the integral closure of S (0) , it necessarily must be a ring containing S (0) and also contained in 
) is the union of all such rings, so
mapping to ∆ (q) ∈ P (q) for all primes q not identified as bad primes by the Jacobian computation above. Were the integral closure of ψ (N ) (S (0) ) computed as the integral closure of S (0,N ) , the conductor element ∆ (0,N ) ∈ P (0) computed would necessarily be a divisor of
being a monic element of P (0) , would be 1 as well; meaning that S (0,N ) would be integrally closed. For q = 2, If F 0 = Q, and a 0 := 1/3 and b 0 := 8/7, then the image in characteristic q is not defined for q = 3, 7, and is not an affine domain for q = 2. For F 5 = Z 5 , a 5 = 2 and b 5 = −1 would lift to a 0 = 2 and b 0 = −1, giving a presentation of the wrong integral closure (one with the right form but these wrong coefficients). Using F 11 = Z 11 as well would give a 11 = 4 and b 11 = −2 reconciled to give a 55 = −18 and b 55 = 9, and lifted to a 0 = 1/3 and b 0 = −1/6, again giving a presentation of the wrong integral closure. Using in addition F 13 = Z 13 would produce a 13 = −3 and b 13 = 3 reconciled to give a 715 = −238 and b 715 = −101, lifted to the correct a 0 = 1/3 and b 0 = 8/7.
2 to work, but only N > 8 2 + 7 2 , since the only things needed to be computed are g 0 := x − 8/7, g 1 := y, and b 1 := y 2 − 3/2x (and the inclusion map image ψ(y) := y(x − 8/7)).
The details for this example are as follows: The primes q = 2, 7 are bad because they divide denominators of fractions defining the problem. The image for q = 3 is not even a reduced ring, so probably should be avoided as well. δ (0) = 7x−8, and q = 7 is already to be avoided. = y 2 +x, ψ (5) (y) = y(x+1). Then the defining relation above reduces to −x(x + 1) 2 − 3/2x 3 + 24/7x 2 − 96/49x = 0.
For q = 11, g
) (y) = y(x + 2). This reconciles with the previous to get g For q = 13, g It is envisioned that the code and the relevant examples relative to this paper on the website http://www.dms.auburn.edu/~leonada. will be updated as various packages change for the better. The code for the Qth-power algorithm in positive characteristic and the extra code to extend it to char 0 for this paper are both written in Magma and in Macaulay2 and are available from the author.
But, as mentioned in the Overview section above, the complete version of the example mentioned there, is done here by the various methods mentioned. The Qth-power algorithm implementation produces fractions with numerators p_5:=x^5, p_4:=y^2*x^3-(3/4)*y*x^3-(15/17)*x^4, p_3:=y*x^5, p_2:=y^4*x-(3/2)*y^3*x-(30/17)*y^2*x^2+(9/16)*y^2*x+(45/34)*y*x^2 +(225/289)*x^3, p_1:=y^3*x^3-(15/17)*y*x^4-(9/16)*y*x^3-(45/68)*x^4, p_0:=y^5-(9/4)*y^4-(30/17)*y^3*x+(27/16)*y^3+(45/17)*y^2*x +(225/289)*y*x^2-(27/64)*y^2-(135/136)*y*x-(675/1156)*x^2 p 5 being the common denominator, a conductor element lying in P , though ∆ (0) = x 9 is the one computed directly from the Jacobian. The implementation also produces a Gröbner basis B for the presentation:
p_0^2-(135/17)*p_0+(81/4)*p_1*p_5^3-27*p_2*p_5^5-81*p_2*p_5^2 -243*p_3*p_5^5-(405/17)*p_4*p_5^4-(243/8)*p_4*p_5^3 -(1215/17)*p_4*p_5+(729/4)*p_5^5, p_0*p_1-9*p_0*p_5^2-(135/17)*p_1-(27/2)*p_2*p_5
-(81/4)*p_3*p_5^4-27*p_4*p_5^6-(405/17)*p_5^5 +(243/16)*p_5^4, p_0*p_2-27*p_1*p_5^4-81*p_1*p_5-(135/17)*p_2+(81/2)*p_4*p_5^4 +(243/4)*p_4*p_5-243*p_5^6, p_0*p_3-9*p_1*p_5-(15/17)*p_2+(27/4)*p_4*p_5-27*p_5^6, p_0*p_4-9*p_2*p_5-27*p_3*p_5^4-(135/17)*p_4+(81/4)*p_5^4, p_1^2-(9/4)*p_0*p_5-9*p_1*p_5^2-(15/17)*p_2*p_5-(9/4)*p_2 +(27/4)*p_4*p_5^2-27*p_5^7, p_1*p_2-(27/2)*p_1-9*p_2*p_5^2-27*p_3*p_5^5-(135/17)*p_4*p_5
Since this implementation does not force a presentation relative to S, it occassionally gives a decent minimized presentation. But there is, again, no hint that there is a natural induced monomial ordering.
Since there is only one free variable in this example, Magma's IntegralClosure gives an answer At least this necessarily gives a P -module basis and an answer over Q instead of Z. But there is obviously no way to give weights, and the presentation is only implicit.
