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Linear-response quantum excitation is proportional to the amplitude of the field, with the energy
of the excitation given by the driving frequency. As the amplitude is increased, there is a crossover,
where the excitation energy is governed by the amplitude of the driving field, not its frequency. As
the amplitude is increased even further, then complex quantum oscillations develop, whose origin
is related to Wannier-Stark physics, but has no simple explanation. We illustrate this phenomena
with the exact solution of the simplest model of a charge-density-wave insulator driven by a uniform
time-dependent electric field.
PACS numbers: 71.10.Fd, 78.47.J-, 79.60.-i
Introduction In 1901, Planck introduced the idea of
light quanta to calculate the spectrum for black body ra-
diation [1], which was employed by Einstein in 1905 to
explain the mysterious quantum properties of the photo-
electric effect [2]. Later, the solution of the Landau-Zener
tunneling problem in the 1930s [3, 4], where a tunneling
excitation is determined by the speed at which the mini-
mal excitation gap is approached (and is proportional to
the amplitude of an effective driving field) showed how
the amplitude and not the frequency of a driving field
can govern quantum excitation beyond linear response.
We consider one of the simplest problems in driven
quantum systems: the excitation of an insulator across
its gap due to a monochromatic applied ac electric field.
The energy associated with this driving frequency satis-
fies the Planck-Einstein relation [1, 2], E = ~ω, and is
independent of the amplitude of the driving field, hence
we expect to see no response until the frequency is large
enough that ~ω ≥ Egap. Linear response theory verifies
this result, as the Kubo-Greenwood formula shows that
the amplitude of the field just provides an overall scale
to the response [5, 6], and the ability to create an excita-
tion is determined by energy conservation. As the ampli-
tude of the field is increased, photons of a lower energy
can combine together and create higher energy photons,
hence one would expect resonances at ~ω/2 (or generally
~ω/n for multiphoton processes). However, the presence
of a large field can also modify the quantum states them-
selves, and create states inside the gap region, thereby
reducing the effective gap, and allowing excitations to
occur at even lower frequencies.
The Landau-Zener tunneling problem has investigated
some of these aspects [3, 4]. While there is no applied
field per se in this problem, one can assume that the rate
at which the gap is approached is proportional to an effec-
tive driving field, and in this situation, it is known that
the efficiency in tunneling to create excitations across
the gap depends exponentially on the driving rate, and
hence on the amplitude of the effective field. Indeed,
the adiabatic theorem guarantees no excitation for in-
finitesimally small fields with ω → 0. Alternatively, if
one thinks about the problem semiclassically, then when
the energy gain from the amplitude of the electric field
over one lattice spacing is equal to the gap energy, one
expects the electron to be able to transfer across the gap
from purely classical energetics, as the transition now be-
comes allowed.
The quantum excitation problem has been examined
in the context of field-induced ionization of atoms, and
in the photoelectric effect. For the atomic problem,
Keldysh [7] showed how a detailed quantum theory can
describe the full regime from the frequency-driven excita-
tion to the amplitude-driven excitation, and these ideas
have been applied recently to experiments on gold nan-
otips in the photoelectric effect, where multi-photon ex-
citations are observed when the photon light field has
a large amplitude due to enhancement near an isolated
sharp metallic tip [8]. But the quantum excitation prob-
lem in solid state systems is more complex, because there
are significant final-state effects due to the Pauli exclu-
sion principle. As an electron is excited from a lower
band to an upper band, the state the particle has been
excited to is blocked from further excitation. Such ef-
fects become quite important as the field becomes strong
enough to excite significant fractions of electrons from
the lower to the upper band. In addition, Bragg scatter-
ing in the crystal gives rise to Bloch oscillations, which
can both excite and de-excite electrons across the gap.
These effects greatly complicate the net quantum excita-
tion process.
Two questions immediately come to mind about field-
driven quantum excitations in this context: (i) does the
excitation continue to depend exponentially on the am-
plitude so that nearly all of the excitation occurs near the
maximal amplitude of a pulsed field and (ii) as the ampli-
tude is increased do we find a regime of purely amplitude-
driven tunneling, where the excitation becomes indepen-
dent of the driving frequency? We answer both of these
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2questions with an exact nonequilibrium solution for the
nonlinear excitation of a quantum solid. Note that this
model has no interactions and does not thermalize. If
the gap is large enough, the populations in the upper
and lower bands will hardly change, and the only effect
of thermalization will be to redistribute the occupancy
of the energy levels in each band. This process, which is
ignored here, is a longer-time process that is unlikely to
significantly modify the phenomena that is shown here.
FIG. 1: (Color online) (a) Schematic of the charge-density-
wave model on the checkerboard lattice. The A sublattice
(red) has the on-site potential U , while the B sublattice (light
blue) has a vanishing potential. Hopping is between nearest
neighbors as indicated by the green arrows. The schematic
shows a two-dimensional square lattice, but we work on an
infinite-dimensional hypercubic lattice. (b) Local density of
states on the A/B sublattices (red/light blue) and the average
density of states (black) in equilibrium for U = 1.5.
Formalism The model we employ for the CDW is that
of spinless electrons moving on a lattice with a bipartite
structure (a checkerboard) that has different site energies
on the two sublattices (A/B). The Hamiltonian in the
Schro¨dinger picture is
H(t) = −
∑
ij
τij(t)c
†
i cj +
∑
i∈A
(U − µ)c†i ci +
∑
i∈B
(−µ)c†i ci.
(1)
The first term is the kinetic energy, which involves a
hopping between nearest neighbor lattice sites i and j
with a hopping integral τij(t) (the hopping matrix is a
Hermitian matrix that is nonzero only for i and j near-
est neighbors). The second and third terms include the
chemical potential µ and the external potential U which
is nonzero only on the A sublattice. We set µ = U/2
in our calculations to have the case of half filling. Since
the electrons do not interact with each other, the spin
degree of freedom is trivial, and has been neglected here.
The field is introduced via a time-dependent hopping in-
tegral, which becomes time-dependent due to the Peierls
substitution [9]. The hopping integral then is described
by the following time-dependent function:
τij(t) =
τ∗
2
√
d
exp
[
− ie
~c
∫ Rj
Ri
A(t) · dr
]
=
τ∗
2
√
d
exp
[
ie
~c
(Ri −Rj) ·A(t)
]
. (2)
and we take the limit as d → ∞ using τ∗ as the energy
unit. Here A(t) is the time dependent (but spatially uni-
form) vector potential in the Hamiltonian gauge (where
the scalar potential vanishes). The field is chosen to point
in the diagonal direction A(t) = A0(t)(1, 1, 1 . . .) with
A0(t) given by the antiderivative of the electric field as
a function of time. In this case, the (time-dependent)
electronic band structure becomes

(
k− eA(t)
~c
)
= lim
d→∞
τ∗√
d
d∑
i=1
cos
[
ki − eAi(t)~c
]
, (3)
which is the standard form for the Peierls substitution [9].
For concreteness, we work in the infinite-dimensional
limit, although the procedure produces an exact solution
in any dimension (since the only effect of dimensionality
is on the shape of the normal state density of states, we
expect the infinite-dimensional results to be very similar
to those in two or higher dimensions; we choose this limit
because it will make for easier comparison with dynam-
ical mean-field calculations in the ordered phase). We
take τ = τ∗/2
√
d and set τ∗ = 1 as the energy unit).
The bandstructure in the absence of a field has a gap of
size Egap = U , with a density of states that is a mirror
image on the A and B sublattices (see Fig. 1). There
is a square-root-like singularity at the upper or lower
band edge for the local density of states on each sub-
lattice. The applied field is chosen to be spatially uni-
form but time dependent, with either a monochromatic
ac field turned on at time t = 0 or an oscillating pulse
shape. The problem can be solved exactly by employing
the Kadanoff-Baym-Keldysh formalism for the contour-
ordered Greens function and using the Trotter formula to
evaluate the relevant 2 × 2 evolution operators for each
coupled momenta k and k+Q with Q = (pi, pi, pi, . . .), as
described in detail in Ref. [10].
The electric field is chosen to lie along the di-
agonal direction and each spatial component satisfies
E(t) = E0 sin(ω0t)θ(t) for the monochromatic ac field
and E(t) = E0 sin(ω0t) exp(−t2/25) for the pulsed field.
In Fig. 2 (a) and (b), we examine the excitation process
in the ac field with ω0 = 1 and ω0 = 3, respectively,
3FIG. 2: (Color online) Time trace for the occupancy in the
upper band as a function of time for an ac field driving of
the CDW insulator with an equilibrium gap equal to U =
1.5 (started initially from T = 0) and two frequencies: (a)
ω0 = 1 (less than the equilibrium gap) and (b) ω0 = 3 (larger
than the equilibrium gap). We take as our measure of the
final occupancy of the upper band the average value of the
occupancy, averaged over one period in the long time limit.
These values are indicated by the dashed lines. The labels
show the amplitude of the field. The red curve in panel (b)
is for E0 = 0.25. The field trace is plotted below each panel.
Note that the time axis is half as long in panel (b).
for a CDW with a gap satisfying U = 1.5. Because an
ac driving field produces a periodic response, we must
determine the average occupancy of the “steady state”
which is shown by the dashed lines in Fig. 2. Both sys-
tems approach this “steady state” relatively quickly, but
in the lower frequency case (panel a), the final density in
the upper band does not have a monotonic dependence
on the driving amplitude.
In Fig. 3 (a) and (b), we show similar plots, but now
for the pulsed case. Here we see quite different behav-
ior. First off, a true steady state occurs, because at long
times there is no field and the system dephases into a
steady population in each band (transfer between bands
can only occur when a field is on). Second, in the lower
frequency case (panel a), one can see the excitation is
dominated by the regions where the field amplitude is
the largest, but the full excitation occurs over an ex-
FIG. 3: (Color online) Excitation in the upper band as a
function of time for the (a) low frequency ω0 = 1 and (b)
high frequency ω0 = 3 pulsed-field cases. The labels in panel
(a) and the legend in panel (b) show the amplitude of the
field, which is plotted for unit amplitude below each panel.
tended period of time, and certainly is not instantaneous.
Third, the excitation is fairly monotonic in time, imply-
ing it is dominated by excitation processes and there is
limited de-excitation. Note the step-like excitation for
low-amplitude fields, which follow precisely the Landau-
Zener picture of tunneling enhanced when the instanta-
neous magnitude of the field is large. In contrast, the
higher frequency case in panel (b), shows very dramatic
de-excitation processes, and the final excitation requires
one to examine the full time dependence of the system.
It cannot be described just by the regions where the field
amplitude is maximal. Instead, the quantum excitation
is primarily determined by the lower field amplitudes
near the start of the pulse, and the rest of the evolu-
tion corresponds to nearly equal excitation followed by
de-excitation.
We now examine spectroscopy for the long-time exci-
tation curves as a function of the driving frequency for
an ac drive (Fig. 4) and for the pulsed field (Fig. 5).
In both cases, when the amplitude is small, the Planck-
Einstein relation holds and no excitation occurs until
the frequency becomes approximately equal to the gap
(there is a small spread due to the finite spread of the
4FIG. 4: (Color online) Upper band occupancy spectra for
fixed amplitude and varying driving frequency with an ac field
drive and the light blue dashed line showing where the equi-
librium gap is.
Fourier transform of the applied electric field, especially
for the pulsed case). As the amplitude is increased, we
see the expected nonlinear effect of a peak forming at
a frequency about one half of the gap size. But as the
amplitude is increased further, the excitation spectra be-
come quite flat in frequency, indicating the crossover to
an amplitude driven excitation, although the curvature
of the bandstructure never allows for a fully flat curve.
Finally, as the amplitude is made even larger, we see
interesting quantum oscillations develop in the spectra,
which become more complex for larger amplitude driving.
This behavior resembles the dynamical behavior shown
by Shirley for two-level systems [11], and the appearance
could be simply a result of the renormalization of the en-
ergies of multiphoton processes and a narrowing of the
peaks with increasing amplitude. But it might also signal
the onset of a new quantum regime related to localized
Wannier-Stark physics that is governed primarily by the
field amplitude and not the driving frequency.
Summary In this work, we have shown the crossover
for how a quantum system is initially excited by
the Planck-Einstein quanta, but then nonlinear effects
change the behavior first into excitations arising from the
nonlinear combination of photons to create high energy
excitations until the excitation is dominated by the am-
plitude of the driving field and shows limited frequency
dependence. At the largest amplitudes, additional quan-
tum oscillations occur, whose origins are likely due to
novel high-field quantum effects. This work opens up a
new field in examining the details behind quantum ex-
citation in strong fields that goes beyond the common
belief that tunneling phenomena are dominated by the
region in time where the field amplitude is the largest.
FIG. 5: (Color online) Excited state spectroscopy for the
pulsed field with the dashed blue line showing the value of
the equilibrium gap. Here, the behavior is similar to Fig. 4,
except the frequencies are less well defined because of the fi-
nite pulse width, which becomes particularly important in the
low-frequency regime, and suppresses the signal there. The
amplitude of each pulse is given by the color-coded labels near
each respective curve.
We clearly see more complex and rich phenomena arises
in this limit.
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