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Abstract
In this paper we generalize the notion of a saturated distinguished sequence associated to
a separable element a ∈ K , over a local field K [J. Number Theory 79 (1999) 217; J. Number
Theory 52 (1995) 98] to the case of an arbitrary Henselian field (K,v). We use these distinguished
sequences to study various arithmetic and metric invariants of a, generalizing some results from
[J. Math. Kyoto Univ. 30 (1990) 207; J. Number Theory 79 (1999) 217; A. Popescu, N. Popescu,
M. Vâjâitu, A. Zacharescu, Chains of metric invariants over p-adic fields, Acta Arith., to appear;
J. Number Theory 52 (1995) 98; Portugal. Math. 54 (1997) 73]. In the process we also obtain some
Ax–Sen type inequalities (see [J. Algebra 15 (1970) 417; Ann. of Math. 90 (1969) 33]).
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1. Introduction
The structure of irreducible polynomials in one variable over a local field K is studied
in [9]. A key role in that investigation is played by the so-called saturated distinguished
chains associated to algebraic elements a over K . In this paper we generalize the
notion of a saturated distinguished chain to the case of an arbitrary Henselian field.
Let (K,v) be a Henselian valued field, (K, v) be a fixed algebraic closure of (K,v)
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A. Popescu et al. / Journal of Algebra 266 (2003) 14–26 15and GK = Gal(K/K) = Gal(Ksep/K) be the Galois group of K over K . Here Ksep is
the maximal separable subextension of K over K . We associate to any element a of
Ksep finite sequences of separable elements: {xs+1 = a, xs, . . . , x2, x1}, x1 ∈ K , which
coincide in the case when (K,v) is a p-adic field [4] with the saturated distinguished
sequences of a, defined in [9]. In Section 2 we introduce some notations and definitions
which will frequently be used throughout the paper. Lemma 2.1 is a generalization
of the corresponding result for p-adic fields obtained in [7] and [9]. In Section 3
we introduce the notion of an ε-generalized distinguished sequence (ε-GD-sequence)
associated to a separable element a ∈ K (Definition 3.2) and to an infinitesimal quantity
ε ∈Gv—the valuation group of (K,v) (Definition 3.1). We associate to a ∈Ksep a matrix
IK(a) over K which is a generalization of the same type instrument used in [6,7,9].
Proposition 3.1 says that our sequences {xs+1 = a, xs, . . . , x2, x1}, are generalizations of
the saturated distinguished chains from [6] and [9]. Proposition 3.2 shows that the metric
invariants δ1, δ2, . . . , δs of a are in fact the main invariants (see [9,10]) for x2, x3, . . . , and
respectively a, where {xs+1, xs, . . . , x2, x1} is an ε-GD-sequence of a. In Definition 3.3
we introduce ε-distinguished pairs, which generalize the distinguished pairs from [9],
and in Proposition 3.3 we prove that any (xi−1, xi) is an ε-distinguished pair for any
ε-GD-sequence {xs+1, xs, . . . , x2, x1} of a ∈ Ksep. Theorem 3.4 and Proposition 3.5
establish some basic arithmetic and metric properties of an ε-GD-sequence. In Section 4
we use the properties of an ε-GD-sequence associated to an element a ∈ Ksep in
order to derive results similar to the Ax–Sen inequality, which was one of the main
ingredients in the construction of Galois theory in Cp (see [3,11,12]). Here Cp denotes
the completion of an algebraic closure Qp of the field Qp of p-adic numbers [4].
Theorem 4.1 provides us with a relation between the diameter of the GK -orbit of a,
given by (a)=min{v(a − σ(a)): a = σ(a), σ ∈GK }, and the main invariant of a,
defined by δ(a) = sup{v(a − x): degK x < degK a}. In Theorem 4.4 we improve on
the inequality from Theorem 4.1 and we obtain a new proof of the Ax–Sen inequality
[4, Proposition 1]. In Section 5 we connect our metric invariants of a ∈ Ksep with the
ramification groups of a (Lemma 5.1, Corollary 5.2). Theorem 5.3 exhibits a relation
between the invariant ω(a) = max{v(a − σ(a)): a = σ(a), σ ∈ GK} and the main
invariant δ(a) of a.
2. Notations, definitions, and general results
Let (K,v) be a Henselian valued field, (K,v) be a fixed algebraic closure of (K,v)
and GK = Gal(K/K) be the Galois group of K over K . Since (K,v) is a Henselian field,
v(σ (x)) = v(x) for any σ ∈ GK and x ∈ K . Let Gv be the valuation group of (K,v),
i.e., v(K∗) =Gv and v(0) =∞. Let Gv be the valuation group of (K,v) and Ĝv be the
smallest totally ordered set which contains the upper bounds of all the upper bounded
subsets of Gv . A subset A of Gv is said to be upper bounded if there exists an element
m ∈Gv such that γ m for all γ ∈A. Here the set Ĝv , which is not a group in general,
may be defined as the set of all pairs (A,B), where A and B are nonempty subsets of Gv
which verify the following conditions:
16 A. Popescu et al. / Journal of Algebra 266 (2003) 14–26(i) A∩B = ∅,
(ii) A∪B =Gv ,
(iii) if x ∈A and y ∈ B , then x < y ,
(iv) if x ∈A and x/ ∈Gv such that x/ < x , then x/ ∈A,
(v) if y ∈ B and y/ ∈Gv such that y/ > y , then y/ ∈B .
We call such a pair (A,B), a (Dedekind) cut of Gv . The binary relation on Ĝv given
by (A,B)  (A/,B/) if and only if A ⊆ A/, is a totally ordered relation. Gv injects in
Ĝv via the mapping x → (Ax,Bx), where Ax = {z ∈Gv, z  x} and Bx = Gv\Ax . We
identify Gv with its image in Ĝv . Note that any upper bounded subset A of Gv has as
upper bound the element (A,B) of Ĝv given by B = {m ∈Gv, x m for all x ∈A} and
A = Gv\B . For a ∈ Ksep and δ ∈ Ĝv we denote BK(a, δ) = {b ∈ Ksep: v(a − b) > δ},
BK [a, δ] = {b ∈ Ksep: v(a − b)  δ}, and consider the integer number DK [a, δ] =
min{degK c: c ∈ BK [a, δ]}. Here degK c is the degree of the element c ∈ Ksep relative
to the field K , i.e., degK c= [K(c) :K].
Definition 2.1. A pair (a, δ) ∈ K × Ĝv is called minimal with respect to K if degK a =
DK [a, δ] (see [2]).
Lemma 2.1. Let (K,v) be a Henselian valued field and let (a, δ) ∈Ksep×Ĝv be a minimal
pair with respect to K . If b is a separable element over K and b ∈BK [a, δ] then degK b is
a multiple of degK a =DK [a, δ].
Proof. Let us remark that if we set δ′ = v(a − b) ∈ Gv then b ∈ BK [a, δ′]. Moreover,
since b ∈ BK [a, δ] one has δ  δ′ and hence (a, δ′) is also a minimal pair. Therefore,
replacing if necessary δ by δ′ we may assume in what follows that δ ∈ Gv . Since GK =
Gal(K/K) acts transitively on the set of balls: BK [a = a1, δ], BK [a2, δ], . . . ,B[an, δ],
where a = a1, a2, . . . , an are all the algebraic conjugates of a (degK a = n), we may restrict
ourselves to one ball, B[a, δ], for instance. Let a = a1, a2, . . . , as be all the conjugates of
a in the ball B[a, δ] and b = b1, b2, . . . , bt be all the conjugates of b in the same ball. We
only need to prove that s divides t . The set H [a, δ] = {σ ∈ GK : v(a − σ(a))  δ} is a
subgroup of GK which only depends on the whole ball B[a, δ] and not on the “center” a.
Therefore, if K[a, δ] = Fix(H [a, δ]) = {x ∈ K: σ(x) = x for any σ ∈ H [a, δ]}, then
H [a, δ] = H [b, δ] and K[a, δ] = K[b, δ]. Since GK(a) = Gal(K/K(a)) ⊂ H [a, δ], the
field K[a, δ] = K[b, δ] is a common subfield of K(a) and of K(b). Hence we may also
assume that K =K(a, δ)=K(b, δ), i.e., s = degK a and t = degK b. We denote by w the
r.t. extension of v to K(X) defined by the minimal pair (a, δ) (see [1,2]). Let us denote
by ϕ the minimal polynomial of a over K and by f the minimal polynomial of b over K .
Since all the roots of ϕ and f are in B[a, δ] one has w(ϕ) = sδ and w(f ) = tδ (see
[1, Theorem 2.1]). Let us now denote by e the smallest natural number such that esδ ∈Gv1 ,
where v1 is the restriction of v to K(a). Let also e/ be the smallest natural number such
that e/tδ ∈Gv1 . If f =
∑m
i=0 Aiϕi , Ai ∈K[X], degK Ai < degK ϕ = s, is the ϕ-expansion
of f then, according to [8], one has: w(f ) = inf{v(Ai(a)) + isδ: i = 0,1, . . . ,m}.
Therefore ew(f ) = etδ ∈ Gv1 and so e/ divides e. Let now h ∈ K[X] be a polynomial
of degK h < degK ϕ such that v(h(a))= esδ. Then w(h) = v(h(a))= esδ. We denote by
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Theorem 2.1 of [1] we know that kw = kv1((ϕe/h(a))∗), where g∗ stands for the image
in kw of an element g ∈ K(X) with w(g)  0. Let w be the r.t. extension of v to K(X)
defined by the same pair (a, δ) (see [1] or [8]) and d ∈K be such that v(d)= δ. We know
that w(X− a)= δ and ((X− a)/d)∗ = u is a transcendental element in kw [1]. Moreover,
kw = kv(u) and (ϕe/h(a))∗ ∈ kw ⊂ kw is a polynomial in u of degree es (see [1,8]). Let
h1 ∈K[X] be a polynomial with degK h1 < degK ϕ such thatw(h1)= v(h1(a))=w(f e/).
Then (f e//h1(a))∗ is a polynomial in u of degree e/t . Since kw = kv1((ϕe/h(a))∗), then
(f e
/
/h1(a))∗ is a polynomial in (ϕe/h(a)), of degree m say. Hence mes = e/t . But e/
divides e. It follows that s divides t and this completes the proof of the lemma. ✷
3. ε-Generalized distinguished sequences
We preserve in the following the notations and the definitions introduced in Section 2.
Let (K,v) be a Henselian valued field. Let a be a fixed separable element of K and
degK a = n. We denote
ω(a)=max{v(a − σ(a)): σ ∈GK =Gal(K/K), a = σ(a)}.
This element ω(a) belongs to Gv and it is greater or equal than any v(x − a) with
x ∈ Ksep and degK x < degK a = n (see Krasner’s lemma [5, 16.8]). We set ti (a) =
sup{v(x − a): x ∈Ksep, degx  i} ∈ Ĝv for any i = 1,2, . . . , n− 1. Take a subsequence
{d1 = 1, d2, . . . , ds} from {1,2, . . . , n − 1} such that t1(a) = · · · = td2−1(a) < td2(a) =· · · = td3−1(a) < td3(a) = · · · = tds−1(a) < tds (a) = · · · = tn−1(a), and set δj = δj (a) =
tdj (a) and dj (a)= dj . Let Si (a) be the set of all the increasing nets {x(i)α }α in Ksep such
that δi−1 < v(x(i)α − a) δi for all α, sup{v(x(i)α − a)}α = δi and degK x(i)α = di(a). We do
this for any i = 1,2, . . . , s. The number di(a)= di is called the ith degree of a. The set
{d1, . . . , ds} is called the set of relative degrees of a. We shall call an element of Si (a) an
i-level approximation net for a, i = 1,2, . . . , s.
Definition 3.1. An element ε = ε(a) ∈ Gv , ε > 0, is called an infinitesimal quantity
of a ∈ Ksep, if for any i ∈ {1,2, . . . , s} there exists no element xi ∈ Ksep such that
degK xi < di(a) and δi − ε < v(xi − a) δi .
Remark 3.1. For any infinitesimal quantity ε of a and for any i ∈ {1,2, . . . , s} there exists
at least one i-level approximation net {x(i)α }α for a, such that δi − ε < v(x(i)α − a) δi and
x
(i)
α ∈Ksep for every α.
From the definition of δi , i = 1,2, . . . , s, it follows that there exists at least one
infinitesimal quantity of a and if ε is such a quantity then any other ε1 ∈Gv with 0 < ε1 < ε
is also an infinitesimal quantity for a. Since any infinitesimal quantity of a is upper
bounded by the element min{δi+1−δi: i = 1,2, . . . , s−1} ∈ Ĝv we can define the absolute
infinitesimal quantity of a,
εˆ(a)= sup{ε(a): ε(a) is an infinitesimal quantity of a} ∈ Ĝv.
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infinitesimal quantity of a if there exists no element xi ∈ Ksep such that degK xi <
di(a) = di and δi − εi < v(xi − a)  δi . We set εˆi = εˆi (a) = sup{εi: εi is an i-level
infinitesimal quantity of a} and call it the i-level absolute infinitesimal quantity of a. It
is easy to see that εˆi ∈ Ĝv and εˆ(a)= min{εˆi: i = 1,2, . . . , s}. We obtain in this way the
following configuration (with invariants) of a:
IK(a)=
(
δ1 δ2 · · · δs
d1 d2 · · · ds
εˆ1 εˆ2 · · · εˆs
)
.
Here δ1 is given by the “distance” from a to K: δ1 = sup{v(a − x): x ∈K}. Note also
that δ1 < δ2 < · · ·< δs  ω(a), d1 = 1 < d2 < · · ·< ds < degK a, and εˆi  δi − δi−1 for
any i = 2, . . . , s. δs = δ(a) is called the main invariant of a [10].
Definition 3.2. Let a be a separable element in K , εˆ1, εˆ2, . . . , εˆs be the absolute
infinitesimal quantities of a, {d1, d2, . . . , ds} the set of relative degrees of a and let ε ∈Gv
with 0 < ε < min{εˆ1, εˆ2, . . . , εˆs}. A set of the form {xs+1 = a, xs, . . . , x2, x1} such that
x1 ∈K , each xi is separable, degK xi = di and δi − ε < v(xi − a) δi for i = 1,2, . . . , s
is called an ε-generalized distinguished sequence (an ε-GD-sequence) of a over K .
Remark 3.2. From the definition of IK(a) and from Definition 3.2 we see that an
ε-GD-sequence {xs+1 = a, xs, . . . , x2, x1} of a can be constructed by taking xj = x(j)α a
j -level approximation element of a with x(j)α ∈ Ksep and δj − ε < v(x(j)α − a)  δj for
j = 1,2, . . . , s. In fact all the ε-GD-sequences of a can be obtained in this way. If (K,v)
is a complete discrete valued field then for sufficiently small ε > 0 the set of all ε-GD-
sequences of a coincides with the set of all saturated distinguished chains of a defined
in [9]. The configuration IK(a) of a is a natural generalization of the matrixDK(a) defined
in [7].
Proposition 3.1. Let a ∈ Ksep, let {εˆ1, εˆ2, . . . , εˆs} be the absolute infinitesimal quan-
tities of a, let 0 < ε < min{εˆ1, εˆ2, . . . , εˆs} and let {xs+1 = a, xs, . . . , x2, x1} be an
ε-GD-sequence of a. Then for any j ∈ {1,2, . . . , s} and any εj < εˆj , (xj , δj − εj ) ∈
Ksep × Ĝv is a minimal pair. Also (xj , v(xj − a)) and (xj , δj − ε) are minimal pairs
for j = 1,2, . . . , s.
Proof. Let us fix a j ∈ {1,2, . . . , s} and an εj < εˆj . We need to show that (xj , δj − εj ) is
a minimal pair. If (xj , δj − εj ) is not a minimal pair then there exists a separable element
y in B[xj , δj − εj ] with degK y < degK xj = dj . Since {xs+1 = a, xs, . . . , x2, x1} is an
ε-GD-sequence of a we know that v(xj − a) > δj − ε. Therefore,
v(y − a)min{v(y − xj ), v(xj − a)}min{δj − εj , δj − ε}> δj − εˆj .
On the other hand, from the definition of εˆj and the inequality degK y < dj it follows
that v(y − a)  δj − εˆj . The contradiction obtained shows that there is no y with the
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immediately by choosing εj = δj − v(xj − a) and respectively εj = ε. ✷
For any x ∈Ksep the main invariant of x is defined by δ(x)= sup{v(x − c): c ∈Ksep,
degK c < degK x} (see [10]).
Proposition 3.2. Let a ∈Ksep, let {εˆ1, εˆ2, . . . , εˆs} be the absolute infinitesimal quantities
of a, let 0 < ε < min{εˆ1, εˆ2, . . . , εˆs} and let {xs+1 = a, xs, . . . , x2, x1} be an ε-GD-
sequence of a over K . Then one has δ(xi)= δi−1 for i = 2,3, . . . , s + 1.
Proof. Since δi−1 = sup{v(a − y): y ∈ Ksep,degK y = di−1}, δ(xi) = sup{v(xi − c):
c ∈ Ksep, degK c < degK xi = di} and di−1 < di , then δ(xi)  δi−1. But v(xi − c) 
min{v(xi − a), v(a − c)} and v(xi − a) δi − ε > δi − εˆi  v(a − c). Hence v(xi − c)=
v(a − c). Therefore v(xi − c) belongs to the above set whose supremum is δi−1. So that
δ(xi) δi−1, i.e., δ(xi)= δi−1. ✷
Definition 3.3. A pair (a, b) of separable elements in K is called ε-distinguished (ε > 0,
ε ∈ Ĝv) if the following conditions are verified:
(i) degK a < degK b,
(ii) v(b− a) > δ(b)− ε,
(iii) if δ(b)− ε < v(a − y), y ∈Ksep, then degK y  degK a.
Note that conditions (ii) and (iii) above imply:
(iv) if y ∈Ksep and degK y < degK a, then v(a − y) < v(b− a).
Remark 3.3. If (a, b) is an ε-distinguished pair for any ε > 0, ε ∈ Ĝv , then (a, b) is
a distinguished pair as defined in [10, p. 74].
Proposition 3.3. Let a ∈Ksep, let {εˆ1, εˆ2, . . . , εˆs} be the absolute infinitesimal quantities
of a, let 0 < ε < min{εˆ1, εˆ2, . . . , εˆs}, and let {xs+1, xs, . . . , x2, x1} be an ε-GD-sequence
of a over K . Then (xi−1, xi) is an ε-distinguished pair for i = 2,3, . . . , s + 1.
Proof. Taking into account the definitions of δ(xi) = δi−1 (see Proposition 3.2) for
i = 2,3, . . . , s + 1, one easily verifies conditions (i)–(iii) from Definition 3.3. The details
of the proof are left to the reader. ✷
Theorem 3.4. Let a ∈ Ksep, let {εˆ1, εˆ2, . . . , εˆs} be the absolute infinitesimal quantities of
a, let 0 < ε < min{εˆ1, εˆ2, . . . , εˆs}, and let {xs+1 = a, xs, . . . , x2, x1} be an ε-GD-sequence
of a over K . Then di = degK xi is a multiple of di−1 = degK xi−1 for i = 2,3, . . . , s + 1.
Proof. Let i be one of the numbers 2,3, . . . , s. Since (xi−1, xi) is an ε-distinguished pair
(Proposition 3.3) we see that xi ∈ B[xi−1, δi−1 − ε]. By Proposition 3.1 and the inequality
ε < εˆi−1 it follows that the pair (xi−1, δi−1−εi−1) is a minimal pair. Applying Lemma 2.1,
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a ∈ B[xs, δs−ε] (see Proposition 3.3 and Definition 3.3) and since (xs, δs−ε) is a minimal
pair, degK a is a multiple of degK xs which completes the proof of the theorem. ✷
We denote by (x) = min{v(x − σ(x)): σ ∈ GK , x = σ(x)}—the “diameter” of the
GK -orbit of an element x of Ksep.
Proposition 3.5. Let {xs+1 = a, xs, . . . , x2, x1} be an ε-GD-sequence of a over K . Then
(xi)min{(xi−1), δ(xi)−ε} for i = 2,3, . . . , s+1. Moreover, if (xi−1) δ(xi)−ε,
then (xi)=(xi−1) for i = 2,3, . . . , s + 1.
Proof. Let σ ∈ GK be such that xi = σ(xi). Then v(σ (xi) − σ(xi−1)) = v(xi −
xi−1) > δ(xi) − ε (Proposition 3.3 and Definition 3.3). But v(xi − σ(xi))  min{v(xi −
xi−1), v(xi−1 − σ(xi−1)), v(σ (xi−1)− σ(xi))} so that (xi) min{(xi−1), δ(xi)− ε}.
Next, if (xi−1)  δ(xi) − ε, it follows that (xi)  (xi−1). Let µ ∈ GK be such
that (xi−1) = v(xi−1 − µ(xi−1))  δ(xi) − ε. Then v(xi − µ(xi))  min{v(xi −
xi−1), v(xi−1 −µ(xi−1)), v(µ(xi−1)−µ(xi))}. But v(xi − xi−1)= v(µ(xi−1)−µ(xi)) >
δ(xi) − ε  (xi−1) (see Proposition 3.5 and Definition 3.3). It follows that v(xi −
µ(xi)) = (xi−1) and that (xi)  (xi−1). In the end we obtain (xi) = (xi−1) if
(xi−1) δ(xi)− ε. ✷
4. Ax–Sen type inequalities
Assume K is perfect. Let a be a separable element of K , a /∈ K . Let K(a) =
(a) = min{v(a − σ(a)):σ ∈ GK,a = σ(a)} be the diameter of the GK -orbit of a and
δ(a)= sup{v(a − c): c ∈Ksep, degK c < degK a} be the main invariant of a.
Theorem 4.1. With the above notations and hypotheses one has the following inequality:
(a) δ(a)+ v(n)/(n− 1), where n= degK a.
Proof. Let f be the monic minimal polynomial of a over K and a = a1, a2, . . . , an be all
the roots of f (in K). Let f / be the formal derivative of f . Then f /(a)= (a − a2)(a −
a3) · · · (a−an) and v(f /(a)) (n−1)(a). Let f /(x)= n(x− c1)(x− c2) · · · (x− cn−1)
be the decomposition of f / in K . Since degK ci < n for i = 1,2, . . . , n − 1, then
v(f /(a)) (n− 1)δ(a)+ v(n). Hence (n− 1)(a) (n− 1)δ(a)+ v(n) and the proof is
over. ✷
We apply this inequality and Proposition 3.5 in order to find an Ax–Sen type
inequality [3].
Theorem 4.2. Let {xs+1 = a, xs, . . . , x2, x1} be an ε-generalized distinguished sequence
of a over K and δ1, δ2, . . . , δs = δ(a), d1 = 1, d2 = degK x2, . . . , ds = degK xs, ds+1 =
degK a, be the corresponding metric invariants of IK(a). Then
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(ii) (a) < v(a − x1)+ sε +∑s+1j=2 v(dj )/(dj − 1), x1 ∈K .
Proof. From Theorem 4.1 we can write:
(a)=(xs+1) δ(a)+ v(ds+1)
ds+1 − 1
and
(xs) δ(xs)+ v(ds)
ds − 1 . (C)
If (xs+1)=(xs), from these two last inequalities we obtain
(a) δ(xs)+ v(ds)
ds − 1 . (A)
If (xs+1) =(xs), from Proposition 3.5 one has (xs) > δ(xs+1)− ε, or δ(xs+1) <
(xs)+ ε. Hence
(a) <(xs)+ ε+ v(ds+1)
ds+1 − 1 (D)
and
(a) < δ(xs)+ ε+ v(ds)
ds − 1 +
v(ds+1)
ds+1 − 1 . (B)
In both cases the inequality (B) holds true. We continue with s − 1. From Theorem 4.1
we can write:
(xs−1) δ(xs−1)+ v(ds−1)
ds−1 − 1 . (F)
If (xs)=(xs−1), from (D) and (F) we obtain
(a) < δ(xs−1)+ ε+ v(ds−1)
ds−1 − 1 +
v(ds+1)
ds+1 − 1 . (E)
If (xs) =(xs−1), from Proposition 3.5 we have (xs−1) > δ(xs)− ε. Hence, from
(B) and (F) we obtain
(a) < δ(xs−1)+ 2ε+ v(ds−1) + v(ds) + v(ds+1) . (G)
ds−1 − 1 ds − 1 ds+1 − 1
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(a) < δ(x2)+ (s − 1)ε+
s+1∑
j=2
v(dj )
dj − 1 . (H)
But δ(x2)= δ1 (see Proposition 3.2) and this proves (i). In order to prove (ii) it is enough
to use the properties of our ε-GD-sequence namely, δ1 − ε < v(a − x1). ✷
Corollary 4.3. With the notations and the hypotheses from Theorem 4.2 we have the
following relations:
(i) (a) v(a − x1)+∑s+1j=2 v(dj )/(dj − 1),
(ii) (a)= sup{v(a − c): c ∈K} if (degK a,p)= 1 or if the characteristic of the residue
field of K is zero.
Proof. From (ii) of Theorem 4.2, by taking ε→ 0 in Ĝv we obtain (i). We always have
(a) sup{v(a− c): c ∈K}. If (degK a,p)= 1 or if the characteristic of the residue field
of K is zero, then v(dj ) = 0 for j = 2,3, . . . , s + 1 and we obtain (a)  v(a − x1) 
sup{v(a − c): c ∈K}, which proves (ii). ✷
From (i) we see that in case the characteristic of the residue field of K is p = 0 then
(a) v(a − x1)+ v(p)c(p)
for some positive constant which depends on p only. The constant c(p) which is produced
by (i) is not as good as the Ax–Sen constant p/(p − 1)2 provided by Proposition 1 of [3].
In order to obtain the Ax–Sen constant, we generalize the above Theorem 4.1.
Theorem 4.4. With the notations and hypotheses from Theorem 4.1 one has the following
inequality:
(a) δ(a)+ v(C
k
n)
n− k ,
where n= degK a and k ∈ {1,2, . . . , n− 1}. Here Ckn = (n(n− 1) · · · (n− k + 1))/k!.
Proof. Let f be the monic minimal polynomial of a over K and a = a1, a2, . . . , an be all
the roots of f in K . Let k ∈ {1,2, . . . , n− 1} and f (k) be the kth derivative of f . Then
f (k)(a)= k!
∑
(a − a2) · · · ̂
(
a − ai2
) · · · ̂(a − ai3) · · · ̂(a − aik) · · · (a − an),
where the summation is over 1 = i1 < i2 < · · · < ik  n and the symbol “^” on top
of a factor means that this factor is missing from the corresponding product. Hence
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(x − c2) · · · (x − cn−k) be the decomposition of f (k) in K . Since degK ci < n for
i = 1,2, . . . , n− 1, then
v
(
f (k)(a)
)
 v
(
n(n− 1) · · · (n− k + 1))+ (n− k)δ(a)
and the inequality from the statement of the theorem follows easily. ✷
Remark 4.1. (a) If in the inequality from Theorem 4.4 we put k = 1 then we obtain the
statement of Theorem 4.1.
(b) If n = pt and if we put k = pt−1 in the above inequality we obtain (a) 
δ(a)+ v(p)/(pt − pt−1), since in this case the exponent of p in Ckn is exactly 1.
(c) If n= ptm, with (m,p) = 1,m > 1 and p is the characteristic of kv , we may take
k = pt and the inequality becomes (a) δ(a), since the exponent of p in Ckn is 0.
(d) If we define for any positive integer n, ρ(n)= 1 if n is a power of p and ρ(n)= 0 if
n is not a power of p, then we may write the above statements (b) and (c) together in the
form
(a) δ(a)+ v(p)ρ(degK a)
(1− 1/p)degK a
.
(e) Using the above inequality instead of Theorem 4.1 in the proof of Theorem 4.2 and
Corollary 4.3 we obtain
(a) v(a − x1)+ v(p)
s+1∑
j=2
ρ(dj )
(1− 1/p)dj .
Since ρ(dj )= 0 unless dj = pt for some t , and since there is at most one value of j for
which dj = pt for any given t , we conclude that
(a) v(a − x1)+ v(p)
∞∑
i=1
1
pi − pi−1 ,
where x1 ∈K , which gives Proposition 1 of Ax [3]. The sum ∑∞i=1 1/(pi − pi−1) equals
the Ax–Sen constant p/(p− 1)2.
5. Ramification and metric invariants
Let (K,v) be a Henselian perfect field with valuation group Gv and the residue field kv .
Let a be a separable element of K and let
δ(a)= sup{v(a − c): c ∈Ksep, degK c < degK a} ∈ Ĝv
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G
(
a, δ(a)
)= {σ ∈GK =Gal(K/K): v(σ(a)− a)> δ(a)}
and
GV (a)=
{
σ ∈GK : v
(
σ(x)− x)> v(x) for any x ∈K(a)∗}
be the large ramification group of K(a) (see [13, p. 75]).
Lemma 5.1. For any separable element a of K\K one has G(a, δ(a))⊆GV (a).
Proof. Let x ∈K(a), x = 0. Then x = f (a), where f (X) ∈K[X] and degf < degK a =
[K(a) :K]. Let f (X) = b(X − c1) · · · (X − ct ) be the decomposition of f in K . For any
σ ∈G(a, δ(a)) one has:
f (σ(a))
f (a)
=
t∏
i=1
(
1+ σ(a)− a
a − ci
)
.
Since degK ci < degK a, then v(a − ci)  δ(a). Hence v(σ (a) − a) > v(a − ci) for
i = 1,2, . . . , t , so
v
(
f (σ(a))
f (a)
− 1
)
> 0.
Thus σ ∈GV (a) as claimed. ✷
Corollary 5.2. Assume K(a) is normal over K . Let K(a, δ(a)) = Fix(G(a, δ(a))) =
{y ∈ Ksep: σ(y) = y for any σ ∈G(a, δ(a))}. Then K(a, δ(a)) ⊆ K(a). If the char-
acteristic of kv is 0 then K(a) = K(a, δ(a)). If the characteristic of kv is p = 0 then
[K(a) :K(a, δ(a))]= ph for some nonnegative integer h.
Proof. Let GK(a) = {σ ∈ GK : σ(a) = a} and KV (a) = Fix(GV (a)). Since GK(a) ⊂
G(a, δ(a))⊂GV ⊂G, then by Galois theory one has: K ⊂KV (a)⊂K(a, δ(a))⊂K(a).
We know that [K(a) :KV (a)] = pu if p = charkv (or 1 if charkv = 0) (see [13, p. 77,
Theorem 24]). Hence [K(a) :K(a, δ(a))] is a power of p if charkv = p. If charkv = 0,
one has KV (a)=K(a, δ(a))=K(a). ✷
Recall that ωK(a) = ω(a) = max{v(a − σ(a)): σ ∈ GK , σ(a) = a}. We denote by
q = q(a) the number of conjugates σ(a) of a over K for which v(σ (a)− a) ω(a).
Theorem 5.3. For any a ∈Ksep\K one has:
ω(a) δ(a)+ v(q(a))
q(a)− 1 .
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δ(a) = ω(a) the proof is over. Let us assume that ω(a) > δ(a). Let a = a1, a2, . . . , aq
be all the conjugates of a such that v(a − ai)  ω(a). It is clear that q  2. Let
us denote by G[a,ω(a)] = {σ ∈ GK : v(a − σ(a))  ω(a)} and consider the field
L = Fix(G[a,ω(a)]) = {y ∈ Ksep: σ(y) = y for all σ ∈ G[a,ω(a)]}. One has L ⊂
K(a) and a1, . . . , aq are all the conjugates of a over L. Let h ∈ L[X] be the monic
minimal polynomial of a over L. Let c1, . . . , cq−1 be all the roots of its derivative, h/.
Since degK ci < degK a for i = 1,2, . . . , q − 1, then v(a − ci)  δ(a). But v(h/(a)) =
(q − 1)ω(a) since v(a − ai) = ω(a) for i = 2,3, . . . , q and v(h/(a)) = v(q) +∑q−1
i=1 v(a − ci)  v(q) + (q − 1)δ(a). Therefore ω(a)  δ(a) + v(q)/(q − 1) and the
theorem is proved. ✷
Remark 5.1. If charkv = 0 then v(q)= 0 and we obtain in this case ω(a)= δ(a).
Remark 5.2. If in the proof of Theorem 5.3 we replace h/ by the kth derivative of h/
(k ∈ {1,2, . . . , q − 1}) we obtain the inequality
ω(a) δ(a)+ v(C
k
q )
q − k .
If charkv = p and q = pl, then by choosing k = pl−1 one obtains
ω(a) δ(a)+ v(p)
pl − pl−1 .
We end with the following
Proposition 5.4. Let a be a separable element in K\K , let {εˆ1, εˆ2, . . . , εˆs} be the absolute
infinitesimal quantities of a, let 0 < ε < min{εˆ1, εˆ2, . . . , εˆs} and let {xs+1 = a, xs, . . . , x1}
be an ε-GD-sequence for a. If the characteristic of kv is 0 or if (degK a,p) = 1, when
p = charkv , then one has a tower of fields: K =K(x1)⊂K(x2)⊂ · · · ⊂K(xs+1)=K(a).
Proof. From Proposition 3.3, Definition 3.3(ii), Definition 3.2, and Proposition 3.2 one
can easily see that G(xi, δ(xi)) ⊂ G(xi−1, δ(xi−1)) for i = 2,3, . . . , s + 1. Since the
degrees of K(xi) over K divide the degree of a over K , they are prime to p = charkv .
Therefore, K(xi) = Fix(G(xi, δ(xi))) for i = 2,3, . . . , s + 1, from which we get the
required inclusions K =K(x1)⊂K(x2)⊂ · · · ⊂K(xs+1)=K(a). ✷
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