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の特定の固有値  \lambda_{i} とその大きさの順位まで込めて,厳密に評価する方法の構築である.式(1) におい
て  x\in \mathbb{R} は非ゼロベクトルとし,  A を  n\cross n の実対称行列,  B を  n\cross n の実対称正定値行列とする.
式(1) の固有値は  \lambda_{1}\leq\lambda_{2}\leq. . .  \lambda .。の順に並んでいるとする.
我々は,Lehman‐Goeriscll の方法とブロック LDL 分解を用いたシルベスターの慣性律に基づ  \langle 方
法を用いて,大規模な疎行列に適用可能な高速かつ高精度な手法を構築する.











模でかつ  B が悪条件 (計算途中に混入する微小な丸め誤差に対して計算の誤差が増大する問題) でな
い密行列であれば,十分実用的である.しかしながら,実際の応用上,全ての固有値や固有ベクトル
に対する厳密な評価は必要な  \langle , 優越固有値 (絶対値が最大の固有値) や,特定の固有値の厳密な評
価とその大きさの順位を厳密に得られれば十分である.例えば,有限要素法を利用して非線形微分方





多  \langle , Oisí]i らの方法のように全ての固有値の厳密な評価を行うには莫大な計算コストが必要である.
実際の問題では特定の固有値のみを算出すれば十分であり,現れる問題のほとんどは疎行列 (成分の
ほとんどが零である行列) である.Oislli らの方法は逆行列を経由するため疎行列には適用できない.
ここで,疎行列にも対応可能で特定の固有値への評価方法として,Yalllalloto の方法 [3] がある.原





法の構築を行う.アイディアとしては,Yalllaı110toの方法 [3] に使用されるシルベスターの慣性律 [3]
を用いて,特定の近似固有値の順位と粗い評価を得て , さらにLelnuan‐Goeı iscll の定理 [4] を適用
し,特定の固有値が包含されたシャープな区間を得るというものである.Lehnlan‐Goeı iscll の定理
は,Kato の固有値評価の理論 [6] を拡張したもので,  \lambda_{i} の粗い評価から 少ない計算量でシャープな
評価を得る定理である.我々は,Ya.lllallloto の方法 [3] から  Leh_{111a1111}‐Goeriscllの定理に必要となる
 \lambda_{i} の粗い評価を得て、ロバストかつ効率的な固有値の計算手法の確立する.具体的なステップは次の
通りであり,次章から具体的な手法と手順を説明する.
1.  B の最小固有値の下限を高速に評価
2.  Ya_{-}nla_{\ovalbox{\tt\small REJECT}}nloto の方法 [3] を基に近似固有値  \overline{\lambda} の近傍にある真の固有値の粗い評価と大きさの順位
を得る.
3. Stepl と2の事前情報を基に,  Le_{\ovalbox{\tt\small REJECT}}h{\imath} na1111‐Goerisch [4] の定理から真の固有値を含むシャープな
区間を得る.
2 実対称行列の最小固有値に対する高速評価法
本章において我々は式 (1) の  B の最小固有値の下限を評価 (粗い評価を許容) する方法を提案す




準備  \Gamma は浮動小数点数の集合で,  \mathbb{F}\subset \mathbb{R} である.IEEE754規格の倍精度浮動小数点演算の場合,仮
数部の相対精度は  2^{-.)}=「  :{\} 1.Ĩ  \cross 10^{1()} である [5]. これを  u と定義する.  fl_{\ovalbox{\tt\small REJECT}}(\cdot) は括弧内の演算を浮動小
数点演算で評価することを意味し,  a,  b\in \mathbb{F} について,  \circ\in\{+, -, *, /\} とすると,
fl  (a ob)=(1+\in)(a\circ b)_{:}  |\varepsilon_{1}|\leq u.
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 0\leq a\in \mathbb{F} について,
fl (而)  =\sqrt{a}(1+\mathcal{E}_{1}) ,  |\varepsilon_{2}|\leq u.
コレスキー分解 浮動小数点演算によるコレスキー分解1は,実対称行列の最小固有値を評価する上
で重要な役割を果たす.コレスキー分解にはい  \langle つかのバリエーションがあり、その大部分は以下の







 r_{jj}=(b_{jj}- \sum_{=\wedge]}^{j.-1}r_{j\ovalbox{\tt\small REJECT}}^{\frac{}
{k})]/}\underline{.J}
elld
先行研究  B の最小固有値の下限を評価する方法として,  R_{-U111)} の方法 [8] がある.  B の近似最小
固有値  \overline{\lambda}_{B} を計算し,ある微小な数 Ú  <\tau\ll 1 より  \hat{\lambda}_{B}  :=(1-\tau)\overline{\lambda}_{B} のようにコレスキー分解が数
値的に破綻することを防ぐために  \overline{\lambda}_{B} より少し小さ  \langle 設定する.  \overline{B}  :=B-\hat{\lambda}_{B}I のコレスキー分解を
 \tilde{R}:=cho1(\overline{B}) とし,  E:=\overline{R}^{T}\overline{R}-\overline{B} , つまりコレスキー分解の後退誤差を Eı と定義し  \Vert E\Vert_{2} の上界
を  e\in \mathbb{F} とすると,
 \lambda_{1ni_{1^{-}1}}(B)\geq\hat{\lambda}_{B}-e=:\beta
 \beta は  B の最小固有値の下限である.適切な  \hat{\lambda}_{B} を選ぶ必要があるため,試行計算を繰り返すと結果
的に計算量が増大してしまう.そこで,粗い評価を許容し高速でロバス  \vdash ネスな (適切なパラメータ
を探索して試行することを繰り返さない) 手法を提案する.具体的には,コレスキー分解の破綻を防
ぐためのシフト [8] を適用し,Runlp‐Ogita の定理 [9] を用いる.
定理2.1 (定理1 [8]).  B\in \mathbb{F}^{n\cross\cdot n}\cdot,  B=B^{r} とし,  (n+1)(7?+3)u<1 を満たすと仮定する.
 shif \cdot t_{\ovalbox{\tt\small REJECT}}(B):=c_{n}u\cdot\prime 1_{1}
^{\backslash }\cdot ace(B)_{:}c_{71}=\frac{7b+2}{1-(n+1)(n+3)u}
と定義し,対角シフ  \vdash 量を  \delta:=shift(B) と置  \langle.  B が正定値であれば,  \overline{B}  :=fl(B+\delta I) の Cllolesky
分解は成功する.
1疎行列に対してコレスキー分解を適用すると fill‐in(非零要素) が発生するため,最小次数法などの手法を基に行列の行と
列を並べ替えることで,分解で得られる行列の非零要素の量を減らし,それによ   1\cdot) 計算時間やストレージコストを減らすこと
が可能.
2例え Matlab では chol, LAPACK では xPOTRF  \overline{t^{\backslash ^{\backslash }}}サポートされている.
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定理2.2 (定理2.3 [9]).  B\in \mathbb{F}^{n\cross n} は実対称行列で,Ójj は  B の対角成分とする.廠を   \varphi_{k}:=\frac{\lambda^{\wedge}u}{1-2\wedge\cdot u}
と定義し,オーバーフローやアンダフローが起きないと仮定すると,
1.   \lambda_{mi_{11}}(B)\geq\sum_{\dot{f}=1}^{\mathfrak{n}}\varphi j+]b_{jj} ならば c.hol (B) は成功する.
2.   \lambda_{1ni}\Pi(B)<-\sum_{j=1}^{n}\dot\circj+1砺ならば: cbol (B) は負の数の平方根が現れ途中で失敗する.
2の反対を考えると,  c1_{1}o1(B) が成功したら   \lambda_{1ni_{11}}.(B)\geq-\sum_{/=}^{-n} ]  \varphi j+ ]  bjj となることがわかる. こ
れら2点を用いてロバストで高速な手法を提案する.
提案手法  B の近似最小固有値  \overline{\lambda}_{B} を計算し,  \overline{B}  :=B-\overline{\lambda}_{B}I とするが,  \overline{B} はほとんど  si_{11}gula.  1^{\cdot} である.
コレスキー分解の破綻を防ぐために定理2.1より  \overline{B}_{\delta^{-}}  :=fl(\overline{B}+\delta I),  \delta  := shift  (\overline{B}) とする.  c\cdot 1_{J}o1(\overline{B}_{\delta})
が成功すれば,定理2.2より
  \lambda_{1ni_{11}}(\overline{B}_{\delta})\geq-\sum_{j=1}^{n}\cdot b
であるから,
  \lambda_{111}i_{11}(B)\geq\overline{\lambda}_{B}-\delta-f^{=1}\sum_{Y^{\tau}j+
1}^{れ}\ovalbox{\tt\small REJECT}\prime b_{\delta jj}-c_{I}u-c_{\underline{9}}u=
:\beta'
 \beta' は最小固有値の下限.ただし,  c_{1}  :=11a_{\ovalbox{\tt\small REJECT}}x_{1}\leq?\leq n(|\tilde{b}_{i\dot{\uparrow}}
+\delta|) ,  c_{2}  :=11a.x ]  \leq i\leq n.(|b_{ii}-\lambda|) . 計算量は,
コレスキー分解1回のみのロバストな手法である  :\{.
数値実験 提案手法と  R_{U11}p の方法 [8] を精度の観点から比較するために,次のテスト行列   B\in
 \mathbb{F}^{r\iota\cross n}[10] を用いる.
 B_{ij}  = nlin  (n-i+1, n-j+1)_{\dot{r}}  i=1,  n
  \lambda_{1\mathfrak{n}i_{11}}(B) = \frac{1}{2}[1-\cos\frac{(2J/x-1)\pi}{2n+1}]
^{-{\imath}}
 n を大き  \langle すると  2n-1=2n+1 なので最小固有値は0.25に収束する.  n のサイズを64から8192
まで変化させ,それぞれの場合で得られた最小固有値の下限を表1に示す.
Rump の手法 [8] を適用するには、適切な  \varepsilon を見つけるために多  \langle の試行が必要であった.例えば,
 r\iota=8192 の場合,12回の試行を行った結果である.一方,提案手法は1回で完了することができた.
ただし,表1の通り  n が大き  \langle なるにつれて R.ulnp の手法より精度が少し悪  \langle なる傾向がある.




本章では,式 (1) の特定の固有値  \lambda_{i} とその大きさの順位まで込めて,厳密に評価する方法 [3] を解
説する.本手法はブロック LDL 分解を用いたシルベスターの慣性律と誤差評価に基づ  \langle 方法である.
  A\in  R^{71\cross n}\backslash A=A^{T} のブロック LDL 分解4はブロック対角行列  D\in \mathbb{R}^{n\cross n} と対角成分が1の下三
角行列  L\in \mathbb{R}^{71\cross\prime 7} . に分解される.
定理3.1. 任意の実対称行列  A\in \mathbb{R}^{n\cross n} . がブロック対角行列  D\in \mathbb{R}^{n.\cross n} と下三角行列  L\in \mathbb{R}^{n\cross n} に
よって,  A=LDL^{T} と表される.この時,  A と  D の固有値のうち負の個数は一致する.
本定理を計算機上で厳密に評価する (粗い評価を許容) ためには,LDL 分解の丸め誤差を考慮する
必要があり,次の計算ステップとなる :  A\in \mathbb{F}^{n\cross n} の ‐i 番目の固有値  \lambda_{i} の近似固有値  \overline{\lambda} の近傍の3つ
の近似固有値を算出 (Matlab では eigs (  A ,  B , 3 ,  \tilde{\lambda} )). 隣の近似固有値までの距離の半分をそれぞれ
 \delta_{1:}\delta_{2}(\delta_{1}<\delta_{2}) とする.
1. 正の定数  \delta_{1},  \delta_{2} によって,
 Y_{1} := A-\delta_{1}B
 Y_{9,\sim} := A-\delta_{2}B
のそれぞれにブロックLDL 分解を適用し,  y_{1}=L_{1}D_{1}L_{1}^{T},  Y_{2}\approx L_{\underline{9}}D_{2}L_{2}^{T} とする.
2.  \epsilon_{1\backslash }\epsilon_{2} を厳密な上限を計算する.ただし,  \lambda_{B} は  B の最小固有値の下限とする (詳細は2章を参
照のこと) .
  \epsilon_{1} :=\frac{1}{\lambda_{B}}\Vert A-(\overline{\lambda}-\delta])B-
L_{1}D_{1}L_{1}^{T}-\Vert_{x} (2)
  \epsilon_{2}:=\frac{1}{\lambda_{B}}\Vert A-(\overline{\lambda}+\delta_{2})B-L_
{\sim})D_{\underline{0}}L_{9,\sim}^{T}\Vert_{=} (3)
4Matlab では ldl でサポートされている.コレスキー分解と同様に疎行列に適用すると創l‐in が発生するが,行列の非零
要素の量を減らす手法 (例えば,[11]) を選択可能
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3.  D_{1} が  i-1 個,  D_{2} が  i+r の負の要素を持つとすると,  \lambda_{i} から  \lambda_{i+r} までが以下の区間に存在




本章では,式 (1) のある特定の固有値が包含されたシャープな区間を得ることができる  Leh_{ll1}a_{-1]-}
 G_{oe1^{-}}isc:h の定理を解説する.式(1) のある近似固有対を  (\overline{\lambda}_{:_{-}}\overline{u}) とし,開区間  (\rho..\sigma) は  i 番目の固有値
 \lambda_{i} 以外含まないとする.事前情報  \rho_{\dot{\ovalbox{\tt\small REJECT}}}\sigma\in \mathbb{R} は3章の手法で得られているものとする.また,  B の最
小固有値の下限は2章の手法で得られているものとする.
定理4.1 (Goerisch [4] , 1990).  A\in \mathbb{R}^{n\cross n} と  B\in \mathbb{R}^{71.\cross n} は  A=A^{T}.' B=B^{T} :  B とし,  B は正定
値とする.  B の最小固有値の下限を  c>0 とする.
1. む  \approx B^{-1}A蕊,つまり連立一次方程式  B\tau!=A\~{u} の  f^{1} について計算し,近似解をでとする.
2.  A_{0_{:}}A_{1},  A_{\underline{0}} : â,  \hat{b} をそれぞれ次のように定義する.
 A_{(J} := (\~{u}'1^{\cdot}B_{\overline{1l}})
 A_{1}  := (蕊丁  A_{\overline{t\iota}} )
 A_{2}  :=  ( \~{u}^{T}A_{\overline{1^{1}}}.-\tau^{-T}(B\overline{v}-Au)+\frac{1}{c}
(B_{1\grave{.}}^{-}-A)^{T} (  B_{1^{\backslash }}^{-}1 ‐  Aの)
â  :=  A_{]}-\sigma A_{()}
 \hat{b} := A_{2}-2\sigma A_{1}+\sigma^{2}A_{()}
3.   \mu:=\frac{o}{b}<0 について,   \sigma+\frac{\perp}{\mu}<\lambda_{i}.
定理4.1を  -Ax=Bx,  \sigma=-\rho として適用すれば  \lambda , の上限が得られる.
4.1 数値実験
本章では,提案手法をテスト行列に適用し,式(1) の固有値  \lambda_{i}(i=1\ldots n) に対して得られた数値
解よりその大きさの順位を込めて,厳密な評価を行い,有用性を検証する.計算環境は.下記の通り
である.
CPU: Intel Coı  e i7,  2GHz,  2Core
OS : hIac OS X vel.sion 10.13
Softwaı  e:I\backslash IATLAB R  2017a
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表2: テスト行列 (4) , (5) の各固有値の厳密評価
まず,  8\cross 8 のテスト区間行列 [4] に対して検証を行う.  B はヒルベルト行列であり,cond  (B)\simeq
1.52571  0^{} である.数値実験結果を表2に示す.
 A = (a_{?}\cdot i)_{i=}]\ldots.s=1_{\dot{c}} a_{ij}=0 (4)
 B = [b_{ij}]_{i.j=}] \ldots.s=[\frac{1}{i+j-1}-10^{-1^{\ovalbox{\tt\small 
REJECT}}.4_{:}}\frac{1}{i+j-1}+10^{-],{\}}] (5)
次に,10  \cross Î0のテス  \vdash 行列 [4] に対して検証を行う.  B はヒルベルト行列であ  1\ovalbox{\tt\small REJECT} , cond  (B)\approx 1.6027\cdot 10^{]:;}
である.数値実験結果を表3に示す.
 A= (15 -.4-46. -.461. -.411. -411^{\cdot} -46^{\cdot} -45) (6)
 B=(b_{ij})=  ( \frac{l}{i+\dot{j}-1})_{i.j=1\ldots.11).)}  l  :=232792560_{\wedge}. (7)








1.  B の最小固有値の下限を高速に算出する方法を提案
2. 山本の定理 [3] より,近似固有値  \overline{\lambda} の近傍にある真の固有値の粗い評価と大きさの順位を得る.
3. 得られた粗い評価に対して,Lelnnaıln‐Goeriscll の定理 [4] を適用.
数値実験例では.条件数が大きい問題に対しても,真の固有値を含む区間を得ることができたため,十
分に実用的な計算手法であると期待できる.今回はある一つの  \lambda_{i} に対しての評価を実施したが,与
えられた近似固有値  \overline{\lambda} に対してその近傍にある複数個のそれぞれの真の固有値を含む区間とその大き
さの順位を厳密に評価する方法を確立させたいと考えている.
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