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Abstract
A classic result from the 1960s states that the asymptotic growth of the free spectrum of a finite group G is sub-log-exponential
if and only if G is nilpotent. Thus a monoid M is sub-log-exponential implies M ∈ Gnil, the pseudovariety of semigroups with
nilpotent subgroups. Unfortunately, little more is known about the boundary between the sub-log-exponential and log-exponential
monoids.
The pseudovariety EDA consists of those finite semigroups satisfying (xω yω)ω(yωxω)ω(xω yω)ω ≈ (xω yω)ω. Here it is
shown that a monoid M is sub-log-exponential implies M ∈ EDA. A quick application: a regular sub-log-exponential monoid is
orthodox. It is conjectured that a finite monoidM is sub-log-exponential if and only if it is Gnil ∩EDA, the finite monoids in EDA
having nilpotent subgroups. The forward direction of the conjecture is proved; moreover, the conjecture is proved for S1 when S is
completely (0)-simple. In particular, the six-element Brandt monoid B12 (the Perkins semigroup) is sub-log-exponential.
c© 2007 Elsevier B.V. All rights reserved.
MSC: 20M05; 05C20; 05A16; 06A11
1. Introduction
Let S be a non-trivial semigroup and let S denote the underlying set of S. In this paper all semigroups will
be assumed to be finite. Let w = xi1 . . . xi j be a finite word in the alphabet {x1, . . . , xn, . . .} and let Var(w)
denote the variables actually occurring in w. If Var(w) ⊆ {x1, . . . , xn}, then w = xi1 . . . xi j determines a function
wS : Sn → S as follows: each evaluation e : {x1, . . . , xn} → S determines a value e(w) ∈ S and thereby determines
wS(e(x1), . . . , e(xn)). Two words u, v are equivalent over S (denoted u ≈ v, with S suppressed) if for some positive
integer n, we have Var(u) ∪Var(v) ⊆ {x1, . . . , xn} and u and v determine the same function from Sn → S. Note that
for a monoid that is not a group, the equivalence of two words u and v implies Var(u) = Var(v).
For n = 1, 2, . . . , let f Sn = |{wS|Var(w) ⊆ {x1, . . . , xn}}|. Note that f Sn ≤ |S ||S|n , the latter being the number
of n-ary functions from S to itself, and that f Sn is the cardinality of FS(n), the n-generated free semigroup in V (S),
the variety generated by S. Let ( f Sn ) be the infinite sequence thereby determined, the so-called free spectrum of S. A
monoidM is a semigroup with identity.1
E-mail address: swseif01@louisville.edu.
1 Note that if M is a finite monoid treated as an algebra of type (2, 0), then its free spectrum differs by at most one in each entry from the free
spectrum of the same monoid treated as type (2).
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A non-trivial finite monoid M has a non-trivial semilattice or group homomorphic image, from which it follows
that fMn ≥ 2n−1. Thus it is convenient to classify finite monoids by taking the logarithm of free spectra. In this paper
“log” refers to the base-two logarithm. If (an) is a sequence, the asymptotic class of (an) will be denoted O(an).
The free spectrum ( f Sn ), or just S itself, is said to be log-exponential if there exists a positive real number c such
that f Sn ≥ 22cn for all n high enough. S is log-exponential if and only if there exists a positive real number d such that
for all n high enough, f Sdn ≥ |S||S|
n
: log-exponential free spectra are in this sense “as large as possible”. Otherwise, S
is sub-log-exponential.
A pseudovariety of finite semigroups is a class of finite semigroups closed under subsemigroups, homomorphic
images and finite products. For more information concerning pseudovarieties and pseudoidentities, see [1]. For a finite
semigroup S, let PS(S) denote the pseudovariety generated by S.
Lemma 1.1. Let A and B be finite semigroups.
1. If A ∈ PS(B), then for all n ∈ N we have f An ≤ f Bn .
2. If A and B are finite semigroups, then for all n ∈ N we have f A×Bn ≤ f An f Bn .
Proof. Let u and v be words. For the first part of the lemma, observe that B |H u ≈ v implies A |H u ≈ v. For the
second part of the lemma, observe that A× B |H u ≈ v if and only if A |H u ≈ v and B |H u ≈ v. 
The observation below follows from Lemma 1.1.
Observation 1. 1. Let S be a finite semigroup. If PS(S) contains a log-exponential semigroup, then S is itself log-
exponential.
2. For any pseudovariety of finite semigroups PS and any family F of increasing functions N→ N satisfying
f, g ∈ F ⇒ (∃h ∈ F) f + g ∈ O(h),
the class of semigroups {S ∈ PS : (∃g ∈ F) log( f Sn ) ∈ O(g)} is a subpseudovariety of PS.
For example, if F is a singleton set consisting of n (the identity function of N), then the pseudovariety associated
with F consists of the log-linear semigroups, those semigroups for which there exists a positive real c such that for
all n high enough f Sn ≤ 2cn .
The results and proofs here concern semigroups and monoids, but the definitions, lemma, and observation above
apply to general algebras. For definitions and basic results on varieties of algebras, V -free algebras, and free
spectra, [2] is a good reference. Also see [9, Chapter 13] and [11].
It is well-known and non-trivial [18,7] that a finite group G is sub-log-exponential if and only if it is nilpotent, and
moreover that G has nilpotency index k if and only if O(log( f Gn )) = O(nk). If G is a finite group, then for all g ∈ G,
we have g−1 = g|G|−1; hence, the growth of free spectra of a finite group is that of its semigroup reduct. It follows
that a finite monoid M is sub-log-exponential implies M ∈ Gnil, where Gnil is the pseudovariety of semigroups with
nilpotent subgroups. Unfortunately, little more is known about the boundary line between sub-log-exponential and
log-exponential monoids.
The free spectrum of an algebra A is log-polynomial if there exists a positive integer k such that O(log f An ) =
O(nk) and is said to be small if there exists a positive integer k such that log f An ∈ O(nk). Notice that by [18,7],
for a group, the three notions – log-exponential, log-polynomial, small – coincide. This is not the case for monoids:
for a three-element non-commutative monoid M, we have fMn = O(n log n). More important, it is not known if all
sub-log-exponential monoids are small.
Log-linear semigroups were completely described in [3]. It can be shown directly that a non-trivial commutative
finite monoid M is log-linear, and if M is not commutative, then n log n ∈ O(log fMn ). J. Wood and the author [22]
show that certain non-commutative finite band monoids have free spectra that represent hitherto unknown log-
asymptotic classes of free spectra of sub-log-exponential monoids, thereby answering in the negative Problem 7.1
of the notes from the workshop A Course in Tame Congruence Theory [13]. Problem 7.1 may have been motivated
by [11], where K.A. Kearnes shows that to each finite algebra A can be associated (in a non-obvious way) a finite
monoid Tw(A), the so-called twin monoid of A, a monoid of transformations of A. In [11] it is shown that there
exists a positive integer d such that f Tw(A)n ≤ f Adn , from which it follows that Tw(A) is log-exponential (small)
implies A is also log-exponential (small). While the classification of asymptotic classes of free spectra of monoids is
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certainly interesting in its own right, Kearnes’s results indicate that such a classification has the potential to contribute
significantly to an understanding of sub-log-exponential and small algebras.2
Let S be a finite semigroup with element s ∈ S. The subsemigroup of S generated by s contains a unique
idempotent, denoted sω. Note that every finite semigroup satisfies the pseudoidentity xω ≈ (xω)2. A main purpose of
this paper is to propose that the sub-log-exponential finite monoids are precisely the monoids in Gnil ∩ EDA, where
EDA is the pseudovariety of semigroups satisfying the pseudoidentity (xωyω)ω(yωxω)ω(xωyω)ω ≈ (xωyω)ω. A list
of conditions that are equivalent to membership in EDA is given in Section 2.2. Also, see [4] for more on EDA and
its role in finite semigroup theory.
Conjecture 1. A finite monoid M is sub-log-exponential if and only if M ∈ Gnil ∩ EDA.
In Section 2 the forward direction of Conjecture 1 is proved. Observe that B12 is contained in Gnil ∩ EDA. In
Section 3, a main obstacle to the proof of Conjecture 1 is removed: the difficult monoid B12 is shown to be sub-log-
exponential, as are all monoids of the form S1 where S is completely (0)-simple and S ∈ Gnil ∩ EDA.
2. EDA result
Theorem 2.1 follows from two results. The first result, Proposition 2.7 (which further develops a construction
of C. Szabo and the author [21]), states that if M is a non-orthodox completely (0)-simple semigroup, then M1 is
log-exponential. The second is Theorem 2.6, a classic semigroup result pointed out to the author by Peter R. Jones;
Theorem 2.6 extends Proposition 2.7 to the general statement concerning finite monoids given in Theorem 2.1.
Theorem 2.1. A sub-log-exponential monoid is contained in the pseudovariety EDA; that is, it satisfies the
pseudoidentity (xωyω)ω(yωxω)ω(xωyω)ω ≈ (xωyω)ω.
Let S be a semigroup. Recall that an element y ∈ S is regular if there exists an element x ∈ S such that yxy = y
and xyx = x ; the elements x and y are said to be inverses of one another. An element e ∈ S is idempotent if e2 = e;
note that idempotent elements are regular.
A regular semigroup is a semigroup consisting of regular elements. A regular semigroup is said to be orthodox if
the product of any two of its idempotents is again idempotent. The proof of Corollary 2.2 is given after the proof of
Theorem 2.6, at the end of Section 2.2.
Corollary 2.2. If a finite regular monoid M is sub-log-exponential, thenM is orthodox.
2.1. Rees matrix semigroups, D-classes, EDA
Let S be a semigroup. Let S1 be S, if S has an identity; otherwise let S1 be the extension of S with underlying set
S ∪ {1} and identity 1. In the same manner, define S0 as the least extension of S to a semigroup with zero. A finite
semigroup S is said to be completely (0)-simple if S contains a non-zero idempotent and S1aS1 = S for all a ∈ S \{0}.
That is, S is completely (0)-simple if and only if S is non-trivial and either S has no non-trivial ideal (in which case
S is said to be simple) or S contains a unique proper ideal {0}, in which case S is completely 0-simple. Finite regular
Rees matrix semigroups, the class defined below, are completely (0)-simple; conversely, by the Finite Rees Matrix
Theorem 2.4.1, every finite completely (0)-simple semigroup is isomorphic to a regular Rees matrix semigroup.
Let G be a group with identity e. An m × n matrix A with entries from G0 is regular if every row and column
of A has at least one non-zero element. Let I denote the columns of A and let Λ denote its rows. For 1 ≤ α ≤ m
and 1 ≤ i ≤ n, let A(α, i) be the entry in the αth row and i th column. The matrix A determines a regular semigroup
2 The definition of Tw(A) follows. Let y be an n-tuple of variables and let f (x, y) be an n + 1-ary term, with distinguished variable x , over the
finite algebra A. As n varies, let T be the set of all n + 1-ary terms with distinguished variable x such that there exists an n-tuple a ∈ An satisfying
f (x, a) = idA (the identity function of A). For each b ∈ An the transformation f (x,b) : A → A is said to be a twin of the identity. The twin
monoid of A, Tw(A), is the monoid of transformations of A generated by all twins of the identity.
The bound above involving the free spectra of ATw(A) is not obvious; see [11]. It is the free spectrum of a monoid (Tw(A)) that provides
information about the free spectrum of the algebra A; thus, the free spectra of monoids, rather than that of semigroups, interests the author.
For more about the role of twin polynomials in general algebras see [10,12,14].
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(called a regular Rees matrix semigroup)M0(I,G,Λ, A) with 0. In addition to 0, there are mn|G| elements of the
form [i, g, α] (where 1 ≤ i ≤ n and 1 ≤ α ≤ m and g ∈ G). The product [i, g, α][ j, h, β] = [i, gA(α, j)h, β] if
A(α, j) 6= 0; otherwise it is 0. This multiplication is associative; the semigroup produced is a regular semigroup. If
all entries of A are in G, then the multiplication described above is an operation on {[i, g, λ] : i ∈ I, g ∈ G, λ ∈ Λ}.
The resulting semigroup, denotedM(I,G,Λ, A), is also known as a regular Rees matrix semigroup, one without 0.
In the case that all entries in A are in G, one can adjoin a 0 toM(I,G,Λ, A), denoting the resulting semigroup (also
a regular Rees matrix semigroup) by M0(I,G,Λ, A), a semigroup with a 0 but with no 0-divisors. In each of the
three cases above, the matrix A is called the sandwich matrix and G is called the structure group for the regular Rees
matrix semigroup in question.
For the remainder of the paper, regular Rees matrix semigroups without 0-divisors will be assumed to have no 0
(and thus be of the formM(I,G,Λ, A)).3 Under this convention, a groupG and a regular matrix A over G0 determine
a unique regular Rees matrix semigroup.
A semigroup is group-free if its subgroups are all trivial. It is well-known (and easy to verify) that a Rees
matrix semigroup is group-free if and only if its structure group is trivial. For a regular Rees matrix semigroup
S =M0(I,G,Λ, A) (orM(I,G,Λ, A), as the case may be), the relation H = {([i, g, λ], [i, h, λ]) : i ∈ I ; g, h ∈
G; λ ∈ Λ} ∪∆ is a semigroup congruence. In fact H is the least congruence α such that S/α is group-free. S/H is
isomorphic to the group-free Rees matrix semigroup with sandwich matrix Awhere A and A have the same dimension,
and for all i ∈ I and λ ∈ Λ, we have A(λ, i) ∈ {0, e} and A(λ, i) = e if and only if A(λ, i) 6= 0.
Let A and B be two regular matrices of the same dimension overG0. Then A and B will be said to beG-equivalent if
A can be realized from B via a sequence of transformations of the following types: row exchanges; column exchanges;
left-multiplication of a column by a fixed element g ∈ G; right-multiplication of a row by a fixed element g ∈ G. The
next three results are part of the basic theory of finite semigroups.
Lemma 2.3. Two regular Rees matrix semigroups, with sandwich matrices A and B respectively, both over the same
group G, are isomorphic if and only if A and B are G-equivalent matrices.
Let S be a finite semigroup. Two elements a, b ∈ S are said to be D-related if there exist s, t, u, v ∈ S1 such that
a = sbt and b = uav. Of course D defines an equivalence relation on S.4 If all elements of a regular D-class D are
regular, then D is said to be a regular D-class. For a regular D-class D, let D0 be the semigroup with underlying set
D ∪ {0} such that for all a, b ∈ D, if ab 6∈ D, then ab = 0 and otherwise ab agrees with its product in S.
Theorem 2.4. 1. (Finite Rees matrix theorem) A finite completely (0)-simple semigroup is isomorphic to a regular
Rees matrix semigroup. Conversely, a finite regular Rees matrix semigroup is a completely (0)-simple semigroup.
2. Let D be a regular D-class of a finite semigroup. If D is a subsemigroup, then the semigroup D is isomorphic to a
regular Rees matrix semigroup. If D is not a semigroup, then D0 is isomorphic to a regular Rees matrix semigroup
with 0-divisors.
Lemma 2.5. Let S be a regular Rees matrix semigroup with structure group G and sandwich matrix A. Then S is not
orthodox if and only if A is G-equivalent to a matrix B such that B(1, 1) = B(1, 2) = B(2, 1) = e (where e is the
identity of G) but B(2, 2) 6= e.
2.2. Conditions equivalent to containment in EDA
For a semigroup S, let E(S) denote the set of idempotents in S and let 〈E(S)〉 denote the subsemigroup of S
generated by E(S). For a pseudovariety of semigroups P, let EP be the semigroups {S : 〈E(S)〉 ∈ P}, a pseudovariety
(as can be easily verified). A finite semigroup S is contained in the pseudovariety DA if every regular element of S is
idempotent.
Theorem 2.6 provides conditions each of which are equivalent to membership in EDA, shows that membership
in EDA is determined at the D-class level, and explains (see the fourth condition below) why the pseudovariety is
3 Note that if S is a non-trivial monoid, then O( f Sn ) = O( f S
0
n ) and O(log( f
S
n )) = O(log( f S
0
n )).
4 Formally, we have defined the Green’s Relation J ; in a finite semigroup J = D.
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called EDA. That (1) implies (2), the only difficult implication in Theorem 2.6, was discovered independently by
FitzGerald [6] and Eberbach, Kinch and Williams [5]; see also [8]. For completeness, the proofs of the remaining
non-trivial equivalences are provided.
Theorem 2.6. Let S be a finite semigroup. The following conditions are equivalent:
1. For each regular D-class D of S, the semigroup D0 is orthodox.
2. For each subset {e1, . . . , ek} ⊆ E(S), if y = e1 . . . ek is regular, then y is idempotent.
3. S |H (xωyω)ω(yωxω)ω(xωyω)ω ≈ (xωyω)ω.
4. Every regular element of the subsemigroup 〈E(S)〉 is idempotent.
Proof. That (1) implies (2) is proved in [6,5]; as remarked, (2) implies (1) is trivial. The equivalence of (1) and (3) is
proved next.
Suppose that there exists a regular D-class D such that D0 is not orthodox. By Theorem 2.4 and Lemma 2.5, D0 is
isomorphic to a regular Rees matrix semigroup with sandwich matrix B satisfying B(1, 1) = B(1, 2) = B(2, 1) = e
(where e is the identity of the structure group G) but B(2, 2) 6= e. Consider the evaluation e with domain {x, y} given
by e(x) = [2, e, 1] and e(y) = [1, e, 2]. If B(2, 2) = 0, we have e((xωyω)ω(yωxω)ω(xωyω)ω) = 0 6= [2, e, 2] =
e((xωyω)ω), while if B(2, 2) = g, then e((xωyω)ω(yωxω)ω(xωyω)ω) = [2, e, 2][1, e, 1][2, e, 2] = [2, g, 2] 6=
[2, e, 2] = e((xωyω)ω). This completes the proof of (3) implies (1).
It is not difficult to verify that if e, f ∈ E(S), then (e f )ω( f e)ω(e f )ω and (e f )ω are in the same regular D-
class. Moreover, D0 is orthodox implies for any e, f ∈ E(S) that (e f )ω( f e)ω(e f )ω = (e f )ω. Now suppose
the pseudoidentity (xωyω)ω(yωxω)ω(xωyω)ω ≈ (xωyω)ω above does not hold for S. Let u, v ∈ S be such that
(uωvω)ω(vωuω)ω(uωvω)ω 6= (uωvω)ω. So D0 is not orthodox. This completes the proof of (1) implies (3).
That (2) implies (4) is trivial. To complete the proof it is shown that (4) implies (3). For any u, v ∈ S, as remarked
above, (uωvω)ω(vωuω)ω(uωvω)ω and (uωvω)ω are in the same regular D-class (in either 〈E(S)〉 or S). By (4),
(uωvω)ω(vωuω)ω(uωvω)ω is idempotent; it is not difficult now to check that this implies (uωvω)ω(vωuω)ω(uωvω)ω =
(uωvω)ω. 
Proof of Corollary 2.2. Theorem 2.1 and the equivalences of Theorem 2.6 (see the second condition) yield
Corollary 2.2.
2.3. Proof of Theorem 2.1
Let M be a finite monoid that is not a group. Suppose D is a regular D-class M. The monoid (D0)1 is in PS(M);
thus, (D0)1 is log-exponential impliesM is log-exponential.
By Lemma 2.3, Theorem 2.4, Lemma 2.5, and Theorem 2.6, to prove Theorem 2.1 it suffices to prove the following
proposition.
Proof of Corollary 2.2. Theorem 2.1 and the equivalent conditions of Theorem 2.6 yield Corollary 2.2.
Proposition 2.7. If S is a finite regular Rees matrix semigroup with sandwich matrix A and structure group G with
identity e such that A(1, 1) = A(1, 2) = A(2, 1) = e and A(2, 2) 6= e, then S1 is log-exponential.
Proof of Proposition 2.7. Let G be the structure group associated with S and let e be the identity of G. Let
A(2, 2) = z 6= e. Consider 2{x1,x2,...,xn}, the power set on {x1, x2, . . . , xn}, a partially ordered set under set inclusion.
Let An be the set of all antichains in the poset 2{x1,x2,...,xn}. For each antichain Q ∈ A, a word pQ will be defined.
Let Q be an antichain consisting of the sets S1, . . . , Sk . Form a word pQ in the (n + 1)-letter alphabet
X ∪ {x1, . . . , xn}, where X is a variable not contained in {x1, . . . , xn}, as follows. For i = 1, . . . , k, suppose
Si = {xi,1, . . . , xi, j } ⊆ {x1, . . . , xn}, an ordered non-repeating list of the elements of Si . Let pSi = Xxi,1 . . . xi, j .
Now let pQ = (∏Si∈Q pSi )X . As the reader will see, the ordering of the pSi factors will not matter, nor will the order
of the listings of the Si s.
Claim 1. If Q and R are antichains and Q 6= R, then pQ 6≈ pR .
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Let Q = {S1, . . . , Sk} 6= R = {T1, . . . , Tm}. There exists i ∈ {1, . . . , k} such that for all j ∈ {1, . . . ,m}, we
have T j 6⊆ Si . Consider the following evaluation f of the variables {x1, . . . , xn} ∪ X : Let f (X) = [2, e, 2] and
f (Si ) = {1} (the identity of the monoid) and let f send all remaining variables to [1, e, 1]. From f −1({1}) = Si
and T j 6⊆ Si and A(1, 1) = A(1, 2) = A(2, 1) = e, it follows that f (T j ) = [1, e, 1] for all j ∈ {1, . . . ,m}. Thus
f (pR) = ([2, e, 2][1, e, 1])m[2, e, 2] = [2, e, 2]. Because f (Si ) = {1} and Q is an antichain, f (Sd) = [1, e, 1] for
all d 6= i where 1 ≤ d ≤ k. So f (pQ) = ([2, e, 2][1, e, 1])i−1[2, e, 2]([2, e, 2][1, e, 1])k−i [2, e, 2] = [2, e, 2]2.
If z = A(2, 2) = 0, then [2, e, 2]2 = 0 = e(pQ) 6∈ D, so e(pQ) 6= e(pB); if A(2, 2) = g ∈ G, then since e 6= g, it
follows that e(pQ) = [2, g, 2] 6= [2, e, 2]. In either case, e(pQ) 6= e(pR), thereby completing the proof of the claim.
Let antin be the number of distinct antichains of an n-element set. We have proven that fMn+1 ≥ antin . Of course
anti2n ≥ 2
(
2n
n
)
≥ 22n , so (antin) is log-exponential. Thus, fMn+1 is log-exponential, which in turn implies that fMn is
log-exponential. 
Corollary 2.8. Let T be a finite semigroup. If the pseudovariety generated by T contains a monoid of the form S1,
where S is isomorphic to a completely (0)-simple semigroup, thenT is sub-log-exponential implies that S is isomorphic
to a regular Rees matrix semigroup with a 1-block sandwich matrix, a matrix that is the sum of rectangular blocks
consisting of 1’s.
3. B12 and Rees matrix monoids
B2 consists of five two-by-two matrices: the two-by-two 0-matrix (referred to as “0”), a =
(
0 0
1 0
)
, a′ =
(
0 1
0 0
)
,
aa′ =
(
0 0
0 1
)
, and a′a =
(
1 0
0 0
)
. B2 is group-free and completely 0-simple; thus, B2 is isomorphic to a regular Rees
matrix semigroup with sandwich matrix I2 (the two-by-two identity matrix) and with a trivial structure group. The
six-element monoid B12, the Perkins semigroup, is formed by adding the two-by-two identity matrix (denoted “1”) to
B2.
In Section 2 it was shown that a sub-log-exponential finite monoid is in EDA ∩ Gnil. Observe that B12 is in
EDA∩Gnil. The monoid B12 is a principal source of counterexamples of finite semigroup theory, so it is not a surprise
that it is non-trivial to show B12 is indeed sub-log-exponential. The precise asymptotic class O(log( f
B12
n )) remains
open.
Monoids of the form S1, where S is a finite regular Rees matrix semigroup, will be referred to as Rees matrix
monoids. In Section 3 the sub-log-exponential Rees matrix monoids are classified.
Theorem 3.1. The following hold for the free spectrum of B12:
1. log( f
B12
n ) ∈ O(n3); and
2. n2 ∈ O(log( f B12n )).
Theorem 3.2. If S is a finite completely (0)-simple semigroup, then S1 is sub-log-exponential if and only if S ∈
EDA ∩Gnil.
The proofs of Theorem 3.1 and Theorem 3.2 are not completed until the end of the paper. In Section 3.1, a result
of potential interest (Corollary 3.7) states that all finite Rees matrix semigroups with nilpotent subgroups have free
spectra that are sub-log-exponential. In Section 3.2, the bounding of the free spectrum of B12 is accomplished by means
of alternation word digraphs, directed acyclic graphs introduced in [15]. Alternation word digraphs generalize posets
and were defined by the author in order to analyze the free algebras of the variety generated by B12.
3.1. Subgroups: Free spectra and term-equivalence
Let S be a finite regular Rees matrix semigroup with structure group G and sandwich matrix A. The influence of
A on the free spectrum of S1 has been studied in Section 2. In Section 3.1 the effect of the structure group G on
the free spectrum of S and S1 is largely determined. For a regular Rees matrix monoid S1 with structure group G,
Proposition 3.6.2 states that whether S1 is log-exponential depends completely on G and S1/H, the maximal group-
free homomorphic image of S1.
1168 S. Seif / Journal of Pure and Applied Algebra 212 (2008) 1162–1174
Definition 3.3. Let w = a1 . . . ak , where a1, . . . , ak ∈ {x1, x2, . . .}.
1. For a word w, let |w| = k denote the number of variables, including multiplicities, occurring in w.
2. If i and j are positive integers such that 1 ≤ i ≤ j ≤ k, then the word aiai+1 . . . a j is said to be a subword of w.
Also the empty word will be considered as a subword of w.
3. For j ≤ k, the subword a1 . . . a j is said to be a prefix of w.
4. Let Sub(w) be the set of all subwords of w.
5. For a non-empty subset X of Var(w), let wX denote the word that results by eliminating from w all occurrences of
variables not in X .
6. Let w = xi1 . . . xik be a word. For c ≤ k, let w(c) = xic and let xic be said to occur in the cth position of w.
7. Let w be a word. Adj(w), the adjacency graph of w, is the directed graph with vertex set Var(w). For xi , x j , let
xi → x j be an edge (possibly a loop) if xi x j is a subword of w.
8. For a word w with |w| = k, we say that w(1), denoted pl , is the left-most variable of w, and w(k), denoted wr , is
the right-most variable of w.
9. Letw be a word such that Var(w) = {x1, . . . , xn}. The order in which the variables have their first appearance from
left to right is the left-sequencing of w; the order in which the variables have their first appearance from right to
left is the right-sequencing of w.
For example, with w = x1x2x1x2x4x6x4, we have that Var(w) = {x1, x2, x4, x6}, that x2x1 is a subword of w, that
x1x2 is a prefix, and that if X = {x1, x4, x6}, then wX = x1x1x4x6x4. Also, the left-sequencing of the variables of w
is given by x1, x2, x4, x6, while the right-sequencing of the variables is given by x4, x6, x2, x1.
Parts 1 and 2 of Lemma 3.4 are well-known, and follow easily from basic algebra and the definition of a Rees
matrix semigroup. Recall that B1n is the group-free Rees matrix semigroup with sandwich matrix In , the n×n identity
matrix.
Lemma 3.4. Let S be a finite Rees matrix semigroup.
1. For n ≥ 2 we have PS(B12) = PS(B1n).
2. B12 ∈ PS(S1) if and only if S has 0-divisors.
3. If S ∈ EDA and S is group-free, then u≈1S v if the following hold:
(a) u≈B12 v;
(b) the left-sequencing of u and the left-sequencing of v are the same; and
(c) the right-sequencing of u and the right-sequencing of v are the same.
4. If S ∈ EDA and S is group-free, then f S1n ≤ 2n(n!)2 f B
1
2
n .
Proof of Lemmas 3.4.3 and 3.4.4. Suppose S ∈ EDA and is group-free. By Corollary 2.8, it can be assumed that
the sandwich matrix for S is a 1-block matrix. Thus there exists a 0-separating surjective homomorphism φ : S1 → B1n.
It is harmless to assume that Var(u) = Var(v). Suppose that u 6≈ v with evaluation e : Var(u) = Var(v) → S1.
Assume that the left- and right-sequencings of u and v are the same; in that case, e(u) 6= e(v) implies exactly one of
e(u), e(v) is 0. Applying φ to {e(u), e(v)} indicates that u 6≈B1n v, from which it follows that u 6≈B12 v.
For a subset K ⊆ {x1, . . . , xn}, (3) provides an upper bound, (|K |!)2 f B
1
2
n , for the number of non-S1-equivalent
words that involve precisely the variables K . Thus f S1n ≤ 2n(n!)2 f B
1
2
n . 
Both of the observations contained in Lemma 3.5, used in the two proofs that follow, are almost immediate
consequences of log unvn = log un + log vn .
Lemma 3.5. Let (un), (vn) be increasing sequences of positive integers.
1. If (log vn) ∈ O(nk) (where k is a positive integer) and (unvn) is log-exponential, then (un) is log-exponential.
2. If (log vn) ∈ O(log un), then O(log unvn) = O(log un).
Proposition 3.6. Let S be a finite regular Rees matrix semigroup with structure group G. Then the following hold:
1. f Sn ≤ n22n2+n f Gn2+n , and
2. S1 is sub-log-exponential if and only if S1/H is sub-log-exponential and the structure group of S is nilpotent.
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Corollary 3.7 below is an immediate consequence of Proposition 3.6.1 when S is regular. The regularity assumption
can be removed by observing that if S is not regular and has structure group G, then S can be extended to a regular
Rees matrix with structure group G.
Corollary 3.7. If S is a finite Rees matrix semigroup, then S is sub-log-exponential if and only if S ∈ Gnil.
For a positive integer k, Bk is group-free, and by Corollary 3.7, it is sub-log-exponential; in [17], it is shown
that O(log f Bkn ) = O(n log n). Bk can be interpreted as an inverse semigroup, and in [19] recursive formulae for
the cardinality of the finite V (Bk)-free inverse semigroups are provided, along with much information about their
structure.
Proof of Proposition 3.6. Suppose p is a word with Var(p) = {x1, . . . , xn}. Supplement the usual variable set
with {X i, j : 1 ≤ i, j ≤ n}. Define p as follows: replace all subwords xi x j of w with xi X i, j x j . For example, if
p = x1x2x1x1, then p = x1X1,2x2X2,1x1X1,1x1.
Claim 2. If p and q are words and Var(p) = Var(q), then p ≈ q if the all following hold:
1. p≈G q;
2. Adj(p) = Adj(q);
3. pl = ql ; and
4. pr = qr .
Proof of Claim 2. Let p and q be words and assume that the four conditions above hold for p and q. Observe that
Adj(p) = Adj(q) implies Var(p) = Var(q).
Suppose e : Var(p) = Var(q) → S is an evaluation. It is a property of regular Rees matrix semigroups that if
a1, . . . , an ∈ S and a1 . . . an = 0, then there exists i with 1 ≤ i ≤ n − 1 and aiai+1 = 0. Thus Adj(p) = Adj(q)
implies that e(p) = 0 if and only if e(q) = 0. It will be assumed that e(xi ) 6= 0 for all xi ∈ Var(p) = Var(q), that
e(p) 6= 0, and that e(q) 6= 0.
Let xi ∈ Var(p) = Var(q) and let e(xi ) = [i I , gi , iλ]. Because Adj(p) = Adj(q), it follows that Var(p) = Var(q).
The evaluation e and the sandwich matrix A of S are used to define an evaluation eG : Var(p) = Var(q) → G as
follows: For xi ∈ Var(p) = Var(q), let eG(xi ) = gi , and for xi → x j ∈ Adj(p) = Adj(q), let eG(X i, j ) = A(iλ, jI ).
Note that e(p) 6= 0 and e(q) 6= 0 imply that A(iλ, jI ) ∈ G.
Suppose e(p) = [ j, g, λ] and e(q) = [k, h, β]. Because pl = ql and pr = qr , it follows that j = k and λ = β.
Note that g = eG(p) and h = eG(q). Now p≈G q implies that g = h. This completes the proof of Claim 2.
By Claim 2, the map p → (Var(p), pr , pl ,Adj(p),p) is an injection of FS(n) into 2{x1,...,xn} × {x1, . . . , xn}2 ×
2{x1,...,xn}2 × FG(n + n2). Thus |FS(n)| = f Sn ≤ 2nn22n2 f Gn2+n , thereby completing the proof of the first part of the
proposition.
For the second part of the proposition, one direction is trivial: S1 is sub-log-exponential implies that S1/H is
the same, and because the structure group G of S is isomorphic to a subgroup of S1, it follows that S1 is sub-log-
exponential implies G is the same.
S1/H is a group-free regular Rees matrix monoid; thus, S1/H is sub-log-exponential implies S ∈ EDA. By
Corollary 2.8 it can be assumed that the sandwich matrix A of S is a 1-block matrix; thus, A has entries in {0, 1}.
That the entries of A are in {0, 1} implies S1 is a homomorphic image of G× S/H, from which it follows readily that
V (S1) = V (G× S1/H). Thus S is in EDA implies f S1n ≤ f S
1/H
n f Gn .
From [7,18], G is sub-log-exponential if and only if G is nilpotent if and only if for some k > 0 and all n high
enough, we have f Gn ≤ nk . BecauseG is assumed to be sub-log-exponential, Lemma 3.5.1 implies that ifG and S1/H
are sub-log-exponential, then so is S1. 
The following two lemmas underscore the importance of determining the precise asymptotic class of O(log f
B12
n );
their proofs use Theorem 3.1.
Lemma 3.8. If S1 is a finite Rees matrix monoid with 0-divisors contained in EDA ∩Gnil and S has structure group
G, then either
1. O(log f S
1
n ) = O(log f Gn ) = O(nk) for some positive integer k; or
2. O(log f S
1
n ) = O(log f B
1
2
n ).
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Proof. Suppose S1/H is in EDA. Lemma 3.4.4 implies that f S1/Hn ≤ 2nn!2 f B
1
2
n . Note that log 2n(n!)2 ∈ O(n2).
By Theorem 3.1, n2 ∈ O(log( f B12n )). Now Lemma 3.5.2 guarantees that O(log f S
1/H
n ) = O(log f B
1
2
n ). Because
S ∈ EDA and G is isomorphic to a subgroup of S1, we have f Gn ≤ f S1n ≤ f Gn f S1/Hn .
By [7,18] again, for some positive integer m we have O(log f Gn ) = O(nm). If m > 2, then from Theorem 3.1.1,
the inequalities of the previous paragraph, and Lemma 3.5.2, it follows that O(log f S
1
n ) = O(nm). Suppose m = 1
or m = 2. Because S1 has 0-divisors, B12 is in the pseudovariety generated by S1. Now n2 ∈ O(log f
B12
n ), the
inequality of the first sentence of this proof, the second sentence of this proof, and Lemma 3.5.2 together imply
that O(log f S
1
n ) = O(log f B
1
2
n ). 
If S is a regular Rees matrix semigroup contained in EDA with structure group G but with no 0-divisors, then it
can be assumed that the sandwich matrix of S consists entirely of 1’s. Possible asymptotic classes of (log f S
1
n ) are
provided in Lemma 3.9. Details of the proof are left to the reader.
Lemma 3.9. Let S be a regular Rees matrix semigroup contained in EDA with structure group G but with no 0-
divisors. Then the following hold:
1. If S is a group, or a group with 0, then
(a) G is Abelian implies O(log( f S
1
n )) = O(n), and
(b) G is not Abelian implies O(log( f S
1
n )) = O( f Gn ).
2. If S is not a group nor a group with 0, then
(a) G is Abelian implies O(log( f S
1
n )) = O(n log(n)), and
(b) G is not Abelian implies O(log( f S
1
n )) = O( f Gn ).
3.2. Proof of Theorem 3.1
In Theorem 3.2 from [15], S. Kitaev and the author provide necessary and sufficient conditions, given in terms of
alternation word digraphs, for the equivalence of two words over B12; the theorem is described below and will be used
to prove Theorem 3.1. Alternation word digraphs are defined below, their definition motivated by considering them as
extensions of posets.
3.2.1. Posets and alternation word digraphs
Alternation word digraphs are in a broad sense generalizations of posets, so basic poset definitions, notations and
facts are given below. A strict partial ordering (a poset) P = 〈X; P〉 consists of a non-empty set X and a transitive,
antisymmetric binary relation P on X ; partial orders here are assumed to be strict partial orderings. If 〈X; P〉 is not
completely specified, we use “a > b” to indicate aPb. A total-order (or a linear order or a chain) is a poset 〈X; P〉
in which for any pair of distinct elements x, y ∈ X we have x Py or yPx . The total-order on points {a1, . . . , an}
satisfying ai > ai+1, for i = 1, . . . , n − 1, will be denoted [a1, . . . , an]. For a poset P = 〈X; P〉, a total-ordering
L = 〈X; L〉 on the set X is said to be a linear extension of P if x Py in P implies xLy for all x, y ∈ X .
If P1 = 〈X; P1〉 and P2 = 〈X; P2〉 are posets, then 〈X, P1 ∩ P2〉 is also a poset. It is well-known that every finite
poset P is the intersection of its linear extensions. A set {L1, . . . , Lk} of linear extensions of P such that P (more
properly, P) is the intersection of {L1, . . . , Lk} is said to be a realizer of P.
Let P = 〈{x1, . . . , xn}, P〉 be a finite poset with a realizer R = {L1, . . . , Lk}. For i = 1, . . . , k, L i determines
a permutation σi of {1, . . . , n}. So to the ordered realizer R = {L1, . . . , Lk} can be associated the realizer
word wR = xσ1(1) . . . xσ1(n) . . . xσk (1) . . . xσk (n), a word of length kn in the alphabet {x1, . . . , xn}. For example, if
R = {[x1, x2, x3], [x2, x3, x1]}, then wR = x1x2x3x2x3x1. The variables xi and x j are said to alternate in wR if
between successive occurrences of xi in wR the variable x j occurs exactly once.
Observation 2. Let P = 〈{x1, . . . , xn}, P〉 be a poset. For 1 ≤ i, j ≤ n, we have
1. xi and x j are comparable in P if and only if instances of xi and x j alternate in wR; and
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2. xi Px j if and only if xi and x j alternate in wR, and the left-most instance of xi in wR precedes the left-most
instance of x j in wR.
Alternation of a pair of one-element variable subsets naturally generalizes to alternation of a pair of disjoint non-
empty variable subsets.
Definition 3.10. Let w be a word and let X and Y be disjoint non-empty subsets of Var(w). Then X and Y are
alternating if for all length-two subwords xi x j of wX∪Y , exactly one of {xi , x j } is in X .
For example, with w = x4x2x3x2x1, the sets {x2} and {x4, x3, x1} alternate, as do {x2} and {x3, x1}.
Definition 3.11. Let w be a word. Alt(w), the alternation word digraph of w, has a vertex set consisting of the non-
empty, proper subsets of Var(w). For two disjoint, non-empty proper subsets X, Y ⊆ Var(w), let X → Y be an edge
of Alt(w) (written X → Y ∈ E(Alt(w))) if
1. X and Y alternate in w; and
2. the left-most variable of wX∪Y is contained in X .
If X → Y ∈ E(Alt(w)), then X ∪ Y is said to be the support of X → Y .
For brevity, braces and commas will not be used for an edge of an alternation word digraph. With w = x4x2x3x2x1
again, observe that x2 → x1x3x4 and x2 → x1x3 are edges of Alt(w).
Observation 3. Let w be a word.
1. X and Y alternate in w if and only if exactly one of X → Y or Y → X is in E(Alt(w)).
2. X and Y alternate in w if and only if X and Y alternate in wX∪Y , from which it follows that X → Y ∈ Alt(w) if
and only if X → Y ∈ Alt(wX∪Y ).
Example 3.1. 1. With w1 = x1x2x3x4x3x2x1x4, we have E(Alt(w1)) = {x1 → x4, x2 → x4, x3 → x4, and x1x3 →
x2x4}. Note thatw1 is a realizer word associated with realizerR = {[x1, x2, x3, x4], [x3, x2, x1, x4]} for the poset P
consisting of three maximal elements x1, x2, x3 and a unique minimal element x4. The edge x1x3 → x2x4 reflects
a symmetry in R.
2. Let w2 = x1x2x3x4x3x2x1x4x1x3x2x4. Alt(w1) has three edges: x1 → x4, x2 → x4, and x3 → x4. Note that w2
is a realizer word associated with realizer S = {[x1, x2, x3, x4], [x3, x2, x1, x4], [x1, x4, x3, x2]} for the same poset
P.
3. Let w3 = x1x2x3x1x4. Note that w3 is not a realizer word and that E(Alt (w3)) = {x1 → x2, x1 → x3, x2 →
x3, x2 → x4, x3 → x4, x1 → x2x4, x1 → x3x4, x2x4 → x3}.
Definition 3.12. Let w be any word and let Alt1(w) be the digraph induced on the singleton vertex sets of Alt(w).
Remark 3.13. 1. A poset P = 〈{x1, . . . , xn}, P〉 can be regarded as a directed transitive acyclic digraph. If R is a
realizer of a finite poset P = 〈{x1, . . . , xn}, P〉, then Alt1(wR) coincides with P. That is, Alt(wR) is a digraph
extension of P, a fact that will be used later to provide a lower bound for the number of alternation word digraphs
over an n-letter alphabet.
2. It is not difficult to show for any word w that Alt(w) is acyclic. See [15, Lemma 1.9]. Thus alternation word
digraphs are directed acyclic graphs (DAGs), an observation that plays no role in this paper.
The next lemma is [15, Proposition 2.1]. Here “u ≈ v” indicates the B12-equivalence of two words.
Lemma 3.14. Let u and v be words such that Var(u) = Var(v). Then Alt(u) 6= Alt(v) implies u 6≈ v.
Proof. Suppose U → V ∈ E(Alt(u)) \ E(Alt(v)). Let e be the evaluation e : Var(u) = Var(v) → {1, a, a′} ⊂ B12
given by e(xi ) = a for all xi ∈ U ; and e(xi ) = a′ for all xi ∈ V ; and e(xi ) = 1 otherwise.
IfU and V alternate in u but not in v, then observe that e(u) 6= 0 and e(v) = 0. IfU and V alternate in both u and v,
then by Observation 3.1 we have V → U ∈ Alt(v), from which it follows that e(u) ∈ {a, aa′} while e(v) ∈ {a′, a′a}.
In all cases, e(u) 6= e(v). 
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Definition 3.15. 1. Let Alt(n) = {Alt(w) : Var(w) = {x1, . . . , xn}}.
2. Let an = |∑1≤ j≤n Alt( j)|.
The asymptotic growth folklore results below concerning posets and cosets (in vector spaces over the two-element
field) will be of use.
Definition 3.16. 1. The number of distinct posets on a labeled set of n elements is denoted pn .
2. The number of distinct cosets of the n-dimensional vector space Zn2 , including the empty set, is denoted cn .
Lemma 3.17 is well-known; proofs are sketched.
Lemma 3.17. O(log pn) = O(n2) = O(log cn).
Proof. There are 2n
2
binary relations on a labeled set of n elements; thus, there are no more than 2n
2
labeled posets
on the same set. It is not difficult to see that there are (2n)n = 2n2 distinct labeled height-one posets on a labeled set
of 2n elements. Now it follows readily that O(log pn) = O(n2).
A subspace of the n-dimensional vector space has a basis consisting of n or fewer elements; the n-dimensional
vector space Zn2 has no more than
∑
i=1,...,n
(
2i
i
)
subspaces. Each subspace has associated to it no more than 2n
cosets. Thus cn ≤ 2n∑i=1,...,n ( 2ni ) = yn . Observe that O(log yn) = O(n2). For a positive integer j ≤ n, as is not
difficult to verify, the Gaussian coefficient
(
n
j
)
2
= (2n−1)···(2n− j+1−1)
(2 j−1)···(21−1) is the number of j-dimensional subspaces of Z
n
2 .
With j = x n2y, it is not difficult to verify that O(log
(
n
j
)
2
) = O(n2), from which it follows that O(log cn) = O(n2).

Lemma 3.18. 1. pn ≤ an ≤ f B
1
2
n .
2. n2 ∈ O(log f B12n ).
Proof. From Lemma 3.14 it follows that an ≤ f B
1
2
n . Given a labeled poset P on points {x1, . . . , xn} with realizer R,
by Remark 3.13.2, we have Alt(wR) is an extension of P. Thus pn ≤ an . The second statement now follows from
Lemma 3.17. 
The second part of the lemma completes the proof of Theorem 3.1.2; the remainder of the paper is devoted to the
proof of Theorem 3.1.1.
Definition 3.19. Let w be a finite word in the alphabet {x1, . . . , xn}.
1. Let w be the word over the alphabet {x1, . . . , xn} ∪ {y1, . . . , yn} formed from w by replacing each instance of a
variable xi ∈ Var(w) with xi yi .
2. Let wr denote the “reverse” of w.
3. Let V1(w) be the subset of Var(w) consisting of variables that occur exactly one time in w.
For example, with w3 above in Example 3.1, we have w3 = x1y1x2y2x3y3x1y1x4y4; and wr3 = x4x1x3x2x1; and
that V1(w3) = {x2, x3, x4}. The proof of the next theorem can be found in [15].
Theorem 3.20 ([15, Theorem 3.2]). Let u and v be finite words. Then u ≈ v over B12 if and only if
1. Alt(u) = Alt(v);
2. Alt(ur ) = Alt(vr ); and
3. V1(u) = V1(v).
The description given above of B12-equivalence cannot be implemented in polynomial time (unless P = N P): in
both [20,16] it was proved, independently, that the computational complexity problem that determines if two words
are B12-equivalent (the so-called term-equivalence or identity-checking problem for B
1
2) is co-NP-complete.
But Theorem 3.20 is well-suited to bound ( f
B12
n ). The upper bound in the following corollary uses the monotonicity
of the sequence (an); the “22n” term in it arises as follows: if u is word such that Var(u) ⊆ {x1, . . . , xn}, then there
are 2n possibilities for Var(u) and 2n is an upper bound for the number of possible Var1(u) subsets.
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Corollary 3.21. f
B12
n ≤ 22n(a2n)2.
Definition 3.22. Let w be a word with xi ∈ Var(w).
1. For the word u = xi1 · · · xim , let E(u) be the Z2-linear expression xi1 + · · · + xim .
2. For the word u = xi1 · · · xim , let E0(u) be the Z2-linear equation xi1 +· · ·+ xim = 0 and let E1(u) be the Z2-linear
equation xi1 + · · · + xim = 1.
3. Let B(w, xi ) = {u : xiuxi ∈ Sub(w), xi 6∈ Var(u)}, the set of subwords of w that occur between adjacent
occurrences of xi .
4. Let E1(w, xi ) be the following system of Z2-linear equations: {E1(u) : u ∈ B(w, xi )} ∪ {xi = 1}.
5. Let P(w, xi ) = x j1 . . . x jk be the maximal prefix of w not containing xi .
6. For a Z2-linear system E , let SE be the solution set of E .
7. Let Cn be the set of all (Z2)n cosets, including the empty set, and let cn = |Cn|.
Example 3.2. Let w = x3x2x1x4x2x1x3x2x4x5. Expressions and systems of equations in the two right-most columns
in the table below are reduced using 2x ≈ 0.
xn B(w, xi ) E1(w, xi ) E(P(w, xi ))
x1 {x4x2} x2 + x4 = x1 = 1 x3 + x2
x2 {x1x4; x1x3} x1 + x4 = x1 + x3 = x2 = 1 x3
x3 {x2x1x4x2x1} x4 = x3 = 1 ∅
x4 {x2x1x3x2} x1 + x3 = x4 = 1 x3 + x2 + x1
x5 ∅ x5 = 1 x2
Proposition 3.23. log(an) ∈ O(n3).
Proof. If P(wX , xi ) is empty, then xi will be regarded as a solution to E0(P(wX , xi )) while xi will not be a solution
of E1(P(wX , xi )).
Claim 3. Let X ⊆ Var(w) such that xi ∈ X and |X | > 1. Then the following hold:
1. X is the support of an edge of Alt(w) if and only if for each xi ∈ X we have {xk = 1 : xk ∈ X} and
{xk = 0 : xk 6∈ X} is a solution to E1(B(w, xi )).
2. If X is the support of an edge A → B of Alt(w), then xi ∈ A if and only if {x j = 1 : x j ∈ X} and
{xk = 0 : xk 6∈ X} is a solution to E0(P(w, xi )).
Proof of Claim 3. Let w be a word with Var(w) = {x1, . . . , xn}. Let X be a subset of Var(w) such that |X | > 1 and
let i be a positive integer such that 1 ≤ i ≤ n.
For the first statement, observe that X is the support of an edge of Alt(w) if and only if |u| is odd for each xi ∈ X
and for each u ∈ B(wX , xi ). Note that each |u| in the previous sentence is odd if and only if {x j = 1 : x j ∈ X} and
{xk = 0 : xk 6∈ X} is a solution to the linear system E1(w, xi ).
For the second statement, suppose that A → B ∈ Alt(w) and let X = A ∪ B. Then xi ∈ A if and only if xi ∈ X
and the set {k : wX (k) = xi } is contained in the odd positive integers if and only if |P(wX , xi )| is even if and only if
{x j = 1 : x j ∈ X} and {x j = 0 : x j 6∈ X} is a solution to E0(P(w, xi )). This completes the proof of Claim 3.
Claim 3 shows for a word w satisfying Var(w) = {x1, . . . , xn} that Alt(w) is completely determined by a set of
2n cosets, each contained in an isomorphic copy of Zn−12 . Indeed if w and v are words with Var(w) = Var(v) ={x1, . . . , xn}, then Alt(w) = Alt(v) if the following hold:
1. for i = 1, . . . , n, we have SE1(w, xi ) = SE1(v, xi ); and
2. for i = 1, . . . , n, we have SE0(P(w, xi )) = SE0(P(v, xi )).
Recall that Alt(n) is the set of all alternating word digraphs of words with variable set {x1, . . . , xn}. By the
previous paragraph the map with domain {Alt(u) : Var(u) = {x1, . . . , xn}} and co-domain C2nn−1 given by Alt(u) →
(Π1≤i≤nSE0(P(u, xi ))) × (Π1≤i≤nSE1(u, xi )) is an injection. Observe that the sequence (cm) is monotone. Thus
|∑1≤ j≤n |Alt(n)| ≤ 2n(c2nn−1). Because O(log cn) = O(n2), it follows that log an ∈ O(n3). 
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The proof of Theorem 3.1 can now be completed.
Proof of Theorem 3.1. In Corollary 3.21, it is shown that f
B12
n ≤ 22n(a2n)2. By Proposition 3.23, there exists a
positive j such that for all n high enough, an ≤ 2 jn3 . For the same j and for all n high enough, making an appropriate
substitution and accounting for the factor 22n , we have f
B12
n ≤ 216 jn3 . 
Problem 1. Determine precisely O( f
B12
n ).
Problem 2. Are all sub-log-exponential monoids small?
It would be of interest to examine the influence of monoids on the free spectra of semigroups.
Problem 3. Does there exist an example of a finite semigroup S such that the submonoids of PS(S) are all small
(sub-log-exponential) but S is not small (sub-log-exponential)?
No such example exists among finite Rees matrix semigroups, as Corollary 3.7 shows.
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