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The foundation for neural networks began with the work of the neurophysiologist Warren
S. McCulloch and the logician Walter Pitts. McCulloch and Puffs developed a simplified
model of the neurons of the human brain and focused on logical theorems that could be used
to describe their activity (McCulloch and Pitts, 1943). The Mathematician John von Neumann
saw neural networks (NN) as furnishing a way of doing computations that emerges from the
structure of the network itself. Frank Rosenblatt of Cornell University introduced the idea of
training a NN to remember associations (Denning, 1992). He also coined the term
“perceptron” for a trainable network of threshold units without feedback loops. The simplest
type of perceptron is a single layer perceptron. This type of perceptron can only solve linearly
separable problems such as the classification of letters of the alphabet. Multi-layer networks
are not limited in this way. Around 1974 while a doctoral student at Harvard University, Paul
J. Werbos invented a new algorithm for neural computation called the backward error
propagation algorithm (Werbos, 1974). It is called backward error propagation, because errors
in the outputs are used to adjust weights applied to the inputs. The NN calculates a solution
based on the raw input and current weight values. If the solution is incorrect, the network
determines the error and makes small adjustments to the weights to minimize that error. The
process is repeated until a specified accuracy is obtained. Multi-layer networks consist of
three or more layers-input, output and one or more intermediate or hidden layers.
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The hidden layer makes representations of the input layer and can make complex associations
not possible in a single layer network. A multiple layer network is called a multi-layer
perceptron or mlp. This type of network can solve non-linear problems and is thus suited for
use in analyzing biological systems.
Neural networks have been used successfully to identify coding regions in genomic DNA
(Snyder and Stormo, 1993), detecting errors in mRNA splice sites (Brunak et.al., 1990, Ogura
et. a!., 1997), predicting the mechanism of action of cancer drugs (Weinstein, et.al., 1992), and
predicting the secondary structure of proteins (Qian and Sejnowski, 1988 Holley and Karplus,
1989 Bohr et. al., 1988). The performance of several neural networks in identifying coding
regions in genomic DNA sequences was evaluated (Snyder and Stormo, 1993). A
backpropagation NN was used and the highest accuracy was obtained with a NN called
GeneParser. It predicted 75% of the exons correctly as exons. The trained network can then
be used to identify genes in GENBANK. There were several parameters that were taken into
account in designing this network. Among them are codon usage, informationally rich
regions, length distribution among introns and exons, mutual information, and presence of
donor and acceptor sites. Codon usage describes the fact that there is a bias for usage of
certain codons for the synthesis of amino acids. In noncoding regions of the genome there are
large amounts of repetitive DNA sequences, however, coding regions tend to be
informationally rich. Both intron and exons have characteristic length distributions that can be
used to classify them. There is mutual information shared between adjacent codons in exons
(Sirotkin, Farber and Lapedes, 1992, Snyder and Stormo, 1993). There are known sequences
that designate donor and acceptor sites. These parameters taken together with a NN approach
offer a means for identifying an exon or intron. In another work a NN was used to detect and
define DNA binding sites in Esherichia coil promoter sequences (O’Neill, 1991). Thirty-nine
true promoter sequences were used as well as negative examples, which included 60% A + T
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random sequences and sequences containing 2 promoter-down point mutations. The trained
network was used to predict if a sequence was a promoter or a nonpromoter. A promoter
sequence should produce an output of 1.0 and a nonpromoter sequence an output of 0.0. The
network was able to recognize about 80% of the promoter sequences with a false positive rate
below 0.1%. Both binary (2 symbols to code for 4 bases, e.g., A=00) and unary (4 symbols to
code for 4 bases, e.g., A=1000) were tested. Unary coding of the input gave superior results
(O’Neill, 1991, Demeler and Zhou, 1991). In another study accuracies of 100% on the
promoter test set and 98.4% on the random test set were obtained with the optimal parameters
(Demeler and Zhou, 1991). The training set had 80 known promoter sequences combined
with differing numbers of random sequences. The test set had 30 known promoter sequences
and 1500 random sequences. The combined prediction accuracy increased by an average of
9% if unary encoding was used. In a separate effort, a training set of 256 genes and 48 genes
for the test set from eight eukaryotic organisms were used for a NN analysis (Cai and Chen,
1995). The source organisms were human, mouse, rat, horse, ox, sheep, soybean, and rabbit.
Several definitions were used to identifSr the coding regions. The first definition asserts that
the first or second ATG located 20 bases after the TATA box is the starting codon for
translation. This definition leads to several possible start codons. The second definition states
that the stop codon of translation is always located 0-250 bases before the poly(A) signal. The
third definition states that there are three~ letters per codon and all possible combinations - of
exons can be read until the end of a stop codon starting from ATG. The fourth definition says
that the coding length is defined by molecular weight and amino acid formation of the
expressed product. These definitions were combined to identify coding regions. It was found
that as long as the coding length is definite the network could correctly identify the coding
regions of a gene. Other researchers attempted to locate protein-coding regions using a
multiple sensor NN approach (Uberbacher and Mural, 1991). They were able to obtain a 90%
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accuracy for coding exons of length 100 bases or greater with less than one false positive exon
per five exons indicated. In this approach the multiple sensors each recognize one feature of
the DNA. Among the sensors are those that recognize the unequal usage of amino acids and
preferred codon usage for a particular amino acid, the overall base composition of coding
versus noncoding (e.g. G + C content), and dinucleotide frequencies, which are far from
random. Our research has sought to utilize the successful techniques employed in NNs as a
basis for the analysis of mRNA sequences.
CHAPTER 2
MATERIALS AND METHODS
Human mRNA sequences were obtained from GENBANK on the basis of several criteria.
The coding sequences were relatively short in order to avoid splicing and variants of the mRNA.
The sequences were identified by keywords that would indicate a mRNA could be reconstructed.
Such words would be complete coding sequence (CDS), 5’ and 3’ untranslated regions (UTR),
and poly(A) site. The sequences were downloaded from Entrez at the NIH web site and the
coding sequence was extracted from each mRNA file. Up to the first 75 nucleotides of the 5’
region were selected for study. One file for each sequence was then assembled that consisted of
amino acids and nucleic acids. Several Microsoft Word 97 macros were recorded to convert
amino acids and nucleic acids into numerical values. A macro is a computer program that records
repetitive tasks and can play them back latter. The macros used the fmd and replace commands
in Microsoft Word 97 for each of the twenty amino acids and for the four nucleotides. The macro
can run on a sequence file of any length to produce a file suitable for the NN. The individual
sequence files were then joined together into groups. To study the effects of increasing training
set size a total of sixty sequences were examined (Table 1). The sixty sequences were divided
into four groups with an increasing number of sequences represented in each group (15, 30, 45
and 60 sequences). The nomenclature for each group identifies the number of sequences used
and the number of codons taken from each sequence. For example, in Training Set 155-bC
there are fifteen sequences with ten codons taken from each sequence. Since ten codons were
taken from each sequence, there are 150 codons in the Training Set 15S-1OC.
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Table 1: List of the 60 mRNA Sequences Used in Training Sets.
LOCUS DESCRIPTION
HSPI12 PROTEASE INHIBITOR 12(P112) NEUROSERPIN
HSU03877 EXTRACELLULAR PROTE1N(S1-5)
HUM5HSR 5-HT6 SEROTONIN RECEPTOR
HUMADHA 50 Kda DYSTROPHIN-ASSOCIATED
GLYCOPROTEIN
HUMANTLLR ANGIOTENS1N II TYPE-i RECEPTOR
HUMAPOBE APOLIPOPROTEIN B MRNA EDITING ENZYME
HUMAPS PROSTRATE SPECIFIC ANTIGEN
HUMBRE BRAiN AND REPRODUCTIVE ORGAN-
EXPRESSED PROTEIN MRNA
HUIvIBYSTIN BYST1N MRNA
HUMCYCG2R CYCLIN G2 MRNA
HUMCYDE CYTIDINE DEAMINASE MRNA
HUMG PROSTAGLANDIN RECEPTOR EP1 SUBTYPE
HUMNKAT5M NATURAL KILLER-ASSOCIATED
TRANSCRIPT 5
HUMNSPC NEUROENDOCR1NE SPECIFIC PROTEIN C
HUIv1PROS PROSTATIN MRNA
D32131 HLA CLASS 1 (HLA-A26) HEAVY CHAiN
HSDP2 DP2 MRNA (DIIvIERIZATION PARTNER OF
E2F)
HUMSMDF SENSORY AND MOTOR NEURON DERIVED
FACTOR MRNA
F[UIvIVGSC1B SODIUM CHANNEL TYPE-i BETA SUBUNIT
HUMYL1PA MRNA FOR YL-1 PROTEIN (NUCLEAR
PROTEIN WITH DNA BiNDiNG ABILITY)
D50 134 MRNA FOR INWARD RECTIFYING K
CHANNEL
HUMPDK1R PYRUVATE DEHYDROGENASE K1NASE
ISOENZYME 1
HUMMECP METHYL-CpG BINDING PROTEIN MRNA
HUMFRG1R FRG1 MRNA
HUMDJ1 Dli PROTEIN MRNA
HUMO192B KIAAO193 MRNA
HSU34038 PROTE1NASE-ACTIVATED RECEPTOR-2
HSNPYY2S2 TYPE 2 NEUROPEPTIDE Y RECEPTOR
HIJMPHKI PHOSPHOMEVALONATE KINASE MRNA
D83004 EPIDERMOID CARCINOMA MRNA FOR
UBIQUIT1N CONJUGATING ENZYME E2
HUMPRLTS HUMAN MRNA FOR PDGF RECEPTOR














}{UMPSPSM SECRETORY PANCREATIC STONE PROTEIN
HUMTGFA TRANSFORMING GROWTH FACTOR ALPHA
HUMTRHR1 THYROTROPIN RELEASING HORMONE
RECEPTOR MRNA
HUMA4 DIFFERENTIATION DEPENDENT A4
PROTEIN
HUMHOXA HOMEO BOX Cl PROTEIN MRNA
HSA1GLYC MRNA FOR ALPHA 1 ACiD GLYCOPROTEIN
HSKER1 9 MRNA FOR KERAT1N 19
I{UMHSMGP MRNA FOR MATRIX GLA PROTEIN
HUMAPOAICI APOLIPOPROTEIN A-I AND C-Ill GENES
HUMND782O3 MRNA FOR NEUROSIN
HUMALR ALDEHYDE REDUCTASE MRNA
HUMCALCI CALCITON1N MRNA
HUMGRP5E GASTRIN -RELEASING PEPTIDE MRNA
HUMGST GLUTATHIONE S-TRANSFERASE MRNA
HUMHEMBP EOSINOPHIL MAJOR BASIC PROTEIN
HUMHIS4 HESTONE H4 GENE
HUMHPBS PERIPHERAL BENZODIAZEPINE RECEPTOR
H[JMIFNAB LEUKOCYTE INTERFERON ALPHA-B
HUML12A RIBOSOMAL PROTEIN L12 MRNA
HUMOGC UNKOWN PROTEIN FROM CLONE PHGR74 IN
OVARIAN GRANTJLOSA CELLS
HUMP1BX SECRETORY PROTEIN (P1.B)
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Increasing numbers of training sequences test effects on prediction accuracy. In order to see
the effect of an increasing window size on prediction accuracy, the number of codons was
increased from 10 to 15, 20, and 25 for the training set with 60 sequences. These training sets
were used to train the neural network to be able to recognize patterns in the human gene
sequences. It was also necessary to assemble test sets for each of the corresponding training
sets (Table 2). The test set is used to measure the accuracy of the predicted output of the
trained network. The output of the NN consisted of some number of codons where each
codon was a string of 12 bits. Each nucleotide consists of 4 bits, where A”1000, C0 100,
G=0010, and T=0001. Each of the bits has a value of either zero or one. The NN data was
imported into Microsoft Excel for analysis. An error was calculated by subtracting the actual
value from the expected value and then squaring the value to obtain the magnitude of the
error. Then all the 12 bits are summed to get the total error for the codon. The mean error is
then calculated by dividing the total error by the total number of codons. Once the test set had
been used to predict the output it was incorporated into the subsequent training set in Training
Sets 15S-1OC, 305-bC, and 45S-1OC. However, in Training Sets 605-bC, 60S-15C, 60S-
20C, and 60S-25C the same test set was used. In order to train the neural network (NN) it is
necessary to formulate a decoding scheme because the architecture of the NN is binary and
does not allow a direct representation of nucleic or amino acid sequences. Therefore, a
numeric representation is used to encode the amino acid data. For example, the amino acids
can be coded as a 20-bit unit (Figure 1). This is a unitary representation with one 1 and 19
zeros. The l’s position shifts to the right as the amino acid single-letter code increases
alphabetically from A (Alanine) to Y (Tyrosine).
All work with the NN was performed on a Sun SPARCstationTM 20 computer. The NN
used was a utility of Partek 2.0b4, called a multi-layer perceptron (MLP). A MLP is a NN,
which has at least three layers (the input, output and the hidden layer(s)). Each layer is
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Table 2: List of the mRNA Sequences Used in the Test Sets.
HUMAN mRNA SEQUENCES DESCRIPTION
HUMFOS FOS PROTO-ONCOGENE(C-FOS)
HUM6H9A PRE-T/NK CELL ASSOCIATED PROTEIN
HUM6PTHS 6-PYRUVOYLTETRAHYDROPTERIN
SYNTHASE
HSPI12 niRNA FOR PROTEASE INHIBITOR-12
HSU03877 EXTRACELLULAR PROTEIN(Sl-5)
HUM5HSR 5-HT6 SEROTON1N RECEPTOR
D50 134 INWARD RECTIFYING K CHANNEL
D83004 EPIDERMOID CARCINOMA mRNA FOR UBIQUIT1N
CONJUGATING ENZYME
HSNPYY2S2 TYPE 2 NEUROPEPTIDE Y RECEPTOR (NPY Y2)
HUMAD35A ADHALIN-35
HUMCLGNA COLLAGENASE mRNA
HUMARDE ARYLACETAMIDE DEACETYLASE mRNA
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Figure 1. Simple scheme. This decoding scheme
showing one amino acid, Alanine, is the simplest
representation in terms of description. The dotted

























attached to the next layer by connection weights that are changed during the training process





Different amino acid decoding schemes were examined to determine how the input
configuration would affect prediction accuracy of the networks and also to ascertain which
scheme or schemes are the most computationally efficient in backtranslating amino acids into
nucleic acids. The simplest scheme, called Simple, is a 20-bit representation where each amino
acid is represented by a one and nineteen zeros (Figure 1). Alanine would be
10000000000000000000 and the one would shift to the right alphabetically based on the one
letter abbreviation of the amino acids. Degeneracy of the genetic code can be incorporated into
the decoding schemes. By using the codon representations, for example, GCX for Alanine new
schemes can be formulated. The representation for each codon base would be a four-bit unit plus
an extra bit added to denote degeneracy or non-degeneracy of that base. The bit could be a 1, to
symbolize degeneracy or a 0, to symbolize non-degeneracy. This produces a 15-bit unit for each
amino acid, which can be mapped as three groups of five bits for each amino acid representation.
Under this representation, six amino acids are not unique: Aspartate (GAY), Glutamate (GAR),
Histidine (CAY), Glutamine (CAR), Asparagine (AAY), and Lysine (AAR). Therefore an extra
bit, represented by Y, is added to each of the three groups producing an 18-bit representation for
an amino acid. The letter Y indicates the base is either a T or a C. If the degeneracy is any other
type it is described as X degeneracy. Therefore, the last two units in each of the three groups are
degenerate, 1, or nondegenerate, 0. For example, Alanine would be represented as 001000
010000 000010, for GCX, where the second to last bit has X degeneracy and the last bit has Y
degeneracy (Figure 2). The name of this scheme is Simple-Degeneracy.
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Figure 2. Simple-Degeneracy scheme. It takes into
account the degenerate nature of the genetic code, where
the last two of the five bit units is nondegenerate,O, or
degenerate, 1.
=Alanine
0 1 0 0
o~ 1 0 0
X=any degeneracy
except Y




The simple and degenerate schemes can be combined into a hybrid representation. Codons
may be degenerate in none, one, two, or all three bases. Since Serine is degenerate in all three
bases, adding a bit for this amino acid would modify NN training by the scheme called Ser
Degeneracy (Figure 3). Adding two more units for Leucine and Arginine produces a 27-bit
unit referred to as Leu-Arg-Ser-Degeneracy (Figure 4).
IUPAC representations utilize degeneracy codes to denote which possible bases can be
used for a particular amino acid at the first, second, or third position of a codon. If the code is
X, then the nucleotides A, C, G, or T are possible; ifY then T or C; if H then A, T, or C; if R
then A orG; ifMthen C orA; ifWthenT orA; and ifS then C orG. An example of this
would be GOX, the codon for Glycine, where four nucleotide endings are possible. Thus by
using these degeneracy codes we come closer to the actual nucleic acid sequence that encodes
the amino acid. This results in a 33-bit unit in a scheme called All-Degeneracy (Figure 5). E
Another way of decoding the amino acid is to form groups that are formed based on
various properties. One such scheme, called Codon-Number, divides the amino acids into
groups according to the number of codons that represent the amino acid. This corresponds to
the first five bits of a fourteen bit input unit. The five groups are 6, 4, 3, 2 and 1. The last C
nine bits represent the alphabetical arrangement of the maximum number of the members in
any groups (Figure 6). Another related group scheme is based on a graph theory analysis that
groups the codons for the amino acids with their reverse complements, resulting in three
amino acid families (Seffens and Digby, unpublished data). The genetic graph is constructed
by pairing codons with their reverse complement for all 20 amino acids. The reverse
complement relationship is then represented by lines and the amino acids as points on a graph.
Interestingly three independent graphs are formed, even for the alternate genetic codes, e.g.,
mitochondrion. Two of the graphs are of similar size, the other graph being larger.
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Figure 3. Ser-Degeneracy scheme. It adds a bit for
Serine because it is degenerate in all three bases and
could therefore affect predictive accuracy of the NN.
SerXY
101101101 0 1 0
0 1 0
SerX YSerX Y









Figure 4. Leu-Arg-Ser-Degeneracy scheme. It adds
bits for Leucine and Arginine, which are degenerate











Figure 5. All-Degeneracy scheme. It uses all the
degeneracy codes for the amino acids and thus comes















Figure 6. Codon-Number scheme. It divides the
amino acids into groups according to the number
of codons that can be used to produce the amino
acids. This corresponds to the first five bits in the
input. The last nine bits represent the alphabetical
arrangement of the members of the groups. The five
groups are 6, 4, 3, 2 and 1. The dotted line indicates
that not all connections are drawn.
=Alanine
Layer( GCC)





Superimposing codon usage data upon this graph demonstrates that if a codon has high usage,
its reverse complement also has high usage (Seffens, personal communication). This may be
relevant to this study since mRNA folding can occur by pairing codons with their reverse
complement typically in stem-loop structures. This implies that there is some predictability in
codons due to surrounding codons. This scheme, named Graph-Theory, results in an 11-bit unit
where, the first three bits represent the three families and the remaining eight bits represent the
alphabetical listing of the members in the families (Figure 7). The last member of this group,
called Binary-5-bit, is based on all the possible ways that ones and zeros can be combined in a
five-bit unit (Figure 8). There are 32 possible ways these numbers can be arranged. When the
representations with no or all ones and those with 1 or 4 ones are removed there are exactly
twenty representations left. Interestingly this leaves just enough representations to code for 20
amino acids.
Another scheme called Simple-Shuffle is a rearrangement or shuffling of the amino acids in
Simple. This scheme is designed to test if the order of the amino acids is important. This
scheme is an alphabetical listing of the twenty amino acids based on their codon
representations. Therefore, Lysine, AAR, is first and Leucine, YTX, is last (Figure 9).
Another group of schemes tests whether using one bit to denote an amino acid is superior to
using multiple bits to denote amino acids. A scheme called Reduced-Ser-Degeneracy is a
modification of Ser-Degeneracy, where there is only one bit for Serine instead of three (Figure
10). Reduced-Leu-Arg-Ser-Degeneracy is a modification of Leu-Arg-Ser-Degeneracy, where
there is only one bit for Arginine, Leucine, and Serine instead of three for each (Figure 11).
Another scheme modification utilizes a binary encoding of previous schemes to compare
results with unary encoding. One such encoding called Binary-Simple-Degeneracy is a binary
encoding of Simple-Degeneracy, where the bases are condensed from 4 bits to 2 bits (Figure
12). Binary-Ser-Degeneracy follows the same pattern by adding one bit for Serine (Figure 13).
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Figure 7. Graph Theory scheme. It is based on a graph
theory analysis that grouped the amino acids with their
reverse complements, resulting in 3 amino acid families.
The first three bits represent the three families and a one
occupies the family that the amino acid belongs to. The
remaining eight bits represent an alphabetical listing of
the amino acids in each group. Therefore the maximum
members in a group would be eight. Dotted line indicates
not all connections are drawn.
=Alanine
Output Layer( GCC)




Figure 8. Binary-5-Bit scheme. It is based on all the possible
ways that ones and zeros can be combined in a five bit unit.
There are 32 possible ways to represent 20 amino acids.
When the representations with no or all ones and those with
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Figure 9. Simple-Shuffle scheme. It is a alphabetical
listing of the twenty amino acids based of their codon
representations. Therefore Lysine, AAR is first and
Leucine, YTX is last. The dotted line indicates not
























Figure 10. Reduced-Ser-Degeneracy scheme.
It is modification of the Ser-Degeneracy scheme,
where there is only one bit for Serine instead of three.
0 1 0 0






Figure 11. Reduced-Leu-Arg-Ser-Degeneracy scheme.
It is modification of the Leu-Arg-Ser-Degeneracy
scheme, where there is only one bit for Leucine,
Argimne and Serine instead of three for each.
xY
0 100





Figure 12. Binary-Simple-Degeneracy scheme.






Figure 13. Binary-Ser-Degeneracy scheme.





Binary-Leu-Arg-Ser-Degeneracy continues in the same format and adds two bits for Leucine
and Argimne (Figure 14). The last three schemes are also binary encoded however they are all
modifications of All-Degeneracy. The Binary-All-Degeneracy scheme utilizes a binary
encoding of the degeneracy codes reducing the bits from seven to three (Figure 15).
Binary-All-Degeneracy/Nucleotides scheme binarily encodes the degeneracy codes and the
nucleotides (Figure 16). The Binary-Nucleotide-All-Degeneracy scheme binarily encodes the
nucleotides only (Figure 17).
Several parameters can be used to determine the performance of the different networks.
They include the number of iterations it took to train the network, the mean error per codon,
and the percent correct of overall, degenerate, and fixed bases. The networks were trained and
the test sets were used to assess the accuracy for each scheme. The change in predictive
accuracy of the schemes was analyzed as more sequences were added in order to determine
which scheme or schemes would be most efficient with a large training set. The top three
schemes for each training set were compared (Table 3). The three that had the highest value
for percent correct of degenerate bases are listed. If there were several schemes with the same
percentages of correct degenerate bases other criteria such as number of iterations and the sum
squared error were used to select the most efficient one. The schemes Simple, Reduced-Ser
Degeneracy, Binary-All-Degeneracy/Nucleotide and Binary-Leu-Arg-Ser-Degeneracy appear
twice in the top three schemes, whereas, Graph-Theory appears four times in the top three
schemes for the various training sets.
There is a large difference in the overall percentage correct in Training Set 15S-1OC
(Figure 18). The percentages for Simple-Degeneracy, Ser-Degeneracy, and Leu-Arg-Ser
Degeneracy ranges from 12-23% and the average percentage of the others are 87%.
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Figure 14. Binary-Leu-Arg-Ser-Degeneracy scheme.








Figure 15. Binary-All-Degeneracy scheme.
It is a binary encoding of degeneracy codes
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Figure 16. Binary-All-Degeneracy/Nucleotide scheme.
This is the binary representation of both the nucleotide and
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Figure 17. Binary-Nucleotide-All-Degeneracy scheme.
This is binary representation of the All-Degeneracy scheme











X= A,C,G, or T
Y==TorC
H= A,T, or C
R=AorG





Table 3: Comparison of the Top Three Schemes by Training Sets
Training Set 155-1OC Simple Graph Binary Ser
Theory Deg
Number ofiterations 500 500 600
Mean Error/Codon 0.374 0.341 0.354
Percent Correct ofDegenerate Bases 78% 76% 76%
Percent Correct ofFixed Bases 100% 100% 100%
Training Set 30S-1OC Graph Red Ser Deg Binary All
Theory Deg/Nuc
Number ofIterations 1000 600 800
Mean Error/Codon 0.343 0.348 0.338
Percent Correct ofDegenerate Bases 69% 67% 78%
Percent Correct ofFixed Bases 100% 100% 100%
Training Set 45S-1OC Ser Deg Graph Simple
Theory Shuffle
Number ofIterations 700 800 600
MeanError/Codon 0.401 0.416 0.388
Percent Correct ofDegenerate Bases 63% 56% 47%
Percent Correct ofFixed Bases 100% 100% 100%
Training Set 60S-1OC Simple Binary All Binary Nuc
Deg/Nuc A!l Deg
Number ofiterations 600 600 400
MeanError/Codon 0.305 0.305 0.316
Percent Correct ofDegenerate Bases 85% 80% 80%
Percent Correct ofFixed Bases 100% 100% 100%
Training Set 60S-15C Simple Deg Binary Leu, Binary All
Arg,Ser Deg Deg
Number ofIterations 600 400 500
Mean Error/Codon 0.283 0.302 0.307
Percent Correct ofDegenerate Bases 80% 80% 80%
Percent Correct ofFixed Bases 100% 100% 100%
Training Set 60S-20C Leu, Arg Ser All Deg Binary Leu,
Deg Arg,Ser Deg
Number ofIterations 500 500 500
Mean Error/Codon 0.302 0.291 0.300
Percent Correct ofDegenerate Bases 80% 80% 80%
Percent Correct ofFixed Bases 100% 100% 100%
Training Set 60S-25C Graph Binary 5-bit Red SerDeg
Theory
Number ofIterations 900 1200 500
Mean Error/Codon 0.301 0.341 0.325
Percent Correct ofDegenerate Bases 80% 77% 74%
Percent Correct ofFixed Bases 100% 100% 100%
Abbreviations: Red-Reduced, Deg-Degeneracy, Nuc-Nucleotide
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Figure 18. Overall percent correct for Training























Binary Nuc All Deg
Binary All Deg/Nuc
Binary All Deg















o 0 0 0
CD U)
4O~flO3
0 0~ 0 0
C~) C’J ‘-
.[.u![~I~IJ!,. . ~ - -. .
34
As more sequences are added the percentage correct for schemes Simple-Degeneracy, Ser
Degeneracy, and Leu-Arg-Ser-Degeneracy reach the mid eighties and low nineties (Figure 19,
20, 21, 22, 23, 24). The difference in the schemes generally decreases as more sequences are
added, so that most schemes are performing at about the same level for the larger training sets.
The percentage difference between the lowest and the highest schemes is as follows: in
Training Set 155-bC there is a 79% difference, in Training Set 305-bC there is a 13%
difference, in Training Set 45S-1OC there is a 18% difference, in Training Set 605-bC there
is a 5% difference, in Training Set 60S-15C there is a 5% difference, in Training Set 605-20C
there is a 4% difference, and in Training Set 60S-25C there is a 37% difference (Figures 18-
24).
In order to discover if the overall accuracy of the NN was correlated to the genetic
information present in a particular scheme, an information content index was calculated. This
was done for the schemes Simple, Simple-Degeneracy, Ser-Degeneracy, Leu-Arg-Ser
Degeneracy, and All-Degeneracy because they serve as the basis for other schemes, except for
Codon-Number, Graph-Theory, and Binary-5 -bit. Before determining the information content
retained for the five schemes previously mentioned, the information content in the genetic
code was calculated. This was done by adding up all the fixed bases (100) in the genetic code
and dividing by the total number of coding bases (61*3~183) and multiplying by 100, which
gives 54.6%. Therefore, 54.6% of the nucleotide sequence of the amino acids as a group is
known or is non-degenerate. The information content retained in the scheme Simple is zero
because it does not take into account any nucleotide sequence information. Each amino acid
is arbitrarily designated as a twenty-bit unit. In the scheme Simple-Degeneracy some
nucleotide sequence information is taken into account and also that sequences may be
degenerate. The degeneracy is either X or Y. The X degeneracy means that any base can
code for nucleotide position and Y degeneracy means that nucleotide is either a T or C.
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Figure 19. Overall percent correct for Training





















0 0 0 0
I’- CD L() ~-
490JJ03 UODJOd
0 0 0 0
CY) (‘4 ~-
Binary Nuc All Deg
Binary All Deg/Nuc
Binary All Deg



















Figure 20. Overall percent correct for Training
Set 45S-1OC. There are 450 codons.
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Figure 21. Overall percent correct for Training
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Figure 22. Overall percent correct for Training
Set 60S-15C. There are 900 codons.
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Figure 23. Overall percent correct for Training
Set 60S-20C. There are 1200 codons.
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Figure 24. Overall percent correct for Training
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In order to calculate the information retained the numbers of fixed bases are added up along
with the fraction of the degenerate information for each codon representation. For example,
an X would be ¼ since there are four options and an Y would be V2 because there are two
options. Therefore Y has twice as much information as X. The information calculated for the
scheme Simple-Degeneracy by this method is 68.4% (Table 4). The third examined scheme
adds a bit for Serine. The information retained falls slightly to 67.6% because of the change
of base representation for Serine (Table 5). Leu-Arg-Ser-Degeneracy adds two bits for
Leucine and Arginine, and the information content again drops to 65.7% (Table 6). In the All-
Degeneracy scheme where all the degeneracy codes are used, the information content retained
is the highest at 70.9% (Table 7). This leads to the prediction that All-Degeneracy would
perform the best, followed in order by Simple-Degeneracy, Ser-Degeneracy, and Leu-Arg
Ser-Degeneracy. All-Degeneracy is indeed the most accurate in Training Set 15 S-i OC and
Training Set 305-bC, however as more sequences are added the difference disappears
(Figures 21-24). Therefore, there are other factors determining which scheme performs the
best.
.:[:L1j.! ~ th].jW_. £t~[LlüZ~.]LLi [:.I
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Table 4: Information Content for Simple-Degeneracy
Amino Acids CODONS CODONS FIXED DEGENERATE Subtotals
Alanine GCA GCX~ 2 1/4 2 1/4
GCC GCX2 2 1/4 2 1/4
GCG GCX3 2 1/4 2 1/4
GCT GCX4 2 1/4 2 114 9
Cysteine TGC TGY1 2 1/2 2 1/2
TGT TGY2 2 1/2 2 1/2 5
Aspartate GAC GAYI 2 1/2 2 1/2
GAT GAY2 2 1/2 2 1/2 5
Glutamate GAA GAXI 2 1/4 2 1/4
GAG GAX2 2 1/4 2 1/4 4 1/2
Phenylalanine TTC TTY1 2 1/2 2 1/2
iT!’ TTY2 2 1/2 21/2 5
Glycine GGA GGX1 2 1/4 2 1/4
GGC GGX2 2 1/4 2 1/4
G6G GGX3 2 1/4 21/4
GGT GGX4 2 1/4 2 1/4 9
Histidine CAC CAYI 2 1/2 2 1/2
CAT CAY2 2 1/2 2 1/2 5
Isoleucine ATA ATX1 2 1/4 2 1/4
ATC ATX2 2 1/4 2 1/4
ATT ATX3 2 1/4 2 1/4 6 3/4
Lysine AAA AAXI 2 1/4 2 1/4
AAG AAX2 2 1/4 2 1/4 4 1/2
Leucine CTA Y1TX1 1 3/4 1 3/4
CTC Y1TX2 1 3/4 1 3/4
CTG Y1TX3 1 3/4 1 3/4
CT!’ Y1TX~ 1 3/4 1 3/4
TT’A Y2TX1 1 3/4 1 3/4
TTG Y2TX2 1 314 1 3/4 10 1/2
Methionine ATG ATG 3 0 3 3
Asparagine AAC AAYI 2 1/2 2 1/2
AAT AAY2 2 1/2 2 1/2 5
Proline CCA CCX1 2 1/4 2 1/4
CCC CCX2 2 1/4 2 1/4
CCG CCX3 2 1/4 2 1/4




Glutamine CAA CAX1 2 1/4 2 1/4
CAG CAX2 2 1/4 2 1/4 4 1/2
Arginine AGA X1GX1 1 1/2 1 1/2
AGO X1GX2 1 1/2 1 1/2
CGA X1GX3 1 1/2 1 1/2
CGC X1GX4 1 1/2 1 1/2
CGG X2GX1 1 1/2 1 1/2
CGT X2GX2 1 1/2 1 1/2 9
Serine AGC X1X1X1 0 3/4 3/4
AGT X1X1X2 0 3/4 3/4
TCA X2X1X1 0 3/4 3/4
TCC X2X1X2 0 3/4 3/4
TCG X.2X1X3 0 3/4 3/4
TCT X2X1X4 0 3/4 3/4 4 1/2
Threonine ACA ACXI 2 1/4 2 1/4
ACC ACX2 2 1/4 2 1/4
ACG ACX3 2 1/4 2 1/4
ACT ACX4 2 1/4 2 1/4 9
Valine GTA GTX1 2 1/4 2 1/4
GTC GTX2 2 1/4 2 1/4
GTG GTX3 2 1/4 2 1/4
GTF GTX4 2 1/4 21/4 9
Tryptophan TGG TGG 3 0 3 3
Tyrosine TAC TAYI 2 1/2 2 1/2
TAT TAY2 2 1/2 2 1/2 5






Table 5: Information Content for Ser
Degeneracy
Amino Acids CODONS CODONS FIXED DEGENERATE Subtotals
Alanine GCA GCX1 2 1/4 2 1/4
GCC GCX2 2 1/4 2 1/4
GCG GCX3 2 1/4 2 1/4
GCT GCX4 2 1/4 2 1/4 9
Cysteine TGC TGY1 2 1/2 2 1/2
TOT TOY2 2 1/2 2 1/2 5
Aspartate GAC GAY1 2 1/2 2 1/2
GAT GAY2 2 1/2 2 1/2 5
Glutamate GAA GAX1 2 1/4 2 1/4
GAG GAX2 2 1/4 2 1/4 4 1/2
Phenylalanine TTC T~Y1 2 1/2 2 1/2
‘ITT TrY2 2 1/2 21/2 5
Glycine GGA GGX1 2 1/4 2 1/4
GGC GGX2 2 1/4 2 1/4
GOG GGX3 2 1/4 21/4
GOT GGX4 2 1/4 21/4 9
Histidine CAC CAY1 2 1/2 2 1/2
CAT CAY2 2 1/2 2 1/2 5
Isoleucine ATA ATX1 2 1/4 2 1/4
ATC ATX2 2 1/4 2 1/4
ATT ATX3 2 1/4 2 1/4 6 3/4
Lysine AAA AAX1 2 1/4 2 1/4
AAG AAX2 2 1/4 2 1/4 4 1/2
Leucine CTA Y1TX1 1 3/4 1 3/4
CTC Y1TX2 1 3/4 1 3/4
CTG Y1TX3 1 3/4 1 3/4
CTr Y1TX4 1 3/4 1 3/4
TTA Y2TX1 1 3/4 1 3/4
TTO Y2TX2 1 3/4 1 3/4 10 1/2
Methionine ATG ATO 3 0 3 3
Asparagme AAC AAY1 2 1/2 2 1/2
AAT AAY2 2 1/2 21/2 5
Proline CCA CCX1 2 1/4 2 1/4
CCC CCX2 2 1/4 2 1/4
CCG CCX3 2 1/4 2 1/4




Glutamine CAA CAX1 2 1/4 2 1/4
CAG CAX2 2 1/4 2 1/4 4 1/2
Arginine AGA X1GX1 1 1/2 1 1/2
AGO X1GX2 1 1/2 1 1/2
CGA X1GX3 1 1/2 1 1/2
CGC X1GX4 1 1/2 1 1/2
CGO X2GX1 1 1/2 1 1/2
CGT X2GX2 1 1/2 1 1/2 9
Serine AGC Ser1Ser1Ser1 0 1/2 1/2
AGT Ser1Ser1Ser2 0 1/2 1/2
TCA Ser2Ser1Ser1 0 1/2 1/2
TCC Ser2Ser1Ser2 0 1/2 1/2
TCG Ser2Ser1Ser3 0 1/2 1/2
TCT X2X1X4 0 1/2 1/2 3
Threonine ACA ACX1 2 1/4 2 1/4
ACC ACX2 2 1/4 2 1/4
ACG ACX3 2 1/4 2 1/4
ACT ACX4 2 1/4 2 1/4 9
Valine GTA GTX1 2 1/4 2 1/4
GTC GTX2 2 1/4 2 1/4
GTG GTX3 2 1/4 2 1/4
GTT GTX4 2 1/4 2 1/4 9
Tryptophan TGG TGG 3 0 3 3
Tyrosine TAC TAYI 2 1/2 2 1/2
TAT TAY2 2 1/2 2 1/2 5
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Table 6: Information Content for Leu-Arg-Ser
Degeneracy
Amino Acids CODONS CODONS FIXED DEGENERATE Subtotals
Alanine GCA GCX1 2 1/4 2 1/4
GCC GCX2 2 1/4 2 1/4
GCG GCX3 2 1/4 2 1/4
GCT GCX4 2 1/4 2 1/4 9
Cysteine TGC TGY1 2 1/2 2 1/2
TOT TGY2 2 1/2 2 1/2 5
Aspartate GAC GAYI 2 1/2 2 1/2
OAT GAY2 2 1/2 2 1/2 5
Glutamate GAA GAX1 2 1/4 2 1/4
GAG GAX2 2 1/4 2 1/4 4 1/2
Phenylalanine TTC TTY1 2 1/2 2 1/2
TrY TTY2 2 1/2 21/2 5
Glycine GGA GGX1 2 1/4 2 1/4
GGC GGX2 2 1/4 2 1/4
GGG GGX3 2 1/4 21/4
GGT GGX4 2 1/4 21/4 9
Histidine CAC CAY1 2 1/2 2 1/2
CAT CAY2 2 1/2 2 1/2 5
Isoleucine ATA ATX1 2 1/4 2 1/4
ATC ATX2 2 1/4 2 1/4
ATT ATX3 2 1/4 2 1/4 6 3/4
Lysine AAA AAXI 2 1/4 2 1/4
AAG AAX2 2 1/4 2 1/4 4 1/2
Leucine CTA Leu1TLeu1 1 1/3 1 1/3
CTC Leu1TLeu2 1 1/3 1 1/3
CTG Leu1TLeu3 1 1/3 1 1/3
CTT Leu1TLeu4 1 1/3 1 1/3
TEA Leu2TLeu1 1 1/3 1 1/3
TTG Leu2TLeu2 1 1/3 1 1/3 8
Methionine ATG ATG 3 0 3 3
Asparagine AAC AAYI 2 1/2 2 1/2
AAT AAY2 2 1/2 2 1/2 5
Proline CCA CCX1 2 1/4 2 1/4
CCC CCX2 2 1/4 2 1/4
CCG CCX3 2 1/4 2 1/4




Glutamine CAA CAX1 2 1/4 2 1/4
CAG CAX2 2 1/4 2 1/4 4 1/2
Arginine AGA Arg1GArg1 1 1/3 1 1/3
AGO ArgiGArg2 1 1/3 1 1/3
CGA Arg1GArg3 1 1/3 1 1/3
CGC Arg1GArg4 1 1/3 1 1/3
CGG Arg2GArg1 1 1/3 1 1/3
CGT Arg2GArg2 1 1/3 1 1/3 8
Serine AGC Ser1Ser1Ser1 0 1/2 1/2
AGT Ser1Ser1Ser2 0 1/2 1/2
TCA Ser2Ser1Ser1 0 1/2 1/2
TCC Ser2Ser1Ser2 0 1/2 1/2
TCG Ser2Ser1Ser3 0 1/2 1/2
TCT Ser2Ser1Ser4 0 1/2 1/2 3
Threonine ACA ACX~I 2 1/4 2 1/4
ACC ACX2 2 1/4 2 1/4
ACG ACX3 2 1/4 2 1/4
ACT ACX4 2 1/4 2 1/4 9
Valine GTA GTX1 2 1/4 2 1/4
GTC GTX2 2 1/4 2 1/4
GTG GTX3 2 1/4 2 1/4
GTT GTX4 2 1/4 2 1/4 9
Tryptophan TGG TGG 3 0 3 3
Tyrosine TAC TAY1 2 1/2 2 1/2
TAT TAY2 2 1/2 2 1/2 5
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Table 7: Information Content for All-
Degeneracy
Amino Acids CODONS CODONS FIXED DEGENERATE Subtotals
Alanine GCA GCX1 2 1/4 2 1/4
GCC GCX2 2 1/4 2 1/4
GCG OCX3 2 1/4 2 1/4
GCT G~CX4 2 1/4 2 1/4 9
Cysteine TGC TOY1 2 1/2 2 1/2
TGT TGY2 2 1/2 2 1/2 5
Aspartate GAC GAY1 2 1/2 2 1/2
OAT GAY2 2 1/2 2 1/2 5
Glutamate GAA OAR1 2 1/4 2 1/4
GAG OAR2 2 1/4 2 1/4 4 1/2
Phenylalanine TTC T~Y1 2 1/2 2 1/2
iT!’ TrY2 2 1/2 21/2 5
Glycine GGA GGX1 2 1/4 2 1/4
GOC GGX2 2 1/4 2 1/4
GOG GGX3 2 1/4 21/4
GGT GGX4 2 1/4 21/4 9
Histidine CAC CAY1 2 1/2 2 1/2
CAT CAY2 2 1/2 2 1/2 5
Isoleucine ATA ATH1 2 1/4 2 1/4
ATC ATE!2 2 1/4 2 1/4
ATT ATH3 2 1/4 2 1/4 6 3/4
Lysine AAA AARI 2 1/4 2 1/4
AAG AAR2 2 1/4 2 1/4 4 1/2
Leucme CTA Y1TX1 1 3/4 1 3/4
CTC Y1TX2 1 3/4 1 3/4
CTG Y1TX3 1 3/4 1 3/4
CT!’ Y1TX4 1 3/4 1 3/4
HA Y2TX1 1 3/4 1 3/4
riG Y2TX2 1 3/4 1 3/4 10 1/2
Methionine ATO ATG 3 0 3 3
Asparagme AAC AAY1 2 1/2 2 1/2
AAT AAY2 2 1/2 21/2 5
Proline CCA CCX1 2 1/4 2 1/4
CCC CCX2 2 1/4 2 1/4
CCG CCX3 2 1/4 2 1/4
CCT CCX4 2 1/4 2 1/4 9
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Table 7 (continued)
Glutamine CAA CAR1 2 1/4 2 1/4
CAG CAR2 2 1/4 2 1/4 4 1/2
Arginine AGA M1GX1 1 3/4 1 3/4
AGG M1GX2 1 3/4 1 3/4
CGA M1GX3 1 3/4 1 3/4
CGC M1GX4 1 3/4 1 3/4
CGG M2GX1 1 3/4 1 3/4
CGT M2GX2 1 3/4 1 3/4 10 1/2
Serine AGC W1S1X1 0 1 1/4 1 1/4
AGT W1S1X~ 0 1 1/4 1 1/4
TCA W~S1X1 0 1 1/4 1 1/4
TCC W~S1X~ 0 1 1/4 1 1/4
TCG W.~S1X3 0 1 1/4 1 1/4
TCT W~S1X4 0 1 1/4 1 1/4 7 1/2
Threonine ACA ACX1 2 1/4 2 1/4
ACC ACX2 2 1/4 2 1/4
ACG ACX3 2 1/4 2 1/4
ACT ACX4 2 1/4 2 1/4 9
Valine GTA GTX1 2 1/4 2 1/4
GTC GTX2 2 1/4 2 1/4
GTG GTX3 2 1/4 2 1/4
GIT GTX4 2 1/4 2 1/4 9
Tryptophan TGG TGG 3 0 3 3
Tyrosine TAC TAY1 2 1/2 2 1/2
TAT TAY2 2 1/2 2 1/2 5






In this research the 5’ region of the mRNA was chosen for study for two basic reasons.
The first reason is that this allows the results to be relevant to degenerate polymerase chain
reaction (PCR) cloning. PCR permits the DNA from a selected region of a genome to be
amplified many fold using oligonucleotide primers. When only an amino acid sequence is
known, the degeneracy of the genetic code poses an obstacle to exact nucleotide sequence
knowledge for the PCR primers. For some amino acids there are as many as six codons that
code for them. This research could lead to a more reliable nucleotide sequence prediction
based on amino acid sequence, therefore assisting in the design of oligonucleotide primers
needed for degenerate PCR. The second reason is that this research may allow computational
identification of structures at the 5’ end of the mRNA that others have noted by molecular
biology techniques (Kozak, 1989). The structure of mRNA can affect the rate or the
occurrence of translation. One example of such regulation is the stem-and-loop structure in
the mRNA encoding ferritin, an iron storage protein (Goossen and Hentze, 1992). In the
absence of iron a translation repressor protein called cytosolic aconitase recognizes common
features in a stem-and-loop structure in the ferritin. As a result of the binding of cytosolic
acomtase to this structure at the 5’ end of the ferritin mRNA, translation is blocked. Secondary
structures could be detected by a NN as a distinct pattern in the trained weights that may lead
to different codon predictions based on position. Alternatively, instead of an entirely different
codon prediction the weights may change slightly for the codon at different sequence
positions. This would indicate that positional information was be learned by the NN.
50
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In Training Set 15S-1OC, the high percentages obtained from some test sets, despite the fact
that only a small number of codons were used, may be due to common codon frequencies
between the training and test sets. The NN did not have to learn the frequencies of all 64
codons, only the occurrences of those in the training set. This is confirmed when a codon
usage table is obtained from the training set. The codon usage table shows that five out of the
fifteen amino acids present in the test set do not have all their codons represented in the
training set (Table 8). For example, Arginine only has two out of its six codons, Serine has
five of its six codons, Isoleucine has two of its three codons, Threonine has three of its four
codons, and Glycine has three of its four codons. The lack of codon representations appear
not to affect some schemes, which produces high percentages of correct bases whereas other
schemes are adversely affected and perform very poorly. It is also interesting to note that
Simple-Degeneracy, Ser-Degeneracy, Leu-Arg-Ser-Degeneracy, are the worst performers for
Training Set 15S-1OC. Those three schemes were all based on including degeneracy
information about the codon. The network had an easier time learning Binary Simple
Degeneracy, which is a binary representation of Simple-Degeneracy. Reduced-Ser
Degeneracy and Reduced-Leu-Arg-S er-Degeneracy show significant improvement over Ser
Degeneracy and Leu-Arg-Ser-Degeneracy respectively. Reduced-Ser-Degeneracy and
Reduced Leu-Arg-Ser-Degeneracy use one bit for the amino acids Leucine, Arginine and
Serine instead of three bits used in S er-Degeneracy and Leu-Arg-S er-Degeneracy. This
redundancy may explain why the network had a difficult time determining the correct output.
A comparison between the schemes Simple and Simple-Shuffle throughout the training sets
reveals Simple is slightly better than Simple-Shuffle. The greatest difference occurs in
Training Set 605-bC, where there is a 13% difference in the percent correct of degenerate
bases in favor of Simple. This appears to suggest that the order may have some effect on the
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Table 8: Codon Frequency Table for Training Set 15S-1OC by the
Countcodon* program
Fields: [triplet] [frequency: per thousand] ([number])
UUU 6.7( 1) UCU 0.0( 0) UAU 26.7( 4) UGU 6.7( 1)
UUC 26.7( 4) UCC 33.3( 5) UAC 6.7( 1) UGC 6.7( 1)
UUA 20.0( 3) UCA 6.7( 1) UAA 0.0( 0) UGA 0.0( 0)
UUG 13.3( 2) UCG 13.3( 2) UAG 0.0( 0) UGG 13.3( 2)
CUU 33.3( 5) CCU 0.0( 0) CAU 0.0( 0) CGU 0.0( 0)
CUC 26.7( 4) CCC 33.3( 5) CAC 13.3( 2) CGC 13.3( 2)
CUA 13.3( 2) CCA 0.0( 0) CAA 6.7( 1) CGA 0.0( 0)
CUG 66.7( 10) CCG 26.7( 4) CAG 20.0( 3) CGG 0.0( 0)
AUU 6.7( 1) ACU2O.0( 3) AAU13.3( 2) AGU13.3( 2)
AUC 20.0( 3) ACC 6.7( 1) AAC 13.3( 2) AGC 13.3( 2)
AUA 0.0( 0) ACA 6.7( 1) AAA 13.3( 2) AGA 13.3( 2)
AUG126.7( 19) ACG 0.0( 0) AAG 26.7( 4) AGG 0.0( 0)
GUU 20.0( 3) GCU 26.7( 4) GAU 13.3( 2) GGU 0.0( 0)
GUC 13.3( 2) GCC 40.0( 6) GAC 13.3( 2) GGC 40,0( 6)
GUA 6.7( 1) GCA 6.7( 1) GAA 13.3( 2) GGA 13.3( 2)
GUG 13.3( 2) GCG 26.7( 4) GAG 20.0( 3) GGG 6.7( 1)
*Information about the program that generated this table is described in
Nakamura et. al., 1997.
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prediction accuracy. However, it should be noted that as more nucleotides are taken from
each sequence the difference between the schemes diminishes (Table 9). A comparison
between Simple-Degeneracy and All-Degeneracy shows that at Training Sets 15 S-i OC, All-
Degeneracy is about 4.8 times more accurate at predicting correctly the degenerate bases
(Table 10). As the training set size increases the difference between the two disappears and
their performance is virtually identical. A comparison between Codon-Number, Graph-
Theory, and Binary-5 -bit illustrates that Graph-Theory is clearly better than Codon-Number in
all the training sets except Training Set 60S-1 OC. Binary 5-bit performs rather poorly in the
first three training sets, however, by Training Set 60S-1OC there is only a 3% difference in the
correct prediction of degenerate bases (Table 11). The 37% difference from the lowest to the
highest in predictive accuracy in Training Set 60S-25C was due to the greatly reduced
accuracy of Ser-Degeneracy and Reduced-Leu-Arg-Ser-Degeneracy. The schemes Ser
Degeneracy and Reduced-Leu-Arg-S er-Degeneracy both consist of 21 bits and both are unary
representations. The only other scheme with 21 bits is Binary-All-Degeneracy. When the
Training Set 60S-25C is compared with Training Set 60S-20C it is seen that there is a general
reduction in accuracy as more nucleotides are added. The only exceptions are Graph-Theory
and Binary-5-bit, which have an increase in accuracy (Figure 25). However, when the
Training Set 60S-20C is compared to Training Set 60S-15C there is an overall increase in
accuracy as more sequences are added. The only schemes that exhibit a drop in accuracy are
Graph-Theory and Binary-5-bit of 2 and 3% respectively and Simple-Degeneracy, Binary-All
Degeneracy, and Binary-Nucleotide-All Degeneracy which experience a 1% drop (Figure 26).
It therefore seems possible that the increase in complexity of the network in Training Set 60S-
25C leads to an overall reduced accuracy and that Ser-Degeneracy and Reduced-Leu-Arg-Ser
Degeneracy were especially susceptible to this increase in complexity.
• [I!~,.:.:.:[[.!~LL[]! [~;[ ~ . •~ ~ .
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Table 9: Comparison Between Two 20-Bit Representations
Training Set 15S-IOC Simple Simple Shuffle
Number of Iterations 500 700
Mean Error! Codon 0.374 0.372
Percent Correct of Degenerate Bases 78% 76%
Percent Correct of Fixed Bases 100% 100%
Training Set 30S-IOC Simple Simple Shuffle
Number of Iterations 700 1000
Mean Error! Codon 0.444 0.398
Percent Correct of Degenerate Bases 56% 50%
Percent Correct of Fixed Bases 100% 100%
Training Set 45S-IOC Simple Simple Shuffle
Number of Iterations 500 600
Mean Error! Codon 0.40,6 0.388
Percent Correct of Degenerate Bases 44% 47%
Percent Correct of Fixed Bases 100% 100%
Training Set 605-IOC Simple Simple Shuffle
Number of Iterations 600 800
Mean Error! Codon 0.305 0.322
Percent Correct of Degenerate Bases 85% 72%
Percent Correct of Fixed Bases 100% 100%
Training Set 60S-15C Simple Simple Shuffle
Number of Iterations 1000 900
Mean Error! Codon 0.311 0.321
Percent Correct of Degenerate Bases 72% 77%
Percent Correct of Fixed Bases 100% 100%
Training Set 60S-20C Simple Simple Shuffle
Number of Iterations 500 700
Mean Error! Codon , 0.304 0.304
Percent Correct of Degenerate Bases 80% 80%
Percent Correct of Fixed Bases 100% 100%
Training Set 60S-25C Simple Simple Shuffle
Number of Iterations 800 500
Mean Error! Codon 0.320 0.313
Percent Correct of Degenerate Bases 74% 72%
Percent Correct of Fixed Bases 100% 100%
~LiI~thh:~ I,: •.[*~flU•~.-
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Table 10: Comparison Between Schemes with Varying Degrees of
Degeneracy Information
Training Set 155-IOC Simple All Degeneracy
Degeneracy
Mean Error! Codon 2.692 0.346
Percent Correct of Degenerate Bases 16% 76%
Training Set 30S-IOC Simple All Degeneracy
Degeneracy
Mean Error! Codon 0.512 0.364
Percent Correct of Degenerate Bases 44% 64%
Training Set 45S-IOC Simple All Degeneracy
Degeneracy
Mean Error! Codon 0.449 0.393
Percent Correct of Degenerate Bases 44% 47%
Training Set 605-lOG Simple All Degeneracy
Degeneracy
Mean Error!Codon 0.311 0.320
Percent Correct of Degenerate Bases 80% 80%
Training Set 60S-15C Simple All Degeneracy
Degeneracy
Mean Error! Codon 0.283 0.300
Percent Correct of Degenerate Bases 80% 77%
Training Set 60S-20C Simple All Degeneracy
Degeneracy
Mean Error! Codon 0.297 0.291
Percent Correct of Degenerate Bases 77% 80%
Training Set 605-25C Simple All Degeneracy
Degeneracy
Mean Error! Codon 0.314 0.310
Percent Correct of Degenerate Bases 74% 74%
Table 11: Comparison between Schemes That are Based on Groups
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Training Set 155-bC Codon Number Graph Theory Binary 5-bit
Number of Iterations 500 500 700
Mean Error! Codon 0.584 0.341 1.115
Percent Correct of Degenerate 70% 76% 60%
Bases
Percent Correct of Fixed Bases 89% 100% 68%
Training Set 30S-IOC Codon Number Graph Theory Binary 5-bit
Number of Iterations 2000 1000 2200
Mean Error/ Codon 0.400 0.343 0.497
Percent Correct of Degenerate 47% 69% 67%
Bases
Percent Correct of Fixed Bases 100% 100% 96%
Training Set 45S-IOC Codon Number Graph Theory Binary 5-bit
Number àf Iterations 900 800 1100
Mean Error! Codon 0.422 0.416 0.745
Percent Correct of Degenerate 38% 56% 28%
Bases
Percent Correct of Fixed Bases 100% 100% 90%
Training Set 605-bC Codon Number Graph Theory Binary 5-bit
Number of Iterations 900 700 800
Mean Error! Codon 0.328 0.335 0.443
Percent Correct of Degenerate 80% 77% 74%
Bases
Percent Correct of Fixed Bases 100% 100% 100%
Training Set 60S-15C Codon Number Graph Theory Binary 5-bit
Number of Iterations 900 800 800
Mean Error! Codon 0.378 0.317 0.379
Percent Correct of Degenerate 69% 77% 74%
Bases
Percent Correct of Fixed Bases 98% 100% 100%
Training Set 60S-20C Codon Number Graph Theory Binary 5-bit
Number of Iterations 1200 800 600
Mean Error! Codon 0.367 0.315 0.386
Percent Correct of Degenerate 74% 69% 69%
Bases
Percent Correct of Fixed Bases 98% 100% 100%
Training Set 60S-25C Codon Number Graph Theory Binary 5-bit
Number of Iterations 400 900 1200
Mean Error! Codon 0.376 0.301 0.341
Percent Correct of Degenerate 72% 80% 77%
Bases
Percent Correct of Fixed Bases 98% 100% 100%
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Figure 25. Comparison between Training Sets 60S-20C
and Training Set 60S-25C. The bars with the diagonals
are for Training Set 60S-20C and the black bars are for
Training Set 60S-25C.
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Figure 26. Comparison between Training Sets 60S-15C
and Training Set 60S-20C. The the white bars are for
Training Set 60S-15C and the black bars are for Training
Set 60S-20C.



















The approach used in our research differs from other approaches to identify coding regions.
For example, an accuracy of 86% was achieved in the analysis of the nucleotides in the coding
region that were predicted to be in exons (Snyder and Stormo, 1993). Our best network
predicted 93% of the overall bases correctly. However, it should be noted that the natures of
the problems are different. They were seeking to distinguish between exons and introns and
we were seeking to backtranslate an amino sequence into a nucleic acid sequence. Other
researchers (Farber, Lapedes, and Sirotkin, 1992) looked at determining protein-coding
regions. They achieved an accuracy of 99.4% on a 60 codon open reading frame. The best
networks of our research achieved accuracies between 90% - 93%. However, it should be
noted that our training set is much smaller than those used in these papers and must
undoubtedly be dramatically increased. One of the possible uses of this research is in the
design of oligonucleotide probes. An overall homology greater than 82% between the
predicted probe and the target sequence was achieved when codon utilization and dinucleotide
frequencies were taken into account (Lathe, 1985). When sequence stretches lacking Serine,
Arginine, and Leucine are selected the overall homology goes up to 85.7%. Amino acid data
was used to determine the correct nucleotide sequence for the target sequence that was to be
predicted. Our best network predicted a sequence, which had 73% homology to the test
sequence. The data set used in their study contained 13,000 nucleotides and our largest
training set had 4500 nucleotides. Therefore, an increase in our network size could lead to a
greater homology by detecting patterns within the mRNA sequences. It is also interesting to
note that the network that predicted the highest percentage of correct overall bases did so on a
test set that had eight Leucines, one Arginine, and two Serines.
The prediction of codons by the NN can be employed to find coding regions in genomic
DNA sequences. This can be accomplished because the network learns features or patterns
within the coding regions in the training set and can use this to locate sequences that possess
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these features. This would be done by testing open reading frames (ORF) for their potential as
protein coding regions. A trained network could then be used to predict the accuracy of a test
sequence. If the accuracy was high then it would suggest the region was a coding region, if
the accuracy was low then the sequence would most likely not be protein coding region. The
next step then would be to dramatically increase the size of the training set so that the network
will be able to recognize secondary structure features within the mRNA sequences. The
network could be increased from 60 sequences to 1000 sequences. Obtaining the 1000
sequences will require a program that can search CIENBANK for keywords in the feature
annotations. We searched GENBANK using a text search of “mRNA”, “Homo sapiens “, “5’
UTR” (untranslated region), and “complete cds” (coding sequence). There were 867
sequences that had these features listed in GENBANK and 27 in GENBANK Updates.
However, some of the sequences are members of the same family and therefore would be
excluded (data not shown). Therefore, the program must be able to determine if sequences are




The relatively high accuracies from the different schemes are somewhat unexpected due to
the fact that the sizes of the training sets are relatively small with the largest one being only
1500 codons. The scheme which performed the best is Simple, but Graph-Theory and
Reduced-Ser Degeneracy are also noteworthy performers. Graph-Theory was in the top three
in more groups than any other scheme. Reduced~-Ser-Degeneracy took the least amount of
iterations of any scheme to be trained; therefore if the training set were increased to 1000
sequences it would take less computer time to accomplish the learning task. This would allow
the network to be able to detect secondary structure patterns in mRNA sequences, which are
not recognized in a smaller network.
61
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