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We discuss characterization of the polarization for insulators under the periodic boundary condition in terms
of the Berry phase, clarifying confusing subtleties. For band insulators, the Berry phase can be formulated
in terms of the Bloch function in the momentum space. More generally, in the presence of interactions or
disorders, one can instead use the many-body ground state as a function of the flux piercing the ring. However,
the definition of the Bloch function and the way describing the flux are not unique. As a result, the value of the
Berry phase and its behavior depend on how precisely it is defined. In particular, identifying the Berry phase as a
polarization, its change represents a polarization current which also depends on the definition. We demonstrate
this by elucidating mutual relations among different definitions of the Berry phase, and that they correspond
to the current measured differently in the real space. Despite the non-uniqueness of the polarization current,
the total charge transported during a Thouless pumping process is independent of the definition, reflecting its
topological nature.
I. INTRODUCTION
The polarization is of fundamental importance in under-
standing condensed-matter systems [1, 2]. Historically, theo-
ries of the polarization were first developed in order to under-
stand ferroelectric materials with macroscopic electric polar-
ization [3]. The total electric dipole moment of a piece of ma-
terial may be given in terms of the surface charge. However,
since the total electric dipole moment is typically proportional
to the volume of the material, it could be regarded as a bulk
property. Hence the electric polarization may be defined with
some caveat for the system with the periodic boundary condi-
tion, for which the surface charge is absent. It turned out that
the concept of the polarization is useful in describing much
wider materials and phenomena than the ferroelectricity. For
example, the spin transport in topological insulators can be
understood via ‘spin polarization’ [4, 5]. One of the key ob-
servations was the identification of the polarization as a Berry
phase [6–13], which revealed the topological nature of the po-
larization. Topological transports such as the quantum Hall
effect and the Thouless pump [14, 15] are deeply related to
the polarization since the Chern number can be understood in
terms of the adiabatic evolution of the polarization [5]. How-
ever, there is a substantial confusion in the very definition of
the polarization as a Berry phase (see, e.g. Ref. 16). Several
inequivalent Berry phases can be defined, and indeed found in
the literature.
Given the fundamental importance of the polarization, in
this paper, we revisit the relation between the polarization and
the Berry phase. Our systematic analysis clarifies the physi-
cal meanings of different forms of the Berry phase. As we will
discuss in details, they can be related to the polarization, while
only one particular definition of the Berry phase corresponds
to the polarization which is standard in the literature. Never-
theless, other definitions of the Berry phase are also perfectly
consistent and have their own physical meanings. Although
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the “polarization current” derived from the Berry phase does
depend on the definition, the total charge transported during a
Thouless pumping is given by the same quantized topological
invariant.
This paper is organized as follows. In Sec. II, after re-
viewing the Thouless pump, we introduce two Berry phases,
one for the uniform vector potential and the other for twisted
boundary condition, and clarify their meaning and properties.
We confirm and demonstrate our understanding in a concrete
model, in Sec. III. We then clarify the relation between the
Berry-phase formulation of the polarization and the compact
expression proposed by Resta in Sec. IV. In Sec. V, we dis-
cuss the special case of band insulators. Finally, Sec. VI is
devoted to conclusions.
II. GENERAL FORMULATION
A. Thouless pump
In order to motivate the formulation, let us start with re-
viewing the Thouless pump [14, 15]. For simplicity, we dis-
cuss the quantum mechanics of particles on a 1D ring. In
the Thouless pump, the Hamiltonian Hˆ(t) is adiabatically
changed over time in such a way that Hˆ(0) = Hˆ(T ), and we
consider the charge transported during the period 0 ≤ t ≤ T .
Although the pumping itself can be realized just by the adi-
abatic time-dependence of the Hamiltonian, it is convenient
for theoretical analysis to introduce a magnetic flux θ piercing
the ring [15]. Let us represent the flux θ by the position and
time-independent vector potentialAx = θL . Then the simplest
example of the Hamiltonian reads
Hˆθ(t) =
∫ L
0
dx cˆ†x
[− 12m (∂x + i θL )2 + Vx(t)] cˆx. (1)
Throughout this paper, we set the charge of the particle to
unity. Our discussion below does not rely on the specific form
of the Hamiltonian (1). Arbitrary finite-range interactions can
be added as long as the particle number conservation is re-
spected.
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2There is a tradeoff between the periodicity in x and that in
θ. The current choice of the uniform vector potential implic-
itly assumes the periodic boundary condition in space. On the
other hand, Hˆθ+2pi is not identical to Hˆθ and is only unitarily
equivalent to Hˆθ although θ and θ + 2pi are physically equiv-
alent. (For the sake of brevity, we do not explicitly write the
time dependence below when it is obvious.) These two values
of θ’s are related by the large gauge transformation e2piiPˆ as
Hˆθ+2pi = e
−2piiPˆ Hˆθe2piiPˆ , where
Pˆ ≡ 1L
∫ L
0
dxxnˆx, nˆx ≡ cˆ†xcˆx (2)
is the polarization operator.
Since the vector potential is uniform, taking a derivative of
Hˆθ with respect to θ gives the averaged current operator,
ˆ¯jθ ≡ ∂θHˆθ = 1L
∫ L
0
dx jˆθ(x). (3)
Here, jˆθ(x) is the local current. For instance, it reads jˆθ(x) =
1
2mi cˆ
†
x(∂x + i
θ
L )cˆx + h.c. for the Hamiltonian in Eq. (1).
Let us denote by |Φθ〉 the ground state of the snapshot
Hamiltonian with the energy eigenvalue Eθ. We assume the
uniqueness of the ground state |Φθ〉 and the finite excita-
tion gap above the ground state for all values of θ ∈ [0, 2pi]
and t ∈ [0, T ]. Let |Ψθ(t)〉 be the state that is initially the
ground state |Φθ〉 at t = 0. By taking into account the lead-
ing contribution of the excited states to |Ψθ(t)〉 for t > 0,
Niu and Thouless showed that the current expectation value
Jθ(t) ≡ 〈Ψθ(t)|ˆ¯jθ|Ψθ(t)〉 at each time t is given in the form
of the Berry curvature [15]:
Jθ = ∂θEθ + Fθ, (4)
Fθ ≡ i
[
∂t〈Φθ|∂θ|Φθ〉 − ∂θ〈Φθ|∂t|Φθ〉
]
. (5)
We review the derivation in Appendix A. The term ∂θEθ is the
persistent current of the ground state that can be neglected for
a large L. Furthermore, Niu and Thouless also showed that
Jθ can be well-approximated by the average over θ,
J ≡
∫ 2pi
0
dθ
2piJθ =
∫ 2pi
0
dθ
2piFθ
=
∫ 2pi
0
dθ
2pi i
[
∂t〈Φθ|∂θ|Φθ〉 − ∂θ〈Φθ|∂t|Φθ〉
]
, (6)
when L is sufficiently large [15]. After all, the transported
charge Q ≡ ∫ T
0
dtJ during this time period is given in the
form of the Chern number [14, 15]:
C ≡
∫ T
0
dt
∫ 2pi
0
dθ
2pi Fθ, (7)
which reveals the topological nature of the pump and suggests
the quantization of the transported charge (but see blow).
B. Berry phase with uniform vector potential
Physically, we demand that the polarization P satisfies
J = ddtP. (8)
Comparing Eq. (8) with the first term in the integrand of
Eq. (6), it is tempting to identify the integral
P ∼
∫ 2pi
0
dθ
2pi i〈Φθ|∂θ|Φθ〉 (9)
as the polarization. Indeed, Eq. (9) is the standard definition
of the polarization in the bulk [11–13, 17, 18], while there is
a subtlety as we will discuss below. We note that, Eq. (8) and
our convention of unit charge imply that P is dimensionless,
which is consistent with Eq. (9).
The form (9) looks like a Berry phase. However, as we
pointed out above, the Hamiltonian Hˆθ lacks the periodicity
in θ, and thus the state |Φθ〉 is not periodic either. In fact,
the value of Eq. (9) can be arbitrarily modified by the gauge
transformation |Φθ〉 → |Φθ〉′ = eiχ(θ)|Φθ〉 that would shift P
by χ(2pi)−χ(0)2pi . We thus need to define the polarization as
P ≡
∫ 2pi
0
dθ
2pi i〈Φθ|∂θ|Φθ〉+
1
2pi
Im ln〈Φ0|e2piiPˆ |Φ2pi〉,(10)
whose fractional part can be confirmed as gauge invariant. In
fact, one can reproduce both the first and the second term in
the integrand of Eq. (6) by plugging Eq. (10) into Eq. (8) using
|Φ2pi〉 = eiα(t)e−2piiPˆ |Φ0〉 for some α(t) ∈ [0, 2pi]. However,
the topological nature of the polarization is not obvious in this
formulation. In fact, even though Eq. (7) appears as a Chern
number, the lack of the periodicity in θ would invalidate the
usual argument of its quantization. Thus we need to study the
issue more carefully.
C. Berry phase under twisted boundary condition
To make the topological quantization evident, let us per-
form the unitary transformation
ˆ˜Hθ = e
iθPˆ Hˆθe
−iθPˆ . (11)
The new Hamiltonian has the nice periodicity in θ, ˆ˜Hθ+2pi =
ˆ˜Hθ, but instead the boundary condition is twisted by the factor
eiθ (See Appendix B). Let |Φ˜θ〉 be the unique ground state of
ˆ˜Hθ. As the Hamiltonian is periodic in θ, one can naturally
demand |Φ˜θ+2pi〉 = |Φ˜θ〉 without loss of the generality. Given
|Φ˜θ〉 with this property, we can fix the phase ambiguity of
|Φθ〉 in the uniform gauge by setting
|Φθ〉 = e−iθPˆ |Φ˜θ〉. (12)
With this condition, |Φθ+2pi〉 is related to |Φθ〉 as |Φθ+2pi〉 =
e−2piiPˆ |Φθ〉. (In other words, α(t) above is set 0.) Then the
3second term in Eq. (10) vanishes and the definition of P re-
duces back to Eq. (9). Furthermore, the gauge transformation
consistent with this condition must satisfy eiχ(0) = eiχ(2pi)
and the fractional part of P is gauge invariant. The same
condition also demands that 〈Φ2pi|∂t|Φ2pi〉 = 〈Φ0|∂t|Φ0〉 so
that
∫ 2pi
0
dθ∂θ[〈Φθ|∂t|Φθ〉] vanishes and J = ddtP precisely
holds.
On the other hand, using |Φ˜θ〉 instead of |Φθ〉, one may
introduce a different kind of Berry phase [19, 20]
P˜ =
∫ 2pi
0
dθ
2pi i〈Φ˜θ|∂θ|Φ˜θ〉. (13)
It is tempting to identify this Berry phase as the polarization.
However, we find that even the fractional part of P and P˜ do
not agree in general. Instead, Eq. (12) suggests that
P = P˜ + P¯0, P¯0 ≡
∫ 2pi
0
dθ
2pi 〈Φθ|Pˆ |Φθ〉. (14)
The definition of P¯0 here involves averaging over θ, but it
is exponentially close to the one without the average P0 ≡
〈Φ|Pˆ |Φ〉 for a sufficiently large L [21]. Unlike P or P˜ , P¯0 is
completely gauge-independent. Ref. 22 argued that P0 is re-
lated to the center of the mass position when the open bound-
ary condition is taken.
To understand the physical meaning of the polarization-like
quantity P˜ , note that
∂θ
ˆ˜Hθ =
ˆ˜jθ(0) (15)
is the local current operator at the ‘seam’ x = 0 (= L). This
can be best seen by the fact that the unitary transformation
eiθPˆ induces the gauge transformation A˜x = Ax−∂x( θLx) =
θ
L − θL (1 − Lθδ(x)) = θδ(x). The delta function originates
from the jump of x by −L at the seam. As a sanity check, we
have
∫ L
0
dxAx =
∫ L
0
dxA˜x = θ, which is required since the
total flux piercing the ring should not be altered by the unitary
transformation.
Another way of verifying Eq. (15) is based on the current
conservation law: i[Hˆθ, nˆx] + ∂xjˆθ(x) = 0 (Appendix C).
Plugging the definition of Pˆ in Eq. (2) and integrating by part,
we get
i[Hˆθ, Pˆ ] = − 1L
∫ L
0
dxx∂xjˆθ(x) =
ˆ¯jθ − jˆθ(0), (16)
where ˆ¯jθ is defined in Eq. (3). Therefore,
∂θ
ˆ˜Hθ = ∂θ(e
iθPˆ Hˆθe
−iθPˆ )
= eiθPˆ
(
∂θHˆθ − i[Hˆθ, Pˆ ]
)
e−iθPˆ
= eiθPˆ jˆθ(0)e
−iθPˆ = ˆ˜jθ(0). (17)
The relation in Eq. (16) is somewhat nontrivial — in the
Heisenberg picture, the left-hand side is ∂tPˆ . It means that
ˆ¯jθ 6= ∂tPˆ at the operator level under the periodic boundary
condition, although we still have J = ddtP .
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FIG. 1. (a) A lattice with two sites (x1 = 0 and x2 = 0.5) in a unit
cell. The lattice constant a is set 1. (b) The origin (shown by blue
dot) is shifted by −0.25 and the lattice position becomes x1 = 0.25
and x2 = 0.75. (c) A different unit cell is chosen, which includes
x1 = 1 and x2 = 0.5.
Given Eq. (15), following the discussion of Niu-Thouless,
we find that the expectation value J˜θ ≡ 〈Ψθ(t)|ˆ˜jθ(x =
0)|Ψθ(t)〉 of the local current flowing at the seam, induced
by the adiabatic time evolution, is given by
J˜θ = ∂θEθ + F˜θ, (18)
F˜θ ≡ i
[
∂t〈Φ˜θ|∂θ|Φ˜θ〉 − ∂θ〈Φ˜θ|∂t|Φ˜θ〉
]
, (19)
It is now clear that P˜ counts the number of particles that go
through the seam. This is in sharp contrast to P that cares the
motion of particles at every single point of space on the same
footing, as suggested by Eq. (3).
D. “Gauge” dependence
We have clarified that the polarization currents J and J˜ ,
respectively corresponding to Ax = θL and A˜x = θδ(x), rep-
resent quite different quantities. In Sec. III, we will demon-
strate the clear difference between them in a simple example.
However, this might sound puzzling because they were writ-
ten in the form of the Berry curvatures:
J = ddtP =
∫ 2pi
0
dθ
2piFθ, (20)
J˜ = ddt P˜ =
∫ 2pi
0
dθ
2pi F˜θ, (21)
and the Berry curvature must be “gauge-invariant”.
To resolve this apparent paradox, one should note that there
are two completely distinct types of gauge choices here. One
is the choice of the vector potential Ax associated with the lo-
cal U(1) phase of the wavefunction as a function of x. The
gauge transformation in this sense is represented by the uni-
tary operator Uˆ = ei
∫
dx (x)nˆx that induces Ax → Ax −
∂x(x) (Appendix C). The other one is the choice of the over-
all phase of the state vector. Since |Φθ〉 is defined for the snap-
shot Hamiltonian Hˆθ independently for each θ, we can always
redefine |Φθ〉′ = eiχ(θ)|Φθ〉 as a function of θ. The Berry
curvature Fθ, F˜θ are independent of such a gauge choice in
the θ-space [23] but may change under an x-dependent gauge
transformation discussed above. In fact, Eq. (12) implies
Fθ − F˜θ = ∂t[〈Φθ|Pˆ |Φθ〉], (22)
4which is generically non-vanishing.
Although we have only compared the two representative
choices of the vector potential so far, one can freely move
the seam or even split it (i.e., Ax(x) = θ
∑
i piδ(x− xi) with∑
i pi = 1) by a proper local gauge transformation. The cor-
responding Berry phase simply denotes the weighted average
of the number of particles going through each seam.
E. Issues in the polarization operator
Although Pˆ in Eq. (2) is perfectly well-defined as it is, it has
two unfavorable properties. (i) Origin dependence [24]: when
the origin is shifted by −ξ and x is replaced with x + ξ, Pˆ
becomes Pˆ ′ = Pˆ +ξ NˆL [see Fig. 1(b)]. (ii) Seam dependence:
if the position of the seam is moved by r and we use r ≤ x <
L + r as the range of x, instead of 0 ≤ x < L, Pˆ becomes
Pˆ ′ = Pˆ +
∫ r
0
dx nˆx [see Fig. 1(c)]. As a consequence, P¯0
depends both on the choice of the origin and the position of
the seam. As we will see later, the choice of the position of
the seam corresponds to the choice of the unit-cell [8, 10] in
the case of band insulators.
The origin dependence may be resolved by imposing the
charge neutrality condition and taking into account contribu-
tions from all ‘charged’ particles (e.g., ions for the charge po-
larization) [10]. However, if we understand the polarization
in a generalized sense, including the spin polarization for Sz
conserving magnets [19], the neutrality condition is not nec-
essarily satisfied.
Since P˜ cares only the position of the seam, it is indepen-
dent of the choice of origin. This implies that P = P˜ + P¯0
depends on the origin but is independent of the seam. We
summarize these properties in the Table I.
Another related but distinct issue in Pˆ is about the bound-
ary condition [25]. When |Φ〉 satisfies the periodic boundary
condition, Pˆ |Φ〉 does not because Pˆ multiplies x to the wave-
function, which becomes discontinuous at the seam. For this
reason, strictly speaking, the quantity P¯0 may not be an ex-
pectation value of an operator in the usual sense — it appeared
above as the difference of the two Berry phases with respect
to the state under different boundary conditions. Nonetheless,
since P and P˜ are well-defined, P¯0 = P − P˜ should also be.
F. Change of the polarization
In order to cancel out the dependence on the unphysical
quantities, it is customary to focus on the difference,
∆P(t) ≡ P(t)− P(0) =
∫ t
0
dt′
∫ 2pi
0
dθ
2piFθ(t′), (23)
∆P˜(t) ≡ P˜(t)− P˜(0) =
∫ t
0
dt′
∫ 2pi
0
dθ
2pi F˜θ(t′). (24)
Neither ∆P(t) or ∆P˜(t) depends on the choice of the origin.
Note, however, that ∆P˜ still depends on the position of the
TABLE I. Properties of the many-body Berry phases P and P˜ de-
fined in Eqs. (10) and (13), P¯0 in Eq. (14), and the change of Berry
phases in Eqs. (23) and (24).
P Gaugea Origin Seam
P dependsb dependsc independent
P˜ dependsb independent depends
P¯0 independent dependsc depends
∆P(t) independent independent independent
∆P˜(t) independent independent depends
a The ‘gauge’ here refers to the gauge choice in the θ-space.
b The fractional part of P and P˜ is gauge-independent.
c The origin dependence may be resolved by the charge-neutrality
condition.
seam because, by definition, it measures the current flowing
at the seam.
Despite ∆P˜(t) 6= ∆P(t) in general, when t is the period T
of the cyclic evolution of the Hamiltonian, we have
∆P˜(T ) = ∆P(T ) = Q. (25)
Namely, the quantized charge transport is independent of the
choice of the vector potential Ax. This can be readily seen
based on Eq. (22). Although |Φθ〉 at t = 0 and T may differ
by a phase, the expectation value 〈Φθ|Pˆ |Φθ〉 should be mani-
festly periodic in t and the total derivation does not contribute
to the integral
∫ T
0
dt.
G. Higher dimensions
Before moving on to our the analysis of a concrete model,
let us comment on how to generalize our formulae to higher
dimensions. As Berry phases are essentially one-dimensional
quantity, we have formulated them in 1D systems. To extend
them to higher-dimensions, we should take periodic boundary
conditions in all directions with the period Li (i = 1, · · · , d).
Correspondingly, the integral
∫
dx in Eqs. (2) and (3) should
be replaced by
∫
ddx:
Pˆ ≡ 1L1
∫
ddxxnˆx, (26)
ˆ¯jθ ≡ ∂θHˆθ = 1L1
∫
ddx jˆθ(x). (27)
In order to identify e2piiPˆ as the large gauge transfor-
mation operator, we do not replace the L−11 factor by
(L1L2 · · ·Ld)−1.
III. MODELWITH DELTA-FUNCTION POTENTIAL.
Let us confirm this understanding through a simple one-
particle model in one dimension. We take the delta-function
potential Vx = − λmδ(x − ξ) centered at x = ξ in Eq. (1).
The Hamiltonian has a unique bound state with the negative
5(a)
(b)
1
2qL
P˜
P
ξ/L
x/L
|Φθ(x)|2
1
2qL
θ
− λ
m
δ(x− ξ)
x = L
x = 0seam
Berry Phase
ξ/L
FIG. 2. (a) The probability amplitude for qL = 10, ξ = 1
8
L, and
θ = 0. The inset illustrates the setup. (b) P (gray) and P˜ (black) as
a function of ξ for qL = 10.
energyEθ = − q
2
2m , where q ' λ should be found by inverting
λ = q cosh qL−cos θsinh qL . Under the periodic boundary condition
Φθ(L) = Φθ(0), the ground-state wavefunction, satisfying
Φθ+2pi(x) = e
−i 2piL xΦθ(x), is given by
Φθ(x) = Nθe−iθ xL
[
e−q|x−ξ|(1− e−qL+iθsgn(x−ξ))
+e+q|x−ξ|(e−qL+iθsgn(x−ξ) − e−2qL)
]
, (28)
whereNθ is the normalization factor. Other eigenenergies are
all positive so that the excitation gap remains finite for any θ.
Now, suppose ξ has a weak time-dependence, adiabatically
increasing from ξ = 0 at t = 0 to ξ = L at t = T . We find
P = i
∫ 2pi
0
dθ
2pi
∫ L
0
dxΦθ(x)
∗∂θΦθ(x) = ξL . (29)
The transported charge is thus Q = ∆P(T ) = +1. See the
grey straight line in Fig. 2(b).
After the gauge transformation, the wavefunction becomes
Φ˜θ(x) = e
iθ xLΦθ(x). It satisfies the twisted boundary condi-
tion Φ˜θ(L) = eiθΦ˜θ(0) and is periodic in θ, Φ˜θ+2pi(x) =
Φ˜θ(x). When qL  1, the Berry phase P˜ is well-
approximated by
P˜ = i
∫ 2pi
0
dθ
2pi
∫ L
0
dx Φ˜θ(x)
∗∂θΦ˜θ(x)
' 12 (e2q(ξ−L) − e−2qξ). (30)
See the black curve in Fig. 2(b). The exact expression is in-
cluded in the Appendix D. As qL increases, the slope of P˜
near ξ = 0 and L becomes sharper and sharper. In the limit
of qL → ∞ (i.e., the tight-binding limit), P˜ vanishes for
0 < ξ < L and the jump at ξ = 0 and L becomes abrupt
just like the step-function. Regardless of the values of qL, we
see that Q = ∆P˜(T ) = +1. This behavior is perfectly con-
sistent with our interpretation of P˜ explained above — only
the motion across the seam affects P˜ . We plot P as a func-
tion of ξ for several other choices of the vector potential in
Appendix D.
An alternative way of viewing this particular model is via
the Aharonov-Bohm phase. The wavefunction ˜˜Φθ(x) ≡
eiθ
ξ
LΦθ(x) possesses the periodicity in ξ. For fixed θ, the
Berry phase B(θ) ≡ −i ∫ L
0
dξ
∫ L
0
dx ˜˜Φθ(x)
∗∂ξ
˜˜Φθ(x) with re-
spect to ξ measures the flux piercing the ring θ [26] in the limit
of qL  1 and the difference B(2pi)−B(0)2pi = +1 counts the
transported charge. In this picture, the gauge-independence of
transported charge is manifest because the Aharonov-Bohm
phase is gauge-independent.
IV. RESTA’S FORMULA
Let us clarify the relation between the Berry phases intro-
duced above and the compact expression for the polarization
proposed by Resta. It is formulated in terms of the expectation
value of the large gauge transformation e2piiPˆ on the ground
state |Φ〉 ≡ |Φθ=0〉 = |Φ˜θ=0〉 [25]:
PR ≡ 12pi Im ln〈Φ|e2piiPˆ |Φ〉, (31)
Just like P and P˜ , only the fractional part of PR is well-
defined because of the ambiguity in the logarithm. While the
formula (31) was originally introduced for one-dimensional
systems, it might appear that the same formula can be straight-
forwardly used in any dimension. However, a care must be
taken in higher dimensions (as it was hinted in Ref. 25). We
will clarify the issue below.
Under the condition in Eq. (12), the expectation value
〈Φ|e2piiPˆ |Φ〉 can be interpreted as the overlap of |Φθ〉 at θ = 0
and 2pi [27]. We convert it into the form of the Berry phase by
interpolating θn = 2pinN (n = 1, · · · , N − 1):
〈Φ2pi|Φ0〉 ' 〈Φ2pi|Φpi〉〈Φpi|Φ0〉
' 〈Φ2pi|Φ 3
2pi
〉〈Φ 3
2pi
|Φpi〉〈Φpi|Φ 1
2pi
〉〈Φ 1
2pi
|Φ0〉
'
N−1∏
n=0
〈Φθn+1 |Φθn〉, N = 2M . (32)
In Appendix E, we prove that∣∣∣〈Φ2pi|Φ0〉 − lim
M→∞
2M−1∏
n=0
〈Φθn+1 |Φθn〉
∣∣∣ ≤ (2pi)2CV2∆2L21 , (33)
where V = L1L2 · · ·Ld is the volume of the system, ∆ =
minθ ∆θ and ∆θ is the excitation gap of Hˆθ, and C is the
current fluctuation defined by
C ≡ L21V maxθ 〈Φθ|(δ
ˆ¯jθ)
2|Φθ〉, δˆ¯jθ ≡ ˆ¯jθ − 〈Φθ|ˆ¯jθ|Φθ〉. (34)
6In gapped phases where correlation functions decay exponen-
tially, C converges to a finiteO(1) number in the limit of large
system size. After the interpolation, the overlap is precisely
the Berry phase:
lim
N→∞
N−1∏
n=0
〈Φθn+1 |Φθn〉
= lim
N→∞
e−
∑N−1
n=0
2pi
N 〈Φθ|∂θ|Φθ〉|θ=θn = e2piiP . (35)
Therefore, we have
PR = 12pi Im ln〈Φ2pi|Φ0〉 = P (36)
if V
L21
= L2···LdL1 → 0. This condition is violated in dimensions
d ≥ 2 when the thermodynamic limit is taken in the isotropic
manner (Li = L), but can be satisfied in some anisotropic
cases. For example, Ref. [28] considered PR in the thin-torus
limit of 2D system and there V
L21
= L2L1 → 0 holds.
Resta’s original argument [25] relating PR to the polariza-
tion is via an adiabatic time evolution. He introduced a weak
time dependence and showed that ddtPR coincides with Jθ=0,
defined in Eq. (4), to the leading order in L−11 . However, his
argument is based on the first-order perturbation theory, ex-
panding |Φθ+dθ〉 as |Φθ〉+dθ|Φ(1)θ 〉+· · · for “dθ = 2pi”. Such
an expansion cannot be verified in general. In appendix E, we
find that 1 − |〈Φθ|Φθ+dθ〉|2 ≤ (dθ)2 CV∆2L21 to the leading or-
der in dθ; when the right-hand side is small, |Φθ+dθ〉 should
be close to |Φθ〉 and the perturbation may be well-controlled.
This condition is violated when dθ = 2pi and CV
∆2L21
> 1.
While Eq. (33) is an inequality, we generally expect that∣∣∣〈Φ2pi|Φ0〉 − ei2piP ∣∣∣ ∝ V∆2L21 . (37)
In fact, one-dimensional insulators, Resta and Sorella showed
that [29]
|〈Φ1D|e2piiPˆ |Φ1D〉| = e−
2pi2n1Dλ2
L1
+O( 1
L21
)
. (38)
where n1D = N/L1 is the particle density and λ > 0 is the
localization length. Now, let us form a d-dimensional insula-
tor by a (d − 1)-dimensional array of the identical 1D chains
with the lattice constant ai in i-th direction. Given Eq. (38),
we have
|〈Φ|e2piiPˆ |Φ〉| = |〈Φ1D|e2piiPˆ |Φ1D〉|
L2
a2
···Ldad
= e
−2pi2nλ2 V
L21
+O( V
L31
)
, n ≡ n1Da2···ad . (39)
Therefore, the magnitude |〈Φ|e2piiPˆ |Φ〉| vanishes when V
L21
=
L2···Ld
L1
→ +∞. In fact, Eq. (39) is consistent with the higher-
dimensional generalization of the localization length proposed
in Ref. 13.
V. POLARIZATION OF BAND INSULATORS
All the discussions so far apply regardless of the presence
or absence of interactions or disorders, as long as the stated as-
sumptions hold. Now let us consider the special case of band
insulators, namely systems of noninteracting fermions in a pe-
riodic potential, with the Fermi level lying in a band gap. As
we will see, the polarization in this case can be formulated in
terms of Berry phases of the Bloch function in the momentum
space. As we will see, we will find two inequivalent Berry
phases PBloch and P˜Bloch for a band insulator, which corre-
spond to P and P˜ for a many-body insulator as introduced
above. The difference between PBloch and P˜Bloch in band in-
sulators was examined earlier [30, 31]. In particular, the rela-
tion between the surface charge and the bulk quantities PBloch
and P˜Bloch was discussed in Ref. [31]. In this paper, we pro-
vide a unified picture on polarization and Berry phase for both
many-body and band insulators, with a particular emphasis on
the polarization current.
A. One dimension, single occupied band
As an example, let us take Hˆθ in Eq. (1) with a periodic
potential Vx+a = Vx and set θ = 0. The Hamiltonian can be
block-diagonalized by the Fourier transformation
cˆx ≡ 1√
L/a
L/a∑
n=1
cˆkn,re
iknx, kn ≡ 2piL n. (40)
Here, we decomposed x as x = R + r with R =
0, a, 2a, · · · , L − a and 0 ≤ r < a, i.e., R labels the unit
cell and r is the position within a cell. The Hamiltonian then
reduces to Hˆθ=0 =
∑L/a
n=1 hˆkn , where
hˆk ≡
∫ a
0
dr cˆ†k,rhk,r cˆk,r, hk,r ≡ −(∂r+ik)
2
2m + Vr. (41)
Observe the formal similarity between Eqs. (1) and (41) —
they are exactly mapped onto each other by L ↔ a and θL ↔
k. As a result, we can formulate the polarization of the band
insulators in parallel with the general theory discussed before.
For simplicity, let us consider the case the lowest band is
completely filled and the other bands, separated by a band
gap from the lowest band, are empty. Let uk(r) be the lowest
energy eigenstate of hk,r under the ‘periodic boundary condi-
tion’ uk(r) = uk(r+a). We impose the normalization condi-
tion
∫ a
0
dr|uk(r)|2 = 1 for each k. In analogy to Eq. (9), the
polarization of the band insulator can be defined as [6–10]
PBloch ≡
∫ 2pi
a
0
dk
2pi
∫ a
0
dr iuk(r)
∗∂kuk(r). (42)
The single-particle wavefunction in Fourier space, uk(r), can
be interpreted as the periodic part of the Bloch function as
we shall discuss shortly. The seam-independence of P im-
plies that PBloch does not depend on the choice of the unit
cell [8, 10]. Note that hk,r and uk(r) are not periodic in
k; they instead satisfy hk+ 2pia ,r = e
−2pii xa hk,re2pii
r
a and
uk+ 2pia (r) = e
−2pii rauk(r) [6, 8, 10, 31].
Just like there were two ways of describing the flux θ, there
are two equivalent conventions in the Fourier transformation.
7TABLE II. Comparison of Berry phases for 1D band insulators. The
atomic limit is the limit of the vanishing bopping with νi (= 0 or 1)
localized electron at the site xi. (a)-(c) correspond to the model in
Eq. (46) illustrated in Fig. 1 (a)-(c).
Atomic Limit (a) (b) (c)
PBloch ∑i xiνi 0.25 0.5 0.25
P˜Bloch 0 0 0 −0.5
P¯Bloch0
∑
i xiνi 0.25 0.5 0.75
The alternative definition involves eikR rather than eikx:
cˆx ≡ 1√
L/a
L/a∑
n=1
ˆ˜ckn,re
iknR. (43)
The two ways are simply related by ˆ˜ck,r = eikr cˆk,r. In the lat-
ter choice, both h˜k,r = eikrhk,re−ikr and u˜k(r) = eikruk(r)
are manifestly periodic in k with the period 2pi/a. For this
reason, u˜k(r) is actually more standard in the context of topo-
logical insulators [32]. In turn, u˜k(r) satisfies the ‘twisted
boundary condition’ u˜k(r+a) = eikau˜k(r). The Berry phase
with respect to u˜k(r)
P˜Bloch ≡
∫ 2pi
a
0
dk
2pi
∫ a
0
dr iu˜k(r)
∗∂ku˜k(r) (44)
measures the number of particles going through the unit-cell
boundary. The value of the fractional part of PBloch and P˜Bloch
do not agree, and we have PBloch = P˜Bloch + P¯Bloch0 [31], the
analog of Eq. (14), where
P¯Bloch0 ≡
∫ 2pi
a
0
dk
2pi
∫ a
0
dr |u˜k(r)|2r. (45)
A possibly more familiar way [6, 8, 10] of introducing
the same uk(r) and u˜k(r), without explicitly performing the
Fourier transformation, is via the Bloch theorem. It states that
the single-particle wavefunction (the Bloch function) of Hˆθ=0
can be chosen in such a way that ψk(x+ a) = eikaψk(x) and
ψk+ 2pia (x) = ψk(x). Then it is customary to introduce the pe-
riodic part of the Bloch function via uk(r) = e−ikxψk(x).
However, we could have defined u˜k(r) = e−ikRψk(x) as
well. It is easy to see that uk(r) and u˜k(r) formulated this
way agree with the ones above.
To see the properties of PBloch and P˜Bloch more concretely,
let us first discuss the atomic limit of tight-binding models.
In the limit of vanishing hopping, u˜k can always be chosen
k-independent so that P˜Bloch = 0. This is expected since
P˜Bloch measures twist of u˜k,i, and the atomic limit has the
most trivial, constant Bloch function. In contrast, PBloch may
be nonzero even in this limit. The i-th site at x = R + ri in
each unit cell, if occupied, adds ri to PBloch via uk,i = e−ikri .
More generally, if there is νi (= 0 or 1) localized electron at
the site x = R + ri, we get PBloch =
∑
i riνi at the filling
ν =
∑
i νi in the atomic limit.
As another simple exercise, let us examine a two-band
model for the lattice in Fig. 1 (a):
Hˆ = t0
L/a−1∑
R/a=0
cˆ2†R cˆ
1
R + h.c. (46)
The Hamiltonian contains only an intra-cell hopping t0 > 0.
In this case, P˜Bloch = 0 because the Hamiltonian in the mo-
mentum space does not have any k-dependence when the con-
vention in Eq. (43) is adopted. However, if a different unit
cell is chosen as in Fig. 1 (c), the same hopping becomes an
inter-cell hopping and results in P˜Bloch 6= 0. This clarifies
the unit-cell dependence of P˜Bloch, translated from the seam-
dependence of P˜ . In contrast, PBloch = 0.25 both for Fig. 1
(a) and (c) as summarized in Table II.
B. General dimensions, multiple occupied bands
For more general band insulators in d-dimensions with ν-
occupied bands, Eqs. (42), (44), and (45) should be replaced
by
PBlochk⊥ =
ν∑
α=1
∫ 2pi
a1
0
dk1
2pi
∫
u.c.
ddr iuαk(r)
∗∂k1u
α
k(r), (47)
P˜Blochk⊥ =
ν∑
α=1
∫ 2pi
a1
0
dk1
2pi
∫
u.c.
ddr iu˜αk(r)
∗∂k1 u˜
α
k(r), (48)
P¯Bloch0,k⊥ =
ν∑
α=1
∫ 2pi
a1
0
dk1
2pi
∫
u.c.
ddr |uαk(r)|2r1. (49)
where uαk(r) = e
−ik·ru˜αk(r) is the Bloch function of the α-th
occupied band, k⊥ ≡ (k2, · · · , kd) is the momentum perpen-
dicular to k1, and u.c. denotes the unit cell.
By computing the many-body Berry phases P and P˜ in
Eqs. (10) and (13), which were defined for general interact-
ing systems, for band insulators, we find
P = VL1
∫
dd−1k⊥
(2pi)d−1
[
L1−a1
2a1
ν + PBlochk⊥
]
, (50)
P˜ = VL1
∫
dd−1k⊥
(2pi)d−1 P˜Blochk⊥ , (51)
P¯0 = VL1
∫
dd−1k⊥
(2pi)d−1
[
L1−a1
2a1
ν + P¯Bloch0,k⊥
]
, (52)
where the k⊥-integral is performed over [0, 2pia2 ]×· · ·×[0, 2piad ].
See Appendix F for the derivation. These formulae may look
ill-defined because of the factor VL1 , but as we are only inter-
ested in the fractional part, divergence of the integer part does
not really matter.
VI. CONCLUSIONS
We have discussed several inequivalent Berry phases re-
lated to the polarization, and clarified their differences and
8mutual relations. Their values and behaviors can be quite dif-
ferent even for the same physical system, as it is evident in
Fig. 2 (b). Even the change of the polarization over a generic
time period [Eqs. (23) and (24)], and thus the “polarization
current” may depend on the definition. This difference can
be attributed to the fact that they probe spatial regions dif-
ferently, corresponding to the different gauges (distributions
of the vector potential representing an Aharonov-Bohm flux).
Nevertheless, the total transported charge in a Thouless pump-
ing process of one cyclic period is given by the same topolog-
ical invariant (Chern number), independent of the Berry phase
chosen for the calculation.
The bulk polarization which is standard in the literature
is P [Eq. (9)] in the many-body context [11, 12] or PBloch
[Eq. (42)] for band insulators [6–10], asP andPBloch take into
account every point in space on the same footing. However,
we emphasize that other types of Berry phases are also well-
defined. The polarization current derived from these Berry
phases corresponds to the current measured locally. The mu-
tual relations between the inequivalent Berry phases are given,
e.g., in Eq. (14). Once a certain definition is adopted, sym-
metries may quantize the possible values of the polarization.
In such a case, the value of the polarization may be used to
distinguish different phases, as it was done for example in
Refs. 6, 19, 27, and 33.
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Appendix A: Current Induced by Adiabatic Time-Evolution of the Hamiltonian
In this appendix we review the Thouless pump following Ref. 15. Consider the adiabatic time-evolution of the density matrix
ρˆ(t) = |Ψ(t)〉〈Ψ(t)| over a long time-period T , obeying the time-dependent Schro¨dinger equation iρˆ(t) = [Hˆ(t), ρˆ(t)]. At each
time, the Hamiltonian Hˆ(t) has instantaneous eigenstates:
Hˆ(t)|Φn(t)〉 = En(t)|Φn(t)〉. (A1)
Assuming that |Ψ(0)〉 is the ground state |Φ0(0)〉 at t = 0 and that the time-evolution is adiabatic, let us introduce δρˆ(t) ≡
ρˆ(t)− |Φ0(t)〉〈Φ0(t)|. If the excitation gap remains finite at each time, En(t)−E0(t) ≥ ∆ > 0 (n 6= 0), the adiabatic theorem
says that ‖δρˆ(t)‖ is of the order (T∆)−1.
We want to find ρn0(t) ≡ 〈Φn(t)|ρˆ(t)|Φ0(t)〉 to the leading order by computing 〈Φn(t)|∂tρˆ(t)|Φ0(t)〉 in two different ways.
On the one hand,
〈Φn(t)|∂tρˆ(t)|Φ0(t)〉 = −i〈Φn(t)|[Hˆ(t), ρˆ(t)]|Φ0(t)〉 = −i[En(t)− E0(t)]ρn0(t). (A2)
On the other hand,
〈Φn(t)|∂tρˆ(t)|Φ0(t)〉 = (1− δn,0)〈Φn(t)|∂t|Φ0(t)〉+ 〈Φn(t)|[∂tδρˆ(t)]|Φ0(t)〉. (A3)
Thus we get the identity
ρn0(t) =
i〈Φn(t)|∂t|Φ0(t)〉
En(t)−E0(t) +
i〈Φn(t)|[∂tδρˆ(t)]|Φ0(t)〉
En(t)−E0(t) . (n 6= 0) (A4)
The second term is of the order (T∆)−2 and can be neglected.
The expectation value of the local current density jˆx ≡ ∂θHˆ is thus given by
jx(t) ≡ 〈Ψ(t)|jˆx|Ψ(t)〉 = tr[ρˆ(t)jˆx]
' 〈Φ0(t)|jˆx|Φ0(t)〉+
∑
n 6=0
[
〈Φn(t)|jˆx|Φ0(t)〉ρ∗n0 + 〈Φ0(t)|jˆx|Φn(t)〉ρn0
]
= 〈Φ0(t)|jˆx|Φ0(t)〉 −
∑
n 6=0
i
[
〈Φn(t)|jˆx|Φ0(t)〉 (∂t〈Φ0(t)|)|Φn(t)〉En(t)−E0(t) − 〈Φ0(t)|jˆx|Φn(t)〉
〈Φn(t)|∂t|Φ0(t)〉
En(t)−E0(t)
]
= 〈Φ0(t)|∂θHˆ|Φ0(t)〉 −
∑
n 6=0
i
[
(∂t〈Φ0(t)|)|Φn(t)〉 〈Φn(t)|∂θHˆ|Φ0(t)〉En(t)−E0(t) − 〈Φn(t)|∂t|Φ0(t)〉
〈Φ0(t)|∂θHˆ|Φn(t)〉
En(t)−E0(t)
]
= ∂θE0(t) +
∑
n 6=0
i
[
(∂t〈Φ0(t)|)|Φn(t)〉〈Φn(t)|∂θ|Φ0(t)〉 − (∂θ〈Φ0(t)|)|Φn(t)〉〈Φn(t)|∂t|Φ0(t)〉
]
= ∂θE0(t) + i
[
(∂t〈Φ0(t)|)∂θ|Φ0(t)〉 − (∂θ〈Φ0(t)|)∂t|Φ0(t)〉
]
. (A5)
In the derivation, we used
〈Φn(t)|∂θ|Φ0(t)〉 = − 〈Φn(t)|∂θHˆ|Φ0(t)〉En(t)−E0(t) (n 6= 0) (A6)
and neglected ρ00 − 1 and ρnm (n,m 6= 0) as they are of the order (T∆)−2.
Appendix B: Translation Symmetry of Hˆθ and ˆ˜Hθ
In this appendix we summarize the translation properties of Hˆθ and
ˆ˜Hθ. Suppose that the Hamiltonian Hˆθ is invariant under
the translation symmetry Tˆ . Here, Tˆ is defined as the permutation operator:
Tˆ cˆxTˆ
† =
{
cˆx+a (0 ≤ x < L− a),
cˆx+a−L (L− a ≤ x < L).
(B1)
We have TˆL = 1 by definition, which implies periodic boundary condition.
The translation symmetry of ˆ˜Hθ ≡ eiθPˆ Hˆθe−iθPˆ reads
ˆ˜Tθ ≡ e−iθ aNˆL eiθPˆ Tˆ e−iθPˆ = e−iθ aNˆL eiθPˆ e−iθ(Pˆ− aNˆL +
∫ a
0
dxnˆx)Tˆ = e−iθnˆR=0 Tˆ , (B2)
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where nR=0 ≡
∫ a
0
dxnˆx. The phase ambiguity of
ˆ˜Tθ is fixed in such a way that
ˆ˜Tθ becomes just the translation Tˆ except near
the seam. More explicitly, we have
ˆ˜Tθ cˆx
ˆ˜T †θ =
{
cˆx+a (0 ≤ x < L− a),
e−iθ cˆx+a−L (L− a ≤ x < L).
(B3)
As a result, ˆ˜Tθ satisfies (
ˆ˜Tθ)
L = e−iθNˆ , implying the twisted boundary condition.
Appendix C: Current conservation
Consider a Hamiltonian HˆA under a classical external field Ax. For example,
HˆA =
∫ L
0
dx cˆ†x
[− 12m (∂x + iAx)2 + Vx] cˆx. (C1)
Suppose that the Hamiltonian has the local U(1) symmetry. That is, under the gauge transformation UˆcˆxUˆ† = e
−ix cˆx with
Uˆ ≡ ei
∫
dxxnˆx , HˆA transforms as UˆHˆAUˆ† = Hˆ{Ax−∂xx}. We introduce the local current operator jˆA(x) by jˆA(x) ≡ δHˆAδAx .
Here, the functional derivative is defined by
HˆA+δA = HˆA +
∫ L
0
dx δAx
δHˆA
δAx
+O((δAx)
2). (C2)
For example, for the Hamiltonian in Eq. (C1), jˆA(x) = 12mi cˆ
†
x(∂x + iAx)cˆx + h.c.
Now take a small x that vanishes at the boundary. Define Hˆ ≡ HˆA=0 and jˆ(x) ≡ jˆA=0(x). We get
UˆHˆUˆ† = Hˆ + i
∫ L
0
dx x[nˆx, Hˆ] +O(
2
x), (C3)
UˆHˆUˆ† = Hˆ−∂xx = Hˆ −
∫ L
0
dx ∂xxjˆ(x) +O(
2
x) = Hˆ +
∫ L
0
dx x∂xjˆ(x) +O(
2
x). (C4)
Since x is arbitrary (except for the boundary condition), we get
i[Hˆ, nˆx] + ∂xjˆ(x) = 0. (C5)
In the Heisenberg picture ∂tnˆx = i[Hˆ, nˆx] and this is precisely the continuity equation. Furthermore, we have
∂tPˆ (t) ≡ i[Hˆ, Pˆ ] = − 1
L
∫ L
0
dxx∂xjˆ(x) =
1
L
∫ L
0
dx jˆ(x)− jˆ(L) = ˆ¯j − jˆ(0). (C6)
Appendix D: Delta-function potential
1. Exact formulas forNθ and P˜
Here we provide two exact formulas on the model with a delta-function potential that were too long to be included in the main
text. The normalization factor Nθ reads
Nθ =
√
q
1−4qLe−2qL−e−4qL+4e−2qL(qL cosh qL−sinh qL) cos θ . (D1)
The Berry phase P˜ is
P˜ = [
√
2qL sinh(qL)−
√
cosh(2qL)−1−2(qL)2][sinh(q(2ξ−L))+ 2ξ−LL sinh(qL)]
2
√
cosh(2qL)−1−2(qL)2(qL cosh(qL)−sinh(qL)) −
2ξ−L
2L . (D2)
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FIG. 3. The behavior of the Berry phase for Φ˜θ(x)′ (blue) and Φ˜θ(x)′′ (orange) as a function of ξ for qL = 10.
2. Moving the seam
The position of the jump of P is not restricted to at x = 0. If we move the seam by performing the gauge transformation
Φ˜θ(x)
′ = e−iθΘ(
L
2 <θ<L)Φ˜θ(x) (Θ(x) = 1 when x is true, and 0 otherwise), leading to Ax(x) = θδ(x− L2 ). The corresponding
Berry phase has a jump at x = L2 . We can also split the jump into two positions by considering Φ˜θ(x)
′′ = e−i
1
2 θΘ(
L
2 <θ<L)Φ˜θ(x),
setting Ax(x) = 12θ[δ(x) + δ(x − L2 )]. In this case, the Berry curvature measures the average of local current at x = 0 and
x = L2 . See Fig. 3
3. Thouless pump as the Aharonov-Bohm effect
We can argue the pumped charge in a slightly different way. Let us introduce ˜˜Φθ(x − ξ) ≡ eiθ ξLΦθ(x), satisfying the
periodicity in ξ with the period L but not in θ:
˜˜Φθ(x) =
˜˜Φθ(x− L), ˜˜Φ0(x) = e−i 2piL (x−ξ) ˜˜Φ2pi(x). (D3)
This wavefunction describes the bound state of Hθ(x− ξ) = − 12m (∂x + i θL )2 − λmδ(x− ξ). For this wavefunction, the Berry
phase with respect to θ vanishes. The Berry phase with respect to ξ describes the Aharonov-Bohm phase [26]:
Bθ ≡ −
∫ L
0
dξ
∫ L
0
dx i ˜˜Φθ(x− ξ)∗∂ξ ˜˜Φθ(x− ξ) = θ + (qL)
2 sinh(qL) sin θ
qL−cosh(qL) sinh(qL)+[sinh(qL)−qL cosh(qL)] cos θ . (D4)
The second term is a periodic function of θ. The pumped charge is thus Bθ=2pi−Bθ=02pi = +1.
Appendix E: Resta’s formula
1. Estimate of |〈Φθ|Φθ+dθ〉|
The first-order perturbation theory for Hˆθ+dθ = Hˆθ + dθˆ¯jθ +O(dθ)2 gives Eθ+dθ = Eθ + dθ〈Φθ|ˆ¯jθ|Φθ〉+O(dθ)2 and
|Φθ+dθ〉 = Nθ
[
|Φθ〉 − dθQˆθ 1Hˆθ−Eθ δ
ˆ¯jθ|Φθ〉+O(dθ)2
]
, δˆ¯jθ ≡ ˆ¯jθ − 〈Φθ|ˆ¯jθ|Φθ〉. (E1)
Here, Pˆθ = |Φθ〉〈Φθ| and Qˆθ = 1− Pˆθ are the projection operators. The normalization factor Nθ satisfies
1 ≤ |Nθ|−2 = 1 + (dθ)2〈Φθ|δˆ¯jθ 1Hˆθ−Eθ Qˆθ
1
Hˆθ−Eθ δ
ˆ¯jθ|Φθ〉 ≤ 1 + (dθ)
2
∆2θ
〈Φθ|δˆ¯jθQˆθδˆ¯jθ|Φθ〉 = 1 + (dθ)2 CθV∆2θL21 , (E2)
where we introduced the normalized current fluctuation, which should converge to a O(1) number in the limit of a large system
size.
Cθ ≡ L
2
1
V 〈Φθ|(δˆ¯jθ)2|Φθ〉 = 1V
∫
V
ddxddy〈Φθ|δjˆθ(x)δjˆθ(y)|Φθ〉. (E3)
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Therefore, we get
1 ≥ |Nθ|2 = |〈Φθ|Φθ+dθ〉|2 ≥ 1− (dθ)2 CθV∆2θL21 ≥ 1− (dθ)
2 CV
∆2L21
, (E4)
where C is the maximum of Cθ and ∆ is the minimum of ∆θ as a function of θ.
2. Estimate of error in the evaluation of 〈Φ0|Φ2pi〉
If we approximate 〈Φθ−dθ|Φθ+dθ〉 by interpolating the mid-point, 〈Φθ−dθ|Φθ〉〈Φθ|Φθ+dθ〉, the error εdθ ≥ 0 is given by
εdθ = 〈Φθ−dθ|Φθ+dθ〉 − 〈Φθ−dθ|Φθ〉〈Φθ|Φθ+dθ〉 = 〈Φθ−dθ|(1− Pˆθ)|Φθ+dθ〉 = 〈Φθ−dθ|Qˆθ|Φθ+dθ〉. (E5)
Using the Schwartz inequality, we get
εdθ ≤
√
〈Φθ−dθ|Qˆθ|Φθ−dθ〉〈Φθ+dθ|Qˆθ|Φθ+dθ〉
=
√
(1− 〈Φθ−dθ|Pˆθ|Φθ−dθ〉)(1− 〈Φθ+dθ|Pˆθ|Φθ+dθ〉)
=
√
(1− |Nθ−dθ|2)(1− |Nθ|2) ≤ 1− (1− (dθ)2 CV∆2L21 ) = (dθ)
2 CV
∆2L21
(E6)
Therefore, by iteratively interpolating the mid-points, we get
〈Φ0|Φ2pi〉 ' 〈Φ0|Φpi〉〈Φpi|Φ2pi〉 ' 〈Φ0|Φ 1
2pi
〉〈Φ 1
2pi
|Φpi〉〈Φpi|Φ 3
2pi
〉〈Φ 3
2pi
|Φ2pi〉 '
2M−1∏
n=0
〈Φ 2pin
2M
|Φ 2pi(n+1)
2M
〉 (E7)
after M steps. The error of the n-th step is at most 2n−1ε 2pi
2n
and the total error can be bounded by
∞∑
n=1
2n−1ε 2pi
2n
= (2pi)
2CV
2∆2L21
. (E8)
Hence, the interpolating process can be verified in the limit V/L21 → 0.
3. Band Insulator
Here we confirm our understanding using the example of band insulators with ν-occupied bands. To simplify expressions, let
us introduce a shorthand notation for a ν by ν matrix 〈uk|vk〉:
〈uk|vk〉α′,α =
∫
ddr uα
′
k (r)
∗vαk (r), (E9)
where α = 1, 2 · · · , ν is the band index of occupied bands. Furthermore, we will write ϕ = 2piL1−a12a1 L2a2 · · · Ldad ν, k =
( 2piL1n1,
2pi
L2
n2, · · · , 2piLdnd), and ∆k = ( 2piL1 , 0, · · · , 0). With this notation, the ground state can be expressed as
|Φ0〉 =
∏
k
ν∏
α=1
γ†k,α|0〉, γˆ†k,α =
∫
ddr uαk(r)cˆ
†
k,r, (E10)
|Φ2pi〉 = e−iϕ
∏
k
ν∏
α=1
( ν∑
α′=1
〈uk|uk+∆k〉α′,αγ†k,α′
)
|0〉. (E11)
Writing the permutation of α as σ(α), we get
〈Φ0|Φ2pi〉 = e−iϕ
∏
k
∑
σ
signσ
ν∏
α=1
〈uk|uk+∆k〉σ(α),α = e−iϕ
∏
k
det〈uk|uk+∆k〉
= e−iϕ+
∑
k tr ln〈uk|uk+∆k〉 = e
−iϕ+∑
q=k+ ∆k
2
tr ln〈u
q−∆k
2
|u
q+ ∆k
2
〉
= e
−iϕ+∑q tr( piiL1 trCq,1+ 12 ( piiL1 )2trCq,2+ 16 ( piiL1 )3trCq,3+···)
' e−iϕ+V
∫ ddq
(2pi)d
tr
(
−i piL1Cq,1−
1
2 (
pi
L1
)2Cq,2+
1
6 i(
pi
L1
)3Cq,3+···
)
, (E12)
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In the derivation, we defined tr ln〈uq−∆k2 |uq+ ∆k2 〉 =
pi
iL1
trCq,1 + 12 (
pi
iL1
)2trCq,2 + 16 (
pi
iL1
)3trCq,3 + · · · , where
Cq,1 ≡ i(〈uq|∂qxuq〉 − 〈∂quq|uq〉) = 2i〈uq|∂qxuq〉, (E13)
Cq,2 ≡ 4〈∂qxuq|∂qxuq〉 − C2q,1 = 4[〈∂qxuq|∂qxuq〉 − 〈∂qxuq|uq〉〈uq|∂qxuq〉], (E14)
Cq,3 ≡ −i(〈uq|∂3qxuq〉 − 〈∂3qxuq|uq〉 − 3〈∂qxuq|∂2qxuq〉+ 3〈∂2qxuq|∂qxuq〉)− 3Cq,1Cq,2 − C3q,1. (E15)
Note that Cq,`’s are all real. The real part of ln〈Φ|e2piiPˆ |Φ〉 is
Re ln〈Φ|e2piiPˆ |Φ〉 = −pi2V
2L21
∫
ddq
(2pi)d
trCq,2 +O( VL41 ) = −2pi
2 ΩI
Vu.c.
V
L21
+O( V
L41
), (E16)
where Ωx ≡ Vu.c.
∫
ddq
(2pi)d
tr[〈∂qxuq|∂qxuq〉 − 〈∂qxuq|uq〉〈uq|∂qxuq〉] is the spread of the Wannier function [34] in x-direction
and Vu.c. = a1 · · · ad is the unit cell volume. Hence, since the particle density is related to the number of bands ν as ν = nVu.c.,
we have νλ2 = Ωx. The imaginary part of ln〈Φ|e2piiPˆ |Φ〉 gives
PR = 12pi Im ln〈Φ|e2piiPˆ |Φ〉 = P − pi
2V
12L31
∫
ddq
(2pi)d
trCq,3 +O( VL51 ). (E17)
Therefore, we have ∣∣∣〈Φ|e2piiPˆ |Φ〉 − e2piiP ∣∣∣ = ∣∣∣∣e−2pi2nλ2 VL21 +O( VL31 ) − 1∣∣∣∣ = 2pi2nλ2 VL21 +O( VL31 , ( VL21 )2). (E18)
In going to the last line of Eq. (E12), we approximated the discrete sum 2piL
∑L/a
n=1 by an integral
∫ 2pi
a
0
dk. This process in
general produces O(L−1) corrections, but in fact the error is much smaller for smooth periodic functions [35]. Let f(k) be a
smooth periodic function of k with the period 2pia :
f(k) =
∞∑
m=−∞
fme
ikam, fm =
a
2pi
∫ 2pi
a
0
dke−ikamf(k). (E19)
If ∂Nk f(k) =
∑∞
m=−∞(iam)
Nfme
ikam is finite for any k and N , there exists C and λ such that |fm| ≤ Ce−λ|m|. Then
IL,θ ≡
L/a∑
n=1
a
Lf(k
θ
n) =
L/a∑
n=1
a
L
∞∑
m=−∞
fme
i( 2piL n+
θ
L )am =
∞∑
`=−∞
∞∑
m=−∞
fme
i θLamδm,L`/a =
∞∑
`=−∞
fL`/ae
iθ`. (E20)
Thus we get
|IL,θ − f0| ≤
∑
6`=0
|fL`/a| ≤ 2C
∞∑
`=1
e−λL`/a = 2C e
−λL/a
1−e−λL/a . (E21)
Appendix F: Many-Body Berry phases for Band Insulators
In this appendix, we compute many-body Berry phases P , P˜ , P¯0, and PR for the Bloch Hamiltonian. We consider a general
situation of ν-occupied bands in 1D. The extension to higher dimensions is straightforward.
1. The ground state of ˆ˜Hθ
The eigenvalues of ˆ˜Tθ (see Appendix B) are e−ik
θ
na with kθn ≡ kn + θL . The Fourier transformation is defined by
ˆ˜ckθn,r ≡ 1√L/a
L/a−1∑
R/a=0
cˆxe
−ikθnR = eik
θ
nr cˆkθn,r,
ˆ˜Tθ ˆ˜ckθn,r
ˆ˜T †θ = e
ikθnaˆ˜ckθn,r. (F1)
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The single-particle Bloch state, generated by ˆ˜γ†
kθn,α
=
∫ a
0
dr u˜αkθn
(r)ˆ˜c†
kθn,r
, reads
ˆ˜γ†
kθn,α
|0〉 =
∫ L
0
dxψαkθn(x)cˆ
†
x|0〉, ψαkθn(x) =
1√
L/a
eik
θ
nRu˜αkθn(r). (F2)
It satisfies ˆ˜Tθ(ˆ˜γ
†
kθn,α
|0〉) = e−ikθn(ˆ˜γ†
kθn,α
|0〉) and ψαkθn(x + L) = e
iθψαkθn
(x). The insulating ground state of ˆ˜Hθ, fully occupying
ν-bands, can be written as
|Φ˜θ〉 = e−i
L−a
2a νθ
L/a∏
n=1
ν∏
α=1
ˆ˜γ†
kθn,α
|0〉. (F3)
When θ is increased from 0 to 2pi, kθn is shifted by
2pi
L (i.e., k
2pi
n = kn+1) and the fermion operators should be rearranged to get
back to the original ordering. The factor (−1)(L/a−1)ν produced in this step is cancelled by the pre-factor in Eq. (F3) and |Φ˜θ〉
satisfies the required periodicity in θ, |Φ˜θ+2pi〉 = |Φ˜θ〉.
2. The ground state of Hˆθ
The eigenvalues of Tˆ are e−ikna. The Fourier transformation is defined by
cˆkn,r ≡ 1√L/a
L/a−1∑
R/a=0
cˆxe
−iknx, Tˆ cˆkn,rTˆ
† = eiknacˆkn,r. (F4)
If we perform the unitary transformation, we get
e−iθPˆ ˆ˜ckθn,re
iθPˆ ≡ 1√
L/a
L/a−1∑
R/a=0
cˆxe
−ikθnRei
R+r
L θ = eik
θ
nr cˆkn,r. (F5)
The single-particle Bloch state reads
γˆ†
kθn,α
≡ e−iθPˆ ˆ˜γ†
kθn,α
eiθPˆ =
∫ a
0
dr uαkθn(r)cˆ
†
kn,r
, uαkθn(r) = e
−ikθnru˜αkθn(r), (F6)
γˆ†
kθn,α
|0〉 = 1√
L/a
∫ L
0
dxψα
′
kn(x)cˆ
†
x|0〉, ψα
′
kn(x) ≡ ψαkθn(x)e
−i θxL = 1√
L/a
eik
θ
nxuαkθn(r)e
−i θxL . (F7)
The insulating ground state of Hˆθ is given by
|Φθ〉 = e−i
L−a
2a νθ
L/a∏
n=1
ν∏
α=1
γˆ†
kθn,α
|0〉. (F8)
3. Berry Phases
Given the ground states, we compute the many-body Berry phases. Let us start with P:
P = L−a2a ν +
L/a∑
n=1
ν∑
α=1
∫ 2pi
0
dθ
2pi i〈0|γˆkθn,α∂θγˆ
†
kθn,α
|0〉 = L−a2a ν +
L/a∑
n=1
ν∑
α=1
∫ 2pi
0
dθ
2pi
∫ a
0
dr iuαkθn(r)
∗∂θuαkθn(r)
= L−a2a ν +
ν∑
α=1
∫ 2pi
a
0
dk
2pi
∫ a
0
dr iuαk (r)
∗∂kuαk (r) ≡ L−a2a ν + PBloch. (F9)
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Next, let us examine P˜ .
P˜ = L−a2a ν +
L/a∑
n=1
ν∑
α=1
∫ 2pi
0
dθ
2pi i〈0|ˆ˜γkθn,α∂θ ˆ˜γ
†
kθn,α
|0〉
= L−a2a ν +
L/a∑
n=1
ν∑
α=1
∫ 2pi
0
dθ
2pi
∫ a
0
dr iu˜αkθn(r)
∗∂θu˜αkθn(r)
−
L/a∑
n=1
ν∑
α=1
∫ 2pi
0
dθ
2pi
a
L
∫ a
0
dr
∫ a
0
dr′ u˜αkθn(r
′)∗u˜αkθn(r)
L/a−1∑
R/a=0
L/a−1∑
R′/a=0
R
L e
ikθn(R−R′)〈0|cˆR′+r′ cˆ†R+r|0〉
= L−a2a ν +
ν∑
α=1
∫ 2pi
a
0
dk
2pi
∫ a
0
dr iu˜αk (r)
∗∂ku˜αk (r)−
ν∑
α=1
L−a
2
∫ 2pi
a
0
dk
2pi
∫ a
0
dr |u˜αk (r)|2
=
ν∑
α=1
∫ 2pi
a
0
dk
2pi
∫ a
0
dr iu˜αk (r)
∗∂ku˜αk (r) ≡ P˜Bloch, (F10)
where we used 〈0|cˆR′+r′ cˆ†R+r|0〉 = δR,R′δ(r − r′) and
∫ a
0
dr |u˜αk (r)|2 = 1.
On the other hand, P¯0 is given by
P¯0 =
∫ 2pi
0
dθ
2pi
∫ a
0
dr
L/a−1∑
R/a=0
r+R
L 〈Φθ|nˆr+R|Φθ〉 =
∫ 2pi
0
dθ
2pi
∫ a
0
dr
L/a−1∑
R/a=0
r+R
L 〈Φθ|nˆr|Φθ〉
=
∫ 2pi
0
dθ
2pi
∫ a
0
dr ra 〈Φθ|nˆr|Φθ〉+
L/a−1∑
R/a=0
R
L ν =
ν∑
α=1
∫ 2pi
a
0
dk
2pi
∫ a
0
dr |u˜αk (r)|2r + L−a2a ν ≡ P¯Bloch0 + L−a2a ν. (F11)
These results are consistent with the following relation shown in the main text:
P − P˜ − P¯0 = PBloch − P˜Bloch − P¯Bloch0 = 0. (F12)
