Abstract The aim of this paper is to investigate finite element methods for the solution of elliptic partial differential equations on implicitely defined surfaces. The problem of solving such equations without triangulating surfaces is of increasing importance in various applications, and their discretization has recently been investigated in the framework of finite difference methods. For the two most frequently used implicit representations of surfaces, namely level set methods and phase-field methods, we discuss the construction of finite element schemes, the solution of the arising discretized problems, and provide error estimates. The convergence properties of the finite element methods are illustrated by computations for several test problems.
Introduction
The solution of partial differential equations on curves and surfaces has received growing interest in the last years due to a variety of applications in computer graphics (cf. [15, 16, 26] ), materials science (cf. [9, 13, 18] ), and inverse problems (cf. [8, 19, 20] ). In many of these applications, elliptic or parabolic partial differential equations have to be solved on varying geometries, which means that after time-discretization a large number of elliptic problems remain to be solved numerically on different curves or surfaces. The standard approach to discretize these elliptic problems are finite element methods on curve or surface triangulations, which can cause a tremendous computational effort for varying geometries, since the triangulation has to be recomputed for each change in the geometry. Moreover, the approximation properties of such triangulations are not yet well understood except for simple geometries, and it is not clear how higher order geometric characteristics such as curvatures are to be represented on the triangulation.
In order to avoid surface triangulations, it seems reasonable to consider Eulerian methods based on implicit surface representations, which were used with great success in the construction of computational schemes for evolving curves and surfaces. By now the two standard Eulerian approaches for evolving surfaces are level set methods (cf. e.g. [25, 24] ) and phase-field methods (cf. e.g. [3, 11] ). Level set methods are based on an extension of the equation on the surface to all level sets of an implicit representation function, ideally the signed distance function. Phase-field methods approximate the equation by a parameter-dependent reaction-diffusion equation, whose solution is an approximation of a rescaled signed distance function. Eulerian schemes based on a level set representation of the surface have been proposed recently by Bertalmio et. al. [4] . The starting point of their analysis is an implicit representation of the surface, i.e., as the zero level set of a continuous function φ : R d → R:
The basic idea of the approach in [4] is to rewrite the derivatives with respect to surface variables as projections of derivatives in R d (with projection operators defined in terms of the level set function), and to extend the equations to a set D of positive Lebesgue measure in R n . In particular, the surface gradient can be written as
with P = I − ∇φ ⊗ ∇φ |∇φ| 2 (1.2)
Using extensions of the coefficients, one can then extend the partial differential equation to all level sets
for all |α| sufficiently small, and thus, to a neighbourhood of Σ. The implicit dependence on Σ is then replaced by a dependence on ∇φ. The benefit of this extension is the fact that standard discretization methods can be used in a small domain D, and therefore no surface triangulations are needed. The numerical methods in [4] and subsequent work (cf. [5, 21, 22] ) were developed for the solution of time-dependent parabolic and hyperbolic equations, using explicit time-stepping. Stationary elliptic equations such as e.g. the Laplace-Beltrami equation, which appear in many applications either of interest for themselves (cf. e.g. [15, 16, 19, 26] ) or as a subproblem in some larger system of equations (cf. e.g. [2, 9,10, 12,18, 20]) have not yet been investigated. Moreover, all the schemes developed so far were based on finite differences on parts of a regular grid, while finite element methods allowing much more flexibility with respect to the grid have not yet been investigated in this respect. Phase-field methods for equations on surfaces have not yet been investigated in detail, such approaches are so far only considered as subproblems in the second-order splitting of fourthorder equations, with few rigorous arguments as the phase-field parameter tends to zero. The fundamentals of a phase-field representation are a phase-field function ψ, asymptotically of the form
where d denotes the signed distance function to Σ, > 0 is a small parameter, and p is a monotone function such that p(−∞) = −1 and p(+∞) = 1. Prototypes for the function p are
The first order expansion satisfies q = 0 on Σ, q ∞ = O(1), and ∇q ∞ = O (1) . In this paper, we shall investigate Eulerian methods for linear elliptic equations of the form
where div S and ∇ S denote the surface divergence and gradient, respectively. The two extensions and approximations of the equation on a domain D ⊃ Σ we use are -Level set representation: For an implicit representation with level set function φ, we can follow the formal argumentation given in [4] and extend (1.4) as withâ,ĉ, andf being appropriate extensions of the coefficients a, c, and f in (1.4). In order to obtain a consistent extension, one needs that
-Phase-field representation: For an implicit representation with a phase-field function ψ, an approximation of (1.4) is given by
withã,c, andf being appropriate extensions of the coefficients a, c, and f in (1.4). Consistency of the extension corresponds to the conditioñ
The phase-field function is assumed to satisfy an expansion of the form (1.3). For simplicity we shall assume below thatã,c, andf are constant extensions of a, c, and f in normal direction, but analogous results can be derived (with more complicated computations) for other sufficiently regular extensions.
Our aim is to provide a definition and analysis of weak solutions for the extension of the equation (1.4), and discuss their approximation by standard finite element methods. In practical applications, one usually encounters two different cases, namely -L 2 -coercive problems, which denotes the case where c is strictly positive on Σ and thus, no additional condition is needed to obtain a unique solution.
-Constrained problems, which denotes the case where c vanishes on a set of positive d − 1-dimensional Hausdorff-measure on Σ, and thus, an additional constraint is needed to obtain a unique solution. A typical constraint (e.g. in surface diffusion problems, cf. [10, 12] ) acts on the average value, e.g.,
In this paper we shall mainly consider the first case. The extension to the case of constrained problems is rather straight-forward on the continuous level as we shall see below, but the construction of appropriate finite element spaces for the extended problems turns out to be a very hard problem, which is left to future research. For simplicity we shall assume throughout the paper that all the coefficients a, c, and f are given continuous functions on D, but less regular data and nonlinear dependencies could be treated in a similar way. Throughout this paper we shall also assume that a is strictly positive and c is nonnegative.
Methods based on Level Set Representations
In the following we discuss the variational formulation and finite element approximation of the extended equation (1.5) . We shall supplement the equation by an artificial boundary condition
We start our analysis by introducing Sobolev spaces suitable for the analysis of the extended elliptic operator.
Extended Sobolev Spaces
The starting point of a variational formulation is the specification of the function spaces we shall use. By L 2 (D) we shall denote the usual Lebesgue space on D, and moreover we introduce the "partial" Sobolev space
with the scalar product
Note that for any shape with well-defined boundary Σ, we can choose a function φ such that ∇φ ∈ L ∞ (Ω) (e.g. the signed distance function, cf. [14] ), so that the condition (P ∇u) ∈ L 2 (Ω) is mainly a regularity condition for u. However, in order to define distributional derivatives, a regularity condition on Σ is needed. For a test function η ∈ C ∞ 0 (D), we can define
In order to obtain a well-defined linear functional of u one has to impose the condition div(P η) ∈ L 2 (D), and since η is smooth and 
Roughly speaking, the latter condition means that the curve has square-integrable curvature. Note that for a regular level set function with |∇φ| ≥ c > 0 in D we have due to the co-area formula
p ds dp,
where κ p denotes the curvature of the level set {φ = p}. −div S (â∇ S u) +ĉu −f v ds dp
We can define new coefficients via 5) which are equal to the original coefficients almost everywhere if φ is the signed distance function b Σ (since |∇b Σ | = 1 almost everywhere). Hence, weak solutions can be defined by
If the coefficient c is allowed to be zero, the solution of this variational problem is nonunique, since u + α is still a weak solution for any constant α. Thus, we split the analysis into two cases, the first for L 2 -coercive problems with strictly positive c in Section 2.1, and the second for c = 0 on a set of positive measure with the additional condition (1.9) in Section 2.2.
coercive Problems
In this section we consider problems with positive coefficients, i.e., we assume that there exist constants α 0 > 0 and γ 0 > 0 such that
Since the strict positivity of a function can be preserved in the extension to D, and since the function φ can always be chosen such that ∇φ ∈ L ∞ (D) is bounded away from zero almost everywhere, we formulate the following assumptions on the extended coefficients: Assumption 1 In the remainder of this section we assume that A, C and F are elements of L ∞ (D), and that there exist positive real constants α and γ such that
Under this assumption, we can define weak solutions in the following way:
P is a weak solution of (1.4), if it solves the variational problem
Under the above assumptions, the symmetric bilinear form B in (2.8) is continuous and coercive on
Thus, as a direct consequence of the Lax-Milgram Lemma, we may deduce the following result:
Theorem 1 Let Assumption 1 be satisfied. Then there exists a unique weak solution (according to Definition 1) of the elliptic equation (1.4). Moreover, the weak solution of (1.4) is the unique minimizer of the functional
The notion of weak solutions introduced by Definition 1 generalizes the concept of partial differential equations on surfaces to rather general shapes only satisfying (2.4) . If the solution of the partial differential equation on the surface can be defined in a classical sense, then the two notions coincide, which we shall show in the following theorem: 
, we obtain that
Hence, the function
and by a density argument even for all v ∈ H 1 P (D). Theorem 1 implies that u is the weak solution of the extension of (1.4) and thus,ũ = u| Σ . 
Since all jumps inû j are orthogonal to the level sets of φ, we obtain that
Hence,û j is an element of 
for some positive real constant C.
Proof In the weak formulation we can use the test function v = G(φ)u, which satisfies P ∇φ = 0 a.e., and thus,
This implies
and
An application of the Cauchy-Schwarz inequality thus implies the estimate for C = 1 min{α,γ} .
Note that we can choose arbitrary smooth functions G in Theorem 4, in particular those with local support around 0, which implies in particular that the solution is independent of the extension of the parameters A, C, and F , away from Σ.
Constrained Problems
In the following we investigate problems without a zero order term, i.e., c ≡ 0, but with a mean constraint instead. For this sake we extend the mean constraint to all level sets via
for all test functions v such that v| Σ p is constant. This restriction of the test function v is equivalent to ∇ S v = 0 on each Σ p , respectively P ∇v = 0 in D. Thus, we may formulate a weak version of the mean constraint as
where
We can now formulate the according variational problem as
By introducing the Lagrangian
we can derive an associated indefinite system for u ∈ H
For the analysis of the above problems, we introduce a standard assumption for this section: Assumption 2 In the remainder of this section we assume that A and F are elements of L ∞ (D), and that there exists a positive real constants α such that
In order to show the well-posedness of the constrained problem, we need a Poincaré-type inequality, i.e., an estimate of the form
For standard Sobolev spaces, such estimates are usually obtained using the compactness of the embedding into L 2 (D). Since the embedding from H 1 P is the sum of a compact and a unitary operator, we cannot use similar arguments, but need a different type of proof. In the following we only give a result for smooth curves in R 2 , which we think could be generalized to less regular curves and surfaces with different methods from geometric measure theory:
Lemma 1 Let φ be such that the level sets Σ p = {φ = p} are a union of C 1 -curves for almost every p and let |∇φ| ≥ C for some positive constant C almost everywhere. Then, for each u ∈ H
holds.
Proof Since C 1 (D) is dense in H 1 P , it suffices to verify the estimate for u ∈ C 1 (D), the general result then follows from a standard closure argument. Due to the boundedness of |∇φ| and the co-area formula we have
and consequently
The assertion now follows from inserting this inequality into the co-area formula. Proof In order to show the above result, we can use the standard theory of quadratic saddle-point problems (cf. [7] ), which implies the assertion if there exist positive real constants α and β such that
The first follows from Lemma 1 and the latter from
Finite Element Approximation
In the following we consider the finite element approximation of the equation (1.4) by the extension to a domain D, which we assume to be polygonal (note that we are free to choose any form for the shape D). We assume that for grid-size h > 0, T h is a regular triangularization of D. By V h we shall denote the according finite element space
where P k (T ) is the set of polynomials of order less or equal to k on T . In the following we consider the standard finite element approximation of (2.8), which consists in finding u h ∈ V h such that 19) where B h and F h ∈ L 2 (Ω) are discrete approximations of the bilinear form B and the right-hand side F in (2.8). In a standard finite element approximation the discrete bilinear form arises due to discrete approximations of the coefficients and quadrature rules in the evaluation of integrals. We assume that B h is continuous on V h × V h and that there exist positive real constants C h such that
Under these assumptions on B h , we may again apply the Lax-Milgram lemma to prove the well-posedness of the discretized problem (2.19):
Proposition 1 Under the above assumptions, there exists a unique solution u
h ∈ V h of the variational problem (2.19).
As for any standard finite-element approximation of a coercive problem (cf. [6] , we can obtain an approximation result of optimal order if B h = B:
Theorem 6 Let Assumption 1 be satisfied, and let u be the unique solution of (1.4). Then there exists a constant C > 0 such that
20)
where u h ∈ V h is the unique weak solution of (2.19) .
From the error estimate (2.20) one observes that the main factor influencing the approximation error is the projection error of the exact solution u on the finite element subspace. In order to obtain an error estimate in terms of the discretization size h, one needs regularity of u (and standard approximation results for finite element spaces). The regularity of u is determined by two factors, namely the regularity of the problem on the original surface (i.e., of the coefficients and the surface itself) for derivatives in tangential directions and the regularity of the level set set function and coefficient extension for derivatives in normal direction. For the latter reason it becomes clear that the extension of the coefficients can influence the approximation order of the finite element method. The ideal extension of the solution would be a constant one in normal direction, since then the regularity of the extended solution corresponds exactly to the regularity of the solution on the surface, i.e., there is no loss of regularity.
In general, we have to expect that B h is of the form
where A h , C h , and P h are discrete approximations of the coefficients and the projector P . Stability estimates depending on the errors A − A h and C − C h can be derived in standard norms, while there is in general no simple way to estimate errors when P h = P . We shall therefore postpone studies with respect to discretizations of the level set function to future research. As usual for finite element methods, one ends up with a finite-dimensional linear system of equations for the coefficients in the finite element representation after discretization. In the case of L 2 -coercive problems, this linear system is of the form
with matrices M, K ∈ R n×n , and a right-hand side vector f ∈ R n . The matrix M is a standard mass matrix, representing the discretization of the zero-order term, i.e., it is a positive definite matrix with eigenvalues positive and of order h d , where h denotes the discretization fineness. The matrix K is a stiffness matrix arising from the discretization of the differential operator, which is positive semidefinite, but which will have a nullspace in general, corresponding to the properties of the differential operator −div(AP ∇u). On the other hand, the largest eigenvalue of K should be of order h d−2 . For moderate problem sizes, which can even be the case in 3D for appropriate grids with degrees of freedom concentrated along the surface, standard direct solution methods can be applied. If the problem size becomes very large, preconditioned iterative methods become inevitable. Since the system matrix is positive definite, a preconditioned conjugate gradient method is an obvious choice as an iterative solver. However, many of the standard preconditioning techniques for elliptic partial differential equations such as multigrid, multilevel, or domain decomposition methods are not successful in this case, because of the degeneracy and anisotropy of the differential operator. Therefore the only choices are either preconditioners based on imcomplete decompositions of the matrix M + K (such as incomplete LU) or simple iterations such as Richardson or Gauss-Seidel. We shall numerically investigate the properties of such preconditioners below, an analysis and a construction of efficient preconditioners remains as a challenging task for future research (as in general for degenerate and anisotropic problems).
Methods based on Phase-Field Representations
In this section we discuss the approximation of (1.4) via finite element discretization of (1.7).
Asymptotic Expansion
In order to motivate the use of the phase-field representation, we start with a formal asymptotic expansion of (1.7), seeking a solution of the form
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We have ψ = O(1) and ∇ψ
The corresponding expansion of (1.7) is given by
Hence, the leading order ( −1 ) term away from the interface (ψ >> ) is proportional to ∇d · ∇w 0 and since ψ, p , andã are positive, we obtain that ∇d · ∇w 0 = 0 (3.1)
at leading order, which means that w 0 is constant in normal direction. From the second order expansion ( 0 ) we obtain around the interface Σ that −div (ã∇w 0 ) +cw 0 =f and since ∇d · ∇w 0 = 0, we can rewrite this equation as
Due to |∇d| = 1, we have (I − ∇d ⊗ ∇d) = P and hence, the leading order term w 0 satisfies (1.4) at the interface Σ.
Finite Element Approximation
For the analysis of finite element schemes we use a basic assumption similar to the ones made in the level set case: Assumption 3 In the remainder of this section we assume thatã,c, andf are elements of L ∞ (D), and that there exist positive real constants α and γ such that
Moreover we assume that there exists α( ) > 0 such that for all test functions w ∈ H 1 (D). The finite element approximation of such a problem is a standard task, by choosing a subspace V h as above, we just seek
The well-posedness of (3.5) and of the finite element discretization (3.6) can be carried out in a standard way via the Lax-Milgram lemma, using Assumption 3. Error estimates between the the solution v of (3.5) and the solution v ,h of (3.6) for fixed can be derived, too. Together with an estimate between v and a suitable extension of the solution u on the surface one can then derive error estimates for the finite element approximation of the original partial differential equation. However, within this process one might loose order optimality of the estimates with respect to , so that we consider a direct estimate between v ,h and u in the following section. Since the differential operator is neither degenerate nor anisotropic in this case, the solution of the arising discrete system can be carried out also by well-known iterative methods and preconditioners for elliptic partial differential equation. Some care is needed only due to the -dependence of the condition number, which is caused by the fact that typically β( ) → 0 as → 0. Noticing that we are interested in the solution at the surface only, it seems reasonable to use the energy norm for the stopping of the iterative methods, since in this way errors around the surface are weighted higher than errors far away.
Error Estimate
In the following we derive an error estimate between the finite element solution v ,h of (3.6) and an extension of the solution u of (1.4) on the surface. In order to keep the presentation reasonably simple we assume that q ≡ 0 in (1.3) , that the surface Σ is of class C 2 and that the extended coefficientsã,c, andf are C 1 -functions. Since the above formal asymptotic expansion indicates that v (and consequently v ,h , too) is almost constant in normal direction, the natural extension of u to choose for this sake is the one being constant in normal direction, which we denote byũ.
As a norm suitable norm for the estimation of the error we use the rescaled norm
Note that, as → 0, we have
i.e., we approximate the desired norm on the surface. The projection ofũ onto the finite element subspace V h with the norm | . | will be denoted byũ h . In order to simplify notations, we introduce the bilinear form
and the linear functional
Due to Assumption 3 the bilinear form B is coercive and thus,
Using the Cauchy-Schwarz inequality (in the scalar product corresponding to | . | ) for the second term we obtain the existence of some constant C 0 > 0 (independent of ) such that
is an admissible test function in (3.6), which implies
Hence, the remaining term to estimate is
and its complement. Sinceũ is constant in normal direction, i.e., ∇d · ∇ũ = 0, we obtain with
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Using thatũ is the extension of a solution on the surface Σ, i.e.,
together with the smoothness of the extensions, one can derive (after tedious work) an estimate of the form −
with a constant C > 0, provided δ( ) is sufficiently small. Hence, by applying further the CauchySchwarz inequality and the co-area formula we deduce
On the remaining part D \ D we simply use the Cauchy-Schwarz inequality, boundedness of the extensions, and monotonicity of p to estimate
in all the estimates in order to reduce to terms that can be estimated. Combining all the estimates above, we obtain the following result:
Theorem 7 Let Assumption 3 and the above smoothness assumptions be satisfied. Then, for δ( ) and sufficiently small, the estimate
holds for some constant C > 0 independent of .
The first term in (3.7) depends mainly on the order of the finite element approximation, if is chosen appropriately in dependence of h, then one can still expect
for standard polynomial elements of order k. The second term is a measure for the approximation quality of the phase-field representation rather than the finite element method. In general we can expect M = O( ) and hence, we need
The latter can hold only if δ( ) → 0, i.e., a suitable choice is δ( ) ∼ ρ , with ρ ∈ ( 1 2 , 1). The optimal choice of course depends on the specific form of the phase-field function p, but in any case the approximation order is lower than O( √ ), which is a bound for the order of
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Numerical Tests
In the following we report the results for some numerical tests with different geometries. Due to the extension of the interface equation to a domain D ⊂ R d , one can use standard finite element implementations. We realized all the computational examples below within the finite element package FEMLAB 3.
Single Circle
Our first numerical example is the solution of the equation
on the unit circle. Here we can identify the surface parametrization S with the angle between a point on the surface and the unit vector (1, 0) T . The unique solution of this problem can be computed explicitely as
and we can use this exact solution for the quantitative validation of solvers.
We solve the extended problem on a domain of the form
2 , with L = 1.5 unless further noticed. The level set function φ is simply given by the signed distance function in this case, which can be computed explicitely as
We first test the numerical convergence and convergence rate. For this sake we use piecewise linear and piecewise quadratic finite elements and compute the error between the finite element solution and the exact solution in the norms of L 2 (Σ) and H 1 (Σ). More precisely, we solve the discretized problem on a regular grid of width h (starting from h = 1 16 and subsequently dividing h by two) and evaluate the finite element solution and its gradient on a Lagrangian grid on the unit sphere (of width 10 −6 π), where we numerically compute the error by quadrature. The results are presented in Table 1 for piecewise linear and in Table 2 for piecewise quadratic finite elements. In both cases, one observes that the error in both norms decreases with the grid size. Since the grid size h k is divided by two to obtain h k+1 , we can compute the numerical convergence rate as
where e k denotes the error obtained with grid size h k . One observes that the convergence rate in the H 1 -norm equals the order of the finite elements, i.e. r k ≈ 1 for piecewise linear and r k ≈ 2 for piecewise quadratic elements. This confirms our error estimates of optimal order, numerically the order seems not only to hold for the extension to D, but also for the restriction of u to Σ.
We also demonstrate that the degrees of freedom can be concentrated along the curve. For this sake we use an adapted grid around the circle, as shown in Figure 1 , with a total number of 6142 degrees of freedom for piecewise linear elements. The grid fineness around the curve is around h = 1 500 . A color plot of the corresponding solution is given in the left part of Figure 1 . The errors between exact and finite element solution are given by
i.e., the L 2 -error is compareable to the one obtained with a regular grid at h = 1 256 (more than 10 5 degrees of freedom) and the H 1 -error is even less than on the regular grid at h = 1 1024 (more than 2 × 10 6 degrees of freedom). Table 2 Numerical error and convergence rates in the norms L 2 (Σ) and H 1 (Σ) in example one, obtained with piecewise quadratic finite elements and the level set representation. For exactly the same problem we also present the results of the phase-field approach with phase field function
, using linear finite elements on a regular grid. The resulting errors for different discretization levels (with appropriate choice of = (h)) are given in Table 3 . One observes that the magnitude of the errors is very close to the ones in the level set case. Moreover, the expected order of convergence in terms of h is achieved well numerically in the H 1 -norm. In order to compare the effect of the different extensions, we plot the solutions obtained with the level set and the phase-field representation in Figure 2 . From this plot one clearly observes a difference, the phase-field solution (right) is almost constant in normal direction as predicted by the formal asymptotic expansion, whereas the level set solution (left) varies strongly in normal direction. However, note that the normal variation of the level set solution relies on the specific extension of the coefficients, an extension like in [21] would yield a solution that is constant in normal direction. 
Sphere
Our second example is the solution of (1.4) on a sphere of radius 0.7. We use the setting c = 1 and the right-hand side
The coefficient a is chosen constant and varied between 1 and 10 −4 , the latter representing an approximation to a solution of the Laplace-Beltrami equation with the constraint of mean zero for the solution.
The solutions obtained with piecewise linear finite elements on a grid with 185995 nodes are illustrated in Figure 3 for the two different representations in the case a = 10 −4 . Both methods behave very similar in this case, their difference is very small and hardly visible even on coarse grids.
As noticed above, the iterative solution of the discretized problems is not a simple task, in particular in the case of the level set representation. For this sake we compare iteration numbers obtained with the preconditioned conjugate gradient method. The preconditioners used are SSOR relaxation, incomplete LU-decomposition (ILU), and geometric multigrid (GMG). The results are given in Table 4 , with the notation LS/ * for level set representations and PF/ * for phase-field representations using the respective preconditioner, the specified accuracy in the residual being 10 −6 . Due to the degeneracy of the level set problem it is no surprise that multigrid preconditioners did not yield reasonable iteration numbers and even failed to converge within 10000 iterations except on coarse grids. For small a, the iteration numbers with SSOR and ILU preconditioning are very similar, whereas the latter behaves significantly better as a increases. In any of the cases one observes that the iteration numbers depend on h, but at least they do not grow too fast with respect to the number of unknowns and the efficiency is not much worse than for standard elliptic problems with these kind of preconditioners. For the phase-field representation the situation differs completely, here ILU preconditioning produces by far the highest numbers of iterations, SSOR preconditioning yields similar (but lower) iteration numbers than in the level set case. The geometric multigrid preconditioner yields a low number of almost h-independent iteration numbers as expected. It is remarkable however, that this h-independence remains true in our test examples not only for fixed , but also when is decreased appropriately with h (also in the results reported in Table 4 ). /GMG  16879 1e-4  10  28  24  5  59659 1e-4  49  48  39  6  185995 1e-4  102  116  60  6  583325 1e-4  175  197  88  6  16879  1e0  29  20  23  5  59659  1e0  36  30  35  6  185995  1e0  80  45  52  6  583325  1e0  126  68  76  6   Table 4 Iteration numbers for elliptic equation on sphere with different preconditioning strategies. 
Torus
Our final example is the solution of (1.4) with c = 1, a = 10 −4 , and the same f as in the last example, but this time on a torus specified by the level set function φ(x, y, z) = ( x 2 + y 2 − 0.6) 2 + z 2 − 0.25.
The observed behaviour with respect to discretization fineness and iteration numbers for the solution of the arising discrete system as in the examples before, the main difference being a higher grid resolution needed due to higher curvates on the torus surface.
The results for obtained with the level set representation and the phase field representation ( = 0.1) on a grid with around 500.000 tetraeders are illustrated in Figure 4 . The main difference that can be observed is that the maxima of the level set solution are slightly higher than the maxima of the phase-field solution, which might be due to additional dissipation in the scheme based on phase-field representation.
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