Abstract Imitation and learning from humans require an adequate sensorimotor controller to learn and encode behaviors. We present the Dynamic Muscle PerceptionAction(DM-PerAc) model to control a multiple degrees-offreedom (DOF) robot arm. In the original PerAc model, pathfollowing or place-reaching behaviors correspond to the sensorimotor attractors resulting from the dynamics of learned sensorimotor associations. The DM-PerAc model, inspired by human muscles, permits one to combine impedancelike control with the capability of learning sensorimotor attraction basins. We detail a solution to learn incrementally online the DM-PerAc visuomotor controller. Postural attractors are learned by adapting the muscle activations in the model depending on movement errors. Visuomotor categories merging visual and proprioceptive signals are associated with these muscle activations. Thus, the visual and proprioceptive signals activate the motor action generating an attractor which satisfies both visual and proprioceptive constraints. This visuomotor controller can serve as a basis for imitative behaviors. In addition, the muscle activation patterns can define directions of movement instead of postural attractors. Such patterns can be used in state-action couples to generate trajectories like in the PerAc model. We discuss a possible extension of the DM-PerAc controller by adapting the Fukuyori's controller based on the Langevin's equation. This controller can serve not only to reach attractors which A. de Rengervé (B) · P. Andry · P. Gaussier ETIS Laboratory, ENSEA/Cergy-Pontoise University, CNRS, 95000 Cergy Pontoise, France e-mail: rengerve@ensea.fr P. Andry e-mail: andry@ensea.fr P. Gaussier e-mail: gaussier@ensea.fr were not explicitly learned, but also to learn the state/action couples to define trajectories.
Introduction
In order to act efficiently in unknown environments and collaborate with humans, robots must be able to control and adapt their behaviors. Contrary to the classical motor control approach, human-robot interaction and imitation paradigms take into account that a human partner can influence and improve both the behavior and the behavioral learning of a robot. Our past work, following a developmental approach (Lungarella et al. 2003) , along with collaborations with developmental psychologists, cognitive psychologists, and neuro-biologists have led us to understand that the tasks and behaviors cannot be reduced to a set of controlled parameters. Behaviors rather emerge from the dynamics of perception-action coupling (Gaussier and Zrehen 1995; Maillard et al. 2005 ). The behavior is built upon a wide range of interactions at different levels. A behavior learning system must be able to capture the dynamical sensorimotor attractors describing the behaviors. In such conditions, the issues of learning, adapting, and sharing these attractors are fundamental in order to achieve natural and intuitive nonverbal humanrobot interaction. What are the constraints on the lowlevel motor control to learn such attractors? What kind of model of motor control should be used and how can it be learned?
Impedance control enhances optimal control in the case of interaction with the environment (Sect. 2.1). In impedance control, position and velocity constraints determine the movements with respect to the desired trajectory. In the framework of human robot interaction, regression-based solutions (Ijspeert et al. 2003; Calinon et al. 2007 ) can learn the desired trajectories from data obtained during the task demonstration by a human (Sect. 2.2). The trajectories result from mixtures of adapted kernels. Impedance control can be linked to muscle activations (Sect. 2.3). Though, the hypothesis of a desired trajectory is usually kept while focusing on the link between muscle activations and the impedance control parameters (stiffness,…). On the contrary, we defend the perception-action (PerAc) approach claiming that behaviors correspond to sensorimotor attractors emerging from the dynamics of multiple learned sensorimotor associations (Sect. 3) .
In our first works on the emergence of imitation (Gaussier et al. 1998; Andry et al. 2004) , we showed that an arm controller using the learning of visuomotor associations to build a homeostatic controller can lead to the emergence of low-level imitative behaviors if the perception is ambiguous (i.e. when mistaking partner's hand for its own hand). However, this visuomotor controller had several limitations. In particular, it did not allow the coding of trajectories by state-action couples like in the PerAc approach. We thus propose, in this paper, a model called Dynamic-Muscle PerAc to control a robot arm with multiple degrees-of-freedom (Sect. 4). The DM-PerAc model is based on simple models of muscles and joints with dynamic equations corresponding to impedance control. This DM-PerAc model learns the inverse kinematic model by learning visuomotor associations. It also learns postural attractors to link perception (visuomotor categories) with actions coded as muscle activations, i.e. it also learns the inverse dynamic model. The behavior and properties of the DM-PerAc visuomotor controller are evaluated in Sect. 5. Like in our previous works (Andry et al. 2004) , the DM-PerAc visuomotor controller is a good bootstrap for imitative behaviors (Sect. 6.2). In addition, the muscle activation patterns can be used in state/action couples to code trajectories like in the PerAc model (Sect. 6.1). In Sect. 6.3, we introduce Fukuyori's controller to improve performance and we discuss its possible role to learn trajectories with the DM-PerAc model in Sect. 7.
2 State of the art of online, incremental motor control for learning from interaction
Impedance control
In optimal control theory (Todorov 2007) , the desired trajectory is an optimal trajectory crossing given via-points and minimizing some movement variables like jerk 1 (Flash and Hogan 1985) . The motor control should be flexible enough to allow physical interaction with the environment. Studies of movement properties have led to the impedance control model (Hogan 1984) as an approximation of neuro-muscular properties. According to the equilibrium trajectory hypothesis (Flash 1987) , motor programs are internally represented as the trajectories of an equilibrium point. Impedance control is sufficient to control manipulators acting in contact with the world (Chiaverini et al. 1999 ). Impedance control is also a usual controller for prostheses and exoskeleton which involve direct physical interaction with a human (Jiménez-Fabián and Verlinden 2011) . The control equation is based on a second order "damped mass spring"-like system (1) enabling constrained motion, dynamic interaction and obstacle avoidance.
where V is the velocity and X is the Cartesian position of the end effector. The coefficient K (equivalent to the spring stiffness) and B represent the constraints related to the position command X 0 and the speed command V 0 , respectively. Some other versions of impedance control use the proprioceptive information (e.g. Albu-Schäffer et al. 2007 ) instead of the Cartesian position. In addition, the via-points, which are necessary to compute the desired trajectory (X 0 (t), V 0 (t)), can be learned from watching (Miyamoto and Kawato 1998) .
Learning tasks from a human with regression techniques
The trajectories can be directly learned from training data obtained during a task demonstration by a human. In order to learn how to fulfill a task, a human teacher can provide feedback or data which are integrated in a sensorimotor model of the task. Function approximation based on local regression techniques (Atkeson et al. 1997 ) is sufficient to learn forward or inverse models of robot control. Learning an initial model from a human demonstration reduces the size of the space to be explored. Demonstrations facilitate and improve subsequent reinforcement learning (Schaal 1997) . More recent, the Locally Weighted Projection Regression algorithm (LWPR) (Vijayakumar et al. 2005 ) merges both the incremental learning properties of the Receptive Field Weighted Regression (RFWR) algorithm (Schaal and Atkeson 1998) and the projection of input data in order to reduce the dimensionality problem. The authors showed a demonstration with a 30DOF SARCOS humanoid robot learning the dynamic inverse model and performing eight-shaped trajectories with its arm.
Regression techniques to learn models of motor control were also used in learning from demonstration paradigm (Argall et al. 2009 ). The Dynamic Movement Primitives (DMP) (Ijspeert et al. 2003 (Ijspeert et al. , 2013 Schaal 2006; Hoffmann et al. 2009 ) are based on the RFWR algorithm. The primitives are control policies that are activated depending on a local basis function. They provide motor control as a second-order dynamic system. The combination of primitive shapes in the attractor landscape produces the desired trajectory. This combination depends on a phase variable which gives the temporal reference of the movement. The approximated function is then the time-dependent trajectory, and the locally weighted regression of training data determines the parameters of the basis functions (number, centers, bandwidths) and the contribution of corresponding primitives. The DMP algorithm shows interesting properties of spatial and temporal invariance and it was applied to learn discrete and rhythmic movements. However, the correspondence problem (Nehaniv and Dautenhahn 2002) was completely eluded as the training data were obtained from a joint-angle recording system on the human. Besides, a particular coupling must be introduced in the dynamic equation of the phase variable in order to tackle correctly perturbations. The action of this coupling is to slow the evolution of the phase variable when there are perturbations.
Similarly, a Gaussian Mixture Model (GMM) can also learn a model of a demonstrated task by encoding proprioceptive and Cartesian information in Gaussian kernels (Calinon et al. 2007 ). The learning is based on an ExpectationMaximization process which adapts the Gaussian kernels to describe probabilistically the input data obtained in a training session. Then, given partial information such as only the Cartesian position, Gaussian Mixture Regression extracts the probable proprioception to control a robotic arm. Depending on the task, vision or motion capture devices can track particular elements (e.g. spoon, human head) (Calinon et al. 2010a,b) . Still, the computation of the 3D Cartesian coordinates of the visual markers requires particular calibrations of the external devices. Instead of GMM, a dynamical second-order motor controller and Hidden Markhov Models (HMM) can be used (Calinon et al. 2009 ). HMM encodes the sequential dependencies in the task, whereas the motor controller now implements impedance control. A trade-off between the position constraint and the speed constraint is managed depending on the variance in the demonstrated trajectories. This version of the model is similar to DMP. The main difference is that the learning of the constraints on the position and the velocity profile can take into account the mutual influence between different degrees-of-freedom, which is not the case with DMP. Some recent works (Kronander and Billard 2012; Rozo et al. 2013 ) studied the online adaptation of the control stiffness from the position variations and haptic feedback. This adaptation of the control improved the quality of the collaboration between human and robot (Rozo et al. 2013 ).
Adaptation of muscle activations and impedance control
In the case of human arm control, the actions are generated by muscle contraction. The VITE model (Bullock and Grossberg 1989) is based on equations describing the muscle activations. The resulting dynamics is similar to the dynamics produced by an impedance controller (Hersch and Billard 2006) . However, the VITE model also assumes a target position to drive muscle activations. In iterative and adaptive control (Slotine 1988) , the behavior can be adapted by changing the control parameters instead of changing the command. Considering the adaptation properties at the level of muscular control (Burdet et al. 2006; Franklin et al. 2008) , the authors proposed a muscle-centered model of adaptive and iterative control to maintain a posture or to follow a trajectory under disturbances (Ganesh et al. 2010 ). The controller takes into account a feedforward torque command and a feedback control to generate the final torque command. The feedforward torque command is generated by muscular activation. The feedback controller is a proportional derivative. Such control can be equivalent to impedance control if the apparent inertia is assumed to vary and to be equal to the inherent inertia of the robot. The muscle activations are adapted in order to reduce the feedback error. Indeed, in the model (Ganesh et al. 2010) , the adaptation of the muscle activities directly induces changes of the feedforward torque and of the stiffness in the feedback controller. Feedforward torque modification enables one to compensate for an applied external force. In the case of rapidly varying disturbances, the stiffness of the feedback controller is increased, so the robustness of the controller also increases. However, increasing the stiffness from a muscular point of view is energy consuming. Thus, the stiffness will tend to decrease when the unpredictable perturbations cease to occur. This model permits maintaining a desired posture or following an a priori given trajectory. The principle of adapting the muscle activations should not be reduced to adapting the parameters of the impedance control. This principle is also interesting to learn the perception-action coupling.
The perception-action model and arm control
For many years, we have defended the perception-action approach (PerAc, Gaussier and Zrehen 1995) claiming that, in an active system, coupling perception and action enables building of behaviors. Fast online learning of associations between sensory signals and motor signals is sufficient to build sensorimotor attraction basins. Let us consider the sensorimotor system of an agent acting in a given environment (or state space) and having two sensation vectors X r and X g (Fig. 1a) . Firstly, the proprioception vector X r represents the coarse feedback information from the execution of the motor command or the direction of the goal (if the goal is in the immediate neighborhood). It can be considered a reflex or a regulatory pathway that links proprioceptive sensation to the motor command Ac. Secondly, the global sensory vector X g represents more global information about the environment. A local but robust distance measure (metric) can be computed to compare global sensory vectors. In the PerAc model (Fig. 1a) , the global sensory vector is categorized and a competition (soft-WTA) between the categories allows to define recognition activities R. On the basis of the distance measure, the categories which best represent the current state are determined. Categories are associated with concurrent actions estimated from the proprioceptive vector X r . An action field is thus defined. This action field associates particular actions (movement vectors or forces) to areas of the state space according to the recognized categories. Depending on the built action field, the dynamics of the system can be shaped to produce interesting behaviors, e.g. attractor points, limit cycles, or trajectories. Figure 1b d shows examples of dynamics defined in a 2D space. In Fig. 1b, d , the Voronoi diagram shows for any point of the space which category wins the recognition competition. The associated action is thus performed as long as the state of the system is in the same Voronoi area. A trajectory sample is given in Fig. 1b . The system reaches the boundary of the Voronoi area where it started, then it follows this boundary to the defined attractor point. Whatever the initial position is, the learned dynamics leads the system to the attractor point with a similar kind of trajectory. The attraction basin emerges from the system dynamics generated by the state/action couples. Figure 1c shows a configuration of action field that produces a limit cycle. No time basis is necessary. As the system moves, it reaches another area of the action field and performs the corresponding action which brings and maintains the system close to the followed limit cycle. Not using a time basis has several advantages. No synchronization of the time reference is needed, so this complex process, especially when there are perturbations of the trajectory, is avoided. The learning is also more direct, and can be performed online very rapidly because the model simply learns what should be done in a directly sensed context. A similar kind of state/action combination can also produce a simple trajectory following (Fig. 1d) . Indeed, partial limit cycle construction can provide a dynamics with which the system behaves as if it is "attracted" by a trajectory and remains in its close vicinity. In the state/action configuration of Fig. 1d , the system can only get closer to an "equilibrium" path where, due to the alternate category recognition, the effects of the associated actions tend to equilibrate. The system is maintained in the vicinity of this path. Depending on the orientation of the learned movement actions, the system will tend more to reach the trajectory or to move forward. The controlled system tends to come back to the trajectory even in the case of perturbations.
The PerAc model has been proven to be an efficient control for navigation and path following (Giovannangeli et al. 2006) , with good robustness against perturbations such as obstacle avoidance. In these works, the learned categories are place-cells based on visual recognition of the robot's location (see Giovannangeli et al. 2006 for details). The state/action associations are learned online from interaction with a teacher (Giovannangeli and Gaussier 2010) . When the robot moves away from the desired trajectory, the human teacher changes its orientation to correct its behavior. This feedback is used to learn new place-cell/orientation couples to complete the sensorimotor control and to modify the robot's behavior. This sensorimotor learning enables the robot to follow trajectories (limit cycles, Fig. 1c ) and even to reach particular locations which become attractors for the dynamical system. In the PerAc approach, the perception is considered to be the result of learning sensation/action associations allowing a globally consistent behavior while facing an object. For instance, by learning sensorimotor associations, a robot can learn how to return to a given object which can be interpreted as the robot is "perceiving" the object (Maillard et al. 2005) .
The same sensorimotor association principle can be a basis for the emergence of low-level imitative behaviors (Gaussier et al. 1998 ). In the case of arm control, we showed (Andry et al. 2004 ) that an imitation of directly observed gestures can appear as a side effect of a homeostatic visuomotor controller with perceptual ambiguity. During a first phase, the system learns associations between visual and motor signals building a visuomotor homeostat. Because of low visual capabilities, the robot is unable to discriminate its own hand from the hand of a teacher (ambiguity of perception). As the control architecture implements a homeostat, the system tends to maintain the equilibrium between visual and proprioceptive information. If a difference is perceived, then the system acts to come back to the equilibrium state. To do so, the robot moves its arm so that its proprioceptive configuration corresponds to the perceived visual stimuli according to its sensorimotor learning. As a result of these movements, the demonstrator's gestures are imitated (Andry et al. 2004 ). The correspondence problem (Nehaniv and Dautenhahn 2002 ) is avoided as the robot only imitates what is observed with its own capabilities.
In the model of Andry et al. (2004) , Lagarde et al. (2010) , the control was performed in the visual space. A forward kinematic model allowed the estimation of the visual position of the robot hand. This position was then compared with the perceived visual position to generate movements (see Andry et al. 2004 for details). A first drawback was that erratic estimations of the visual position of the robot hand produced an erratic control. Because the forward model learning was based on Self-Organizing Maps (Kohonen 1982) , false estimations could occur until learning convergence. Thus, the controller should not be used before the end of learning. The learning process was not incremental. Finally, the trajectories were not coded by sensorimotor couples like in the PerAc model. Indeed, the motor commands were extracted from the Dynamic Neural Fields (Schöner et al. 1995) by using an ad hoc readout mechanism. This solution presented interesting properties (memory, bifurcation) (see Sect. 5.4), but was only able to define attractor positions. Moreover, we were not able to explain how the readout process could be learned or tuned. In this article, we are interested in a model that can bootstrap imitative behaviors and can also code trajectories according to the PerAc approach. The model should also be incremental and able to manage multiple degrees-offreedom.
In Iossifidis and Schoner (2006) , Andry et al. (2004) , the authors developed arm controllers which work in spaces different from the motor space, reducing the number of dimensions. The difficulty is then to extract a motor command from the control in the lower dimension space. In the DM-PerAc model, we use the alternate solution consisting of performing the control in the proprioceptive space. The generation of the motor command is simplified, whereas the difficulty is to learn sensorimotor attractors. The resulting motor controller should be able to learn either a particular movement or a postural attractor. In the next section, we describe the Dynamic-Muscle PerAc (DM-PerAc) model which provides a common coding basis for both aspects of the control. The DM-PerAc model is based on a simplified model of joints and muscles where both particular movements and postural attractors are coded as muscular activations. We also detail how the DM-PerAc model learns visuomotor attractors.
Dynamic-muscle PerAc model
In this section, we present our model, Dynamic-Muscle PerAc, to control a robotic arm. This model combines control equivalent to impedance control with the PerAc principle. The parameters and equations of the DM-PerAc model are all summarized in the Appendix.
Control of joint position with a simplified muscle model
Different models such as Hill's model (Hill 1938) and Huxley's model (Huxley 1957) have been developed describing different properties of the muscles. In the lumped-parameter nonlinear antagonistic muscle model Stark 1985, 1987) , the movements of a joint are produced by a couple of antagonist muscles. The muscles are simulated by Hill's muscle model which is based on three components: a contractile element, a series elastic element, and a parallel elastic element. In Klute et al. (2002) , the two elastic elements are neglected to focus on the dominant contractile element. The contractile element can be approximated by a force generator in parallel with a damping element (Cook and Stark 1968) . The force generator implements the force-length relation in muscles with the force that can be modulated by neural signals (Winters and Stark 1987) . The damping element implements the force-velocity relation given by Hill (1938) .
Our model, called Dynamic-Muscle PerAc (DM-PerAc), is also based on couples of antagonist muscles (hereafter noted + and −) around the joints with each muscle approximated as a contractile element. However, unlike (Klute et al. 2002; Winters and Stark 1987) , we use a simplified linear model of a contractile element which generates torque instead of force. In the DM-PerAc model, the torque generator is a spring with variable stiffness, whereas the damping element is a simple viscous damper (Fig. 2) . The varying stiffness is given by the muscle activations A. The joint positions are controlled with the Eqs. (2-8). As these equations are the same for each joint, the joint index j is not displayed. In addition, the time step (t) dependency is only indicated to disambiguate terms when different time steps are involved in the same equation. For each joint, the agonist and the antagonist muscles generate the apparent torques τ + and τ − (2). 
where A + (resp. A − ) is the muscle activation and σ + (resp. σ − ) is the damping 2 of the agonist (resp. antagonist) muscle.
The angular values θ + and θ − are measured respectively from the full flexion position θ max and from the full extension position θ min (3).
with θ the angular position of the joint. The dynamical equation of the system links the rotational accelerationθ and the moment of inertia I with the torques generated by the agonist and antagonist muscles given by (2) and the torque τ e given by external forces.
Equations (3) and (4) gives the Eq. (5) where σ = σ + + σ − :
In the absence of external torques/forces (τ e = 0), the system defines an attractor at the convergence point θ eq = A + ·θ max +A − ·θ min A + +A − . To simplify this controller, the angular positions θ of the joint are normalized so that for each joint, they vary between 0 and 1.
2 The damping can be constant. However, controlled movements are improved if the damping varies with the stiffness. For instance, the damping can be defined as proportional to the square root of the stiffness like in Ganesh et al. (2010) .
In this particular case, our control Eq. (5) is equivalent to (7) with
The Eq. (7) corresponds to a classical mass-spring damping system with a stiffness K and an equilibrium position θ eq . The equilibrium position is unchanged when both A + and A − are multiplied by the same factor. Such a factor only modifies the equivalent stiffness K . An adaptation of the stiffness K and the damping σ controls the rise time, overshoot, and settling time. The controller was simulated using discrete time with a time increment Δt. With I the moment of inertia and τ the sum of the torques τ = τ + + τ − , the equations of the dynamical system are:
The variables θ t ,θ t ,θ t correspond, respectively, to θ,θ,θ in the Eqs. (2-7). In our model (5), the generated torque depends on the activation A of the muscles and on the lengths of the muscles (angles θ ). This dependance on the muscle length makes our model look like the "lambda" model of Feldman (1966 Feldman ( , 1986 . In the Theory of the Equilibrium Point (Feldman and Levin 2009) , also called the Theory of Threshold Control, the motor control is based on threshold functions (λ) defining the activation of the agonist and antagonist muscles. However, in our model, the activation thresholds are not controlled. The activation of the muscles is directly the controlled parameter. Therefore, our model is closer to the "alpha" model as described in Bizzi et al. (1992) . In the alpha model, the generated torque is directly controlled by the muscle activations producing the equilibrium point trajectories and adapting the stiffness. In our control model based on our simple model of muscle, the generated torques depend on both the activation of muscles (i.e. their stiffness) and on the muscle lengths. Our model has also a major difference from the alpha model as it associates muscle activations with learned visuomotor configurations instead of relying on a temporal sequence of muscle activations. In the next section, we explain how the muscle activations are learned and associated with the recruited visuomotor categories in order to allow motor control.
Categorization of proprioceptive and visual space
The DM-PerAc model can use the previously described simplified muscle model with learned visuomotor associations to build a visuomotor controller (Fig. 3 ). Visual and pro- First, we present how the visual and proprioceptive categories are learned and computed. In the next section, we will present how the visuomotor categories are built from the learned visual and proprioceptive categories. We will also detail how the postural attractors are learned as muscle activations associated with the visuomotor categories. Both processes occur alternatively and participate in the sensorimotor babbling process, allowing the robot to learn how to act.
Proprioceptive categories are recruited during a sensorimotor exploration process. Considering the agonist/antagonist muscles, the proprioceptive information is defined by the angular positions of the controlled joints
. 3 Each value θ +/− is positive and normalized with respect to the agonist or antagonist references (see Fig. 2 ). The categorization of the proprioceptive input is described by (9) and (10). The proprioceptive inputs P are encoded into categories S P with Gaussian responses depending on a variance parameter β P . The variance parameter β P enables increasing or reducing the selectivity of the sensory categories. They are recruited with a process based on Adaptive Resonance Theory (Carpenter and Grossberg 2002) . If the current input P is too different from any encoded sensory pattern W P i , i.e. if the recognition S P i is under a vigilance threshold λ P , then a new category i r is 3 Bold letters indicate vectors, whereas plain letters are scalars.
recruited (ε P = 1). The current sensory input P is stored on the weights W P i r to the i r th category. Even though a slow adaptation of the encoded categories is also possible, we do not consider it in this article.
with the Heaviside function H (x) = 1 if x > 0 and 0 otherwise. The recognition activities S P are normalized to give the output of the recognition process R P (10).
The output R P i can be interpreted as the probability that the sensory category i is the current sensory state of the robot. Interestingly, when the variance parameter β P tends to 0, i.e. when the selectivity of the categories R P i is maximal, then the sensory categorization process can be approximated as a winner-takes-all.
In our robotic setup, the visual information is captured by a single camera. A visual feature detector (e.g. color detector) enables extracting points of interest. The information is then projected over two 1D fields or vectors using population coding. Each vector codes the accumulated salience for the projected points of interest. The retina-centered vectors are then converted into body-centered vectors by a transformation using the pan and tilt angles of the camera. The body-centered vectors are computed as dynamic neural fields (Schöner et al. 1995) . Thus, they exhibit bifurcation and memory properties which are interesting in this attentional processing context. The coordinates (v 1 , v 2 ) of the maximally salient points in this field are considered the visual input. The visual categories are updated and learned using the Eq. (11) based on the Eq. (9).
The recruitment of a visual category R V k increases the vigilance threshold λ P of the proprioceptive categorization in order to facilitate the recruitment of a proprioceptive category if none already encodes the current posture.
Associating learned visuomotor categories with muscle activations
The visual and proprioceptive signals are merged in a visuomotor layer. There is a bijection between the proprioceptive categories and the visuomotor categories. Whenever a new proprioceptive category is recruited, a new visuomotor cate-
is also recruited and associated with it. The visuomotor category is then associated with the muscle activations A maintaining the categorized posture. The aim of the visuomotor learning process is to determine which visual category R V k is maximally activated when the arm reaches the attractor posture S P i . The connection weights W V M ik are increased depending on the co-activated visual (R V k ) and proprioceptive (S P i ) categories (12):
with ε V M a constant learning rate. The function f is defined by
The co-activation is only learned when the arm is close enough to the posture S P i , so the learning is modulated by the factor S P i that checks if the similarity measure S P i is high enough. Incorrect visuomotor associations can be progressively forgotten.
The activities of the neurons in the visuomotor layer are computed with the following Eq. (13):
contributes either as a factor 1 or 0 in the update equation. The connection with maximal weight, among the input connections to a neuron i, always gives a factor equal to 1. Other connections can be "active" (factor equal to 1) if their weights are close enough to the maximum. Therefore, several visual categories can activate the same visuomotor category. The normalization of the activities of the visual categories R V k ensures that the activities of the visuomotor categories S V M are always smaller than 1. The saturation of the neural activities is thus avoided. In our experiments, we consider the particular case when the exponent n tends to +∞ i.e. only the connection with the maximal weight is equal to 1 and any others are null.
The learning is performed online and fast. It is also incremental. By modifying some parameters (vigilance λ P /λ V or variance β P /β V ) of the sensory categorization process, new visual and proprioceptive categories can be added online and are directly available for the visuomotor control. The vigilance parameter determines how much categories can overlap. Increasing the vigilance, i.e. allowing more overlapping, will increase the number of recruited categories. The variance parameter of the Gaussian kernels can be decreased with a similar result. If the variance is reduced, the selectivity of the categories is increased and more categories will be recruited. Indeed, reducing the selectivity while keeping the vigilance level constant allows refining learned categories without increasing the level of overlap and interference.
As a result of a visuomotor association learning, a visual input can elicit visuomotor categories which activate motor actions (muscle activations) to drive the arm to the proprioceptive configuration associated with the visual constraint. When a new visuomotor category is recruited, the muscle activations which enable maintaining the visuomotor configuration (in practice, maintaining the proprioceptive configuration is enough) are learned. Muscle activation coefficients are learned online in a perception-action process. As the system acts, it corrects and modifies its motor commands online to maintain the desired posture of the arm. The corrective movements are learned by increasing the adequate connection weights to the muscle activation neurons
The activities of the visuomotor categories R V M determine the muscle activations A with (14):
where the weight W A mi is the learned activation of the m th muscle to maintain the arm in the proprioceptive configuration i. In order to learn the muscle activations, the proprioceptive configuration corresponding to a recruited visuomotor category is stored. This proprioceptive signalP is then used as a supervision for the muscle activation learning. The desired positionP m is learned in one shot by associating P to R V M i r when the i r th visuomotor category is recruited. The corresponding update and learning equations are (15):
During the muscle activation learning process, the system selects a visuomotor configuration that is to be learned (for instance, the last recruited visuomotor category i r ). The robot tries to reach the visuomotor configuration using the associated proprioceptive configurationP to correct movements. This selection means that only the target visuomotor configuration is active (with i r the selected configuration, R V M i r = 1 and R V M i =i r = 0), so only the corresponding weights W A are modified. When the system learns the muscle activations, no other visuomotor category can be learned, and the visuomotor exploration is suspended. The exploration resumes when the motor control meets the condition (no more correction). The learning Eq. (16) is based on a positive and a negative term and one learning factor H (L − th L ):
where ε A is a learning rate, α A is a decay rate and [x] + = x if x > 0 and 0 otherwise. The positive term in (16) increases the muscle activations, thus changes the attractor so that the equilibrium posture matches the desired postureP. This adaptation is based on the correction signal C detailed below (17). The role of the negative term in (16) is to normalize the stiffness K j of the joints j to the constant value nc. 4 Because the negative term changes all muscle activations with the same factor α A , it does not modify the equilibrium posture, only the stiffness is modified. This normalization process is necessary to avoid the saturation of both the weights W A mi and the neural activities A m which would prevent any further correction of the movements.
The part of the architecture in the gray rectangle in Fig. 4 is dedicated to the computation of the correction signal C. For each joint, the signal C compares the desired movements M D with the current movements M (17) to determine if a muscle should contract more, i.e. if the muscle activations associated with the target visuomotor configuration should be increased. 
where th D is a threshold under which no correction is requested. It defines the accuracy constraint for the movements. The correction signal C m (17) does not change the muscle activations if the current movement M m already reduces the muscle length, i.e. if P m is decreasing. This condition allows avoiding overshooting the correction of the movements. This condition is computed by M m (t) = H (P m (t − Δt) − P m (t)) thus M m = 1 when no change of the muscle activation should occur. The learning factor (H (L − th L )) induces learning of muscle activations during a variable period of time depending on the comparison between the "learning enable" signal L and the threshold th L . This signal L evaluates the need to continue adapting the muscle activations (19).
In our implementation, the learning is triggered (t g (t) = 1 ; 0 otherwise) when a new visuomotor category i r is recruited. Therefore, the muscle activations are directly learned after the recruitment of each visuomotor category, ensuring that some motor commands are learned and associated with all visuomotor categories. Yet, the muscle activation learning When the movement of a joint is in the direction opposite to the target direction, the corresponding muscle activation is increased.
As the stiffness increases, the shift of the position of the equilibrium point at each correction becomes smaller to enable performing a gradient descent toward the target position. In addition, a bigger stiffness increases the robustness to the noise. In the right-hand figure, the step curve is the learning factor. The system detects when corrections do not occur anymore and thus ends the current posture learning may also be triggered by other signals, such as a random signal arbitrarily selecting categories to refine the associated motor command. The muscle activation learning continues as long as there is an unexpected correction of the muscle activations. Such unexpected correction is determined by comparing for each muscle occurring correction C m with its predictionĈ m . The occurrence of an unexpected correction increases the value of the signal L, thus extends the learning time period. The forgetting factor γ L modulates the time period during which no unexpected corrections must occur before the attractor adaptation ends. The predictionĈ of the corrections is learned by conditioning with C the unconditional stimulus and R V M the conditional stimulus (20).
The learning rate ε C is small to have a memory effect. The learned muscle activations are expected to maintain the arm close to the postural target, so no more corrections are necessary. The learning of this posture can then stop and the motor exploration resumes. Sometimes the arm may be blocked by an obstacle (possibly itself). The current version of the architecture does not include an obstacle avoidance process (still, a security module can block movements to prevent damages), so the muscles may only be more and more contracted without correcting the position. The deadlock is broken when the predictionĈ of the continuous correction finally equals the detected correction C and learning is stopped. The motor exploration can then resume and the muscle activations related to this unsuccessfully learned postural attractor are not used for the control. In Redgrave and Gurney (2006) , the authors hypothesized that the role of dopamine could also be to detect novelty and maintain or repeat recent actions providing the adequate context for learning. In our case, detecting unpredicted situations (corrections) can maintain the learning of a given posture instead of resuming the motor exploration. As mentioned above, the weights W A mi and the muscle activations A are bounded (A ∈ [0, 1] N ) due to the learning rule (16). Hence, the muscle activations A are multiplied by a constant stiffness factor G increasing the amplitude of the apparent stiffness. The resulting equilibrium point is unchanged, whereas the apparent stiffness is now equal to G · K . The previous dynamic Eq. (5) becomes (21):
For each joint j, a noise term η j is also added in the motor command producing varying exploratory movements to help the learning of the muscle activations.
Experimental results

Postural attractor learning
The process of postural attractor learning was tested and validated in a simulation 5 of the Katana arm used in our robotics experiments (Figs. 5, 6 ). In this experiment, the external torque τ e was null. As the arm moves, the muscle activations are increased so that each joint is maintained at the desired position (Fig. 5) . The progressive adaptation of the muscle activations depends on random movements (7). Still, the arm finally stabilizes at the desired posture (Fig. 6 ). As the muscle activations increase, the shifts of the equilibrium point due to learning become smaller and smaller. This property results from the ratio in the equation 
The behavior adaptation is quite slow because of the low frequency of the hardware control loop of the Katana arm (about 7 Hz). Another major constraint is the speed encoding in the robot arm firmware. Very low speed is not available because of the discretization of the values. Instead of an unnatural freezing of movements when the speed should be very close to null, the articulations keep rotating at the fixed minimal speed. In fact, these small oscillations give a more natural aspect to the idle movements of the arm. The feeling of a frozen system is avoided during human-robot interaction. In this experiment, there was no external torque. The reason is that the servo controllers of the Katana electrical robotic arm are not compatible with external perturbations. This is a strong limitation of the hardware. We performed simulations to show that our model can also manage external torques.
Maintaining a particular posture under external torque
In order to show that our model can also cope with external torques, we use a simple simulation of a 1D arm (Fig. 7a) . First, the muscle activations are learned in the case of a gravitational torque (Fig. 7b-c) . In the equation of control (21) the external torque is the following gravitational torque τ e = −ma * g * le * sin(θ ) with mass ma, gravity constant g = 9.81 m/s 2 , and length le between the rotational axis and the gravity center. In order to compensate for this torque, the muscle opposing gravity contributes more to maintain the posture (Fig. 7c) . This solution is more energy efficient and accurate than simply increasing the overall impedance. It corresponds to the change of reciprocal activation level observable in human motor behaviors in equivalent circumstances (Franklin et al. 2008 ). The movements resulting from the learn controller are shown in Fig. 7d . Figure 7e shows that the error made is indeed below the accuracy threshold used during learning.
We also tested the impact of increasing the noise level of η j (see (21)) which corresponds to stochastic perturbations of the movements. If the controller was learned with a low noise level, the movements are strongly perturbed by the noise. The position error while maintaining the learned posture has a strong variance (Fig. 7f) . In the next experiment, the postural attractor is learned with the increased noise level (Fig. 7g-h) . As a result, the muscle activations are also increased, which corresponds to increasing the stiffness (Fig. 7h) . Thus, the produced movements are less perturbed by the noise (Fig. 7i-j) . Our model can learn how to maintain posture control under a gravitational torque, and it can also increase the stiffness of the movement to resist to stochastic perturbation present during learning. 
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DM-PerAc visuomotor controller
We validated the visuomotor controller in a 3D simulation of a Katana robot arm like in Sect. 5.1. In Fig. 8a -c, the robot performs a motor babbling with parameters inducing a low selectivity, and thus a very low level of accuracy for the recruited visual and proprioceptive states. A simple test to evaluate the visuomotor learning is to reproduce a trajectory given in the visual space. A star-shaped trajectory is given as visual input to the system (Fig. 8b) . The trajectory resulting from the visual processing of the arm end effector tracking is displayed. The robot tries to follow the trajectory, but because of its sparse learning, the performance is very limited. In the developmental process of the robot, the parameters deter- mining the sparsity of learning is progressively changed to recruit more visual and proprioceptive categories (Fig. 8d-f ). The new visuomotor attractors are integrated online to the initial learning. The performance of the system is increased. Figure 9 displays the visual trajectories of the desired and real position of the arm end effector. The mean square error is shown with the mean error and the standard deviation to compare the evolution of the performance with the inclusion of more attractors. The same kind of performance could have been obtained by directly learning with the parameters increasing the selectivity of the coding. In Droniou et al. (2012) , several regression algorithms (including LWPR Vijayakumar et al. 2005 ) were compared on the visuomotor control learning and performance. The evaluation task is target tracking by the arm end effector of a robot. The system must produce the movements to reach a target given by its visual position, thus the learned inverse kinematic models are compared. A stereo camera detects the target, and its 3D Cartesian position is computed. In most of the tests, the target follows a star-shaped trajectory path in a vertical plane. The regression algorithms learn a forward kinematic model in order to perform the tracking, thus focusing the exploration process on the motor space to perform the task. The forward model allows estimating the Jacobian matrix of the kinematic model, the inversion of this matrix, and the 3D position of the target that provide the motor control of the robotic arm. In this article, we have tested the DMPerAc visuomotor controller on tracking a target moving on a star-shaped trajectory. In our experiment protocol, the visuomotor learning is open-ended. Also, the target coordinates are simulated (no occlusion) in the 2D visual space. The trajectories after learning are comparable to those obtained in Droniou et al. (2012) . Still, the regression techniques produce smoother trajectories more accurate at the points of the star path. However, inverting the Jacobian matrix requires a specific processing in order to avoid singularities. Such a matrix inversion is not satisfying from the perspective of the developmental approach and is also difficult to model as a biologically plausible process.
To sum up Figs. 8 and 9, learning a postural attractor takes time, and learning many attractors will slow the exploration of the whole motor space, but provide a better coding resolution, and therefore, a more accurate trajectory. Thus, very accurate trajectories could only be reproduced at the cost of a longer exploration and learning phase. In previous studies (Andry et al. 2004) we have simulated with the PerAc model that the learning time of all the possible sensorimotor associations of a 6DOF model of the Katana robotic arm with a high resolution CCD camera would require hundreds of thousands of movements. Taking a mean approximation of the time necessary to perform one simple movement with our mechanical robot, we have calculated that the whole exploration and learning of all the possible categories would require more than 3 years (without optimization). This amount of time is still applicable to the DM-PerAc model, since the number of possible categories (if we consider purely the maximal amount possible) is similar. Of course, such a computation is a caricature, since the creation of categories is by definition a means to avoid systematic learning.
Nevertheless, several considerations lead us to think that such algorithms are consistent with the developmental course of a human baby : -This time course (several years) taken as an order of magnitude is acceptable, compared to the time needed to develop the coordination of the whole human body (even if we limit to the coordination of one arm or one hand). We just have to refer to the time needed to master some movements in sports such as a golf swing, or the time to learn to write. Progressive learning is still present after months or years. -If the maximal learning time is very long, DM-PerAc allows a very fast learning of simple trajectories with 10 to 20 attractors. The robot can thus perform simple tasks even if with limited accuracy. This fast acquisition of coarse and elementary actions is crucial in terms of behavior, and is consistent with developmental psychology: coarse actions support early imitation to communicate before the age of 9 months (Butterworth 1999) , or object grasping before the age of 9 months (Law et al. 2014) , and of course early sensorimotor exploration before the first year (Gergely 2001 ). -In addition to these elementary actions, the DM-PerAc model can let the category creation continue in order to improve the capabilities of the robot. New visual and proprioceptive categories can be recruited while the motor babbling is resumed. Therefore, the robot can continuously evaluate the co-occurring proprioceptive and visual inputs to improve its visuomotor model with the newly learned categories. The visuomotor associations can be progressively updated as the system continues its babbling. -Altogether, these characteristics allow speculation about when the babbling should stop. We can formulate the hypothesis that the visuomotor babbling goes on while the agent has not received remarkable repeated feedback. The feedback could be purely "physical" (for example, a tactile sensorimotor contingency when an object is grasped) or "social" (the expression of a caregiver) and modulate the strength of the learning. Thus, fast coarse actions and long progressive learning can be complementary in a global progress loop.
Interestingly, classical developmental psychology studies also observe that such progress loops are guided by the cephalocaudal (the more the limbs are far from the head, the later they are available and mature to be implied in actions) and the proximodistal (the more the articulation are far from the root of the limb, the later they are available and mature to be implied in actions) laws. These laws reflect constraint of the body development that imposes a step by step process of the motor control. One of the consequence of this scheme is to constrain a coarse to fine learning where each change in the child's development result in an increasingly refined level of skill development (Santrock 2005) .
Bifurcation property of the DM-PerAc controller
The properties of the DM-PerAc controller are compared with the properties of the Dynamic Neural Field based controller. Dynamic Neural Fields (DNF) based on the Amari equation (Amari 1977 ) are a solution to motor control used to navigate (Schöner et al. 1995; Giovannangeli et al. 2006) or to control a robotic arm (Iossifidis and Schoner 2004; Andry et al. 2004) . Biological studies showed that the activations of some neurons in the motor cortex are correlated with the direction of the movement to be performed (Georgopoulos et al. 1986 ). In DNF, the activity profile of the field takes the shape of a Gaussian centered on the input stimuli. Besides, the derivative of the activity profile can provide the dynamics of the control (Schöner et al. 1995) . Dynamic Neural Fields have interesting dynamical properties: memory to filter nonstable or noisy stimuli, and bifurcation capabilities enabling reliable and coherent decisions when multiple stimuli are presented.
In Fig. 10 , we show that (i) the trajectories generated by the DM-PerAc model can be analyzed and integrated to build the DNF equivalent profile of activity, and (ii) there are bifurcation capabilities in our controller. In our tests, the state space is [0, 1]. Trajectories generated by the DM-PerAc controller are averaged into the actions Ac(θ ) depending on the state of the system (position). In practice, Ac(θ ) is discretized into a vector with components that are the values for different θ . The result is thus the velocity profile given in Fig. 10c and d . In Maillard et al. (2005) , we proposed that the action Ac is the derivative of a potential function defining the perception of the system. The action Ac is thus spatially integrated to obtain the perception Per (22).
where Per is a vector of dimension n with components equal to the integration of the action Ac at different positions θ = k/n. The integration constant cst is chosen so the maximal component value of Per is equal to 1. The perception profile Per is equivalent to the activity profile of a DNF, and shows bifurcation properties (see Fig. 10 ). The DM-PerAc model can produce behaviors similar to those obtained with the use of an explicit DNF without the need to define the whole field. However, the property of memory is not directly available in the DM-PerAc model. To include this property, some other processes could complete the DM-PerAc architecture.
Use and extensions of the DM-PerAc model
Encoding trajectories with the DM-PerAc controller
Trajectories can result from time-based sequences of learned postural attractors successively and transiently activated. This process was used in the work described in Sect. 6.2. However, the DM-PerAc architecture is not limited to using this kind of trajectory coding. Let us now consider the case where only one of the muscles around a joint is activated (activation different of 0) while the other one is inactive. This configuration of activation signals induces movement toward the extreme limit of joint (full flexion or extension) (Fig. 11a) . At the lower level of motor control, the muscle activations can be either interpreted as defining a postural attractor or as defining locally the movement to be performed (orienta-tion and strength). As explained in Sect. 3, such associations between sensory categories and actions can define trajectories. In Fig. 11 , the studied task is simply to reproduce a loop in the 2D motor space. The state space is divided between four encoded states. Each of them is associated with muscle activation coefficients corresponding to desired direction of movement. For each joint, only one of the muscle activations (agonist or antagonist) is different from null. An example of a vector field in 2D space defined by one state/action couple is given in Fig. 11b . An attraction basin can effectively be generated (Fig. 11c, d ). The trajectories in the 2D state space show that the stiffness K and the damping σ control the movement speed, and thus can change the size of the loop. Trajectories could be encoded using the low-level state/muscle activation associations. This coding can be a basis for both posture and trajectory coding.
Imitative behaviors with the DM-PerAc controller
The visuomotor controller based on the DM-PerAc model can be used for the emergence of low-level imitative behaviors and can even be a basis for deferred imitation. An arm controller, based on learning visuomotor associations, can let low-level imitation emerge (Andry et al. 2004) . In a first phase of babbling, the robot learns its body schema as multiple associations between the visual position of its arm end effector and the joint configuration of its arm. If the robot's visual perception is limited enough (using only movement information or the detection of colored patches), the robot can look at the hand of an interacting human and still believe it is its own hand. According to the previously learned visuomotor associations, this situation can induce an incoherence between the visual information from the teacher's hand and the motor information from the hand of the robot. As the controller is a homeostat, it tends to maintain equilibrium between the visual and the motor signals. Thus, the robot tries to reduce the visuomotor incoherence by moving its hand to match the visual input. Low-level imitation emerges as the movements of the robot follow the movements of the human (Fig. 12) . In the next stage of development of the robot, this low-level visuomotor controller can be the basis for learning from observation. We consider that the learning robot can now memorize the sequence of the visual positions demonstrated by the teacher while it is inhibiting its own movement (de Rengervé et al. 2010) . Then, as the robot internally rehearses the encoded visual sequence, the predicted visual position of the next state can be given to the low-level visuomotor controller. The robot reproduces the demonstrated sequence of gestures according to what was perceived during the demonstration. The robot is capable of doing some deferred imitation (de Rengervé et al. 2010) . The refining potential of the DM-PerAc model can be enhanced by the Yuragi (fluctuations)-based attractor selection model (Fukuyori et al. 2008 ) which relies on the following Langevin's Eq. (23):
where is a time constant, the vector x describes the state of the system, and the function f is the dynamics of the attractor selection model. The main constraint that this attractor function f must respect is to define attractors. For instance, the function f can simply derive from a potential function with attractor points. Other particular examples of definitions of the function f can be found in Fukuyori et al. (2008 ), de Rengervé et al. (2010 . When the coefficient ξ is big, the term ξ · f (x) predominates. The state of the system converges to one of the attractors defined by f . Feedback on the current movement performance modulates the coefficient ξ . The feedback gives more influence to the attractor function f or to the stochastic exploration term η. As a result, the system can switch from exploration between the different known attractors to exploitation of the closest attractors. According to the feedback, the function f can be adapted so that some attractors are shifted toward the desired positions. Thus, the desired positions can be learned. The principle of muscle activation learning (Sect. 4.3) in DM-PerAc is quite similar. The first difference is that the function f depends on the muscle contraction. During muscle activation learning, only one visuomotor category is active so only one postural attractor is active. The exploration is partly due to the noise on the motor command and also to the oscillations of the arm (when the stiffness is still low). During learning, the muscle activations are changed so that the resulting attractor is effectively shifted toward the desired position. Thus, this process can be seen as a low-level use of the Yuragi principle. b Corresponding evolution of the target distance. c Trajectories while reaching a not previously learned position, four attractors activated, six trials with different starting positions. d Corresponding evolution of the target distance. In both cases, the arm end effector reaches the target, although, when it is not a learned position, the reaching can be quite long due to random exploration
The Yuragi principle can also be used in DM-PerAc when all the visuomotor categories are available. The movement dynamics is influenced by all the attractors associated with these categories and activated by visual and proprioceptive information. In that case, the Yuragi principle allows improving the accuracy of the movements. In Fig. 13 , we tested the reaching of a visual position using the Yuragi principle (de Rengervé et al. 2010) . The robot arm end effector reaches the visual target both when it is near the visual position of a learned attractor (Fig. 13a, b) and when it is between the learned attractors (Fig. 13c, d ). While performing tasks, the robot can use the Yuragi principle to reach targets which were not explicitly learned as attractors. When necessary, a new attractor could be recruited to learn how to reach a target that would otherwise be far to reach. The performance of the visuomotor controller could be improved for particular cases without recruiting many useless attractors.
Conclusion-discussion
Our previous works enabled the explanation of trajectory learning (PerAc model Gaussier and Zrehen 1995) and imitative behaviors (Andry et al. 2004) . Even though these different works have in common the sensorimotor learning principle, their properties could not directly be combined due to motor control issues. We propose the Dynamic Muscle PerAc (DM-PerAc) model to control a robot arm with multiple DOF (Sect. 4). It combines the principles of the PerAc model with a simple model of agonist/antagonist muscles where the muscle activations determine the movements of the robotic arm. The low-level motor control is equivalent to impedance control. The DM-PerAc model can incrementally learn online the visuomotor control of the robot arm.
During a motor babbling process, proprioceptive and visual categories are recruited and associated together (kinematic model) depending on co-activation. The DM-PerAc model then learns the postural attractors associated with the visuomotor categories to define the visuomotor control. Trajectories can also be coded by combining state/action couples such as in the PerAc model (Sect. 6.1). The states are associated with asymmetric muscle activations to generate movements in particular directions. In Sect. 6.2, we showed that imitative behaviors can be obtained with the DM-PerAc visuomotor controller. This controller can also be a basis for higher level encoding and imitation behaviors.
Until now, we mainly tested the DM-PerAc model on a Katana robotic arm. However, the hardware of this robotic device is limited for impedance control. In particular, the servo controller of the Katana arm does not allow managing external perturbations such as gravitational torque. In Sect. 5.2, we showed in a simple 1D arm simulation that the DM-PerAc model can accurately learn a postural attractor under a gravitational torque. However, the impedance control was learned instead of performing an online adaptation to perturbations. In future work, the adaptation process will be added to the model. Also in future work, we will exploit the full potential of the DM-PerAc model to control movements of a hydraulic torso robot called TINO. 6 This robot is developed with the aim of allowing physical interaction and compliance. So, this robot is truly compatible with impedance control. The DM-PerAc model will be implemented on the TINO robot to let it learn its visuomotor controller. Besides, the properties of the DM-PerAc model will allow studying imitative behaviors and interaction.
In this article, the motor control is based on a spring-based model of muscles; however, we do not pretend that modifying the stiffness of these spring-like muscles corresponds to an accurate model of neuro-muscular control. The rest-length of the muscles, motor reflexes, and other physiological properties are also important. Still, the aim of the DM-PerAc model is to allow sensorimotor dynamics learning with the generated behaviors that can be either attractor postures or trajectory following. Using muscle activations has the advantage to make learning easier whatever the dynamics is (postural attractor or trajectory).
The computational cost of the DM-PerAc visuomotor controller can be reduced in different ways. The neurons corresponding to categories (visual, proprioceptive, visuomotor ) not yet recruited can be ignored in the neural update process. Also, the number of visual to visuomotor links (W V M ) may be reduced by using some lists of links dynamically managed according to the recognition of the visual and proprioceptive categories. This solution would allow the use of far fewer links than if considering the whole set of visual to visuomotor links.
We gave solutions to learn attractor points as they are used in the visuomotor controller for imitation behaviors. The learning of trajectories or paths is not described in this article. In the DM-PerAc model, postural attractors can be used as via-points to encode trajectories and we used this kind of solution in deferred imitation (de Rengervé et al. 2010 ). However, a correct encoding of dynamic trajectories should rely on state/action couples defining attraction basins, such as in the PerAc model (Sect. 3). The advantage is that agonist and antagonist muscles would not need to be active at the same time. The stiffness and the energy consumption can be reduced. In future work, we will study the activation patterns generated by this trajectory encoding model. In particular, we want to explore whether and how the state-action coding may allow the tri-phasic pattern of movement observed in humans (Sanes and Jennings 1984) .
Although we proved that the DM-PerAc model enables dynamical trajectory encoding, the learning of the adequate state/action couples is still an ongoing issue. In the PerAc model, the states and actions were associated by direct conditioning. The orientation to follow (action) could be estimated by integrating the followed orientation while moving. The orientation to follow could also be demonstrated to a passive robot. In the DM-PerAc model (Fig. 14a) , a direct conditioning is possible, but a particular process is necessary to extract the unconditional stimulus from a passive demonstration. Changes of proprioception cannot be directly converted into muscle activations (for instance, the muscle activations must change to perform the same movement manipulating objects with different masses). The Yuragi idea (Sect. 6.3), adapted to the DM-PerAc model, can be a potential solution to this issue. We believe that the Yuragi idea could allow locally learning combinations of attractors defining not only postural attractors, but also particular speed vectors. Still, the remaining issues are what the adequate feedback is and how it can be learned from a demonstration. Finally, using the same encoding and the same kind of learning, the robot should be able to learn trajectories (Fig. 14b ) mixing posture and trajectory shaping. 
During attractor learning (L > th L ), after the recruitment of the visuomotor category i r , a bias on the activation ensures that R V M ir = 1 and R V M i =ir = 0 a The time step t is only written when a signal at different time step is used must be less selective than the visual categories (β P = 0.1 and β V = 5 · 10 −5 ).
In the experiments, muscle activation learning depends on the learning factor ε A = 10 −3 and the decay factor α A = 10 −4 . As the learning factor is small, the stiffness K j of each joint changes slowly. Still, the equilibrium position is rapidly adapted because it depends on the ratio of the muscle activations. Also, the decay must be slow enough to allow the learning. With an error threshold th D = 0.01, the muscle activations around a joint are adapted if the position error is over a hundredth of the rotational range.
The parameters th L and γ L define the dynamics of the "learning enable" signal L, i.e. determine the amount of time to learn each postural attractor. The used values are th L = 10 −5 and γ L = 0.95, thus the motor exploration resumes after a time period of about 10 s without correction of the movements.
