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INHOMOGENEOUS DIOPHANTINE APPROXIMATION OVER
FIELDS OF FORMAL POWER SERIES
YANN BUGEAUD, L. SINGHAL, AND ZHENLIANG ZHANG
Abstract. We prove a sharp analogue of Minkowski’s inhomogeneous approx-
imation theorem over fields of power series Fq((T−1)). Furthermore, we study
the approximation to a given point y in Fq((T−1))2 by the SL2(Fq[T ])-orbit
of a given point x in Fq((T−1))2.
1. Introduction
By using geometry of numbers, Minkowski, improving an earlier result of Tsche-
bychev, established that for any irrational numbers θ and any real number α not
belong to Zθ+Z, there exist infinitely many pairs of integer (p, q), with q 6= 0, such
that
| qθ − α− p | ≤
1
4 | q |
,
see [3] for the details. The value 1/4 is best possible. Recently, Laurent and Nogueira [10]
obtained an analogous result for the orbit of SL(2,Z)
(
ξ
1
)
in R2. The purpose of the
present paper is to establish analogues in the setting of formal power series of these
two results in inhomogeneous approximation.
Let q be a prime power and Fq the finite field of order q. Recall that Fq[T ]
and K = Fq(T ) denote the ring of polynomials and the field of rational functions
over Fq, respectively. Let K∞ = Fq((T
−1)) denote the field of formal power series
x =
∑∞
i=−n aiT
−i over the field Fq. We equip Fq((T
−1)) with the norm ‖x‖ = qn,
where a−n 6= 0 is the first non-zero coefficient in the expansion of the non-zero
power series x. This integer n is called the degree of x and denoted by deg x.
As K∞ is a locally compact group under addition, it comes with a Haar mea-
sure ν defined upto multiplication by a positive constant. We normalize so that
ν
(
T−1Fq
[[
T−1
]])
= 1. Abusing notation, we also use ν to denote the n-fold prod-
uct measure on Kn∞ for all n ≥ 1. The ‘integral part’ [x] of any element x in K∞
stands for the unique polynomial P for which x − P in T−1Fq
[[
T−1
]]
and 〈x 〉
refers to x− [x] with its q-adic norm denoted as
(1.1) ‖x ‖ := | 〈x 〉 | .
The norm | θ | of any θ = t(θ1, . . . , θn) ∈ K
n
∞ equals maxi q
deg θi and its supremum
distance from the nearest P in Fq [T ]
n
is denoted by ‖ θ ‖K∞ . The subscript K∞
in the norm expressions will be hidden from now on and we hope it will be clear
from the context as to which norm is being referred to.
Over the fields of formal power series, there are many results concerning the
metrical properties for the inhomogeneous diophantine approximation sets, such
as [4, 8, 9, 11], but it seems that the analogue of Minkowski’s inhomogeneous
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approximation theorem has not yet been published. The following theorem can also
be seen as the inhomogeneous version of Dirichlet’s Theorem, which says that for
every power series ξ inK∞\K, there exist infinitely many polynomialsQ,P ∈ Fq[T ]
such that
(1.2) ‖Qξ ‖ ≤
1
q |Q |
,
see Lemma 2.2 below.
Theorem 1.1. If ξ ∈ K∞ \K and α /∈ Fq [T ] + Fq [T ] ξ, then there exist infinitely
many Q in Fq [T ] such that
‖Qξ − α ‖ ≤
1
q2 |Q |
.
In addition, the factor q2 is best possible. Namely, there exists ξ in T−1Fq
[[
T−1
]]
\
K for which ∥∥Qξ − T−1(1− ξ)∥∥ ≥ 1
q2 |Q |
,
whenever Q ∈ Fq [T ] \ {0}.
The second part of the above theorem is the power series analogue of Theorem
IIA of [3, pp. 48–51]. A simple corollary is that the set {〈Qξ 〉 | Q ∈ Fq [T ]} is
dense in T−1Fq
[[
T−1
]]
. This is also true for approximating any vector ξ ∈ Km∞ by
elements belonging to the subgroup AFq [T ]
n + Fq [T ]
m for generic m× n matrices
A and follows from [2, Theorem 1.1]. On a slightly different note, we can show that
density in the one-dimensional unit ball is achieved by only taking fractional parts
of monic polynomial multiples of ξ as opposed to all polynomial multiples.
Proposition 1.2. Let ξ ∈ K∞ \K and α be arbitrary. Then, there exist infinitely
many monic polynomials Q such that
|Qξ − α− P | ≤
1
q |Q |
for some P in Fq [T ].
Following [1, 2], we introduce several exponents of homogeneous and inhomo-
geneous Diophantine approximation. Let n and m be positive integers and A a
matrix in Mn,m(K∞). Let θ be in K
n
∞. We denote by ω(A, θ) the supremum of
the real numbers ω for which, for arbitrarily large real numbers H , the inequalities
(1.3) ‖Ax− θ ‖ ≤ H−ω and |x | ≤ H
have a solution x in Fq[T ]
m. Let ω̂ (A, θ) be the supremum of the real numbers ω for
which, for all sufficiently large positive real numbers H , the inequalities (1.3) have
a solution x in Fq[T ]
m. The homogeneous exponents ω(A) and ω̂ (A) are similarly
defined by taking θ = 0 and disallowing Q to be so. It is then clear that for any
pair A, θ, we have ω(A, θ) ≥ ω̂ (A, θ) ≥ 0 and ω(A) ≥ ω̂ (A) ≥ 0.
In language of exponent defined above, we conclude from Theorem 1.1 that
ω(ξ, α) ≥ 1 for any irrational ξ, and that ω(ξ, α) = 1 for some irrational ξ and α.
We further have
(1.4) ω(θ) = ω̂ (θ) = 1/m for almost every θ ∈ Km∞,
(with respect to the Haar measure) by the Borel-Cantelli lemma.
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There is a lot of recent activity about understanding the Diophantine properties
of group actions on homogeneous spaces. If we consider Theorem 1.1 as the study
of the action of Fq [T ] on K∞, Our next goal is to obtain an analogous result for
the standard action of SL2(Fq [T ] )on K
2
∞.
Ghosh, Gorodnik, and Nevo [5, 6] have studied the generic rate of approximation
by lattice orbits for a large class of lattice actions on homogeneous varieties of
connected almost simple, semisimple algebraic groups. Laurent and Nogueira [10]
confined their investigations to the standard linear action of the lattice SL(2,Z) on
the punctured plane R2 \ {0}. In a previous work [16], the second-named author
extended their approach and showed similar results for a few lattices inside SL(2,C)
acting linearly on C2 \ {0}. The last two approaches involve making use of some
continued fraction algorithm to construct certain convergent matrices belonging to
the relevant lattice. An alternate strategy deployed in [12] and [13] works for many
more examples as it uses effective equidistribution results but usually gives weaker
estimates.
Let x = (x1, x2) ∈ K
2
∞ with “slope” ξ := x1/x2 in K∞. We consider its orbit
under the standard action of SL2(Fq [T ] ). If the slope ξ is in K and P/Q is its
representation in ‘lowest terms’ for some Q ∈ Fq [T ] \ {0}, the coordinates of any
non-zero vector γx shall have entries with absolute value at least min{|x2 | , 1} ·
|Q |
−1
. Similarly, two distinct points in the SL2(Fq [T ] )-orbit of x will also be at
least min{|x2 | , 1} · |Q |
−1
apart and we will have a discrete orbit at hand. We
are more interested in analyzing the nature of dense orbits here. Therefore, we
assume henceforth that ξ ∈ K∞ \ K. Our target is to reach as close to some
fixed point y ∈ K2∞ as possible with the help of smallest matrix size | γ | for some
γ ∈ SL2(Fq [T ] ). Just like Definition of above exponent, we have
Definition 1.3. The asymptotic Diophantine exponent µ(x, y) refers to
(1.5) sup
{
µ |
∣∣ γx− y ∣∣ ≤ | γ |−µ has inf. many solutions in γ ∈ SL2(Fq [T ] )} ,
and the uniform Diophantine exponent µ̂
(
x, y
)
is given by
(1.6) sup
{
µˆ | ∀H ≫ 0, ∃γ ∈ SL2(Fq [T ] ) such that | γ | ≤ H,
∣∣ γx− y ∣∣ ≤ H−µˆ} .
Here we give the analogue of the results in Laurent and Nogueira [10].
Theorem 1.4. Let x = t(x1, x2) ∈ K
2
∞ such that ξ = x1/x2 is not in K.
(1) We have
µ(x, 0) = 1 and µ̂
(
x, 0
)
= 1/ω(ξ).
(2) If the vector y = t(y1, y2) ∈ K
2
∞ has slope y = y1/y2 in K, then we have
µ(x, y) =
ω(ξ)
ω(ξ) + 1
and µ̂
(
x, y
)
=
1
ω(ξ) + 1
.
(3) If the slope y of the vector y is not in K, then we have
µ(x, y) ≥
1
3
and µ̂
(
x, y
)
≥
ω(y) + 1
2(2ω(y) + 1)ω(ξ)
≥
1
4ω(ξ)
.
A generic upper bound for the asymptotic exponent µ(x, y) is given by the fol-
lowing theorem, which is the analogue of Theorem 3 in Laurent and Nogueira [10].
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Theorem 1.5. Let x be a point in K2∞ with irrational slope and let y be an irra-
tional element in K∞ having irrationality exponent ω(y) = 1. Then we have
µ(x, y) ≤
1
2
for almost all points y of the line Kt∞(y, 1).
In the next section, we present some auxiliary results of continued fraction. In
section 3, the analogue of the Minkowski’s theorem is proved. The last section is
devoted to giving the proof of Theorem 1.4 and Theorem 1.5.
2. Continued fractions
Let {Ai}i∈N ⊂ Fq [T ] with degAi > 0 for i > 0. The continued fraction ξ :=
[A0;A1, · · · ] is the limit of the sequence of partial fractions
(2.1)
Pn
Qn
:= A0 +
1
A1 +
1
A2 +
1
.. . + 1An
as n→∞. It exists for every such sequence of partial quotients Ai’s and moreover
(2.2) |Qnξ − Pn | =
1
|Qn+1 |
.
Conversely, given ξ ∈ K∞, such an expansion is unique. The rational functions
Pn/Qn are called n-th order convergents to ξ. They satisfy the recurrence
P−2 := 0, P−1 := 1, Pn = AnPn−1 + Pn−2 for n ≥ 0, and(2.3)
Q−2 = 1, Q−1 = 0, Qn = AnQn−1 +Qn−2 for n ≥ 0.
Every finite expression [A0;A1, · · · , AN ] leads to an element of K. In the converse
direction, it is also true that the continued fraction expansion of every rational
function P/Q terminates in finitely many steps because the Euclidean nature of the
ring Fq [T ]. By induction, QnPn−1−PnQn−1 = (−1)
n and |Pn | > |Pn−1 | whenever
all the terms are defined. As a consequence, |Pn | = |AnPn−1 | =
∏n
i=0 |Ai |. One
can use a similar argument to establish
(2.4) |Qn | = |AnQn−1 | =
n∏
i=1
|Ai | .
For future use, it follows from (2.2) and (2.4) that
|Qn(Qnξ − Pn) | = 1/ |An+1 | .
Notation 2.1. When A0 = 0 as will often be the case, we simply drop its mention
along with the succeeding semi-colon and write [A1, A2, · · · ] := [0;A1, A2, · · · ] while
[A1, A2, · · · , An] shall denote the corresponding finite truncations.
It is well known that for every ξ ∈ K∞, there exist infinitely many polynomials
Q such that |Qξ − P | < 1/ |Q | for some P ∈ Fq [T ] depending upon Q. The next
statement from [15] tells us where to look for them.
Lemma 2.2 (Schmidt). For any Q ∈ Fq [T ] \ {0} such that |Qξ − P | < 1/ |Q |,
the rational function P/Q is a convergent to ξ.
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In particular, these convergents are the best approximants of second kind [7].
What this means is that for all polynomials Q with 0 < |Q | < |Qn+1 |, we have
|Qξ − P | ≥ |Qnξ − Pn | for all P ∈ Fq [T ]. For if not, let P,Q (0 < |Q | < |Qn+1 |)
satisfy
(2.5) |Qξ − P | < |Qnξ − Pn | =
1
|Qn+1 |
<
1
|Q |
.
Then, Schmidt says that such a P/Q = Pm/Qm for some m ≤ n which would imply
(2.6) |Qξ − P | ≥ |Qmξ − Pm | =
1
|Qm+1 |
≥
1
|Qn+1 |
as m ≤ n and recalling (2.4). This however contradicts the assumption in (2.5).
Note that if all the Ai’s in the continued fraction expansion of ξ were to be linear
polynomials over Fq, we see that the constant on the right side in (1.2) cannot be im-
proved for uncountably many ξ’s corresponding to the sequences (Ai) ∈ {T, T+1}
N.
The quantity ω(ξ) is also known as the irrationality measure of ξ ∈ K∞ \ K.
If ω ≤ 1, then the denominator sequences {Qn} are strictly increasing in size
and |Qn+1 | ≥ |Qn |
ω for all n ∈ N trivially. When 1 < ω < ω(ξ), we have
|Qξ − P | ≤ |Q |−ω for infinitely many non-zero polynomials Q and P ∈ Fq [T ].
For all non-constant polynomials, |Q |
−ω
< |Q |
−1
. Lemma 2.2 then says that any
such fraction P/Q has to be a convergent to ξ. In other words, both P and Q
are a non-zero polynomial multiple of some pair (Pn, Qn) and we conclude that for
1 < ω < ω(ξ) and Q ∈ Fq [T ] with |Q | ≫ 1,
(2.7)
1
|Qn+1 |
≤ |R(Qnξ − Pn) | = |Qξ − P | ≤
1
|Q |
ω ≤
1
|Qn |
ω
where R ∈ Fq [T ] \ {0}. The bottomline is |Qn+1 | ≥ |Qn |
ω for infinitely many
n’s. Lastly if ω > ω(ξ), then in particular, |Qnξ − Pn | > |Qn |
−ω
for all n large
enough. On the other hand, we know its exact value to be |Qn+1 |
−1. We get that
|Qn+1 | < |Qn |
ω
for all n≫ 1.
3. Inhomogeneous approximation
This section is largely dedicated towards obtaining an analogous version of
Minkowski’s theorem in the field of formal power series. Before that, we follow
the proof route in the real case to establish some results related to geometry of
numbers.
Lemma 3.1. Let θ, ϕ, ψ (6= 0) and χ be four formal Laurent series over Fq with
(3.1) max {| θχ− ϕψ | , |ψχ |} ≤ ∆
for some ∆ > 0. Then, there exists P ∈ Fq [T ] satisfying
(3.2) | θ + Pψ | |ϕ+ Pχ | ≤ q−1∆ as well as | θ + Pψ | ≤ |ψ | .
Proof. Clearly, deg(θ + P0ψ) < degψ for some P0 ∈ Fq [T ]. We let θ
′ := θ + P0ψ
and ϕ′ := ϕ+ P0χ, respectively so that | θ
′χ− ϕ′ψ | ≤ ∆.
Case 1. If |ϕ′ | ≤ |χ |, we have imitating [3]
(3.3) 16 | θ′ϕ′ | | (θ′ + ψ)(ϕ′ + χ) | ≤ (| θ′ |+ | θ′ + ψ |)
2
(|ϕ′ |+ |ϕ′ + χ |)
2
.
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By our construction, | θ′ + ψ | ≤ |ψ | and so is | θ′ |. We assumed |ϕ′ | ≤ |χ | which
also implies that |ϕ′ + χ | ≤ |χ |. The conclusion is that
(3.4) | θ′ϕ′ | | (θ′ + ψ)(ϕ′ + χ) | < |ψ |
2
|χ |
2
≤ ∆2.
Case 2. Else if |ϕ′ | > |χ |, it follows that | θ′χ | < |ϕ′ψ | which in turn means that
| θ′χ− ϕ′ψ | = |ϕ′ψ |. The A. M. –G. M. inequality dictates
2 (| θ′ϕ′ | | (θ′ + ψ)(ϕ′ + χ) |)
1
2 ≤ |ϕ′(θ′ + ψ) |+ | θ′(ϕ′ + χ) |(3.5)
≤ |ϕ′ψ |+ | θ′ϕ′ | < 2∆.
The equations (3.4) and (3.5) together give us that min {| θ′ϕ′ | , | (θ′ + ψ)(ϕ′ + χ) |}
is less than ∆. We remind the reader that max {| θ′ | , | θ′ + ψ |} ≤ |ψ |. Otherwise
said, one of the substitutions P = P0 or P = P0 + 1 in (3.2) proves our claim. 
In the proof, we need the following version of Minkowski’s linear forms theorem.
Theorem 3.2 ([17, 18]). Let A = (ai,j)n×n be an n×n matrix with entries in K∞
and r = (r1, r2, · · · , rn) be an n−tuple of integers. If
0 < | det(A) | < q−(r1+r2+···+rn),
then there is a non-zero integral point u such that |Li(u)| < q
−ri for all 1 ≤ i ≤ n,
where the linear forms Li(x) are determined by the rows of the matrix A.
Theorem 3.3. Let Lj(P ) := λjP1+κjP2 for j = 1, 2 and ∆ = |λ1κ2 − λ2κ1 | > 0.
(1) For all ρ1, ρ2 ∈ K∞, ∃Q ∈ Fq [T ]
2 such that
(3.6)
∣∣L1(Q) + ρ1 ∣∣ ∣∣L2(Q) + ρ2 ∣∣ ≤ q−2∆.
(2) If moreover κ1λ
−1
1 /∈ K and k ∈ N, there exists Q which also makes
(3.7) deg
(
L1(Q) + ρ1
)
< −k.
Proof. Assume κ1λ
−1
1 /∈ K to begin with. Theorem 3.2 tells us that there is a
non-zero P = (P1, P2) ∈ Fq [T ]
2
for which
(3.8) |L1(P ) | < q
−k, and |L2(P ) | ≤ q
k∆.
We can assume that gcd(P1, P2) = 1 without any loss of generality. Therefore, pick
any (R1, R2) ∈ Fq [T ]
2
for which
(3.9) det
(
P1 R1
P2 R2
)
= 1
and we have the transformed system
(3.10)
(
L1(Q)
L2(Q)
)
=
(
λ1 κ1
λ2 κ2
)(
Q1
Q2
)
=
(
λ′1 κ
′
1
λ′2 κ
′
2
)(
Q′1
Q′2
)
for all Q = (Q1, Q2) ∈ Fq [T ]
2
, where
(3.11)
(
Q′1
Q′2
)
:=
(
P1 R1
P2 R2
)−1(
Q1
Q2
)
.
It is plain that (Q′1, Q
′
2) ∈ Fq [T ]
2 if and only if (Q1, Q2) does too and also that
det
(
λ1 κ1
λ2 κ2
)
= det
(
λ′1 κ
′
1
λ′2 κ
′
2
)
owing to (3.9). Further, |λ′1 | = |L1(P ) | < q
−k and
similarly |λ′2 | ≤ q
k∆ from (3.8), (3.10) and (3.11). The former is non-zero since
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κ1λ
−1
1 was taken to be an irrational function in T
−1.
Let Q′2 ∈ Fq [T ] be such that | ρ1λ
′
2 − ρ2λ
′
1 −Q
′
2(λ1κ2 − λ2κ1) | ≤ q
−1∆. Also,
we substitute in Lemma 3.1
θ = κ′1Q
′
2 + ρ1, ϕ = κ
′
2Q
′
2 + ρ2(3.12)
ψ = λ′1, and χ = λ
′
2
to get that | θχ− ψϕ | = | ρ1λ
′
2 − ρ2λ
′
1 −Q
′
2(λ1κ2 − λ2κ1) | ≤ q
−1∆ as well as
|ψχ | = |λ′1λ
′
2 | ≤ q
−1∆. We already argued ψ 6= 0. Thus, there exists some
Q′1 ∈ Fq [T ] (and the associated pair (Q1, Q2) determined by (3.11)) for which∣∣L1(Q) + ρ1 ∣∣ ∣∣L2(Q) + ρ2 ∣∣ = |λ′1Q′1 + κ′1Q′2 + ρ1 | |λ′2Q′1 + κ′2Q′2 + ρ2 |
= | θ + ψQ′1 | |ϕ+ χQ
′
1 | ≤ q
−2∆ and(3.13) ∣∣L1(Q) + ρ1 ∣∣ = | θ + ψQ′1 | ≤ |ψ | < q−k.
If it happens that λ1P1 + κ1P2 = 0 (when κ1λ
−1
1 ∈ K), we can be sure that
λ2P1 + κ2P2 6= 0 as ∆ 6= 0. Hence, we only need to exchange the roles of L1 and
L2 amongst themselves and the conclusion in (3.6) remains valid. 
The constant on the right side in (3.6) is the smallest possible in general as follows
easily from the observation that
∣∣P1 + T−1 ∣∣ ∣∣P2 + T−1 ∣∣ ≥ q−2 for all P1, P2 ∈
Fq [T ] (here ∆ = 1). We are now in a position to prove the promised version of
Minkowski’s result on inhomogeneous Diophantine approximation.
Proof of Theorem 1.1. Let L1(Q) = ξQ1 +Q2, L2(Q) = Q1, ρ1 = α and ρ2 = 0 in
Theorem 3.3. We have ∆ = 1 and as ξ /∈ K and α 6= Qξ+ P for any P,Q ∈ Fq [T ],
the solution set
{(
Q
(k)
1 , Q
(k)
2
)}
to (3.6) corresponding to different k in (3.7) is
infinite.
Now we turn to prove the second part. Let ξ = [A1, A2, · · · ] such that degAi > 0
for all i ≥ 1 and T | Ai in Fq [T ] for all i. It is clear that | ξ | = 1/ |A1 |. Now,
suppose
(3.14) q2 |Q(Qξ − α− P ) | = |TQ | | (TQ+ 1)ξ − (TP + 1) | < 1
for some non-zero polynomial Q and P ∈ Fq [T ]. Then, |TQ+ 1 | has to be at least
|A1 | = |Q1 | ≥ |Q1Q0 |
1/2
or else, | (TQ+ 1)ξ | < 1 rendering (3.14) untrue. We
thereby have a unique n ≥ 1 such that
(3.15) |QnQn−1 |
1/2 ≤ |TQ | = |TQ+ 1 | < |Qn+1Qn |
1/2 .
As |Pn−1Qn − PnQn−1 | = 1, we have a unique pair (U, V ) ∈ Fq [T ]
2
satisfying
(3.16)
(
Pn−1 Pn
Qn−1 Qn
)(
U
V
)
=
(
TP + 1
TQ+ 1
)
which obey
|U | = | (TP + 1)Qn − Pn(TQ+ 1) |(3.17)
=
∣∣ (TQ+ 1)(Qnξ − Pn)−Qn((TQ+ 1)ξ − (TP + 1)) ∣∣ < |An |1/2
and using (3.15) again,
(3.18) |V | = | (TP + 1)Qn−1 − Pn−1(TQ+ 1) | < |An+1 |
1/2
.
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Our assumption about the partial quotients Ai’s of ξ gives that exactly one of the
polynomials Pn and Qn is divisible by T in Fq [T ] for each n. This implies neither
U nor V can be zero in (3.16) and in turn that |UV | ≥ 1. By (2.2), (3.15) and
(3.16), we have
|TQ | | (TQ+ 1)ξ − (TP + 1) |
=
∣∣∣∣ (TQ+ 1)Qn ( (TQ+ 1)ξ − (TP + 1)Qn−1ξ − Pn−1 )
∣∣∣∣
=
∣∣∣∣U Qn−1Qn + V
∣∣∣∣ ∣∣∣∣U + V Qnξ − PnQn−1ξ − Pn−1
∣∣∣∣(3.19)
=
∣∣∣∣UV (1 + Qn−1(Qnξ − Pn)Qn(Qn−1ξ − Pn−1))+ U2Qn−1Qn + V 2 Qnξ − PnQn−1ξ − Pn−1
∣∣∣∣ .
The first term in the last expression has absolute value at least 1 as we argued
|Qn+1 | > |Qn | > |Qn−1 | before. The summands involving U
2 and V 2 have
strictly smaller norm because of (2.2), (2.4), (3.17) and (3.18). We thus have a
contradiction to the hypothesis in (3.14). 
The following statement, whose proof is omitted, also implies that our bound in
Minkowski’s theorem is the best possible.
Proposition 3.4. Let ξ = [A1, A2, · · · ] ∈ T
−1Fq
[[
T−1
]]
\K be such that there is
a non-constant, irreducible polynomial R which divides Ai in Fq [T ] for all i > 0.
Then, there exists an α ∈ K∞ such that
‖Qξ − α ‖ ≥ |R |
−2
|Q |
−1
for all Q ∈ Fq [T ] \ {0}.
In this theorem, it implies that ω(ξ, α) = 1 for such a (ξ, α). Actually, this is
also the value of the asymptotic exponent for any ξ ∈ K∞ \ K and almost all α.
Let us first observe:
Proposition 3.5. For any irrational element ξ in K∞, we have ω̂ (ξ) = 1.
Proof. We denote the (infinite) sequence of convergents to ξ by (Pk/Qk)k≥1 as
before. For k sufficiently large, let Q be any non-zero polynomial with |Q | ≤
q−1 |Qk | =: Hk. Because the convergents are well-known to be the best approxi-
mants of second kind, it follows that
(3.20) ‖Qξ‖ ≥ ‖Qk−1ξ‖ =
1
|Qk|
=
1
qHk
.
This shows that ω̂ (ξ) can be at most equal to 1. The fact that it is equal to 1 is
then obvious from Dirichlet’s Theorem. 
After this, we invoke Theorem 1.2 of [2] which states
Theorem 3.6. Let A ∈Mm×n(K∞) and θ ∈ K
m
∞. Then,
ω(A, θ) ≥
1
ω̂ (tA)
and ω̂ (A, θ) ≥
1
ω(tA)
with both inequalities actually being equalities for (Haar-) almost all θ ∈ Km∞.
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Our next endeavour is to prove that there is no uniform positive lower bound for
the function ω̂ (ξ, α). The proposition below is in the spirit of Theorem III of [3,
Chap. 3] and our proof strategy borrows heavily from theirs.
Proposition 3.7. Let Ψ : N→ R>0 be an approximating function with Ψ(x) → 0
as x→∞. Then, there exists a pair (ξ, α) ∈ K2∞ such that the system
‖Qξ − α ‖ ≤ Ψ(H), |Q | ≤ H
does not have a solution for infinitely many H.
Proof. We fix α = T−1 and our desired element ξ shall be the limit of a sequence
of rational functions Rn/Sn, n ∈ N, where Sn ∈ Fq [T ] \ T Fq [T ] for all n. We
note that
∥∥∥QRnSn − α ∥∥∥ ≥ (q |Sn |)−1 for all elements of this sequence and any
Q ∈ Fq [T ]. Let R0/S0 = 0 and R1/S1 = (T + 1)
−1. In parallel, we construct
a sequence {Hn}n≥2 ⊂ N as follows:
Assuming that Rn, Sn, Hn have been defined for all n ≤ N , let HN+1 be the
smallest for which
Ψ(HN+1) <
1
q2 |SN |
(N ≥ 1), and(3.21)
HN+1 > HN (N > 1).
As Ψ(x) → 0 at infinity, such a number can be found. Now, choose any SN+1
with a non-zero constant term and |SN+1 | ≥ qHN+1 |SN | and let RN+1 equal the
integral part [SN+1RNS
−1
N ]. Then,
(3.22)
∣∣∣∣ RN+1SN+1 − RNSN
∣∣∣∣ ≤ 1q |SN+1 | ≤ 1q2 |SN |HN+1
and the limit ξ := limn→∞Rn/Sn = limn→∞
∑n
i=1 (Ri/Si −Ri−1/Si−1) exists.
Moreover,
(3.23)
∣∣∣∣ ξ − RnSn
∣∣∣∣ = limm→∞
∣∣∣∣ Rn+mSn+m − RnSn
∣∣∣∣ ≤ 1q2 |Sn |Hn+1
because of the ultrametric inequality. If now Q ∈ Fq [T ] with |Q | ≤ Hn+1 and
P ∈ Fq [T ] be any polynomial,
|Qξ − α− P | ≥
∣∣∣∣QRnSn − α− P
∣∣∣∣− |Q | ∣∣∣∣ ξ − RnSn
∣∣∣∣
≥
∥∥∥∥QRnSn − α
∥∥∥∥− 1q2 |Sn |(3.24)
≥
1
q |Sn |
−
1
q2 |Sn |
≥
1
q2 |Sn |
> Ψ(Hn+1)
using (3.21) and (3.23). Since this is true for any P , the sequence {Hn} constitutes
the required set of infinitely many insoluble cases. 
The following result is also implied by Theorem 2.3 of [2]. Here, we give another
simple proof.
Corollary 3.8. There exists (ξ, α) such that ω̂ (ξ, α) = 0.
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Proof. Let Ψ(n) := n−1/ log logn. It clearly goes to zero as n tends to∞. In addition
for any ε > 0, Ψ(n) > n−ε eventually and hence, the pair (ξ, α) corresponding to
Ψ given to us by Prop. 3.7 has ω̂ (ξ, α) ≤ ε. Our choice of ε was arbitrary. 
We will like to end this section with a brief discussion on the issue of monicity.
This is to say that our concern is to find solutions to the inhomogeneous inequality
(3.25) |Qξ − α− P | < ε
when the polynomial Q is restricted to be monic and ξ /∈ K. The argument given
below follows closely that of Kronecker for real numbers.
Proof of Proposition 1.2. From the function field Dirichlet’s theorem, one knows
that there are infinitely many polynomial pairs (R,S) for which
(3.26) Sξ −R = ξ1/S
with | ξ1 | ≤ 1/q and gcd(R,S) = 1. We may assume here that S is monic because
homogeneity. The required polynomials for the inhomogeneous problem may be
obtained by perturbing each of these S where the amount of perturbation is de-
termined by α. Consider the polynomial part [Sα]. As R and S are co-prime in
Fq [T ], we will be able to find polynomials P1 and P2 such that |P1 | < |S | and
(3.27) [Sα] = RP1 + SP2.
Then, we have
(3.28) S(P1ξ + P2) = RP1 + SP2 + ξ1/S = Sα+ α1 + ξ1/S
where again |α1 | ≤ 1/q. On rearranging,
(3.29) |P1ξ − α+ P2 | ≤
1
q |S |
.
This bound does not change if we add the term Sξ −R to the left-side expression.
Furthermore, the polynomial S + P1 is monic as well as |S + P1 | = |S |. 
The above proposition implies that the set {〈Qξ 〉 | Q ∈ Fq [T ] , monic } is also
dense in T−1Fq
[[
T−1
]]
. We can moreover derive a corollary from this result. Given
ε > 0, choose any monic η ∈ K∞ \ K(ξ, α) with | η | < ε and replace α by α + η
in Proposition 1.2. The infinitely many monic solutions in Q whose norm is more
than 1/ε will all help us to realize the constrained inequality
(3.30) |Qξ − α− P | < ε
under the demand that Q and Qξ − α− P be monic.
4. Exponents for SL2(Fq [T ] ) action
Without any loss of generality, we assume that the starting point x equals t(ξ, 1).
If needed, we can also use the matrix
(4.1) J :=
(
0 −1
1 0
)
to have | ξ | ≤ 1. This will mean that |Pk | ≤ |Qk | for all k ≥ 0, where Pk/Qk is
the k-th convergent to ξ. Being a (signed) permutation matrix, J has the desirable
property that | Jx | = |x | for all x in K2∞ as well as | Jγ | = | γJ | = | γ | for all 2×2
matrices γ.
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Lemma 4.1. Let γ ∈ SL2(Fq [T ] ) be such that | γ | < |Qk+1 | where Pk/Qk are
convergents to ξ. Then,
| γx | ≥
1
|Qk |
.
The argument here is same as the one used in [10, 16] except that we get tighter
bounds owing to the ultrametric inequality. Now if k is chosen so as to have
|Qk | ≤ | γ | < |Qk+1 |, we immediately get µ(x, 0) ≤ 1. At the same time,
(4.2) Mkx =
(
Qkξ − Pk
(−1)k−1(Qk−1ξ − Pk−1)
)
for
(4.3) Mk :=
(
Qk −Pk
(−1)k−1Qk−1 (−1)
kPk−1
)
and therefore, |Mkx | = | εk−1 | = 1/ |Qk | for all k ∈ N where εn := Qnξ − Pn is
the scaled error (with sign) for approximation by the n-th convergent of ξ. By our
assumption that | ξ | ≤ 1, we get |Pk−1 | ≤ |Qk−1 | , |Pk | ≤ |Qk | and |Qk−1 | <
|Qk | = |Mk |. Thereby, one has |Mkx | = 1/ |Mk |. As k → ∞, we get infinitely
many such matrices in SL2(Fq [T ] ). The conclusion is
(4.4) µ(x, 0) = 1.
This also gives us an upper bound for the uniform exponent µ̂
(
x, 0
)
. We can
actually improve upon this. If ω < ω(ξ), it follows from the definition of ω(ξ) that
|Qk+1 | ≥ |Qk |
ω
for infinitely many k. Consider H = |Qk+1 | /q for such a k so
that for all matrices γ ∈ SL2(Fq [T ] ) with | γ | ≤ H ,
(4.5) | γx | ≥
1
|Qk |
≥
1
|Qk+1 |
1/ω
=
1
(qH)1/ω
by Lemma 4.1. Said differently, µ̂
(
x, 0
)
can be at most 1/ω. This is strengthened
to 1/ω(ξ) by letting ω → ω(ξ) from below. For the lower bound, let T ≫ 1 be so
that there exists some k ∈ N for which |Qk | = |Mk | ≤ T < |Mk+1 | = |Qk+1 |.
We then have
(4.6) |Mkx | =
1
|Qk |
<
1
|Qk+1 |
1/ω
<
1
T 1/ω
for all k ≫ 1 and ω > ω(ξ) from the discussion in § 2. Let ω approach ω(ξ) from
the right and we can write down
Proposition 4.2. Let x = t(x1, x2) ∈ K
2
∞ such that ξ = x1/x2 is not in K. Then,
µ(x, 0) = 1 and µ̂
(
x, 0
)
= 1/ω(ξ).
From (1.4), we see that the two exponents are equal for almost all x with respect
to the Haar measure. Our next goal is to bound the size of an SL2(Fq [T ] ) matrix
in terms of convergent and upper-triangular matrices. In the sequel, for a in Fq [T ],
we set
U(a) =
(
1 a
0 1
)
.
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Lemma 4.3 (cf. [10]). Let k ∈ N and
(4.7) N =
(
t t′
s s′
)
be any matrix in SL2(Fq [T ] ). Then, the product γ = NU(a)Mk satisfies
(4.8)
∣∣ (aQk−1 + (−1)k−1Qk)s ∣∣−| s′Qk−1 | ≤ | γ | ≤ |N |·max{ |Qk | , |aQk−1 |}.
Proof. As we have seen before in [10] and [16],
γ =
(
t t′
s s′
)(
1 a
0 1
)(
Qk −Pk
(−1)k−1Qk−1 (−1)
kPk−1
)
(4.9)
=
(
tQk + (−1)
k−1Qk−1(ta+ t
′) −tPk + (−1)
kPk−1(ta+ t
′)
sQk + (−1)
k−1Qk−1(sa+ s
′) −sPk + (−1)
kPk−1(sa+ s
′)
)
.
The lower bound is given to us by the bottom left entry of this last matrix. Since
| ξ | was assumed to be at most 1 and irrational, |Pn | ≤ |Qn | < |Qn+1 | for all
n ∈ N. This leads to the upper bound. 
Being done with that, we now want an upper bound on the size of the vector γx
itself. The statement below is the function field analogue of [10, Lemma 3].
Lemma 4.4. Let a, k,N and γ = NU(a)Mk =:
(
V1 U1
V2 U2
)
be as in Lemma 4.3.
For y ∈ K∞, defining δ = sy − t and δ
′ = s′y − t′ gives us
|V1ξ + U1 − y(V2ξ + U2) | ≤ max
{∣∣∣∣ δQk+1
∣∣∣∣ , ∣∣∣∣ δa+ δ′Qk
∣∣∣∣} .
Proof. We have
y(V2ξ + U2)− (V1ξ + U1) =
(
−1 y
)
γ
(
ξ
1
)
=
(
−1 y
)(t t′
s s′
)
U(a)Mk
(
ξ
1
)
=
(
δ δ′
)
U(a)
(
εk
(−1)k−1εk−1
)
(4.10)
= δεk + (−1)
k−1(δa+ δ′)εk−1.
In order to finish the argument, one only needs to use | εn | = 1/ |Qn+1 | for all
n ∈ N and the ultrametric property. 
Consider any vector y = t(y1, y2) ∈ K
2
∞ and let
t(Λ1,Λ2) denote the difference
γx− y, i. e.,
(4.11) Λi = x2(Viξ + Ui)− yi for i ∈ {1, 2},
where we take x = t(x1, x2) such that |x | = |x2 | > 0 without loss of generality. In
particular, when we choose y to be the slope y1/y2 of our target y (again assume
| y | ≤ 1 using the matrix J), Lemma 4.4 tells us that
|Λ1 − yΛ2 | =
∣∣x2((V1ξ + U1)− y(V2ξ + U2)) ∣∣
≤ |x2 | ·max
{∣∣∣∣ δQk+1
∣∣∣∣ , ∣∣∣∣ δa+ δ′Qk
∣∣∣∣} .(4.12)
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The idea is simple. To get a bound on the size of t(Λ1,Λ2), we separately bound
each of the component Λ2 and the quantity |Λ1 − yΛ2 |. From (4.10), we deduce
that
Λ2 = x2(V2ξ + U2)− y2 = x2
(
sεk + (−1)
k−1(sa+ s′)εk−1
)
− y2
= (−1)k−1x2sεk−1(a− ρ),(4.13)
where
(4.14) ρ :=
(−1)k−1y2
x2sεk−1
−
(−1)k−1εk
εk−1
−
s′
s
.
The element ρ ∈ K∞ is the one which decides the value of a for us, namely we take
a = [ρ] so that | a− ρ | ≤ 1/q and | a | ≤ | ρ |. Such a choice means |Λ2 | < |x2s/Qk |.
4.1. Target points with slope in K. Let y have slope y = y1/y2 = A/B ∈ K
such that A,B ∈ Fq [T ] , gcd{A,B} ∈ F
∗
q and |A/B | ≤ 1. Now, assign
(4.15) N =
(
A A˜
B B˜
)
where A˜ and B˜ are (upto multiplication by ±1) respectively the numerators and
denominators of the penultimate convergent in the continued fraction expansion of
A/B. This ensures that detN = 1 always and
∣∣∣ A˜ ∣∣∣ ≤ ∣∣∣ B˜ ∣∣∣ < |B | = |N | except
when B˜ = 0 and A, A˜, B ∈ F∗q giving |N | = |B | = 1 again.
Lemma 4.5 (cf. [10, Lemma 5]). Let k ≫ 1 and y ∈ K2∞ with slope y = A/B ∈ K.
Then, there exists γ = NU(a)Mk ∈ SL2(Fq [T ] ) satisfying
| γ | =
∣∣∣∣ y2x2
∣∣∣∣ |QkQk−1 | < ∣∣∣∣ y2x2
∣∣∣∣ |Qk |2 and ∣∣ γx− y ∣∣ ≤ ∣∣∣∣ Bx2Qk
∣∣∣∣ .
Proof. In this case, δ = By −A = 0 and δ′ = B˜y − A˜ = 1/B so that
(4.16) |Λ1 − yΛ2 | ≤
|x2 |
|BQk |
and |Λ2 | ≤
|x2B |
q |Qk |
.
After this, the ultrametric inequality gives the upper bound for
∣∣ γx− y ∣∣. Next,
(4.17) | a | = | ρ | =
∣∣∣∣ y2Qkx2B
∣∣∣∣ > 1
for all k large enough as | εk/εk−1 | ,
∣∣∣ B˜/B ∣∣∣ < 1 whereas the norm of the first term
on the right side of (4.14) increases with k. We can now improve upon Lemma 4.3
to have more precise knowledge about the size of γ. 
For any such matrix γ, one thus gets
(4.18)
∣∣ γx− y ∣∣ ≤ ∣∣∣∣ Bx2Qk
∣∣∣∣ < |B | |x2y2 |1/2 | γ |−1/2 .
We should, however, be more careful when discussing the asymptotic exponent
µ(x, y). Let ω < ω(ξ) so that |Qk−1 | ≤ |Qk |
1/ω
for infinitely many k from the
observations following (2.7). Then, | γ | ≪x,y |Qk |
1+ 1
ω and
∣∣ γx− y ∣∣ ≪ | γ |− ωω+1
14 YANN BUGEAUD, L. SINGHAL, AND ZHENLIANG ZHANG
for all such k’s. This implies that µ(x, y) ≥ ω/(ω + 1) firstly and since ω can be
taken arbitrarily close to ω(ξ), we have
(4.19) µ(x, y) ≥
ω(ξ)
ω(ξ) + 1
as in the real case [10, §§ 6.2].
Let us move ahead to obtain a similar bound for µ̂
(
x, y
)
. Our claim is that it
is at least 1/
(
ω(ξ) + 1
)
. The statement is trivial for ω(ξ) = ∞, thus, we assume
that ω(ξ) is finite. For any T ≫ 1, there is a unique index k for which
(4.20)
∣∣∣∣ y2x2
∣∣∣∣ |Qk−1Qk | ≤ T < ∣∣∣∣ y2x2
∣∣∣∣ |QkQk+1 | .
Then, T < |Qk |
ω+1 for given ω > ω(ξ) and all k large enough, while Lemma 4.5 tells
us that there exists a γ = NU(a)Mk ∈ SL2(Fq [T ] ) with | γ | ≤ T and
∣∣ γx− y ∣∣ ≤
|Bx2 |T
−1/(ω+1). Since this is true for all T large enough and ω was arbitrary, we
conclude that
(4.21) µ̂
(
x, y
)
≥
1
ω(ξ) + 1
,
where ξ = x1/x2 is the slope of the starting point x.
Our next goal is to show that the inequalities (4.19) and (4.21) are actually
equalities when the target y has slope in K. We start with µ(x, y). The trick is to
break down any matrix γ using the various convergent matrices for ξ and y, which
are already familiar to us from (4.3) (see also [10, Theorem 4]). The theorem given
below is an inhomogeneous version of Lemma 4.1 for rational target points.
Theorem 4.6. Let x, y ∈ K2∞ be such that x1/x2 ∈ K∞ \K and y1/y2 ∈ K. For
any k such that |Qk | > |Bx2/y2 | and γ ∈ SL2(Fq [T ] ) with | γ | < | y2QkQk+1/x2 |,
we must have an approximation error
∣∣ γx− y ∣∣ ≥ |x2/(BQk) |.
Proof. Let us assume that γ =
(
V1 U1
V2 U2
)
is such that t(Λ1,Λ2) = γx− y satisfies∣∣ γx− y ∣∣ < |x2/(BQk) | and we will reach a contradiction. Denote
γ˜ =
(
V˜1 U˜1
V˜2 U˜2
)
:= N−1γ
=
(
B˜(V1y2−V2y1)
y2
+ V2B
B˜(U1y2−U2y1)
y2
+ U2B
−B(V1y2−V2y1)y2 −
B(U1y2−U2y1)
y2
)
(4.22)
so that
(4.23) γ˜x = x2
[
V˜1ξ + U˜1
V˜2ξ + U˜2
]
= N−1
(
y +
[
Λ1
Λ2
])
=
[
y2
B + B˜Λ1 − A˜Λ2
−BΛ1 +AΛ2
]
by virtue of the fact that B˜y1 − A˜y2 equals y2/B. Then, the determinant
(4.24)
∣∣∣∣V1 y1V2 y2
∣∣∣∣ = ∣∣∣∣V1 (V1ξ + U1)x2 − Λ1V2 (V2ξ + U2)x2 − Λ2
∣∣∣∣ = x2 − ∣∣∣∣V1 Λ1V2 Λ2
∣∣∣∣
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and its norm satisfies
(4.25) |V1y2 − V2y1 | ≤ max{|x2 | , | γ | ·
∣∣ γx− y ∣∣} ≤ max{|x2 | , | y2Qk+1/B |}.
The second of these terms in the upper bound will clearly dominate when |Qk | >
|Bx2/y2 |. Because of our supposition, one gets for all such k that∣∣∣ V˜2 ∣∣∣ = ∣∣∣∣ By2 (V1y2 − V2y1)
∣∣∣∣ < |Qk+1 | , and∣∣∣ V˜2ξ + U˜2 ∣∣∣ = 1
|x2 |
|BΛ1 −AΛ2 | ≤
∣∣∣∣ Bx2
∣∣∣∣ ∣∣ γx− y ∣∣ < 1|Qk | .(4.26)
We are now ready to consider the matrix N−1γM−1k = γ˜M
−1
k and more specifically,
tackle its lower right entry given by V˜2Pk +QkU˜2. Its size is bounded as follows:
(4.27)
∣∣∣ V˜2Pk +QkU˜2 ∣∣∣ = ∣∣∣−V˜2(Qkξ − Pk) +Qk(V˜2ξ + U˜2) ∣∣∣ < 1
Since all the three matrices N, γ and Mk have polynomial entries and determinant
1, the entry in (4.27) must be zero. Consequently, G := N−1γM−1k is of the form
(4.28)
(
R ζ
−ζ−1 0
)
for some R ∈ Fq [T ] and ζ ∈ F
∗
q but that would mean
(4.29) γ˜x = GMkx = x2
[
Rεk + (−1)
k−1ζεk−1
−ζ−1εk
]
=
[
y2
B + B˜Λ1 − A˜Λ2
−BΛ1 +AΛ2
]
.
Let us focus on the second coordinate of this column vector. In the last rep-
resentation,
∣∣BΛ1 − AΛ2 ∣∣ < |B | ∣∣ γx− y ∣∣ < |x2/Qk | < | y2/B | owing to our
hypothesis about k. Thus, γ˜x has norm equal to | y2/B | and this in turn forces
|R | = | y2Qk+1/(x2B) |. We use this knowledge to get a lower bound for | γ | as
(4.30) γ = NGMk =
(
∗ ∗
BRQk + (−1)
k−1ζBQk−1 − ζ
−1B˜Qk ∗
)
implies that the leftmost summand of the lower left entry rises much faster in
size with k than the other two terms whence | γ | ≥ | y2QkQk+1/x2 |, which is a
contradiction. The conclusion is that
∣∣ γx− y ∣∣ has to be at least |x2/(BQk) |. 
Given any γ ∈ SL2(Fq [T ] ) of sufficiently large norm, we can find a unique k
such that
(4.31)
∣∣∣∣ y2x2
∣∣∣∣ |Qk−1Qk | ≤ | γ | < ∣∣∣∣ y2x2
∣∣∣∣ |QkQk+1 | .
If ω(ξ) is finite, choose any ω > ω(ξ) so that |Qk−1 | ≥ |Qk |
1/ω
eventually. Then,
Theorem 4.6 tells us
(4.32)
∣∣ γx− y ∣∣ ≥ |x2 |
|BQk |
≫x,y
1
| γ |
ω/(ω+1)
for all such γ and on letting ω tend to ω(ξ), we have
(4.33) µ(x, y) ≤
ω(ξ)
ω(ξ) + 1
.
When ω(ξ) =∞, we instead argue that
∣∣ γx− y ∣∣≫x,y 1/ | γ | so that µ(x, y) ≤ 1 =
(1 + 1/ω(ξ))−1 again.
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For the uniform exponent, let us fix some ω < ω(ξ) which means there are
infinitely many denominators |Qk+1 | ≥ |Qk |
ω. Now, consider the diverging sub-
sequence Hk := q
−1 | y2QkQk+1/x2 | corresponding to these indices k. In this sce-
nario, Hk ≥ q
−1 | y2/x2 | |Qk |
ω+1
and Theorem 4.6 is saying
(4.34)
∣∣ γx− y ∣∣≫x,y 1
|Qk |
≫x,y
1
H
1/(ω+1)
k
for all γ with | γ | ≤ Hk. This means that µ̂
(
x, y
)
can be at most 1/(ω + 1) and
as our choice of ω < ω(ξ) was arbitrary, we reach (2) of Theorem 1.4.
4.2. Target points with irrational slopes. Let us now start the last case when
y = t(y1, y2) ∈ K
2
∞ \ {0} is such that y = y1/y2 ∈ K∞ \ K. We further take
| y | ≤ 1 using the matrix J . This constitutes the generic situation as far as the
target points are concerned. If Rj−1/Sj−1 and Rj/Sj are any consecutive continued
fraction convergents to y, we take Nj :=
(
Rj R˜j−1
Sj S˜j−1
)
∈ SL2(Fq [T ] ), where
(4.35) R˜j−1 = (−1)
j−1Rj−1 and S˜j−1 = (−1)
j−1Sj−1.
Then, |Nj | = |Sj | since that entry dominates all others and the term ρ from (4.14)
has absolute value
(4.36)
∣∣∣∣ y2Qkx2Sj
∣∣∣∣− 1 < | ρ | ≤ max{∣∣∣∣ y2Qkx2Sj
∣∣∣∣ , 1} .
The polynomial part a = [ρ] has the same norm as ρ whenever | ρ | ≥ 1 and equals
0 otherwise. Now, | ρ | ≥ 1 if and only if | y2Qk/x2Sj | ≥ 1 and therefore, we are
right to assert
(4.37)
∣∣∣∣ y2Qkx2Sj
∣∣∣∣− 1 < | a | ≤ ∣∣∣∣ y2Qkx2Sj
∣∣∣∣ .
Lemma 4.7 (cf. [10, Lemma 4]). For all j, k ∈ N∗ and x, y as above, there exists
γ = NjU(a)Mk ∈ SL2(Fq [T ] ) for some a ∈ Fq [T ] such that∣∣∣∣ ∣∣∣∣ y2QkQk−1x2
∣∣∣∣− |SjQk | ∣∣∣∣−|Sj−1Qk−1 | ≤ | γ | ≤ max{ |SjQk | , ∣∣∣∣ y2QkQk−1x2
∣∣∣∣ }
and ∣∣ γx− y ∣∣ ≤ max{ ∣∣∣∣ y2SjSj+1
∣∣∣∣ , ∣∣∣∣ x2SjQk
∣∣∣∣ }.
Proof. The quantities δ and δ′ introduced in the statement of Lemma 4.4 respec-
tively equal 1/ |Sj+1 | and 1/ |Sj | here. Also, the second component Λ2 of our error
vector γx− y is bounded above as
(4.38) |Λ2 | <
∣∣∣∣ x2SjQk
∣∣∣∣
by (4.13). The reasoning for the first component is that firstly,
(4.39) |Λ1 | ≤ max{|Λ1 − yΛ2 | , | yΛ2 |} ≤ max{|Λ1 − yΛ2 | , |Λ2 |},
while |Λ1 − yΛ2 | ≤ max{| y2 | |SjSj+1 |
−1
, |x2 | |SjQk |
−1
} from (4.12) and (4.37).
Clearly, the term |x2Sj/Qk | will matter more than |x2/(SjQk) |.
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The bounds mentioned for γ follow from Lemma 4.3 and (4.37). 
Proposition 4.8. For any pair consisting of a starting point x ∈ K2∞ \ {0} and
target y with their respective slopes ξ and y irrational, one has
µ(x, y) ≥
1
3
and µ̂
(
x, y
)
≥
ω(y) + 1
2(2ω(y) + 1)ω(ξ)
≥
1
4ω(ξ)
.
At this stage, we follow two parallel strategies as per whether ω(ξ) < 3 or ω(ξ) > 2.
4.2.1. The case ω(ξ) < 3. For any j large enough, pick k satisfying
(4.40)
∣∣∣∣ y2Qk−1x2
∣∣∣∣1/3 < |Sj | ≤ ∣∣∣∣ y2Qkx2
∣∣∣∣1/3 < |Sj+1 | .
Let us substitute this into Lemma 4.7 which then gives
(4.41)
∣∣ γx− y ∣∣ < ∣∣ y2x22 ∣∣1/3 max
{
1
|QkQk−1 |
1/3
,
1
|Qk |
2/3
}
=
∣∣∣∣ y2x22QkQk−1
∣∣∣∣1/3 .
Next, take some ω with ω(ξ) < ω < 3 so that |Qk−1 | ≥ |Qk |
1/ω
> |Qk |
1/3
for all
k ≫ 1. On the other hand, we also have |Sj | ≪x,y |Qk |
1/3
by our construction
which dictates that | γ | = | y2QkQk−1/x2 |. Subsequently, one gets
(4.42)
∣∣ γx− y ∣∣≪x,y | γ |−1/3 ,
for infinitely many such pairs (j, k) and the infinite set of matrices {NjU(a)Mk} ⊂
SL2(Fq [T ] ) determined by them. In particular, we have shown that µ(x, y) ≥ 1/3.
4.2.2. The case ω(ξ) > 2. Fix any ω with 2 < ω < ω(ξ). Then, there exist infinitely
many k for which |Qk−1 | ≤ |Qk |
1/ω
< |Qk |
1/2
. For each such k, we choose j such
that
(4.43) |Sj−1 | < |Sj | ≤
∣∣∣∣ y2Qkx2
∣∣∣∣1/2 < |Sj+1 | .
The upper right entry a in the unipotent matrix U(a) is chosen to be either the
polynomial part [ρ] or [ρ] + 1. This will depend on the bottom left entry SjQk +
(−1)k−1Qk−1(Sja±Sj−1) having absolute value at least |SjQk−1 | or not for a = [ρ].
If
(4.44)
∣∣SjQk + (−1)k−1Qk−1(Sj [ρ]± Sj−1) ∣∣ < |SjQk−1 | ,
then it cannot be so for a = [ρ]+1 as well. It means that the corresponding matrices
γ = NjU(a)Mk will have size at least |SjQk−1 | for one of those choices. Both [ρ]
and [ρ] + 1 have the same size as ρ equal to | y2Qk/Sj |. After this, Lemma 4.7
provides us an SL2(Fq [T ] ) matrix γ with height | γ | ≤
∣∣ y2Q3k/x2 ∣∣1/2 and∣∣ γx− y ∣∣ ≤ max{1/ |Sj | , 1} |x2y2 |1/2 |Qk |−1/2(4.45)
= |x2y2 |
1/2
|Qk |
−1/2
≪x,y | γ |
−1/3
.
The lower bound on γ established above ensures that we have infinitely many
SL2(Fq [T ] ) matrices for which (4.45) holds and µ(x, y) ≥ 1/3 here too.
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4.2.3. Uniform exponent. In this subsection, we calculate a lower bound for µ̂
(
x, y
)
when the target point y has an irrational slope y. Let ω(y) be the irrationality mea-
sure (with respect to approximation by elements of K) of y.
Lemma 4.9. If τ := ω(y)/
(
2ω(y) + 1
)
, ε > 0 and k0 ≫ε 1 is a natural number,
then there exists a matrix γ ∈ SL2(Fq [T ] ) for which
| γ | ≪x,y |Qk |
2
and
∣∣ γx− y ∣∣ ≤ |Qk |τ−1+ε .
Proof. Observe that τ is in the range [1/3, 1/2] as ω(y) ∈ [1,∞]. Much like [10],
our choice of the indices j and k in the construction of γ is governed by
(4.46) |Sj | ≤ |Qk |
τ < |Sj+1 | ,
so that both of them go to infinity together. For ω < ∞, we let ω > ω(y) but
sufficiently close to make sure that 1/ω > 1/ω(y)− ε/τ . Then, |Sj | ≥ |Sj+1 |
1/ω
for all j ≫ 1 from § 2 implying that one has |Sj | ≥ |Qk |
τ/ω(y)−ε
for all large k.
Now, notice that this lower bound is trivially true when ω(y) =∞.
With j and k related by (4.46), Lemma 4.7 gives us an SL2(Fq [T ] ) matrix γ
such that
| γ | ≪x,y max{|SjQk | , |QkQk−1 |} ≤ |Qk |
2 , and(4.47) ∣∣ γx− y ∣∣≪x,y max{1/ |SjSj+1 | , |Sj/Qk |} ≤ |Qk |τ−1+ε .
The last dependence on x and y is absorbed in the rising ε-powers of |Qk |’s. 
Given any H ≫ 1, we pick the integer k for which c0 |Qk |
2
≤ H < c0 |Qk+1 |
2
where c0 is the implied constant in the upper bound on | γ | obtained in Lemma 4.9.
When H and consequently k is large enough in terms of ε > 0, it follows from the
definition of ω(ξ) that |Qk+1 |
2
≤ |Qk |
2ω(ξ)+ε
. Hence, we get a matrix γ with
| γ | ≤ H and also,
(4.48)
∣∣ γx− y ∣∣ ≤ |Qk |−(1−τ−ε) ≪ H−(1−τ−ε)/(2ω(ξ)+ε)
assuming ε < 1/2. In other words, we have
(4.49) µ̂
(
x, y
)
≥
1− τ − ε
2ω(ξ) + ε
where ε may be erased from the numerator and denominator by taking the limit as
ε tends to 0. This gives us the second part of Proposition 4.8.
4.2.4. A generic upper bound. We now focus on having an upper bound for the
asymptotic exponent µ(x, y). This shall be possible for us only for a co-null set
consisting of target vectors whose slope has irrationality measure 1. The lemma
below rewrites a matrix γ which helps x to reach close to y as a product of the
convergent matrices Nj ,Mk and some G ∈ SL2(Fq [T ] ) for some j and k so that
we have good control over the entries of G.
Lemma 4.10. If µ ∈ [0, 1] and H ≫x 1 are real numbers such that γ satisfies
both | γ | ≤ qH and
∣∣ γx− y ∣∣ ≤ H−µ, k is the index for which |Qk−1Qk | ≤ H ≤
|QkQk+1 | and j is large enough to guarantee |Sj | ≥ H
µ/2, then γ = NjGMk for
some SL2(Fq [T ] ) matrix G whose first and second columns are respectively bounded
above in size by
c1 |Sj/Qk |H
1−µ and c1 |SjQk |H
−µ,
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where c1 := max{q, 1/ |x2 | , | y2/x2 | , q/ | y2 |}.
Proof. The matrix γ is again taken to be
(4.50)
(
V1 U1
V2 U2
)
and then, the components Λi of the difference γx − y are given by (4.11). Our
hypothesis implies that max{|Λ1 | , |Λ2 |} ≤ H
−µ. From the argument involved
in (4.25), one has |V1y2 − V2y1 | ≤ qH
1−µ and similarly,
(4.51) |U1y2 − U2y1 | ≤ max { | ξ | , H
1−µ } = qH1−µ
as we earlier took | ξ | ≤ 1. The convergent matrix Nj is factored in first so that
γ˜ =
(
V˜1 U˜1
V˜2 U˜2
)
:= N−1j γ =
(
S˜j−1V1 − R˜j−1V2 S˜j−1U1 − R˜j−1U2
−SjV1 +RjV2 −SjU1 +RjU2
)
=
1
y2
(
S˜j−1(V1y2 − V2y1) + V2(S˜j−1y1 − R˜j−1y2) S˜j−1(U1y2 − U2y1) + U2(S˜j−1y1 − R˜j−1y2)
−Sj(V1y2 − V2y1) − V2(Sjy1 − Rjy2) −Sj(U1y2 − U2y1) − U2(Sjy1 − Rjy2)
)
.
Since |Sjy −Rj | <
∣∣∣ S˜j−1y − R˜j−1 ∣∣∣ = 1/ |Sj |, we get
(4.52) | γ˜ | ≤ q ·max { |Sj/y2 |H
1−µ, H/ |Sj | } = q ·max{| y2 |
−1
, 1} |Sj |H
1−µ
for all j such that |Sj | ≥ H
µ/2. One also has
γ˜x = x2
[
V˜1ξ + U˜1
V˜2ξ + U˜2
]
= N−1j
(
y +
[
Λ1
Λ2
])
=
[
y2(S˜j−1y − R˜j−1) + S˜j−1Λ1 − R˜j−1Λ2
y2(−ySj +Rj)− (SjΛ1 −RjΛ2)
]
(4.53)
which implies that | γ˜x | ≤ max{| y2/Sj | , |Sj |H
−µ} ≤ max{| y2 | , 1} |Sj |H
−µ.
Let us further append M−1k to the right of γ˜ and denote
G := N−1j γM
−1
k =
(
V˜1 U˜1
V˜2 U˜2
)(
(−1)kPk−1 Pk
(−1)kQk−1 Qk
)
=
(
(−1)k(Pk−1V˜1 +Qk−1U˜1) PkV˜1 +QkU˜1
(−1)k(Pk−1V˜2 +Qk−1U˜2) PkV˜2 +QkU˜2
)
.(4.54)
The top and bottom entries of the left column of this matrix are the same as
(4.55) − V˜i(Qk−1ξ − Pk−1) +Qk−1(V˜iξ + U˜i)
for i equal to 1 and 2, respectively and upto multiplication by ±1. Both of these
expressions are bounded above by
(4.56)
max
{
| γ˜ |
|Qk |
,
|Qk−1 | γ˜x | |
|x2 |
}
≤ max
{
q,
1
|x2 |
,
∣∣∣∣ y2x2
∣∣∣∣ , q| y2 |
}
|Sj/Qk |H
1−µ.
Insofar as the other column is concerned,∣∣∣PkV˜i +QkU˜i ∣∣∣ = ∣∣∣−V˜i(Qkξ − Pk) +Qk(V˜iξ + U˜i) ∣∣∣
≤ max{| γ˜ | / |Qk+1 | , |Qk | | γ˜x | / |x2 |}(4.57)
≤ max{q, 1/ |x2 | , | y2/x2 | , q/ | y2 |} |SjQk |H
−µ
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employing the set of inequalities |Qk−1Qk | ≤ H ≤ |QkQk+1 | to the fullest. 
Next, we fix x ∈ K2∞\{0}, y ∈ K∞\K such that ω(y) = 1 and µ > 1/2. Consider
any compact subset C ⊂ K∞
t(y, 1) \ {0}. Following Laurent and Nogueira [10], we
show that the set
(4.58) Cµ := {y ∈ C |
∣∣ γx− y ∣∣ ≤ | γ |−µ for infinitely many γ ∈ SL2(Fq [T ] )}
has one-dimensional Lebesgue measure 0. Since C and µ were chosen arbitrarily, one
has that for almost all points y ∈ K∞
t(y, 1), the asymptotic Diophantine exponent
(4.59) µ(x, y) ≤ 1/2.
Suppose y ∈ Cµ and | γ | ≫ 1. Our integers k ≥ 1 and n ≥ 0 are such that
|Qk−1Qk | < | γ | ≤ |QkQk+1 | and(4.60)
qn |Qk−1Qk | < | γ | ≤ q
n+1 |Qk−1Qk | .
If H is taken to be qn |Qk−1Qk |, we get | γ | ≤ qH and
∣∣ γx− y ∣∣ ≤ | γ |−µ <
H−µ. Now, let j be the smallest number for which |Sj | ≥ H
µ/2. As ω(y) = 1,
this denominator Sj cannot be too large in size compared to Sj−1. Namely,
|Sj | ≤ |Sj−1 |
1+2ε/µ < Hµ/2+ε for any ε > 0 and all but finitely many j’s
depending on ε. This dependence has already been accounted for while choos-
ing | γ | sufficiently big. Subsequently, Lemma 4.10 informs us of the existence
of a matrix decomposition γ = NjGMk with the first column of G bounded by
c2 |Sj/Qk |H
1−µ ≤ c2H
1−µ/2+ε/ |Qk | and the second column by c2 |Qk |H
−µ/2+ε.
The new constant c2 = maxy∈C max{q, 1/ |x2 | ,
∣∣ y ∣∣ / |x2 | , q/ ∣∣ y ∣∣} is a function of
C alone for a fixed x.
Proposition 4.11. The number of SL2(Fq [T ] ) matrices with first and second
columns (rows) respectively bounded by B1 and B2 is at most O(B1B2).
Proof. Without loss of generality, we may take B1 ≤ B2 or else interchange their
roles. Let us assume that the norm of the first column is realized by the entry f
in the top row and equals qi for some i such that qi ≤ B1. Given any such poly-
nomial f , the number of allowed entries in the second row of the first column is at
most qΦ(f) where Φ(f) denotes the number of elements in the multiplicative group
(Fq [T ] /fFq [T ])
∗. With a1,1 and a2,1 fixed, there is a unique solution to the equa-
tion a1,2a2,1 ≡ −1 in (Fq [T ] /a1,1Fq [T ])
∗ corresponding to which we have a unique
a2,2 satisfying the determinant one condition. Hence, the number of polynomial
vectors t(a1,2, a2,2) such that a1,1a2,2 − a1,2a2,1 = 1 and max{| a1,2 | , |a2,2 |} ≤ B2
is at most qB2/ | f |. Combining all the choices made, we have our number as
(4.61) ≪
∑
i≥0,
qi≤B1
∑
deg f=i
qΦ(f)
qB2
| f |
≪q B2
∑
i≥0,
qi≤B1
1
qi
∑
deg f=i
Φ(f).
The value of the last inner sum can be obtained from [14, Proposition 2.7] to be
q2i(q − 1). Thereafter, the claim is easily seen to be true. 
For the matrices G which arose in Lemma 4.10, there are O(c22H
1−µ+2ε) pos-
sibilities with 0 being the obvious upper bound if either of c2H
1−µ/2+ε/ |Qk | or
c2 |Qk |H
−µ/2+ε is less than 1. The ball of diameter ≤ H−µ centered around the
point γx ∈ K2∞ will not intersect the line K∞
t(y, 1) in a ball of diameter any bigger
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than H−µ. If we fix k and n in (4.60), we have not more than OC,x(H
1−µ+2ε)
such matrices γ ∈ SL2(Fq [T ] ). Otherwise said, our target point y belongs to some
union of balls in K∞
t(y, 1) whose one-dimensional Lebesgue measure is
(4.62) ≪C,x H
1−2µ+2ε = (qn |Qk−1Qk |)
1−2µ+2ε
by the definition of H . When ε is small enough so that 1 − 2µ+ 2ε < 0 (possible
since µ > 1/2), the term in (4.62) sums up to something finite when we consider
all k ≥ 1 and n ≥ 0. The Borel-Cantelli lemma tells us that the measure of the set
Cµ ⊂ K∞
t(y, 1) is zero.
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