FIGURE S2.-Effect of haplotype phase uncertainty on the HCN statistic. The HCN for a bottleneck model (see File S1) when haplotype phase is known (left) and inferred using fastPHASE (right).
FIGURE S3.-Log10 P-value of the goodness-of-fit test comparing the HCN statistic under different SNP ascertainment schemes (shown on the x-axis) to that with complete ascertainment for three different demographic models (see File S1). Here a sample size of 40 chromosomes from each population is used. The solid horizontal line in each figure denotes the 5% significance cutoff. P-values <10 -200 are set to 10 -200 . FIGURE S4.-Plot of Pearson's residuals comparing the HCN statistic for two different ascertainment strategies to the expected HCN having complete SNP ascertainment for the bottlenecked population (population 1) in the complex demographic model. The two SNP ascertainment strategies compared are SNP ascertainment using 2 chromosomes from population 1 ("2 from pop 1") and ascertainment using 4 chromosomes from population 1 and 4 from population 2 ("4 from each"). Darker colors indicate a deficit of windows in the particular cell as compared to complete ascertainment. Lighter colors indicate an excess of windows in the particular cell as compared to complete ascertainment. FIGURE S5.-Log10 of the χ 2 statistic for the goodness-of-fit test comparing the HCN statistic under different SNP ascertainment schemes (shown on the x-axis) to that with complete ascertainment for the complex demographic model. Here a sample size of 120 chromosomes from each population is used. Note that the SNP discovery sample sizes used here differ from those in Figures S1 and S3. The horizontal lines denote the 5% significance cutoff for population 1 (solid) and population 2 (dashed). The two curves for each population are from two entirely independent replicates of the entire process (see File S1) to assess stochastic variance. FIGURE S6.-Comparison between the mean and standard deviation (SD) across all 8833 windows of the observed inter-SNP genetic distances (as defined by the LDhat genetic map) and the mean genetic distances simulated using the modified Schaffner hotspot model and the empirical hotspot model (see Methods). The leftmost point in the top figure represents the mean of the smallest inter-SNP distance, averaged over all windows, the second point, the second smallest inter-SNP distance, and so on. The actual HCN statistic used for inference was averaged over 10 different HCN statistics, each of which was generated from a different random sub-set of SNPs from each window (see Methods). Here the observed and simulated inter-SNP genetic distances are based on selecting one random set of SNPs per window. The simulated inter-SNP genetic distances were determined assuming a constant population size, N=10,000, and re-scaling genetic distance for each window such that ĉ window = 0.25 cM. FIGURE S7.-Comparison of the distribution of inter-SNP genetic distances in the Perlegen data (from the LDhat genetic map) with the Schaffner and empirical hotspot models (see Methods). The distribution is tabulated over all 8833 windows across the genome. The increased proportion in the bin after 0.025 cM is due to the change in scale of the bins. As noted in Figure S6 , here the observed and simulated inter-SNP genetic distances are based on selecting one random set of SNPs per window. The simulated inter-SNP genetic distances were determined assuming a constant population size, N=10,000, and re-scaling genetic distance for each window such that ĉ window = 0.25 cM.
FIGURE S8.-Observed HCN statistic for the Perlegen CEU sample and the HCN statistics for the best-fitting demographic models based on the Schaffner hotspot model and the empirical hotspot model. Windows based on genetic distance were defined using the LDHat genetic map (see Methods). See Table 2 for the parameter values generating the best-fitting HCN statistics. Note, the bins shown in the figure were the same ones used when inferring parameters. FIGURE S9.-Two dimensional profile likelihood surface for tmid vs. Nmid/Ncur for the Perlegen CEU data inferred using the Schaffner hotspot model and empirical hotspot model. Contours are every 3-log-likelihood units. The inner pink contour denotes the region of points where the log-likelihood is < 3-log likelihood units from the MLE. FIGURE S10.-Two-dimensional profile likelihood surface for tcur vs. tmid for the Perlegen CEU data inferred using the Schaffner hotspot model and empirical hotspot model. Contours are every 3-log-likelihood units. The inner pink contour denotes the region of points where the loglikelihood is < 3-log likelihood units from the MLE. Note the jaggedness of the contours is due to the relatively course grid used to estimate parameters combined with Monte Carlo error. FIGURE S11.-Likelihood profiles for the five CEU bottleneck parameters inferred using the Schaffner hotspot model (black) and the empirical hotspot model (red). The dashed line denotes the approximate 95% confidence interval. FIGURE S12.-Distribution of Tajima's D for 10,000 independent 250 kb windows (cwindow=0.25 cM) simulated under a growth with ancestral structure model (red) and a growth without ancestral structure model (black). Note that while means of the two distributions are similar, the variance is greater in the growth with ancestral structure case.
FILE S1
Haplotype phase uncertainty: Since the HCN statistic reflects haplotype patterns, and for many genome-wide SNP datasets consisting of unrelated individuals, haplotype phase would need to be computationally inferred, we wanted to determine how this inference affected the HCN statistic. To do this, we simulated 1000 windows with cwindow = 0.25 cM in a sample size of 100 chromosomes from a bottleneck demographic history (Ncur=10,000, Nmid/Ncur=0.1, Nanc/Ncur=1.0, tcur=800 generations, tmid=800 generations), where nsnp=40. For each window, we then randomly paired the chromosomes into diploid individuals and generated diploid genotypes at each SNP. We next inferred haplotypes from these genotypes using a popular phasing method, fastPHASE (Scheet and Stephens 2006) , with the default settings. We chose to use fastPHASE since its performance is comparable to one of the better performing phasing algorithms, PHASE, yet is fast enough to be run on genome-wide datasets. Finally, we compared the HCN statistic for the phase-known dataset to the phase-inferred dataset. Figure S2 shows the HCN statistic for a bottleneck model when the correct haplotype phase is known with certainty (left) and when haplotype phase is inferred using fastPHASE (right). The HCN from phase-inferred haplotypes has a broader distribution than when haplotype phase is known. In particular the HCN constructed using the phase-inferred haplotypes has an excess of windows having many haplotypes (green squares in bins "65-90" and "70-100") as compared to the known phase HCN.
Although it is a bit more subtle, the HCN using the phase-inferred haplotypes also has an excess of windows where the most common haplotype is at a high frequency. This can be seen by the yellow square in the phase inferred haplotypes where there was an orange square in the phase-known HCN. Thus, inferring haplotype phase will result in an HCN statistic that is slightly different from the true phase-known HCN.
Ascertainment bias:
To evaluate how the HCN statistic is influenced by SNP ascertainment bias, we conducted a variety of coalescent simulations under different demographic models and SNP ascertainment strategies. We then compared the HCN from the different ascertainment strategies to the HCN with complete SNP ascertainment. We also examined whether another haplotype statistic, H pair, is affected by ascertainment bias.
Since we wanted to address the question of whether discovering SNPs in one population and then typing them in a second population is more biased than selecting the SNPs in the genotyped population, we considered demographic models that consisted of two populations. Briefly, we considered a finite island model (where each population has size Ne=10,000) with a low rate of migration between populations (4Nem=9) and high rate (4Nem =99), a population split model where the two populations (each of size Ne =10,000) split 2000 or 5000 generations ago, and a complex model where the two populations split 5000 generations ago and there was a bottleneck in population one (Nmid/Ncur=0.1, tcur=800, tmid=800). The last model can be thought of as a very crude approximation of the contrast between European (as population 1) and African (as population 2) human populations. For each of these demographic models, we simulated a "genotype" sample of 40 chromosomes from each of the two populations as well as a SNP discovery sample consisting of an additional four chromosomes from each population. We then examined five different SNP discovery protocols shown in Table S1a . These ascertainment strategies are reasonable ones for many of the human genome-wide SNP datasets like HapMap where many of the SNPs were discovered by comparing two sequencing reads (as in phase I) or from a polymorphism discovery panel with a few chromosomes from multiple populations (phase II SNPs discovered by Perlegen; Hinds et al. 2005; International HapMap Consortium. 2005; International HapMap Consortium 2007) . For each ascertainment scheme we simulated 1000 windows 500 kb in size with a uniform recombination rate of 1 cM/Mb (cwindow=0.5 cM) and µ =1 x 10 -8 per base-pair per generation. To determine whether ascertainment bias becomes a problem for larger datasets containing more than 1000 windows (nwindow>1000), we also simulated an additional dataset under the complex demographic history consisting of 7000 windows 250 kb in size with uniform recombination rate of 1cM/Mb (cwindow=0.25 cM ) and µ =1 x 10 -8 per base-pair per generation. Finally, we considered the case where the genotype sample consisted of 120 chromosomes from each population (to mimic the HapMap CEU and YRI samples) and we had data from 7000 windows 250 kb in size with uniform recombination rate of 1cM/Mb (cwindow=0.25 cM) and µ =1 x 10 -8 per base-pair per generation. For this set of simulations, the SNP discovery set consisted of 12 chromosomes per population. Here we considered eight ascertainment strategies shown in Table S1b .
For each demographic scenario and ascertainment scheme, we selected a sub-set of 40 SNPs having MAF >10% (nsnp=40). If a window had fewer than 40 SNPs, it was dropped from the analysis. We then generated 10 different HCN statistics, each with a set of 10 randomly selected SNPs from each window, and then averaged them to generate the final HCN statistic. We compared the average HCN statistic to the expected statistic under complete ascertainment using a chi-square goodness of fit test.
To generate the expected HCN statistic under complete ascertainment, we simulated an additional 10 5 windows each consisting of 40 chromosomes and nsnp=40 and averaged over 10 different HCN statistics, each using a set randomly selected SNPs for each window. From these simulations, we computed the expected HCN statistic. Note that, when conducting the chi-square goodness of fit tests, we binned the HCN statistic so that we did not have any expected cell counts ≤ 5. For the complex demographic history using 7000 windows (for genotype sample sizes of 40 and 120 chromosomes per population) nsnp=20 instead of 40.
We find that for all demographic models examined, except for the island model with a high migration rate, ascertainment of SNPs using two discovery chromosomes from one population results in a different HCN statistic than that expected under complete ascertainment ( Figure S3 ). This is shown by the low P-values for the goodness of fit tests comparing the HCN statistic using SNPs polymorphic in two discovery chromosomes to the expected HCN under complete ascertainment. The HCN statistic constructed from SNPs ascertained in two chromosomes has an excess of windows having a small number of haplotypes and an excess of windows where the most common haplotype is at higher frequency as compared to the complete ascertainment case ( Figure S4 ).
The reason for this pattern is that SNPs polymorphic in the two chromosome discovery sample must occur on branches of the genealogy where one of the two discovery chromosomes carries the mutant allele and the other does not. These branches are a small fraction of the total area of the genealogy. This fact will result in SNPs that are polymorphic in the discovery sample tending to occur on the same branches of the genealogy more often than expected without ascertainment bias. SNPs that cooccur on the same branches of the genealogy will be in LD with each other, resulting in there being fewer haplotypes and the most common haplotype occurring at higher frequency than in the case of less LD among SNPs. When considering SNPs discovered from two chromosomes from the first population, the HCNs in both populations differ from the expected HCN, suggesting that SNP discovery using two chromosomes does poorly, regardless of whether those two chromosomes are from the population of interest.
SNP discovery using one chromosome from each population is a slight improvement to SNP discovery using two SNPs from population 1. However, we note that for many of the demographic models considered here ( Figure S3 ), the HCN constructed from ascertained SNPs differs significantly from the expected HCN under complete ascertainment.
However, SNP discovery using four chromosomes from the first population results in a better fit to the expected HCN for most of the demographic models considered. In all cases, except for the complex demographic model, the HCNs constructed from ascertained SNPs are quite consistent with the expected HCN under complete SNP ascertainment. This finding holds true even for the second population which had no SNP discovery, again illustrating that if the two populations have similar demographic histories, ascertainment sample depth may be more important than which population the SNPs were ascertained from in terms of matching the HCN statistic. This pattern, however, does not hold for the complex demographic model. Here SNP discovery using four SNPs from the bottlenecked population (population 1) results in a poor fit to the expected HCN statistic.
The reason for this is that the four SNP discovery chromosomes from the bottlenecked population are less representative of the diversity in the second population that did not undergo a bottleneck (population 2). If, again for the complex demographic scenario, instead of taking four discovery chromosomes from the first population, we take two discovery chromosomes from each population, the HCN statistic from the ascertained SNPs more closely matches the expected HCN statistic. However, note that if the number of windows of the genome considered is large (n window=7000), the effects of ascertainment bias are still present.
The HCN statistic generated using a four chromosome SNP discovery sample from both of the two populations results in an excellent fit to the expected HCN for both populations in all demographic scenarios considered. We also found an adequate fit of the expected HCN to the observed HCN when considering a larger dataset under the complex demographic model. This finding is especially encouraging since the larger number of windows in the dataset (nwinidow=7000 as compared to 1000 in previous datasets) will have more power to detect subtle departures in the fit of the model. Thus, for the demographic models considered here using n=40 chromosomes, the HCN statistic using SNP discovery sample of ≥ 4 chromosomes from at least two populations is not significantly different from the true HCN statistic.
We also examined whether ascertainment bias is a more severe problem when the genotype sample is >40 chromosomes. To do this, we repeated the above approach for the complex demographic model using n=120 chromosomes and considering larger SNP discovery sample sizes ( Figure S5 ). We find that small SNP discovery sample sizes (here <8 chromosomes) result in significant differences between the HCN under SNP ascertainment and the expected HCN. However, for larger SNP discovery sample sizes, the effect disappears. This holds true even for the population that has no SNP discovery chromosomes (e.g. the solid line at "12 from 2"). To assess the amount of evolutionary variance in the whole process, we performed two completely independent sets of simulations for these demographic and ascertainment models. The results of both replicates are shown in Figure S5 . Encouragingly, the variance is reasonably low since the two solid curves (and dotted curves) are similar to each other.
We also evaluated whether the Hpair statistic was robust to ascertainment bias. As shown in Figure S1 , for all demographic models and ascertainment conditions considered, Hpair was severely affected by SNP ascertainment bias.
Ascertainment bias results in Hpair being higher than expected. This finding is analogous to the effect of ascertainment bias on π, the average number of pairwise differences among DNA sequences (Nielsen et al. 2004) . Ascertainment bias results in an excess of intermediate-frequency SNPs, which results in there being more pairwise differences between haplotypes than low-frequency SNPs do. Thus, by preferentially selecting intermediate-frequency SNPs, Hpair becomes inflated.
Interestingly, we find that for the cases where SNPs were ascertained in population 1 exclusively, the fit of the Hpair statistic under ascertainment bias to the expected Hpair statistic is actually worse in population 1-the population where the SNPs were discovered in-than in population 2. This pattern is seen for both nwidnow=1000 and for nwidnow =7000 and for both the "2 from pop 1" and the "four from pop 1" ascertainment strategies. One possible explanation for this counter-intuitive pattern is that the ascertained SNPs from population 1 are more likely to be at intermediate frequency in population 1 (as discussed above), but may have drifted to lower or higher frequency in the second population, resulting in those SNPs being more representative of the true frequency spectrum in that population. ./ms 40 10000 -t 400 -r 400 250000 -F 4 -en 0.01925 1 0.303333
