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Abstract
The past six years have seen the development of fast and accurate single-particle
sources, with possible applications in metrology, nanoelectronics, quantum in-
formation processing, and single-electron quantum optics. These mesoscopic
devices also enable us to gain more insight into the quantum mechanics of in-
teracting fermions. In the present work, we study the energy spectrum of the
emitted state from a single-particle source. The model we employ for such a
system is a single-level quantum dot with a time-dependent energy level coupled
to a non-interacting single-mode lead via a time-dependent tunneling barrier.
We use the Floquet scattering approach to obtain an analytic expression for the
emitted electron amplitudes as well as the non-equilibrium Green’s functions
formalism for calculating the average occupation number in the lead. We also
show that in the limit when the effect of the Fermi sea can be neglected, these
results agree with the single-particle solution to the Schro¨dinger equation.
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Chapter 1
Introduction
1.1 Literature review
Single-particle emitters, such as quantum pumps and turnstiles, are devices
that allow for time-controlled on-demand flow of charged particles. Over the
past two decades, these devices have attracted a lot of interest, both due to
fundamental and application aspects. This includes the possibility to gain new
insights into the quantum mechanics of interacting electrons, applications in
fields like quantum computation [1], nanoelectronics (as ingredients in single-
electron circuits [2]), and metrology (as a means towards redefining the ampere
[3,4]). The quantum metrological triangle could allow for a consistency check of
the fundamental constants ~ and e [5, 6]. The emerging field of single-electron
quantum optics also requires single-particle emitters as sources of a coherent
electron and/or hole stream. A recent realization of a Hanbury Brown–Twiss
interferometer for single electrons was reported in [7], followed by a two-electron
collider experiment [8], proposed in [9].
Figure 1.1: Schematic of charge pumping. In step 1, the energy levels of the quantum
dot, controlled by the gate voltage Vexc, are below the Fermi energy. In step 2, the upper
level is raised above the Fermi energy and an electron escapes to the lead. In step 3,
the levels are lowered again, and an electron tunnels into the dot, leaving a hole in the
lead. Figure taken from [10].
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Electron pumps and turnstiles typically consist of a metallic island or a quantum
dot connected to one or several leads via tunnel barriers or quantum point
contacts. Transparencies of the quantum point contacts can be varied using
gate voltages. Usually one or two parameters, like gate voltages, size of the dot,
temperature, or magnetic field, are chosen to manipulate and investigate charge
transport through the system. A schematic of one possible principle of charge
pumping can be seen in Fig. 1.1.
The first experimentally realized turnstile was reported in 1990 [11]. It consisted
of a linear array of tunnel junctions, and transport through the device was driven
by a periodic gate voltage applied to the central electrode, in the direction
imposed by an external bias. An early quantum-dot turnstile with oscillating
tunnel barriers was realized and the quantized current through it reported in
[12].
In contrast to a turnstile, the charge flow through a quantum pump can be
reversed and does not require applied static bias. An early quantum pump with
phase-shifted modulation of two gate voltages was proposed in [13], and an
experimental realization of a quantum pump was reported in [14]. The pump
of [14] contained two quantum dots and operated in the Couloumb blockade
regime. In the middle of 1990s, a pump with an open quantum dot was proposed
[15], and a number of theoretical [16, 17] and some experimental investigations
[18] in the area of transport through open quantum systems have been made.
Recently, it has become possible to construct fast and accurate charge transport
devices. In 2007, experimental realizations of single-particle sources operating
at frequencies of the order of gigahertz were reported [10,19]. Since then, many
turnstile and quantum pump experiments have been proposed, studied and car-
ried out [20–24]. Increasing the frequency and accuracy of these devices as well
as being able to tailor the shape of the emitted wavepacket of an electron are
some of the challenges that are encountered in experiments. Among the theo-
retical challenges related to single-particle emitters is the description of charge
capture and release processes [25], the former of which has been analyzed in [26],
and the latter is the subject of this thesis.
Two powerful theoretical methods used for investigating transport in mesoscopic
systems are the Floquet scattering approach and the Green’s functions formal-
ism [27,28]. The Floquet scattering approach for periodically driven systems is
well-established [17, 29–34], and applicable for many quantum pump and turn-
stile experiments, but allows one to work only with non-interacting systems.
The Green’s functions formalism [35–38] is more general in this sense, because
interactions can be included. Both methods can yield analytic results for simple
enough models.
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1.2 Statement of the problem
The aim of the present work is to characterize the emitted state of a single-
electron source. We model the single-electron emitter as a single-level quantum
dot coupled to a non-interacting single-mode lead via time-dependent tunneling
barriers (this model has been considered, for example, in [37, 39]). The specific
quantity we are interested in is the occupation in the lead after an electron is
released from the dot.
To achieve this, we use both of the abovementioned methods—the Floquet scat-
tering matrix approach and the non-equilibrium Green’s functions formalism.
In a certain parameter regime we compare the results obtained with these meth-
ods to the analytic single-particle solution of the Schro¨dinger equation, which is
also presented in this thesis, as a way of verifying our results in the limit when
the many-body effects due to the Fermi sea can be neglected.
A first investigation for the turnstile of Ref. [40] employing the Floquet scat-
tering matrix formalism and the single-particle approach was presented in [41].
We extend these results to the pump of Ref. [10], generalize them to a time-
dependent tunneling barrier and study a number of different aspects. The non-
equilibrium Green’s functions formalism was applied to the model we are con-
sidering in [37], and an analytic solution was given to the Green’s function of
the dot. In the present work we extend this result to the Green’s function in
the contact.
1.3 Layout of the thesis
The work is organized as follows. In Chapter 2 we present the single-particle
approach to the problem, solving the Schro¨dinger equation for an ansatz that
assumes single-particle states only. In Chapter 3 we introduce the Floquet
scattering approach and solve our model with this method. In Chapter 4 we
introduce some conventions needed to develop the non-equilibrium Green’s func-
tions formalism and give the expression (derived in Appendix A) for the Green’s
function in the contact for a more general problem (multi-level dot), and then
apply it to our specific case. The main results are compared and discussed in
Chapter 5, and conclusions are drawn in Chapter 6. Besides Appendix A which
contains the mentioned derivation of the Green’s function in the contact for a
multi-level-dot model, we also include Appendix B with an explicit calculation
of the Green’s function in the contact for the model with a single-level dot.
6
Chapter 2
Single-particle approach
2.1 Hamiltonian
The system we are investigating is a single-level quantum dot, connected to a
single-mode lead via a time-dependent tunneling barrier (see Figure 2.1). The
lead is assumed to be non-interacting, with time-independent energy levels.
Initially, the dot is filled, and the lead is empty. In this chapter we solve the
Schro¨dinger equation of this system in terms of single-particle states.
The relevant Hamiltonian is
HS = (t) |d〉 〈d|+
∑
k
k |k〉 〈k|+
∑
k
(V (t) |k〉 〈d|+ V ∗(t) |d〉 〈k|) , (2.1)
where the subscript S stands for the Schro¨dinger picture. The ket |d〉 denotes
the state in the dot, and |k〉 denotes a state in the lead, with the corresponding
energies (t) and k, respectively. V (t) is the tunneling energy for tunneling
from the dot to the lead. It is set to be independent of energy, that is, we are
working in the wide-band limit when the energy scales under consideration are
assumed to be much smaller than the scales over which the tunneling energy
varies significantly.
2.2 Solution to the Schro¨dinger equation
We will make the following ansatz for the state ket:
|ψ〉 = cd(t) |d〉+
∑
k
ck(t) |k〉 . (2.2)
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Figure 2.1: Sketch of the model used in the work. (t) is the energy of the quantum
dot level, which is coupled to a Fermi sea of electrons with energies k via a time-
dependent tunnel barrier. The tunneling energy for going from the dot to the lead is
V (t).
The time-dependent Schro¨dinger equation gives
i~
d
dt
|ψ〉 =HS |ψ〉 (2.3)
i~
dcd(t)
dt
|d〉+ i~
∑
k
dck(t)
dt
|k〉 =cd(t)(t) |d〉+ V (t)
∑
k
cd(t) |k〉+
+
∑
k
kck(t) |k〉+ V ∗(t)
∑
k
ck(t) |d〉 . (2.4)
Collecting like terms, we get
i~
dcd(t)
dt
|d〉 = cd(t)(t) |d〉+ V ∗(t)
∑
k
ck(t) |d〉 (2.5)
and
i~
∑
k
dck(t)
dt
|k〉 = V (t)
∑
k
cd(t) |k〉+
∑
k
kck(t) |k〉 . (2.6)
In Eq. (2.6), each of the different ck’s must satisfy the relation separately, since
the kets {|k〉} are orthogonal. Thus for obtaining the amplitudes cd(t) and ck(t)
we have to solve the following system of equations:
i~
dcd(t)
dt
= ε(t)cd(t) + V
∗(t)
∑
k ck(t)
i~
dck(t)
dt
= V (t)cd(t) + kck(t).
(2.7)
Laplace-transforming (2.7) gives usi~ (scd(s)− 1) = [(t)cd(t)]s + [V
∗(t)
∑
k ck(t)]s
i~sck(s) = [V (t)cd(t)]s + kck(s),
(2.8)
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where [. . .]s denotes the Laplace transform, and for a single variable we write
x(s) ≡ [x]s. We have already inserted the initial conditions ck|t=0 = 0 and
cd|t=0 = 1. Rewriting the second equation of (2.8), we obtain
ck(s) =
[V (t)cd(t)]s
i~s− k . (2.9)
We now take the inverse Laplace transform of this, which will be denoted by
ck(t) =
[
[V (t)cd(t)]s
i~s− k
]
t
. (2.10)
Consider the first equation of (2.7). In order to obtain a relation containing
cd(t) only, we perform the sum over the levels in the lead V
∗(t)
∑
k ck(t). As-
suming the spectrum outside the dot is quasi-continuous, the discrete sum can
be substituted with an integral V ∗(t)
∫ +∞
−∞ ck(t)ρdk, where ρ is the density of
states in the lead and is assumed to be independent of k.
V ∗(t)
∫
ck(t)ρdk
(2.10)
= V ∗(t)
∫ +∞
−∞
[
[V (t)cd(t)]s
i~s− k
]
t
ρdk
= V ∗(t)
[
[V (t)cd(t)]s
∫ +∞
−∞
1
i~s− k ρdk
]
t
= −V ∗(t) [[V (t)cd(t)]s ipiρ]t
= −ipiρ |V (t)|2 cd(t) ≡ − i
2
Γ(t)cd(t). (2.11)
Here we have defined
Γ(t) = 2piρ |V (t)|2 . (2.12)
Inserting Eq. (2.11) into the first equation of (2.7), we arrive at a first order
linear differential equation for cd(t):
i~
dcd(t)
dt
= (t)cd(t)− i
2
Γ(t)cd(t) =
(
(t)− i
2
Γ(t)
)
cd(t). (2.13)
This is satisfied by
cd(t) = c exp
(
− i
~
∫ t
0
[
(τ)− i
2
Γ(τ)
]
dτ
)
. (2.14)
Initial condition |cd(0)|2 = 1 (corresponding to an occupied dot at t = 0) gives
c = 1.
Let us now substitute cd(t) in the second equation of (2.7) with the solution
(2.14):
i~
dck(t)
dt
= V (t) exp
(
− i
~
∫ t
0
[
ε(τ)− i
2
Γ(τ)
]
dτ
)
+ kck(t) (2.15)
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A formal solution can be obtained after some manipulations.
exp
(
i
k
~
t
) dck(t)
dt
=− i
~
V (t) exp
(
− i
~
∫ t
0
[
ε(τ)− i
2
Γ(τ)
]
dτ
)
exp
(
i
k
~
t
)
− i
~
kck(t) exp
(
i
k
~
t
)
(2.16)
Rearranging terms and using the chain rule for differentiation yields
d
dt
(
ck(t) exp
(
i
k
~
t
))
= − i
~
V (t) exp
(
− i
~
∫ t
0
[
(τ)− i
2
Γ(τ)
]
dτ
)
exp
(
i
k
~
t
)
.
(2.17)
We now perform integration on both sides, and divide by exp
(
i
k
~
t
)
:
ck(t) = − i~ exp
(
−i k
~
t
)∫ t
0
V (t′) exp
(
− i
~
∫ t′
0
[
(τ)− i
2
Γ(τ)
]
dτ
)
exp
(
i
k
~
t′
)
dt′.
(2.18)
Together with (2.14) and (2.2) this gives a complete solution to the Schro¨dinger
equation (2.3).
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Chapter 3
Floquet scattering matrix
approach
In the scattering formalism for quantum transport through mesoscopic systems
(usually called the Landauer-Bu¨ttiker formalism [42–44]), the central region (in
our case—the quantum dot) is treated as a scatterer, and the incident particles
have some probability to either be reflected from the scatterer or transmitted
through it. In particular, if a quantum dot is driven by a time-periodic field
with frequency ω, an electron interacting with it can gain energy quanta
n~ω, n = 0,±1,±2,±3, . . . , (3.1)
in accordance with the Floquet theorem for scattering problems [29, 30]. The
element SF,αβ(En, E) of the Floquet scattering matrix SF is then defined as the
amplitude for an electron with energy E coming to the scatterer from channel
β to leave through channel α with energy En, where
En = E + n~ω, n = 0,±1,±2,±3, . . . (3.2)
We are now going to find the wavefunction of an electron scattering off a
harmonically-driven scatterer.
3.1 General case with a harmonic potential
Consider an electron subject to a position-independent oscillating potential
V (t) = V cos(ωt). The time-dependent Schro¨dinger equation for this electron is(
− ~
2
2m
∂2
∂x2
+ V cos(ωt)
)
ψ(x, t) = i~
∂
∂t
ψ(x, t). (3.3)
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Since there is no spatial dependence in the applied potential, we can separate
variables:
ψ(x, t) =
∑
k
exp (ikx)ϕk(t). (3.4)
Inserting this into the Schro¨dinger equation and factoring out the spatial de-
pendence, we obtain(
~2k2
2m
+ V cos(ωt)
)
ϕk(t) = i~
∂
∂t
ϕk(t). (3.5)
Further, using the ansatz
ϕk(t) = exp
(
−iEk
~
t
)
φk(t), (3.6)
the Schro¨dinger equation becomes
(
~2k2
2m
+ V cos(ωt)
)
φk(t) exp
(
−iEk
~
t
)
= Ekφk(t) + i~ exp
(
−iEk
~
t
)
∂
∂t
φk(t).
We can choose Ek to be equal to
~2k2
2m
, thus arriving at
V cos(ωt)φk(t) = i~
∂
∂t
φk(t), (3.7)
which has the solution
φk(t) = ck exp
(
− i
~
∫ t
t0
V cos(ωt′)dt′
)
. (3.8)
By the Jacobi-Anger identity [45, p. 361], the last expression is equal to
φk(t) = ck
+∞∑
n=−∞
Jn
(
V
~ω
)
exp (−inωt) , (3.9)
where Jn ir the n-th order Bessel function of the first kind.
Combining (3.4), (3.6), and (3.8) gives us the full solution to the Schro¨dinger
equation (3.3):
ψ(x, t) =
∑
k
ck exp
(
ikx− iEk
~
t
) +∞∑
n=−∞
Jn
(
V
~ω
)
exp (−inωt) . (3.10)
3.2 Oscillating barrier
Further, let us look at a case when the oscillating potential V (t) of Section 3.1
is confined in space, as in Figure 3.1, where it is restricted to the region labeled
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Figure 3.1: Schematic of a one-dimensional oscillating scatterer located in region II,
with oscillating potential V (t). AXn (B
X
n ) denote the amplitude for an electron to be
propagating in region X with energy En in the right (left) direction.
with “II”. Electron transport in this system is one-dimensional, the boundaries
of the region II are defined by x = 0 and x = d, and the amplitude for the
electron to be propagating from left (right) to right (left) with energy E + n~ω
in the region I, II, or III, is denoted by AIn, A
II
n , and A
III
n (B
I
n, B
II
n , and B
III
n ),
respectively. States with the different n’s are called the Floquet sidebands. If
we regard the central region as a scatterer, the Floquet scattering matrix SF ,
defined in the beginning of the Chapter, relates amplitudes for the different
sidebands between regions I and III:
AIII = SFA
I , (3.11)
where AI and AIII are column matrices with elements {AIn} and {AIIIn } (in the
order of increasing n), respectively. Similarly,
BI = (SF )
−1BIII . (3.12)
Due to current conservation the norm of the vectors AI and AIII (as well as
BI and BIII) have to be the same. This together with the completeness of the
scattering states implies the unitarity of the Floquet scattering matrix:
(SF )
−1 = (SF )†. (3.13)
We are now in a position to write down the wavefunctions in each of the re-
gions of Figure 3.1, using the result (3.10) and applying the Floquet scattering
approach.
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3.2.1 Wavefunctions in the regions I, II, III
Since there is no external field in the regions I and III, the wavefunction in these
regions will just be the superposition of all possible Floquet sidebands as plane
waves:
ΨI(x, t) =
∑
n
(
AIn exp(ik
I
nx) +B
I
n exp(−ikInx)
)
exp
(
−iE + n~ω
~
t
)
ΨIII(x, t) =
∑
n
(
AIIIn exp(ik
III
n x) +B
III
n exp(−ikIIIn x)
)
exp
(
−iE + n~ω
~
t
)
.
The wavefunction in the central region will also be the superposition of all pos-
sible Floquet sidebands, with each of the sidebands gaining an extra multiplier
(as in (3.10)) due to the oscillating potential:
ΨII =
∑
n
(
AIIn exp(ik
II
n x) +B
II
n exp(−ikIIn x)
)
exp
(
−iE + n~ω
~
t
)
×
∑
m
Jm
(
eV
~ω
)
exp (−imωt)
=
∑
n,m
(
AIIn exp(ik
II
n x) +B
II
n exp(−ikIIn x)
)
Jm
(
eV
~ω
)
× exp
(
−iE + (n−m)~ω
~
t
)
.
To obtain a relation between the scattering amplitudes, we will employ the fact
that the wavefunction as well as its flux (due to probability conservation) has
to be continuous.
3.2.2 Matching regions I and II
Wavefunction continuity
At the boundary between the regions I and II, we require that ΨI(0, t) =
ΨII(0, t):
AIn +B
I
n =
∑
m
(
AIIm +B
II
m
)
Jn−m
(
eV
~ω
)
. (3.14)
Here and for the other boundary conditions, we have dropped the sum over n,
equating the multipliers in front of exp
(−iE+n~ω~ t) on each side of the equation.
This means that for each term of the sum on the right hand side of (3.14), the
sum of the lower indices at AIIm (B
II
m ) and Jn−m
(
eV
~ω
)
has to be the same as the
lower index at AIn (B
I
n) on the left hand side, i.e., m+ (n−m) = n.
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Flux continuity
Similarly, we require that
∂
∂x
ΨI(0, t) =
∂
∂x
ΨII(0, t), obtaining
ik
(
AIn −BIn
)
= ik
∑
m
(
AIIm −BIIm
)
Jn−m
(
eV
~ω
)
. (3.15)
Here we have assumed kIn = k
II
n = k
III
n = kF = k when the k’s enter prefactors
(as opposed to exponents), because the scattering is assumed to take place in a
narrow energy window (compared to the Fermi energy EF ) very close to EF .
Combining Eqs. (3.14) and (3.15) gives
AIn =
∑
m
AIImJn−m
(
eV
~ω
)
(3.16)
BIn =
∑
m
BIIm Jn−m
(
eV
~ω
)
. (3.17)
3.2.3 Matching regions II and III
Wavefunction continuity
Analogously to Section 3.2.2, for the wavefunction to be continuous we require
ΨII(d, t) = ΨIII(d, t):
AIIIn exp
(
ikIIIn d
)
+BIIIn exp
(−ikIIIn d)
=
∑
m
(
AIIm exp
(
ikIIm d
)
+BIIm exp
(−ikIIm d)) Jn−m(eV~ω
)
. (3.18)
Flux continuity
The flux continuity requirement
∂
∂x
ΨII(d, t) =
∂
∂x
ΨIII(d, t) gives us
ik
(
AIIIn exp
(
ikIIIn d
)−BIIIn exp (−ikIIIn d))
= ik
∑
m
(
AIIm exp
(
ikIIm d
)−BIIm exp (−ikIIm d)) Jn−m(eV~ω
)
. (3.19)
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Now, from Eqs. (3.18) and (3.19) follows
AIIIn exp
(
ikIIIn d
)
=
∑
m
AIIm exp
(
ikIIm d
)
Jn−m
(
eV
~ω
)
(3.20)
BIIIn exp
(−ikIIIn d) = ∑
m
BIIm exp
(−ikIIm d) Jn−m(eV~ω
)
. (3.21)
3.2.4 Scattering of an incoming particle
Let us now solve the specific problem when there is one incoming electron from
the left (i.e., in the region I of Figure 3.1) with energy E. Then AIn = δ0n and
BIIIn = 0 for all n.
From Eq. (3.21) we conclude that BIIn = 0 for all n, since the left hand side is
always zero due to BIIIn being always zero. Furthermore, Eq. (3.17) implies that
all BIn’s are zero as well. We have thus found that there is no back scattering
in the system. This result would not have been obtained, had we not chosen
to approximate all the diferent k’s with kF in the prefactors (Eqs. (3.15) and
(3.19)).
We are now left with a system of equations for all the forward-scattering am-
plitudes:
AIn =
∑
m
AIImJn−m
(
eV
~ω
)
(3.22)
AIIIn exp
(
ikIIIn d
)
=
∑
m
AIIm exp
(
ikIIm d
)
Jn−m
(
eV
~ω
)
. (3.23)
We will from now on drop the superscripts I, II and III at k’s for the different
regions in line with the assumptions above.
We can regard Eqs. (3.22) and (3.23) as matrix equations. Denoting by J the
matrix with the element Jn−m in the n-th row and m-th column, and defining
P = diag (. . . , exp (ikn−1d) , exp (iknd) , exp (ikn+1d) , . . .) , (3.24)
these equations become
AI = JAII (3.25)
PAIII = JPAII , (3.26)
where AI , AII , and AIII are the row vectors introduced previously. Combining
(3.25) and (3.26) gives
PAIII = JPJ−1AI (3.27)
or
A˜III = JPJ−1AI , (3.28)
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Figure 3.2: Sketch of our system—quantum dot connected to a single-mode lead via
a quantum point contact (QPC). a Notation for amplitudes. AI and BII contain
amplitudes propagating in the lead, while BI and AII are propagating in the dot. Red
arrow shows the QPC. b t and t′ are probability amplitudes for going past the QPC,
while r and r′—for going through the QPC, in the directions shown.
where we have introduced
A˜III = PAIII . (3.29)
We have thus arrived at the desired solution to our scattering problem.
3.3 On-demand coherent single-electron source
We will now use the solution of the oscillating barrier problem to describe a
system with only one single-mode lead connected to an oscillating scatterer
(quantum dot). The lead and the dot are connected via a quantum point con-
tact (QPC) whose transparency is independent of energy, i.e., it can be fully
described by two amplitudes—t, the amplitude for an incident electron to return
to the lead, and r, the amplitude for an incident electron to be transmitted into
the dot. This assumption is justified in the case when the oscillation amplitude
of the dot is small compared to the energy scale over which the transparency
varies. Quantized charge transport with period of the order of nanoseconds
between two subsequent emissions through such a system was reported in [10].
The principle of this device can be seen in Figure 1.1, and a sketch of this system
is depicted in Figure 3.2 a and b.
In accordance with Figure 3.2 a, AI now contains the amplitudes incoming
from the lead, AII contains the amplitudes incident to the lead from the dot,
BI contains the amplitudes transmitted from the lead into the dot, and BII
contains the amplitudes outgoing from the quantum dot. See also Figure 3.2 b
for the convention used for the transmission and reflection amplitudes t, r, t′
and r′.
Since there is no scattering when going from BI to AII , we know that
AIIn = exp (iknd)B
I
n, (3.30)
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or, in matrix form,
AII = PBI , (3.31)
which physically corresponds to gaining a phase factor during propagation. The
matrix P is
P = diag (. . . , exp (ikn−1d) , exp (iknd) , exp (ikn+1d) , . . .) (3.32)
as before. The paremeter d can be thought of as the characteristic lengthscale
(classically—circumference) of the quantum dot. It will later be gauged out
using the approximation (5.6).
From the oscillating barrier problem we use the expression (3.17) to express BIIn ,
where BIIm is now substituted by A
II
m , and take into account that amplitudes
AI are also contributing to BIIn :
BIIn = tA
I
n + r
′∑
m
Jn−mAIIm (3.33)
or, in matrix form,
BII = r′JAII + tAI . (3.34)
Similarly, we use (3.16) to obtain the amplitudes BI , since AIIm in (3.16) is now
substituted by our BIm, and we also take into account that the amplitudes A
I
are now contributing to BIIn as well:
BI = rJ−1AI + t′AII . (3.35)
We have arrived at the following system of equations:

AII = PBI
BI = rJ−1AI + t′AII
BII = r′JAII + tAI
(3.36)
Solving (3.36) for BII in terms of AI gives
BII =
(
t+ r′JP (1− t′P )−1rJ−1)AI , (3.37)
thus allowing us to obtain the amplitudes after the scattering has taken place.
3.3.1 Time-dependent transparency
The transparency T of the QPC can be modelled to be time-dependent. We
will use the saddle-point contact model [46,47] for this:
1− T (t) ≡ |tsp(t)|2 = 1− Tmax 1
1 + e
V sin(ωt+ϕ)−V0
V1
. (3.38)
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Tmax is chosen between 0 and 1; ϕ, V0, and V1 are arbitrary parameters. The
subscript sp serves to distinguish tsp from the transmission amplitude t ap-
pearing before, since t relates scattering amplitudes for the different Floquet
sidebands in the energy (as opposed to time) representation. When tsp does not
depend on energy, t can be obtained directly from the Fourier transform. Let us
note that now t becomes energy-dependent or, to be more accurate, it becomes
dependent on the energy difference between the two sidebands it connects:
tmn =
1
τ
∫ τ
0
ei(m−n)ωttsp(t)dt (3.39)
The reflection amplitude in the energy domain is
rmn =
1
τ
∫ τ
0
ei(m−n)ωtrsp(t)dt, (3.40)
where
rsp(t) =
√
1− |tsp(t)|2 (3.41)
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Chapter 4
Non-equilibrium Green’s
functions approach
The present Chapter, in contrast to Chapters 2 and 3, employs the second quan-
tization notation (see, for example, [48]). We will start with some definitions
and proofs.
4.1 Hamiltonian
In the beginning we will consider a model with a multi-level quantum dot. The
relevant Hamiltonian (in the Schroedinger picture) is
HS(t) = H0(t) +H ′S(t), (4.1)
where
H0S(t) =
∑
k
k(t)c
†
kck +
∑
n,m
hnm(t)d
†
ndm (4.2)
and
H ′S(t) =
∑
nk
[
Vkn(t)c
†
kdn + V
∗
kn(t)d
†
nck
]
. (4.3)
dn (d
†
n) and ck (c
†
k) are the particle annihilation (creation) operators in the
dot and the lead, respectively. Operators ck (c
†
k) and ck′ (c
†
k′) anticommute if
k 6= k′:
{ck, ck′} = {c†k, c†k′} = 0 (4.4)
They also obey the anticommutation relation
{ck, c†k′} = δk,k′ . (4.5)
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These relations hold for the operators dn and d
†
n as well.
The Hamiltonian (4.1) is equivalent to (2.1) from Chapter 2 in the case when
there is only one energy level in the dot and when the creation and annihilations
operators act on a vacuum state |0〉 with a drained Fermi sea, giving d† |0〉 = |d〉
and c†k |0〉 = |k〉.
4.2 Time evolution
The time evolution operator U(t) is defined via
U(t) |ψ0〉 = |ψ(t)〉 , (4.6)
where we have denoted the state ket |ψ0〉 ≡ |ψ(t0)〉. This is to be accompanied
by the requirement
U(t0) = 1. (4.7)
Probability conservation
〈ψ0|ψ0〉 = 〈ψ(t)|ψ(t)〉 (4.8)
implies that U(t) is unitary:
〈ψ0|ψ0〉 (4.6),(4.8)= 〈ψ0|U†(t)U(t) |ψ0〉 , (4.9)
therefore
U†(t)U(t) = 1. (4.10)
The Schroedinger equation for a state ket
i~
d |ψ(t)〉
dt
= HS(t) |ψ(t)〉 (4.11)
leads to
i~
dU(t)
dt
= HS(t)U(t), (4.12)
the complex conjugate of which is
−i~dU
†(t)
dt
= U†(t)HS(t). (4.13)
We introduce an operator AH(t) in the Heisenberg picture through the definition
of the expectation value of an operator A(t) with respect to a state:
〈A(t)〉 = 〈ψ(t)|AS(t) |ψ(t)〉 (4.14)
def
= 〈ψ0|AH(t) |ψ0〉 . (4.15)
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At time t0 operators in the different (Heisenberg and Schroedinger) pictures
coincide:
AH(t0) = AS(t0). (4.16)
Using (4.6), the equality (4.15) can be rewritten as
〈A(t)〉 = 〈ψ0|U†(t)AS(t)U(t) |ψ0〉 = 〈ψ0|AH(t) |ψ0〉 , (4.17)
from which follows
AH(t) = U†(t)AS(t)U(t). (4.18)
The rate of change of the expectation value of an operator A(t) is given by
d
dt
〈A(t)〉 (4.14)= d
dt
〈ψ(t)|AS(t) |ψ(t)〉 (4.15)= 〈ψ0| d
dt
AH(t) |ψ0〉 . (4.19)
The expectation value in the Schroedinger picture can be expanded using the
chain rule as
d
dt
〈A(t)〉 = d
dt
〈ψ(t)|AS(t) |ψ(t)〉 (4.20)
(4.11)
= 〈ψ(t)|AS(t) 1
i~
HS(t) |ψ(t)〉
+ 〈ψ(t)| −1
i~
HS(t)AS(t) |ψ(t)〉+ 〈ψ(t)| d
dt
AS(t) |ψ(t)〉 .
This can be rewritten, substituting
∂AS(t)
∂t
for
dAS(t)
dt
, since in the Schroedinger
picture operators are constant (unless explicitly made time-dependent):
d
dt
〈A(t)〉 = 〈ψ(t)|AS(t) 1
i~
HS(t) |ψ(t)〉
+ 〈ψ(t)| −1
i~
HS(t)AS(t) |ψ(t)〉+ 〈ψ(t)| ∂
∂t
AS(t) |ψ(t)〉 . (4.21)
Since this last expression, according to (4.19), must be equal to 〈ψ0| d
dt
AH(t) |ψ0〉,
we conclude
d
dt
AH(t)
(4.19),(4.21)
=
1
i~
U†(t) [AS(t),HS(t)]U(t) + U†(t)∂AS(t)
∂t
U(t) (4.22)
or
i~
d
dt
AH
(4.10)
= U†AS(t)UU†HSU − U†HSUU†ASU + i~U† ∂AS
∂t
U
(4.18)
= [AH,HH] + i~U† ∂AS
∂t
U
def
= [AH,HH] + i~∂AH
∂t
. (4.23)
The last equality is in accordance with the Heisenberg equation of motion and
defines the partial derivative of AH.
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4.3 Interaction picture
The decoupled Hamiltonian in the Schro¨dinger picture H0S(t) at differen times
commutes with itself, i.e.,
[H0S(t), H0S(t
′)] = 0. (4.24)
If we define
U0 = e
−i/~ ∫ t
t0
H0S(τ)dτ (4.25)
and
AI(t) = U
†
0 (t)AS(t)U0(t), (4.26)
it follows that
H0I = U
†
0H0SU0 = H0SU
†
0U0 = H0S (4.27)
and
i~
d
dt
AI = i~
d
dt
(
U†0ASU0
)
= i~
(
d
dt
U†0
)
ASU0 + i~U†0AS
(
d
dt
U0
)
+ i~U†0
(
∂
∂t
AS
)
U0
=− U†0H0SASU0 + U†0ASH0SU0 + i~U†0
(
∂
∂t
AS
)
U0
= [AI , H0S ] + U
†
0
∂AS
∂t
U0 (4.28)
def
= [AI , H0I ] +
∂AI
∂t
,
where in the last line we have defined the partial derivative of AI(t) in an analog
way to (4.23). The subscript I stands for interaction picture.
4.3.1 Evolution of ckI
We can now calculate the commutator[
ck, c
†
kck
]
=
[
ck, c
†
k
]
ck + c
†
k [ck, ck] = ck (4.29)
and use this result to determine the time evolution of the operator ck in the
interaction picture (k is now assumed time-independent):
i~
d
dt
ckI(t)
(4.2),(4.28),(4.29)
= k
[
ckI(t), c
†
kI(t)ckI(t)
]
= k
[
ckI(t), c
†
kck
]
= k
[
U†0 (t)ckU0(t), c
†
kck
]
= kU
†
0 (t)ck
[
U0(t), c
†
kck
]
+ kU
†
0 (t)
[
ck, c
†
kck
]
U0(t) + k
[
U†0 (t), c
†
kck
]
ckU0(t)
= kU
†
0 (t)ckU0(t) = kckI ,
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which gives
ckI(t) = e
−i/~k(t−t0)ck. (4.30)
Similarly we can derive
dnI(t) = e
−i/~ ∫ t
t0
(t˜)dt˜
dn. (4.31)
4.3.2 Time- and contour-ordering
Now, using (4.18) and (4.26), we express
AH = U†(t)U0(t)AIU
†
0 (t)U(t) (4.32)
and from here define the operator
UI(t) = U
†
0 (t)U(t). (4.33)
It obeys the equation
i~
dUI
dt
= i~
d
dt
(
U†0U
)
= i~
(
dU†0
dt
)
U + i~U†0
(
d
dt
U
)
(4.12),(4.25)
= −U†0H0SU + U†0HSU
(4.1)
= −U†0H0SU + U†0H0SU + U†0H ′SU
= U†0H
′
SU = U
†
0H
′
SU0U
†
0U = H
′
IUI , (4.34)
where we have defined
H ′I(t) = U
†
0H
′
SU0. (4.35)
The time dependence of H ′I(t) is well understood, since both H
′
S(t) (Eq. (4.3))
and U0(t) (Eq. (4.25)) are given explicitly. Eq. (4.34) is the Schwinger-
Tomonaga equation.
Solution to (4.34) is given by (cf. Eq. (2.3.22.) from [49])
UI(t) = T
{
exp
(
− i
~
∫ t
t0
H ′I(τ)dτ
)}
. (4.36)
The time-ordering operator T , by definition, orders all operators inside it ac-
cording to their time argument — latest comes first (leftmost) in the expression.
(Time-ordering is important here because H ′I at different times does not nec-
essarily commute with itself.) Each time two fermionic operators are swapped
inside T , the overall sign in front of the time-ordered product changes. Conse-
quently,
U†I (t) = T¯
{
exp
(
+
i
~
∫ t
t0
H ′I(τ)dτ
)}
= T¯
{
exp
(
− i
~
∫ t0
t
H ′I(τ)dτ
)}
.
(4.37)
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Figure 4.1: Complex contour C used in Eq. (4.39). t0 is the moment in time
when Schro¨dinger, Heisenberg and interaction pictures coincide. This contour will be
employed when evaluating non-equilibrium Green’s functions.
The anti-time-ordering operator T¯ acts in the opposite way to T — it orders
all operators so that the ones with the latest time arguments come last (right-
most) in the expression. It arises from the fact that complex conjugation of
the operator UI reverses the order of the operators H
′
I inside the integral. The
sign change before the integral also comes from complex conjugation, and it is
switched once more when changing the limits of integration.
Now, from (4.32), (4.33), (4.36), and (4.37) we see that
AH(t) = T¯
{
exp
(
− i
~
∫ t0
t
H ′I(τ)dτ
)}
AI(t)T
{
exp
(
− i
~
∫ t
t0
H ′I(τ)dτ
)}
,
(4.38)
or, equivalently,
AH(t) = TC
{
exp
(
− i
~
∫
C
H ′I(τ)dτ
)
AI(t)
}
, (4.39)
where TC is the contour-ordering operator, meaning that it orders all operators
inside it according to where their time argument appears on the contour that
goes from t0 to t above the real axis, and comes back from t to t0 below the
real axis (see Fig. 4.1)—latest comes first (leftmost) in the expression. For
each time we interchange two fermionic operators inside the contour-ordering
operator, the overall sign changes.
This result will be used later, to express Green’s functions in interaction picture
operators.
4.4 Matrix-like Hamiltonian
The tunneling part of the Hamiltonian, in accordance with (4.3), is
H ′ = D†V †C + C†V D, (4.40)
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where D and C are column vectors containing annihilation operators d1, d2,
. . . , dn and c1, c2, . . . , cm, respectively:
D =

d1
d2
...
dn
 ; C =

c1
c2
...
cm
 . (4.41)
Their complex conjugates are the corresponding row matrices:
D† =
(
d†1 d
†
2 . . . d
†
n
)
; C† =
(
c†1 c
†
2 . . . c
†
m
)
(4.42)
The tunneling matrix element Vij connects the j-th level of the dot to the i-th
level in the lead, whereas V †ij connects the j-th level in the lead to the i-th level
of the dot.
4.5 Definition of Green’s functions
We define Green’s functions as the following correlation functions (all ordering
and integration is done elementwise (after matrix multiplication), and not with
the full D, D†, and C, C† matrices):
Gdd(t, t′) =
1
i~
〈TCD(t)D†(t′)〉 (4.43)
Gcc(t, t′) =
1
i~
〈TCC(t)C†(t′)〉 (4.44)
Gcd(t, t′) =
1
i~
〈TCC(t)D†(t′)〉 (4.45)
Gdc(t, t′) =
1
i~
〈TCD(t)C†(t′)〉 (4.46)
Angle brackets denote the quantum statistical average, which is taken with
respect to the initial state (operators are in the Heisenberg picture).
We also introduce the zeroth-order (in tunneling) Green’s functions:
G0dd(t, t′) =
1
i~
〈
TCDI(t)D†I(t′)
〉
(4.47)
G0cc(t, t′) =
1
i~
〈
TCCI(t)C†I (t′)
〉
(4.48)
G0cd(t, t′) =
1
i~
〈
TCCI(t)D†I(t′)
〉
(4.49)
G0dc(t, t′) =
1
i~
〈
TCDI(t)C†I (t′)
〉
(4.50)
According to (4.39), these can be viewed as the full Green’s functions (4.43)–
(4.46) for the specific case of V = 0 (and, therefore, H ′ = 0).
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4.6 Keldysh space
According to (4.39), (4.40), and (4.44), Gcc can be expressed as
Gcc =
1
i~
〈
TC
∞∑
n=0
1
n!
(
1
i~
)n{∫
C
D†I(τ)V
†
I (τ)CI(τ) + C
†
I (τ)VI(τ)DI(τ)dτ
}n
CI(t)C
†
I (t
′)
〉
.
(4.51)
Here integration on the complex contour (Figure 4.1) has to be performed.
There are four distinct combinations for the order in which t and t′ can be
placed on the contour. If both t and t′ are on the upper (lower) part of the
contour, we denote G(t, t′) with G++ (G−−). If t is on the upper (lower) part
of the contour while t′ is on the lower (upper) part of the contour, we denote
G(t, t′) with G+− (G−+). In line with this reasoning, we can formally introduce
a matrix-like notation for G(t, t′):
G(t, t′) ≡
[
G++(t, t′) G+−(t, t′)
G−+(t, t′) G−−(t, t′)
]
. (4.52)
G(t, t′) is now a four-component object in the Keldysh space. According to
the definition of the contour-ordering operator TC (Section 4.3.2), these four
components of the Green’s function Gcc, for example, are given by
i~Gcc(t, t′) =
〈TCC(t)C†(t′)〉 = [ 〈T C(t+)C†(t+′)〉 − 〈C†(t−′)C(t+)〉〈C(t−)C†(t+′)〉 〈T˜ C(t−)C†(t−′)〉
]
(4.53)
The components
〈T C(t+)C†(t+′)〉 and 〈T˜ C(t−)C†(t−′)〉 can be expressed fur-
ther:〈T C(t+)C†(t+′)〉 = θ(t− t′) 〈C(t)C†(t′)〉− θ(t′ − t) 〈C†(t′)C(t)〉 (4.54)
and〈
T˜ C(t−)C†(t−′)
〉
= θ(t′ − t) 〈C†(t′)C(t)〉− θ(t− t′) 〈C(t)C†(t′)〉 . (4.55)
Two objects A(t, t′) and B(t, t′) in the Keldysh space can be multiplied to obtain
C(t, t′), as defined below:
C(t, t′) ≡
∫
C
A(t, t1)B(t1, t′) dt1. (4.56)
Explicitly in the matrix-like notation this looks as follows:[
C++ C+−
C−+ C−−
]
=
∫ [
A++B++ −A+−B−+ A++B+− −A+−B−−
A−+B++ −A−−B−+ A−+B+− −A−−B−−
]
dt1.
(4.57)
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The last relation becomes clear when we consider separately integration on
the upper (denoted by C+) and lower (denoted by C−) parts of the contour.
To obtain Cxy, where x, y = ±, we integrate Ax+B+y over C+ and subtract
(because the integration variable decreases along the direction of integration)
the integral of Ax−A−y.
Now we define the objects
GR ≡ G++ −G+− (4.58)
GA ≡ G++ −G−+ (4.59)
G< ≡ G+− (4.60)
and arrange them in a matrix (
GR G<
0 GA
)
. (4.61)
It can be verified that
i~GRcc(t, t′) = θ(t− t′)
(〈
C(t)C†(t′)
〉
+
〈
C†(t′)C(t)
〉)
(4.62)
i~GAcc(t, t′) = −θ(t′ − t)
(〈
C†(t′)C(t)
〉
+
〈
C(t)C†(t′)
〉)
(4.63)
and
GR ≡ G−+ −G−− (4.64)
GA ≡ G+− −G−− (4.65)
holds.
We can now make the observation that(
CR C<
0 CA
)
=
(
AR A<
0 AA
)(
BR B<
0 BA
)
=
(
ARBR ARB< +A<BA
0 AABA
)
,
(4.66)
which are the Langreth multiplication rules. As an example, let’s calculate CR:
CR
(4.58)
= C++ − C+− (4.67)
(4.57)
=
∫ (
A++B++ −A+−B−+ −A++B+− +A+−B−−) dt1 (4.68)
=
∫ (
A++
(
B++ −B+−)−A+− (B−+ −B−−)) dt1 (4.69)
(4.58),(4.64)
=
∫
ARBRdt1. (4.70)
Similarly we arrive at other components of the matrix
(
CR C<
0 CA
)
and observe
that “ordinary” matrix multiplication rules indeed apply for these objects.
Now we define the inverse A−1 of the object A:
AA−1 = 1. (4.71)
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We claim that the identity operator in this space is the following:
1 =
(
δ(t− t′) 0
0 δ(t− t′)
)
. (4.72)
This can be verified by checking that A · 1 is indeed equal to A:
A · 1 =
(
AR A<
0 AA
)(
δ(t− t′) 0
0 δ(t− t′)
)
(4.73)
=
(∫
AR(t, t1)δ(t1 − t′)dt1
∫
A<(t, t1)δ(t1 − t′)dt1
0
∫
AA(t, t1)δ(t1 − t′)dt1
)
(4.74)
=
(
AR A<
0 AA
)
. (4.75)
4.7 Single-level dot
In Appendix A, we derive the following expression for the Green’s function in
the contact:
Gcc(t, t′) = G0cc(t, t′) +
∫
C
∫
C
G0cc(t, τ1)V(τ1)Gdd(τ1, τ2)V†(τ2)G0cc(τ2, t′)dτ1dτ2.
(4.76)
We will now use this expression for our specific case—a single-level dot coupled
to a single-mode lead, with time-dependent tunneling in the wide-band limit
(WBL) approximation (i.e., when tunneling does not depend on energy). The
Hamiltonian of such a system is a specific case of (4.1):
HS(t) = H0(t) +H ′S(t) (4.77)
with
H0S(t) =
∑
k
kc
†
kck + (t)d
†d (4.78)
and
H ′S(t) =
∑
k
[
V (t)c†kd+ V
∗(t)d†ck
]
. (4.79)
Thus, in rewriting (4.76) we will take into account that V and V † are now
one-by-one matrices and will write V ∗ instead of V †. We will also replace the
indices dd by d for simplicity, and write the equation (4.76) for a specific pair
of indices k and k′, rather than for the whole matrix CC†. This leads to
Gkk′(t, t
′) = G0kk(t, t
′)δkk′ +
∫
C
∫
C
G0kk(t, τ1)V (τ1)Gd(τ1, τ2)V
∗(τ2)G0k′k′(τ2, t
′)dτ1dτ2.
(4.80)
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We have also taken into account the fact that to the zeroth order there are no
correlations between different states in the contacts. Applying the Langreth
multiplication rules (4.66) to (4.80), we get the Keldysh equation for the lesser
Green’s function in the contact
G<kk′(t, t
′) = G0<kk (t, t
′)δkk′ +
∫
dt1dt2G
0<
kk (t, t1)V (t1)G
A
d (t1, t2)V
∗(t2)G0Ak′k′(t2, t
′)
+
∫
dt1dt2G
0R
kk (t, t1)V (t1)G
<
d (t1, t2)V
∗(t2)G0Ak′k′(t2, t
′)
+
∫
dt1dt2G
0R
kk (t, t1)V (t1)G
R
d (t1, t2)V
∗(t2)G0<k′k′(t2, t
′),
(4.81)
where the integrals are now on the real time axis.
In Appendix B we rewrite (4.81) more explicitly, and arrive at:
G<kk′(t, t
′) =
i
~
e−
i
~ k(t−t′)f(k)δkk′
+e−
i
~ (kt−k′ t′)
[
g(t′, k′ , k)f(k)− g∗(t, k, k′)f(k′)
+iρ~2
∫
dωf(ω)g(t′, k′ , ω)g∗(t, k, ω)
]
−e− i~ (kt−k′ t′)nd
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2e
− i~ (k′ t2−kt1)V (t1)
×V ∗(t2)e−
i
~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2 , (4.82)
where f(k) is the initial energy distribution in the lead, ρ is the density of states
in the lead, nd is the initial occupation of the dot, and the functions g(t
′, k′ , k)
and X(t) are the following:
g(t′, k′ , k) =
(
i
~
)3 ∫ t′
−∞
dt2
∫ t2
−∞
dt1e
− i~ (k′ t2−kt1)V (t1)V ∗(t2)e
i
~
∫ t2
t1
(t˜)dt˜e
X(t1)−X(t2)
2
(4.83)
and
X(t)=
∫ t
t0
Γ(t˜)
~
dt˜. (4.84)
Γ(t), just like in Eq. (2.12) of Chapter 2, is defined as
Γ(t) = 2piρ |V (t)|2 . (4.85)
We can now calculate the average occupation number in the contact defined as
n(k, t) =
〈
c†k(t)ck(t)
〉
= −i~G<kk(t, t)
(4.82)
= f(k) (1− i~ [g(t, k, k)− g∗(t, k, k)]) + ρ~3
∫
dωf(ω) |g(t, k, ω)|2
− nd
(
i
~
)2 ∫ t
t0
dt1
∫ t
t0
dt2e
− i~ k(t2−t1)V (t1)V ∗(t2)e
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2 .
(4.86)
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The function g(t, k, k) is:
g(t, k, k) =
(
i
~
)3 ∫ t
−∞
dt2
∫ t2
−∞
dt1e
− i~ k(t2−t1)V (t1)V ∗(t2)e
i
~
∫ t2
t1
(t˜)dt˜e
X(t1)−X(t2)
2 .
(4.87)
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Chapter 5
Results and discussion
5.1 Floquet scattering approach
Here we present some of the numerical results obtained with the Floquet scat-
tering approach and compare them with the result of Chapter 2. We focus on
the type of problem discussed in Section 3.3—Fermi sea of electrons in a lead at
zero temperature and Fermi energy EF is scattered from a quantum dot with a
harmonically oscillating energy level V cos(ωt). The probability for an electron
to go through the quantum point contact connecting the dot and the lead is
time-dependent (Eq. (3.38)).
5.1.1 Incoming and outgoing amplitudes
The incoming amplitudes contained in AI were modelled with the Fermi-Dirac
distribution at zero absolute temperature and energies were counted from the
Fermi energy EF (see also (5.4)):
AI =

...
1
1
1
...
1
0
0
0
...

, (5.1)
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where the first zero-valued element is AI1. In theory, the number of Floquet
sidebands (elements in the column vectors AI , AII , BI , and BII) is infinite,
but for problems suitable to be described within the Floquet formalism, only a
limited number of the sidebands is important, allowing one to have finite vectors
when performing numerical calculations.
The outgoing amplitudes BII were obtained from Eq. (3.37) derived in Section
3.3:
BII =
(
t+ r′JP (1− t′P )−1rJ−1)AI . (5.2)
5.1.2 Note on approximation close to the Fermi level
To calculate the matrix
P = diag (. . . , exp (ikn−1d) , exp (iknd) , exp (ikn+1d) , . . .) , (5.3)
we use the fact that we operate close to the Fermi level EF and can thus linearize
E (ε EF ):
E = EF + ε. (5.4)
The wave number is consequently
kn =
√
2m
~2
En =
√
2m
~2
(E + n~ω)
=
√
2m
~2
(EF + ε+ n~ω) =
√
2mEF
~2
(
1 +
ε+ n~ω
EF
)
≈
√
2mEF
~2
(
1 +
ε+ n~ω
2EF
)
≡ kF
(
1 +
ε+ n~ω
2EF
)
. (5.5)
The phase that an electron acquires due to a spatial displacement d is
knd = kF d+
ε+ n~ω
2EF /(kF · d) = kF d+
ε+ n~ω
∆
, (5.6)
where we have introduced ∆ = 2EFkF d , the spacing between subsequent energy
levels in the quantum dot. It is a convenient unit of energy, describing all other
energies in comparison with the characteristic energy scale in the dot.
5.1.3 Results for different parameters
Depending on the values chosen for the different parameters V and ω (amplitude
and frequency of the dot level oscillations, respectively), and Tmax, ϕ, V0, and V1
(parameters determining the quantum point contact transparency, Eq. (3.38)),
we obtain different outgoing amplitudes BII . Below are the main qualitative
characteristics of the parameter space of our model.
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Figure 5.1: Outgoing energy distribution for the parameter value ϕ = pi—the proba-
bility for a state in the lead with a given energy to be occupied after one cycle of dot
level oscillations. Inset shows the QPC transparency (dashed black line) along with
the energy of the dot level (solid red line) as functions of time. Note that the peak at
positive energies is centered around the energy of the dot level when it is being opened
(this is emphasized with the red circles). When the energy of the dot level reaches the
Fermi level and starts decreasing below it, the dot is capturing states from the Fermi
sea, which we can see from the deficit in the distribution at negative energies (this
is emphasized with the blue ellipses). Other parameter values are: ∆ = 10, V = 4,
ω = 0.1, V0 = −1, V1 = 0.1, Tmax = 0.2. For numerical calculations, the step in
energy for the states in the lead was chosen to be 0.001.
Transparency of the contact
Parameters V0 and V1 allow to manipulate the shape of the quantum point
contact transparency T (t) between the dot and the lead. They were chosen
so that the shape of T (t) is close to rectangular, see, for example, the inset of
Figure 5.1. The phase ϕ was crucial in finding the optimal pumping regime.
As can be seen in Figure 5.1, a localized electron wavepacket was emitted if the
contact between the dot and the lead was opened when the dot level was near
the peak. If the dot level was at its minimum when the dot was opened, a hole
was emitted. The latter situtation is shown in Figure 5.2. For cases in between,
emission of a particle did not appear in the the outgoing energy distribution
(see Figure 5.3).
The maximum transparency Tmax of the quantum point contact also has a sig-
nificant influence on the outgoing energy profile. Decreasing Tmax makes the
width of the resonance decrease as well. When Tmax is much smaller than 1,
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Figure 5.2: Outgoing energy distribution for ϕ = 0. Other parameters and explana-
tion is the same as in Figure 5.1, except that here we observe emission of a hole at
energies near the value at which the dot is being opened (red circles), and then filling
of states near the Fermi level when the dot energy starts to increase above it (blue
ellipses).
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Figure 5.3: Outgoing energy distribution for ϕ = pi/2. Other parameters are the
same as in Figure 5.1. Particle emission is not achieved with this pumping regime.
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Figure 5.4: Outgoing energy distribution for different Tmax values. Inset: close-up of
the plot for Tmax = 0.05 between energy values 0 and 5. Note that the interval between
peaks in the inset is ω = 0.1, which corresponds to one Floquet quantum (~ = 1).
Other parameter values are as in Figure 5.1.
the width of the resonance becomes smaller than one Floquet quantum, and
Floquet fringes (separated by n~ω) appear in the outgoing energy distribution,
as can be seen for the blue line (Tmax = 0.05) in Figure 5.4. This is a similar
effect as described in Section IV of [41], where the authors discuss different fre-
quency regimes for an electron-hole turnstile. There the Floquet fringes arise for
frequencies around ~ω = 0.1∆, because the oscillation period starts to become
comparable or smaller than the electron tunneling time, and the pumped charge
starts to decrease. If, on the other hand, Tmax is close to one, the electron can
enter and leave the dot every oscillation cycle with large probability, and the
Floquet fringes are smeared out. The larger Tmax, the larger is the energy value
around which the outgoing distribution is centered. This is to be expected, be-
cause for larger Tmax’s emission will take place earlier in the oscillation cycle.
A comparison of the outgoing energy distribution for different values of Tmax is
given in Figure 5.4.
Oscillation amplitude of the dot level
To obtain the desired operating regime of the device, oscillation amplitude V
of the quantum dot energy level was chosen to be smaller than half of the level
spacing ∆ of the dot.
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Figure 5.5: Outgoing energy distribution for different values of V . Inset: time-
dependence of QPC transparency versus quantum dot energy in arbitrary units, same
for all V values. Other parameter values are the same as in Figure 5.1.
Larger oscillation amplitudes led to greater energies at which the electron was
emitted, as displayed in Figure 5.5. For small values of V the emission took place
close to the Fermi level and created disturbances in the Fermi sea (the blue line
(V = 0.1∆) in Figure 5.5). See also Figure 5.1 where it can be seen that emission
occurs when the quantum point contact is opened by comparing the energy of the
dot level when the transparency is being increased (which can be read from the
inset) with the energy corresponding to the peak of the outgoing distribution.
The ratio V/~ω determines the number of Floquet sidebands that will be excited
in the scattering process, and increasing this ratio has a considerable effect on
the computational costs. We therefore kept the ratio below 10.
5.1.4 Comparison with the single-particle approach
In Chapter 2 we solved the Schro¨dinger equation (2.3) with the single-particle
ansatz (2.2), which corresponds to a situation with no Fermi sea. With the
Floquet approach, the Fermi sea is taken into account, but its effect is minimal
if the emission of an electron occurs high above the Fermi energy EF . This is
achieved if the dot is opened when the energy of the dot level is at the peak, and
if the oscillation amplitude is sufficiently large, as in Figure 5.1. The correspon-
dence between the analytical single-particle solution (2.18) and results from the
Floquet scattering approach is very good, if we choose parameters appropriately
(a detailed discussion on the connection between the Floquet scattering and the
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Figure 5.6: Comparison between a Floquet-approach simulation (all parameters as
in Figure 5.1) and an analytic solution (Eq. (2.18)) with the same parameters. Inset
shows a close-up of the profiles in energy range between 0 and 5.
single-particle wavefunction parameters is given in [41]). A comparison is shown
in Figure 5.6.
5.2 Non-equilibrium Green’s functions approach
In Chapter 4 we derived an expression for the average occupation number in
the lead:
n(k, t) = f(k) (1− i~ [g(t, k, k)− g∗(t, k, k)]) + ρ~3
∫
dωf(ω) |g(t, k, ω)|2
− nd
(
i
~
)2 ∫ t
t0
dt1
∫ t
t0
dt2e
− i~ k(t2−t1)V (t1)V ∗(t2)e
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2 .
(5.7)
As a consistency check, let us compare this result with our earlier results for
the single-particle (no Fermi sea) case (Eq. (2.18)) in the appropriate limit.
Disregarding the effect of the Fermi sea (by setting f(k) = 0) is physically
justified in a situation when the release of the electron happens at energies
much higher than the Fermi energy. Inserting f(k) = 0 and nd = 1 (the dot is
initially filled) into (5.7) gives
38
n(k, t) =−
(
i
~
)2 ∫ t
t0
dt1
∫ t
t0
dt2e
− i~ k(t2−t1)V (t1)V ∗(t2)e
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2
(5.8)
=−
(
i
~
)2 ∫ t
t0
dt1
∫ t
t0
dt2e
− i~ k(t2−t1)V (t1)V ∗(t2)e
− i~
∫ t1
t2
dt˜(t˜)e−
∫ t1
t0
Γ(t˜)
2~ dt˜−
∫ t2
t0
Γ(t˜)
2~ dt˜,
(5.9)
which is equivalent to the single-particle result
|cE(t)|2 =
∣∣∣∣∣− i~
∫ t
0
V (t′) exp
(
− i
~
∫ t′
0
[
ε(τ)− iΓ(τ)
2
]
dτ
)
exp
(
i
E
~
t′
)
dt′
∣∣∣∣∣
2
(5.10)
for t0 = 0.
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Chapter 6
Conclusions and outlook
The aim of this thesis was to characterize the emitted state of a single-electron
source. This has been done with three different approaches—the single-particle
approach, Floquet scattering matrix approach, and the non-equilibrium Green’s
functions approach. In all cases analytic expressions were obtained, and numer-
ical results were presented for the single-particle and the Floquet scattering
matrix approaches. The model used for the single-electron source was a single-
level quantum dot coupled to a non-interacting single-mode lead with a time-
dependent tunneling barrier.
The single-particle approach led to the expression (2.18) for the amplitudes in
the lead. It was verified (Figure 5.6) by comparing to the Floquet scattering re-
sult that the single-particle result works well for emissions high above the Fermi
level. The general analytic result of the Floquet scattering matrix approach
(3.37) is exact if we take into account an infinite number of Floquet sidebands.
For numerical calculations, only a finite number of contributing sidebands needs
to be taken into account, and this is determined by the ratio between the oscil-
lation amplitude and frequency of the energy level of the dot. Several parameter
regimes of the Floquet scattering were compared in Chapter 5, and it was shown
that for certain set of parameters a compact wavepacket is emitted (as in Figure
5.1).
The expression obtained for the Green’s function in the contact (4.82) allows us
to calculate the average occupation number in the lead (5.7). This result is an
extenstion to the previous analysis of this non-interacting resonant-level model
presented in [37]. We showed in Chapter 5 that in the limit of a drained Fermi
sea it is identical to the single-particle result of Chapter 2.
An advantage of the Green’s functions formalism is that in principle the Green’s
function (4.80) could be evaluated for different approximations of the Green’s
function for the dot, and interactions could be included. In that case the problem
would have to be solved numerically.
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Our work provides a framework for performing additional investigations of the
quantum properties of single-particle emitters. In connection to single-electron
quantum optics experiments, a quantity that could be calculated based on the
result (4.82) is the Wigner distribution as an energy-time spectrum of non-
equilibrium electron emission. The Green’s functions approach can also be used
to calculate the energy spectrum of the many-electron excitations for modern
types of single-electron emitters.
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Appendix A
Derivation of Gcc
A.1 Expression for Gdc
According to (4.39), (4.40) and (4.46),
Gdc =
1
i~
〈
TC
∞∑
n=0
1
n!
(
1
i~
)n{∫
C
D†I(τ)V
†
I (τ)CI(τ) + C
†
I (τ)VI(τ)DI(τ)dτ
}n
DI(t)C
†
I (t
′)
〉
.
(A.1)
Here, as before, the average value is taken with respect to the initial state.
A.2 Wick’s theorem
Wick’s theorem [50, Eq. (4.38)] states that the time-ordered product of a finite
number of free field operators is equal to the normal ordering of this product
and all the possible contractions:
T {A1A2 . . . Am} = N {A1A2 . . . Am + all possible contractions} (A.2)
Contraction of two operators A and B is defined as
A˙B˙ = T {AB} −N {AB} , (A.3)
and normal ordering is the sequence of operators where all the creation operators
are on the left from all the annihilation operators.
Since, by definition, any normal-ordered operator has a vanishing vacuum ex-
pectation value,
〈0|N {any operator} |0〉 = 0, (A.4)
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it follows from Wick’s theorem that
〈0| T {A1A2 . . . Am} |0〉 = all possible contractions with
ALL the operators contracted
, (A.5)
where we have dropped averaging over the vacuum state on the right-hand side,
because a contraction of two Fermi operators is a c-number. Taking that into
account, and combining relations (A.3) and (A.4), we get
A˙B˙ = 〈0| T {AB} |0〉 , (A.6)
implying that (A.5) can be rewritten in the following form:
〈0| T {A1A2 . . . Am} |0〉 = 〈0| T {A1A2} |0〉 . . . 〈0| T {Am−1Am} |0〉
+ (−1)p1 〈0| T {A1A2} |0〉 . . . 〈0| T {Am−2Am} |0〉
+ . . .
+ (−1)pN 〈0| T {A1Am} |0〉 . . . 〈0| T {Am−2Am−1} |0〉
=
∑
permutations
ofAiAj pairs
(−1)p
m∏
i,j=1
j>i
〈0| T {AiAj} |0〉 . (A.7)
The right-hand side of this expression contains the sum of all possible products
of pairwise time-ordered averages. The parity multiplier (−1)p in front of each
term depends on the specific permutation of the pairs and comes from swapping
the operators to align them from the order they stand under the time-ordering
operator to the oder in the corresponding contraction.
Wick’s theorem also holds for the contour-ordering operator, since it consists of
a time-ordering and an anti-time-ordering operator.
A.3 Wick’s theorem for finite temperatures
In our case the state that we are averaging over (the initial state) is not vacuum,
and we need to use Wick’s theorem for finite temperatures. It states (see [51, p.
104] or [52, p. 237]) that at finite temperatures the relation (A.7) for the aver-
aged values of time-ordered products of operators still holds (with the vacuum
state substituted by some other initial state), but the relation (A.2) does not in
general hold for the operators themselves.
Thus, we are going to use the following relation:
〈TC {A1A2 . . . Am}〉 =
∑
permutations
ofAiAj pairs
(−1)p
m∏
i,j=1
j>i
〈TC {AiAj}〉 . (A.8)
Note that we do not neccessarily need to expand the time-ordered product fully,
and the last relation can also be written as
〈TC {A1A2 . . . Am}〉 =
m∑
j=2
(−1)pj 〈TC {A1Aj}〉 〈TC {A2A3 . . . Aj−1Aj+1 . . . Am}〉 .
(A.9)
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A.4 Expressing further Gdc
To rewrite (A.1), we are going to use (A.9). We choose the operator C†I (t
′) as
the one to be contracted with each of the other operators under TC (just like
the operator A1 in (A.9)), leaving other contractions yet unresolved.
Note. As we have stated before, all averaging is done after matrix multiplica-
tion, and CC† just serves as a shorthand for
∑
kk′ ckc
†
k′ . For convenience, we
talk of the column and row matrices of operators as operators. Furthermore,
the matrices V and V † are effectively treated as numbers (since they contain
numbers and not operators).
First, let us note that all the contractions involving C†I (t
′) and a D or a D†
operator are zero, because there are no initial correlations between the dot and
the contacts.
Second, we need to have an equal number of creation and annihilation operators
for the expectation value to be non-zero, independently of the initial state.
Therefore, all contractions between two C† operators will be zero.
Now we only have to consider contractions between C†I (t
′) and all the C(τi)
operators (i = 1, 2, 3, . . . , n). When we perform the exponentiation in (A.1),
we will obtain a sum containing 2n terms, where each term is a product of n
blocks of the form D†I(τi)V
†
I (τi)CI(τi) or C
†
I (τi)VI(τi)DI(τi). To rewrite this
time-ordered product as in (A.9), for each i we move the block of operators
D†I(τi)V
†
I (τi)CI(τi) so that it stands next to (and on the left of) DI(t)C
†
I (t
′),
and then move the operators again so that they stand in the order
DI(t)D
†
I(τi)V
†
I (τi)CI(τi)C
†
I (t
′). (A.10)
The last step contains exactly two interchanges of fermionic operators, therefore
the parity multiplier for this step is 1. Moving the blockD†I(τi)V
†
I (τi)CI(τi) from
its initial position to a position next to DI(t)C
†
I (t
′) also gives an even number
of operator interchanges, since all the operators that we need to move through
stand in blocks of D†I(τi)V
†
I (τi)CI(τi) or C
†
I (τ)VI(τ)DI(τ), and each such block
contains two fermionic operators. In the next step we separate the contraction of
CI(τi) and C
†
I (t
′) from the rest of the contour-ordered product. This procedure
is the same for each i, therefore we obtain n equal terms. Leaving out constants
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and integration for a moment, the contour-ordered product becomes:〈
TC
 n∏
j=1
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)DI(t)C†I (t′)
〉
=
〈
TC
 n∏
j=1
j 6=i
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)
×
(
D†I(τi)V
†
I (τi)CI(τi) + C
†
I (τi)VI(τi)DI(τi)
)
DI(t)C
†
I (t
′)
〉
= n
〈
TCV †I (τn)CI(τn)C†I (t′)
〉
×
〈
TC
[
n−1∏
j=1
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)]
DI(t)D
†
I(τn)
〉
(A.11)
Using this last expression, (A.1) can now be rewritten as
Gdc =n
1
i~
∞∑
n=0
1
n!
(
1
i~
)n ∫
C
dτ1 . . . dτn
〈
TC
[
D†I(τ)V
†
I (τ)CI(τ)
+ C†I (τ)VI(τ)DI(τ)
]n−1
DI(t)D
†
I(τn)
〉〈
TCV †(τn)CI(τn)C†I (t′)
〉
=
1
i~
∞∑
n=1
1
(n− 1)!
(
1
i~
)n−1 ∫
C
dτ1 . . . dτn
〈
TC
[
D†I(τ)V
†
I (τ)CI(τ)
+ C†I (τ)VI(τ)DI(τ)
]n−1
DI(t)D
†
I(τn)
〉
1
i~
〈
TCV †(τn)CI(τn)C†I (t′)
〉
,
(A.12)
where we have dropped the n = 0 term of the sum, since it gives 0.
The expression
1
i~
〈
TCCI(τn)C†I (t′)
〉
is equal to G0cc(τn, t′), since it corresponds
to a situation with H ′ = 0 (note that the operators are in the interaction picture
here, while in the definition of the full Green’s functions (4.43)–(4.46) they are
in the Heisenberg picture). From (4.43) we see that integration over the first
n − 1 variables (τ1 . . . τn−1) gives Gdd, while the last one “ties” together the
matrices in the Keldysh space in accordance with the definition (4.56). Thus
we arrive at the equation
Gdc =
∫
C
Gdd(t, τ)V†(τ)G0cc(τ, t′)dτ. (A.13)
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A.5 Expression for Gcc
According to (4.39), (4.40), and (4.44),
Gcc =
1
i~
〈
TC
∞∑
n=0
1
n!
(
1
i~
)n{∫
C
D†I(τ)V
†
I (τ)CI(τ) + C
†
I (τ)VI(τ)DI(τ)dτ
}n
CI(t)C
†
I (t
′)
〉
.
(A.14)
This time we choose the operator CI(t) as the one to be contracted with all the
other operators appearing under TC . The only non-zero contractions will be
those with C†I (t
′) and C†I (τi). Based on an argument identical to the one used
when obtaining (A.11)–(A.13), we move the block C†I (τi)VI(τi)DI(τi) so that
it stands next to (and on the left of) CI(t)C
†
I (t
′), without the need to worry
about sign change (because we always get an even number of fermionic operator
interchanges). We further arrange the operators in the order
CI(t)C
†
I (τi)VI(τi)DI(τi)C
†
I (t
′). (A.15)
Notice that this also takes an even number of interchanges. In this way can
rewrite the contour-ordered product in (A.14) similarly to the case of Gdc. An
important difference, though, is that we also have to contract CI(t) with C
†
I (t
′),
which gives G0cc(t, t′).〈
TC
 n∏
j=1
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)CI(t)C†I (t′)
〉
=
〈
TC
 n∏
j=1
j 6=i
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)
×
(
D†I(τi)V
†
I (τi)CI(τi) + C
†
I (τi)VI(τi)DI(τi)
)
CI(t)C
†
I (t
′)
〉
= n
〈
TCCI(t)C†I (τn)
〉
×
〈
TC
n−1∏
j=1
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)VI(τn)DI(τn)C†I (t′)
〉
+
〈
TCCI(t)C†I (t′)
〉〈
TC
 n∏
j=1
(
D†I(τj)V
†
I (τj)CI(τj) + C
†
I (τj)VI(τj)DI(τj)
)〉
(A.16)
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The first term of (A.16), inserted into (A.14), gives
n
1
i~
∞∑
n=0
1
n!
(
1
i~
)n ∫
C
dτ1 . . . dτn
〈
TC
[
D†I(τ)V
†
I (τ)CI(τ) + C
†
I (τ)VI(τ)DI(τ)
]n−1
× VI(τn)DI(τn)C†I (t′)
〉〈
TCCI(t)C†I (τn)
〉
, (A.17)
which is equal to ∫
C
G0cc(t, τ)V(τ)Gdc(τ, t′)dτ. (A.18)
The second term of (A.16), when inserted into (A.14), reduces to
1
i~
〈
TCCI(t)C†I (t′)
〉
=
G0cc, because, according to the explicit expressions (4.36) and (4.37) of the evo-
lution operators UI(t) and U
†
I (t),
∞∑
n=0
1
n!
(
1
i~
)n ∫
C
dτ1 . . . dτn
〈
TC
[
D†I(τ)V
†
I (τ)CI(τ) + C
†
I (τ)VI(τ)DI(τ)
]n〉
(A.19)
=
〈
TCU†I (t)UI(t)
〉
= 1. (A.20)
We now conclude
Gcc = G0cc +
∫
C
G0cc(t, τ)V(τ)Gdc(τ, t′)dτ, (A.21)
and, inserting here our previous result (A.13) forGdc, finally arrive at the desired
expression for Gcc:
Gcc(t, t′) = G0cc(t, t′) +
∫
C
∫
C
G0cc(t, τ1)V(τ1)Gdd(τ1, τ2)V†(τ2)G0cc(τ2, t′)dτ1dτ2.
(A.22)
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Appendix B
Derivation of Gkk′
B.1 Necessary components
To rewrite (4.81) more explicitly, we will need expressions of Green’s functions
specific to our model. The lesser zeroth-order Green’s function for the contact
is (according to (4.48), (4.52), (4.53), and (4.60))
G0<kk′(t, t
′) =
i
~
〈
c†k′I(t
′)ckI(t)
〉
(4.30)
=
i
~
e−
i
~ k(t−t′)δkk′
〈
c†kck
〉
=
i
~
e−
i
~ k(t−t′)δkk′f(k). (B.1)
The retarded zeroth-order Green’s function for the contact (according to (4.48),
(4.52), (4.53), and (4.58)) is
G0Rkk′(t, t
′) = − i
~
θ(t− t′)
〈
ckI(t)c
†
k′I(t
′) + c†k′I(t
′)ckI(t)
〉
(4.30)
= − i
~
θ(t− t′)e− i~ k(t−t′)
〈
ckc
†
k′ + c
†
k′ck
〉
(4.5)
= − i
~
θ(t− t′)e− i~ k(t−t′)δkk′ . (B.2)
The advanced zeroth-order Green’s function for the contact (according to (4.48),
(4.52), (4.53), and (4.59)) is
G0Akk′(t, t
′) =
i
~
θ(t′ − t)
〈
ckI(t)c
†
k′I(t
′) + c†k′I(t
′)ckI(t)
〉
(4.30)
=
i
~
θ(t′ − t)e− i~ k(t−t′)
〈
ckc
†
k′ + c
†
k′ck
〉
(4.5)
=
i
~
θ(t′ − t)e− i~ k(t−t′)δkk′ . (B.3)
The retarded Green’s function of the single-level is
GRd (t, t
′)
Eq. (40) from [37]
= − i
~
θ(t− t′)e− i~
∫ t
t′ dt˜
[
(t˜)− iΓ(t˜)2
]
. (B.4)
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The advanced Green’s function of the single-level dot is
GAd (t, t
′)
Eq. (40) from [37]
=
i
~
θ(t′ − t)e+ i~
∫ t′
t
dt˜
[
(t˜)+
iΓ(t˜)
2
]
. (B.5)
The lesser zeroth-order Green’s function of the single-level dot (according to
(4.47), (4.52), (4.53), and (4.60)) is
G0<d (t, t
′) =
i
~
〈
d†(t′)d(t)
〉 (4.31)
=
i
~
e−
i
~
∫ t
t′ dt˜(t˜)
〈
d†d
〉
=
i
~
e−
i
~
∫ t
t′ dt˜(t˜)nd, (B.6)
where nd is the initial occupation of the dot.
The retarded self-energy of the single-level dot is
ΣRd (t, t
′)
Eq. (30) from [37]
=
∑
k
V ∗k (t)G
0R
kk (t, t
′)Vk(t′)
WBL
=
∑
k
V ∗(t)G0Rkk (t, t
′)V (t′)
(B.2)
= − i
~
θ(t− t′)V ∗(t)V (t′)
∑
k
e−
i
~ k(t−t′). (B.7)
Considering the energy levels in the contact as quasi-continuous, we substitute
the summation over k by integration of the density of states ρ(k) over the
energies k (just like in Chapter 2), and view it as the definition of the density
of states: ∑
k
→
∫ +∞
−∞
ρ(k)dk. (B.8)
In the wide-band limit ρ(k) is independent of energy, ρ(k) = ρ. We can thus
rewrite (B.7):
ΣRd (t, t
′) = − i
~
θ(t− t′)ρV ∗(t)V (t′)
∫ +∞
−∞
dke
− i~ k(t−t′)
= −2piiρV ∗(t)V (t′)θ(t− t′)δ(t− t′)
≡ −iΓ(t)θ(t− t′)δ(t− t′), (B.9)
where we have defined Γ(t) = 2piρ |V (t)|2.
The advanced self-energy of the single-level dot is
ΣAd (t, t
′) =
∑
k
V ∗(t)G0Akk (t, t
′)V (t′)
(B.3)
=
i
~
θ(t′ − t)V ∗(t)V (t′)
∑
k
e−
i
~ k(t−t′)
(B.8)
=
i
~
θ(t′ − t)ρV ∗(t)V (t′)
∫ +∞
−∞
dke
− i~ k(t−t′)
=2piiρV ∗(t)V (t′)θ(t′ − t)δ(t− t′)
=iΓ(t)θ(t′ − t)δ(t− t′). (B.10)
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The lesser self-energy of the single-level dot is
Σ<d (t, t
′) =
∑
k
V ∗(t)G0<kk (t, t
′)V (t′)
(B.1)
=
i
~
V ∗(t)V (t′)
∑
k
f(k)e
− i~ k(t−t′)
(B.8)
=
i
~
ρV ∗(t)V (t′)
∫ +∞
−∞
dkf(k)e
− i~ k(t−t′)
=2piiρV ∗(t)V (t′)
∫ +∞
−∞
dω
2pi
f(~ω)e−iω(t−t
′) (B.11)
The lesser Green’s function of the single-level dot (Eq. (A4) from [37]):
G<d (t, t
′) = G0<d (t, t
′) +
∫
dt1dt2G
0<
d (t, t1)Σ
A
d (t1, t2)G
A
d (t2, t
′)
+
∫
dt1dt2G
R
d (t, t1)Σ
<
d (t1, t2)G
A
d (t2, t
′)
+
∫
dt1dt2G
R
d (t, t1)Σ
R
d (t1, t2)G
0<
d (t2, t
′)
+
∫
dt1dt2dt3dt4G
R
d (t, t1)Σ
R
d (t1, t2)G
0<
d (t2, t3)Σ
A
d (t3, t4)G
A
d (t4, t
′)
(B.12)
Inserting the previously obtained expressions (B.4)–(B.11) for the Green’s fun-
cions and self-energies of the dot in the first integral of (B.12), we obtain∫
dt1dt2G
0<
d (t, t1)Σ
A
d (t1, t2)G
A
d (t2, t
′)
= 2piiρ
(
i
~
)2 ∫ t′
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t2)θ(t2 − t1)δ(t1 − t2)
× θ(t′ − t2)nde−
i
~
∫ t
t1
dt˜(t˜)
e
+ i~
∫ t′
t2
dt˜
[
(t˜)+
iΓ(t˜)
2
]
= piiρ
(
i
~
)2 ∫ t′
t0
dt1V
∗(t1)V (t1)nde
− i~
∫ t
t1
dt˜(t˜)
e
+ i~
∫ t′
t1
dt˜
[
(t˜)+
iΓ(t˜)
2
]
= h(t′)nde−
i
~
∫ t
t′ dt˜(t˜), (B.13)
where for a more compact notation we have introduced the function h(t′):
h(t′) = ipiρ
(
i
~
)2 ∫ t′
t0
dt1 |V (t1)|2 e+
i
~
∫ t′
t1
dt˜
iΓ(t˜)
2 . (B.14)
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The second integral of (B.12) becomes∫
dt1dt2G
R
d (t, t1)Σ
<
d (t1, t2)G
A
d (t2, t
′)
= −2piiρ
(
i
~
)2 ∫ t′
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t2)θ(t− t1)θ(t′ − t2)
× e− i~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
e
+ i~
∫ t′
t2
dt˜
[
(t˜)+
iΓ(t˜)
2
] ∫ +∞
−∞
dω
2pi
f(~ω)e−iω(t1−t2)
= −2piiρ
(
i
~
)2 ∫ t
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t2)
× e− i~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
e
+ i~
∫ t′
t2
dt˜
[
(t˜)+
iΓ(t˜)
2
] ∫ +∞
−∞
dω
2pi
f(~ω)e−iω(t1−t2) (B.15)
The third integral of (B.12) becomes∫
dt1dt2G
R
d (t, t1)Σ
R
d (t1, t2)G
0<
d (t2, t
′)
= 2piiρ
(
i
~
)2 ∫ t′
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t2)θ(t− t1)θ(t1 − t2)
× δ(t1 − t2)nde−
i
~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
e−
i
~
∫ t2
t′ dt˜(t˜)
= piiρ
(
i
~
)2 ∫ t
t0
dt1V
∗(t1)V (t1)nde
− i~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
e−
i
~
∫ t1
t′ dt˜(t˜)
= h(t)nde
− i~
∫ t
t′ dt˜(t˜) (B.16)
The fourth integral of (B.12) becomes∫
dt1dt2dt3dt4G
R
d (t, t1)Σ
R
d (t1, t2)G
0<
d (t2, t3)Σ
A
d (t3, t4)G
A
d (t4, t
′)
= (2piiρ)
2
(
i
~
)3 ∫ t′
t0
dt1
∫ t′
t0
dt2
∫ t′
t0
dt3
∫ t′
t0
dt4V
∗(t1)V (t2)V ∗(t3)V (t4)
× θ(t− t1)θ(t1 − t2)δ(t1 − t2)θ(t4 − t3)δ(t3 − t4)θ(t′ − t4)
× nde−
i
~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
e−
i
~
∫ t2
t3
dt˜(t˜)e
+ i~
∫ t′
t4
dt˜
[
(t˜)+
iΓ(t˜)
2
]
= (piiρ)
2
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t1)V ∗(t2)V (t2)nde
− i~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
× e− i~
∫ t1
t2
dt˜(t˜)e
+ i~
∫ t′
t2
dt˜
[
(t˜)+
iΓ(t˜)
2
]
= −i~h(t)h(t′)nde− i~
∫ t
t′ dt˜(t˜). (B.17)
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Expressions (B.12), (B.13), (B.15), (B.16), and (B.17) together give
G<d (t, t
′) =
i
~
nde
− i~
∫ t
t′ dt˜(t˜)
(
1− i~ [h(t′) + h(t)]− ~2h(t)h(t′))
− 2piiρ
(
i
~
)2 ∫ t
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t2)e
− i~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
× e+ i~
∫ t′
t2
dt˜
[
(t˜)+
iΓ(t˜)
2
] ∫ +∞
−∞
dω
2pi
f(~ω)e−iω(t1−t2). (B.18)
Now, taking into account that
i~h(t) =
∫ t
t0
Γ(t1)
2~
exp
(
−
∫ t
t1
Γ(t˜)
2~
dt˜
)
︸ ︷︷ ︸
F (t1)
dt1 =
∫ t
t0
dF (t1)
dt1
eF (t1)
= eF (t) − eF (t0) = 1− eF (t0) = 1− exp
(
−
∫ t
t0
Γ(t˜)
2~
dt˜
)
= 1− e− 12X(t),
(B.19)
where
X(t)
def
=
∫ t
t0
Γ(t˜)
~
dt˜, (B.20)
and
1− i~h(t′)− i~h(t) + [−i~h(t)][−i~h(t′)] = [1− i~h(t)][1− i~h(t′)]
= e−
X(t)+X(t′)
2 , (B.21)
we can rewrite (B.18):
G<d (t, t
′) =
i
~
nde
− i~
∫ t
t′ dt˜(t˜)e−
X(t)+X(t′)
2
− 2piiρ
(
i
~
)2 ∫ t
t0
dt1
∫ t′
t0
dt2V
∗(t1)V (t2)e
− i~
∫ t
t1
dt˜
[
(t˜)− iΓ(t˜)2
]
× e+ i~
∫ t′
t2
dt˜
[
(t˜)+
iΓ(t˜)
2
] ∫ +∞
−∞
dω
2pi
f(~ω)e−iω(t1−t2). (B.22)
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B.2 Combining components of Gkk′
The first integral on the right-hand side of (4.81) is∫ +∞
−∞
dt1
∫ +∞
−∞
dt2G
0<
kk (t, t1)V (t1)G
A
d (t1, t2)V
∗(t2)G0Ak′k′(t2, t
′)
=
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
i
~
e−
i
~ k(t−t1)f(k)V (t1)
i
~
θ(t2 − t1)e+
i
~
∫ t2
t1
dt˜
[
(t˜)+
iΓ(t˜)
2
]
× V ∗(t2) i~θ(t
′ − t2)e− i~ k′ (t2−t′)
=
∫ t′
−∞
dt2
∫ t2
−∞
dt1
(
i
~
)3
f(k)e
− i~ k(t−t1)V (t1)e
+ i~
∫ t2
t1
dt˜
[
(t˜)+
iΓ(t˜)
2
]
V ∗(t2)e−
i
~ k′ (t2−t′).
(B.23)
For convenience, let’s introduce a function g(t′, k′ , k):
g(t′, k′ , k) =
(
i
~
)3 ∫ t′
−∞
dt2
∫ t2
−∞
dt1e
− i~ (k′ t2−kt1)V (t1)e
+ i~
∫ t2
t1
dt˜
[
(t˜)+
iΓ(t˜)
2
]
V ∗(t2).
(B.24)
Then (B.23) can be rewritten as
g(t′, k′ , k)f(k)e−
i
~ (kt−k′ t′). (B.25)
The third integral on the right-hand side of (4.81) is∫ +∞
−∞
dt1
∫ +∞
−∞
dt2G
0R
kk (t, t1)V (t1)G
R
d (t1, t2)V
∗(t2)G0<k′k′(t2, t
′)
=
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
(
− i
~
)
θ(t− t1)e− i~ k(t−t1)V (t1)
(
− i
~
)
θ(t1 − t2)
× e− i~
∫ t1
t2
dt˜
[
(t˜)− iΓ(t˜)2
]
V ∗(t2)
i
~
e−
i
~ k′ (t2−t′)f(k′)
=
∫ t
−∞
dt1
∫ t1
−∞
dt2
(
i
~
)3
f(k′)e
− i~ k(t−t1)V (t1)e
− i~
∫ t1
t2
dt˜
[
(t˜)− iΓ(t˜)2
]
V ∗(t2)e−
i
~ k′ (t2−t′)
= − g∗(t, k, k′)f(k′)e− i~ (kt−k′ t
′). (B.26)
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The second integral on the right-hand side of (4.81) is∫ t′
t0
dt1
∫ t′
t0
dt2G
0R
kk (t, t1)V (t1)G
<
d (t1, t2)V
∗(t2)G0Ak′k′(t2, t
′)
=
∫ t′
t0
dt1
∫ t′
t0
dt2
(
− i
~
)
θ(t− t1)e− i~ k(t−t1)V (t1)V ∗(t2)
(
i
~
)
θ(t′ − t2)
×e− i~ k′ (t2−t′)
(
i
~
)
nde
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2
+2piiρ
∫ t′
t0
dt1
∫ t′
t0
dt2
∫ t1
t0
dta
∫ t2
t0
dtb
∫ +∞
−∞
dω
2pi
f(ω)
(
− i
~
)
θ(t− t1)e− i~ k(t−t1)
×V (t1)
(
− i
~
)
θ(t1 − ta)e−
i
~
∫ t1
ta
dt˜
[
(t˜)− iΓ(t˜)2
]
V ∗(ta)e−iω(ta−tb)V (tb)
i
~
θ(t2 − tb)
×e+ i~
∫ t2
tb
dt˜
[
(t˜)+
iΓ(t˜)
2
]
V ∗(t2)
i
~
θ(t′ − t2)e− i~ k′ (t2−t′)
=−
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2e
− i~ k(t−t1)V (t1)V ∗(t2)e−
i
~ k′ (t2−t′)nde
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2
+2piiρ
∫ t
t0
dt1
∫ t′
t0
dt2
∫ t1
t0
dta
∫ t2
t0
dtb
∫ +∞
−∞
dω
2pi
f(ω)
(
i
~
)4
e−
i
~ k(t−t1)V (t1)
×e− i~
∫ t1
ta
dt˜
[
(t˜)− iΓ(t˜)2
]
V ∗(ta)e−iω(ta−tb)V (tb)e
+ i~
∫ t2
tb
dt˜
[
(t˜)+
iΓ(t˜)
2
]
V ∗(t2)e−
i
~ k′ (t2−t′)
=−
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2e
− i~ (k′ t2−kt1)V (t1)V ∗(t2)e−
i
~ (kt−k′ t′)nde
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2
+2piiρ
∫ +∞
−∞
dω
2pi
f(ω)
(
i
~
)4 ∫ t
t0
dt1
∫ t1
t0
dtae
− i~ k(t−t1)e−iωtaV (t1)e
− i~
∫ t1
ta
dt˜
[
(t˜)− iΓ(t˜)2
]
V ∗(ta)
×
∫ t′
t0
dt2
∫ t2
t0
dtbe
− i~ k′ (t2−t′)e+iωtbV (tb)e
+ i~
∫ t2
tb
dt˜
[
(t˜)+
iΓ(t˜)
2
]
V ∗(t2)
=−
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2e
− i~ (k′ t2−kt1)V (t1)V ∗(t2)e−
i
~ (kt−k′ t′)nde
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2
− iρ
(
~
i
)2
e−
i
~ (kt−k′ t′)
∫ +∞
−∞
dωf(ω)g(t′, k′ , ω)g∗(t, k, ω)
=−
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2e
− i~ (k′ t2−kt1)V (t1)V ∗(t2)e−
i
~ (kt−k′ t′)nde
− i~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2
+iρ~2e−
i
~ (kt−k′ t′)
∫ +∞
−∞
dωf(ω)g(t′, k′ , ω)g∗(t, k, ω) (B.27)
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Finally, (4.81) can be expressed as:
G<kk′(t, t
′) =
i
~
e−
i
~ k(t−t′)f(k)δkk′
+e−
i
~ (kt−k′ t′)
[
g(t′, k′ , k)f(k)− g∗(t, k, k′)f(k′)
+iρ~2
∫
dωf(ω)g(t′, k′ , ω)g∗(t, k, ω)
]
−e− i~ (kt−k′ t′)nd
(
i
~
)3 ∫ t
t0
dt1
∫ t′
t0
dt2e
− i~ (k′ t2−kt1)V (t1)
×V ∗(t2)e−
i
~
∫ t1
t2
dt˜(t˜)e−
X(t1)+X(t2)
2 . (B.28)
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