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Abstract
Let F be an algebraically closed field of characteristic p  0. For n  7 we classify (up to mul-
tiplication by scalar matrices) the similarity invariants of the triples (x, y, xy) ∈ SLn(F)3 such that
x2, y3 and (xy)7 are scalar, and 〈x, y〉 is an irreducible subgroup of SLn(F). Moreover, for those
triples which are rigid, we determine the isomorphism type of the projective image of 〈x, y〉, pro-
vided p > 0. This leads to the discovery of new Hurwitz groups and gives a significant contribution
to the classification of the Hurwitz subgroups of PGLn(F), n 7, which is our final goal.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A (2,3,7)-generated group is a non-trivial epimorphic image of the infinite triangle
group T (2,3,7), which admits the presentation 〈X,Y | X2 = Y 3 = (XY)7 = 1〉. Since any
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H ′ = H .
Let F be an algebraically closed field of characteristic p  0 and let Hn be a (2,3,7)-
generated subgroup of PGLn(F). From PGLn(F)′ = PSLn(F) and H ′n = Hn it follows that
Hn  PSLn(F). Thus there exist x, y ∈ SLn(F) such that x2, y3, (xy)7 are scalar and the
projective image of 〈x, y〉 is Hn. We will say that (x, y, xy) is a projective (2,3,7)-triple,
or simply a (2,3,7)-triple.
Now assume that 〈x, y〉 is an irreducible subgroup of SLn(F). Then we say that
(x, y, xy) is an irreducible triple. As observed in [7], there are two special cases of a for-
mula due to Scott [17] which provide crucial constraints for the conjugacy classes of x, y
and xy. Namely, setting dhM for the dimension of the centralizer in Matn(F) of h ∈ Matn(F),
Scott’s formula reads:
dxM + dyM + dxyM  n2 + 2. (1)
On the other hand, denoting by S the symmetric square of Fn and by dhS the dimension of
the fixed points subspace of h⊗ h acting on S, Scott’s formula takes the shape:
dxS + dyS + dxyS 
n(n+ 1)
2
+ 2. (2)
Moreover, if n(n+1)2 < d
x
S + dyS + dxyS , then either p = 2 and 〈x, y〉 fixes a non-degenerate
orthogonal form, or p = 2, n is even and 〈x, y〉 fixes a non-degenerate symplectic form.
The latter claim was stated first in [7, Lemma 4.1], but the proof in characteristic 2 was
inaccurate. In Section 2 we give a revised proof of it. We note that this inaccuracy does not
alter the results of [7]. During the preparation of this paper the authors found that a similar
correction appeared in a preprint of Vincent and Zalesski [21].
An important consequence of Scott’s formula is the following result, due to Strambach
and Völklein [18]. Namely, when 〈x, y〉 is irreducible and equality holds in (1), the triple
(x, y, xy) is rigid. This means that, if (x′, y′, x′y′) is another triple with x′, y′ and x′y′
respectively conjugate to x, y and xy, then there exists g ∈ GLn(F) which simultaneously
conjugates x to x′ and y to y′. In particular the groups 〈x, y〉 and 〈x′, y′〉 are conjugate.
It is convenient to call pre-rigid those triples for which equality holds in (1). If a pre-
rigid triple is irreducible, then it is rigid: so all the triples with the same similarity invariants
are conjugate to it. If a pre-rigid triple is not irreducible, then there is no irreducible triple
with the same similarity invariants.
If a (2,3,7)-triple satisfies (1) and (2) we say that the triple is admissible and also that
the corresponding similarity invariants are admissible.
If n  5, all admissible triples are pre-rigid. As noticed by A. Zalesski, this fact al-
lows a new approach to the classification of the (2,3,7)-generated irreducible subgroups
of PGLn(F), based on the classification of the triples. This approach gives a better under-
standing of the classical results in [13] for n = 2 and in [2] for n = 3, and made it possible
to deal with the cases n = 4 in [19] and n = 5 in [20].
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approach, for n  4. Let  ∈ F be a primitive 7th root of unity if p = 7,  = 1 if p = 7.
Moreover, let Hn denote a fixed irreducible (2,3,7)-generated subgroup of PGLn(F).
For n = 2, the admissible similarity invariants are only t2 + 1 for x, t2 + t + 1 for y and
(t − )(t − −), with  = 1,2,3, for xy. They arise from the matrices:
x2 =
(
0 −1
1 0
)
, y2, =
(
0 −
− −1
)
,  ≡ 0 (mod 7), (3)
which generate irreducible subgroups. Thus H2 is conjugate to the projective image
of 〈x2, y2,〉, for some  = 1,2,3. If p = 0, by classical results (for example, see [14,
Theorem 2.8]), H2 is isomorphic to the infinite triangle group T (2,3,7). If p > 0, by the
structure of the subgroups lattice of PSL2(pm) [6, Chapter XII] and the rigidity condition,
H2 is isomorphic to PSL2(pn2) with n2 = 1 when p ≡ 0,±1 (mod 7), n2 = 3 otherwise.
In particular the isomorphism type of H2 is determined by p.
It is worth recalling that, for any field K of characteristic p  0, the representation
hd : SL2(K) → SLd(K) (4)
arising from the action on the space of homogeneous polynomials in 2 variables of degree
d−1, is absolutely irreducible, provided d  p if p > 0. An early proof of this well-known
fact can be found in [1].
For n = 3, the admissible similarity invariants are t + 1, t2 − 1 for x, t3 − 1 for y and
either (t − 1)(t − )(t − −) with  = 1,2,3, or (t − )(t − 2)(t − 4) with  = 1,3
for xy. They arise all from the matrices:
x3 =
⎛
⎝0 0 10 −1 0
1 0 0
⎞
⎠ , y3, =
⎛
⎝ 0 0 
−
0 −1 −2−4
 4 1
⎞
⎠ ,  ≡ 0 (mod 7) (5)
(in fact  = 1,2,3 will suffice) and
x˜3, =
⎛
⎝0 1 −
 − 2 − 4
1 0 − − 2 − 4
0 0 −1
⎞
⎠ , y˜3 =
⎛
⎝1 0 20 −1 1
0 −1 0
⎞
⎠ ,  = 1,3. (6)
In particular x3y3, has similarity invariants (t − 1)(t − )(t − −), whereas x˜3,y˜3 has
similarity invariants (t − )(t − 2)(t − 4).
Let p = 2. Then 〈x3, y3,〉 = 〈h3(x2), h3(y2,4)〉 is irreducible. So one possibility is that
H3 is conjugate to 〈x3, y3,〉, for some . Clearly H3  H2, with H3 = PSL2(8). Let p = 2.
As 〈x3, y3,〉 is reducible, there is no irreducible subgroup generated by a triple with the
same similarity invariants as (x3, y3,, x3y3,).
The groups 〈x˜3,, y˜3〉 are irreducible. For p = 7 this claim follows from the fact that the
restriction of x˜3, y˜3 to any proper subspace cannot have determinant 1. And, for p = 7, it
is enough to observe that this group is conjugate to 〈x3, y3,〉. Hence the other possibility
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H3  PSL2(7) (see [5, p. 96]).
For n = 4, up to isomorphisms, the following possibilities arise.
• H4  H2 ×H2, p ≡ ±1 (mod 7);
• H4  H2;
• H4  PSL2(7), p = 2.
Moreover, in the first case, the (2,3,7)-generators of H4 can be lifted to a linear
(2,3,7)-triple which generates, in SL4(F), a group isomorphic to SL2(p) ◦ SL2(p).
To see this we first note that the admissible similarity invariants for x are either t2 − 1,
t2 − 1 or t2 + 1, t2 + 1, for y are t − 1, t3 − 1, and for xy are either (t − )(t − −)×
(t − 2)(t − −2) with  = 1,2,3, or (t − 1)(t − )(t − 2)(t − 4) with  = 1,3. If
p = 7 there is just one admissible invariant factor for xy, namely, (t − 1)4.
The various possibilities arise respectively from the matrices:
xˆ4 =
⎛
⎜⎜⎝
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
⎞
⎟⎟⎠ , yˆ4, =
⎛
⎜⎜⎝
1 0 1 1
0 1 2 + τ τ
0 0 0 −1
0 0 1 −1
⎞
⎟⎟⎠ ,  = 1,3, (7)
where τ =  + 2 + 4,
x2 ⊗ x2, y2,2 ⊗ y2,3,  = 1,2,3, p = 7, (8)
x4 =
⎛
⎜⎜⎝
0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
⎞
⎟⎟⎠ , y4, =
⎛
⎜⎜⎝
0 0 0 
0 0 −−2 −33
0 2 2 3−2
−− −−3 −2 −1
⎞
⎟⎟⎠ (9)
with  = 1,2,3, and (defining τ as above)
x˜4 =
⎛
⎜⎜⎝
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞
⎟⎟⎠ , y˜4, =
⎛
⎜⎜⎝
1 0 0 τ
0 1 0 1 + τ
0 0 0 −1
0 0 1 −1
⎞
⎟⎟⎠ ,  = 1,3. (10)
In (7) xˆ4 and xˆ4yˆ4, have similarity invariants t2 − 1, t2 − 1 and (t − 1)(t − )(t − 2)×
(t − 4); in (8) x2 ⊗ x2 and x2y2,2 ⊗ x2y2,3 have similarity invariants t2 − 1, t2 − 1
and (t − )(t − −)(t − 2)(t − −2); in (9) x4 and x4y4, have similarity invariants
t2 +1, t2 +1 and (t − )(t − −)(t − 2)(t − −2); in (10) x˜4 and x˜4y˜4 have similarity
invariants t2 + 1, t2 + 1 and (t − 1)(t − )(t − 2)(t − 4).
xˆ4 and yˆ4, have the common row eigenvector (1,0,1,0). Hence there is no irreducible
subgroup generated by a triple with the same similarity invariants.
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deduced using the fact that x2y2,2⊗x2y2,3 does not have the eigenvalue 1. Note that these
groups are (2,3,7)-generated subgroups of SL4(F). In particular, for p ≡ ±1 (mod 7),
they contain 〈−I 〉 and realize SL(p) ◦ SL2(p) as a Hurwitz group. In this case H4 is
conjugate to the projective image of 〈x2 ⊗ x2, y2,2 ⊗ y2,3〉, for some  = 1,2,3, which
is isomorphic to H2 × H2. If p ≡ ±2,±3 (mod 7) or p = 0, then H4  H2. This depends
on the fact that either y2,3 or y2,−3 is the image of y2,2 under a field automorphism. For
more details see [19].
If p  5, then 〈x4, y4,〉 = 〈h4(x2), h4(y2,2)〉 is irreducible. If p = 2, then (x4, y4,,
x4y4,) and (x2 ⊗ x2, y2,2 ⊗ y2,3, x2y2,2 ⊗ x2y2,3) have the same similarity invariants.
By the rigidity of the second triple, the two triples are conjugate. Hence the first is also
irreducible. If p = 3, the group 〈x4, y4,〉 is reducible. So, if p = 3, H4 can be conjugate to
the projective image of 〈x4, y4,〉, for some . Clearly H4  H2.
Let p = 3. As 〈x4, y4,〉 is reducible, there is no irreducible subgroup generated by a
triple with the same similarity invariants.
From [x˜4, y˜4,]4 = −I it follows that the projective image of 〈x˜4, y˜4,〉 is isomorphic
to PSL2(7). Hence 〈x˜4, y˜4,〉 realizes a 4-dimensional representation of SL2(7). This rep-
resentation is irreducible if and only if p = 2: this fact can be deduced from the ordinary
and modular character table of this group. So the last possibility is that p = 2 and H4 is
conjugate to the projective image of 〈x˜4, y˜4,〉, for some , with H4  PSL2(7).
In this paper we classify (up to multiplication by scalar matrices) all the admissible
similarity invariants of irreducible (2,3,7) triples for n = 5,6,7. Moreover, for p > 0, we
identify the isomorphism types of the subgroups generated by the rigid triples. Our final
goal, which will be accomplished in a second paper, is the complete classification of the
irreducible (2,3,7)-generated subgroups of PGLn(F) and GLn(F), n  7. Some partial
results in this direction have already been established in [23]. Our results for rigid triples
can be summarized as follows.
Let n = 5. Set n5 for the order of p modulo 35 if p = 0,5,7, and set n5 = 4 if p = 7.
The following possibilities arise (for p > 0 this has been already shown in [20]):
• H5  H2, p = 2,3;
• H5  PSL5(pn5), if p = 0,5 and n5 is odd;
• H5  PSU5(pn5), if p = 0,5 and n5 is even;
• p = 0, H5 is defined over Q(δ), where δ is a primitive 35th root of 1, and fixes a
non-degenerate Hermitian form.
For p > 0 the statement is a special case of Theorem 3.4 in [20], which is not construc-
tive. We will give explicit generators of these groups in Section 4.
Let n = 6 and assume that H6 is generated by the projective image of a rigid triple. If
p = 0,3, set n6 for the order of p modulo 9. Then the following possibilities arise:
• H6  H2 × PSL2(7), p = 0,7, H6  H2, p = 0;
• H6  H2 ×H2 = PSL2(p)× PSL2(p), p ≡ ±1 (mod 7);
• H6  H2, p = 0 or p ≡ ±2,±3 (mod 7), p = 2;
• H6  PSL2(7), p = 2,7;
• H6  PSL6(pn6) if p = 0,3 and n6 is odd;
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• p = 0, H6 is defined over Q(β), where β is a primitive 9th root of 1, and fixes a
non-degenerate Hermitian form.
Let n = 7 and assume that H7 is generated by the projective image of a rigid triple. If
p = 0,7, set n7 for the order of p modulo 49. Then the following possibilities arise:
• H7  PSL2(8), p = 2;
• H7  PSL7(pn7) if p = 0,7 and n7 is odd;
• H7  PSU7(pn7) if p = 0,7 and n7 is even;
• p = 0, H7 is defined over Q(γ ), where γ is a primitive 49th root of 1, and fixes a
non-degenerate Hermitian form.
For all these groups, including the case p = 0, we exhibit explicit generators, which are
also available as Magma libraries. All libraries which support this paper can be obtained,
at request, from the second author.
In particular our analysis produces new Hurwitz groups which, together with those
in [20,22], show that the groups discovered by Macbeath in [13] fit into a series of ana-
logous rigid groups in higher dimensions. This analogy is better understood recalling that
PSL2(q)  PSU2(q2).
We note that the identification of the above mentioned groups fixing hermitian forms in
characteristic 0 is still an open question. We can only say that for each n = 5, 6, 7 there
is just one isomorphism type of these groups. It would be very interesting to decide if
they are isomorphic to the group T (2,3,7) or there are further non-trivial relations on the
corresponding generators.
We also note that, in this paper, the constraints (1) and (2) are essentially used to obtain
positive results concerning the existence of irreducible (2,3,7)-generated subgroups in
PGLn(F), n 7. On the other hand, they can be used to obtain negative results in SLn(F),
as it was successfully done in [7] and later on in [21], in the range 4 n 31.
After the submission of this paper, we discovered the results of Plesken and Robertz
in [15], which partially overlap with ours. Their interesting approach is independent from
ours.
2. A formula for the symmetric square
Let v1, . . . , vn be a basis of V = Fn, the space of column vectors. We can identify
V ⊗F V with the space M of all n×n matrices over F, via the isomorphism induced by the
map vi ⊗ vj → vivtj for 1 i, j  n. In particular the symmetric square of V corresponds
to the subspace S of symmetric matrices and the exterior square to the subspace E of
skew-symmetric matrices with zero diagonal. Moreover, for each g ∈ GLn(F), the diagonal
action on V ⊗FV defined by vi ⊗vj → gvi ⊗gvj corresponds to the action on M given by
B → gBgt , (11)
where B ∈ M . Clearly S and E are invariant under this action.
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A → A∗ ∈ M∗, where A∗(B) = Tr(AtB).
The map A → (A∗)|S defines a homomorphism from M to S∗. The kernel of this ho-
momorphism is E . Comparing the dimensions we conclude that S∗ can be identified
with M/E .
For each g ∈ GLn(F), consider the action on S∗ = M/E , given by
A+ E → (g−1)tAg−1 + E . (12)
Using Tr(((g−1)tAg−1)tgBgt ) = Tr(AtB) we conclude that (12) is the dual of the restric-
tion to S of (11). In particular S∗ is isomorphic to M/E as an FGLn(F)-module (with
respect to the above actions).
For a subgroup H of GLn(F) we denote by dHS the dimension of the subspace of S fixed
pointwise by H in the action (11), and we denote by dˆHS the dimension of the subspace
of S∗ fixed pointwise by H in the action (12).
Lemma 1. Let n 2 and H be irreducible. Then:
(i) dHS  1, dˆHS  1 and, if p = 2, dˆHS = dHS ;
(ii) if dˆHS > 0, then dHS > 0 and H is contained in an orthogonal group;
(iii) if dˆHS = 0 and dHS = 1, then p = 2 and H is contained in the symplectic group.
In particular, if p = 2 and dˆHS + dHS > 0, then n is even.
Proof. For a fixed J ∈ M , set W = {w ∈ Fn | wtJ = 0}. Assume that hJht = J for
all h ∈ H . Clearly W is Ht -invariant. Since F is algebraically closed and H is irreducible,
also Ht is irreducible. Thus either J is the zero-matrix, or it is invertible. Let J1 and J2 be
non-zero matrices such that hJ1ht = J1 and hJ2ht = J2 for all h ∈ H . By what observed
above they are invertible. Moreover, J1J−12 centralizes H . Since H is irreducible and F is
algebraically closed, J1J−12 is a scalar matrix. Thus dHS  1.
By a similar argument, if H preserves the bilinear form f (v,w) = vtJw, i.e., htJh = J
for all h ∈ H , then either J is the zero-matrix or it is invertible. Moreover, there is at most
one such form up to scalar multiples.
If p = 2 this completes the proof of the lemma. In fact M = E ⊕ S, hence S∗ is isomor-
phic to S as an FH -module. In particular dHS = dˆHS . See also [7, Lemma 4.1].
Now assume p = 2. Let A ∈ M \E be such that, for any h ∈ H , (h−1)tAh−1 = A+Uh,
where Uh ∈ E . In this case vtUhv = 0 for all v ∈ Fn. Hence H preserves the quadratic
form QA defined by QA(v) = vtAv, which is non-zero, since A /∈ E .
We now show that A is non-symmetric. Suppose the contrary and consider the rad-
ical V0 of QA, i.e., V0 = {v ∈ V | vtAv = 0}. V0 is a subspace of V . Since H pre-
serves QA, V0 is H -invariant. On the other hand, writing A = (aij ), 1 i, j  n, we have
V0 = {α1v1 + · · · + αnvn | a11α2 + · · · + annα2n = 0}. Since F is algebraically closed1
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is possible only if a11 = a22 = · · · = ann = 0. But this gives A ∈ E , a contradiction.
Hence A is non-symmetric. In particular the corresponding bilinear form f (v,w) =
QA(v +w)−QA(v)−QA(w) = vtAw +wtAv is non-zero. Since f is preserved by H ,
it is non-degenerate, as observed at the beginning of the proof. If B ∈ M \ E is an-
other matrix such that (h−1)tBh−1 − B ∈ E for all h ∈ H , the non-degenerate bilinear
forms vtAw + vAwt and vtBw + vBwt coincide, up to a scalar multiple. This means
A − λB ∈ E , for some λ ∈ F. (See also [12, Lemma 2.10.3, p. 48].) This shows dˆHS  1.
This proves (i).
In particular we also showed that, if dˆHS > 0, then H fixes a non-degenerate quadratic
form QA and the associated non-degenerate symplectic form, i.e., (h−1)t (A + At)h =
A + At for all h ∈ H . In particular n is even and H is orthogonal. Moreover,
h(A+At)−1ht = (A+At)−1 for all h ∈ H . Thus dHS > 0, which proves (ii).
If dHS > 0, there exists a non-zero symmetric matrix J such that hJht = J for all h ∈ H .
As shown at the beginning of the proof, J is invertible, hence (h−1)tJ−1h−1 = J−1 for
all h ∈ H . The assumption dˆHS = 0 implies that J−1 ∈ E . Hence H fixes the non-degenerate
symplectic form J−1. In particular n is even and H is contained in the symplectic group.
This proves (iii). 
3. Admissible similarity invariants
For the reader’s convenience we recall here several facts already contained in [7]. For
g ∈ GLn(F) let us denote by sg the number of similarity invariants of g and by n1, . . . , nsg
their degrees. Let us assume further that n1  · · · nsg . Then, by a formula of Frobenius,
d
g
M = (2sg + 1)n− 2
sg∑
1
jnj . (13)
It follows in particular that
d
g
M  n+ s2g − sg. (14)
If ν is an eigenvalue of g, let mν denote the multiplicity of ν. Note that, if g is semisim-
ple, then dgM =
∑
m2ν where ν runs over all the eigenvalues of g in F. Moreover, for g
semisimple, sg is the highest mν .
The values of the left-hand side of (2) are afforded by the following formulas
(see [7,19]). Assume first that g is semisimple. Then
d
g
S =
m1(m1 + 1)+m−1(m−1 + 1) +
∑
mνmν−1,2
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with ν = ν−1. Next assume that g is unipotent, of prime order p. Let ki be the number
of similarity invariants of g of degree i, 1 i  p. Then, if p = 2
d
g
S =
k21 + 2k22
2
+ k1k2 + k1 + 2k22 ;
otherwise
d
g
S =
p∑
i=1
ik2i
2
+
p−1∑
i=1
p∑
j=i+1
ikikj +
p−1
2∑
i=0
k2i+1
2
.
Let x, y be as in the introduction and set z = xy. By definition, x, y, z are non-scalar
and
x2 = ρxI, y3 = ρyI, z7 = ρzI, (15)
where ρx,ρy and ρz are elements of F such that ρnx = ρny = ρnz = 1.
Lemma 2. Write n = 2a · 3b · c, where a  0, b  0 and (6, c) = 1. Let (x¯, y¯, z¯ = x¯y¯) ∈
SL(F)3 be a projective (2,3,7)-triple. Then there exists (x, y, z = xy) ∈ SL(F)3 such that
the projective images of x¯, y¯, z¯ coincide respectively with the images of x, y, z, and (15)
holds with
ρ2
a
x = 1, ρ3
b
y = 1, ρcz = 1. (16)
Proof. We define ρx¯ ∈ F, etc., in the same way as in (15). Write ρx¯ = ξ1ξ22 where ξ2
a
1 = 1
and the order of ξ2 is odd. Setting xˆ = ξ−12 x¯ we have ρ2
a
xˆ
= 1. In a similar way we may
choose a scalar multiple yˆ of y¯ such that ρ3b
yˆ
= 1. Set zˆ = xˆyˆ and write ρzˆ = ξ73 ξ74 ξ5 where
ξ2
a
3 = 1, ξ3
b
4 = 1 and the order of ξ5 divides c. Then the matrices x = ξ−13 xˆ, y = ξ−14 yˆ and
z = xy satisfy (16). 
Remark 1. Note that the matrices x, y, z constructed in the previous lemma have coprime
orders. It follows that the group 〈x, y〉 is perfect. In particular, for any composition factor
of Fn as an F〈x, y〉 module, the induced matrix representation consists of matrices of
determinant 1.
Remark 2. Let x2 = I or x2 = −I and write minx for the minimum polynomial of x
over F. By definition, minx divides t2 − 1 in the first case and t2 + 1 in the second. Since
minx cannot be linear (as x is non-scalar), we conclude that minx has degree 2. Thus
the number sx of similarity invariants of x is at least [n+12 ]. By similar considerations the
minimum polynomial of y has degree at most 3. Thus the number sy of similarity invariants
of y is at least [n+23 ].
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p Symbol Relations
p = 3 ω ω3 = 1, ω = 1
p = 5 η η5 = 1, η = 1
p = 7  7 = 1,  = 1
p = 7   = 1
p = 5,7 δ δ35 = 1, δ5 = , δ7 = η
p = 3 β β9 = 1, β3 = ω
p = 7 γ γ 49 = 1, γ 7 = 
Notation. In the following we denote by ω, η, etc., suitable elements of F satisfying the
relations given in Table 1.
3.1. PSL5(F)
By Lemma 2 we may assume x2 = I , y3 = I and z7 = ηI or z7 = I .
By Remark 2, sy  2 which, by (14), gives dyM + dzM  7 + 5 = 12. Using (1) we get
dxM  15, hence sx = 3 by Remark 2. So x has similarity invariants
t − 1, t2 − 1, t2 − 1
and dxM = 13. Again (1) gives dyM  9, hence sy = 2 by (14). Thus y has similarity invari-
ants
t2 + t + 1, t3 − 1
and dyM = 9. It follows that sz = 1 and we have to consider the following cases:
Case 1. z7 = 1.
If p = 7, the unique similarity invariant of z must be (t − 1)(t − 2)(t − −2)×
(t − 3)(t − −3), for some  = 1,2,3. Choosing a suitable root  we may assume,
without loss of generality, that  = 1. If p = 7, z has similarity invariant (t − 1)5.
Case 2. z7 = ηI , p = 5.
If p = 7, the unique similarity invariant of z is (t − δ)(t − δ6)(t − δ16)(t − δ−14)×
(t − δ−9), where (,35) = 1. Choosing a suitable root δ we may assume that  = 1.
If p = 7, z has similarity invariant (t − η)5.
3.2. PSL6(F)
By Lemma 2 we may assume x2 = ±I , y3 = I or y3 = ωI , z7 = I .
Applying (14) to x, y, z and substituting in (1) we have:
s2x − sx + s2y − sy + s2z − sz  20.
M.C. Tamburini, M. Vsemirnov / Journal of Algebra 300 (2006) 339–362 349Table 2
n = 6 Similarity invariants of x dx
M
p x2 dx
S
3A t2 + 1, t2 + 1, t2 + 1 18 = 2 −I 9
3B t2 + 1, t2 + 1, t2 + 1 18 2 I 12
4A t − 1, t − 1, t2 − 1, t2 − 1 20 any I 13
4B t + 1, t + 1, t2 − 1, t2 − 1 20 any I 13
Table 3
n = 6 Similarity invariants of y dy
M
p y3 dy
S
2A t3 − 1, t3 − 1 12 any I 7
3A t − 1, (t − 1)2, (t − 1)3 14 3 I 8
3B t − β, (t − β)(t − β4), (t − β)(t − β4)(t − β7) 14 = 3 ωI 0
Table 4
n = 6 Similarity invariants of z dz
M
p z7 dz
S
1A t6 + t5 + t4 + t3 + t2 + t + 1 6 any I 3
2A t − 1, (t − 1)5 8 7 I 5
2B t − , (t − )(t − 3)(t − −3)(t − −2)(t − 1) 8 = 7 I 2
2C t − , (t − )(t − 2)(t − −3)(t − −1)(t − 1) 8 = 7 I 3
2D t − 1, (t − 1)(t − )(t − 3)(t − −3)(t − −1) 8 = 7 I 5
Thus, by Remark 2,
3 sx  4, 2 sy  4, 1 sz  4.
In the following we assume that β and  are suitably chosen. The possibilities for x, y
and z are described below. We number the cases according to sg , g = x, y, z, and we use
subscripts to distinguish different cases with the same sg . We recall that x and y must have
determinant 1. (See Table 2.)
From dxM + dzM  18 + 6 = 24 it follows dyM  14. In particular sy  3. (See Table 3.)
From dxM + dyM  18 + 12 = 30 it follows dzM  8. In particular sz  2. Condition (13)
together with dzM  8 imply that, when sz = 2, one similarity invariant of z must be linear.
(See Table 4.)
Case 1. x2 = y3 = z7 = I .
1.1 Assume sx = 3. This case arises only when p = 2 since we are assuming x2 = I .
The condition y3 = I implies sy = 2. The various possibilities for z give rise to the
following cases:
1.1.1 (x, y, z) is of type (3B,2A,1A), p = 2, symplectic.
From dxS = 12 and dyS = 7, it follows dzS  4 in virtue of (2). The remaining possibili-
ties to be considered are:
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1.1.3 (x, y, z) is of type (3B,2A,2C), p = 2, pre-rigid, symplectic.
1.2 Assume sx = 4. Note that dxM = 20 implies dyM  12, hence sy = 2. From dyM = 12 it
follows sz = 1. The two possibilities for x give rise to two cases:
1.2.1 (x, y, z) is of type (4A,2A,1A), any p, pre-rigid, symplectic if p = 2, orthogo-
nal if p = 2.
1.2.2 (x, y, z) is of type (4B,2A,1A), any p, pre-rigid, symplectic if p = 2, orthogo-
nal if p = 2.
Case 2. x2 = −I , y3 = z7 = I , p = 2.
The only possibility for x is sx = 3.
2.1 Assume sy = 2.
2.1.1 (x, y, z) is of type (3A,2A,1A), p = 2.
2.1.2 (x, y, z) is of type (3A,2A,2B), p = 2,7, pre-rigid.
2.1.3 (x, y, z) is of type (3A,2A,2C), p = 2,7, pre-rigid.
2.1.4 (x, y, z) is of type (3A,2A,2D), p = 2,7, pre-rigid.
2.1.5 (x, y, z) is of type (3A,2A,2A), p = 7, pre-rigid.
2.2 Assume sy = 3. The only possibility is (3A,3A,1A), p = 3, pre-rigid.
Case 3. x2 = I , y3 = ωI , z7 = I , p = 3.
d
y
M = 14 implies sx = 3, hence p = 2, and sz = 1. The only possibility is that (x, y, z)
is of type (3B,3B,1A), p = 2, pre-rigid.
Case 4. x2 = −I , y3 = ωI , z7 = I , p = 2,3.
The only possibility for x is sx = 3, with dxM = 18. From sy = 3 and dyM = 14 it follows
sz = 1. This gives that (x, y, z) is of type (3A,3B,1A), p = 2,3, pre-rigid.
3.3. PSL7(F)
By Lemma 2 we may assume x2 = I , y3 = I and z7 = I or z7 = I . Applying (14) to
x, y, z and substituting in (1) we have
s2x − sx + s2y − sy + s2z − sz  30. (17)
Remark 2 gives 4  sx and 3  sy . Thus, considering the upper bound afforded by (17),
we have:
4 sx  5, 3 sy  4, 1 sz  4.
Recalling that x and y must have determinant 1, the possibilities for x, y and z are as
shown in Table 5.
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n = 7 Similarity invariants of x dx
M
p x2 dx
S
4A t + 1, t2 − 1, t2 − 1, t2 − 1 25 any I 16
5A t − 1, t − 1, t − 1, t2 − 1, t2 − 1 29 any I
Table 6
n = 7 Similarity invariants of y dy
M
p y3 dy
S
3A t − 1, t3 − 1, t3 − 1 17 any I 10
3B t2 + t + 1, t2 + t + 1, t3 − 1 19 any I 10
Table 7
n = 7 Similarity invariants of z dz
M
p z7 dz
S
1A t7 − 1 7 any I 4
2A t − 1, (t − 1)6 9 7 I 5
2B t − γ , (t − γ )(t − γ 15)(t − γ 22)(t − γ 29)(t − γ 36)(t − γ 43) 9 = 7 I 0
dxM + dzM  25 + 7 = 32 implies dyM  19. If sy = 4, the possibilities for the degrees
are n1 = 1, n2 = n3 = n4 = 2 and n1 = n2 = 1, n3 = 2, n4 = 3. In both cases dyM  21.
Hence sy = 3. (See Table 6.)
From dyM  17, d
z
M  7 it follows by (13) that dxM  27. This implies sx  4, hence the
case sx = 5 cannot occur.
Note that the previous restrictions, together with (1) and (14) imply sz  2. Thus, choos-
ing γ in a suitable way, the possibilities for z are as shown in Table 7.
Case 1. x2 = y3 = z7 = I .
1.1 (x, y, z) is of type (4A,3A,1A), p = 2 by Lemma 1, orthogonal.
1.2 (x, y, z) is of type (4A,3B,1A), p = 2 by Lemma 1, pre-rigid, orthogonal.
The types (4A,3A,2A) and (4A,3B,2A) do not occur since dxS + dyS + dzS = 16 + 10 +
5 = 31 > 28 + 2.
Case 2. x2 = y3 = I , z7 = I , p = 7.
We have that (x, y, z) is of type (4A,3A,2B), p = 7, pre-rigid.
4. Full analysis of PSL5(F)
x has similarity invariants t − 1, t2 − 1, t2 − 1 and y has similarity invariants t2 + t + 1,
t3 − 1.
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We may assume that the unique similarity invariant of z is (t − 1)(t − 2)(t − −2)×
(t − 3)(t − −3) if p = 7, and (t − 1)5 if p = 7. As shown in [20] the corresponding
groups arise from the action of H2 on the homogeneous polynomials of degree 4 in two
variables. They are irreducible provided p = 2,3.
Case 2 (pre-rigid). Here p = 5.
If p = 7 we have that the unique similarity invariant of z is (t − δ)(t − δ6)(t − δ16)×
(t − δ−14)(t − δ−9). If p = 7, z has similarity invariant (t − η)5.
Let p = 7. This case corresponds to the group generated by:
x =
⎛
⎜⎜⎜⎜⎝
0 1 0 0 r1
1 0 0 0 −r1
0 0 0 1 r2
0 0 1 0 −r2
0 0 0 0 1
⎞
⎟⎟⎟⎟⎠ , y =
⎛
⎜⎜⎜⎜⎝
1 0 r3 0 r4
0 0 −1 0 0
0 1 −1 0 0
0 0 0 0 −1
0 0 0 1 −1
⎞
⎟⎟⎟⎟⎠ ,
where
r1 = 2δ23 − δ20 − δ19 + 2δ18 − δ17 + 2δ16 − δ15 − δ14 + δ13 − 2δ12 + δ11 − δ10 + δ9
+ δ8 − δ7 + δ6 − 2δ5 + δ4 + δ3 + δ − 1,
r2 = −δ23 + δ19 − δ18 − δ16 + δ14 − δ13 + δ12 − δ8 + δ7 − δ6 + δ5 − δ3 − δ,
r3 = δ17 − δ11 + δ10 − δ4 + δ3 + 1,
r4 = −δ21 + δ20 + δ17 + δ15 − δ14 + δ13 − δ11 + δ10 + δ8 − δ4 + δ3.
If p = 7, the generators are obtained from x, y as above, setting:
r1 = −1 + 3η + η2 − 2η3 − 2η4,
r2 = 1 − 3η + 2η2 + 2η3 + 2η4,
r3 = −1 + 3η − 2η2 − 2η3 + 3η4,
r4 = −2 + 3η2 − 2η3.
When p > 0, the isomorphism types of these groups are described in [20] using the
knowledge of the subgroups of PSL5(F). Namely, let n5 be the order of p modulo 35 if
p = 5,7 and let n5 = 4 if p = 7. Then H  PSL5(pn5), if n5 is odd, H  PSU5(pn5), if
n5 is even.
When p = 0, by a direct computation we have that 〈x, y〉 fixes a Hermitian form. To
save space we do not reproduce it here, however it is available as a Magma library.
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In this paper we will study only the pre-rigid cases. The remaining cases that are not
pre-rigid will be the subject of another paper.
Cases 1.1 and 2.1. They can be considered together. The similarity invariants of x and y
must be respectively: t2 + 1, t2 + 1, t2 + 1 and t3 − 1, t3 − 1.
Cases 1.1.2 and 2.1.2. Here p = 7. We may assume that the similarity invariants of z are
t − , (t − )(t − 3)(t − −3)(t − −2)(t − 1).
The groups in these cases arise from the action of SL2(F) × SL3(F) on F2 ⊗ F3 given
by (a, b) → a ⊗ b. As a matter of fact, noting that x2y2,2 in (3) has eigenvalues 2, −2
and x˜3,3y˜3 in (6) has eigenvalues 3, 5, 6, it is easy to check that if we take
x = x2 ⊗ x˜3,3, y = y2,2 ⊗ y˜3
then the triple (x, y, xy) belongs to these cases. Let U be a proper (irreducible) compo-
sition factor of F6 as an F〈x, y〉-module such that the induced action z|U has  as an
eigenvalue. The analysis of the admissible (2,3,7) irreducible triples for n 5 shows that
z|U cannot have a double eigenvalue. On the other hand, the remaining eigenvalues are in
{1, 3, −3, −2}. Hence the determinant of z|U cannot be 1, a contradiction with respect
to Remark 1. Therefore 〈x, y〉 is irreducible.
In the above action, 〈x, y〉 can be identified with the subdirect product of 〈x2, y2,2〉 ×
PSL2(7) generated by 〈(x2, x˜3,3), (y2,2, y˜3)〉. Noting that, for p = 0,7, the simple groups
H2  PSL2(pn2) and PSL2(7) are non-isomorphic, it is easy to deduce that the projec-
tive image of 〈x, y〉 is isomorphic to H2 × PSL2(7). If p = 0, then the map x2 → x˜3,3,
y2,2 → y˜3 induces an epimorphism from H2 to PSL2(7). Hence the projective image
of 〈x, y〉 is isomorphic to H2.
Cases 1.1.3 and 2.1.3. Here p = 7. We may assume that the similarity invariants of z are
t − , (t − )(t − 2)(t − −3)(t − −1)(t − 1).
Take, for example,
x =
(
x2
x˜4
)
, y =
(
y2,1
y˜4,1
)
.
Noting that x˜4y˜4,1 has eigenvalues 1, , 2, 4 it follows easily that the triple (x, y, xy)
belongs to these cases. Since 〈x, y〉 is reducible, these cases do not give any irreducible
group.
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t − 1, (t − 1)(t − )(t − 3)(t − −3)(t − −1).
The groups in these cases arise from the action of SL2(F) × SL3(F) on F2 ⊗ F3 given by
(a, b) → a ⊗ b. In fact, take
x = x3 ⊗ x2, y = y3,4 ⊗ y2,3.
Noting that x3y3,4 in (5) has eigenvalues 1, 3, −3, it is easy to see that the triple (x, y, xy)
belongs to this case. We show that 〈x, y〉 is irreducible. Since p = 2, the eigenvalues of x
are i and −i, of multiplicity 3 each. By Remark 1, the induced action of x on any (irre-
ducible) composition factor must have determinant 1, hence the only possibilities for the
dimensions of these composition factors are 2,2,2 or 2,4 or 6. On the other hand, using
the classification of the irreducible (2,3,7) triples in dimensions 2 and 4, and noting that
extra scalar multiples can be only powers of i, we see that in the first two cases xy cannot
have the eigenvalue 1 with multiplicity 2. This shows that 〈x, y〉 is irreducible.
Noting that the projective image of 〈x, y〉 coincides with the projective image of the
group 〈h3(x2) ⊗ x2, h3(y2,2) ⊗ y2,3〉 we have that H6  H2 × H2 if p ≡ ±1 (mod 7),
H6  H2 if p = 0 or p ≡ ±2,±3 (mod 7), p = 2.
Case 2.1.5. Here p = 7 and the similarity invariants for z are t − 1, (t − 1)5. Consider the
matrices
x =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 0 0 0 1
1 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
−1 −1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 −3
0 0 0 1 2 3
0 0 −1 −1 −1 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
and z = xy. A direct check shows that the triple (x, y, z) has the required similarity invari-
ants. The group 〈x, y〉 is not irreducible as it has a two-dimensional invariant subspace.
Hence there is no irreducible H6 in this case.
Case 1.2. The similarity invariants of y and z must be respectively: t3 − 1, t3 − 1 and
t6 + t5 + t4 + t3 + t2 + t + 1.
Case 1.2.1. Assume that the similarity invariants of x are t − 1, t − 1, t2 − 1, t2 − 1.
Consider the doubly transitive action of PSL2(7)  SL3(2) on the 7 points of the Fano
plane. In the corresponding linear representation the elements of order 2,3,7 have respec-
tive similarity invariants t − 1, t − 1, t − 1, t2 − 1, t2 − 1; t − 1, t3 − 1, t3 − 1; t7 − 1.
Clearly the vector (1,1,1,1,1,1,1)t is fixed, and the elements of order 2,3,7 acting on
the quotient module have the desired similarity invariants. It is well known that the action
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irreducible also for p = 3, but not for p = 2,7.
We conclude that, if p = 2,7, one possibility is that H6 is conjugate to 〈x, y〉 
PSL2(7). On the other hand, if p = 2 or p = 7, this case does correspond to any irreducible
group.
Case 1.2.2. Assume that the similarity invariants of x are t + 1, t + 1, t2 − 1, t2 − 1. This
case does not give any irreducible H , since it includes reducible groups. Take, for example,
x =
(
x˜3,1
x˜3,3
)
, y =
(
y˜3
y˜3
)
.
Noting that the eigenvalues of x˜3,1y˜3 are , 2, 4, whereas the eigenvalues of x˜3,3y˜3 are
3, 5, 6 it is easy to see that the triple (x, y, xy) belongs to this case.
Case 2.2. Here p = 3. The similarity invariants of x are t2 +1, t2 +1, t2 +1, those of y are
t − 1, (t − 1)2, (t − 1)3 and z has the unique invariant factor t6 + t5 + t4 + t3 + t2 + t + 1.
This case does not give any irreducible group. In fact, if we take
x =
(
x2
x4
)
, y =
(
y2,3
y4,1
)
the triple (x, y, xy) belongs to this case.
Cases 3 and 4. These cases can be considered simultaneously. Here p = 3. The similarity
invariants of x are t2 + 1, t2 + 1, t2 + 1, those of y are (t − β), (t − β)(t − β4), (t − β)×
(t −β4)(t −β7). z has a unique similarity invariant, namely t6 + t5 + t4 + t3 + t2 + t + 1.
Consider
x =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
β 0 0 0 1 1
0 β 0 r1 r2 0
0 0 β r3 r4 r5
0 0 0 β4 0 0
0 0 0 0 β4 0
0 0 0 0 0 β7
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (18)
where
r1 = β5 + β
4 − β3 − β − 2
3
, r2 = 2β
5 + β3 + β2 + 2
3
, r3 = β
3 − 2β2 + β
3
,
r4 = β3 + 2β
5 − 2β4 − β2 + 1
3
, r5 = −2β
5 − β3 − β2 + 1
3
. (19)
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Proof. Assume, by contradiction, that U is a proper 〈x, y〉-invariant subspace of V = F6.
In order that y|U has determinant 1 (see Remark 1), it must have eigenvalues either β,β,β7
or β,β4, β4. In particular U has dimension 3 and is irreducible. Moreover, U contains a
2-dimensional eigenspace U0 of y. It follows that U0 ∩xU0 is a non-trivial 〈x, y〉-invariant
subspace of U , a contradiction. 
In order to identify the groups 〈x, y〉 we need some preliminary results.
Lemma 4. Let n1, n2 > 1 and let (x′, y′, x′y′) ∈ GLn1(F)3, (x′′, y′′, x′′y′′) ∈ GLn2(F)3
be such that (x′ ⊗ x′′, y′ ⊗ y′′, x′y′ ⊗ x′′y′′) is an irreducible (2,3,7) projective triple
in GLn1(F) ⊗ GLn2  GLn1n2(F). Then (x′, y′, x′y′) and (x′′, y′′, x′′y′′) are irreducible
(2,3,7) projective triples in GLn1(F) and GLn2(F), respectively.
Proof. Assume that U  Fn1 is a proper 〈x′, y′〉-invariant space. Then U ⊗ Fn1 would be
〈x′ ⊗ x′′, y′ ⊗ y′′〉-invariant, a contradiction. Hence, (x′, y′, x′y′) is an irreducible triple.
In a similar way, (x′′, y′′, x′′y′′) is also irreducible.
We have (x′)2 ⊗ (x′′)2 = ρxIn1n2 , (y′)3 ⊗ (y′′)3 = ρyIn1n2 , (x′y′)7 ⊗ (x′′y′′)7 =
ρxyIn1n2 . But a ⊗ b can be scalar if and only if both a and b are scalar matrices. Thus,
(x′)2 = ρx′In1 , (y′)3 = ρy′In1 , (x′y′)7 = ρx′y′In1 , and (x′′)2 = ρx′′In2 , (y′′)3 = ρy′′In2 ,
(x′′y′′)7 = ρx′′y′′In2 . By irreducibility, (x′, y′, x′y′) and (x′′, y′′, x′′y′′) are not scalar, hence
they are (2,3,7) projective triples. 
We also need an information about Schur multipliers of finite simple groups. We quote
from [12, p. 173]. A central extension of a finite simple group S is a group E satisfying
E/Z(E)  S. A central extension of S which is perfect is called a covering group of S.
It was shown by Schur [16] that all covering groups are finite and there is a unique cov-
ering group of maximal order, called the full covering group of S. The Schur multiplier
of S is the center Z(E) of its full covering group E. Further discussion on Schur multi-
pliers of simple groups can be found in [4, Section 4], [8, §4.15] and [12, Theorem 5.1.4,
Table 5.1.D]. In particular, the orders of Schur multipliers can be read from [12, Theo-
rem 5.1.4, Table 5.1.D] or from the ATLAS [4].
Lemma 5. Let G be a finite perfect group, Z be a subgroup of its center, and assume that
G/Z = NS where N is a normal nilpotent subgroup and S is a non-abelian simple group.
Let r be a prime which does not divide the order of the Schur multiplier of S. Then, if
(r, |N |) = 1 also (r, |Z|) = 1.
Proof. Suppose, by contradiction, that (r, |N |) = 1 and that Z has a non-trivial r-Sylow
subgroup Zr . Let S¯ be the full preimage of S in G. From S¯/Z = S and the assumption that
r does not divide the Schur multiplier of S, we obtain that Zr  S¯′. On the other hand,
S¯/Z = S = S′ = (S¯/Z)′ = (ZS¯′)/Z
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central in N¯ and N¯/Z = N is nilpotent. Moreover, Zr is an r-Sylow subgroup of N¯ , since
(r, |N |) = 1. Thus N¯ = Zr × N0, where N0 is characteristic in N¯ . But N¯ is normal in G,
as N is normal in NS. It follows that N0 is normal in G. In particular N0S¯′ is a subgroup
of G. From
G = N¯ S¯ = ZrN0ZS¯′ = ZN0S¯′
we see that the subgroup N0S¯′ is normal and that G/(N0S¯′) is abelian. So G′  N0S¯′
which gives G = N0S¯′ by the assumption that G is perfect. Since the order of N0 is not
divisible by r , S¯′ contains an r-Sylow subgroup R of G. But Zr is central, so it is contained
in all r-Sylow subgroups of G. Hence Zr R, in contrast with Zr  S¯′. 
Theorem 6. Let p = 0,3 and let n6 be the order of p modulo 9. Then the projective image
H of 〈x, y〉, with x, y as in (18) and (19), is isomorphic to the following groups:
• PSL6(pn6) if n6 is odd;
• PSU6(pn6) if n6 is even.
Proof. Let n6 be as in the statement. Clearly GF(pn6) = GF(p)(β) is the smallest subfield
of F which contains β . In particular 〈x, y〉  SL6(pn6). Thus, either H = PSL6(pn6) or
H M , where M is a maximal subgroup of PSL6(pn6). In particular, as H is perfect, we
have H M ′. Let M¯ be the preimage of M in SL6(pn6). By our choice of x and y, the
group 〈x, y〉 is also perfect. Thus 〈x, y〉 M¯ ′.
We refer to the list of maximal subgroups of PSL6(pn6) given in [11]. Assume H M ′,
for some M . Clearly M /∈ C1 since the groups belonging to this class are not irreducible.
Assume M ∈ C3. We note that, if g ∈ GLm(qr) has the eigenvalue λ, then the image of g in
GLmr(q) has the eigenvalues λ,λq, . . . , λq
r−1
. Consideration of the eigenvalues of y and
their respective multiplicities 3,2,1, allows easily to conclude that y cannot belong to M ′.
Thus M /∈ C3.
Now, suppose M ∈ C2 and let B be the base subgroup of M , i.e., the kernel of the
imprimitive action of M . Since M/B has order not divisible by 7, H should be contained
in B , which is reducible, a contradiction.
Assume that M ∈ C4. By Lemma 4 and by the classification of irreducible (2,3,7)
projective triples in dimensions 2 and 3, we would have y = y′ ⊗ y′′, where y′ is conjugate
to ρ′ · diag(ω,ω−1), y′′ is conjugate to ρ′′ · diag(1,ω,ω−1). But this is impossible in view
of the similarity invariants of y. Thus, M /∈ C4.
We claim that 〈x, y〉 cannot be conjugate to a subgroup of SL6(q) for q < pn6 . This
follows from the fact that t−β is a similarity invariant of z and from the theory of canonical
forms of matrices (see, for example, [9, Theorem 11.16, p. 179 and Remark 2, p. 180]).
Therefore M /∈ C5 by our definition of pn6 .
Assume that M ∈ C8. Let J be a non-degenerate symmetric or antisymmetric matrix
such that gtJg = ρgJ , with ρg ∈ F, for every g ∈ 〈x, y〉. Then the map g → ρg is a homo-
morphism from the perfect group 〈x, y〉 to the abelian group F∗. It follows that ρg = 1 for
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that M can only be U6(pn6). This case can occur only if n6 is even.
Finally assume that M ∈ S . Then M ′ has order is divisible by 7 only if it coincides with
one of the following: A7, PSU4(9), and PSL3(q) for some q . These groups themselves
are not Hurwitz, except PSL3(2). The isomorphism types of (2,3,7)-generated subgroups
of PSL3(q) were determined by Cohen [2]. For A7 and PSU4(9), we inspect their maximal
subgroups. In all these cases, H should be isomorphic either to PSL2(pn2) or to PSL2(7).
But the orders of Schur multiplier of these groups equal 2 (see [4] or [12, Theorem 5.1.4],
for example). Since 〈x, y〉 is perfect, contains the center Z of SL6(F), and H = 〈x,y〉Z , the
assumption M ∈ S or M ∈ C3 leads to a contradiction.
Thus we are left with the following possibilities: either H = PSL6(pn6) or H 
PSU6(pn6). In particular, if n6 is odd, only the first alternative can hold.
So let us consider the case n6 even. We claim that 〈x, y〉  SU6(pn6). In fact let
σ be the Frobenius automorphism of GLn(F) defined by (gi,j ) → (gp
n6/2
j,i )
−1
, so that
U6(pn6) = CGLn(F)(σ ). Moreover, let Cx , Cy and Cxy be the conjugacy classes of x, y and
xy in GLn(F). Then each of these classes intersects SU6(pn6) non-trivially. To see this we
note that x and any conjugate of y which is diagonal are unitary with respect to the identity
matrix. On the other hand, recalling that SU2(pn6) is conjugate to SL2(pn6/2), it is easy to
see that a conjugate of xy of the form diag(, −1, 2, −2, 3, −3) is unitary with respect
to the block-diagonal matrix diag(J, J, J ) where J is an appropriate non-degenerate Her-
mitian 2 × 2 matrix. Applying Theorem 2.6 in [20], we conclude that 〈x, y〉 SU6(pn6).
It remains to exclude that it is contained in a maximal subgroup. The only maximal sub-
groups of SU6(pn6) which are not of the same type of those considered above are M22 and
PSU3(q2) for some values of q . We exclude the latter case by further application of the re-
sult by Cohen [2] and by the inspection of Schur multipliers for PSL2(q) as above. M22 is
not a Hurwitz group by [3]. Consideration of the maximal subgroups of M22 (see [4])
gives only one new Hurwitz group, namely 23 : PSL3(2). Applying Lemma 5 we exclude
this possibility, too. Thus, H = PSU6(pn6). 
When p = 0, by a direct computation we have that 〈x, y〉 fixes a Hermitian form. This
form is available as a Magma library.
6. Rigid cases of PSL7(F)
Case 1.2. The similarity invariants must be:
t + 1, t2 − 1, t2 − 1, t2 − 1 for x,
t2 + t + 1, t2 + t + 1, t3 − 1 for y,
and
t7 − 1 for z.
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x =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 1
0 1 0 0 1 1 −1
0 0 0 1 0 0 −1
0 0 1 0 0 0 −1
0 0 0 0 −1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0 0
0 0 1 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 1 0 −1
0 0 0 0 0 1 −1
0 0 0 1 0 0 −1
1 1 1 1 1 1 −2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then x, y and z have the required similarity invariants and satisfy the further relation:
(z3xz5xz3x)2 = 1. By a result of Burnside, see [5, p. 97], the group 〈x, y〉 is isomorphic to
PSL2(8).
Using the tables of ordinary [4] and modular [10] characters of PSL2(8) we see that for
p = 2 the dimension of any non-trivial irreducible representation of PSL2(8) is at least 7.
If 〈x, y〉 is reducible, any composition factor of F7 as an 〈x, y〉-module is trivial. But, for
p = 2, this is impossible as x is not unipotent. Thus 〈x, y〉 is irreducible, whenever p = 2.
A direct check shows that 〈x, y〉 is reducible for p = 2. We conclude that, if p = 2, one
possibility is that H7 is conjugate to 〈x, y〉  PSL2(8); if p = 2, this case does not give
any irreducible H7.
Case 2. We can assume that the similarity invariants are:
t + 1, t2 − 1, t2 − 1, t2 − 1 for x;
t − 1, t3 − 1, t3 − 1 for y
and
t − γ, (t − γ )(t − γ 15)(t − γ 22)(t − γ 29)(t − γ 36)(t − γ 43) for z.
Define
x =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 r1 r2 r3 r4
0 1 0 r5 r6 r7 r8
0 0 1 r9 r10 r11 r12
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1
0 0 0 1 0 −1 0
0 0 0 0 1 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
(20)
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r1 = 2γ 41 + γ 40 + γ 39 + γ 38 + γ 37 + γ 36 + γ 35 + 3γ 34 + γ 33 + γ 32 + γ 31 + γ 30
+ γ 29 + γ 28 + 3γ 27 + γ 26 + γ 25 + γ 24 + γ 23 + γ 22 + γ 21 + 3γ 20 + γ 19 + γ 18
+ γ 17 + γ 16 + γ 15 + γ 14 + 3γ 13 + γ 12 + γ 11 + γ 10 + γ 9 + 2γ 6 − γ − 1,
r2 = −γ 41 + γ 36 + 2γ 35 + 2γ 34 + γ 33 + γ 32 + γ 31 + γ 30 + 2γ 29 + 3γ 28 + 3γ 27
+ γ 26 + γ 25 + γ 24 + γ 23 + 2γ 22 + 3γ 21 + 3γ 20 + γ 19 + 2γ 18 + γ 17 + 2γ 16
+ 3γ 15 + 4γ 14 + 4γ 13 + 2γ 12 + 3γ 11 + 3γ 10 + 5γ 9 + 4γ 8 + 4γ 7 + 4γ 6
+ 2γ 5 + 3γ 4 + 2γ 3 + 4γ 2 + γ + 2,
r3 = −γ 41 − γ 34 − γ 27 − γ 20 − γ 13 − γ 6,
r4 = γ 41 + γ 37 + γ 36 + γ 35 − γ 34 + γ 30 + γ 29 + γ 28 − 2γ 27 + γ 23 + γ 22 + γ 21
− 2γ 20 + γ 19 − γ 18 + γ 17 + γ 16 + γ 15 + γ 14 − 2γ 13 + γ 12 + 2γ 10 − γ 9
+ γ 7 − 2γ 6 + γ 5 − γ 4 + 2γ 3 − 3γ 2 + γ − 1,
r5 = 17
(−6γ 41 + γ 40 + γ 39 + γ 38 + γ 37 + γ 36 + γ 35 − 5γ 34 + 2γ 33 + 2γ 32 + 2γ 31
+ 2γ 30 + 2γ 29 + 2γ 28 − 4γ 27 + 3γ 26 + 3γ 25 + 3γ 24 + 3γ 23 + 3γ 22 + 3γ 21
− 3γ 20 + 4γ 19 + 4γ 18 + 4γ 17 + 4γ 16 + 4γ 15 + 4γ 14 − 2γ 13 + 5γ 12 + 5γ 11
+ 5γ 10 + 5γ 9 + 5γ 8 + 5γ 7 − γ 6 + 6γ 5 + 6γ 4 + 6γ 3 + 6γ 2 + 6γ + 6),
r6 = −γ 41 − γ 40 − γ 39 − γ 38 − γ 37 − γ 36 − γ 35 − 2γ 34 − γ 33 − γ 32 − γ 31 − γ 30
− γ 29 − γ 28 − 2γ 27 − γ 26 − γ 25 − γ 24 − γ 23 − γ 22 − γ 21 − 2γ 20 − γ 19 − γ 18
− γ 17 − γ 16 − γ 15 − γ 14 − 2γ 13 − γ 12 − γ 11 − γ 10 − γ 9 − γ 8 − γ 6 + γ,
r7 = 0,
r8 = −γ 41 + γ 8 + 1,
r9 = γ 41 + γ 34 + γ 27 + γ 20 + γ 13 + γ 6,
r10 = −γ 35 + γ 34 − γ 28 + 2γ 27 − γ 26 − γ 21 + 2γ 20 − γ 19 + γ 18 − γ 17 − γ 14
+ 2γ 13 − γ 12 + γ 11 − 2γ 10 + γ 9 − γ 7 + 2γ 6 − γ 5 + γ 4 − 2γ 3 + 2γ 2 − 2γ + 1,
r11 = −γ 41 − γ 34 − γ 27 − γ 20 − γ 13 − γ 6 + γ,
r12 = −γ 36 + 2γ 35 − γ 34 − γ 29 + 3γ 28 − 3γ 27 + γ 26 − γ 22 + 3γ 21 − 3γ 20 + 2γ 19
− 2γ 18 + γ 17 − γ 15 + 3γ 14 − 3γ 13 + 2γ 12 − 3γ 11 + 3γ 10 − γ 9 − γ 8 + 3γ 7
− 3γ 6 + 2γ 5 − 3γ 4 + 4γ 3 − 4γ 2 + 3γ − 1.
Then x, y and xy have the required similarity invariants.
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mial matrices. Then the elements of M7 ∩ SL7(F) which have order 49 belong to the
diagonal subgroup (F∗)7.
Proof. Let g ∈ M7 ∩ SL7(F) have order 49. Suppose that g is not diagonal, and
write g = dσ , where d = diag(d1, d2, . . . , d7) is a diagonal matrix and σ is a permutation
matrix = I . Clearly σ has order 7 and determinant 1. Thus also d has determinant 1. Now
g7 = ρI is a scalar matrix, with ρ = d1d2 · · ·d7 = detd = 1. But this is a contradiction
with respect to the assumption that g has order 49. 
Theorem 8. Let p = 0,7 and let n7 be the order of p modulo 49. Then the projective image
H of 〈x, y〉, where x and y are defined by (20) and r1, . . . , r12 as above, is isomorphic to
the following groups:
• PSL7(pn7) if n7 is odd;
• PSU7(pn7) if n7 is even.
Proof. The group 〈x, y〉 is irreducible. In fact, let U be a non-zero 〈x, y〉-invariant sub-
space of V = F7. In order that the restriction to U of (xy)7 = I has determinant 1, U must
have dimension 7.
Let n7 be as in the statement. Clearly Fpn7 = Fp(γ ) is the smallest subfield of F which
contains γ . In particular 〈x, y〉 SL7(pn7).
Thus, either H = PSL7(pn7) or H  M ′, where M is a maximal subgroup of
PSL7(pn7). We refer to the list of the maximal subgroups of PSL7(pn7) given in [11]
and argue as in the proof of Theorem 6. Assume H M ′, for some M . Clearly M /∈ C1,
since the groups belonging to this class are not irreducible. The case M ∈ C3 does not need
to be considered since 7 is a prime.
Suppose M ∈ C2. Then M is the projective image of the monomial subgroup of SL7(q).
By the previous lemma, z is a diagonal matrix, i.e., z belongs to the kernel B of the
imprimitive action. It follows that also 〈x, y〉 B , i.e., consists of diagonal matrices, a con-
tradiction.
We claim that 〈x, y〉 cannot be conjugate to a subgroup of SL7(q) for q < pn7 . This
follows from the fact that t − γ is a similarity invariant of z by the same reasons as in the
proof of Theorem 6. Therefore M /∈ C5 by our definition of n7.
Assume that M ∈ C8. By similar reasons as those given in Theorem 6, H cannot be
symplectic or orthogonal. More precisely, the scalar matrix (xy)7 of order 7 cannot fix any
non-degenerate symmetric or antisymmetric matrix.
The only M ∈ S is PSU3(9). If H M , then H could only be isomorphic to PSL2(7).
But the Schur multiplier of PSL2(7) has order 2 (see [4], for example), while 〈x, y〉 con-
tains the central element (xy)7 of order 7, a contradiction.
Thus we are left with the following possibilities: either H = PSL7(pn7) or H 
PSU7(pn7). In particular, if n7 is odd, only the first alternative can hold.
So let us consider the case n7 even. We claim that 〈x, y〉 SU7(pn7). To this purpose,
as in Theorem 6 it is enough to show that each of the classes Cx , Cy , and Cxy intersects
SU7(pn7) non-trivially. In fact x and any diagonal conjugate of xy are unitary with re-
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with respect to the identity matrix. As in Theorem 6 we conclude that 〈x, y〉 fixes a non-
degenerate Hermitian form, hence H  PSU7(pn7). We deal with the classes C1, C2, C3,
C5, and S in the same way as above. The new group is 72.SL2(7) ∈ C6. But it contains no
Hurwitz subgroup as one can easily deduce from the fact that the only involution in SL2(7)
is the central one. 
When p = 0, by a direct but lengthy computation we also have that 〈x, y〉 fixes a Her-
mitian form.
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