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Abstract
In this paper it is established that all two-dimensional polynomial automorphisms over a regular ring R
are stably tame. This results from the main theorem of this paper, which asserts that an automorphism in
any dimension n is stably tame if said condition holds point-wise over Spec R. A key element in the proof
is a theorem which yields the following corollary: over an Artinian ring A all two-dimensional polynomial
automorphisms having Jacobian determinant one are stably tame, and are tame if A is aQ-algebra. Another
crucial ingredient, of interest in itself, is that stable tameness is a local property: if an automorphism is
locally tame, then it is stably tame.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The famous theorem of Jung [6] and Van der Kulk [16] asserts that all two-dimensional
polynomial automorphisms over a field are tame (see Section 2 for the definition of tameness and
other terminology). Jung proved this for fields of characteristic zero and Van der Kulk generalized
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it to arbitrary characteristic. It is well-known that this fails to be true over a domain R which is
not a field. A standard example of a non-tame automorphism is
X + a(aY + X2), Y − 2X (aY + X2)− a(aY + X2)2

,
where a is any non-zero non-unit in R. For R = k[T ] and a = T , k a field, this is the famous
example of Nagata [8], which he conjectured to be non-tame as a 3-dimensional automorphism
over k. Shestakov and Umirbaev [10] finally proved Nagata’s conjecture.1 Meanwhile it had been
shown by Smith [12] and Wright (unpublished) that Nagata’s example is stably tame, in fact tame
with the addition of one more variable.2 The matter of stable tameness is one of intrigue because
no example has been produced (to the authors’ knowledge) of a polynomial automorphism over
a domain which cannot be shown to be stably tame.
The remarkable result of Umirbaev and Shestakov mentioned above actually asserts that an
automorphism in three variables T, X, Y over a field k which fixes T is tame (if and) only if it is
tame as an automorphism over k[T ]. As there are known to be many non-tame two-dimensional
automorphisms over k[T ], this establishes the existence of many non-tame three-dimensional
automorphisms over k. However, it will follow from the main result of this paper (Corollary 4.9)
that all three-dimensional automorphisms of this type are stably tame over k.
The main result of this paper is Theorem 4.10 (Main Theorem), which asserts that all two-
dimensional polynomial automorphisms over a regular ring are stably tame. It is proved by a
somewhat delicate argument for which Theorem 4.1 plays an essential role. The latter result
yields the consequence that all two-dimensional automorphisms over an Artinian ring A are
stably tame, Theorem 4.3. Moreover, they are actually tame in the case A is a Q-algebra. The
latter statement can be viewed as a generalization of Jung’s Theorem, and it yields a stronger
version of the Main Theorem for the case of a Dedekind Q-algebra (Theorem 4.6). Another
keystone in the proof of the Main Theorem is Theorem 4.14, which reveals stable tameness to be
a local property.
Also used in the proof of the Main Theorem are the Jung–Van der Kulk Theorem, a number of
technical results, and a theorem of Suslin, all of which appear in Section 3. Stable tameness has
the flavor of K -theory, and some of the tools are suggestive of those used to prove results about
the behavior of the functor K1 under polynomial extensions (compare Lemma 3.12, for example,
with Suslin’s Lemma 3.3 in [13]).
We here note that the appeal to Suslin’s theorem (Theorem 3.23) is precisely where the
hypothesis A is regular is required. This is evoked to conclude the proof of Theorem 4.5, on
which the Main Theorem depends. The Main Theorem certainly fails for non-reduced rings,
over which there exist automorphisms whose Jacobian determinant lies outside the base ring—a
property which precludes stable tameness. Beyond that we have not investigated the extent to
which the regularity hypothesis can be relaxed (if at all).
This paper is organized as follows: The basic definitions and facts surrounding automorphisms
and automorphism groups are laid out in Section 2. Subsequently, Section 3 presents most of the
technical tools needed for the main results, which are then stated and proved in Section 4. The
Main Theorem (Theorem 4.10) is proved by a series of reductions to other assertions, which are
1 The proof depends on a crucial inequality established in [11], a result generalized and clarified by Kuroda in [7].
2 Smith’s method uses the fact that this automorphism is the exponential of a locally nilpotent derivation. However,
one can modify Nagata’s example slightly so that it does not appear to be such an exponential, but still becomes tame
with one new dimension.
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stated and proved as they are encountered, rather than in Section 3, in order to make the argument
more transparent to the reader.
2. Notation, terminology, and first observations
2.1
In this paper “ring” will mean “commutative ring with identity”. For R a ring we sometimes
write R[n] for the polynomial ring R[X1, . . . , Xn]. We will often need to refer to the subalgebra
R[X1, . . . , X i−1, X i+1, . . . , Xn] for i ∈ {1, . . . , n}, so we will use the shorter notation R[X, iˆ]
to denote the latter.
2.2
The symbol GAn(R) denotes the general automorphism group, by which we mean the
automorphism group of Spec R[n] over Spec R. As such, it is anti-isomorphic to the group of
R-algebra automorphisms of R[n]. An element of GAn(R) is represented by a vector ϕ =
(F1, . . . , Fn) ∈ (R[n])n ; we will consistently use Greek letters to denote automorphisms. The
variables being used in the vector representation of elements of GAn(R) (X1, . . . , Xn at the
moment) are called dimension variables to distinguish them from variables that may be a part
of the coefficient ring R, which may itself be a polynomial ring. We often write X , or idn ,
or simply id, for the identity element (X1, . . . , Xn) of GAn(R); we also will sometimes use
such vector notation for an arbitrary polynomial map or for a system of variables, e.g., H for
(H1, . . . , Hn) ∈ (R[n])n or Y for variables Y1, . . . , Yn . We write Jϕ for the Jacobian matrix of
an automorphism ϕ.
2.3
We have the following subgroups of GAn(R) (and we here suppress R):
• The general linear group GLn is contained in GAn in an obvious way. If α ∈ GLn(R) has
matrix representation A, then α has the vector representationA · X tt
for which we will engage in a slight abuse of notation by suppressing the transposes and
writing simply AX . We will use standard notation for the other linear groups, such as SLn ,
En (the subgroup of GLn generated by elementary matrices), Dn (the group of invertible
diagonal matrices), and GEn (the subgroup generated by En and Dn).
• SAn , the special automorphism group,is the subgroup of all ϕ for which |Jϕ| = 1. (Here and
throughout this paper | | denotes determinant.)
• EAn is the subgroup generated by the elementary automorphisms. An elementary automor-
phism is one of the form
ei ( f ) = (X1, . . . , X i−1, X i + f, X i+1, . . . , Xn) (1)
for some i ∈ {1, . . . , n}, f ∈ R[X, iˆ] (see 2.1 for notation). An elementary automorphism of
the above form for a specific i is called elementary in the i th position. One quickly verifies
that ei is a group homomorphism from the additive group of R[X, iˆ] to GAn :
ei ( f + g) = ei ( f ) ◦ ei (g). (2)
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This notation is suggestive of the symbol ei j (a) (i ≠ j) from linear algebra, which denotes
the elementary matrix having a in the i j position, 1 in each diagonal position, and 0 else-
where. By the inclusion of GLn in GAn , we have ei j (a) = ei (aX j ). Hence En ⊆ EAn . It is
not difficult to see that En = EAn ∩ GLn . Also note that EAn ⊆ SAn .
• TAn , the group of tame automorphisms, is the subgroup generated by GLn and EAn . Over a
domain these are the only obvious examples of polynomial automorphisms, though we know
others exist. A fundamental issue – one which this paper addresses – is the matter of deter-
mining when automorphisms are tame.
• Trn is the subgroup of translations. A translation is an automorphism of the form X + v =
(X1+v1, . . . , Xn +vn) with v = (v1, . . . , vn) ∈ Rn . This group is isomorphic to the additive
group Rn via the map v → X + v, for v ∈ Rn .
• Afn , the affine group, is the subgroup generated by GLn and Trn . It is, in fact, the semidirect
product GLnnTrn , with GLn acting by conjugation on Trn ∼= Rn in the obvious way. Namely,
for α ∈ GLn and v ∈ Rn ,
α ◦ (X + v) ◦ α−1 = X + (α · vt)t , (3)
where vt is v written as a column vector and α · vt is matrix multiplication.
• GA0n is the subgroup of origin preserving automorphisms, i.e., those of the form ϕ =
(F1, . . . , Fn) with Fi (0, . . . , 0) = 0 for i = 1, . . . , n. Clearly GA0n contains GLn .
2.4
(δ notation). It will be convenient, when n is understood, to write δi for the n-dimensional
vector (0, . . . , 0, 1, 0, . . . , 0), with the 1 in the i th position. Note then, that the elementary
automorphism ei ( f ) of (1) can be written using vector notation as ei ( f ) = X + f δi .
2.5
If G and H are subgroups of some group, we write ⟨G, H⟩ for the subgroup generated by
G ∪ H . For example TAn = ⟨GLn,EAn⟩ and GEn = ⟨Dn, En⟩.
2.6
For any subgroup G of GAn , we write G0 for G ∩ GA0n . Thus we have TA0n , EA0n , etc. One
easily verifies that EA0n is generated by elementary automorphisms of the type ei ( f ), where f
has 0 constant term, and that TA0n = ⟨GLn,EA0n⟩.
Definition 2.7. We say ϕ,ψ ∈ GAn(R) are tamely equivalent (respectively elementarily
equivalent) if there exist ϵ, ϵ′ in TAn(R) (resp. EAn(R)) such that ϵϕϵ′ = ψ . To show that an
automorphism is tame (resp. a product of elementaries) we may replace it by an automorphism
to which it is tamely (resp. elementarily) equivalent.
2.8
(Base change). All of the groups defined in 2.3 can be viewed as functors. A ring
homomorphism R → S induces a group homomorphism GAn(R) → GAn(S) in a functorial
way, and the same holds replacing GAn with any of the subgroups defined above.
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1. We will often encounter the case where S = R/I for some ideal I ⊆ R. In this situation we
will often write ϕ¯ for the image of ϕ ∈ GAn(R) in GAn(R/I ).
2. If t ∈ R we write Rt for the localization R[1/t] of R, and write ϕt for the image of ϕ in
GAn(Rt ).
3. In the case where R is a polynomial ring A[Z1, . . . , Zr ]we will sometimes denote an element
ϕ ∈ GAn(R) by ϕ(Z1, . . . , Zr ) as this allows us to write ϕ(z1, . . . , zr ) for the base change
that specializes Zi to zi , where z1, . . . , zr lie in some A-algebra.
Definition 2.9. In the situation of 3 above, we say that ϕ ∈ GAn(A[Z1, . . . , Zr ]) is Z j -vanishing
if ϕ(Z1, . . . , Z j−1, 0, Z j+1, . . . , Zr ) = idn .
2.10
(Lifting elementary automorphisms). If R → R¯ is a surjective ring homomorphism, then any
elementary automorphism ρ¯ over R¯ lifts to an elementary automorphism ρ over R. It follows
that the base change homomorphism EAn(R)→ EAn(R¯) is surjective.
2.11
(Stabilization). The results herein involve the concept of stabilization, which refers to the
embedding of GAn(R) into GAn+m(R) (the “stabilization homomorphism”). If ϕ = F =
(F1, . . . , Fn) ∈ GAn(R), we write ϕ[m] for its image (F1, . . . , Fn, Xm+1, . . . , Xn+m) =
(F, idm) in GAn+m(R); we also sometimes just write ϕ for ϕ[m]. We say, for example, an
automorphism ϕ is stably tame if it becomes tame in some higher dimension. We sometimes
specify the number of dimensions by saying “ϕ becomes tame with the addition of m dimensions
(or variables)”, meaning ϕ[m] is tame.
2.12
(Direct limit). Stabilization 2.11 give us a chain of containments
GA1 ⊂ GA2 ⊂ GA3 ⊂ · · · .
In the spirit of algebraic K -theory, we can form the direct limit, or formal ascending union, which
we denote by GA∞. We can do the same with the other groups defined in 2.3, so we have EA∞,
TA∞, etc.
2.13
(Restriction/extension of scalars). We will also encounter the “restriction of scalars”
embedding, by which we view GAm(R[n]) as the subgroup of GAn+m(R) which fixes (anti-
isomorphically) the first n variables. By this identification we have EAm(R[n]) ⊂ EAn+m(R),
but the embedding does not automatically place TAm(R[n]) within TAn+m(R); we do not know
whether this containment holds. There are situations where elements of GLm(R[n]) do not appear
to be be tame over R. This enigma presents an obstruction in the proof of Theorem 4.5 which
requires the use of Theorem 3.23 (Suslin) to surmount.
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2.14
(Products of rings). If a ring R is a direct product of rings R = R1 × R2, then GAn(R) is
canonically isomorphic to the direct product of groups GAn(R1)×GAn(R2), and the same holds
replacing GA by any of the subgroup functors defined in 2.3.
2.15
(Scalar operator). Our results will require a scalar operator which applies only to origin
preserving automorphisms. Given ϕ ∈ GA0n(R), t ∈ R, we define ϕt ∈ GA0n(R) as follows:
Write ϕ = F(1) + F(2) + · · ·, where F(d) is homogeneous of degree d . We let
ϕt = F(1) + t F(2) + t2 F(3) + · · · .
The following properties are easily verified:
• The map ϕ → ϕt is a group endomorphism on GA0n(R), and this defines an action of
multiplicative monoid R on GA0n(R).
• This action fixes elements of GLn(R).
• If t ∈ R∗, then ϕt = τ−1ϕτ , where τ = (t X1, . . . , t Xn).
• We have ϕ0 ∈ GLn(R), and this is just the linear homogeneous part of ϕ.
3. Preliminaries
First we state the classical theorem which was mentioned in the introduction.
Theorem 3.1 (Jung [6] and Van der Kulk [16]). For k be a field we have TA2(k) = GA2(k).
This rest of this section will present some technical tools needed in the proofs of the main
results. Some of these are of intrinsic interest, but others may seem unmotivated until one sees
their application. Hence the reader may prefer to read them as they are encountered in Section 4.
Throughout this section R will denote a (commutative) ring.
The statement of the following lemma appears in [14, Section 5.2], as Exercise 7.
Lemma 3.2. Let R be a Q-algebra and X and Y two variables. Then every monomial XnY m in
the polynomial ring R[2] = R[X, Y ] can be written as a Q-linear combination of polynomials of
the form (X + aY )n+m , with a ∈ Q.
Proof. For every k ∈ {0, . . . , n + m}, we have the identity
(X + kY )n+m =
n+m
i=0

n + m
i

ki Xn+m−i Y i .
Now define vectors v,w ∈ R[X, Y ]n+m+1 by
v = Xn+m, (X + Y )n+m, (X + 2Y )n+m, . . . , (X + (n + m)Y )n+m
w =

n + m
0

Xn+m,

n + m
1

Xn+m−1Y, . . . ,

n + m
n + m − 1

XY n+m−1,
n + m
n + m

Y n+m

.
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Then v = (A · wt)t, where the square matrix A = (ai j ) is given by ai j = (i − 1) j−1. Hence, A
is a Vandermonde matrix, which implies that its determinant is an element of Q∗. The inverse of
A, together with the inverse of  n+mn , now give the desired expression for XnY m . 
The following lemma is in the spirit of [15]. Here, and in the subsequent lemmas, X represents a
system of variables X1, . . . , Xn .
Lemma 3.3. Let a ⊂ R be an ideal such that a2 = (0). Suppose G, H ∈ a[X ]n , and define
φ, γ ∈ GAn(R) by φ = X + G, γ = X + H (note, that φ and γ are indeed invertible:
φ−1 = X − G, and γ−1 = X − H). Then φγ = X + G + H.
Proof. Straightforward. 
Lemma 3.4. Let a ∈ R with a2 = 0. Let m ∈ N∗. Then ω = (X + aXm, (1 − maXm−1)Z) lies
in EA2(R).
Proof. Define α, β, γ ∈ EA2(R) by α = (X − aZ , Z), β = (X, Z − Xm), and γ =
(X, Z + (X + aXm)m − Xm). Then ω = αβα−1β−1γ . 
The following will be used in the proof of Theorem 4.1.
Proposition 3.5. Let a ⊆ R an ideal such that a2 = (0). Suppose φ ∈ GAn(R) has the form
φ = X + H, where H = (H1, . . . , Hn) ∈ a[X ]n .
(1) Let d = |Jφ|. Letting Z be a single new variable, we have
(X + H, d−1 Z) ∈ EAn+1(R).
Consequently, if |Jφ| ∈ R∗, then φ[1] is a tame automorphism.
(2) Suppose |Jφ| = 1 and R is a Q-algebra. Then φ ∈ EAn(R).
Proof. For (1), first note that d = (1 + ∂H1
∂X1
) · · · (1 + ∂Hn
∂Xn
), so d−1 = (1 − ∂H1
∂X1
) · · · (1 − ∂Hn
∂Xn
)
and
(X + H, d−1 Z) =

X1 + H1, X2, . . . , Xn,

1− ∂H1
∂X1

Z

◦

X1, X2 + H2, X3, . . . , Xn,

1− ∂H2
∂X2

Z

◦ · · · ◦

X1, . . . , Xn−1, Xn + Hn,

1− ∂Hn
∂Xn

Z

.
Hence, we are reduced to the case n = 1.
So now let X represent a single variable. For any p(X), q(X) ∈ a[X ],
X + p + q,

1− ∂(p + q)
∂X

Z

=

X + p,

1− ∂p
∂X

Z

◦

X + q,

1− ∂q
∂X

Z

.
This additivity allows us to assume H is a monomial aXm , where a ∈ a. But this case is precisely
Lemma 3.4.
For the proof of (2), we first consider the case n = 2, and for the moment we write X, Y, g, h
instead of X1, X2, H1, H2. Since a2 = (0), |J (φ)| = 1 + ∂g∂X + ∂h∂Y . Then ∂g∂X + ∂h∂Y = 0, and
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since R is aQ-algebra, this implies that there exists a polynomial p ∈ R[X, Y ] such that g = ∂p
∂Y
and h = − ∂p
∂X . Using Lemma 3.3, we may assume that p = r XnY m for some r ∈ A, n,m ≥ 0
and n+m ≥ 1. With Lemma 3.2, we can write XnY m as a Q-linear combination of polynomials
of the form (X + aY )n+m , with a ∈ Q. Applying Lemma 3.3 again, we may assume that
φ =

X + kabr(X + aY )k−1, Y − kbr(X + aY )k−1

,
where k ≥ 1, a, b ∈ Q and r ∈ R. But then ϕ = α−1βα, where α = (X + aY, Y ) and
β = (X, Y − kbr X k−1). Therefore φ ∈ EA2(R).
Now we turn to the general Q-algebra case. For i = 1, . . . , n − 1, choose a polynomial
Pi ∈ a[X1, . . . , Xn] such that Hi = ∂Pi∂Xn . If we define αi by
αi =

X1, . . . , X i−1, X i − ∂Pi
∂Xn
, X i+1, . . . , Xn + ∂Pi
∂X i

,
then, applying extension of scalars and appealing to the case of two variables, it follows that
αi ∈ EAn(R). Furthermore, Lemma 3.3 gives
α1 · · ·αn−1φ =

X1, . . . , Xn−1, Xn + ∂P1
∂X1
+ · · · + ∂Pn−1
∂Xn−1
+ Hn

.
As |J (α1 · · ·αn−1φ)| = 1, we must have ∂∂Xn ( ∂P1∂X1 + · · · +
∂Pn−1
∂Xn−1 + Hn) = 0. Hence,
∂P1
∂X1
+ · · · + ∂Pn−1
∂Xn−1 + Hn ∈ R[X1, . . . , Xn−1] and α1 · · ·αn−1φ ∈ EAn(R). This shows φ ∈
EAn(R). 
The next lemma introduces an important tool: the homomorphism Ψt . Here we write X and
Z for sets of variables X1, . . . , Xn and Z1, . . . , Zn , and F = F(X) for a vector of polynomials
(F1, . . . , Fn) ∈ R[X1, . . . , Xn]n .
Proposition 3.6. Let t ∈ R be a non-zero-divisor. For ϕ ∈ GAn(Rt ) write ϕ in the form
ϕ = X + F(X). The map
X + F(X) → Z + 1
t
F(X + t Z)
defines a group homomorphism Ψt : GAn(Rt )→ GAn(Rt [X ]). Moreover, if ϕ ∈ GAn(R) with
F ∈ t R[X ]n , then Ψt (ϕ) lies in GAn(R[X ]) and is elementarily equivalent to ϕ[n] in GA2n(R).
Proof. Letting η = (X, Z + (1/t)X), σ = (X − t Z , Z) ∈ GA2n(Rt ), a direct computation
shows that Ψt (ϕ) = σηϕ[n]η−1σ−1. This shows that Ψt is a group homomorphism. However,
we can also write Ψt (ϕ) = σϕ[n]ωσ−1, where ω = (X, Z + (1/t)F(X)). If F ∈ t R[X ]n then
ω is elementary over R, and since σ ∈ EA2n(R) it follows that Ψt (ϕ) is elementarily equivalent
over R to ϕ[n]. 
Example 3.7. We observe the effect of Ψt in two special situations:
1. Let ε = ei ( f ), where f (X) ∈ Rt [X, iˆ]. Then
Ψt (ε) = ei

1
t
f (X + t Z)

. (4)
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2. Let γ ∈ GLn(Rt ). Let I +M be its matrix representation (I being the identity matrix), so
that (by the slight abuse of language mentioned earlier) γ = (I +M)X . We then have
Ψt (γ ) = (I +M)Z + 1t MX =

Z + 1
t
MX

◦ γ˜ (5)
where γ˜ = (I +M)Z . Note that γ˜ ∈ GLn(Rt ), having the same matrix as γ , except in the
variables Z instead of X .
Lemma 3.8. Let t and Ψt be as in Proposition 3.6, and let ρ ∈ EAn(R). Then there exists
ρ˜ ∈ EAn(R[X ]) and a translation τ ∈ Trn(Rt [X ]) of the form τ = Z + (1/t)p(X), with
p(X) ∈ R[X ]n , such that Ψt (ρ) = τ ρ˜.
Proof. Write ρ = ρ1 · · · ρs with each ρi being elementary. Then Ψt (ρ) = Ψt (ρ1)Ψt (ρ2 · · · ρs)
and by induction on s we have Ψt (ρ2 · · · ρs) = τ ′ρ˜′ of the required form, taking τ ′ and ρ˜′ to be
the identity if s = 1. Write ρ1 = ei (r(X)), where r(X) ∈ R[X, iˆ], so that, according to (4),
Ψt (ρ1) = ei

1
t
r(X + t Z)

∈ EAn(Rt [X ]).
Also write τ ′ = Z + (1/t)q(X) with q(X) ∈ R[X ]n . Using the δ notation introduced in 2.4, we
have Ψt (ρ1)τ ′ = Z + (1/t)(q(X)+ r(X + q(X)+ t Z)δi ). By Taylor’s expansion we can write
1
t
r(X + q(X)+ t Z) = 1
t
r(X + q(X))+ r˜(X, Z),
with r˜(X, Z) ∈ R[X ][Z , iˆ]. Then we haveΨt (ρ1)τ ′ = τ ρ˜1, where τ = Z+(1/t)(q(X)+r(X+
q(X))δi ) and ρ˜1 = ei (r˜(X, Z)). Note that τ has the form specified by the lemma, and that ρ˜1 is
elementary over R[X ]. Setting ρ˜ = ρ˜1ρ˜′, we have Ψt (ρ) = τ ρ˜ as desired. 
Definition 3.9. Let t ∈ R be a non-zero-divisor. For a ∈ Rt we define the t-order of a to be the
smallest integer n ≥ 0 such that tna ∈ R. Note that the t-order of a is zero if and only if a ∈ R.
If γ is a matrix or vector over Rt we define the t-order of γ to be the maximum of the t-orders
of its entries.
Remark 3.10. This definition of order might be the negative of what the reader expects. Note
that it resembles the order of a pole rather than a zero. Also the insistence that n be non-negative
does not coincide with typical order functions. However this definition will serve us well in this
paper.
Lemma 3.11. Let t ∈ R be a non-zero-divisor. Let u ∈ Rnt , x ∈ Rn , f (X) ∈ Rt [X, iˆ]. Let T be
an indeterminate and define ϵ, σ ∈ GAn(Rt [T, T−1]) by
ϵ = ei

1
T
f (x + T X)

, σ = X + 1
T
u.
Then there exist w ∈ Rnt , ω ∈ En(Rt ), and g(T, X) ∈ Rt [T ][X, iˆ] such that, letting
ν = X + 1
T
w, ξ = ei (T g(T, X)),
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we have ϵσ = νωξ . Moreover the t-orders of ω, w, and g are ≤ m, where m is a number
depending only on the degree of f and the t-orders of f and u.3
Proof. A quick computation shows
ϵσ = ei

1
T
f (x + T X)

◦

X + 1
T
u

=

X + 1
T
u

◦ ei

1
T
f (x + u + T X)

. (6)
Using Taylor’s expansion we see that (1/T ) f (x + u + T X) can be written as (1/T ) f (x + u)+n
j=1
∂ f
∂X j
(x+u)X j +T g(T, X) with g as prescribed in the lemma. (Note that the i th summand
in the middle summation is zero.) Therefore (6) gives
ϵσ =

X + 1
T
u

◦

X + 1
T
f (x + u)δi

◦ ei

n
j=1
∂ f
∂X j
(x + u)X j

◦ ei (T g(T, X))
=

X + 1
T
(u + f (x + u)δi )

◦ ei

n
j=1
∂ f
∂X j
(x + u)X j

◦ ei (T g(T, X)). (7)
Letting w = u + f (x + u)δi and letting ν, ω, and ξ be the three respective automorphisms in
(7), we have ϵσ = νωξ as desired. Notice that the assertion about the t-orders is apparent from
the definitions of w and ω. 
Lemmas 3.12 and 3.16 give commutator formulas that will be needed for our results involving
stable tameness and localization.
Lemma 3.12 (First Commutator Formula). Let α ∈ GLn(R) and let ε = ei (b f (X)) for some
i ∈ {1, . . . , n}, b ∈ R, f (X) ∈ R[X, iˆ]. Let A denote the matrix of α and let a be the i th column
of A. Then
αεα−1
[1] = κνκ−1ν−1
where
κ = (X + at bY, Y ), ν = (X, Y + f (A−1 X)),
Y being the variable representing the added dimension.
Proof. Let κ0 = (X + bY δi , Y ) and ν0 = (X, Y + f (X)). Then
κ0ν0 = (X + bY δi + b f (X)δi , Y + f (X))
κ−10 ν
−1
0 = (X − bY δi + b f (X)δi , Y − f (X))

H⇒ κ0ν0κ−10 ν−10 = (X + b f (X)δi , Y ) = ε[1]
(the latter resulting from the fact that f (X−δi bY +δi b f (X)) = f (X) since f ∈ R[X, iˆ]). Also,
α[1]κ0(α[1])−1 = (A(A−1 X)+A(bY δi ), Y ) = κ
α[1]ν0(α[1])−1 = (A(A−1 X), Y + f (A−1 X)) = ν
3 This sentence is not quite precise. Literally we mean, more strongly, that given integers d, r, s ≥ 0 there exists an
integer m = m(d, r, s) ≥ 0 such that given any u and f as in the lemma with deg( f ) ≤ d, f having t-order ≤ r and u
having t-order ≤ s, then the resulting ω, w, and g will have t-order ≤ m. This abuse will be repeated in Lemma 3.18.
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whence
κνκ−1ν−1 = α[1](κ0ν0κ−10 ν−10 )(α[1])−1 = α[1]ε[1](α[1])−1 = (αεα−1)[1],
and we are done. 
Lemma 3.12 has the following two corollaries, which are interesting in themselves:
Corollary 3.13. The group EA∞(R) is a normal subgroup of TA∞(R).
Proof. It is clear that TA∞(R) = ⟨GL∞(R),EA∞(R)⟩. Thus we have only to show that
GL∞(R) is in the normalizer of EA∞(R), which is immediate from the fact that both κ and
ν (from the lemma, setting b = 1) lie in EAn+1(R). 
Question 3.14. Is EA∞(R) a normal subgroup of GA∞(R)?
Corollary 3.15. Let t ∈ R be a non-zero-divisor. Let m ≥ 0 be an integer and let α ∈ GLn(Rt )
be such that the t-orders of α and α−1 are ≤ m. Let ε = ei (g(X)) ∈ GAn(R) with g(X) ∈
tm+dm R[X, iˆ], where d = deg g(X). Then αεα−1 ∈ GAn(R) and (αεα−1)[1] lies in EAn+1(R).
Proof. Writing g = tm f , where f ∈ tdm R[X, iˆ], we apply Lemma 3.12 with b = tm (and with
Rt in the role of the lemma’s R). Our hypotheses imply that at b ∈ Rn and f (A−1 X) ∈ R[X, iˆ],
so the conclusion follows. 
The next lemma is a statement about two-dimensional automorphisms, for which X1, X2 will
be our dimension variables.
Lemma 3.16 (Second Commutator Formula). Let ψ, ε ∈ EA2(R) be elementary of the form
ψ = e1( f ), ε = e2(bg), where f ∈ R[X2], g ∈ R[X1], b ∈ R. Then
ψεψ−1
[1] = γωγ−1ω−1
where
γ = (X1 + f (X2 + bY )− f (X2), X2 + bY, Y ), ω = (X1, X2, Y + g(X1 − f (X2)))
with Y representing the added dimension.
Proof. Let γ0 = (X1, X2 + bY, Y ) and ω0 = (X1, X2, Y + g(X1)). Then
γ0ω0 = (X1, X2 + bY + bg(X1), Y + g(X1))
γ−10 ω
−1
0 = (X1, X2 − bY + bg(X1), Y − g(X1))

H⇒ γ0ω0γ−10 ω−10
= (X1, X2 + bg(X1), Y ) = ε[1].
Also, ψ [1]γ0(ψ [1])−1 = γ and ψ [1]ω0(ψ [1])−1 = ω, whence
γωγ−1ω−1 = ψ [1](γ0ω0γ−10 ω−10 )(ψ [1])−1 = ψ [1]ε[1](ψ [1])−1 = (ψεψ−1)[1],
which completes the proof. 
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We have as a consequence4:
Corollary 3.17. The group EA∞(R) is perfect, i.e., EA∞(R) = [EA∞(R),EA∞(R)].
Proof. It is easily seen that the automorphism γ (as well as ω) lies in EA3(R). Also, an n-
dimensional elementary automorphism can be viewed as 2-dimensional after applying extension
of scalars. Thus the corollary follows from Lemma 3.16, taking ψ = id and b = 1. 
The following lemma, which is a bit technical and also very subtle, will play a critical role in
the main results. Here X = X1, . . . , Xn and Z = Z1, . . . , Zn are systems of variables.
Lemma 3.18. Let α ∈ GLn(Rt ), and let ε = ei ( f ) with f (X) ∈ Rt [X, iˆ]. Let γ ∈ GLn(Rt [X ])
and let p(X) ∈ Rt [X ]n . Let τ = Z + (1/t N )p(X). Then there exist γ˜ ∈ GLn(Rt [X ]) and
p˜(X) ∈ Rt [X ]n such that for N sufficiently large, there exists ζ ∈ EAn+1(R[X ]) (depending on
N) such that
Ψt N (α)Ψt N (ε)τγ
[1] = (τ˜ γ˜ )[1]ζ (8)
where τ˜ = Z + (1/t N ) p˜(X). The required magnitude of N is dependent only on the t-orders
of α, f (X), γ , and p(X), and the degree of f (X). Also, the t-orders of γ˜ and p˜(X) can be
bounded by a function depending only on these parameters as well.
Remark 3.19. It is crucial that p˜(X) and γ˜ of Lemma 3.18, and the bound on their t-orders,
depend only on α, f (X), p(X) and γ , and not on N . Observe in the proof below that they are
specified before N is chosen. Only ζ depends on N .
Proof. Letting T be a new variable, we define the following elements of the group GAn
(Rt [T, T−1, X ]):
ϵ = ϵ(T ) = ei

1
T
f (X + T Z)

, σ = σ(T ) = Z + 1
T
p(X).
We apply Lemma 3.11, with R[X ] and Z playing the roles of the lemma’s R and X , to get
ϵσ = νωξ , with ω ∈ En(Rt [X ]) and
ν = Z + 1
T
w(X), ξ = ei (T g(T, Z)),
wherew(X) ∈ Rt [X ]n , g(T, Z) ∈ Rt [X ][T, Z , iˆ]. Since the Z -degree of f (X+T Z) is the same
as the X -degree of f (X), Lemma 3.11 also tells us that the t-orders of ω, w(X), and g(T, Z) are
bounded by a function of the X -degree of f (X) and the t-orders of f (X) and p(X).
Compose on the right with γ to get ϵσγ = νωξγ = νωγ γ−1ξγ .
Now write the matrix of α as I +M (I being the identity matrix) and define
β = β(T ) = (I +M)Z + 1
T
MX ∈ Afn(Rt [T, T−1, X ]).
4 A non-stable statement of this kind appears in [4, Lemma 2.2] and in [14, Proposition 5.2.3]. In [4] the definition of
EAn(R) (Definition 2.1) is slightly more restrictive, coinciding with ours when R is a Q-algebra. Some other interesting
facts are proved in [4]. For example it is shown (Theorem 2.7) that the group [GA∞(R),GA∞(R)] is perfect and
coincides with the normal closure of EA∞(R) in GA∞(R) (and here the difference in the definitions of EAn(R) becomes
moot). An open question, posed in [4], is the following: Is EA∞(R) = [GA∞(R),GA∞(R)] ?
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Note that βν = ν′β ′, where ν′ = Z + (1/T )[(I +M)w(X) +MX ] and β ′ = (I +M)Z .
Letting
p˜(X) = (I +M)w(X)+MX (9)
we have ν′ = Z + (1/T ) p˜(X). It is clear from (9) that the t-order of p˜(X) is bounded by a
function of the t-orders of α and w(X), and we have already observed that the latter t-order is
bounded by a function of the X -degree of f (X) and the t-orders of f (X) and p(X).
Thus we have (and here we indicate precisely which automorphisms involve T ):
β(T )ϵ(T )σ (T )γ = ν′(T )β ′ωγγ−1ξ(T )γ. (10)
We now observe that β(t N ) = Ψt N (α), ϵ(t N ) = Ψt N (ε) (see Example 3.7), and σ(t N ) = τ .
Therefore setting T = t N in (10) gives Ψt N (α)Ψt N (ε)τγ = ν′(t N )β ′ωγγ−1ξ(t N )γ . Setting
τ˜ = ν′(t N ) and
γ˜ = β ′ωγ = ((I +M)Z) ◦ ω ◦ γ (11)
(which lies in GLn(Rt [X ])), we obtain
Ψt N (α)Ψt N (ε)τγ = τ˜ γ˜ γ−1ξ(t N )γ. (12)
It is apparent from (11) and observations made earlier that the t-order of γ˜ is bounded by a
function of the stated parameters.
Finally, we apply Corollary 3.15 to γ−1ξ(t N )γ , with R[X ] in the place of R. Since
ξ = ei (T g(T, Z)), it is clear that a sufficiently large choice of N will make ξ(t N ) meet the
hypothesis of the corollary, so that, setting ζ = (γ−1ξ(t N )γ )[1], Eq. (8) follows from (12) and
ζ ∈ EAn+1(R[X ]) as desired.
Note that the required magnitude of N depends on the t-order of g(T, Z) which was provided
by Lemma 3.11, and, accordingly, depends only on the prescribed parameters. 
Proposition 3.20. If R is a ring for which SLn(R) = En(R), then TAn(R)∩SAn(R) = EAn(R).
The hypothesis holds when R is a local ring.
Proof. The first statement follows easily from these two facts: (1) Any element of GLn can be
written as a product of a diagonal element times an element of SLn , and (2) conjugating an
elementary automorphism by a diagonal automorphism yields an elementary automorphism.
For the second statement one can use elementary operations to diagonalize (using the fact that
R is local) then use the fact (true for any ring R) that
u 0
0 u−1

∈ E2(R)
when u ∈ R∗. 
In the lemma below, note that the element t ∈ R is allowed to be a zero-divisor.
Lemma 3.21. Let t ∈ R, and let Z be an indeterminate. Let ψ, φ ∈ GAn(R[Z ]), both Z-
vanishing, such that ψt = φt in GAn(Rt [Z ]). Then for N sufficiently large, ψ(t N Z) = φ(t N Z).
Proof. This is an easy consequence of the fact that if a ∈ R goes to zero in Rt , then t N a = 0 in
R for some N . 
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Lemma 3.22. Let Z , T be indeterminates. Let ψ ∈ GA0n(R) be such that either ψ ∈ GLn(R)
or ψ is elementary. Let ε(Z) ∈ EA0n(R[Z ]) be elementary and Z-vanishing (see Definition 2.9).
Then (ψε(T Z)ψ−1)[1] is a finite product of Z-vanishing and T -vanishing elementary origin
preserving automorphisms in EA0n+1(R[Z , T ]).
Proof. We can write ε(Z) = ei (Zg(Z , X)) with g(Z , X) ∈ R[Z , X, iˆ] for some i ∈ {1, . . . , n}
and g(Z , 0) = 0.
First let us assume ψ ∈ GLn(R). Letting A denote the matrix of ψ and a the i th column of
A, we have, according to the First Commutator Formula, Lemma 3.12 (with T in the role of the
lemma’s b and R[Z , T ] in the role of the lemma’s R),
(ψε(T Z)ψ−1)[1] = κνκ−1ν−1
where κ = (X + at T Y, Y ), ν = (X, Y + Zg(T Z ,A−1 X)). (Here Y represents the added
dimension.) Clearly ν is Z -vanishing and origin preserving, and κ is the product of T -vanishing,
origin preserving elementary automorphisms.
Now assume ψ is elementary and origin preserving. If ψ and ε(Z) are elementary in the
same position, they commute, and hence ψε(T Z)ψ−1 = ε(T Z), which is Z -vanishing (and
T -vanishing as well). Otherwise all but two of the variables, say X3, . . . , Xn , are fixed by both,
so we want to treat them as scalars and write ψ = (X1 + f, X2), ε = (X1, X2 + Zg). The only
problem is that φ and ε may not be origin preserving as two-dimensional automorphisms, so let us
record that f ∈ R[X2, . . . , Xn], g ∈ R[Z , X1, X3, . . . , Xn] and that f (0) = g(Z , 0) = 0. Then,
again letting Y be the variable representing the added dimension (and suppressing X3, . . . , Xn),
the result follows from the Second Commutator Formula, Lemma 3.16, which says that
(ψε(T Z)ψ−1)[1] = γωγ−1ω−1
where
γ = (X1 + f (X2 + T Y )− f (X2), X2 + T Y, Y )
ω = (X1, X2, Y + Zg(T Z , X1 − f (X2)))
(here T plays the role of the lemma’s b and Zg(T Z , X1) is in the role of the lemma’s g(X1))
and the fact that
γ = (X1 + T (T−1( f (X2)− f (X2 − T Y ))), X2, Y ) ◦ (X1, X2 + T Y, Y ); (13)
namely, we observe that ω is Z -vanishing and that the two elementary automorphisms in
the factorization (13) are T -vanishing, and that all three of these are origin preserving when
considered as (n+1)-dimensional automorphisms in the full set of variables X1, . . . , Xn, Y . 
Crucial to our results will be the following result of Suslin, which is a reformulation of
[13, Corollary 6.5]. This will be used in the proof of Theorem 4.5.5
Theorem 3.23 (Suslin). Let R be a regular ring. Then
GLn(R[m]) =

En(R
[m]),GLn(R)

for n ≥ max(3, 2+ dim R).
5 The first statement of Theorem 4.5 only needs the fact that GL∞(R[m]) =

E∞(R[m]),GL∞(R)

, which is just the
assertion that the map K1(R)→ K1(R[m]) is an isomorphism. This was proved by Bass et al. in [2].
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Remark 3.24. For R a polynomial ring over a field, an algorithmic proof of this theorem has
been given in [9], making the proof of Theorem 4.5 constructive in this case.
4. The main results
The following theorem will be an important component in the proof of Theorem 4.11, but it
is also of interest in its own right. Some ideas from [15] are employed.
Theorem 4.1. Let A be a ring, I an ideal contained in the nilradical of A, A¯ = A/I . Let
ϕ ∈ SAn(A). If ϕ¯ ∈ EAn( A¯), then ϕ is stably a composition of elementary automorphisms,
i.e., ϕ[m] ∈ EAn+m(A) for some m ≥ 0. If A is a Q-algebra, then we have more strongly that
ϕ ∈ EAn(A).
Proof. Since the assumption that ϕ¯ ∈ EAn( A¯) can be expressed using only finitely many
coefficients in the ideal I , we may assume that I is finitely generated. Hence it is a nilpotent
ideal, say I D = (0) for some integer D ≥ 1. We will prove by induction on D that ϕ is a product
of elementary automorphisms.
In the case D = 1 we have I = 0, so there is nothing to prove. So now let D ≥ 2 and let
A˜ = A/I D−1 and I˜ = I/I D−1. Since ϕ˜ ∈ SAn( A˜), the induction hypothesis (applied to the ring
A˜ and its ideal I˜ ) says that, for some r ≥ 0, ϕ¯[r ] is a composition of elementary automorphisms,
i.e., ϕ˜[r ] ∈ EAn+r ( A˜). We can lift each of these elementary automorphisms to elementary
automorphisms over A (see 2.10) to produce ε ∈ EAn+r (A) such that ε−1ϕ[r ] = X + H , where
X = (X1, . . . , Xn+r ) and H = (H1, . . . , Hn+r ) ∈ I D−1[X ]n+r .
Let ρ = ε−1ϕ[r ]. Since (I D−1)2 = 0 we can apply (1) of Proposition 3.5, which, since
|J (ρ)| = 1, asserts that ρ[1] ∈ EAn+r+1(A). Hence ϕ[r+1] ∈ EAn+r+1(A) as well, and the first
assertion is proved.
In the case A is a Q-algebra, we proceed as above, but the induction hypothesis gives that ϕ˜
itself is a composition of elementary automorphisms, i.e., ϕ˜ ∈ EAn( A˜). As before, we lift each of
these to elementary automorphisms over A, compose them to form ε ∈ EAn(A), and replace ϕ by
ε−1ϕ. We can thereby assume that ϕ = (X1 + H1, . . . , Xn + Hn) with H1, . . . , Hn ∈ I D−1[X ].
The conclusion ϕ ∈ EAn(A) now follows from (2) of Proposition 3.5. 
Remark 4.2. A close look at the inductive argument in the above proof for the general case
shows that the number of new dimensions needed is D − 1, where D is the smallest integer
for which I D = 0. However, the procedure could have been made more efficient had we taken
A¯ = A/I E and I¯ = I/I E , where E is the round-up of D/2, which is all that is needed to insure
( I¯ E )2 = 0. Using this method the number of new variables needed would be approximately
log2 D.
Theorem 4.1 has the following interesting corollary, which can be viewed as a generalization
of Jung’s Theorem:
Theorem 4.3. Let A be an Artinian ring and let ϕ ∈ SA2(A). Then ϕ is stably a composition of
elementary automorphisms, i.e., ϕ[m] ∈ EA2+m(A) for some m ≥ 0. If A is a Q-algebra, then
we have more strongly that ϕ ∈ EA2(A).
Remark 4.4. Co-author Joost Berson has shown that the conclusion ϕ ∈ EA2(A) does not
hold if the hypothesis “A is a Q-algebra” is removed. He produces a counterexample when
A = Fp[T ]/(T 2), p a prime. This result appears in [3] as Theorem 5.1.
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Proof. We apply Theorem 4.1, taking I to be the nilradical of A. In this case A/I is a product
of fields, so the hypotheses is met by virtue of 2.14 and the Jung–Van der Kulk Theorem
(Theorem 3.1). (It is an easy consequence of the latter that SA2(k) = EA2(k) for k a field.) 
Theorem 4.5. Let R be a regular domain, t ∈ R − {0}, and ϕ ∈ GAn(R). If ϕ ∈ TAn(Rt ) and
ϕ¯ ∈ EAn(R/t R), then ϕ is stably tame. If, more strongly, ϕ¯ ∈ EAn(R/t N R) for N sufficiently
large, then ϕ[ℓ] ∈ TAn+ℓ(R), where ℓ = max(2+ dim R, n + 1).
Proof. Let ϕ ∈ GAn(R) be as in the theorem. Letting u = |Jϕ| and δ = (u−1 X1, X2, . . . , Xn),
we can replace ϕ by δ−1ϕ to arrange that ϕ ∈ SAn(R). Note that ϕ¯ remains unchanged, since
δ¯ = id. With this preparation we note that the assumption ϕ¯ ∈ EAn(R/t R) implies that
ϕ¯ ∈ EA∞(R/t N R) for N ≥ 1 (see 2.12 for notation). This is a straightforward application
of Theorem 4.1. (Note: We acknowledge the double usage of the symbol ϕ¯, which is now used
for the image of ϕ in GA∞(R/t N R); the latter usage continues below.)
Since ϕ ∈ TAn(Rt ) we can write ϕ = α1ε1 · · ·αrεr for some r , where the ε1, . . . , εr are
elementary over Rt and α1, . . . , αr ∈ GLn(Rt ). Write εi = e ji ( fi ) with fi ∈ Rt [X, jˆi ].
Now choose a large N and let R¯ = R/t N R. The size of N will be determined later, but we
will see that it depends only on the automorphisms α1, . . . , αr , ε1, . . . , εr . We have arranged that
ϕ¯ ∈ EA∞(R¯), so after replacing n by n + p for some p ≥ 0 (depending on N ), then by 2.10 we
can lift ϕ¯−1 to an element ρ ∈ EAn(R). Letting φ = ϕρ, we have φ¯ = id, and φ is elementarily
equivalent to ϕ. Now we apply the map Ψ = Ψt N of Proposition 3.6, and note that, according to
said proposition, Ψ(φ) is elementarily equivalent to φ[n] in GA2n(R). Furthermore, since Ψ is a
homomorphism, we have
Ψ(φ) = Ψ(α1)Ψ(ε1) · · ·Ψ(αr )Ψ(εr )Ψ(ρ).
We note that, by extension of scalars, this factorization occurs in GAn(Rt [X ]), where X =
(X1, . . . , Xn). We will write Z = (Z1, . . . , Zn) for the new variables that have been introduced.
Our first step is to apply Lemma 3.8 to get Ψ(ρ) = τ ρ˜, with ρ˜ ∈ EAn(R[X ]) and
τ ∈ Trn(Rt [X ]) of the form τ = Z + (1/t N )p(X), with p(X) ∈ R[X ]n . We can now see
that Ψ(φ) is elementarily equivalent to
ψr = Ψ(α1)Ψ(ε1) · · ·Ψ(αr )Ψ(εr )τ. (14)
We now apply Lemma 3.18 to the last three factors Ψ(αr )Ψ(εr )τ of (14), with γ = id. This
tells us that, with N sufficiently large, ψ [1]r is elementarily equivalent in GAn+1(R[X ]) to ψ [1]r−1,
where
ψr−1 = Ψ(α1)Ψ(ε1) · · ·Ψ(αr−1)Ψ(εr−1)τrγr (15)
with τr = Z + (1/t N )pr (X), where pr (X) ∈ Rt [X ]n , γr ∈ GLn(Rt [X ]). According to
Lemma 3.18, evoking Example 3.7, the required magnitude of N depends only on the degree
of fr (X) and the t-orders of αr and fr , since we know the t-order of p(X) is zero.6 Also the
t-orders of pr (X) and γr are bounded by a function of these same parameters. Thus a sufficiently
large choice of N will suffice to apply Lemma 3.18 to Ψ(αr−1)Ψ(εr−1)τrγr as well, since the
magnitude of N , as well as t-orders of the resulting pr−1(X) and γr−1, will depend on the degree
of fr−1(X) and the t-orders of αr−1, fr−1(X), pr (X), and γr .
6 Of course p(X) depends on N , but its t-order, zero, does not, and that is all that is needed for this step of the proof
and to bound the t-orders of the polynomials pr (X) that appear subsequently in the proof.
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Thus we continue to apply Lemma 3.18 to conclude that Ψ(φ) is elementarily equivalent to
τ1γ1, with τ1, γ1 as in the lemma. A careful look at the hypothesis of Lemma 3.18 reveals that
at the beginning N could be chosen large enough to suffice for each of these applications just by
knowing t-orders of α1, . . . , αr , f1, . . . , fr (see Remark 3.19). Observe that the replacement of
n by n + p was innocent, since it did not affect these t-orders.
We have shown that ψ [1]r , hence ϕ[n+1], is elementarily equivalent over R to (τ1γ1)[1], with
τ1γ1 lying in Afn(Rt [X ]) ∩ GAn(R[X ]) = Afn(R[X, Y ]). In particular, τ1 is a translation over
R[X ], and therefore ϕ is elementarily equivalent to γ1 ∈ GLn(R[X ]). We may now appeal to
Theorem 3.23, from which it follows that γ1 becomes tame when n ≥ max(3, 2 + dim R),
establishing the first assertion.
For the second statement, note that under the stronger assumption ϕ¯ ∈ EAn(R/t N R), the
enlargement of n was not required and we have needed no more than max(3, 2 + dim R, n + 1)
added variables. The 3, however, is redundant; for if dim R = 0 then R is a field and the assertion
holds with ℓ = 0. This concludes the proof. 
This tool furnishes an immediate proof of:
Theorem 4.6. Let R be a Dedekind domain, and let ϕ ∈ GA2(R). Then ϕ is stably tame. If
R is also a Q-algebra, then, ϕ becomes tame with the addition of three more dimensions, i.e.,
GA2(R) ⊂ TA5(R).
Remark 4.7. The more general assertion of Theorem 4.6 is contained in Theorem 4.11 below.
However the sharper statement for Dedekind Q-algebras is not.
Proof. We may assume ϕ ∈ SA2(R). By the Jung–Van der Kulk Theorem ϕ becomes tame when
we make the base change from R to its field of fractions, so clearly ϕt ∈ TA2(Rt ) for a well-
chosen t ∈ R, t ≠ 0. For N ≥ 1R¯ = R/t N R is an Artinian ring, so according to Theorem 4.3,
ϕ¯[m] ∈ EA2+m(R¯) for some m ≥ 0, and if R is a Q-algebra we can take m = 0. Now we apply
Theorem 4.5. In the case R is a Q-algebra, the stronger hypothesis of Theorem 4.5 holds, with
n = 2, so the ℓ of Theorem 4.5 is 3. Thus the proof is complete. 
Remark 4.8. If R is a Euclidean domain we have SLn(R) = En(R) for all n ≥ 1. (Caution:
Not all Dedekind domains – in fact, not all PIDs – have this property. See [5].) From this
it easily follows that GLn(R) = ⟨En(R), Dn(R)⟩. Since En(R) ⊂ EAn(R), we can also
conclude that Tn(R) = ⟨EAn(R), Dn(R)⟩. Taking R = k[T ], k a field, this observation together
with Theorem 4.6 imply that elements of GA2(k[T ]), viewed as automorphisms over k by
restriction of scalars, are stably tame over k. If k has characteristic zero, we have, more strongly,
GA2(k[T ]) ⊂ TA6(k).
The following derives immediately from Remark 4.8:
Corollary 4.9. Let k be a field and let W be the subgroup of GA3(k) generated by all
automorphisms which fix one coordinate. Then all elements of W are stably tame. If k has
characteristic zero we have, more precisely, W ⊂ TA6(k).
Note that W properly contains the tame subgroup TA3(k), as Nagata’s example lies in W but
is not tame. It is not known whether W is all of GA3(k).
We will now state and prove our main result:
Theorem 4.10 (Main Theorem). Let R be a regular ring, ϕ ∈ GA2(R). Then ϕ is stably tame.
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The Main Theorem is an immediate consequence from the following, thanks to the Jung–Van
der Kulk Theorem.
Theorem 4.11 (First General Form). For a fixed integer n ≥ 2 assume it is true that for all fields
k all elements of GAn(k) are stably tame. Then the same is true replacing “field” by “regular
ring”.
This, in turn, follows from the theorem below,7 which employs the following notation: For R
a ring and P ∈ Spec (R) we write k(P) for the residue field RP/PRP. For ϕ ∈ GAn(R), we write
ϕP for the image of ϕ in GAn(k(P)).
Theorem 4.12 (Second General Form). Let R be a regular ring, ϕ ∈ GAn(R). Assume ϕP is
stably tame in GAn(k(P)) for all P ∈ Spec (R). Then ϕ is stably tame.
This theorem will be proved via a series of reductions, the first being the reduction to the local
case. For this we make the following definition:
Definition 4.13. For any ring R, an automorphism ϕ ∈ GAn(R) will be called locally tame if
for all prime ideals p ⊂ R, ϕp ∈ TAn(Rp). Also, ϕ is called locally stably tame if for all prime
ideals p, ϕp is stably tame.
The main tool, of considerable interest in itself, will be:
Theorem 4.14 (Localization Theorem). Let R be a ring, ϕ ∈ GAn(R). If ϕ is locally tame, then
ϕ is stably tame.
Remark 4.15. If ϕp ∈ TAn(Rp) then it is a routine exercise to see that there exists a ∈ R − p
such that ϕa ∈ TAn(Ra). Thus we can find a1, . . . , ar ∈ R generating R as an ideal such that
ϕai ∈ TAn(Rai ) for each i . It follows that if ϕ is locally stably tame, then ϕ is stably tame. Just
use this observation to bound the number of variables needed at any prime ideal, then stabilize
and apply Theorem 4.14.
We will now prove Theorem 4.12 assuming Theorem 4.14. Appealing to Remark 4.15, we
may assume that R is a regular local ring, since all residue fields of localizations of R are residue
fields of R. We proceed by induction on d = dim R. If d = 0, R is a field and ϕ is stably tame
by hypothesis.
Assume d ≥ 1. Since a regular local ring is a domain, we have |J (ϕ)| ∈ R∗, so we may
assume ϕ ∈ SAn(R). Let a ∈ R be part of a regular system of parameters. Then Ra = R[1/a]
is regular of dimension d − 1, so all of its localizations are regular local rings of dimension < d,
so by induction on d , appealing to Theorem 4.14 and Remark 4.15, ϕa is stably tame. Note that
R¯ = R/a R is a regular local ring of dimension d − 1, so ϕ¯ is also stably tame by induction (ϕ¯
satisfies the hypothesis of Theorem 4.12 since all residue fields of R¯ are residue fields of R). By
Proposition 3.20, TAm(R¯) ∩ SAm(R¯) = EAm(R¯) for all m, so ϕ¯ ∈ EAm(R¯) for some m ≥ n.
Replacing n by m, Theorem 4.5 applies to yield that ϕ is stably tame.
Thus we are reduced to proving Theorem 4.14.
7 The Second General form of the Main Theorem is strikingly analogous to the main result of [1, Corollary 3.5],
which asserts that if R is a regular ring and A is a finitely generated flat R-algebra such that A ⊗ k(P) ∼= k(P)[n] for all
P ∈ Spec (R), then A is stably isomorphic to the symmetric algebra SR(P) for some projective R-algebra P .
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As we observed in Remark 4.15, the hypothesis of Theorem 4.14 implies the existence of
a1, . . . , ar ∈ R generating R as an ideal such that ϕai ∈ TAn(Rai ) for i = 1, . . . , r . We will now
employ an old technique which reduces to the case r = 2. We will show that the set
J = {a ∈ R | ϕa is stably tame in GAn(Ra)}
is an ideal in R. Since a1, . . . , ar ∈ J , this will show J = R, so 1 ∈ J , so ϕ1 = ϕ is stably tame.
First note that if x ∈ R, a ∈ J , then xa ∈ J , since Rxa is a localization of Ra . So it remains
to show that a + b ∈ J when a, b ∈ J . Note that ϕa(a+b) and ϕb(a+b) are both stably tame,
being localizations of ϕa and ϕb, respectively, and that a, b generate Ra+b as an ideal. So we are
reduced (after stabilizing) to the case r = 2, i.e., to proving:
Lemma 4.16. Suppose R a ring and a, b ∈ R with a R + bR = R. If ϕ ∈ GAn(R) has the
property that ϕa ∈ TAn(Ra) and ϕb ∈ TAn(Rb), then ϕ is stably tame.
If ϕ = (F1, . . . , Fn) ∈ GAn(R), let ρ be the translation X − F(0). Then ρϕ ∈ GA0n(R).
Moreover, ϕ ∈ TAn(R) if and only if ρϕ ∈ TA0n(R). So to prove Lemma 4.16 we may assume
ϕ ∈ GA0n(R). This allows us to use the scalar operator introduced in 2.15. Lemma 4.16 will
follow from:
Lemma 4.17. Let R be a ring, t ∈ R, ϕ ∈ GA0n(R). Assume ϕt ∈ TA0n(Rt ). Then there exists an
integer N ≥ 0 such that if c, d ∈ R with c ≡ d mod t N R, then ϕc(ϕd)−1 is stably tame (over
R).
Remark 4.18. This lemma is inspired by an argument introduced by Quillen and Suslin,
independently, in their proof of Serre’s Conjecture, and in Suslin’s follow-up work on K1.
We first prove Lemma 4.16 assuming Lemma 4.17. We may assume ϕ0 = id (replace ϕ by
ϕ(ϕ0)−1, which is valid since ϕ0 ∈ GLn(R)). Let N be the maximum of the integers yielded
by Lemma 4.17 for t = a and t = b, respectively. Since aN and bN generate R as an ideal,
then by the Chinese Remainder Theorem we can choose x ∈ R such that x ≡ 0 mod aN and
x ≡ 1 mod bN . By Lemma 4.17, ϕ1(ϕx )−1 and ϕx (ϕ0)−1 are tame. Their product is ϕ, so we
are done.
We are now reduced to proving Lemma 4.17. To this end we introduce indeterminates W and
Z , which will serve basically as place-markers, and extend R and Rt to R[W, Z ] and Rt [W, Z ],
and consider the automorphism ψ = ψ(W, Z) = ϕW+Z (ϕW )−1 ∈ GA0n(R[W, Z ]).
Claim 4.19. For N sufficiently large, ψ(W, t N Z) is stably tame over R[W, Z ].
This proves Lemma 4.17 as follows: Write c = d + t N b, and note that ψ(d, t N b) is stably
tame over R, being a specialization of ψ(W, t N Z), and that it equals ϕc(ϕd)−1.
So now we proceed to prove the claim. Note that ψ(W, 0) = id, i.e., ψ has the form
X + Z H . Since ϕt ∈ TA0n(Rt ) = ⟨GLn(Rt ),EA0n(Rt ) ⟩, and since the operations ∗W+Z
and ∗W clearly carry EA0n(Rt ) into EA0n(Rt [W, Z ]) and fix elements of GLn(Rt ), we have
ψt (W, Z) ∈ ⟨GLn(Rt ),EA0n(Rt [W, Z ])⟩. Additionally, if ρ is elementary and origin preserving
over Rt [W, Z ], say ρ = ei ( f ) with f ∈ Rt [W, Z ][X, iˆ], then by writing f = g + Zh with
g ∈ Rt [W ][X, iˆ], h ∈ Rt [W, Z ][X, iˆ], we can write ρ = σε with σ = ei (g), ε = ei (Zh). Note
that σ is elementary over Rt [W ] and ε is elementary over Rt [W, Z ], both origin preserving, and
that ε is Z -vanishing. Thus we see that ψt lies in the group generated by TA0n(Rt [W ]) together
with the origin preserving, Z -vanishing elementary automorphisms over Rt [W, Z ]. Therefore we
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can write ψt = τ1ε1 · · · τrεr with τ1, . . . , τr ∈ TA0n(Rt [W ]) and ε1, . . . , εr elementary, origin
preserving, and Z -vanishing over Rt [W, Z ]. We then have τ1 · · · τr = ψt (W, 0) = id, and we
therefore have
ψt =

τ1ε1τ
−1
1
 
τ1τ2ε2(τ1τ2)
−1 · · · τ1τ2 · · · τrεr (τ1τ2 · · · τr )−1 . (16)
The claim will be a consequence of the following lemma (replacing its R by the current R[W ]).
Lemma 4.20. Suppose R is a ring, t ∈ R, and Z an indeterminate. Let ε = ε(Z) be an
elementary, origin preserving, and Z-vanishing automorphism over Rt [Z ], and let τ ∈ TA0n(Rt ).
Then for N sufficiently large, τε(t N Z)τ−1 can be written as φt where φ lies in GA0n(R[Z ]) and
is stably tame over R[Z ]. More strongly, φ lies in EA0n+p(R[Z ]) for some p.
To see that Lemma 4.20 implies the claim, note that, applying the lemma to the factors
on the right side of Eq. (16), we can produce φ ∈ GA0n(R[W, Z ]) ∩ EA0n+p(R[W, Z ])
such that ψt (W, t N Z) = φt . If t is not a zero-divisor, we are done, since in that case the
localization homomorphism R → Rt is injective, so we can conclude ψ(W, t N Z) = φ. In
the general case, we can replace φ = φ(W, Z) by φ(W, Z)φ(W, 0)−1 to arrange that φ is
Z -vanishing (and again in GA0n(R[W, Z ]) ∩ EA0n+p(R[W, Z ])), and since ψ is Z -vanishing,
we still have ψt (W, t N Z) = φt . Now by Lemma 3.21 we have ψ(W, t N+M Z) = φ(W, t M Z)
for M sufficiently large, which proves the claim.
Now we prove Lemma 4.20. If τ ∈ T 0n (Rt ) we can write τ = γ1 · · · γr , where, for each
i , γi is elementary and origin preserving over Rt or γi ∈ GLn(Rt ). We will use induction on
r . We now introduce a new variable T and consider ε(T Z). The case r = 1 follows directly
from Lemma 3.22, applied to Rt instead of R, by substituting t N Z for Z and t N for T with
N sufficiently large. So let r ≥ 2. Put γ = γr and τ ′ = γ1 · · · γr−1. So τ = τ ′γ and
τε(T Z)τ−1 = τ ′(γ ε(T Z)γ−1)τ ′−1. Going up one dimension to GAn+1(Rt [Z , T ]) the same
equation becomes
(τε(T Z)τ−1)[1] = τ ′[1](γ ε(T Z)γ−1)[1](τ ′[1])−1.
By Lemma 3.22 (γ ε(T Z)γ−1)[1] = ω1 · · ·ωs , where eachωi = ωi (T, Z) is either a T -vanishing
or a Z -vanishing elementary origin preserving element of E An+1(Rt [Z , T ]). Observe that
τ ′[1](ω1 · · ·ωs)(τ ′[1])−1 = (τ ′[1]ω1(τ ′[1])−1) · · · (τ ′[1]ωs(τ ′[1])−1).
If ωi is T -vanishing it follows from the induction hypothesis, applied to the ring R[Z ] instead of
R, that there exists pi ≥ 1 such that for sufficiently large N
τ ′[1]ωi (t N T, Z)(τ ′[1])−1
[pi ]
lifts to E An+1+pi (R[Z ][T ]).
Similarly, if ωi is Z -vanishing we apply the induction hypothesis to the ring R[T ] to see that
there exists pi ≥ 1 such that for sufficiently large N
τ ′[1]ωi (T, t N Z)(τ ′[1])−1
[pi ]
lifts to E An+1+pi (R[Z ][T ]).
Taking p to be the maximum of all pi , then for sufficiently large N each of the automorphisms
(τ ′[1]ωi (t N Z , t N T )(τ ′[1])−1)[p] lifts to E An+1+p(R[Z , T ]). Setting T = 1 we obtain that
τε(t2N Z)τ−1[p+1] lifts to E An+1+p(R[Z ]), as desired.
This completes the proof of Theorem 4.12, and hence of Theorems 4.11 and 4.10.
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5. Further remarks and conclusions
In [10] it was shown that there exist many non-tame automorphisms which fix one variable
in dimension three over a field of characteristic zero. Nevertheless, Corollary 4.9 shows that
all such automorphisms are stably tame. Consequently, if GA3(k), for k a field, were generated
by GL3(k) together with the automorphisms that fix one variable, then all elements of GA3(k)
would be stably tame. This raises another question, for which we make the following definition:
Definition 5.1. For R a ring we say that an automorphism φ ∈ GAn(R) is weakly tame if it is in
the subgroup generated by Afn(R) together with all automorphisms which fix one variable. We
will denote the subgroup of weakly tame automorphisms by WTAn(R).
Now we can pose:
Question 5.2 (Weak Generators Problem). WGP(n): Let k be a field and n an integer ≥ 1. Are
all n-dimensional automorphisms weakly tame, i.e., is WTAn(k) = GAn(k)?
For n = 1 this is trivially affirmative (note that the use of Af rather than GL in 5.1 assures this).
If n = 2 a positive answer follows easily from the Jung–Van der Kulk Theorem (Theorem 3.1).
However, for n ≥ 3 the problem remains open.
Note that “stable weak tameness” holds no interest, since all automorphisms become weakly
tame upon adding one new dimension. However the following theorem relates weak tameness to
stable tameness:
Theorem 5.3. Let n ≥ 1 be fixed. If WGP(m) has an affirmative answer for 1 ≤ m ≤ n, then,
for any regular ring R, all elements of GAn(R) are stably tame.
Proof. We proceed by induction on n. The case n ≤ 2 is known by Theorem 4.10, so let n ≥ 3
and assume the theorem holds for integers < n. Assume WGP(m) holds for 1 ≤ m ≤ n. The
induction hypothesis tells us that elements of GAm(R) are stably tame, for R a regular ring and
1 ≤ m < n.
By Theorem 4.11 it suffices to show all elements of GAn(k) are stably tame for k a field.
So let ϕ ∈ GAn(k), and by the hypothesis we may assume that ϕ fixes one variable, say X1.
Letting R = k[X1], we therefore have ϕ ∈ GAn−1(R). Since R is regular, the last assertion in
the previous paragraph yields that ϕ is stably tame over R, hence over k (see Remark 4.8). 
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