This paper presents the design and implementation of FPowerTool, a lightweight function-level profiling tool for measuring the energy consumption of program code. Based on the trace of energy usage and the timestamps of programs execution events, FPowerTool monitors and analyzes the power consumption of a program at runtime. Two issues have been addressed: associating the power consumption data with the individual function code segments and reducing the overhead of power profiling. FPowerTool adopts an approach which takes advantage of both sampling and dynamic instrumentation to address those issues. The energy consumed by code at the granularity of function is measured by sampling the energy usage hardware counters built in the CPU and the sampled value is associated to the corresponding code segments by offline analysis. Experiment results show that this approach significantly reduces the overhead of the program power profiling without significant interference to the timing of the original program execution.
I. INTRODUCTION
Modern computing platforms such as datacenter servers or battery-powered mobile devices have played an indispensable role in people's daily life. However, the energy consumption issue related to those equipment has been an increasingly significant concern. In the case of datacenter servers, since the number of servers increases dramatically every year, the energy consumed by the servers has been a non-negligible portion of the whole energy consumed by our society. If we could improve the energy efficiency of the datacenters, there will be a big saving in energy. Also, with the widespread usage of mobile computing devices, energy efficiency has become a big concern in hand-held devices such as mobile phones. The endurance (the time for the device to work continuously without recharging) of this kind of devices is limited by the capacity of battery. Higher energy efficiency means better endurance performance. Great efforts have been put on reducing the power consumption of the above computing platforms. Among them low-power hardware design and hardware/software coordinated energy-saving mechanism are two common approaches and have been studied The associate editor coordinating the review of this manuscript and approving it for publication was Mahammad Abdul Hannan .
intensively in recent years. We argue that though those measures are effective in energy-saving, more attention should be paid to energy-efficient software development. In a data center, a set of programs, i.e., the regular services provided by the center, will be executed for thousands or even millions of times every day. If the energy efficiency of this set of programs could be optimized for a small percentage, the energy saved will be enormous. Similarly, if we could reduce the energy consumption of the set of frequently used APP programs on mobile phones by rewriting the code, the endurance of the mobile phone will be improved and the battery lifetime will be extended. Our previous study on optimizing program energy efficiency shows that the programming language features and the style of coding have significant impact on energy efficiency of the programs [1] .
In order to optimize energy efficiency of a program, we need first to know the power consumption behavior of the code execution, this can be done by measuring the power consumption of the system when the program is being executed and associating the power consumption value with the piece of code executed at the corresponding moment. This process is called power profiling. The code segments with high power consumption are identified as hotspots which are the target of optimization. It is obvious that the finer the code segment identified with a specific power consumption, the higher resolution can be achieved in locating the hotspot. In practice, the resolution of program power profiling is limited by the power measurement technology applied. Using external power meter is a common method to measure the power consumption of the whole computing system on which the code is running. It cannot reach high resolution because the power meter involves long delay and sampling the meter via I/O also takes time. It is impossible to accurately relate the instant power value reading with the exact piece of code. Specific high speed measuring hardware can be developed to reduce the delay introduced by the power meter, but the I/O access delay is still significant.
In our work, we use the processor built-in performance counters as the measurement tool to measure the energy consumed by program execution. In modern processors, a set of internal counters are implemented to record performance events and the energy consumed by different hardware components (e.g., CPUs and memory). Built-in hardware sensors are used to measure the physical quantities in real-time. The accuracy or the resolution of sampling is determined by the frequency of sampling, usually at 1kHz, which means the value will be updated every 1ms. This resolution is satisfactory in most cases. For higher resolution, interpolation technique can be applied to calculate the approximate value between two sampling points. Reading the internal counters is very fast, at the speed of instruction execution. With this fact, we choose to use internal counters to measure the energy consumption of code execution. Another issue is how to separate the power consumed by the profiled program code and by the background system software such as OS. We address this issue by continuously executing the profiled code for many times and calculating the average value. Function is chosen to be the granularity of profiling. It is because function is the unit of code which will be executed repeatedly for many times. Important functions, appearing in the form of libraries, are called by many application programs. Therefore, function is the target for code optimization not only in performance, but also in power consumption. This paper introduces the design and implementation of a function-level power profiling tool FPowerTool. FPowerTool adopts an approach combining sampling and dynamic code instrumentation to efficiently obtain the energy consumption data from the built-in hardware counters. A background sampling program working as a daemon reads and records the values from the counters. It works as a virtual power meters. The profiled code is instrumented by inserting extra instructions at the beginning and end of every function. The inserted code indicates the boundary of a function and obtains the timing in function execution. The timing information of a function is recorded by the inserted code in the trace file for late processing. FPowerTool does not require recompilation of the profiled code and is easy to use. The data collected by FPowerTool are stored for off-line analysis. The offline analysis analyzes the call path of the functions to understand the structure of the profiled code and calculate the power consumption of the function by dividing the energy consumed by the execution time of the function. The functions with high power consumption are identified as the hotspot functions for further optimization. The experiment results show that FPowerTool introduces pretty low overhead to the original execution, which is important for reducing distortion by profiling.
The rest of this paper is organized as follows. Section 2 discusses the related work in program power profiling. Section 3 discusses major design issues and presents the design of FPowerTool. Section 4 describes the implementation of FPowerTool, including components for measurement, analysis and presentation. Section 5 presents evaluation of FPowerTool. Section 6 focuses on the overhead issues in implementation. Section 7 concludes the paper by summarizing the findings and proposing future works.
II. RELATED WORKS
Reducing energy consumption is a challenging task for the operators of modern data centers and cloud computing centers. Measuring the energy consumption is the first step of power optimization and has become a crucial issue in improving energy efficiency. There are a number of research works in measurement of power or energy consumption. A review outlines the different approaches in energy measurements [2] . The easiest way to measure energy consumption is using external power measurement instruments (such as a power meter) to directly measure the system energy consumption during software execution [3] . However, in many cases, it is impossible or unacceptable to deploy external power meters in a real cloud computing center or an operational data center [4] . Instead, a model-based power measurement approach is often adopted by establishing approximate models of energy consumption of different resources.
Intel introduced the Running Average Power Limit technology (RAPL) for the SandyBridge or later architecture. By means of the RAPL interface, the energy consumption of the processor and associated memory can be obtained. The RAPL interface is controlled through Model-Specific Register (MSR). A variety of mature tools or libraries for sampling performance counters have been widely adopted, such as PAPI [5]- [7] , Perfsuit [8] , Perfmon [9] and so on. Those tools can read RAPL values. Perf [10] is a Linux profiling tool dealing with performance counters. Perf can access the Intel RAPL energy estimates for measuring energy consumption on Linux. Likwid [11] is a lightweight performance-oriented tool suite for Intel and AMD processors with the Linux operating system. Likwid-powermeter is a tool offered by Likwid which can query the energy consumed within a package for a given time period and calculates the resulting power consumption. These tools obtain the total energy consumed by a package of the system. It is not able to distinguish the power consumption of the individual program code. jRAPL is a framework for profiling energy consumption of Java code block, using manual instrument [12] . HAECER is a framework for short-term energy measurements using RAPL [13] . But HAECER measures the energy consumption of a function by manually instrumenting its start and end. ALEA is a tool for measuring power and energy consumption at the granularity of basic blocks, using a probabilistic approach [14] , [15] . The ALEA tool employs a constant power model and a variation-aware power model to estimates the energy consumption of program code. The finer code granularity achieved by the variation-aware power model is not possible on the Intel processor because of the low updating frequency of the hardware counters. ALEA needs extra DWARF (debugging with attributed record formats) information of the profiled program to associate ALEA's estimates with specific lines in the source code. Its probabilistic model needs to run the program many times for estimates.
FPowerTool provides fine-grained energy profiling at the function level which is different from other tools for micro-architecture level or entire program level profiling. One advantage of FPowerTool is that it does not need to modify the original source code or recompile of the instrumented program. FPowerTool associates the energy consumption to the functions of the profiled program in a similar way as HPCToolkit [16] and Intel's Vtune [17] . FPowerTool can also identify the function-call path in program execution and help the program developer to locate the hotspot functions in energy consumption. To the best of our knowledge, FPowerTool is the first function-level power profiling tool implemented with dynamic instrumentation and working with binary code. With dynamic and selective instrumentation and offline analysis, it achieves good profiling efficiency.
III. DESIGN OF FPOWERTOOL
FPowerTool was designed to be a lightweight function-level power profiling tool which can be used for measuring the energy consumption of program code, even for the non-debugging binary codes. FPowerTool eliminates the need for external power meters and avoids the program's recompile/relink. It allows the users to do power analysis at the function level, and reconstruct the function call graph to understand the structure of the profiled program. Modern scientific applications usually written in C/C++ or Fortran, and may use C/C++ libraries. Currently, the energy consumption of programs written in C, C++ and Fortran can be measured and analyzed by FPowerTool.
FPowerTool consists of four modules, including energy measurement, profiling and tracing, result analysis and result presentation. The workflow of using FPowerTool to measure and analyze a program's energy information is shown in Figure 1 . First, FPowerTool launches the energy sampling program (i.e., RAPL) to collect the energy consumption data from the hardware counters. Second, run the profiled program with FPowerTool with specific parameters. The profiled program will be instrumented dynamically during its execution by adding code to get the function-call timing and the energy consumption data. Upon completion of the execution of the profiled program, profile data files containing the energy consumption data and the function-call timing will be generated. Then FPowerTool analyzes the profile data to identify the function call path structure and the hotspots in the program. Finally, FPowerTool presents the profile result to the user.
A. MAJOR DESIGN ISSUES
Two major issues have to be addressed in the design of FPow-erTool. First, how to distinguish the energy consumption at the function level. Second, how to control the overhead introduced by profiling. The first issue is addressed by an approach combining sampling and self-instrumentation. A separate energy sampling program running at the background as a daemon. It periodically samples the energy consumption data from the hardware counters and associate the energy data with timing information, i.e., timestamps. To distinguish the energy consumed by different system components, it records the energy consumption data corresponding to CPU and memory in its trace file separately. The sampling daemon works as a virtual power meter which will be referenced by the profiled program. The profiled program is instrumented at the function level by inserting code to indicate the beginning and the end of a function and to record the corresponding time by timestamps in its trace file. These two trace files generated by the sampling daemon and the profiled program are then processed offline. The energy consumption of individual functions will be resolved by correlating the two trace files by timestamps and the energy consumption data corresponding to a function will be retrieved from the sampling trace file. Hotspot functions are identified by checking the energy consumption value of individual functions.
The second issue, profiling overhead, is in fact a common problem in any profiling tasks. A higher overhead not only means a longer profiling process, but also introduces higher distortion to the original behavior of the profiled program. This issue is addressed by several techniques. First, dynamic instrumentation is adopted, that is, the profiled program is instrumented dynamically during its execution, no source code modification and recompilation is necessary. So lower overhead and hence less distortion are introduced by instrumentation. The second measure is to carry out analysis of the trace files offline, which does not affect the execution of the profiled program. The third technique is to control the granularity of instrumentation. In some cases, the profiled program contains tiny functions which are repeatedly executed for a large number of times. If this kind of functions are instrumented dynamically, it will involve unacceptable overhead for executing the inserted code and for recording the timing information in the trace file, which certainly distort the energy behavior of the profiled program. To deal with this case, FPowerTool allows the user to declare the functions which should not be instrumented. By doing this, the dynamic instrumentation will skip over the tiny functions, leaving them unchanged. It will greatly reduce the profiling overhead. To get the power consumption feature of those skipped tiny functions, a separate profiling can be performed with the skipped tiny functions as the target.
B. DYNAMIC INSTRUMENTATION
FPowerTool uses dynamic binary instrumentation technology and performs the instrumentation in the user space. It dynamically instruments the program binary code at runtime and injects additional tracing code. There are two types of instrument triggers: one is the trigger of reading data from the energy-related MSRs which is running at the background to sample energy consumption, the other is the trigger to indicate the points of call/return of a function and to record the corresponding time. Figure 2 shows the overview of dynamic instrumentation. The background energy sampling program mentioned above periodically reads the energy consumption values and a read function will trigger FPowerTool to record the timestamps and the energy consumption values. During the profiling of a program, at the points of function call and return, FPowerTool will be triggered to records the timestamp.
C. SAMPLING ENERGY CONSUMPTION
FPowerTool expects a fine granularity in measuring the energy consumption. The energy sampling program running at the background periodically reads the values of the energy-related hardware counters. A read function in the energy sampling program is instrumented and acts as a trigger to FPowerTool. When the read function is called, FPowerTool will be triggered and the current timestamp and the energy values will be recorded.
D. CORRELATING FUNCTIONS WITH THEIR ENERGY CONSUMPTION VALUES
All the trigger events occur on the same timeline and all timestamps record by FPowerTool are referenced to the same timing clock. Therefore, we can identify the timing relationship among the recorded events. Correlating the functions with their energy consumption values is done offline by FPowerTool. The timestamps of function call and return events are used as the index to search for the corresponding energy consumption data in the energy sampling trace file. The energy consumption of a function is calculated by adding up the energy consumed between the function call and function return.
IV. IMPLEMENTATION
The implementation of FPowerTool is mainly based on Sys-temTap [18] and PAPI, including the following modules: energy measurement, dynamic instrumentation and tracing, result analysis and result presentation.
A. ENERGY MEASUREMENT
Intel provides RAPL for the Sandy Bridge and later generation processors. The processor uses the built-in sensors to measure the energy consumption of hardware components such as computing cores and memory and records the data in the internal hardware counters. RAPL accesses the internal counters to collect the energy consumption data. Because the value is measured by built-in hardware, it is accurate. The contents of internal hardware counters are updated every 1ms so RAPL can report the actual energy usage for the CPU package and the memory at a frequency of approximately 1 kHz [19] . RAPL provides energy measurements for four domains. The available RAPL readings are as the follows.
• PACKAGE ENERGY: total energy used by the entire package.
• PP0 ENERGY: total energy used by ''power plane 0'' which includes all cores and caches • PP1 ENERGY: energy used by uncore, usually GPU (power plane 1)
• DRAM ENERGY: memory energy usage The power measurement task is fulfilled by using System-Tap and PAPI. By using PAPI, the energy sampling program periodically reads the RAPL values with a fixed frequency (e.g. with an interval of 1.001msec, which is slightly longer than 1ms.). SystemTap instruments the read function. The read function with RAPL values as its parameters triggers SystemTap to captures the RAPL values from the parameters. Then SystemTap records the current timestamp and RAPL values into a trace file. The energy sampling algorithm is shown in Algorithm 1.
B. PROFILING AND TRACING
Profiling mainly uses dynamic instrumentation based on SystemTap. SystemTap is a Linux-based kernel debugging and monitoring tool. We use SystemTap scripts to do the VOLUME 7, 2019 PAPI_stop, store RAPL info into a array(values) 9: read(values[0],values [1] ,values [2] ,values [3] ) 10 : end while dynamic instrumentation to the functions. Those scripts will be translated into C code, then converted into a Linux kernel module. Through the uprobes interface of the kernel layer, SystemTap dynamically inserts probes to program function's entry and exit. When the instrumented point is hit, FPow-erTool records the function-call information and the timestamps of the function's entry and exit during the program execution.
As mentioned above, we define a tiny function as a function with short execution time (e.g., several microseconds) but executed for many times (e.g., thousands or millions of times). It is obvious that dynamic instrumentation to the tiny functions will introduce very high overhead and distort the power behavior of the original program. In order to skip dynamic instrumentation to the tiny functions, we need first to know which function can be categorized into tiny function. For this purpose, FPowerTool records how many times a function is executed (count) and how long each execution lasts (exe-time). The data about the count and exe-time of a function execution are used to identify a tiny function. Threshold can be set for count and exe-time. A function with an execution time shorter than the threshold exe-time and an execution count greater than the threshold execution count is recognized as a tiny function. FPowerTool provides an option for the user to avoid instrumentation to frequently executed tiny functions. This reduces the quantity of instrumentation actions and therefore significantly lowers the profiling overhead. The decision of whether or not to skip tiny functions is left to the user. The user can make a tradeoff between profiling efficiency, accuracy and completeness.
In practice, the user first run the profiled program once to collect execution information of all functions. Then the function execution information (count and exe-time) are compared with pre-defined threshold values to determine if there are any tiny functions. If so, the user can decide if the tiny should be removed from instrumentation by eliminating them from the SystemTap script. Finally, the SystemTap script will be executed without probing to the tiny functions. Figure 3 shows part of a SystemTap script which indicates how to define the functions to be probed.
By the above scheme, FPowerTool keeps the overhead introduced by dynamic instrumentation at a very low level. Also, the amount of data to be collected and recorded are carefully controlled and the trace data are analyzed offline, which further improves the efficiency of profiling and greatly reduces the interference to the execution of the profiled program.
C. RESULT PROCESSING
The trace files containing the energy sampling data and the function call/return trace are processed offline. We use the call/return timestamps of a function as an index to search corresponding energy trace data and calculate the energy consumption of the function. Figure 4 shows an example of the energy consumption measurement. FPowerTool reads the RAPL data periodically along the timeline. Here, t call and t return represent the timestamps of a function call and return.
FPowerTool samples the energy consumption at the regular intervals. The energy consumption can be PACKAGE or DRAM domain. E i represents the energy consumption between the timestamp t i−1 and t i , e.g. E 2 is the energy consumption between the timestamp t 1 and t 2 .
E fn1 is sum of energy consumption from the fn1() call to its return which is between the timestamp t call1 to t return1 . Eq (1) shows how to compute the energy consumption of the function fn1() in Figure 4 .
E fn2 is sum of energy consumption between the timestamp t call2 to t return2 . Eq (2) shows how to compute the energy consumption of the function fn2(). The calculation method refers to measuring energy consumption for short code paths using RAPL [13] . The execution time interval of fn2 is less than the sample time interval and we calculate it proportionally. The Grafana dashboard queries the RAPL data and visualizes the data by drawing the curves along the time axis. Note, the power consumption instead of energy consumption is displayed by the curves. It means that the energy consumption data must be processed (i.e., divided by the sampling interval) before being transferred into the curves. To deal with the possible noise in the RAPL data and avoid jitter of the curve, FPowerTool smoothens the curve by calculating the arithmetic mean of adjacent sample values, which makes the curve display more clear and easy to understand. The users can visually perceive the power consumption characteristics of the program over time and understand how the program's power consumption behavior changes over time during its execution.
The function-calling tree mode presentation uses a Tree-Grid widget (based on EasyUI [22] ). FPowerTool organizes the program energy consumption data in a tree-like data structure. The tree structure shows the calling path of functions and each grid (slot) on the tree shows the RAPL data of a corresponding function. Users may walk through the function-calling tree, check the energy consumption data of the functions, and identify the hotspot function with unusual high energy consumption. Further detailed power profiling could be conducted upon the hotspot function to reveal the piece of code which causes the excessive energy consumption.
V. EVALUATION
We use an Intel Haswell-EP server as the experiment platform. The server is composed of two 12-core Intel Xeon E5-2680 v3 @ 2.50GHz processors, each occupies a socket. The server runs CentOS with Linux kernel version 3.10.0. For the Xeon E5 v3 processor, the domains supported by RAPL are ''PACKAGE'' and ''DRAM'' only. PACKAGE refers to the processor on a socket. We use FPower-Tool to read the energy data of PACKAGE and DRAM domains on the server. PACKAGE ENERGY is the total energy consumed by the entire processor on a socket and DRAM ENERGY is the energy consumed by the DRAM module. 
A. COMPARISON OF TIMING RESULTS
A set of 11 programs were selected from PARSEC [23] as the benchmark in our experiment (compiled by gcc, one thread on the same core, with simmedium input). Each program was run with 3 or 4 profiling configurations. The first configuration (T1) is the original execution of the program without any sampling and instrumentation. The second configuration (T2) adds RAPL sampling as the background execution. The third one (T3) involves both RAPL sampling and dynamic instrumentation to the profiled program. But in some cases, T3 is not acceptable because of a much higher overhead than T2. In those cases, the program must contain tiny functions with very short execution time but being executed for a large number of times. The overhead of dynamic instrumentation to those tiny functions is extremely high. The fourth configuration (T4) is desirable for the program containing repeated execution of tiny functions. In the T4 configuration, we mark those tiny functions as ''un-instrumented'' and eliminate the instrumentation to the tiny functions. In our experiment, we run every configuration to all programs in the benchmark set. Each profiling configuration was run 3 times and the execution time of each configuration was calculated by averaging the execution time of the three executions to remove the occasional noise caused by OS activities. Table 1 shows the execution time of different profiling runs in our experiments. 11 programs were profiled in our experiment. We can learn from this table that the overhead of RAPL sampling is rather low since there is no big difference between the execution time of T1 and T2. In a few cases such as ''blackscholes'' and ''canneal'', the value in T2 is even smaller than that of T1 because of sampling noises. But in most cases, execution time of T3 is much longer. It is caused by instrumentation of the tiny functions mentioned above. By removing the tiny functions in instrumentation, the execution time of T4 is very close to that of T2. Comparing T4 and T1, the timing overhead is between -0.41% and 9.46%. There is no significant change in the execution time. Figure 5 is a snapshot of the experiment result of profiling the program raytrace (PARSEC benchmark, compiled with gcc, one thread with simmedium input). We use likwid-pin tool [11] to run raytrace on the same core of the package1. Energy sampling program was run as the background at the other package domain to avoid interference to raytrace program. The two curves in Figure 4 represent the energy consumed by package1 and dram1, respectively. There are 4 red vertical dashed lines which denote the start and stop of two individual profiling runs (T2 and T4 mentioned above). The first run (T2) involves only energy sampling by RAPL, and the second one (T4) involves both RAPL sampling and dynamic instrumentation realized by SystemTap script, but instrumentation to the tiny functions was eliminated. Note, on the curve between two runs there is a rise in power consumption. It is caused by SystemTap execution which starts the dynamic instrumentation in T4. We can see that there is no big difference in power consumption between T2 and T4 profiling runs, which means the overhead introduced by dynamic instrumentation is not significant. Please note, the low overhead is achieved by not instrumenting the tiny functions. We will see the timing overhead introduced by tiny functions from Table 1 . Figure 6 is a snapshot of the visualization of FPowerTool. Figure 6 shows the function call paths, the execution time and the energy consumption associated with each functions of the profiled program raytrace. We use a red wireframe to highlight the hotspot function in the snapshot. We can see that the function ''Parse'' (the call path is main → Parse) is responsible for a major part of energy consumption. The second energy-consuming function is ''build''. The call path is main → lrtBuildContext → buildSpatialIndexStructure → build → build.
B. EXAMPLE OF RAYTRACE

C. OVERHEAD OF ENERGY PROFILING
We use likwid-pin tool to run raytrace on the same core of the package1 domain. Energy sampling program was run at the package0 domain. We use Likwid-powermeter tool to measure the whole application's energy information of the package domain.
There are two profiling configurations, one is the original execution of raytrace without any sampling and instrumentation and the other is running with FPowerTool which involves both RAPL sampling and dynamic instrumentation. Each profiling configuration was run for 3 times and the result was calculated by averaging the power consumption of the three executions to remove the occasional noise caused by OS activities.
Although FPowerTool does not have much interference to the timing, it introduces extra energy overhead. From Table 2 . We can see that raytrace with FPowerTool consumes about 9 Joules more energy which is equivalent to 1.44 Watt in power. On the other hand, it causes only a little energy overhead to the DRAM domain.
D. MEASUREMENT ACROSS DIFFERENT HARDWARE PLATFORMS
There is one issue referring to the stability of the measure across different hardware platforms. Of course, energy consumption measurements obtained by running the same function on hardware systems with different CPU frequency may vary greatly. The result may also vary a little between the runs at different date. In our experiment, we use likwid-pin tool to run raytrace on the same core of the package1 domain. We use FPowerTool to measure the function ''main'' and the second energy-consuming function ''build'' at different day and with different CPU frequency. The result is shown in Table 3 . We can see that though the energy measurements in different runs are different, the ratio of the energy of function ''build'' to the one of function ''main'' is stable. Remember, the main purpose of FPowerTool is to identify the hotspot function instead of getting the absolute energy consumption value of individual function. The difference in measurement across different hardware platform does not prevent identification of hotspot functions. On the other hand, FPowerTool might be used as a tool to evaluate the energy efficiency of different hardware platforms as a byproduct.
Distinguishing the energy consumption of the background programs such OS and the profiled program is another issue. The measured energy consumption includes the ones of both background and profiled programs. Including the energy consumed by OS in measurement does not change the relative energy consumption level among functions. So the hotspot functions can still be identified. Also, as mentioned in previous section, we run each profiling for three times and use the average as the measurement value. A small fluctuation in measurement values will not affect identification of the relative energy consumption level of each function.
VI. DISCUSSION
In profiling a program's energy consumption, it is important to keep the overhead as low as possible. The profiling activity should not interfere with the timing of the profiled program. Unlike performance profiling, the slowdown does affect the energy characteristic of the target program and may make the output meaningless. Therefore, reducing the overhead is one of the major concerns of FPowerTool. As mentioned above, dynamic instrumentation is one of the measures to reduce the overhead. FPowerTool uses System-Tap to implement dynamic instrumentation. The SystemTap script is compiled and run as the native code, which temporarily loads a kernel module. The overhead of SystemTap for untraced code is effectively zero [24] . When FPowerTool traces a process, each probe point will incur an overhead of one cmp instruction and a context switch. The volume of data recorded by FPowerTool at the probe point is kept as small as possible. When repeated tiny functions exist in the profiled program and are instrumented, the profiling overhead may become very high. The overhead is caused by large number of probes at the tiny function execution point. In FPowerTool, the amount of instrumentation is well controlled and the probing points will not be hit in majority part of the execution. Therefore, the profiling overhead is kept low. We usually don't cut the tiny functions instrumentation if the tiny function is not executed for many times, e.g., well below a few hundreds of times. In case of existing tiny functions which run an excessive number of times, we must make trade-off between profiling granularity and the profiling efficiency. The higher overhead can be avoided by removing instrumentation to frequently executed tiny functions. In fact, if necessary, a tiny function can be profiled in a separate run to obtain its energy consumption behavior without affecting the efficiency of profiling the entire program. The time overhead is also important to the power behavior of the profiled programs. From our experiments we find that the execution of FPowerTool itself doesn't interfere the timing of the profiled program much.
Unlike other power profiling tools, such as jRAPL, which require manually instrumentation, FPowerTool does not modify/recompile the source code of the profiled program. It achieves the function-level profiling by default. If the profiled program has symbolic debugging information, for example, the basic block information, FPowerTool can also insert a probe point manually to a basic block whenever a probe is necessary by identifying line number in the source file. The only requirement to the platform for using FPow-erTool is that the platform must support RAPL in order to collect the energy consumption information.
The accuracy of power profiling may be affected by the occasional noise caused by OS activities, including high sampling rate to access MSRs, FPowerTool's recording operations, and trace file update. The energy consumed by those operations is added as an extra to the one caused by the original program execution. Though causing distortion of the power behavior somehow, it does not prevent identification of the hotspots functions. Since the hotspots functions are identified by the relative level instead of absolute level of power consumption. An incremental amount of energy consumed by OS operations will not change the original power consuming patterns among functions.
VII. CONCLUSION AND FUTURE WORK
FPowerTool is a lightweight function-level power profiling tool which can be used to profile the power consumption of a program without source code recompilation. It is even suitable for profiling the non-debugging binary code. In order to achieve the function-level power consumption profiling while still keeping a low overhead, an approach combining sampling and dynamic instrumentation is adopted. The energy consumed together with the timestamp of probing is sampled by a background program by calling RAPL. The profiled program is dynamically instrumented to record the function call path and the associated timing information. The power consumption of each function can be calculated by correlating the call path and the energy consumption data with event timestamp as the index. Experiment results show that FPowerTool achieves function-level power consumption profiling and the overhead is acceptable. By using FPow-erTool, we can locate power consumption hotspot in the source code and provide guidance for energy-aware program optimization.
One limitation of FPowerTool lies in its energy usage sampling frequency which is about 1 kHz. It is limited by the update frequency of the hardware counters and the RAPL technology. With this limitation, profiling with even smaller granularity than function is impossible. Further research is necessary to find new ways for finer-grained profiling and analysis. Other performance metrics, such as cache miss, will be introduced to explore the interaction between performance events and power consumption. Also, FPowerTool will be extended to support profiling of parallel programs and to support different programming languages such as python or java. FPowerTool is open sourced at https://github.com/FPowerTool. 
