We show that the protein folding problem in the two-dimensional H-P model is NP-complete.
Introduction
Proteins are polymer chains consisting of monomers of twenty di erent kinds. Much of the genetic information in the DNA contains the sequence information of proteins, with three nucleotides encoding one monomer. In turn, proteins in an organism fold to form a very speci c geometric pattern, known as the protein's native state. It is this geometric pattern that determines the macroscopic properties, behavior, and function of a protein. It is in general reasonably stable and unique. The mapping from DNA sequences to monomer sequences is simple and very well-understood. In contrast, the mapping from the sequence of a protein to the geometric con guration of its native state |the \second half of the genetic code" 8]| is much more intricate and complex, and less understood; it has been the subject of intense investigation for decades. It seems clear that the forces underlying protein folding are the interactions between their monomers; recently, the view that non-local interactions dominate this process has been gaining ground 4]. To test this and other hypotheses concerning protein folding, researchers resorted to simpli ed models of proteins, mathematical abstractions of proteins that hide many aspects and exaggerate the e ect of others; analysis and computer simulation of such models can then be compared to experimental results with actual proteins, to determine whether the emphasized aspects are indeed the dominant ones. Perhaps the most successful and best-studied such model, and the one with apparently the best match with experiments 1 , is the two-dimensional hydrophilic-hydrophobic model, or H-P model, proposed by Dill 3] . In this model it is assumed that the protein is a sequence of 0s and 1s, and folding entails embedding the sequence in the two-dimensional lattice (see Figure 1 ). Each such folding is evaluated with a score, equal to the number of pairs of 1s that are adjacent in the lattice without being adjacent in the sequence; for example, in Figure 1 the score is ve, corresponding to the ve pairs of 1s connected by dotted lines. The score captures a simple model of energy minimization, in which the \hydrophobic" 1s tend to be close to each other and thus avoid exposure, while 0s are neutral. It is assumed in this model that the native folded state is the one that maximizes score. It is therefore an interesting problem, given a sequence of 0s and 1s, to nd the embedding on the lattice that maximizes score. In this paper we prove that this problem is NP-complete (Theorem 3). That proteins fold so as to minimize energy has been accepted for decades. This view quickly leads to a puzzling aspect of the problem, known as Levinthal's paradox, which can be paraphrased as follows \How can a folding protein choose so quickly among so many possible foldings the one with minimum energy?" 4]. Our result can thus be seen as a more compelling restatement of that paradox, since it implies that nding the optimum folding in the two-dimensional HP-model |the simplest abstraction of the protein folding problem one nds in the literature, and presumably a vast simpli cation of the true detailed 3-dimensional energy minimization problem in actual proteins| is NP-complete, that is to say, among the provably hardest problems of the sort alluded to by the paradox, in which we must optimize among an astronomical population of states. There have been several NP-completeness results related to protein folding in the literature. A few years ago, several authors pointed out that certain general restatements of the problem, in which monomers attract or repel each other in ways that are general and can be used in encoding, are NPcomplete 5, 10, 13]. More interestingly, it was proved in 11] that a combinatorial generalization of the H-P model to an in nite alphabet, of which one symbol is neutral like H-P's 0 symbol, and the score counts the number of adjacencies of elements with the same symbol, is NP-complete. More recently, 9] improved this to a nite, albeit very large alphabet. The present result is the rst to settle the complexity of the simple two-dimensional H-P model actually proposed in the literature as the ultimate simpli cation of the protein folding problem. The H-P problem has been attacked from the point of view of approximation algorithms 6]; the present result sheds little light on this aspect of the problem, as our reduction is not in any interesting way approximation-preserving. Our reduction is from the Hamilton cycle problem. As is common in previous proofs of weaker results, we start by showing that the folding problem for sets of sequences (that is, when many sequences are to be optimally folded) is NP-complete (Theorem 1 in Section 2). We then proceed to establish the result for a single sequence, by resorting to certain interesting variants of the planar Hamilton cycle problem (Theorem 3 in Section 3). In our proof we utilize an idea of Trevisan 12] , whereby graphs can be embedded in the hypercube so that adjacency is captured by Hamming distance. Our proof captures one of the basic intuitions of the H-P model, namely that hydrophobic monomers will tend to form a large \sphere" (in the two-dimensional lattice, a large hydrophobic square). Impurities in this sphere then must be aligned optimally to maximize score, and it is the complexity of this alignment that our proof captures. Finally, in Section 4 we brie y discuss a version of our proof (in fact, without the planarity complication) which settles the NP-completeness of the three-dimensional version of the the protein folding problem in the H-P model |and in fact, the MAXSNP-completeness of the problem of minimizing losses in three dimensions. We were recently informed that, independently, Berger and Leighton 1] proved that the three-dimensional protein folding problem in the H-P model is NP-complete; in fact, the approximability implications of their result are stronger than ours.
The multistring folding problem
The two-dimensional lattice is the graph, (Z 2 ; L), with node set Z 2 (all points in the Euclidean plane with integer coordinates), and edges all pairs in L = f((x; y); (x 0 ; y 0 )) : jx?x 0 j+jy ?y 0 j = 1g. Consider a set of strings S = fs 1 ; : : :; s m g from the alphabet f0; 1g. A folding of these strings is an embedding of S into the lattice, that is to say, a one-to-one mapping f from the set f(i; j) : 1 i m; 1 j js i jg to Z 2 such that for all 1 i m; 1 j js i j ? 1 we have (f(i; j); f(i; j + 1)) 2 L. Fix a folding f; the points f(i; j) and f(i; j + 1) are called f-neighbors. An edge of the lattice f(x; y); (x 0 ; y 0 )g 2 L is said to be a loss if (a) these points are not f-neighbors, and (b) exactly one of these two points is the image under f of a pair (i; j) such that the jth symbol of s i is a 1. Each position in a string containing a one, and which is not the rst or the last, can participate in zero, one, or two losses.
The multistring folding problem is the following: given a set of strings s 1 ; : : :; s m 2 f0; 1g and an integer E, is there a folding with E or fewer losses? If, as is the case in the strings we construct, no string starts or ends in a 1, then it is easy to see that the total score of a folding is equal to twice the number of 1's, minus the losses, divided by two; hence, minimizing losses is the same as maximizing score, the traditional way of stating the protein folding problem. In this section we prove the following theorem: Theorem 1 The multistring folding problem is NP-complete.
In the next section we shall show that the problem remains NP-complete even if there is only one string.
2.1
Description of the reduction
We start from the following NP-complete problem: Given a graph G = (V; E) with nodes of degree four or less, and two nodes v 1 ; v n 2 V , is there a Hamilton path from v 1 to v n ? As a preliminary step in our reduction, we rst map the nodes in G to the hypercube according to a map used by (n ? 1)n. We note, nally, that the function T may be chosen so that T(v 1 ) and T(v n ) contain at most as many zeros as T(v i ), for any i 2 f1; : : :; ng. We now construct a set of strings S and an integer E, such that there is a Hamilton path from v 1 to v n in G if and only if there is a folding of the strings in S with at most E losses. The allowed number of losses is E = 7(n ? 1)n: As for the set of strings S, let L = 180n This completes the description of the reduction.
2.2
The intended folding
In this subsection we show that if there is a Hamilton path from v 1 to v n in G, then there is a folding with at most E losses. This is rather easy; the hard direction is the opposite, sketched in the next subsection (and proved in the appendix). (n ? 1)n = E adjacent but not neighboring zero-one pairs. Therefore, the folding has at most E losses, and one direction has been proved.
2.3
The converse
In this section we summarize the (quite long and involved) proof of the converse; the full proof can be found in the appendix. We consider a folding of the strings with at most E losses; we have to show that it is the intended folding corresponding to a Hamilton path of G. square of sides L ?O( p LE) contained in R (Lemmas 9 and 10). We then consider a string passing through the center of this rectangle, and prove that it is \relatively straight," proceeding without too many bendings, from one end of the square to the opposite (Lemma 11 and Corollary 12). We then prove that any string that passes through a narrow horizontal strip traverses the square from its top to the bottom side, and that in fact that almost all strings so traverse the square (Lemmas 13 and 14 and Corollary 15). It follows that the folding is the intended one, and corresponds to a
Hamilton path in G.
The string folding problem
In this section we show that the string folding problem (the special case of the multistring problem with jSj = 1, which captures the protein folding problem in the 2-dimensional H-P model)
is also NP-complete. Let us call a planar graph special if it consists of disjoint faces with nodes of degree three, connected together by paths of length two, and becomes triply connected if all nodes of degree two are collapsed. See Figure 3 for an example. Their disjoint union (where we duplicate edges in their intersection) is a degree-4 planar graph with multiple edges which can be embedded in the plane in such a way that the edges around each node alternate between the two cycles. Figure 5 depicts the two Hamilton cycles of the diamond graph (plus another node G); they are orthogonal because, by duplicating the three paths of length two, one obtains a degree-four graph around each node of which edges of the two Hamilton cycles alternate.
Suppose that a graph contains the diamond graph depicted in Figure 5 (ignore the node G standing for the rest of the graph). The diamond graph has four endpoints, denoted N, S, E, W, whereby it is connected to the rest of the graph. Any Hamilton cycle of the overall graph must traverse the diamond either from N to S, or from E to W (but not, e.g., from E to N).
Theorem 3 The string folding problem is NP-complete.
Proof: We start from the Hamilton cycle problem for special planar graphs. Given any special planar graph G, we shall modify the graph so that it contains a \standard" Hamilton cycle H 0 , such that any Hamilton cycle of the original graph corresponds to a cycle of the modi ed graph that is orthogonal to H 0 . Starting from G and its embedding, take only the degree-2 nodes of G, We shall now construct the instance of the string folding problem. We take any degree-2 node and replace it with two degree-1 nodes, and make these nodes the endpoints of the Hamilton path sought. H 0 becomes a Hamilton path as well. We now perform Trevisan's transformation having deleted the E{W edges of the graph (that is, the endpoints of these edges have large Hamming distance in the Trevisan code). We then perform the multistring reduction, with the following modi cations:
The number of strings corresponding to each city, L=n, is odd. This is trivial to accomplish by adding one string to each set. All strings corresponding to the same city are connected together in one string, by ordering them arbitrarily, and connecting the end of the su x of string 2i ? 1 to the end of the su x of the string 2i, and the beginning of the pre x of string 2i to the beginning of the pre x of string 2i + 1, i = 
Conclusion and further work
Our NP-completeness result settles in the a rmative the widespread conjecture that the protein folding problem, even in its most simple yet realistic two-dimensional H-P simpli cation, is NPcomplete. By a simple modi cation of our techniques (and, in fact, one that is free of the planarity complications of the present proof) we can show that the three-dimensional version of the proteinfolding problem in the H-P model is NP-complete. The appropriate modi cation of our proof is this: The string consists of roughly L L L ones, which form a cube protected from all sides (except for the eight corners, where 8 losses must occur) by zeros. The Hamilton cycle problem is encoded in the part of the cube that lies just below one particular face of the cube. This part is traversed in one direction by \tubes" whose cross-section is a square of four zeros. Mismatches in the alignment of these tubes correspond to mismatches in the Trevisan code of the underlying graph, and contribute the only extra losses, beyond the eight mandatory ones. Thus the intended folding has a total of 4E + 8 losses, and the steps in establishing the converse are analogous to the ones in the present proof. The same result was proven independently, and a few months earlier, by Berger and Leighton 1].
A The converse
In this section we prove that if there is a folding of the strings in S with at most E losses, then there is a Hamilton path from v 1 to v n in G. Let f be a folding of the strings in Z 2 such that the resulting number of losses is less than or equal to E. Since the embedding is injective, we will identify bits in the strings with their images in Z 2 , and call a point in Z 2 a zero or a one if it has a preimage which is, respectively, a zero or a one; otherwise, the point will be called empty.
Consider the region R in Z 2 which consists of all internal points (points in the L L square in the intended folding) as well as all points surrounded by a discrete closed curve of internal points, where, for the purposes of a discrete curve, two points (x 1 ; y 1 ) and (x 2 ; y 2 ) in Z 2 may be joined if they are adjacent (joined by a vertical or horizontal edge in the lattice Z 2 ), or if jx 1 ? x 2 j = 1 and jy 1 ? y 2 j = 1 |that is, we allow diagonal edges. We include points surrounded by a discrete curve of internal points in R so that R will not contain any \holes." Let R C be the largest connected subset of R, where for connectivity we allow only vertical or horizontal edges. We will prove that R C looks very much like an L L square and that, for the most part, strings passing through R C are approximately straight and parallel.
It will be helpful to visualize R not only as a collection of points but also as a collection of continuous regions. By visualizing each point contained in R as a unit square centered at the point and parallel to the axes, then subsets of R may be said to have perimeter and area, denoted by the functions Perim() and Area(). Our immediate goal will be to prove lemmas bounding the perimeter and area of R C . We begin by bounding the perimeter. De ne the boundary of a region A, denoted Bdary(A), to consist of all points in A adjacent to at least one point not in A. Then the perimeter of any subset of R consisting of connected components of R is equal to the number of boundary points it contains plus the number of convex corners formed by points on the boundary of the region. We make a few further de nitions before we state our rst lemma. We call an internal point straight if its two neighbors lie in the same vertical or horizontal line; otherwise, the point is bent. A point q 2 Z 2 is said to be within distance d (vertical Proof: Since any boundary point of R C is also a boundary point of R, the rst inequality is clear. To prove the second inequality, we rst note that all points on the boundary of R must be internal points; for a point of R which is not internal must be surrounded by a curve of internal points and hence cannot be on the boundary. Suppose, then, that there is an internal point, p, on the boundary of R which is not one of the 4L ? 4 intended boundary points. We prove that there i must either be a loss within distance 6 of p or an intended corner within distance 2 of p. There are three cases to consider:
Case 1: p is a one. Point p must be adjacent to a point, q, which is not an internal point. If q is empty, then there is a loss within distance one. If q is a zero, then there must also be a loss within distance one because no one which is not on the intended boundary has a non-internal zero as a neighbor in any of the strings.
Case 2: p is a straight internal zero. Since p is a non-ank zero and there is no loss within distance 6, the picture of the neighborhood around p (up to rotation) must be as follows:
where the isolated pipe represents the region boundary. However, the two possibilities for the point between the two uppermost ones, empty or a non-internal zero, both lead to losses within distance two of p. Case 3: p is a bent internal zero. Since p is on the boundary and, thus, cannot be adjacent to two other internal zeros, it follows from Lemma 5, stated below, that p must have a loss within distance 6 or an intended corner within distance 2.
We have completed showing that there must either be a loss within distance 6 of p or an intended corner within distance 2. Since there are at most a constant number of points within distance 6 of the two points involved in a loss and there are at most E points (for n 3) within distance 2 of an intended corner, we can set c 1 equal to the constant plus four and the lemma follows.
We next state a lemma involving non-ank internal zeros referred to above.
Lemma 5 If z is a bent non-ank internal zero which is not adjacent to two other non-ank internal zeros nor within distance 2 of an intended corner, then there must be a loss within distance 6 of z.
Proof: Suppose that there is a bent non-ank internal zero, z, which is not adjacent to two other non-ank internal zeros nor within distance 2 of an intended corner. The assumption of no intended corners close to z implies that if there is a one within distance 2 of z which is contained in the substring 010, then it must either be contained in the larger substring 1010 or 0101. Suppose, in addition, that there is no loss within distance 6 of z. We show that in every potential con guration involving z these assumptions lead to a contradiction, for there must, in fact, be a loss within distance 6 of z. Assuming there is no loss within distance 6 of z, the picture of its neighborhood under folding f (up to rotation) must be as follows:
ii 0 ?1 0 z ?1 1 j j 1 1:
The reason for the appearance of the ones other than the two neighbors of z is that there are always at least eight ones which lie between internal zeros on any string, ank or non-ank (though on anks they may be separated by some groups of 4 zeros). The same separation is true for internal zeros and pre x or su x zeros. This fact will play a role in almost all of the pictures of con gurations which follow in the proof of this lemma and in the proof of Lemma 6.
Next, we consider the classi cations of the zeros lying adjacent to z. Note that the two zeros cannot both be straight. Case 1: One of the adjacent zeros is a bent ank internal zero: Assume without loss of generality that it is the upper adjacent zero. Since there are no losses within distance 6, the picture must be as follows:
No matter where the zero following the starred one is placed, there will be a loss (located at one of the two X's), a contradiction.
Case 2: One of the adjacent zeros is a bent non-ank internal zero and the other adjacent zero is not a bent non-internal zero. Assume without loss of generality the bent non-ank internal zero is the upper adjacent zero. The necessary picture follows: It should be clear that the adjacent zero to the left of z cannot be straight (there are no maximal substrings of zeros of length two). Since we assumed it was not a bent non-internal zero and it is not a bent internal zero, this case is impossible. >From the picture it should be clear that the upper zero adjacent to z cannot be a pre x or su x zero due to our assumption about intended corners. It must be contained in one of the groups of 4 zeros on a ank. As well, the zero which is a neighbor to the 1-neighbor of the upper zero may also not be a pre x or su x zero. We next examine the potential locations for the zero following the zero marked with the superscript one (zero 1). Case 3A: The zero following zero 1 goes up, as appears below. There must be a loss at the X. This con guration is impossible because no matter how the picture is completed, the two starred zeros must belong to the same string, but no string contains either a maximal substring of zeros of length three or the substring 10101. Similarly to the previous subcase, this con guration is impossible because the two starred zeros must be in the same string, but no string contains a maximal substring of zeros of length two. Case 3B: The zero following zero 1 goes left: There must be a loss at the X. There must be a loss at the X, contradiction.
We have completed our case analysis. In all cases, we showed that under our assumptions the potential con gurations must, in fact, either be impossible or contain a loss within distance 6 of z (all points shown in the gures were within distance 6 of z). Thus, a bent non-ank internal zero which is not adjacent to two other non-ank internal zeros nor within distance 2 of an intended corner must have a loss within distance 6.
The following lemma, which is the nal step toward limiting Perim(R C ), bounds the number of concave corners on the boundary of any subset of R. Lemma 6 If there is a concave corner on the boundary of R, then there must either be a loss within distance 7 of the point of R at the corner or an intended corner within distance 4 of the corner point. Consequently, there exists a positive constant, c 2 , such that there are at most c 2 E concave corners on the boundary of any subset consisting of connected components of R.
Proof: Suppose there is a concave corner on the boundary of R such that no intended corner is within distance 4 of the corner point and there are no losses within distance 7 of the corner point. As in the proof of Lemma 5, the assumption of no nearby intended corner implies any one within distance 4 of the corner point which is contained in the substring 010 must be contained in the larger substring 1010 or 0101. Also similarly to the proof of Lemma 5, we show these assumptions must lead to a contradiction. We perform a case analysis based on the classi cation (zero or one) of the sides of the the concave corner. Note that no bent non-ank internal zero may be a side of the concave corner, for since there can be no intended corner in distance 2 of the zero (and it is not adjacent to two non-ank internal zeros), there must be a loss within distance 6 of the zero. However, this implies the loss is within distance 7 of the corner point. Case 1: Suppose two ones form the sides of the concave corner. We represent this con guration using the following diagram:
The two pipes represent where the ones meet the perimeter of R. The two possibilities for the classi cation of the point not in R which is adjacent to the two ones, either empty or a non-internal zero, both lead to a loss within distance 2 of the corner point, contradiction. Case 2: Two zeros form the sides of the concave corner. Since there is no loss within distance 7 of the corner point, the necessary picture is the following: One of the starred zeros must be followed by a one, so there must be a loss within distance 4 of the corner point, contradiction. Case 2B: The zero following one 1 goes down: There must be a loss at the X. There must be a loss at the X.
Case 3C: Suppose, nally, the side zero is bent so that its neighbors go right and down: There must be a loss at the X. The two starred zeros must lie in the same string, but no string contains either a maximal substring of zeros of length three or the substring 10101. Thus, the con guration is impossible. Case 3Ciib1B: The zero following zero 6 is up: There must be a loss at the X. Again, we nd a loss, a contradiction. This completes our case analysis. In all cases, we showed that under our assumptions the potential con gurations must either be impossible or contain a loss within distance 7 of the corner point (all points shown in the gures were within distance 7 of the corner point). Consequently, a concave corner on the boundary without an intended corner within distance 4 of the corner point must have a loss within distance 7 of the corner point. Since there are at most E points within distance 4 of an intended corner (for n 4) and there are at most a constant number of points within distance 7 of the two points involved in a loss, setting c 2 equal to the constant plus four, we conclude that there are at most c 2 E concave corners on the boundary of R. Finally, any subset consisting of connected components of R has at most as many concave corners as R. This completes the proof of the lemma. Proof: Note that the number of convex corners contained in R C is four plus the number of concave corners. The corollary, then, follows from the observation that the perimeter of R C is equal to the number of boundary points plus the number of convex corners it contains. Using Lemmas 4 and 6, we may take c 3 = c 1 + c 2 . We now prove a lower bound on Area(R C ) and, in particular, we prove that, by limiting ourselves to the connected region R C , we do not lose many internal points. We may now state a lemma which nds a large square strictly contained in R C .
Lemma 10 For a positive constant c 6 , there exists a square with sides of length L ? c 6 p LE contained in R C .
Proof: We proved in the previous lemma that the smallest rectangle containing R C has area less than or equal to L
