The Space Robotics Laboratory (SRL) of Tohoku University has been developing micro-satellites for years and has gained experience in their development, verification, integration, and operation. The SRL has recently started the development of model-based simulation, verification, and integration environment to realize rapid and cost-effective development of reliable micro-satellites. The conceptual design and its functionality have been verified through the real-life 50-kg-class micro-satellite projects RISING-2 and RISESAT. The developed environment can be utilized in different configurations such as full-software simulation, hardware-in-the-loop simulation, and even flight operation, depending on demands in each satellite development phase. This environment is designed to be modular and flexible. The minimum hardware configuration can be a single personal computer, which enables low-cost introduction of a satellite system simulator for a wide range of projects in a variety of project phases. It can be utilized for general micro-satellite missions and possibly even much smaller space systems in the future. Micro-satellite RISING-2 is the first satellite tested by means of this environment. Functionality of the developed simulation and verification environment was evaluated by comparing the ground simulation results and flight data obtained by RISING-2.
Introduction
Micro-satellites are nowadays widely utilized as platforms for space technology demonstration and scientific experiments. Tohoku University has been conducting research and development of micro-satellite technologies and have experience with several micro-satellite projects such as SPRITE-SAT (renamed as RISING-1 after the launch), RAIKO, and RISING-2.
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The most recent micro-satellite being developed is RISESAT (Rapid International Scientific Experiment Satellite). RISESAT is a 50-kg-class international scientific micro-satellite, which aims to demonstrate rapid and cost-effective access to space for scientific instruments. 5) Against this background, the Space Robotics Laboratory (SRL) has recently initiated an investigation on the software-assisted development and verification environment for micro-satellites to realize the rapid and cost-effective development of reliable micro-satellite systems. 6) The aim of this research is to enhance the utilization of micro-satellites and to establish the basis of a new paradigm for the future, where cost-effective and reliable small satellites are widely utilized for both research and business purposes. This paper summarizes the configuration of the developed environment, functional verification results of ground simulation capabilities, and performance evaluation results by comparing the simulation results and real-life flight data obtained by RISING-2.
Simulator Architecture
The main purpose of this research is to develop a comprehensive but low-cost simulation environment for the rapid development, integration, and verification of reliable micro-satellite systems. The simulation environment proposed in this paper is designed in a modular manner and is highly flexible in terms of the testing configuration setup. The system architecture and possible simulator configurations are described in the following sections.
Low-cost approach for system simulator
Simulation environments are common tools used in the development of space systems. Their applications and scales differ according to the type and level of verification required, and on the available budget. It is often the case that a satellite project utilizes several different simulation tools prepared separately for individual sub-systems or functional units such as power supply systems, attitude control systems, and command and data handling systems. This type of approach can be highly cost-intensive, as the development, customization, and maintenance of these simulation tools requires considerable effort in addition to the development of the satellite itself. In contrast, the approach taken in this research combines all of these possible simulation configurations into an integrated architecture with a flexible setup configured depending on the purpose of each activity.
Simulator engine
The core part of the proposed simulator is the simulator engine, which executes space environment models and the satellite model in a periodical way with a predefined time interval, as illustrated in Fig. 1 . The user can implement the required environment models and satellite component models with the required accuracy. Examples of the former are the gravitational field model, magnetic field model, and atomic drag model, whereas examples of the latter are the on-board computer model, magnetometer model, and GPS model. This configuration can be regarded as the simplest configuration of full-software simulation configuration, and can be executed on a single personal computer. The merit of having this configuration is that the user can initiate the development of the on-board software without the real satellite hardware components, even at the initial stage of the project phase.
Interfacing with hardware components
The communication interface between the simulator and the satellite hardware components can be handled by means of an interface front-end. Each hardware component has specific communication and data/signal interfaces. In this configuration, because of the presence of hardware components, the simulator is required to run in real-time in order to deliver time-consistent data for the hardware. For this purpose, the simulator is executed at a higher frequency than that of the real hardware component. For example, if there is a sensor that delivers data at 10 Hz, the simulator updates the internal corresponding parameter with a higher frequency, e.g., 20 Hz. This is a highly simplified implementation based on the assumption that the executing computer has sufficient computational capability. In this manner, the determination of the required capability of the workstation is left to the individual users.
Real-time emulation of the interface
For some applications, the real-time behavior of the hardware components is critical in terms of periodical behavior and response delay. The approach suggested in this paper is to introduce a real-time computer as the secondary computer in order to keep the simulator engine executed on a non-real-time workstation, as described in previous sections. In this way, the developed software codes can be compatible for both simulator configurations. This is illustrated in Fig. 2 . Real-time emulation of the interface: utilization of real-time computer to achieve precise timing (above), and low-cost implementation using non-real-time workstations (below).
As illustrated in Fig. 3 , non-time-critical interfaces can be implemented by utilizing interface converting devices such as USB-to-Serial communications. In this case, the timing of the communication depends on the temporal computational load of the executing machine, or interfacing hardware. Depending on the requirements and the available financial budget, the user can select one of these available options. Again, the simulator engine itself can be independent of the configurations.
Hardware component stimulations
An important role of the simulator is to generate stimulations for hardware components, predominantly for attitude determination and control components. Stimulators such as voltage input, optical input, and magnetic field input can be connected with the simulator to have access to space environment variables. For example, optical stimulators for star trackers can be integrated to the simulator, in order to conduct optical-path-in-the-loop simulations for the functional verification of attitude determination and control sub-system. This configuration is illustrated in Fig. 4 .
Dynamic motion simulator
When the verification of the dynamic response of the system is of interest, one can introduce a dynamic motion table with motion cameras for objective attitude determination and feedback to the simulator engine, as illustrated in Fig. 5 . Torque commands to actuators such as reaction wheels can be sent to the real hardware components. In addition, the actual angular rates can be measured by the real satellite components such as a rate gyro. 
Hardware Configuration
The established simulator can be utilized in several different configurations as follows 6) : 1) Full-software simulation environment, 2) On-board computer-in-the-loop simulation environment, 3) Static closed loop simulation environment, and 4) Dynamic closed loop simulation environment. The exemplary hardware configuration established for RISING-2 and RISESAT micro-satellites is summarized in Fig. 6 , and the core hardware equipment is illustrated in Fig. 7 . The hardware modules are:
 Computer machines for the simulator: applications are executed on either a single or multiple computer machines.  Computer machines for satellite operation.  Modular hardware front-end: physical interface between the simulator and real satellite hardware components.  Solar simulator: generates solar array power controlled by the simulator, depending on the sun's incident angle.  Electronic load: device to generate simulated power consumption of components, which is controlled by the simulator.  Radio frequency communication equipment: command and telemetry interfaces between the satellite operational software and the receiver/transmitter of the satellite.  Star simulator: optically stimulates star sensors according to the satellite attitude in the simulator.  Dynamic motion table: enables dynamic simulation and verification of the attitude control system of the satellite. 
Power control system simulator
Functional verification of the power control system of a satellite is one of the most important and essential tasks of system verification. In the established configuration, the solar simulator and electronic load are utilized in addition to the real power control and battery units. The output Voltage-Current property of the solar simulator and the power consumption of the electronic load can be controlled based on the environment variables calculated by the simulator. Developers can run realistic mission scenarios and evaluate the functionalities of the power control unit computer together with the actual performance of the battery unit on the ground.
Star simulator
The star simulator generates an optical stimulation as the input for the star sensor hardware as illustrated in Fig. 8 . The monitor system displays star configurations in the field of view of the star sensor, according to the parameters calculated in the simulation environment, such as the satellite's attitude, presence of sun light, and shading by the earth. More than one star simulator can be used in the case where the satellite is equipped with several star sensors.
Tohoku University has been conducting research on small star sensors for micro-satellites for several years. 7) In this simulation environment, star sensors take images of the monitor and process the position of the stars, and consequently the attitude of the star sensor in the inertial coordinate system. The information processed in the star sensor is sent to the satellite's attitude control unit for further processing. This environment can be utilized to evaluate the influences between camera gain and exposure time settings, the existence of white pixels, and the influence of stray light.
Dynamic motion simulator
The dynamic motion table can be utilized for verification of the dynamic performance of the attitude control system of the satellite. Owing to the existence of disturbance torques such as friction and limitation in the range of movement, qualitative verification can be conducted. This system has been described by Fukuda et al. 
Software Configuration
The architecture of this environment is as simple and flexible as possible so that it can be utilized by a wide range of satellite projects in the future. The core software application named Satellite and Space Environment Simulator (SSES), which is written using C++, consists of two different families of classes: one is Satellite Class, and the other is Space Environment Class. The Satellite Class contains all satellite component classes, as illustrated in Fig. 9 , and the Space Environment Class holds all possible space environment classes such as orbit propagation, attitude integration, geomagnetic field models, and planet models. Exemplary lists of these classes for Tohoku University's micro-satellite projects are summarized in Tables 1 and 2 . Depending on the requirements and demands of each application, the models can be more detailed, replaced, duplicated, or new models can be added. As illustrated in Fig. 9 , the configurations of the models, including the connections between them, are designed to be identical to the real hardware configuration.
Functional Verification Results
The software simulated on-board computer inside the simulator can execute software codes, which are portable to real hardware equipment. In this environment, the satellite system is simulated as the sum of individual component models. These component models can be replaced with real hardware in the later development phase. In this manner, software simulated models (components) and real hardware models can be treated in the same level. The model-based development approach has the merit that the developed models can be re-utilized for other projects, as in the case where one uses the same flight hardware component for different satellite applications. Figure 10 illustrates a comparison of the power balancing simulation results in software-in-the-loop simulation and hardware-in-the-loop simulation environments. In the former simulation, the battery model is simulated in a software environment, and in the later simulation, the real battery hardware is used. This comparison indicates that this environment can conduct sound power balancing simulations without the real battery hardware as it is intended. In this manner, one can simulate operational scenarios and evaluate power balancing characteristics, even in the accelerated simulation mode. 
Power balancing simulation

Attitude control simulation
This section illustrates the simulation results of attitude determination and control in a software-in-the-loop simulation. The configuration of the software models and the data flow between them are illustrated in Fig. 11 . The on-board attitude determination and control algorithm was executed in the software model of the attitude control unit. During this simulation, the satellite conducted a nadir pointing maneuver. The simulation result is illustrated in Fig. 12 , where the angle and angular velocity errors are selected as representative values of the evaluation of the simulation results.
In this manner, the functionality of the application software, which is meant to be implemented into on-board computers in the later phase, can be evaluated without having the actual hardware component of the on-board computer. The software development activity can be initiated at the very beginning of the satellite project, which enables cost-effective development, as well as an improvement in software performance and reliability. 
Telecommunication and data handling evaluation
The telecommunication and data handling system components are integrated into the satellite in the proposed simulator configuration. This can be seen in Fig. 7 . The utilized telemetry and command servers are real equipment that can be used for operation of the satellite. The command and telemetry data are transferred through radio frequency interface cables between the satellite and ground support equipment. The same setup can be used for real operations after the launch of the satellite, if required, by replacing the cables with antennas. Testing the satellite system under the same conditions as it experiences in space is very important, and can reduce the risk of unexpected failure or malfunction of the satellite system in the final ground verification phase.
Flight Data Analysis
As a demonstration of the hardware-in-the-loop simulation, as well as operational support by means of this environment, a comparison between ground simulation and real-life flight data of RISING-2 is illustrated in this section. Figure 13 illustrates the comparison between the simulated and flight measurement data of the geomagnetic aspect sensor during a nadir acquisition maneuver. Although there is a gap in flight data due to hardware performance restrictions, Fig. 13 shows good qualitative agreement in the compared values. The simulation environment can also visualize the satellite attitude and orbital situation, as illustrated in Fig. 14, which summarizes a series of output images from the real-time visualization interface during the above-mentioned nadir acquisition maneuver. The degree of accuracy of the simulation models depends on each implementation. According to this comparison, it is revealed that the established simulation and verification environment can conduct meaningful qualitative simulations of micro-satellites and can further provide operational support for real satellite missions. This satisfies the research objectives. As can be seen in Fig. 14 , real-time visualization capability of the simulator dramatically enhances understanding about the situation where the satellite is placed. Information such as the satellite attitude, illumination condition of the solar panels, pointing directions of the communication antennas, and field of views of optical sensors and scientific observation instruments can be monitored. Because the simulator can also conduct accelerated simulation if it is configured as full-software simulation configuration, forecast of these parameters and behaviors are great help for effective operational planning.
A representative earth surface image taken by the micro-satellite RISING-2 is illustrated in Fig. 15 . RISING-2 is the first satellite whose functionalities were verified by means of the proposed simulation and verification environment in this paper. The images taken by the high-precision telescope of the RISING-2 illustrated that it has achieved the world highest ground sampling resolution in its satellite mass category.
Conclusion
This paper summarized the results of the conceptual design and functional verification of the model-based simulation, verification, and integration environment of micro-satellites developed at the Space Robotics Laboratory of Tohoku University. The different possible configurations of the environment were summarized in the beginning, followed by a description of the implementation method of model-based satellite and space environment simulators. Through the development and operation activity of micro-satellites at Tohoku University, the functionality of the environment has been evaluated. This environment will realize rapid and cost-effective development and verification schemes for achieving reliable small space systems and their safe operation.
