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Abstract
As opposed to standard empirical risk minimization (ERM), distributionally ro-
bust optimization aims to minimize the worst-case risk over a larger ambiguity set
containing the original empirical distribution of the training data. In this work, we
describe a minimax framework for statistical learning with ambiguity sets given
by balls in Wasserstein space. In particular, we prove generalization bounds that
involve the covering number properties of the original ERM problem. As an illus-
trative example, we provide generalization guarantees for transport-based domain
adaptation problems where theWasserstein distance between the source and target
domain distributions can be reliably estimated from unlabeled samples.
1 Introduction
In the traditional paradigm of statistical learning [20], we have a class P of probability measures on
a measurable instance space Z and a class F of measurable functions f : Z → R+. Each f ∈ F
quantifies the loss of some decision rule or a hypothesis applied to instances z ∈ Z, so, with a slight
abuse of terminology, we will refer to F as the hypothesis space. The (expected) risk of a hypothesis
f on instances generated according to P is given by
R(P, f) := EP [f(Z)] =
∫
Z
f(z)P (dz).
Given an n-tuple Z1, . . . , Zn of i.i.d. training examples drawn from an unknown P ∈ P, the objec-
tive is to find a hypothesis f̂ ∈ F whose risk R(P, f̂) is close to the minimum risk
R∗(P,F) := inf
f∈F
R(P, f) (1)
with high probability. Under suitable regularity assumptions, this objective can be accomplished via
Empirical Risk Minimization (ERM) [20, 13]:
R(Pn, f) =
1
n
n∑
i=1
f(Zi) −→ min, f ∈ F (2)
where Pn :=
1
n
∑n
i=1 δZi is the empirical distribution of the training examples.
Recently, however, an alternative viewpoint has emerged, inspired by ideas from robust statistics
and robust stochastic optimization. In this distributionally robust framework, instead of solving the
ERM problem (2), one aims to solve the minimax problem
sup
Q∈A(Pn)
R(Q, f) −→ min, f ∈ F (3)
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whereA(Pn) is an ambiguity set containing the empirical distributionPn and, possibly, the unknown
probability law P either with high probability or almost surely. The ambiguity sets serve as a
mechanism for compensating for the uncertainty about P that inherently arises due to having only
a finite number of samples to work with, and can be constructed in a variety of ways, e.g. via
moment constraints [9], f -divergence balls [8], and Wasserstein balls [16, 11, 5]. However, with the
exception of the recent work by Farnia and Tse [9], the minimizer of (3) is still evaluated under the
standard statistical risk minimization paradigm.
In this work, we instead study the scheme where the statistical risk minimization criterion (1) is
replaced with the local minimax risk
inf
f∈F
sup
Q∈A(P )
R(Q, f)
at P , where the ambiguity setA(P ) is taken to be a Wasserstein ball centered at P . As we will argue
below, this change of perspective is natural when there is a possibility of domain drift, i.e., when the
learned hypothesis is evaluated on a distribution Q which may be different from the distribution P
that was used to generate the training data.
The rest of this paper is organized as follows: In Section 2, we formally present the notion of
local minimax risk and discuss its relationship to the statistical risk, which allows us to assess the
performance of minimax-optimal hypothesis in specific domains. We also provide an example to
illustrate the role of ambiguity sets in rejecting nonrobust hypotheses.
In Section 3, we show that the hypothesis learned with the Empirical Risk Minimization (ERM)
procedure based on the local minimax risk closely achieves the optimal local minimax risk. In
particular, we provide a data-dependent bound on the generalization error, which behaves like the
bound for ordinary ERM in the no-ambiguity regime (Theorem 1), and excess risk bounds under
uniform smoothness assumptions on F (Theorem 2) and a less restrictive assumption that F contains
at least one smooth hypothesis (Theorem 3).
In Section 4, we provide an alternative perspective on domain adaptation based on the minimax
statistical learning under the framework of Courty et al. [6], where the domain drift is due to an
unknown transformation of the feature space that preserves the conditional distribution of the labels
given the features. Completely bypassing the estimation of the transport map, we provide a proper
excess risk bound that compares the risk of the learned hypothesis to the minimal risk achievable
within the given hypothesis class on the target domain (Theorem 4). To the best of our knowledge,
all existing theoretical results on domain adaptation are stated in terms of the discrepancy between
the best hypotheses on the source and on the target domains.
All proofs are deferred to the appendix.
2 Local minimax risk with Wasserstein ambiguity sets
We assume that the instance space Z is a Polish space (i.e., a complete separable metric space) with
metric dZ. We denote by P(Z) the space of all Borel probability measures on Z, and by Pp(Z) with
p ≥ 1 the space of all P ∈ P(Z) with finite pth moments. The metric structure of Z can be used to
define a family of metrics on the spaces Pp(Z) [21]:
Definition 1. For p ≥ 1, the p-Wasserstein distance between P,Q ∈ Pp(Z) is
Wp(P,Q) := inf
M(·×Z)=P
M(Z×·)=Q
(
EM (d
p
Z
(Z,Z ′)]
)1/p
, (4)
where the infimum is taken over all couplings of P and Q, i.e. probability measures M on the
product space Z× Z with the given marginals P andQ.
Remark 1. Wasserstein distances arise in the problem of optimal transport: for any couplingM of
P andQ, the conditional distributionMZ′|Z can be viewed as a randomized policy for ‘transporting’
a unit quantity of some material from a random location Z ∼ P to another location Z ′, while
satisfying the marginal constraint Z ′ ∼ Q. If the cost of transporting a unit of material from z ∈ Z
to z′ ∈ Z is given by dp
Z
(z, z′), thenW pp (P,Q) is the minimum expected tranport cost.
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We now consider a learning problem (P,F)with P = Pp(Z) for some p ≥ 1. Following [16, 17, 11],
we let the ambiguity set A(P ) be the p-Wasserstein ball of radius ̺ ≥ 0 centered at P :
A(P ) = BW̺,p(P ) := {Q ∈ Pp(Z) : Wp(P,Q) ≤ ̺} ,
where the radius ̺ > 0 is a tunable parameter. We then define the local worst-case risk of f at P ,
R̺,p(P, f) := sup
Q∈BW̺,p(P )
R(Q, f),
and the local minimax risk at P :
R∗̺,p(P,F) := inf
f∈F
R̺,p(P, f).
2.1 Local worst-case risk vs. statistical risk
We give a couple of inequalities relating the local worst-case (or local minimax) risks and the usual
statistical risks, which will be useful in Section 4. The first one is a simple consequence of the
Kantorovich duality theorem from the theory of optimal transport [21]:
Proposition 1. Suppose that f is L-Lipschitz, i.e., |f(z) − f(z′)| ≤ LdZ(z, z′) for all z, z′ ∈ Z.
Then, for anyQ ∈ BW̺,p(P ),
R(Q, f) ≤ R̺,p(P, f) ≤ R(Q, f) + 2L̺.
As an example, consider the problem of binary classification with hinge loss: Z = X× Y, where X
is an arbitrary feature space, Y = {−1,+1}, and the hypothesis space F consists of all functions of
the form f(z) = f(x, y) = max{0, 1− yf0(x)}, where f0 : X→ R is a candidate predictor. Then,
since the function u 7→ max{0, 1− u} is Lipschitz-continuous with constant 1, we can write
|f(x, y)− f(x′, y′)| ≤ |yf0(x)− y′f0(x′)| ≤ 2‖f0‖X1{y 6= y′}+ |f0(x) − f0(x′)|,
where ‖f0‖X := supx∈X |f0(x)|. If ‖f0‖X < ∞ and if f0 is L0-Lipschitz with respect to some
metric dX on X, then it follows that f is Lipschitz with constant max{2‖f0‖X, L0} with respect to
the product metric
dZ(z, z
′) = dZ((x, y), (x′, y′)) := dX(x, x′) + 1{y 6= y′}.
Next we consider the case when the function f is smooth but not Lipschitz-continuous. Since we
are working with general metric spaces that may lack an obvious differentiable structure, we need
to first introduce some concepts from metric geometry [1]. A metric space (Z, dZ) is a geodesic
space if for every two points z, z′ ∈ Z there exists a path γ : [0, 1] → Z, such that γ(0) = z,
γ(1) = z′, and dZ(γ(s), γ(t)) = (t−s) ·dZ(γ(0), γ(1)) for all 0 ≤ s ≤ t ≤ 1 (such a path is called
a constant-speed geodesic). A functional F : Z→ R is geodesically convex if for any pair of points
z, z′ ∈ Z there is a constant-speed geodesic γ, so that
F (γ(t)) ≤ (1 − t)F (γ(0)) + tF (γ(1)) = (1 − t)F (z) + tF (z′), ∀t ∈ [0, 1].
An upper gradient of a Borel function f : Z → R is a functional Gf : Z → R+, such that for any
pair of points z, z′ ∈ Z there exists a constant-speed geodesic γ obeying
|f(z′)− f(z)| ≤
∫ 1
0
Gf (γ(t))dt · dZ(z, z′). (5)
With these definitions at hand, we have the following:
Proposition 2. Suppose that f has a geodesically convex upper gradientGf . Then
R(Q, f) ≤ R̺,p(P, f) ≤ R(Q, f) + 2̺ sup
Q∈BW̺,p(P )
‖Gf (Z)‖Lq(Q),
where 1/p+ 1/q = 1, and ‖ · ‖Lq(Q) := (EQ| · |q)1/q .
Consider the setting of regression with quadratic loss: let X be a convex subset of Rd, let Y =
[−B,B] for some 0 < B <∞, and equip Z = X× Y with the Euclidean metric
dZ(z, z
′) =
√
‖x− x′‖22 + |y − y′|2, z = (x, y), z′ = (x′, y′). (6)
Suppose that the functions f ∈ F are of the form f(z) = f(x, y) = (y−h(x))2 with h ∈ C1(Rd,R),
such that ‖h‖X ≤ M < ∞ and ‖∇h(x)‖2 ≤ L‖x‖2 for some 0 < L < ∞. Then Proposition 2
leads to the following:
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Proposition 3.
R(Q, f) ≤ R̺,2(P, f) ≤ R(Q, f) + 4̺(B +M)
(
1 + L sup
Q∈BW̺,2(P )
σQ,X
)
,
where σQ,X := EQ‖X‖2 for Z = (X,Y ) ∼ Q.
2.2 An illustrative example: ̺ as an exploratory budget
Before providing formal theoretical guarantees for ERM based on the local minimax risk
R̺,p(Pn, f) in Section 3, we give a stylized yet insightful example to illustrate the key difference
between the ordinary ERM and the local minimax ERM. In a nutshell, the local minimax ERM
utilizes the Wasserstein radius ̺ as an exploratory budget to reject hypotheses overly sensitive to
domain drift.
Consider Z ∼ Unif[0, 1] =: P on data space Z = [0, 2], along with the hypothesis class F with only
two hypotheses:
f0(z) = 1, f1(z) =
{
0, z ∈ [0, 1)
α, z ∈ [1, 2]
for some α ≫ 1. Notice that, if the training data are drawn from Z , the ordinary ERM will always
return f1, the hypothesis that is not robust against small domain drifts, while we are looking for a
structured procedure that will return f0, a hypothesis that works well for probability distributions
‘close’ to the data-generating distribution Unif[0, 1].
The success of minimax learning depends solely on the ability to transport some weight from a
nearby training sample to 1, the region where nonrobust f1 starts to perform poorly. Specifically, the
minimax learning is ‘successful’ when R̺,p(Pn, f0) = 1 is smaller than R̺,p(Pn, f1) ≈ α̺p/(1−
maxZi)
p, which happens with probability 1− (1− ̺α1/p)n.
We make following key observations:
• While smaller ̺ leads to the smaller nontrivial excess risk R̺,p(P, f1) − R̺,p(P, f0), it also
leads to a slower decay of error probability. As a result, for a given ̺, we can come up with
a hypothesis class maximizing the excess risk at target ̺ with excess risk behaving roughly as
̺−p
2/(p+1) without affecting the Rademacher average of the class (see supplementaryAppendix B
for details).
• It is possible to guarantee smooth behavior of the ERM hypothesis without having uniform
smoothness assumptions on F; if there exists a single smooth hypothesis f0, it can be used as
a baseline comparison to reject nonsmooth hypotheses. We build on this idea in Section 3.3.
3 Guarantees for empirical risk minimization
Let Z1, . . . , Zn be an n-tuple of i.i.d. training examples drawn from P . In this section, we analyze
the performance of the local minimax ERM procedure
f̂ := argmin
f∈F
R̺,p(Pn, f). (7)
The following strong duality result due to Gao and Kleywegt [11] will be instrumental:
Proposition 4. For any upper semicontinuous function f : Z→ R and for anyQ ∈ Pp(Z),
R̺,p(Q, f) = min
λ≥0
{λ̺p +EQ[ϕλ,f (Z)]} , (8)
where ϕλ,f (z) := supz′∈Z
{
f(z′)− λ · dp
Z
(z, z′)
}
.
3.1 Data-dependent bound on generalization error
We begin by imposing standard regularity assumptions (see, e.g., [7]) which allow us to invoke
concentration-of-meausre results for empirical processes.
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Assumption 1. The instance space Z is bounded: diam(Z) := supz,z′∈Z dZ(z, z
′) <∞.
Assumption 2. The functions in F are upper semicontinuous and uniformly bounded: 0 ≤ f(z) ≤
M <∞ for all f ∈ F and z ∈ Z.
As a complexity measure of the hypothesis class F, we use the entropy integral [19]
C(F) :=
∫ ∞
0
√
logN(F, ‖ · ‖∞, u)du,
where N(F, ‖ · ‖∞, ·) denotes the covering number of F in the uniform metric ‖f − f ′‖∞ =
supz∈Z |f(z)− f ′(z)|.
The benefits of using the entropy integral C(F) instead of usual complexity measures such as
Rademacher or Gaussian complexity [3] are twofold: (1) C(F) takes into account the behavior
of hypotheses outside the support of the data-generating distribution P , and thus can be applied for
the assessment of local worst-case risk; (2) Rademacher complexity of ϕλ,f can be upper-bounded
naturally via C(F) and the covering number of a suitable bounded subset of [0,∞).
We are now ready to give our data-dependent bound on R̺,p(P, f):
Theorem 1. For any F, P satisfying Assumptions 1–2 and for any t > 0,
P
(
∃f ∈ F : R̺,p(P, f) >min
λ≥0
{
(λ+ 1)̺p +EPn [ϕλ,f (Z)] +
M
√
log(λ+ 1)√
n
}
+
24C(F)√
n
+
Mt√
n
)
≤ 2 exp(−2t2)
and
P
(
∃f ∈ F : R̺,p(Pn, f) >min
λ≥0
{
(λ+ 1)̺p + EP [ϕλ,f (Z)] +
M
√
log(λ + 1)√
n
}
+
24C(F)√
n
+
Mt√
n
)
≤ 2 exp(−2t2).
Notice that Theorem 1 is in the style of data-dependent generalization bounds for margin cost func-
tion class [14], often used for the analysis of voting methods or support vector machines [2].
Remark 2. When ̺ = 0, we recover the behavior of the usual statistical risk R(P, f). Specifically,
it is not hard to show from the definition of ϕλ,f that EPn [ϕλ,f ] = EPn [f ] holds for all
λ ≥ λ̂n := max
1≤i≤n
sup
z′∈Z
f(z′)− f(Zi)
dp
Z
(z′, Zi)
.
In that case, when ̺ = 0, the generalization error converges to zero at the rate of 1/
√
n with usual
coefficients from the Dudley’s entropy integral [19] and McDiarmid’s inequality, plus an added term
of order M
√
log λ∗√
n
for some λ∗ ≥ λ̂n.
3.2 Excess risk bounds with uniform smoothness
As evident from Remark 2, if we have a priori knowledge that the hypothesis selected by the min-
imax ERM procedure (7) is smooth with respect to the underlying metric, then we can restrict the
feasible values of λ to provide data-independent guarantees on generalization error, which vanishes
to 0 as n→∞. Let us start by imposing the following ‘uniform smoothness’ on F:
Assumption 3. The functions in F are L-Lipschitz: supz 6=z′
f(z′)−f(z)
dZ(z′,z)
≤ L for all f ∈ F.
One motivation for Assumption 3 is the following bound on the excess risk: whenever the solution
of the original ERM f˜ = argminf∈F
∑n
i=1 f(zi) is L-Lipschitz, Kantorovich duality gives us
R̺,p(P, f˜)−R∗̺,p(P,F) ≤ R(P, f˜)−R∗(P,F) + L̺, (9)
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where the right-hand side is the sum of excess risk of ordinary ERM, and the worst-case deviation
of risk due to the ambiguity. The bound (9) is particularly useful when both ̺ is and n are small, but
it does not vanish as n→∞.
The following lemma enables the control of infimum-achieving dual parameter λ with respect to the
true and empirical distribution:
Lemma 1. Fix some Q ∈ Pp(Z), and define f˜ ∈ F and λ˜ ≥ 0 via
f˜ := argmin
f∈F
R̺,p(Q, f) and λ˜ := argmin
λ≥0
{
λ̺p +EQ[ϕλ,f˜ (Z)]
}
.
Then under Assumptions 1–3, we have λ˜ ≤ L̺−(p−1).
Then, we can use the Dudley entropy integral arguments [19] on the joint search space of λ and f to
get the following theorem:
Theorem 2. Under Assumptions 1–3, the following holds with probability at least 1− δ:
R̺,p(P, f̂)−R∗̺,p(P,F) ≤
48C(F)√
n
+
48L · diam(Z)p√
n · ̺p−1 + 3M
√
log(2/δ)
2n
. (10)
Remark 3. The adversarial training procedure appearing in a concurrent work of Sinha et al. [18]
can be interpreted as a relaxed version of local minimax ERM, where we consider λ to be fixed (to
enhance implementability), rather than explicitly searching for an optimal λ. In such case, Lemma 1
may provide a guideline for the selection of parameter λ; for example, one might run the fixed-λ
algorithm over a sufficiently fine grid of λ on the interval [0, L̺−(p−1)] to approximate the local
minimax ERM.
Note that when p = 1, we get a ̺-free bound of order 1/
√
n, recovering the correct rate of ordinary
ERM as ̺ = 0. On the other hand, Theorem 2 cannot be used to recover the rate of ordinary ERM for
p > 1. This phenomenon is due to the fact that we are using the Lipschitz assumption on F, which
is a data-independent constraint on the scale of the trade-off between f(z′) − f(z) and dZ(z′, z).
For p > 1, one may also think of a similar data-independent (or, worst-case) constraint
sup
z,z′
f(z′)− f(z)
dp
Z
(z′, z)
< +∞.
However, this holds only if f is constant, even in the simplest case Z ⊆ R.
3.3 Excess risk bound with minimal assumptions
The illustrative example presented in Section 2.2 implies that the minimax learningmight be possible
even when the functions in F are not uniformly Lipschitz, but there exists at least one smooth
hypothesis (at least, except for the regime ̺ → 0). Based on that observation, we now consider a
weaker alternative to Assumption 3:
Assumption 4. There exists a hypothesis f0 ∈ F, such that, for all z ∈ Z, f0(z) ≤ C0dpZ(z, z0) for
some C0 ≥ 0 and z0 ∈ Z.
Assumption 4 guarantees the existence of a hypothesis with smooth behavior with respect to the
underlying metric dZ; on the other hand, smoothness is not required for every f ∈ F, and thus
Assumption 4 is particularly useful when paired with a rich class F.
It is not difficult to see that Assumption 4 holds for most common hypothesis classes. As an example,
consider again the setting of regression with quadratic loss as in Proposition 3; the functions f ∈ F
are of the form f(z) = f(x, y) = (y − h(x))2, where h runs over some given class of candidate
predictors that contains constants. Then, we can take h0(x) ≡ 0, in which case f0(z) = (h0(x) −
y)2 = |y|2 ≤ d2Z(z, z0) for all z0 of the form (x, 0) ∈ X× Y.
Under Assumption 4, we can prove the following counterpart of Lemma 1:
Lemma 2. Fix some Q ∈ Pp(Z). Define f˜ ∈ F and λ˜ ≥ 0 via
f˜ := argmin
f∈F
R̺,p(Q, f) and λ˜ := argmin
λ≥0
{
λ̺p +EQ[ϕλ,f˜ (Z)]
}
.
Then, under Assumptions 1,2,4, λ˜ ≤ C02p−1 (1 + (diam(Z)/̺)p).
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An intuition behind Lemma 2 is to interpret the Wasserstein perturbation ̺ as a regularization param-
eter to thin out hypotheses with non-smooth behavior around Q by comparing it to f0. As ̺ grows,
a smaller dual parameter λ is sufficient to control the adversarial behavior.
We can now give a performance guarantee for the ERM procedure (7):
Theorem 3. Under Assumptions 1,2,4, the following holds with probability at least 1− δ:
R̺,p(P, f̂)−R∗̺,p(P,F) ≤
48C(F)√
n
+
24C0(2 diam(Z))
p
√
n
(
1 +
(
diam(Z)
̺
)p)
+ 3M
√
log(2/δ)
2n
.
(11)
Remark 4. The second term decreases as ̺ grows, which is consistent with the phenomenon il-
lustrated in Section 2.2. Also note that the excess risk bound of [9] shows the same behavior as
Theorem 3, where in that case ̺ is the slack in the moment constraints defining the ambiguity set.
While larger ambiguity can be helpful for learnability in this sense, note that the risk inequalities
of Sec 2.1 imply that R̺,p(P, f) − R(P, f) can be bigger with larger ̺. Using these two elements,
one can provide domain-specific excess risk bounds which explicitly describe the interplay of both
elements with ambiguity (see Sec 4).
3.4 Example bounds
In this subsection, we illustrate the use of Theorem 2 when (upper bounds on) the covering numbers
for the hypothesis class F are available. Throughout this section, we continue to work in the setting
of regression with quadratic loss as in Proposition 3; we let X = {x ∈ Rd : ‖x‖2 ≤ r0} be a ball
of radius r0 in R
d centered at the origin, let Y = [−B,B] for some B > 0, and equip Z with the
Euclidean metric (6). Also, we take p = 1.
We first consider a simple neural network class F consisting of functions of the form f(z) =
f(x, y) = (y − s(fT0 x))2, where s : R → R is a bounded smooth nonlinearity with s(0) = 0
and with bounded first derivative, and where f0 takes values in the unit ball in R
d.
Corollary 1. For any P ∈ P(Z), with probability at least 1− δ,
R̺,1(P, f̂)−R∗̺,1(P,F) ≤
C1√
n
+
3(‖s‖∞ +B)2
√
log(2/δ)√
2n
where C1 is a constant dependent only on d, r0, s, B:
C1 = (B + ‖s‖∞) ·
(
144r0
√
d‖s′‖∞ + 192(1 + ‖s′‖∞)
√
2(r20 +B
2)
)
.
We also consider the case of a massive nonparametric class. Let (HK , ‖ · ‖K) be the Gaussian
reproducing kernel Hilbert space (RKHS) with the kernelK(x1, x2) = exp
{−‖x1 − x2‖22/σ2} for
some σ > 0, and let Br := {h ∈ HK : ‖h‖K ≤ r} be the radius-r ball in HK . Let F be the class
of all functions of the form f(z) = f(x, y) = (y − f0(x))2, where the predictors f0 : X → R
belong to IK(Br), an embedding of Br into the space C(X) of continuous real-valued functions on
X equipped with the sup norm ‖f‖X := supx∈X |f(x)|.
Using the covering number estimates due to Cucker and Zhou [7], we can prove the following
generalization bounds for Gaussian RKHS.
Corollary 2. With probability at least 1− δ, for any P ∈ P(Z),
R̺,1(P, f̂ )−R∗̺,1(P,F) ≤
C1√
n
(r2 +Br) +
192
√
2(r +B) · (1 + r√2/σ)
√
r20 +B
2
√
n
+
6(r2 +B2)
√
log(2/δ)√
2n
where C1 is a constant dependent only on d, r0, σ:
C1 = 48
√
d
(
2Γ
(
d+ 3
2
, log 2
)
+ (log 2)
d+1
2
)(
32 +
2560dr20
σ2
) d+1
2
(here, Γ(s, v) :=
∫∞
v
us−1e−udu is the incomplete gamma function).
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4 Application: Domain adaptation with optimal transport
Ambiguity sets based on Wasserstein distances have two attractive features. First, the metric ge-
ometry of the instance space provides a natural mechanism for handling uncertainty due to trans-
formations on the problem instances. For example, concurrent work by Sinha et al. [18] interprets
the underlying metric as a perturbation cost of an adversary in the context of adversarial examples
[12]. Second, Wasserstein distances can be approximated efficiently from the samples; Fournier and
Guillin [10] provide nonasymptotic convergence results in terms of both moments and probability
for general p. This allows us to approximate the Wasserstein distance between two distributions
Wp(P,Q) by the Wasserstein distance between their empirical distributions Wp(Pn, Qn), which
makes it possible to specify a suitable level of ambiguity ̺.
One interesting area of application, where we benefit from both of these aspects is the problem of
domain adaptation, arising when we want to transfer the data/knowledge from a source domain
P ∈ P(Z) to a different but related target domain Q ∈ P(Z) [4]. While the domain adaptation
problem is often stated in a broader context, we confine our discussion to adaptation in supervised
learning, assuming Z = X× Y where X is the feature space and Y is the label space. From now on,
we disintegrate the source distribution as P = µ⊗ PY |X and target distribution as Q = ν ⊗QY |X .
Existing theoretical results on domain adaptation are phrased in terms of the ‘discrepancy metric’
[15]: given a loss function l : Y × Y → R and a family of predictors H of form h : X → Y, the
discrepancy metric is defined as
discH(µ, ν) := max
h,h′∈H
|Eµ [l(h(X), h′(X))]−Eν [l(h(X), h′(X))]| .
Typical theoretical guarantees involving the discrepancy metric take the form of generalization
bounds: for any h ∈ H,
R(Q, h)−R∗(Q,H) ≤ R(P, h) + discH(µ, ν) +Eν
[
l(h∗P (X), h
∗
Q(X))
]
(12)
where h∗P and h
∗
Q are minimizers of R(P, h) = EP [l(h(X), Y )] and R(Q, h) = EQ[l(h(X), Y )].
While these generalization bounds provide a uniform guarantee for all predictors in a class, they can
be considered ‘pessimistic’ in the sense that we compare the excess risk to R(P, h), which is the
performance of some selected predictor at the source domain.
Our work, on the other hand, aims to provide an excess risk bound for a specific target hypothesis
f̂ given by the solution of a minimax ERM. Suppose that it is possible to estimate the Wasserstein
distanceWp(P,Q) between the two domain distributions. Then, as we show below, we can provide
a generalization bound for the target domain by combining estimation guarantees forWp(P,Q)with
risk inequalities of Section 2. All proofs are given in supplementary Appendix E.
We work in the setting considered by Courty et al. [6]: Let X,Y be metric spaces with metric dX
and dY. We then endow Z with the ℓp product metric
dZ(z, z
′) = dZ((x, y), (x′, y′)) :=
(
dp
X
(x, x′) + dp
Y
(y, y′)
)1/p
.
We assume that domain drift is due to an unknown (possibly nonlinear) transformation T : X → X
of the feature space that preserves the conditional distribution of the labels given the features, e.g.
acquisition condition, sensor drift, thermal noise, etc. That is, ν = T#µ, the pushforward of µ by T ,
and for any x ∈ X and any measurable set B ⊆ Y
PY |X(B|x) = QY |X(B|T (x)). (13)
This assumption leads to the following lemma, which enables us to estimate Wp(P,Q) only from
unlabeled source domain data and unlabeled target domain data:
Lemma 3. Suppose there exists a deterministic and invertible optimal transport map T : X → X
such that ν = T#µ, i.e.,W
p
p (µ, ν) = Eµ[d
p
X
(X,T (X))]. Then
Wp(P,Q) = Wp(µ, ν). (14)
Remark 5. If X is a convex subset of Rd endowed with the ℓp metric dX(x, x
′) = ‖x − x′‖p for
p ≥ 2, then, under the assumption that µ and ν have positive densities with respect to the Lebesgue
measure, the (unique) optimal transport map from µ to ν is deterministic and a.e. invertible – in fact,
its inverse is equal to the optimal transport map from ν to µ [21]. 
Now suppose that we have n labeled examples (X1, Y1), . . . , (Xn, Yn) from P and m unlabeled
examplesX ′1, . . . , X
′
m from ν. Define the empirical distributions
µn =
1
n
n∑
i=1
δXi , νm =
1
m
m∑
j=1
δX′
j
.
Notice that, by the triangle inequality, we have
Wp(µ, ν) ≤Wp(µ, µn) +Wp(µn, νm) +Wp(ν, νm). (15)
Here, Wp(µn, νm) can be computed from unlabeled data by solving a finite-dimensional linear
program [21], and the following convergence result of Fournier and Guillin [10] implies that, with
high probability, bothWp(µ, µn) andWp(ν, νm) rapidly converge to zero as n,m→∞:
Proposition 5. Let µ be a probability distribution on a bounded set X ⊂ Rd, where d > 2p. Let µn
denote the empirical distribution ofX1, . . . , Xn
i.i.d.∼ µ. Then, for any r ∈ (0,∞),
P(Wp(µn, µ) ≥ r) ≤ Ca exp(−Cbnrd/p) (16)
where Ca, Cb are constants depending on p, d, diam(X) only.
Remark 6. Note that d > 2p is not a necessary constraint, and the bound still holds in the case
d ≤ 2p with different speed of convergence. In particular, Proposition 5 is a constrained version of
[10, Thm. 2] under finite Eα,γ(µ) for α = d > p. 
Based on these considerations, we propose the following domain adaptation scheme:
1. Compute the p-Wasserstein distance Wp(µn, νm) between the empirical distributions of
the features in the labeled training set from the source domain P and the unlabeled training
set from the target domainQ.
2. Set the desired confidence parameter δ ∈ (0, 1) and the radius
̺̂(δ) := Wp(µn, νm) + ( log(4Ca/δ)
Cbn
)p/d
+
(
log(4Ca/δ)
Cbm
)p/d
. (17)
3. Compute the empirical risk minimizer
f̂ = argmin
f∈F
R̺̂(δ),p(Pn, f), (18)
where Pn is the empirical distribution of the n labeled samples from P .
We can give the following target domain generalization bound for the hypothesis generated by (18):
Theorem 4. Suppose that the feature space X is a bounded subset of Rd with d > 2p, take
dX(x, x
′) = ‖x − x′‖p, and let F be a family of hypotheses with Lipschitz constant at most L.
Then, the empirical risk minimizer f̂ from (18) satisfies
R(Q, f̂)−R∗(Q,F) ≤ 2L̺̂(δ) + 48C(F)√
n
+
48L · diamp(Z)√
n̺̂p−1 + 3M
√
log(4/δ)√
2n
.
with probability at least 1− δ.
Remark 7. Comparing the bound of Theorem 4 with the discrepancy-based bound (12), we note
that the former does not contain any terms related to R(P, f̂) or the closeness of the optimal predic-
tors for P and Q. The only contributions to the excess risk are the empirical Wasserstein distance
Wp(µn, νm) (which captures the discrepancy between the source and the target domains in a data-
driven manner) and an empirical process fluctuation term. In this sense, the bound of Theorem 4 is
closer in spirit to the usual excess risk bounds one obtains in the absence of domain drift. 
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A Proofs for Section 2
A.1 Proof of Proposition 1
For p = 1, the result follows immediately from the Kantorovich dual representation ofW1(·, ·) [21]:
W1(Q,Q
′) = sup
|EQF −EQ′F | : supz,z′∈Z
z 6=z′
|F (z)− F (z′)|
dZ(z, z′)
≤ 1

and from the fact that, for Q,Q′ ∈ BW̺,1(P ),W1(Q,Q′) ≤ 2̺ by the triangle inequality. For p > 1,
the result follows from the fact thatW1(Q,Q
′) ≤Wp(Q,Q′) for all Q,Q′ ∈ Pp(Z).
A.2 Proof of Proposition 2
Fix someQ,Q′ ∈ BW̺,p(P ) and letM ∈ P(Z×Z) achieve the infimum in (4) forWp(Q,Q′). Then
for (Z,Z ′) ∼M we have
f(Z ′)− f(Z) ≤
∫ 1
0
Gf (γ(t))dt · dZ(Z,Z ′)
≤ 1
2
(Gf (Z) +Gf (Z
′)) dZ(Z,Z ′),
where the first inequality is from (5) and the second one is by the assumed geodesic convexity of
Gf . Taking expectations of both sides with respect toM and using Hölder’s inequality, we obtain
R(Q′, f)−R(Q, f) ≤ 1
2
(
EM |Gf (Z) +Gf (Z ′)|q
)1/q (
EMd
p
Z
(Z,Z ′)
)1/p
=
1
2
‖Gf (Z) +Gf (Z ′)‖Lq(M)Wp(Q,Q′),
where we have used the p-Wasserstein optimality ofM forQ andQ′. By the triangle inequality, and
since Z ∼ Q and Z ′ ∼ Q′,
‖Gf (Z) +Gf (Z ′)‖Lq(M) ≤ ‖Gf (Z)‖Lq(Q) + ‖Gf (Z)‖Lq(Q′)
≤ 2 sup
Q∈BW̺,p(P )
‖Gf (Z)‖Lq(Q).
Interchanging the roles ofQ andQ′ and proceeding with the same argument, we obtain the estimate
sup
Q,Q′∈BW̺,p(P )
|R(Q, f)−R(Q′, f)| ≤ 2̺ sup
Q∈BW̺,p(P )
‖Gf (Z)‖Lq(Q),
from which it follows that
R(Q, f) ≤ R̺,p(P, f)
= sup
Q′∈BW̺,p(P )
[R(Q′, f)−R(Q, f) +R(Q, f)]
≤ R(Q, f) + 2̺ sup
Q∈BW̺,p(P )
‖Gf(Z)‖Lq(Q).
A.3 Proof of Proposition 3
As a subset of Rd+1, Z is a geodesic space: for any pair z, z′ ∈ Z there is a unique constant-speed
geodesic γ(t) = (1 − t)z + tz′. We claim that Gf (z) = Gf (x, y) = 2(B +M)(1 + L‖∇h(x)‖2)
is a geodesically convex upper gradient for f(z) = f(x, y) = (y − h(x))2. In this flat Euclidean
setting, geodesic convexity coincides with the usual definition of convexity, and the map z 7→ Gf (z)
is evidently convex:
Gf ((1 − t)z + tz′) ≤ (1 − t)Gf (z) + tGf (z′).
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Next, by the mean-value theorem,
f(z′)− f(z) =
∫ 1
0
〈z′ − z,∇f((1− t)z + t′z)〉dt
≤
∫ 1
0
‖∇f((1− t)z + tz′)‖2 dt · ‖z − z′‖2
=
∫ 1
0
‖∇f((1− t)z + tz′)‖2 dt · dZ(z, z′),
and a simple calculation shows that
‖∇f(z)‖22 = ‖∇f(x, y)‖22
= 4f(z)
(
1 + ‖∇h(z)‖22
)
≤ 4(B +M)2(1 + L2‖x‖22).
Therefore, ‖∇f(z)‖2 ≤ Gf (z) for z = (x, y), as claimed. Thus, by Proposition (2),
R(Q, f) ≤ R̺,2(P, f)
≤ R(Q, f) + 2 sup
Q∈BW̺,2(P )
‖Gf (Z)‖L2(Q)̺
= R(Q, f) + 4(B +M)
(
1 + L sup
Q∈BW
̺,2(P )
EQ‖X‖2
)
̺
= R(Q, f) + 4(B +M)
(
1 + L sup
Q∈BW̺,2(P )
σQ,X
)
̺.
B The illustrative example of Section 2.2
Consider Z ∼ Unif[0, 1] =: P on data space Z = [0, 2], along with the hypothesis class F with only
two hypotheses
f0(z) = 1, f1(z) =
{
0, z ∈ [0, 1)
α, z ∈ [1, 2] ,
for some constant α≫ 1. Also, let dZ(z, z′) = |z − z′|.
Now we calculate the local minimax risk of the hypothesis class for both empirical and population
measure. The local worst-case risk of f0 for both measures is 1, by definition. For f1, it is easy to
see that the worst-case distribution for both P and Pn can be specified explicitly: For P , it is optimal
to transport the mass to the point z = 1 from the interval [β, 1), with β ∈ [0, 1) specified according
to the ambiguity radius ̺ > 0. For P , the optimal β can be calculated as a solution to(∫ 1
β
(1− z)pdz
)1/p
= ̺,
which gives β = 1 − (p + 1) 1p+1 ̺ pp+1 , leading to the local worst-case risk R̺,p(P, f1) = α · (p +
1)
1
p+1̺
p
p+1 . For Pn, it is optimal to transport mass from the largest value among the training data
{Zi}ni=1 to z = 1, where the amount of mass γ to be transported is given as a solution to(
γ · (1 −max
i∈[n]
Zi)
p
)1/p
= ̺,
which gives γ = ̺
p
(1−maxZi)p leading to the local worst-case risk of R̺,p(Pn, f1) =
α̺p
(1−maxZi)p
2.
2Note that we are assuming that ̺ ≤ (1−maxZi) · n
−1/p; otherwise, the local minimax risk of f1 can be
smaller, which leads to even higher probability of choosing nonrobust hypothesis by local minimax ERM
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The outcome of the local minimax ERM procedure is the hypothesisminimizing the local worst-case
risk. In other words, the local minimax hypothesis is f0 whenever 1 ≤ α̺
p
(1−maxZi)p holds, which is
true whenever 1− α1/p̺ < maxZi. Thus, the local minimax ERM procedure gives
f̂ =
{
f1, with probability
(
1− ̺α 1p
)n
,
f0 otherwise
for any ̺ ≤ α−1/p. On the other hand, the minimizer of the local minimax risk with respect to P is
given by
f∗ =
{
f1, ̺ ≤ (p+ 1)−
1
pα−
p+1
p
f0, ̺ ≥ (p+ 1)−
1
pα−
p+1
p
Now if we calculate the excess risk of the local minimax ERM hypothesis, we get
R̺,p(f̂ , P )−R̺,p(f∗, P ) =
{
α(p+ 1)
1
p+1̺
p
p+1 − 1 w.p.
(
1− ̺α 1p
)n
0, otherwise
,
for any ̺ ∈ [(p+ 1)−1/pα−1−1/p, α−1/p], which is a nonempty interval as α > 1. Now, if we look
at the quantity
ε∗δ(̺) := inf
{
̺ ≥ 0 : P
[
R̺,p(f̂ , P )−R̺,p(f∗, P ) > ε
]
< δ
}
for some fixed δ > 0, then we get
ε∗δ(̺) =
{
α(p+ 1)
1
p+1 ̺
p
p+1 − 1, (p+ 1)− 1pα− p+1p ≤ ̺ ≤ (1− δ 1n )α− 1p
0, otherwise.
.
Now observe that for some fixed ̺ and δ, we can select α = (1 − δ1/n)p̺−p to incur a nontrivial
excess risk of order ̺−
p2
p+1 . Moreover, this ‘selection of worst α’ can be done without changing the
value of the Rademacher average of F, as f1 does not change on the support of P .
C Proofs for Section 3
C.1 Proof of Theorem 1
The proof uses a modification of the techniques of Koltchinskii and Panchenko [14]. From the
definition of the local minimax risk, we have, for any f ∈ F
R̺,p(P, f) = min
λ≥0
{λ̺p +EP [ϕλ,f ]}
≤ min
λ≥0
{
λ̺p +EPn [ϕλ,f ] + sup
f∈F
(EP [ϕλ,f ]−EPn [ϕλ,f ])
}
,
where
Xλ := sup
f∈F
(EP [ϕλ,f ]−EPn [ϕλ,f ]) =
1
n
sup
f∈F
[
n∑
i=1
(Eϕλ,f (Z)− ϕλ,f (Zi))
]
is a data-dependent random variable for each λ ≥ 0. Since ϕλ,f (Zi) ∈ [0,M ], we know from
McDiarmid’s inequality that, for any fixed λ ≥ 0,
P
(
Xλ > EXλ +
Mt√
n
)
≤ exp(−2t2).
Furthermore, using a standard symmetrization argument, we have
EXλ ≤ 2 ·E sup
f∈F
1
n
n∑
i=1
εiϕλ,f (Zi)
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where ε1, . . . , εn are i.i.d. Rademacher random variables independent ofZ1, . . . , Zn. TheF-indexed
process Y = (Yf )f∈F defined via
Yf =
1√
n
εiϕλ,f (Zi)
is clearly zero-mean and subgaussian with respect to the metric ‖f − f ′‖∞, as
E[exp(t(Yf − Yf ′)] = E
[
exp
(
t√
n
n∑
i=1
εi(ϕλ,f (Zi)− ϕλ,f ′(Zi))
)]
=
(
E
[
exp
(
t√
n
ε1 · sup
z′
inf
z′′
{f(z′)− λdp
Z
(Z1, z
′)− f ′(z′′) + λdp
Z
(Z1, z
′′)}
)])n
≤
(
E
[
exp
(
t√
n
ε1 · sup
z′
{f(z′)− f ′(z′)}
)])n
≤ exp
(
t2‖f − f ′‖2∞
2
)
,
where the second line is by independence and last line is by Hoeffding’s lemma. Invoking Dudley’s
entropy integral [19], we get
EXλ ≤ 24√
n
C(F)
for any λ ≥ 0. Summing up, we have, for any fixed λ ≥ 0,
P
(
∃f ∈ F : R̺,p(P, f) > λ̺p +EPn [ϕλ,f ] +
24√
n
C(F) +
Mt√
n
)
≤ exp(−2t2).
Now, pick the sequences λk = k and tk = t+
√
log k for k = 1, 2, 3, . . .. Then, by the union bound,
P
(
∃f ∈ F : R̺,p(P, f) > min
k=1,2,...
{
λk̺
p +EPn [ϕλk,f ] +
24√
n
C(F) +
Mtk√
n
})
≤
∞∑
k=1
exp(−2t2k)
≤ exp(−2t2)
∞∑
k=1
exp(−2 log k)
≤ 2 exp(−2t2).
On the other hand,
min
k=1,2,...
{
λk̺
p +EPn [ϕλk,f ] +
24√
n
C(F) +
Mtk√
n
}
= min
k=1,2,...
{
k̺p +EPn [ϕk,f ] +
24√
n
C(F) +
Mt√
n
+
M
√
log k√
n
}
≤ min
λ≥0
{
(λ+ 1)̺p +EPn [ϕλ,f ] +
24√
n
C(F) +
Mt√
n
+
M
√
log(λ+ 1)√
n
}
,
where the last line holds since, for any λ ≥ 0, there exists k ∈ {1, 2, . . .} such that λ ≤ k ≤ λ+ 1,
and ϕλ1,f ≤ ϕλ2,f holds whenever λ1 ≥ λ2 (from the definition of ϕλ,f ).
For the other direction, notice that
R̺,p(Pn, f) ≤ min
λ≥0
{
λ̺p +EP [ϕλ,f ] + sup
f∈F
(EPn [ϕλ,f ]−EP [ϕλ,f ])
}
,
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where the random variable supf∈F(EPn [ϕλ,f ] − EP [ϕλ,f ]) can be analyzed in the same way as
above. This leads to
P
(
∃f ∈ F : R̺,p(Pn, f) >min
λ≥0
{
(λ+ 1)̺p + EP [ϕλ,f (Z)] +
M
√
log(λ + 1)√
n
}
+
24C(F)√
n
+
Mt√
n
)
≤ 2 exp(−2t2),
for any t > 0.
C.2 Proof of Lemma 1
First note that we have
λ˜ · ̺p ≤ λ˜ · ̺p +EQ
[
sup
z′∈Z
{f˜(z′)− f˜(Z)− λ˜ · dp
Z
(Z, z′)}
]
,
as the left-hand side corresponds to the choice z′ = Z . Now, by the optimality of λ˜ with respect to
f˜ , the right-hand side can be further upper-bounded as follows for any λ ≥ 0:
≤ λ · ̺p +EQ
[
sup
z′∈Z
{f˜(z′)− f˜(Z)− λ · dp
Z
(Z, z′)}
]
≤ λ · ̺p +EQ
[
sup
z′∈Z
{L · dZ(Z, z′)− λ · dpZ(Z, z′)}
]
≤ λ · ̺p + sup
t≥0
{L · t− λ · tp} ,
where for the second line we used the Lipschitz property (Assumption 3) and the third line holds by
parametrizing t = dZ(Z, z
′). If p = 1, we can simply take λ = L to get the inequality
λ˜ · ̺ ≤ L · ̺+ sup
t≥0
{L · t− L · t} = L · ̺,
which gives λ˜ ≤ L. If p > 1, we can use the optimal value of t = (L/pλ)1/(p−1) to get
≤ λ · ̺p + L pp−1 p− pp−1 (p− 1)λ− 1p−1 .
Minimizing the right-hand side over λ ≥ 0 with the choice of λ = L/p̺p−1, we get
λ˜ · ̺p ≤ L̺,
which yields the stated bound on λ˜.
C.3 Proof of Theorem 2
The proof is same as the proof of Theorem 3 given below, except that we use Lemma 1 instead of
Lemma 2. Then, the expected Rademacher complexity of the function class satisfies
Rn(Φ) ≤ 24√
n
C(F) +
24L · C0 · diam(Z)p√
n̺p−1
(see Section D), and the result follows.
C.4 Proof of Lemma 2
Since ϕλ,f ≥ 0 for all λ, f , we arrive at
λ˜ ≤ R
∗
̺,p(Q,F)
̺p
. (C.1)
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We proceed to upper-bound the local minimax risk R∗̺,p(Q,F):
R∗̺,p(Q,F) = inf
f∈F
min
λ≥0
{
λ̺p +
∫
Z
sup
z′∈Z
[
f(z′)− λdp
Z
(z, z′)
]
Q(dz′)
}
≤ min
λ≥0
{
λ̺p +
∫
Z
sup
z′∈Z
[
f0(z
′)− λdp
Z
(z, z′)
]
Q(dz′)
}
≤ min
λ≥0
{
λ̺p +
∫
Z
sup
z′∈Z
[
C0d
p
Z
(z′, z0)− λdpZ(z, z′)
]
Q(dz′)
}
.
For λ ≥ C02p−1, the integrand can be upper-bounded as follows:
sup
z′∈Z
[
C0d
p
Z
(z′, z0)− λdpZ(z, z′)
] ≤ sup
z′∈Z
[
C02
p−1dp
Z
(z, z0) + (C02
p−1 − λ)dp
Z
(z, z′)
]
≤ C02p−1dpZ(z, z0).
Therefore,
R∗̺,p(Q,F) ≤ min
λ≥C02p−1
{
λ̺p + C02
p−1
∫
Z
dp
Z
(z, z0)Q(dz)
}
≤ C02p−1 (̺p + (diam(Z))p) .
Substituting this estimate into (C.1), we obtain what we want.
C.5 Proof of Theorem 3
Let f∗ ∈ F be any achiever of the local minimax risk R∗̺,p(P,F). We start by decomposing the
excess risk:
R̺,p(P, f̂)−R∗̺,p(P,F) = R̺,p(P, f̂)−R̺,p(P, f∗)
≤ R̺,p(P, f̂)−R̺,p(Pn, f̂) +R̺,p(Pn, f∗)−R̺,p(P, f∗),
where the last step follows from the definition of f̂ . Define
λ̂ := argmin
λ≥0
{
λ̺p +EPn [ϕλ,f̂ (Z)]
}
, λ∗ := argmin
λ≥0
{λ̺p +EP [ϕλ,f∗(Z)]} .
Then, using Proposition 4, we can write
R̺,p(P, f̂)−R̺,p(Pn, f̂) = min
λ≥0
{
λ̺p +
∫
Z
ϕλ,f̂ (z)P (dz)
}
−
(
λ̺̂p +
∫
Z
ϕλ̂,f̂(z)Pn(dz)
)
≤
∫
Z
ϕλ̂,f̂ (z)(P − Pn)(dz)
and, following similar logic,
R̺,p(Pn, f
∗)−R̺,p(P, f∗) ≤
∫
Z
ϕλ∗,f∗(z)(Pn − P )(dz). (C.2)
By Lemma 2, λ̂ ∈ Λ := [0, C02p−1(1 + (diam(Z)/̺)p)]. Hence, defining the function class
Φ := {ϕλ,f : λ ∈ Λ, f ∈ F}, we have
R̺,p(P, f̂)−R̺,p(Pn, f̂) ≤ sup
ϕ∈Φ
[∫
Z
ϕd(P − Pn)
]
. (C.3)
Since all f ∈ F take values in [0,M ], the same holds for all ϕ ∈ Φ. Therefore, by a standard
symmetrization argument,
R̺,p(P, f̂)−R̺,p(Pn, f̂) ≤ 2Rn(Φ) +M
√
2 log(2/δ)
n
(C.4)
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with probability at least 1− δ/2, where
Rn(Φ) := E
[
sup
ϕ∈Φ
1
n
n∑
i=1
εiϕ(Zi)
]
is the expected Rademacher average of Φ, with i.i.d. Rademacher random variables ε1, . . . , εn inde-
pendent of Z1, . . . , Zn. Moreover, from (C.2) and from Hoeffding’s inequality it follows that
R̺,p(Pn, f
∗)−R̺,p(P, f∗) ≤M
√
log(2/δ)
2n
(C.5)
with probability at least 1 − δ/2. Combining (C.4) and (C.5), and applying Lemma 5 from Ap-
pendix D, we obtain the theorem.
C.6 Proof of Corollary 1
We first verify the regularity assumptions. Assumption 1 is evidently satisfied since diam(Z) =√
diam(X)2 + diam(Y)2 ≤ 2
√
r20 +B
2. Each f ∈ F is continuous, and Assumption 2 holds with
M = (‖s‖∞ +B)2. To verify Assumption 3, we proceed as
|f(x, y)− f(x′, y′)| =
∣∣(y − s(fT0 x))2 − (y′ − s(fT0 x′))2∣∣
≤
∣∣y + y′ − s(fT0 x)− s(fT0 x′)∣∣ · ∣∣y − y′ + s(fT0 x′)− s(fT0 x)∣∣
≤ (2B + 2‖s‖∞) ·
(|y − y′|+ ∣∣s(fT0 x′)− s(fT0 x)∣∣)
≤ (2B + 2‖s‖∞) · (1 + ‖s′‖∞) (|y − y′|+ ‖x′ − x‖)
≤ 2
√
2(B + ‖s‖∞) · (1 + ‖s′‖∞)
√
|y − y′|2 + ‖x− x′‖2,
where the last line follows from Jensen’s inequality. Hence, Assumption 3 holds with L = 2
√
2(B+
‖s‖∞)(1 + ‖s′‖∞).
To evaluate the Dudley entropy integral in (3), we need to estimate the covering numbers N(F, ‖ ·
‖∞, ·). First observe that, for any two f, g ∈ F corresponding to f0, g0 ∈ Rd, we have
sup
x∈X
sup
y∈Y
|f(x, y)− g(x, y)| = sup
x∈X
sup
y∈Y
∣∣∣(y − s(fT0 x))2 − (y − s(gT0 x))2∣∣∣
≤ 2B sup
x∈X
|s(fT0 x)− s(gT0 x)|+ sup
x∈X
|s2(fT0 x)− s2(gT0 x)|
≤ 2r0 (B + ‖s‖∞) ‖s′‖∞︸ ︷︷ ︸
:=D
‖f0 − g0‖2.
Since f0, g0 belong to the unit ball in R
d,
N(F, ‖ · ‖∞, u) ≤
(
3D
u
)d
for 0 < u < D, and N(F, ‖ · ‖∞, u/2) = 1 for u ≥ 2D, which gives∫ ∞
0
√
logN(F, ‖ · ‖∞, u)du ≤
∫ D
0
√
d log (3D/u)du
= 3D
√
d
∫ 1/3
0
√
log (1/u)du
≤ 3D
√
d/2.
Substituting this into the bound (10), we get the desired estimate.
C.7 Proof of Corollary 2
We will denote by 〈·, ·〉K the inner product inHK , and by ‖ · ‖K the induced norm.
For completeness, we state the covering number estimates by Cucker and Zhou [7, Thm 5.1].
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Proposition 6. For compact X ⊂ Rd, the following holds for all u ∈ (0, r/2].
logN(IK(Br), ‖ · ‖X, u) ≤ d
(
32 +
640d(diam(X))2
σ2
)d+1 (
log
r
u
)d+1
.
We would also need the following technical lemma.
Lemma 4. For any f, g ∈ F induced by f0, g0 ∈ IK(Br) (respectively), we have:
‖f‖∞ ≤ 2(r2 +B2)
‖f − g‖∞ ≤ 2(r +B)‖f0 − g0‖X.
Proof. First note that
√
K(x, x) = 1 holds for any x ∈ X by the definition of Gaussian kernel. This
leads immediately to the first claim: for any x ∈ X, y ∈ [−B,B],
(f0(x) − y)2 ≤ 2f20 (x) + 2y2 ≤ 2(〈f0,Kx〉K)2 + 2B2 ≤ 2(〈f0, f0〉K) + 2B2,
where the first inequality is by Jensen’s inequality, the second is due to the reproducing kernel
property ofK , and the third is Cauchy-Schwarz inequality inHK (Kx denotes the kernel centered at
x, i.e. x′ 7→ K(x, x′)). The second claim can be established similarly: for any x ∈ X, y ∈ [−B,B],∣∣(f0(x)− y)2 − (g0(x) − y)2∣∣ = ∣∣f0(x) + g0(x) − 2y∣∣∣∣f0(x) − g0(x)∣∣
≤ (2 sup
h0∈IK(Br)
|h0(x)| + 2|y|
)∣∣f0(x)− g0(x)∣∣
≤ 2(r +B)‖f0 − g0‖X,
where the last inequality is due to Cauchy-Schwarz inequality again.
Before proceeding, we first observe that the Gaussian kernel is (
√
2/σ)-Lipschitz, i.e. ‖Kx −
Kx′‖K ≤
√
2/σ · ‖x− x′‖2. Indeed, we can proceed as
‖Kx −Kx′‖2K = 〈Kx −Kx′ ,Kx −Kx′〉K
= 2− 2K(x, x′)
= 2− 2 exp
(
−‖x− x
′‖22
σ2
)
≤ 2
σ2
‖x− x′‖22,
where we used the fact that the function u 7→ 2u/σ2 − 2 + 2e−u/σ2 is nonnegative for u ≥ 0.
We now check the validity of Assumptions 1–3. Assumption 1 holds as diam(Z) =√
diam(X)2 + diam(Y)2 ≤ 2
√
r20 +B
2. The functions in F are continuous, and Assumption 2
holds withM = 2(r2+B2) by virtue of the first estimate of Lemma 4. To verify Assumption 3, we
proceed as
|f(x, y)− f(x′, y′)| =
∣∣(y − f0(x))2 − (y′ − f0(x′))2∣∣
≤ |y + y′ − f0(x)− f0(x′)| · |y − y′ + f0(x′)− f0(x)|
≤ 2(r +B) · (|y − y′|+ |〈f0,Kx′ −Kx〉K |)
≤ 2(r +B) · (|y − y′|+ r · ‖Kx′ −Kx‖K)
≤ 2(r +B) ·
(
|y − y′|+ r
√
2
σ
‖x− x′‖2
)
≤ 2(r +B) ·
(
1 + r
√
2/σ
)
(|y − y′|+ ‖x− x′‖2)
≤ 2
√
2(r +B) ·
(
1 + r
√
2/σ
)√
|y − y′|2 + ‖x− x′‖22,
where the fourth inequality holds by the Lipschitz continuity of the Gaussian reproducing kernel,
and the last inequality is Jensen’s inequality. Hence, Assumption 3 holds with L = 2
√
2(r + B) ·(
1 + r
√
2/σ
)
.
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Now we proceed to upper-bound the Dudley entropy integral for F:∫ ∞
0
√
logN (F, ‖ · ‖∞, u)du ≤
∫ 2(r2+Br)
0
√
logN
(
IK(Br), ‖ · ‖X, u
2(r +B)
)
du
≤
∫ r2+Br
0
√
logN
(
IK(Br), ‖ · ‖X, u
2(r +B)
)
du︸ ︷︷ ︸
:=T1
+
∫ 2(r2+Br)
r2+Br
√
logN
(
IK(Br), ‖ · ‖X, r
2
)
du︸ ︷︷ ︸
:=T2
where we used the second claim of Lemma 4 for the first inequality and the monotonicity of covering
numbers for the second inequality. Plugging in the estimate from Proposition 6, we get
T1 ≤ 2
√
d
(
32 +
2560dr20
σ2
) d+1
2
(r2 +Br)Γ
(
d+ 3
2
, log 2
)
T2 ≤
√
d
(
32 +
2560dr20
σ2
) d+1
2
(r2 +Br)(log 2)
d+1
2 ,
and hence T1 + T2 ≤ C148 (r2 +Br), where the constant C1 is
C1 = 48
√
d
(
2Γ
(
d+ 3
2
, log 2
)
+ (log 2)
d+1
2
)(
32 +
2560dr20
σ2
) d+1
2
,
D Rademacher complexity of Φ
Lemma 5. The expected Rademacher complexity of the function class Φ satisfies
Rn(Φ) ≤ 24√
n
C(F) +
12C0(2 diam(Z))
p
√
n
(
1 +
(
diam(Z)
̺
)p)
.
Proof of Lemma 5. Define the Φ-indexed processX = (Xϕ)ϕ∈Φ via
Xϕ :=
1√
n
n∑
i=1
εiϕ(Zi),
which is clearly zero-mean: E[Xϕ] = 0 for all ϕ ∈ Φ. To upper-bound the Rademacher average
Rn(Φ), we first show that X is a subgaussian process with respect to a suitable pseudometric. For
ϕ = ϕλ,f and ϕ
′ = ϕλ′,f ′ , define
dΦ(ϕ, ϕ
′) := ‖f − f ′‖∞ + (diam(Z))p|λ− λ′|,
and it is not hard to show that ‖ϕ − ϕ′‖∞ ≤ dΦ(ϕ, ϕ′). Then, for any t ∈ R, using Hoeffding’s
lemma and the fact that (εi, Zi) are i.i.d., we arrive at
E [exp(t(Xϕ −Xϕ′))] = E
[
exp
(
t√
n
n∑
i=1
εi(ϕ(Zi)− ϕ′(Zi))
)]
=
(
E
[
exp
(
t√
n
ε1 (ϕ(Z1)− ϕ′(Z1))
)])n
≤ exp
(
t2d2Φ(ϕ, ϕ
′)
2
)
.
Hence, X is subgaussian with respect to dΦ, and therefore the Rademacher average Rn(Φ) can be
upper-bounded by the Dudley entropy integral [19]:
Rn(Φ) ≤ 12√
n
∫ ∞
0
√
logN(Φ, dΦ, u)du,
19
where N(Φ, dΦ, ·) are the covering numbers of (Φ, dΦ). From the definition of dΦ, it follows that
N(Φ, dΦ, u) ≤ N(F, ‖ · ‖∞, u/2) ·N(Λ, | · |, u/2(diam(Z))p),
and therefore
Rn(Φ) ≤ 12√
n
(∫ ∞
0
√
logN(F, ‖ · ‖∞, u/2)du+
∫ ∞
0
√
logN(Λ, | · |, u/2(diam(Z))p)du
)
.
Since Λ is a compact interval, it is straightforward to upper-bound the second integral:∫ ∞
0
√
logN(Λ, | · |, u/2(diam(Z))p)du ≤ 2|Λ|(diam(Z))p
∫ 1/2
0
√
log(1/u)du
= 2c|Λ|(diam(Z))p,
where |Λ| = C02p−1(1 + (diam(Z)/̺)p) is the length of the interval Λ and the constant c =
1
2
(√
log 2 +
√
π · erfc(√log 2)) < 1. Consequently,
Rn(Φ) ≤ 12√
n
(∫ ∞
0
√
logN(F, ‖ · ‖∞, u/2)du+ 2|Λ|(diam(Z))p
)
≤ 24√
n
C(F) +
12C0(2 diam(Z))
p
√
n
(
1 +
(
diam(Z)
̺
)p)
.
E Proofs for Section 4
E.1 Proof of Lemma 3
First we prove thatWp(P,Q) ≤ Wp(µ, ν). Define the mapping T˜ : Z → Z by T˜ := T ⊗ idY, i.e.,
T˜ (z) = T˜ (x, y) = (T (x), y), and let Q˜ = T˜#P , the pushforward of P by T˜ . We claim that Q˜ ≡ Q.
Indeed, for any measurable sets A ⊆ X and B ⊆ Y,
Q˜(A×B) = T˜#P (A×B)
= P (T−1(A) ×B)
=
∫
T−1(A)
µ(dx)PY |X(B|x)
=
∫
A
T#µ(dx)PY |X(B|T (x))
=
∫
A
ν(dx)QY |X(B|x),
where we have used the relation (13) and the invertibility of T . Thus,
W pp (P,Q) ≤ EP [dpZ(Z, T˜ (Z)))] = EP [dpX(X,T (X))] = W pp (µ, ν).
For the reverse inequality, let M ∈ P(Z × Z) be the optimal coupling of P and Q. Then, for
Z = (X,Y ) and Z ′ = (X ′, Y ′) with (Z,Z ′) ∼ M , the marginalMXX′ is evidently a coupling of
the marginals µ and ν, and therefore
W pp (P,Q) = EM [d
p
Z
(Z,Z ′)]
= EM [d
p
X
(X,X ′)] +EM [d
p
Y
(Y, Y ′)]
≥ EM [dpX(X,X ′)]
≥W pp (µ, ν).
20
E.2 Proof of Theorem 4
For simplicity, we assume that there exists a hypothesis f∗ ∈ F that achieves R∗(Q,F). Then, for
any ̺ > 0 such thatWp(P,Q) ≤ ̺, Proposition 1 implies that
R(Q, f̂)−R(Q, f∗) ≤ R̺,p(P, f̂)−R̺,p(P, f∗) + 2L̺
≤ R̺,p(P, f̂)−R∗̺,p(P,F) + 2L̺.
From Theorem 2, we know that
R̺,p(P, f̂)−R∗̺,p(P,F) ≤
48C(F)√
n
+
48Ldiamp(Z)√
n̺p−1
+
3M
√
log(4/δ)√
2n
holds with probability at least 1−δ/2. Thus, it remains to find the right ̺, such that thatWp(P,Q) ≤
̺ holds with high probability. From Proposition 5, we see that each of the following two statements
holds with probability at least 1− δ/4:
Wp(µn, µ) ≤
(
log(4Ca/δ)
Cbn
)p/d
, Wp(νm, ν) ≤
(
log(4Ca/δ)
Cbm
)p/d
.
Since Wp(P,Q) = Wp(µ, ν) by Lemma 3, we see that Wp(P,Q) ≤ ̺̂(δ) with probability at least
1− δ/2, where ̺̂(δ) is given by Eq. (17). The claim of the theorem follows from the union bound.
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