Quantitative precipitation estimation (QPE) remains a key area of uncertainty in hydrological modeling, particularly in small, urban watersheds which respond rapidly to precipitation and can experience significant spatial variability in rainfall fields. Few studies have compared QPE methods in small, urban watersheds, and studies which have examined this topic only compared model results on an event basis using a small number of storms. This study sought to compare the efficacy of multiple QPE methods when simulating discharge in a small, urban watershed on a continuous basis using an operational hydrologic model and QPE forcings. The Research Distributed Hydrologic Model (RDHM) was used to model a basin in Roanoke, Virginia, USA forced with QPEs from four methods: mean field bias (MFB) correction of radar data, kriging of rain gauge data, uncorrected radar data, and a basin-uniform estimate from a single gauge inside the watershed. Based on comparisons between simulated and observed discharge at the basin outlet for a 6-month period in 2018, simulations forced with the uncorrected radar QPE had the highest accuracy, as measured by root mean square error (RMSE) and peak flow relative error, despite systematic underprediction of mean areal precipitation (MAP). Simulations forced with MFB corrected radar data consistently and significantly overpredicted discharge but had the highest accuracy in predicting the timing of peak flows.
Precipitation is a key driver in the hydrologic cycle and associated modeling efforts. There have been significant advances in simulating runoff flow rate and volume due to higher resolution digital elevation models and land cover rasters (e.g. Fonstad et al., 2013; Mayer, 1999; Tokarczyk et al., 2015) , better mapping and incorporation of storm sewer networks (e,g, Gironás et al., 2010; Smith et al., 2013) , improved computational efficiency, and a wider variety of hydrology and hydraulic (H&H) models from which to choose. However, quantitative precipitation estimation (QPE) remains a key component of model uncertainty, regardless of the resolution of the remaining model components. QPE uncertainty is exacerbated in areas with orographic or convective precipitation due to heterogeneity in rainfall spatiotemporal distribution (Cristiano et al., 2017; Li Pen Wang et al., 2015) . Similarly, some studies have shown that even small, fragmented urbanized areas can cause significant increases and/or decreases in precipitation due to impacts on temperature and wind (Daniels et al., 2016; Freitag et al., 2018) . With growing urbanization and climatic changes increasing the frequency and magnitude of hydrologic extremes (National Academies of Sciences, Engineering, and Medicine, 2019) , the ability of QPEs to accurately simulate and predict hydrologic response at high spatiotemporal resolutions is becoming increasingly important.
Accurate, high resolution rainfall data is required to reduce the error in hydrologic models, particularly those in small to mid-sized, urban watersheds. Several factors drive the need for high resolution data: first is the small size, high variability in land cover, and rapid response of urban catchments, and second is the potential for rainfall to vary significantly in space and time at small scales (Cristiano et al., 2017; Yoon and Lee, 2017) . Relatively small variability in spatiotemporal rainfall distributions have resulted in large errors in predicted streamflow such that estimated rainfall was identified as the biggest contributor to error in modeling, rather than land-based parameters (Ogden et al., 2000) .
In an effort to improve the accuracy of QPEs and associated hydrologic simulations, many studies have compared multiple methods of precipitation estimation (e.g. gauge only, radar only, gauge-radar hybrid) for streamflow prediction and all have found that a hybrid approach yields the most accurate streamflow predictions (James et al., 1993; Kim et al., 2008; Looper and Vieux, 2012; Pessoa et al., 1993; Seo et al., 2018; Sun et al., 2000) . However, these studies have primarily occurred under one or more of the following conditions: large (>1000 km 2 ) or rural watersheds, varying degrees of gauge coverage (sometimes sparse), or using spatiotemporal resolutions too coarse for urban hydrology (e.g. 1 hour, 4 km). Hence, the results may not be applicable to small, urban watersheds.
Few studies have compared the differences in hydrologic simulations of small, urban watersheds forced with various QPE products (e.g. gauge network, uncorrected radar, gauge-radar hybrid). Such studies (Ochoa-Rodriguez et al., 2015; Wang, Ochoa-Rodríguez, et al., 2015a; Wang, Ochoa-Rodriguez, et al., 2015b; Wang et al., 2013; Yoon and Lee, 2017) have generally performed advanced geostatistical merging techniques on radar and gauge data (e.g. conditional merging, Bayesian merging, error variance minimization). These studies have found marginal to moderate improvement over less complex correction techniques such as kriging and/or mean field bias (MFB) correction, but significant improvement over uncorrected radar.
Previous studies have relied on hydrologic and hydraulic (H&H) models calibrated with rain gauge data, run on an event basis. Further, only a small number of storms were examined in each study, typically between 4 and 10 events. In comparing various QPE forcings, use of an uncalibrated model, run on a continuous basis may be preferable since this may prevent calibration bias (e.g. towards a gauge-centric QPE if gauges are used in calibration) and would evaluate QPEs under a greater variety of hydrometeorological conditions. Further, use of an operational model and forcings has the potential to be later adapted for flash flood forecasting, warnings, etc. in urban areas at a high spatiotemporal resolution. Thus far, no study has evaluated hydrologic models of small, urban watersheds forced with Next Generation Radar (NEXRAD) dual-pol Level III data.
Problem statement
QPE accuracy and spatiotemporal resolution are perhaps the most important factors in determining H&H model accuracy, particularly in urban and small to medium sized watersheds.
Precipitation inputs derived from merged gauge-radar methods have been shown to yield the most accurate streamflow simulations for small urban watersheds under certain conditions (Ochoa-Rodriguez et al., 2015; Wang, Ochoa-Rodríguez, et al., 2015a; Wang, Ochoa-Rodriguez, et al., 2015b; Wang et al., 2013; Yoon and Lee, 2017) . However, such studies have been conducted on an event basis, typically only examining a small number of storms, and have calibrated to rain gauge forcings. Testing the various QPE products in a continuous, distributed model with 6 months of forcing data, rather than an event-based, lumped model run with a small number of events is a novel approach. Using a separate precipitation dataset for model initialization and initializing the model over a long period of time (e.g. one year), should reduce model bias that may occur when initializing or calibrating with one of the QPE datasets used in analysis or with a shorter calibration time period. Assuming significant improvement is gained through bias correction of the radar data, NEXRAD's ~20-year archive of radar data could become a valuable resource for urban H&H modeling at a high resolution.
Previously, the City of Roanoke had been using a single gauge for hydrologic analyses in the city's various watersheds. The improvement in accuracy gained by usage of the previously described, spatially heterogenous QPE methods instead of a single gauge with a uniform rainfall assumption should be quantified.
Purpose and Objectives

Purpose
The goal of this master's research is to investigate discharge simulation skill of various precipitation forcings with a distributed, operational H&H model run on a continuous basis. Three fundamental questions are investigated by this thesis as outlined below:
• Which QPE method (single gauge, kriging, uncorrected radar, or mean field bias corrected radar) yields the most accurate streamflow predictions for a small, urban watershed in a mountainous area?
• How well does the Research Distributed Hydrologic Model (RDHM) perform in a small, urban watershed with significant storm sewer infrastructure, and which precipitation forcing achieves the highest discharge skill when paired with RDHM?
• How do spatially varied QPEs compare to a single gauge assumption in simulating discharge?
Objectives
The objectives of this thesis are to:
1. Determine which QPE method (single gauge, kriging, uncorrected radar, or mean field bias corrected radar) yields the most accurate streamflow predictions from a fully distributed H&H model of an urban watershed subject to heterogenous rainfall fields (e.g. convective, orographic rainfall) and potential beam blockage. In order to differentiate from past studies, continuous, monthly simulations will be run for a six-month period.
2. Evaluate the efficacy of RDHM for H&H modeling of a small urban watershed.
3. Determine the difference in streamflow simulation accuracy between a uniform watershed estimate based on a single gauge and estimates from the proposed spatially heterogenous QPE methods.
CHAPTER 2 -LITERATURE REVIEW
QPEs in Urban Hydrology
Few studies have compared the differences in hydrologic simulations of small, urban watersheds forced with various QPE products (e.g. gauge network, radar, gauge-radar hybrid). Yoon and Lee (2017) used three precipitation datasets (kriged gauge data, radar, and conditional merging of gauge and radar data) to simulate flow from several flood events in a 7.4 km 2 , highly urbanized catchment in Seoul, South Korea. The gauge network in the greater Seoul area is the densest in the world, with a density of 1 gauge per 3 km 2 , or about 1 km between gauges. Kriged gauge data was assumed, and later proved via cross validation, to be the most accurate QPE method, and was accordingly used to calibrate their SWMM model. The authors found that while the kriged gauge data had marginally better QPE estimates compared to conditional merging, conditional merging resulted in marginally more accurate streamflow predictions compared to estimates from kriged data; QPE and flow depth estimates from uncorrected radar were significantly worse than estimates from the two other QPE methods. The marginal differences in hydrologic output between the kriged-and merged-data is likely due to the high and relatively uncommon gauge density. Yoon and Lee (2017) found that storm total QPEs from radar alone suffered from significant underprediction and had mean average errors (MAE) and root mean square errors (RMSE) 2-3 times higher than the MAE and RMSE of either kriged gauge or combined gaugeradar QPEs. Flow simulations forced with radar data had an average relative error in peak depth (REPD) and RMSE of 57% and 0.33 mm, respectively, compared to measured data, whereas the average REPD and RMSE for flow simulations from kriged gauge and combined gauge-radar QPEs were 9.2%, 0.13 mm and 7.7%, 0.13 mm respectively. The marginal differences in hydrologic output between the kriged gauge and combined gauge-radar data may be due to the extraordinarily high gauge density of the study area as well as the bias correction method used.
Conditional merging involves overlaying deviations in the radar rainfall field onto the kriged gauge rainfall field: since the gauge density is so high, the bias correction process appears to minimally influence the gauge-based rainfall field. Wang et al. (2013) examined multiple QPE methods for modeling an 8.65 km 2 urban basin in London, UK. The authors forced an Infoworks CS model of the watershed with four different QPEs: gauge data, uncorrected radar data, MFB corrected radar data, and radar corrected by an error variance minimization technique known as Bayesian combination (BC). Based on predicted discharge depth from four events, the authors found that both the MFB and BC techniques performed well, but that BC outperformed MFB in terms of reducing bias and also better captured the spatiotemporal variability of rainfall fields (Li Pen Wang et al., 2013) . Wang et al. (2015a) forced a gauge-calibrated InfoWorks CS model of a 53 km 2 urban catchment in Edinburgh, UK with multiple QPEs, including: rain gauges, uncorrected radar, block kriging, MFB corrected radar, a Bayesian combination technique, and a Bayesian combination technique which preserves high intensity singularities detected by radar in the rainfall field. Based on four events, the authors found that all techniques worked relatively well, but that the rain gauge forcing performed the best, MFB correction led to overprediction of discharge, and the Bayesian combination techniques improved predictions compared to uncorrected radar (L. P. Wang et al., 2015a) . Löwe et al., (2014) used combined gauge-radar QPEs in urban watershed models of two separate watersheds (13 km 2 and 30 km 2 ) in Copenhagen, Denmark (Löwe et al., 2014) . The authors found that gauge corrected radar QPEs improved probabilistic flood forecasts (100-minute horizon) from a lumped model compared to forecasts fed with gauge data alone.
Several studies have shown that, for H&H modeling, the required spatiotemporal resolution of precipitation data increases with decreasing catchment size, and that there is an optimal relationship between spatial and temporal resolution depending on catchment size (Ochoa-Rodriguez et al., 2015) . Spatial resolution is defined in a variety of ways, including: the grid size of radar data (or gauge-corrected radar data), the areal coverage assumed for a single gauge, or the distance between adjacent gauges. Temporal resolution is defined as the time between consecutive measurements. For urban hydrology applications, Schilling (1991) recommended a minimum spatial and temporal resolution of 1 gauge per 1 km 2 (or 1 km 2 radar grids) and 5 minutes (ideally 1 minute), respectively (cited in Yoon and Lee 2017). More recent research has determined spatiotemporal resolution requirements as a function of watershed size. Using both gauge and radar data, Berne et al. (2004) suggested that urban watersheds around 1000 ha in size require a spatiotemporal resolution of 3 km and 5 minutes, while ~100 ha watersheds require a resolution of 2 km and 3 minutes. Other research based on radar data only suggests a minimum spatial and temporal resolution of 100 m and 1 minute, respectively, for urban catchments smaller than 1 ha. However, for catchments between 1 and 100 ha, while the recommended resolution is 500 m/1 min, 1 km/1min resolutions lead to similar results (Ochoa-Rodriguez et al., 2015) .
QPE Datasets
Multiple agencies operate platforms with both real-time access to-and long term archives of-rain gauge and other hydrometeorlogical data. Two of the most commonly used networks in the US are the National Water Information Service (NWIS) and the Automated Surface Radar derived QPEs are a useful tool for urban hydrology because of their capacity to capture the spatial variability of rainfall fields, but without gauge correction are subject to systematic underestimation as well as random error (Thorndahl et al., 2017) . Unlike the point measurements of gauges, radar provides spatially distributed QPEs at varying resolutions. In the US, the National Weather Service (NWS) Next Generation Radar (NEXRAD) network offers a variety of S-band, dual-pol radar products, from base reflectivity to gauge corrected national mosaics. However, as the degree of processing and bias correction increases, the spatiotemporal resolution of the radar QPE decreases. The 1-hour and 4-km resolution of products such as NEXRAD Stage III/IV or Multisensor Precipitation Estimator (MPE) is too coarse for urban H&H modeling, which requires a resolution of at least 5 minutes and 1 km (Berne et al., 2004; Ochoa-Rodriguez et al., 2015; Schilling, 1991) . Consequentially, a higher resolution but non-gauge corrected radar QPE is one of the few choices for modeling small, urban watersheds. Within the NEXRAD framework, the Level 3 dataset fills this role. The Level 3 dataset contains a variety of products at varying resolutions (e.g. instantaneous rainfall intensity, one hour accumulations, storm velocity, direction, hydrometeor type, etc.). A Level 3 dataset exists for each NWS radar site and a publicly available archive goes back to the late 1990s. Late in the first decade of the twenty-first century, dual-polarization upgrades to all NWS radars was completed, which significantly improved radar accuracy over single-polarization. For this study, the instantaneous precipitation rates, also known as digital precipitation rates (DPR) were used from the KFCX radar site located approximately 40 km southwest of Roanoke. DPR is generated through an empirical formula (i.e. ZR relationships) that converts reflectivity to a precipitation rate and has not been corrected with gauge data. However, DPR is available at a very high resolution: 600 m and ~3-5 minutes when in precipitation mode (~20 minutes when in clear air mode). Given the irregular time interval of the DPR dataset, temporal standardization (e.g. uniform 5-minute time steps) is required before bias correction or model input. Standardization can be achieved through temporal interpolation followed by aggregation.
Generally, improvements in radar measurements and processing over the last few decades have led to significant improvements in radar QPE accuracy but only marginal improvements in radar QPF accuracy (Adams and Dymond, 2018in review) .
QPE Accuracy
Each precipitation measurement method has its own sources of error. Rain gauge error caused by wind effects ranges between 2-10% for rain and potentially 50% for snowfall. However, including other factors -particularly issues present in urban areas such as splashing and wind field changes due to structures -can further increase rainfall error to up to 30% (Cristiano et al., 2017) .
Tipping buckets, a common gauge type, are susceptible to significant underestimation, typically 10-15%, during high intensity events (over 200 mm/hour) due to rainfall losses during tipping, however gauge error can be reduced to 1% with appropriate calibration and modification (Lanza and Stagi, 2008; Molini et al., 2005) . Error may also be greatest at high temporal resolutions but has been shown to become negligible with time intervals greater than 15 minutes (Habib et al., 2001 ). However, a 15-minute rainfall time step can lead to significant underestimation of simulated flows compared to a 5-minute or smaller interval (Guo, 2007) . A gauge measurement represents precipitation at a single point, and while various methods are used to interpolate between gauge measurements, the error of these interpolation methods depends on the degree of rainfall heterogeneity (Cristiano et al., 2017) . Accordingly, gauge density and rainfall type are important factors in gauge network accuracy.
Underprediction and other errors in radar QPEs stem from beam blockage, rainfall fields which are smaller than the sampling resolution, errors in ZR empirical relationships, beam widening and overshoot, earth curvature, changes in drop size distribution (DSD), calibration bias, etc. (Cunha et al., 2015; Niemi et al., 2017; J. Zhang et al., 2012) .
Research Distributed Hydrologic Model
The National Weather Service (NWS) Hydrology Laboratory previously developed a Manual V. 3.5.0," 2012). Similarly, a CONUS-wide set of RUTPIX parameters is provided based on elevation data. However, the parameters, forcings, and resolution are typically derived and operated at a coarse scale, most commonly 1 HRAP grid (nominally ~4 km). Model initialization is generally recommended, and typically involves a 1-year or more warm-up simulation to determine initial model states for the study period. Calibration is also recommended but is not possible in ungauged watersheds. The a-priori parameters are therefore a useful tool for modeling in ungauged watersheds and aid in the calibration process for gauged watersheds (Z. .
QPE Processing and Bias Correction
Rain gauge kriging
Among gauge-based estimates there are a variety of methods for spatial interpolation between gauges. Two such methods -ordinary kriging and inverse distance weighting -have generally been shown to yield the most accurate rainfall estimates (Chen et al., 2010; Shope and Maharjan, 2015) . Kriging is a sophisticated method of interpolation and generally performs well in areas where orographic effects on rainfall are present. Kriging involves creation of a variogram, or relationship between distance and variance between points in a topological dataset, which is then used to estimate values between points.
Mean Field Bias (MFB) Correction
Mean field bias (MFB) correction is perhaps the most common and easiest method for bias correction of radar rainfall data. MFB correction involves calculation of a ratio of average rainfall depth measured by selected gauges to the average depth determined by radar at the gauge locations (Equation 1).
Equation 1
Where:
= mean field bias − = Precipitation depth at gauge i measured by rain gauge (in, mm) − = Precipitation depth at gauge i measured by uncorrected radar (in, mm) = number of gauges
The MFB ratio can be calculated on any time scale (e.g. 1 day, 1 hour, 5-minutes), using incremental depth measurements of the selected time scale. Once calculated, the ratios are applied to the entire uncorrected radar rainfall field at each time step (Equation 2). − = − * Equation 2 Where: − = Corrected radar rainfall depth field at time t (in, mm) − = Uncorrected radar rainfall depth field at time t (in, mm) = MFB ratio at time t
Introduction
Precipitation is a key driver in the hydrologic cycle and associated modeling efforts. There have been significant advances in simulating runoff flow rate and volume due to higher resolution digital elevation models and land cover rasters (e.g. (Fonstad et al., 2013; Mayer, 1999; Tokarczyk et al., 2015) ), better mapping and incorporation of storm sewer networks (e.g. (Gironás et al., 2010; Smith et al., 2013) ), improved computational efficiency, and a wider variety of hydrology and hydraulic (H&H) models from which to choose. However, quantitative precipitation estimation (QPE) remains a key component of model uncertainty, regardless of the resolution of the remaining model components. QPE uncertainty is exacerbated in areas with orographic or convective precipitation due to heterogeneity in rainfall spatiotemporal distribution (Cristiano et al., 2017; Li Pen Wang et al., 2015) . Some studies have shown that even small, fragmented urbanized areas can cause significant increases and/or decreases in precipitation due to impacts on temperature and wind (Daniels et al., 2016; Freitag et al., 2018) . With growing urbanization and climatic changes increasing the frequency and magnitude of hydrologic extremes (National Academies of Sciences, Engineering, and Medicine, 2019), the ability of QPEs to accurately simulate and predict hydrologic response at high spatiotemporal resolutions is becoming increasingly important.
Accurate, high resolution rainfall data is required to reduce the error in hydrologic models, particularly those in small to mid-sized, urban watersheds. Several factors drive the need for high resolution data: first is the small size, high variability in land cover, and rapid runoff response of urban catchments, and second is the potential for rainfall to vary significantly in space and time at small scales (Cristiano et al., 2017; Krajewski et al., 2003; Yoon and Lee, 2017) . Relatively small variability in spatiotemporal rainfall distributions have resulted in large errors in predicted streamflow, with estimated rainfall identified as the biggest contributor to error in modeling, rather than land-based parameters (Ogden et al., 2000) .
In an effort to improve the accuracy of QPEs and associated hydrologic simulations, many studies have compared multiple methods of precipitation estimation (e.g. gauge only, radar only, gauge-radar hybrid) for streamflow prediction and all have found that a hybrid approach yields the most accurate streamflow predictions (James et al., 1993; Kim et al., 2008; Looper and Vieux, occurred under one or more of the following conditions: large (>1000 km 2 ) or rural watersheds, varying degrees of gauge coverage (sometimes sparse), or using spatiotemporal resolutions too coarse for urban hydrology (e.g. 1 hour, 4 km). Hence, the results may not be applicable to small, urban watersheds.
Radar derived QPEs are a useful tool for urban hydrology because of their capacity to capture the spatial variability of rainfall fields (Thorndahl et al., 2017) . Unlike the point measurements of gauges, radar provides spatially distributed QPEs at varying resolutions. In the US, the National Weather Service (NWS) Next Generation Radar (NEXRAD) network offers a variety of S-band, dual-pol radar products, from base reflectivity to gauge corrected national mosaics. However, as the degree of processing and bias correction increases, the spatiotemporal resolution of the radar QPE decreases. The 1-hour and 4-km resolution of products such as NEXRAD Stage III/IV or Multisensor Precipitation Estimator (MPE) is too coarse for urban H&H modeling, which requires a resolution of at least 5 minutes and 1 km (Berne et al., 2004; Ochoa-Rodriguez et al., 2015; Schilling, 1991 that converts reflectivity to a precipitation rate and has not been corrected with gauge data.
However, DPR is available at a very high resolution: 600 m and ~3-5 minutes when in precipitation mode (~20 minutes when in clear air mode). Given the irregular time interval of the DPR dataset, temporal standardization (e.g. uniform 5-minute time steps) is required before bias correction or model input. 
Materials and Methods
Study Area
This study examines the Lick Run watershed (~19.4 km 2 ), a tributary of the Roanoke River located in Roanoke, Virginia, US (Figure 1) . The watershed is approximately 35% impervious and subject to a variety of land uses (Dymond et al., 2017) . Located in a mountain valley, the Roanokemetropolitan area has a history of frequent flooding, resulting in property damage and sometimes death. Much of the basin is served by the city's municipal separate storm sewer system (MS4). In the study area, the average distance between rain gauges is ~6.5 km and the gauge density in the Lick Run basin is 1 gauge per 9.7 km 2 . 
QPE Datasets
Multiple agencies operate platforms with both real-time access to-and long term archives of- Table A1 . Gauge data was used to create three of the four QPE datasets: rainfall fields derived by kriging 5-minute incremental depths measured at all 10 rain gauges, MFB corrected 5minute incremental depths, and a basin-uniform estimate based on the measured 5-minute depth at the KROA gauge. Level 3 instanteous precipitation rates from the KFCX radar near Roanoke were used to create two of the four QPE datasets: uncorrected 5-minute incremental depths and MFB corrected 5-minute depths.
QPE Processing
Among gauge-based estimates there are a variety of methods for spatial interpolation between gauges. Two such methods -ordinary kriging and inverse distance weighting -have generally been shown to yield the most accurate rainfall estimates (Chen et al., 2010; Shope and Maharjan, 2015) . Kriging is a sophisticated method of spatial interpolation and generally performs well in areas where orographic effects on rainfall are present. Kriging involves creation of a variogram, or relationship between distance and variance between points in a topological dataset, which is then used to estimate values between points.
Mean field bias (MFB) correction is perhaps the most common and easiest method for bias correction of radar rainfall data. MFB correction involves calculation of a ratio of average rainfall depth measured by selected gauges to the average depth determined by radar at the gauge location(s) (Equation 1).
Equation 1
= mean field bias − = Precipitation depth at gauge i measured by rain gauge (mm) − = Precipitation depth at gauge i measured by uncorrected radar (mm)
= number of gauges
The MFB ratio can be calculated on any time scale (e.g. 1 day, 1 hour, 5-minutes), using incremental depth measurements of the selected time scale. Once calculated, the ratios are applied to the entire uncorrected radar rainfall field at each time step (Equation 2).
− = − * Equation 2
Where: − = Corrected radar rainfall depth field at time t (mm) − = Uncorrected radar rainfall depth field at time t (mm) = MFB ratio at time t For this study, the mean field bias correction process involved correction of the Level 3 NEXRAD data using the 10 rain gauges in the study area. First, using Linux bash scripting and GRASS GIS 7.4 (GRASS Development Team, 2018), the irregular time series of Level 3 instantaneous intensity raster grids were interpolated to a 1-minute resolution. These 1-minute intensity rasters were then converted to 1-minute depths and aggregated to 5-minute depths, resulting in the uncorrected radar QPE (Figure 2 ).
Figure 2. Algorithm for creation of uncorrected, 5-minute incremental radar depth QPE
Gauge precipitation data from NWIS and ASOS was retrieved and processed in R (R Core Team, 2018) to create a corresponding time series of 5-minute incremental depths. At each gauge location, a sample of the radar estimated precipitation depth was taken every five minutes for the study period. MFB ratios were calculated every five minutes from the sampled radar depths and gauge depths. MFB ratios of infinity, NaN, or 0 (resulting from #/0, 0/0, or 0/# respectively) were replaced with 1. The MFB ratios were then applied to the archive of 5-minute radar rainfall fields, creating a new set of corrected rainfall fields (Figure 3) . A final bash script was used to spatially re-project the rasters to the Hydrologic Rainfall Analysis Project (HRAP) projection (Fulton, 1998) and convert the ascii radar grids to xmrg files prior to model input. xmrg is a binary file format commonly used by NWS and required for RDHM input (National Weather Service, 2011).
Figure 3. Algorithm for creation of MFB-corrected radar QPE
The 5-minute incremental gauge data was spatially interpolated by kriging using the autoKrige function in the automap R library (Hiemstra et al., 2009) . autoKrige automatically determines which model to use for variogram fitting (e.g. spherical, gaussian, exponential) based on the given point data, then uses the resulting variogram to perform kriging. The resulting rainfall fields were then reprojected to HRAP and converted to xmrg files (Figure 4) . Creation of the single-gauge, uniform-basin QPE simply involved using the 5-minute incremental depths from the KROA gauge time series to create a series of rasters populated with the gauge depths ( Figure 5 ).
Figure 5. Algorithm for creation of single-gauge, uniform-basin QPE
All of the QPE products were created at a resolution of 600-m to match the native resolution of the original Level 3 radar data but were later re-sampled to 300-m before RDHM input to match the model resolution. In total, an archive of high-resolution data was created for the four QPE products (kriging, MFB corrected radar, uncorrected radar, and single gauge) spanning from 1 May 2018 to 31 October 2018, a period during which approximately two-thirds of the total annual precipitation occurred.
Research Distributed Hydrologic Model (RDHM)
The year or more warm-up simulation to determine initial model states for the study period. Calibration is also recommended but is not possible in ungauged watersheds. The a-priori parameters are therefore a useful tool for modeling in ungauged watersheds and aid in the calibration process for gauged watersheds (Z. .
For this study, a warm up simulation was run from 1 January 2017 through 31 December 2018 using precipitation and temperature data from NASA's Land Data Assimilation Systems (NLDAS) (Xia et al., 2012) . From this historical simulation, the model states (e.g. channel depth, flow rate, soil water content, etc.) at the beginning of each month were used as the initial states for each monthly simulation (May-November 2018) forced with the high-resolution QPE datasets. RDHM was operated at a 1/16 HRAP grid resolution (approximately 300 m) due to the small size of the watershed and was run uncalibrated to avoid introducing bias towards one of the QPE methods.
Results
QPE Products
Multiple QPE products were generated at a 5-minute, 600-m resolution for model input, including: uncorrected Level 3 radar data, MFB corrected Level 3 radar data, kriged rain gauge data (10 gauges), and a watershed uniform depth based on measurements at the KROA rain gauge. Figure 6 shows a comparison of gauge and radar 5-minute incremental depths before (a) and after (b) MFB correction. From the 5-minute incremental depths, cumulative depths were calculated over the study period for gauge-, uncorrected radar-, and MFB corrected radar-QPEs at each gauge location ( Figure 7) . The 5-minute mean areal precipitation (MAP) over the Lick Run basin was calculated by RDHM during each simulation along with the discharge time series. From the incremental depths, cumulative MAP was calculated for each month (Figure 8 ). In order to evaluate over-prediction by certain high-resolution QPE methods (e.g. MFB correction and kriging), cumulative MAP from NLDAS and the KROA gauge between the beginning of 2017 to the end of 2018 was calculated and compared ( Figure 9 ). Cumulative MAP from KROA and NLDAS was 2612 mm and 2447 mm, respectively; a difference of 165 mm. For the 6-month study period in 2018, cumulative precipitation between NLDAS and each gauge in the network was calculated and compared ( Figure 10) . NLDAS had the lowest cumulative depths over the study period and appears to underpredict for larger storm events. 
Model Results
From the uncalibrated historical simulation, a time series of predicted discharge at the basin outlet was generated by RDHM, then compared with USGS stream gauge measurements at the same location ( Figure 11 ). The saved model states from this historical simulation were used as warm start values for the monthly simulations forced with each of the four high-resolution QPEs (Figure 12 ). Figure 13 shows the largest flow events from each month of the high-resolution simulations. Since the monthly simulations were conducted on a continuous basis, the root mean square error (RMSE) was calculated hourly rather than on an event basis. Similarly, RMSE values calculated during baseflow periods were removed. Here, baseflow was defined as anything less than 0.3 cms and any hourly RMSE values less than 0.3 cms were removed. Figure 14 shows the hourly RMSE values for each QPE forcing by month. Relative error in peak flow (REPQ) was analyzed by QPE forcing for each month by extracting the peaks for any flow event which surpassed 1 cms (Figure 15 ). The peak time error (PTE) for these events was also summarized (Figure 16 ). The number of flow events analyzed each month (n) ranged from 4 to 9. Forty (40) flow events above 1 cms occurred between 1 May 2018 and 1 November 2018.
A summary RMSE, REPQ, and PTE is shown in Table 1 . 
Discussion
The RDHM simulations yielded interesting and counterintuitive results: the uncorrected radar QPE forcing resulted in the most accurate discharge predictions, rather than the more sophisticated methods of kriging and MFB correction. Regarding predicted discharge magnitude, the simulations forced with uncorrected radar data had the lowest error as measured by hourly RMSE and peak flow relative error. The kriging and single gauge QPE forcings resulted in moderately worse and relatively similar performance statistics. While the MFB-corrected radar QPE led to significantly worse results, caused by severe and consistent overprediction. In terms of peak timing, the MFB forcing performed moderately better than the remaining QPE methods, all of which had similar aggregate results.
As expected, the uncorrected radar systematically underpredicted. Less expected was the overprediction of the three other QPE forcings (MFB, kriging, single gauge). There are several possible explanations for the over-estimation of the three QPE forcings: model parameterization, QPE methodology, and/or model initialization.
Here, model parameterization refers to the a-priori SAC-SMA and rutpix routing parameters based on soil, land cover, and elevation data. Potentially, the resolution of the datasets from which the parameters were derived, and/or the resolution of the resulting parameter grids (1 HRAP grid resolution), is too coarse for small, urban watersheds. Alternatively, mechanisms in the parameter derivation process lead to parameters which cause over-estimated discharge predictions. One or both of these rationales would explain the performance statistics of the uncorrected radar: even though radar data that has not been gauge-corrected is well known to unpredict precipitation, discharge overestimation attributed to RDHM parameterization may increase the predicted flow such that the uncorrected radar forcing had the highest skill. Re-derivation of model parameters using higher resolution data, and/or producing higher resolution parameter grids, may mitigate this over-estimation.
Besides model parameterization, another potential source of over-estimation is the QPE methodology used to create the various precipitation forcings. Potentially, even a gauge density of ~6.5 km is too coarse for small, urban watersheds. Similarly, single gauge coverage for a ~19.4
km 2 watershed appears to be inadequate. Both of these possibilities would support prior studies' recommendations of QPE resolution on the order of 1 km (Berne et al., 2004; Ochoa-Rodriguez et al., 2015; Schilling, 1991; Thorndahl et al., 2017) .
There are several potential sources of error for the MFB corrected QPE. One possibility is random error associated with the MFB correction process. Much of the systematic bias was removed during the MFB process, but significant random error persistedlikely due to the small time scale (5-mintes) of the correction process ( Figure 6 ). This supports prior findings (Krajewski W.F. and Smith J.A., 2002; Thorndahl et al., 2017 ) that a longer time scale is needed for MFB correction to remove random errors, but the time scale cannot be so long such that the drop size distribution (DSD) changes. Changes in DSD are a particular concern for short, intense convective storms common during summer months, where storm durations are likely to be sub-hourly and DSD can change over the course of several minutes. Further, while the MFB process provided relatively good correction of the radar data at each gauge location (Figure 7) , precipitation overprediction may have resulted from spatial variability in field bias between gauges. This suggests that even at small spatial scales using the mean of the field bias does not provide adequate correction, necessitating a spatially varied correction method. One example of this occurred in early September 2018, gauge and radar depths inside the watershed were 0 or negligible but moderate and trace depths for gauge and radar estimates, respectively, at gauge location(s) outside the watershed resulted in very high MFB ratios, such that the MAP inside the basin was erroneously and highly inflated. This phenomenon can be seen in the several high incremental MFB MAP values during September 2018 in Figure 8 and the resulting impact on predicted discharge as well as cumulative MAP. This also suggests that an outlier threshold is required for MFB correction.
A third possible source of overestimation may be the saved model states from the historical simulation that were used as warm start values for the monthly simulations. Figure 9 ) and the overprediction of the MFB corrected QPE. However, it does appear that NLDAS underpredicts as storm total precipitation depth increases (e.g. first rainfall event in Figure 10 ).
Several other findings regarding QPE temporal resolution, gauge density, and model calibration can be posited from the study. Although overall cumulative MAP between NLDAS and several of the high-resolution QPEs was similar, consistent underprediction of discharge when forced with NLDAS suggests that hourly precipitation inputs are inadequate for modeling small, urban watershedsa finding echoed by prior research (Berne et al., 2004; Ochoa-Rodriguez et al., 2015; Schilling, 1991; Thorndahl et al., 2017 Zhang et al., 2016) , are needed at finer spatial and temporal resolutions.
CHAPTER 4. CONCLUSION
Implications
The ability to accurately and efficiently predict streamflow is becoming increasingly important, particularly due to two key reasons: accelerating urbanization throughout the world and climatic changes that increase the frequency and intensity of flood producing rainfall events in certain regions. Flash flooding in urban areas poses a risk to both people and property: improving hydrologic prediction skill can benefit design of infrastructure based on historical simulations as well as forecasting for flood warnings and evacuations.
While precipitation is a key piece of the hydrologic puzzle, the model and parameters used will also influence predictions. Particularly for resource constrained stakeholders or in areas where detailed infrastructure information is not available, simple models and pre-defined parameters that perform well are an important and potentially easy to implement tool for flood prevention and mitigation. These models must be paired with accurate rainfall forcings with a high spatiotemporal resolutionthe NEXRAD system is one such example. Given the high capital and maintenance costs of a national radar network, a potential alternative to radar networks may lie with satellite derived QPEs due to their potential for a lower cost and wider coverage. Open source methods, such as those used in this study, should be used in such efforts to make these tools available to the widest possible audience.
Overall, this study examined various QPE methods for continuous, distributed hydrological modeling in a small urban watershed using an operational H&H model. Of the four high-resolution precipitation forcings used, the uncorrected Level 3 radar QPE resulted in the most accurate discharge predictions from RDHM. This suggests that when paired with RDHM, the Level 3 dataset has a potential for use in hydrologic modeling of small, urban watershedseven without bias correction. These results are encouraging for multiple reasons. First, RDHM is used for flood prediction and forecasting in multiple NWS RFCs, incorporation of a precipitation forcing with a high spatiotemporal resolution and CONUS-wide availability such as the Level III dataset into operational flood prediction can potentially be a benefit for flood warnings in small urban watersheds. Additionally, it was shown that a distributed operational model that did not incorporate storm sewer infrastructure or detailed channel geometry, and only relied on a water balance and simple kinematic routing at a coarse resolution, was able to perform relatively well in a small, urban watershed. Potentially, these results may serve as a rationale for greater focus on radar bias correction at high spatiotemporal resolutions for operational flood prediction in small urban basins.
Finally, it would seem that simplistic methods such as MFB correction are not adequate for precipitation estimation in small urban watersheds.
Future Work
Future studies which use RDHM in small urban watersheds should compare various parameter and model resolutions as well as uncalibrated versus calibrated simulations. Whether, for example, a 30-m model and/or parameter resolution provides significant improvement over a 300-m resolution is an important question, as a higher resolution will significantly increase computational time and may not be warranted for only marginal improvements in skill. Similarly, the improvement gained by calibration should be quantified.
The source of over-prediction when using RDHM should also be determined. Does the overprediction observed in this study result from model parameterization and/or resolution, or does it originate from the QPE methods used? The distinction is important, as it could identify important shortcomings within the RDHM parameterization process or detect deficiencies in the QPE methods and sources used.
It seems that MFB correction is inadequate for urban hydrology, a finding supported by prior studies. However, it is a simple and easily implemented radar correction method. The effect of outlier removal and other quality control measures on MFB corrected radar simulation skill should be examined, as some operational datasets still use MFB correction and others may use it in the future.
Given the shortcomings of MFB, more sophisticated radar correction methods, such as conditional merging, which better maintains rainfall field spatial variability in the correction process, should be examined on a continuous basis under a variety of hydrometeorological conditions. Similarly, more work should be done to improve the spatiotemporal resolution and accuracy of satellite derived QPE methods, in order to provide a global dataset of high-quality precipitation measurements and hopefully negate the need for installation and maintenance of radar networks.
Comparisons between RDHM and other H&H models, particularly those designed for urban H&H modeling (e.g. SWMM, GSSHA, SewerGEMS), should be made. RDHM should be tested in a greater number of small urban watersheds, under diverse geographic and climatic conditions, in order to confirm its efficacy for such applications. Potentially, RDHM could be an effective operational model for flood prediction and forecasting at high spatiotemporal resolutions and an attractive alternative to traditional urban hydrology models.
