Abstract-Color filter array (CFA) interpolation, or threeband demosaicking, is a process of interpolating the missing color samples in each band to reconstruct a full color image. In this paper, we are concerned with the challenging problem of multispectral demosaicking, where each band is significantly undersampled due to the increment in the number of bands. Specifically, we demonstrate a frequency-domain analysis of the subsampled color-difference signal and observe that the conventional assumption of highly correlated spectral bands for estimating undersampled components is not precise. Instead, such a spectral correlation assumption is image dependent and rests on the aliasing interferences among the various color-difference spectra. To address this problem, we propose an adaptive spectral-correlation-based demosaicking (ASCD) algorithm that uses a novel anti-aliasing filter to suppress these interferences, and we then integrate it with an intra-prediction scheme to generate a more accurate prediction for the reconstructed image. Our ASCD is computationally very simple, and exploits the spectral correlation property much more effectively than the existing algorithms. Experimental results conducted on two data sets for multispectral demosaicking and one data set for CFA demosaicking demonstrate that the proposed ASCD outperforms the state-of-the-art algorithms.
(a) Bayer CFA (US Patent 3971065), (b) 5-band MSFA [4] , [12] , (c) Schematic spectral sensitivities of different bands [4] , [12] .
with each band representing a narrow wavelength of visible light. Due to the increase in the number of bands, multispectral imaging can reveal much more information, and thus it has become very useful in the fields of satellite imaging [1] , computer vision [2] , and medical imaging [3] .
In recent years, a variety of multispectral imaging systems have been proposed, with different mechanisms to capture images. These systems can be classified into three categories [4] : (i) Single-camera-multi-shot systems [5] , [6] , which capture images at a high spectral resolution but require multiple shots to obtain the images, and thus need special equipment, such as a high-speed lighting system [7] , for realtime imaging; (ii) multi-camera-one-shot systems [8] , which capture images using several cameras with different color filters in one shot, resulting in a system that is quite complicated as it requires perfect alignment of multiple cameras; and (iii) single-camera-one-shot systems [9] [10] [11] [12] [13] [14] , such as consumer RGB cameras (for three bands), which overcome the problems of the first two categories of systems in terms of size, cost, and real-time imaging. To reduce the production cost, such RGB cameras use a single image sensor, instead of three sensors, with a color filter array (CFA). The CFA allows only one color to be measured at each pixel location, and thus two missing color elements at each pixel must be estimated from the adjacent pixels. This process is called CFA interpolation or demosaicking. The most famous CFA is the Bayer CFA [15] , which is shown in Fig.1(a) . Single-cameraone-shot systems, such as RGB cameras, can be extended to multispectral imaging by replacing the CFA with a multispectral filter array (MSFA), where more than three spectral bands are subsampled [9] [10] [11] [12] [13] [14] . Fig.1(b) shows a particular 5-band MSFA sensor, and its schematic spectral sensitivities are shown in Fig. 1(c) . Several other MSFA patterns are shown in Fig. 2 and it can be seen that due to the increment Several MSFA patterns [9] : (a) BTES [16] , (b) Brauers [17] , (c) Uniform [18] , (d) Random [18] , (e) 4-band pattern, (f) 8-band pattern. in the number of bands in the MSFA pattern, each band is significantly undersampled, which makes the multispectral demosaicking a challenging problem.
So far practical realizations of MSFA cameras have been achieved by [10] [11] [12] [13] . Geelen et al. [10] designed a camera that captures near infra-red bands, whereas Martinez et al. ' s [11] and Monno et al. ' s [12] cameras operate in the visible range. Thomas et al. [13] designed a prototype of a camera which captures both visible and near infra-red bands on the same sensor chip. Another architecture for multispectral imaging using CFA is presented in [14] , but it requires four sensors to capture the spatial and spectral information in a scene.
B. Related Works
In this subsection, we provide a brief history of MSFAs and discuss the related works on MSFA demosaicking.
1) Brief History of MSFA Patterns:
A comprehensive review of MSFA sensors was given by Lapray et al. in [9] . Miao and Qi [16] introduced the first systematic way to generate MSFA patterns for multispectral imaging. They proposed a binary tree-based generic scheme, which generates MSFA patterns ( Fig. 2(a) ) by recursively separating the checkerboard pattern based on a binary tree decomposition defined by the number of spectral bands and the probability of the appearance of each band. Brauers and Aach [17] introduced a six-band MSFA pattern ( Fig. 2(b) ), which consists of color filter blocks of dimension 3 × 2, while Aggarwal and Majumdar proposed two MSFAs [18] , known as a random MSFA and a uniform MSFA, which can be generalized to any number of bands. Recently, Monno et al. [12] proposed a 5-band MSFA pattern based on the density requirement and the derivative requirement. In this MSFA pattern, which is shown in Fig. 1(b) , the density of the G-band is higher among all the bands, and it also satisfies the derivative requirement, where each spectral band must be arrayed so that derivatives can be calculated at every pixel location from the raw MSFA data. 2) Related Works on MSFA Demosaicking: Several demosaicking algorithms with the popular CFA pattern [15] have been proposed in the literature. But very few algorithms address the challenging problem of multispectral demosaicking. One way to reconstruct the undersampled components is to extend the CFA demosaicking methods to MSFA patterns. Yasuma et al. [19] used the classical linear interpolation, Wang et al. [20] extended the classical median filtering to MSFA demosaicking, and Brauers and Aach [17] extended one of the widely used techniques in CFA demosaicking known as color-difference interpolation (CDI) [15] , [31] [32] [33] [34] [35] [36] [37] . CDI-based techniques assume that the color channels have similar edges or texture structures, and the method in [17] extends this idea to MSFA demosaicking to reconstruct multispectral images by taking into account inter-color correlation. These extension-based MSFA demosaicking algorithms are computationally very simple and easily extended to all the MSFA patterns, but their performance is insufficient and produces artifacts.
Miao et al. [21] proposed a generic demosaicking method, known as the binary tree edge sensing (BTES) method, based on the MSFA design in [16] . The BTES method uses the same binary tree that generates the MSFA pattern [16] and interpolates the missing pixels for each band by utilizing the edge correlation information. The algorithm iteratively performs edge-sensing interpolation to generate a full multispectral image. Although the BTES method is a generic method and reconstructs all of the MSFA patterns, its performance suffers in cases of severely undersampled patterns which have sparsely sampled bands, such as the pattern in Fig. 1(b) .
Monno et al. [4] , [12] , [22] proposed several algorithms to address the interpolation of the MSFA pattern shown in Fig. 1(b) . In [4] and [22] they first generated a guided image from the subsampled (G) band and then used it as a reference image for the interpolation of other subsampled components. In [4] , they used an adaptive-kernel-based method for the reconstruction of each component, and then improved it in [22] by a guided filter. Both of these algorithms ( [4] , [22] ) follow the assumption of color-difference smoothness, i.e., the color channels have similar edges and texture structures. Thus these algorithms are image dependent and the reconstructed results have visible artifacts around the edges. To improve the performance of [22] , the authors developed multiple guided images in [12] and used them to drive the interpolation of different bands.
Recently, Wang et al. [23] proposed a linear-interpolationbased generic MSFA demosaicking scheme inspired by the mathematical analysis of CFA demosaicking in [24] . Basically, they combine the linear minimum mean square error (LMMSE) technique and the residual interpolation method [25] to get an accurate demosaicking. The LMMSE between the original and the reconstructed images is achieved by Wiener estimation and the artifacts are further reduced in the second step by the residual interpolation method [25] . Mihoubi et al. [26] proposed an MSFA demosaicking method in which they assume that both the spatial and spectral correlations are correlated and then combine them to estimate the missing pixels. Wang et al. [27] extended the DWT-based CFA methods [32] to MSFA demosaicking by estimating the low-frequency and high-frequency components of unknown bands in the wavelet domain. The high-frequency component is estimated using inter-channel correlation, whereas the low-frequency bands are interpolated individually and linearly.
In summary, the existing works on MSFA demosaicking have the following limitations: 1) Classical CFA algorithms, like median filtering, linear demosaicking, etc., can be easily extended to any MSFA pattern and are computationally very simple. However, the results are not impressive as they produce artifacts.
2) The performance of the methods in [21] and [23] depend on the pattern and the post-processing step (second step), respectively. Other demosaicking schemes are either dependent on spectral correlation [4] , [22] , [26] , [27] or dependent on spatial correlations [26] , and their results are lacking in terms of quality.
C. Our Contribution
The color-difference interpolation (CDI)-based approaches [15] , [31] [32] [33] [34] [35] [36] [37] assume that the high-frequency components, such as edges and textures of different channels, are very similar or correlated, which makes the colordifference signal a low-pass signal. These algorithms further assume that applying a low-pass filter to a subsampled color-difference signal extracts the color-difference signal, and they take advantage of this property to estimate the missing samples. These assumptions have been widely used in the history of CFA demosaicking because of their low computational consumption. We have studied these assumptions and observe that they are not valid for all images, which reduces the overall quality of the reconstructed image. A similar observation is discussed in [38] [39] [40] , but it has not been analyzed properly and is limited to CFA demosaicking. The main contributions of our paper are as follows:
1) To overcome the problems in existing MSFA and CFA demosaicking, we efficiently demonstrate a frequencydomain analysis of the subsampled color-difference signal and analyze the conventional assumptions of the CDI-based scheme to find the conditions under which they are valid. 2) Based on the frequency-domain analysis, we propose an adaptive spectral-correlation-based demosaicking (ASCD) algorithm that modifies the assumption of the CDI technique, and we then integrate it with an intra-prediction scheme to reconstruct the undersampled components. The integration is done on an LMMSE basis to generate a more accurate prediction for demosaicking. 3) Our approach can reduce the level of artifacts since it exploits the relationship of inter-color correlation among the different bands more effectively than existing algorithms. Moreover, our algorithm is computationally very simple and can be easily extended to any CFA or MSFA patterns. Extensive simulation results demonstrate that the proposed algorithm achieves the best performance in most cases, both in the case of CFA demosaicking and MSFA demosaicking, as compared to the state-of-the-art demosaicking methods. A preliminary version of this work has been presented in [41] but is limited to CFA demosaicking.
The remainder of the paper is organized as follows. In Section II, we formally introduce the assumptions of the CDI-based algorithm and then analyze them in the frequencydomain. Section III describes the proposed ASCD scheme, which exploits the spectral correlations effectively. Simulation results are shown in Section IV, and concluding remarks are given in Section V.
II. FREQUENCY-DOMAIN ANALYSIS OF THE COLOR DIFFERENCE INTERPOLATION (CDI)-BASED TECHNIQUE

A. Overview of the CDI-Based Technique and its Assumptions
The CDI-based technique has been used in 3-band demosaicking methods to exploit the spectral correlation of images [15] , [31] [32] [33] [34] [35] [36] [37] . These methods make a key assumption that the high-frequency components between different spectral bands are not only correlated but are very similar to each other. Based on this assumption, they have shown that color-difference signals (subtracting one band from another) contain mainly low-frequency components, i.e., colordifference signals are low-pass signals. We observe, however, that this assumption is image dependent and may not work for all images.
To prove the same, we make an analysis of this assumption in the frequency-domain for MSFA demosaicking. We choose a 5-band MSFA pattern for the analysis, which is shown in Fig. 3 . Our analysis can be easily extended to other MSFA and CFA patterns. Fig. 3 . shows that, except for the G band, all the other spectral bands are significantly undersampled, which makes multispectral demosaicking a challenging task. We consider only the reconstruction of the G band and R band in the analysis, as reconstruction of other spectral bands may be treated in a similar manner.
A brief overview of the existing CDI-based algorithm is presented as follows. First we interpolate the green component since the G pixels are densely sampled and thus can preserve high frequencies of the G channel. We denote the reconstructed green component asĜ in our discussion. For the reconstruction of the red component, the CDI algorithm estimates the color-difference K R = R s −Ĝ s at the available R pixels, where R s andĜ s denote the R andĜ components sampled at the available R positions, as shown in Fig. 3(b) .
The formal definition of K R is presented in (5) 
The difference signal (R − G) does not contain highfrequency components, and it is therefore called a low-frequency signal
Based on this analysis, CDI further assumes that the low-frequency signal (R l −G l ) can be estimated from the corresponding subsampled versions, as given below:
where ζ {.} denotes low-pass filtering, i.e., the low-pass filtering of R s andĜ s gives the low frequencies of R andĜ respectively. Using both the assumptions in (1) and (2), we can also write
. Therefore, if an interpolated G is fully available by some method, then the red component interpolated by the CDI method can be recovered using the assumptions in (1) and (2),
HereR C DI refers to the red component reconstructed by the CDI method. We first make an analysis of these assumptions in the frequency-domain, and based on this analysis, we propose a demosaicking scheme that works for all sets of images.
B. Frequency-Domain Analysis of the Subsampled Color Difference Signal
Frequency-domain analysis [42] [43] [44] [45] [46] [47] [48] emerged as an outstanding tool to address the issues of CFA demosaicking, and has also been extended to other problems, such as subpixel downsampling [49] , [50] . This tool has been mainly used to study the characteristics of CFA patterns either to recover the full demosaicked image or to design an optimal CFA pattern, as shown by Hirakawa and Wolfe [43] . However, in this paper, we perform frequency-domain analysis of the subsampled color-difference signal (K R ), and will particularly analyze the validity of both of the assumptions of the CDI-based technique.
Let H represent an original high-resolution input image of dimension M × N, where H ∈ {R, G, B, Or, Cy}. We use H M S F A to represent the incomplete image obtained by applying the corresponding MSFA pattern to the original highresolution H image. For instance, R M S F A is obtained by applying the corresponding MSFA pattern ( Fig. 3(b) ) to the original R image. A 4 × 4 block of R M S F A will always have two red components, as shown in Fig. 3(b) , and the missing color components in R M S F A are represented as zero. We can write R M S F A in terms of R, and it is given as For the analysis of the subsampled color-difference signal, the color-difference K R = R M S F A −Ĝ is estimated at the available R pixels and is given by
We can further write (5) as
where
is the modulation signal for the colordifference signal and is given by
Taking the discrete-time Fourier transform (DTFT) of (7), we get
where the DTFT is denoted as
transposition. Taking the Fourier transform of K R in (6) and using the result of (8), we get 
We only show the 3 × 3 spectrum in (9) because the rest of the spectrum appears periodically in the (u,v) space. We evaluate the magnitude ofK R (u, v) and show all 13 replicated spectra ofK in Fig. 4 . Let A = 1/4 be the horizontal and vertical shift of the spectra such that the main spectrum is at location (0, 0), the nearest diagonal spectra are at (+A, −A), (−A, +A) and the nearest anti-diagonal spectra are at (+A, +A), (−A, −A). We can see that the main spectrum at the (0, 0) location is free from aliasing in the horizontal and vertical directions, but it may be affected by the diagonal and anti-diagonal spectra. If we apply a low-pass filter (ζ {.}) onK R in (9), it may not exactly give the low frequencies ofK and thus violates the Low-Pass Assumption (Assumption-2) of the CDI algorithm. This assumption remains valid only when there is no interference between the diagonal and the center spectra, and only in such a special case does applying a low-pass filter (LPF) onK R give exactly the low frequency ofK .
To get a better insight into the interferences, we plot some possible cases of interference caused by the diagonal and the center spectra in Fig. 5 . The blue curve represents the center spectrum (K (u, v) ) at the (0, 0) location, and the red curve represents the diagonal spectra at (+A,−A) inK R in (9) . Fig. 5 (a) depicts the case when the Low-Pass Assumption is satisfied, i.e., the center spectrum has no interference with the diagonal spectra, and thus applying an LPF onK R will extractK . Fig. 5 (b) suggests the case when the center spectrum has interference with the diagonal spectra, and the red stripes under the red curve within the LPF ( f ∈ (0, f c)) indicate the aliasing interference. In such a case, applying the LPF onK R will give a low-pass version ofK (u, v) with aliasing interference and thus violates the Low-Pass Assumption.
In summary, there will be no interference among the spectra only when the spectrumK is compact, which implies that the color-difference signal (K ) has to be a low-frequency signal, i.e., the Correlation Assumption (Assumption-1) has to be satisfied. The Correlation Assumption is possible only when the high-frequency components between different bands are highly correlated. We observe that such an assumption is image dependent and remains valid only for a limited set of images. For different image datasets, we have calculated Table I . For this particular experiment, we apply the Canny edge detection method on the different bands to extract the edges/textures and consider them as a high-frequency component of the bands. From Table I , we can see that the average correlation coefficient is not around 1; some coefficients are higher (e.g., Kodak), while some are lower (e.g., McMaster). A similar observation was drawn for different datasets by Wang et al. [27] , where they analyzed the correlation coefficient between the high-frequency sub-bands in the wavelet domain.
Based on this observation and analysis, we propose to modify the Low-Pass Assumption in order to estimate the distortion of the CDI method in terms of spectral correlation. We can then show the effect of both of the assumptions on the estimated distortion and then propose an adaptive spectralcorrelation-based demosaicking scheme that works for all types of images.
C. Generalized Low-Pass Assumption of CDI Method
We propose to generalize the Low-Pass Assumption of the CDI method in terms of spectral correlation, i.e., applying the LPF on the K R image gives the low-pass version of K with some interference artifacts, as shown in Fig. 5(b) : (10) where (R −Ĝ) AI refers to the diagonal/anti-diagonal spectra that cause interferences with the center spectrum. Assuming the LPF operation ζ is linear, we can further write (10) as
where R AI andĜ AI are the aliasing interference components occurring when the LPF (ζ ) is applied on the individual subsampled components R s andĜ s respectively. Comparing (10) and (11), we can write (R −Ĝ) AI = R AI −Ĝ AI . If there is no interference on the center spectrum in Fig. 5(b) , then (R −Ĝ) AI = 0, which implies either both R AI andĜ AI are zero or (R AI −Ĝ AI ) = 0.
D. Distortion Analysis of CDI Method in Terms of Spectral Correlation
In this subsection, we estimate the distortion of the CDI method in terms of spectral correlation to study the effect of both assumptions on it. The interpolatedR C DI , by substituting (11) into (3), can be written aŝ
whereĜ h (orĜ −Ĝ l ) is the high-pass filtered image of theĜ component. The distortion (D C DI ) between the original R component and interpolatedR C DI component can be estimated as
where R h = R − R l is the high-pass filtered image of the R component. In the case of no interference artifacts, i.e., (R AI − G AI ) = 0, the above equation will reduce to
To simplify the process and without loss of generality, we (13), and take the square of both sides to get
NowĜ h − and R h − contain high-frequency components and D C DI is the residual image. As a well-known fact, high-frequency components and a residual image can be modeled as a zero mean Laplace distribution [49] 
In such a case, the variance can be given by σ 2
C DI ] respectively. Then the average distortion is calculated by taking the expected value on both sides of (14), i.e.,
), and the above equation becomes
The above equation is the variance of the distortion obtained by the CDI method for the R component. In (16) , +1) , and it tells the similarity between the high-frequency components of two channels. A higher value of ρ R h −Ĝ h − means the edge structures among the components are quite similar, and a smaller ρ R h −Ĝ h − means the edges are not similar. If the correlation coefficient among the bands 
In Table II , we show the distortion of the CDI method (σ 2
D C DI
) in both the case of aliasing and non-aliasing. We can observe that poor spectral correlation leads to higher distortions in both cases. Thus we propose the following to reduce the effects of the two assumptions of the CDI-based scheme:
1) To reduce the effect of poor correlation among the bands, i.e., when the Correlation Assumption fails, we propose to interpolate the undersampled components independently, without using the other bands (intra-prediction). 2) To reduce the effect of aliasing interference among the spectra, i.e., when the Low-Pass Assumption fails, we propose to use a differently shaped LPF that can reduce the effect of aliasing and preserve more frequencies than the traditional rectangular LPF. We then integrate the intra-prediction scheme with the modified CDI on an optimal basis to generate a more accurate prediction for reconstruction of undersampled components.
III. PROPOSED ADAPTIVE SPECTRAL-CORRELATION-BASED DEMOSAICKING (ASCD) ALGORITHM
In this section, we present our proposed ASCD algorithm and choose the 5-band MSFA pattern, which is shown in Fig. 3 , for the explanation. Under a similar rationale, our proposed method can be generalized to other MSFA patterns. Since the density of the G pixels is much higher than that of other bands, we first address the reconstruction of the green (G) component and then use it to drive the interpolation of the other undersampled bands.
A. Interpolation of G Component
We use G M S F A to represent the incomplete image obtained by applying the corresponding MSFA pattern (Fig. 3(a) ) to the original high-resolution G image, where a 2 × 2 block of G M S F A will always have two green components, and the missing color components in G M S F A are represented as zero. We can write G M S F A in terms of G, and it is given as where G M S F A (i, j ) is the modulation function, and it is given as
Using a similar derivation to (8), the Fourier transform of
We evaluate the magnitude ofG M S F A (u, v) , and it is shown in Fig. 6(a) . We can see that there are five replicated spectra ofG. Let A = (9) , and thus we can say that the frequency localizations ofG are highly separated from each other. We can see that a rectangular filter can extract the center spectrum, but we observe that a circular filter can reduce the aliasing effect much better than the rectangular filter and thus leads to better results.
In Fig. 6(a) and Fig. 6(b) , we show both a rectangular and circular LPF respectively. In both cases, there is no aliasing in the horizontal and vertical frequency, but there can be aliasing among the diagonal spectra. It can be theoretically shown that a circular filter can extract a higher passband area of the center spectrum than the rectangular filter. The other filter that can be used to retain more frequency of the center spectrum is a band-pass filter, as discussed in [48] . In the band-pass filter, we need to manually select f based on the image content. For simplicity, we choose a circular LPF in the simulation. In practical implementation, one can chose a butter-worth filter of order n for the implementation of different LPFs. If the value of n in the butter-worth filter is kept 1, the LPF shows a smooth transition at the cut-off frequency and limits the artifacts. When the value of n increases the transition gets sharper. One can also consider the Gaussian filter with different σ values for the implementation of different LPFs.
The larger the cut-off frequency, the higher the passband area of the center spectrum that will be retained, and thus a better reconstruction ofG(u, v) can be achieved. Since the magnitudes of the spectra in (20) are equal, we choose the cut-off frequency for the circular filter as half of the distance between the center spectrum and the diagonal spectrum, i.e., the cut-off frequency is given as
Choosing a circular filter or band-pass filter may not totally eliminate the aliasing effect on the center spectrum, but it can reduce the effect of aliasing much better than the traditional rectangular LPF and thus leads to better results. We use the circular filter in (9) as well to extract the color-difference spectrum (K ) to reduce the effects of aliasing interferences, and thus address the issue of the Low-Pass Assumption of the CDI method. In a similar way, we compute the cut-off frequency in (9) to extractK as it is done in (20) .
B. Interpolation of Other Components
Based on the frequency-domain analysis of the assumptions of the CDI method in the previous section, we observe that the method is highly reliant on a strong correlation coefficient, and in the case of poor correlation, it fails to work. Therefore, we propose an adaptive spectral-correlation-based demosaicking, which incorporates an intra-prediction scheme (to be analyzed in Section III-B (1)) for the poorly-correlated case and the CDI method for the highly-correlated case, so as to make a better reconstruction.
1) Analysis of Intra-Prediction Based Interpolation Method:
The simplest way to do multispectral demosaicking is to apply a LPF to each undersampled band independently, without using the other bands. We denote the interpolated red component by an independent LPF asR L P F , and it is given aŝ
We use a circular LPF for interpolation in (21) to reduce the effect of aliasing and keep the same cut-off frequency as used in (10), and (11) for the CDI method. Thus R AI in (21) (aliasing interference component) also remains the same as it is in (11) . The distortion between the original R component and the interpolatedR L P F component can be estimated as
where ) is equal to the variance of R h − (σ 2
Here σ 2
D L P F
is the variance of the distortion obtained when an LPF is applied to an undersampled component independently, without using the other bands.
2) Analysis of the Proposed Demosaicking Scheme: The proposed ASCD algorithm makes judicious use of both the CDI method and the independent LPF method by taking into account the spectral correlation. We first compare the performance of both methods by analyzing the spectral correlations, and based on this analysis, we then propose to optimally combine both schemes to generate a more accurate prediction for reconstruction.
By comparing σ 2
in (23), we can write the distortion of the CDI method in terms of the distortion of the independent LPF method, and it is given as
We know that σĜ h − > 0, and if σ 2
, it implies that the CDI method has lower distortion than the independent LPF method. In such a case, from (24), we can write
If the above condition is satisfied, then we can say that the CDI method can achieve a better prediction than the independent LPF method by exploiting the correlation property effectively; otherwise we should use the independent LPF method for reconstruction to increase the prediction accuracy of the demosaicking. By rearranging the terms in (25), we have generalized the condition for both cases, and it is shown in (26):
The condition in (26) plays a crucial role in determining which method should be used for reconstruction. In view of this observation, we propose a linear combination of the LPF method and CDI method on a block-by-block basis to generate a more accurate prediction for demosaicking, and optimal weights are estimated in a LMMSE sense for each block. We denote the proposed interpolated red component bŷ R ASC D , and it is expressed aŝ
Herer ASC D ∈R ASC D is the interpolated block of size m × n, andr L P F ∈R L P F andr C DI ∈R C DI are reconstructed blocks of the same size obtained by the LPF method and CDI method respectively. w 1 and w 2 are the weighted coefficients for the combinations. Thus the distortion (d ASC D ) between the original block (r ∈ R) and the interpolated block (r ASC D ) can be written as
Here d L P F ∈ D L P F and d C DI ∈ D C DI are the distorted blocks obtained by the LPF and CDI methods respectively. To obtain the optimal weights (w 1 , w 2 ) in the LMMSE sense, the problem can be formulated as follows:
To minimize the residual energy (E[d 2 ASC D ]) of each block, we differentiate it with respect to w 1 and w 2 , and the optimal weights can be expressed as
By substituting (30) into (27), we can efficiently interpolate the missing samples of the block for the red component. Unfortunately, to estimate d L P F and d C DI in (30), we need the original block (r ), which is not available in practice.
In our experiments, we propose to use the resultant image of an existing method as an initialization to our algorithm. We choose the method in [12] as it is computationally very simple and has already been implemented in the hardware set up in [12] . However, other existing algorithms could also be chosen for the initialization, and this is discussed (Table V) in the next section.
We find that the optimal weights (w 1 , w 2 ) satisfy the condition in (26) , and this validates the efficiency of the proposed ASCD method. A brief description is as follows: We know (22), and substituting it into (14) 
Substituting both of them into (30) and using the definition of the correlation coefficient (
h − ]), we can write w 2 in (30) as
Now suppose the correlation coefficient among R h − and G h − is very high. This implies that the Correlation Assumption of the CDI method is satisfied, and thus we can say that the CDI method can do a better reconstruction than an intra-prediction method, i.e., we can write σ 2
. In this case the CDI method should be given more weight than the independent LPF method in (27) for effective utilization of the spectral correlation property. So by comparing (26) and (31) in the case of σ 2
we get w 2 > 0.5 and w 1 = 1 − w 2 < 0.5, which validates that the CDI method is given more weight in (27) . A similar analysis can be drawn when the correlation among the bands is poor, i.e., when the Correlation Assumption fails. From the above analysis, we can say that the proposed algorithm is adaptive to spectral correlation and assigns the optimal weights judiciously to both of the methods.
C. Distortion Comparison of LPF, CDI, and Proposed ASCD
The proposed ASCD algorithm has the potential to work well, even in the case of poor spectral correlation. To prove this, we express the distortion of the proposed ASCD in terms of the spectral correlation. Substituting d L P F = R h − , d C DI = R h − −Ĝ h − , and w 1 + w 2 = 1 into (28), we can write
Taking the expected value on both sides, we get Using the result of (31)
, and incorporating it into the above equation, we get
, and substituting w 2 from (31) into the above equation, we get
We plot a curve of σ 2 (16) , and σ 2
D ASC D
as a function of the correlation coefficient, and it is shown in Fig. 7 . In the curve, the distortion of the independent LPF method remains constant as it is not dependent on other bands during reconstruction, while the distortion of the CDI method is much higher in the case of poor correlation and then decreases with an increase of the correlation among the bands. We can see that only after a certain point does the CDI method work better than the independent LPF method. This implies that the CDI method can work only when the high frequencies of different spectral bands are highly correlated, whereas the distortion of the proposed method is a downward parabola, which is maximum at zero correlation and works well at all correlation coefficients.
D. Algorithm Steps
In summary, the main steps of the algorithm are as follows: 1) The green component (Ĝ) is interpolated by using a circular filter to get a precise reconstruction. 2) To interpolate the missing samples of a block in the red component, its correspondingr C DI andr L P F are computed. To computer C DI , we use the circular filter, as shown in Fig. 4 , to suppress the aliasing interference artifacts in (9) . The same filter is used with the same cut-off frequency for computingr L P F in (21) by the independent LPF method (intra-prediction). 3) Then the optimal weighted parameters (w 1 , w 2 ) are calculated using (30) , andr ASC D is estimated from (27). 4) Step 2 and step 3 are repeated to reconstruct the whole image. In a similar manner, other undersampled components can likewise be reconstructed efficiently.
IV. SIMULATION RESULTS AND DISCUSSION
We implement the proposed algorithm, test its performance on different datasets, and compare the results with different state-of-the-art algorithms. For the evaluation of the 5-band demosaicking methods, we use two standard multispectral image datasets, the Cave dataset [19] and Monno dataset [12] . The Cave dataset consists of 31-band multispectral images of 32 scenes, and the image size is 512 × 512. These 31-band images are acquired at every 10 nm from 400 nm to 700 nm, and the ground-truth 5-band images are simulated from these 31-band images. The other dataset is the Monno dataset [12] , which consists of 5-band multispectral images of 12 scenes, and the image size is 1368 × 1800. For CFA demosaicking, we test the performance of the proposed algorithm on the IMAX dataset [39] since it is commonly used for evaluating performance, and it contains 18 test images. All three datasets consist of images having highly textured regions as well as smooth regions, and thus the efficiency of the demosaicking algorithms can be tested thoroughly.
A. 5-Band Demosaicking
For the performance comparison, we first down-sample a 5-band ground truth image according to the MSFA pattern given in Fig. 1(b) and then conduct the demosaicking process by various methods. We also show the performance of different methods on the MSFA pattern shown in Fig. 2(a) . The number of green and cyan samples are identical in both the MSFA patterns, whereas the number of samples is changed for other colors. We follow a similar strategy for the reconstruction of undersampled components for the MSFA pattern in Fig. 2(a) . We use CIE D65 (daylight) [52] illumination for the evaluation. Our proposed algorithm is compared with state-of-the-art demosaicking methods: practical one-shot multispectral demosaicking (POS) [12] , BTES [21] , guidedfilter (GF) [22] , linear interpolation (LI) [23] , and iterative intensity difference (IID) [26] . We show both the peak signal to noise ratio (PSNR) and structural similarity (SSIM) [53] for quantitatively evaluating the objective performance of the demosaicking process. For fair comparison, we also investigate the subjective quality of the reconstructed image obtained from these methods.
The proposed ASCD algorithm adaptively assigns higher weights to the CDI scheme in the case of higher spectral correlation, whereas in the case of lower spectral correlation it assigns higher weights to the intra-prediction scheme in (27) to achieve an accurate prediction. In Fig. 8 , we present a visual analysis of the CHINADRESS image (Fig. 10) to support the rationale of our algorithm. Fig. 8(a) and 8(b) are the highfrequency components of the R and G band respectively, where we can observe that most of the edges/textures are not similar to each other and have different orientations (see (e) and (f) for better visual analysis). We also compute the spectral correlation or correlation coefficient of these two components, and this is shown in Fig. 8(c) , where the red dots denote the correlated edges and the blue dots denote the uncorrelated edges. Hence we can see that the spectral bands are not highly correlated, and the Correlation Assumption of the CDI method fails in such cases. Thus any algorithm that is based on such an assumption reduces the quality of the reconstructed image. In Fig. 8(d) , we show the proposed optimal weight (w 2 in (30)) map, which assigns smaller weights to the CDI scheme in the case of uncorrelated edges, whereas in the case of correlated edges, it assigns higher weights. Thus we can say that the proposed ASCD is adaptive to the spectral correlation.
We can see, however, some inconsistencies between Fig. 8(c) and (d) at the top-right region, where high weights are assigned for low correlation. The reason behind this is as follows: In Fig. 8(b) , we can see that there is no highfrequency (HF) component at the top-right region of the G band, which implies that the standard deviation of the HF component of the G band (σĜ h − ) in that region is a small number (≈ 0). If we substitute a small value of σĜ h − into (31), we get a higher w 2 in that region. This is why there are inconsistencies in that region; however, they will not affect the performance of the proposed algorithm. We can make this conclusion because, intuitively, in the top-right region, for the reconstruction of the R band, there is no use of G band since the HF component of the G band is zero. Thus, we only need an intra-prediction scheme for the reconstruction in that region. This intuition holds true in the case of proposed ASCD method and it can be explained as follows: since w 2 ≈ 1 and w 1 ≈ 0 in that region, substituting these weights into (27) 
Thus, we can see that our algorithm satisfies the intuition that an intra-prediction scheme is needed for the reconstruction in this region. Table III gives the PSNR performance of the different methods on both the Cave and Monno datasets. In the case of the MSFA pattern ( Fig. 1(b) ) [12] , we can observe that our algorithm achieves the highest average PSNR in almost all the bands for both datasets. Similarly, for the MSFA pattern ( Fig. 2(a) ) [16] , we can see that our algorithm consistently performs well in all the band images. The Cave dataset consists of images having more smooth objects with higher spectral correlation (Table I) , and thus the PSNR performances of the other algorithms are closer to that of the proposed algorithm. Images in the Monno dataset consist of textured objects with lower spectral correlation, and thus the proposed algorithm significantly outperforms the other methods, as it is adaptive to spectral correlations. Table IV gives the SSIM performance comparison of the different algorithms for both datasets. The SSIM model is more consistent with human visual perception, and when the SSIM value is close to 1, the reconstructed image is similar to the original image. We can clearly see that the proposed algorithm achieves a higher SSIM in almost all the bands for both datasets. From Table III and IV, we can say that the objective performance of the proposed algorithm, both in terms of PSNR and SSIM, outperforms the existing methods.
For the subjective quality evaluation we show the reconstructed images of the different methods and compare them with the proposed algorithm. Fig. 9 shows a visual comparison of the demosaicked Or band of the SPONGE image produced by different methods. The reconstructed image by the GF [22] method looks sharper than the original image and has artifacts, as indicated by the red arrows, whereas the image reconstructed by the BTES [21] method has lost all its detail. Similarly, the reconstructed images of LI [23] and POS [12] show artifacts as well as unclear text, whereas the proposed algorithm preserves the edges as well as produces clearer text. We also observe that although IID [26] uses both spatial and spectral correlations for reconstruction, its performance is lacking when compared to the proposed algorithm. Our algorithm is designed in such a way that it is adaptive to spectral correlations and assigns the weights judiciously to both the intra-and inter-prediction methods.
In Fig. 10 , we show a visual comparison of the demosaicked R band of the CHINADRESS image that consists of textured regions. From the visual comparison, we can see that the existing methods either lose the fine details or add extra artifacts in the reconstructed results, whereas our algorithm suppresses these artifacts and produces a better reconstruction as compared to the existing algorithms. Fig. 11 shows a visual comparison of the FRUIT image in the Monno dataset. We convert both the original and reconstructed 5-band images to the standard RGB (sRGB) domain for illustration purposes, and the transformation is done using spatio-spectral Wiener estimation [4] , [12] . From the visual comparison, we can see that the existing methods either blur the edges or produce significant color artifacts on the text, whereas the proposed algorithm reduces the artifacts significantly and also preserves the edges at the same time. From both the objective and subjective quality assessments, we can say that the proposed algorithm has the ability to reduce the artifacts as compared to the existing algorithms.
To estimate the optimal weights in (30), the proposed algorithm uses an existing method for initialization. This is akin to most of the multispectral demosaicking algorithms, which also need an initial interpolation for initialization and then incorporate the result into their reconstruction frameworks. All the RI-based algorithms [28] [29] [30] , [54] , [55] generate an initial interpolation using a guided filter [57] and then use it in their proposed framework to drive the interpolation of each band. AKU [4] uses the joint bilateral upsampling (JBU) method [56] to generate a guided image, whereas GF [22] and POS [12] use a guided image filtering (GIF) [57] method to develop a reference image.
To make a fair comparison, we investigate the performance of the proposed algorithm using these techniques as the initialization for our framework, and the results are shown in Table V . We can see that most of them yield a similar performance, but we use POS [12] for our framework as it is computationally very simple and is feasible in a real hardware setup. We also show the performance of the proposed algorithm in the ideal case using a ground-truth image for initialization, and as expected, the proposed algorithm in the ideal case has superior performance than in the practical cases.
B. 3-Band Demosaicking
Our proposed algorithm can easily be extended to CFA patterns for 3-band demosaicking. The density of the G pixels in the CFA pattern ( Fig. 1(a) ) and the MSFA pattern is the same, whereas the density of the other bands in the CFA is higher than that in the MSFA pattern and thus eases the interpolation process. The reconstruction of the G band is done in exactly the same manner as is done in the case of 5-band demosaicking. For the R and B band, the modulation signal in (8) is changed, and thus the color-difference signal K R (u, v) in (9) will be changed as well. We follow a similar strategy in estimating the cut-off frequency for the circular LPF in (9) and in (21) in the case of CFA demosaicking. We evaluate the performance of the proposed algorithm on the IMAX dataset, which consists of images dominated by highly textured regions with low spectral correlations. We compare the performance of the proposed algorithm with state-of-the-art demosaicking methods: the integrated gradient (IGD) [36] , gradient-based threshold free demosaicking (GBTF) [37] , local directional interpolation and nonlocal adaptive thresholding (NAT) [39] , four-direction interpolation (FDI) [54] , minimized-Laplacian residual interpolation (MLRI) [55] and iterative residual interpolation (IRI) [30] .
In Table VI , we present the performances of the aforementioned methods and present the PSNR and SSIM performances on the IMAX dataset. For G band reconstruction, our algorithm is lacking both in terms of PSNR and SSIM as we do not use other bands as prior information. In this paper, we focus more on the other subsampled bands by exploiting the property of spectral correlation in a more adaptive manner. This is why our algorithm achieves better results in other bands, both in terms of PSNR and SSIM, as shown in Table VI. In Fig. 12 , we show a visual comparison of a 3-band demosaicked image, FLOWER, with different methods and compare the same with the proposed algorithm. We can observe that the existing methods produce artifacts (shown by blue arrows) near the red petals and are not able to preserve the edges, whereas the proposed algorithm reduces the artifacts and thus achieves a superior performance to the existing algorithms.
In summary, our algorithm outperforms the existing residual interpolation (RI)-based approaches [30] , [55] as well as algorithms based on the color-difference assumption [15] , [31] [32] [33] [34] [35] [36] [37] both in terms of objective and subjective quality. Algorithms based on color-difference assumptions are sensitive to spectral correlation. In the case of lower spectral correlation, the Correlation Assumption of such methods fails, and thus aliasing interferences increase in (9) , which results in the failure of the Low-Pass Assumption. Differently, we introduce a circular LPF and an intra-prediction scheme to address these issues. Our algorithm focuses more on other bands as they are significantly undersampled, and thus reconstruction becomes a challenging task. To improve the performance of the proposed algorithm, especially for the G band, we can use some post-processing techniques, as used in the CFA demosaicking method [30] , to achieve a superior performance.
C. Performance of Proposed Algorithm on Different Patterns
In the previous subsections, we show the performance of the proposed algorithm on 5-band MSFA and 3-band MSFA patterns, where the sampling density of the G band is higher than that of other bands. However, our proposed algorithm is not limited to such patterns and is designed in such a way that it can be extended to any arbitrary pattern. In this subsection, we discuss the performance of the proposed algorithm with other MSFA patterns and also study its behavior with different sampling densities of the G band.
In Fig. 13 (c) , we show the performance of the proposed ASCD algorithm on 3-band MSFA (Fig. 1(a) ), 5-band MSFA (Fig. 1(b) ), 4-band MSFA (Fig. 2(e) ), 8-band MSFA (Fig. 2(f) ) and 16-band MSFA (Fig. 13 (a) ). A general observation that can be drawn from Fig. 13(c) is that the performance of the proposed algorithm decreases from the 3-band to the 16-band MSFA which is very obvious. This is because if we array more bands in the MSFA pattern, the sampling densities of each spectral band become lower and it becomes a challenging task for the demosaicking. More observations are as follows: 1) Although the sampling density of the R band is the same for the 3-band ( Fig. 1(a) ) and 4-band MSFA ( Fig. 2(e) ), the reconstruction performance is lower in the case of the 4-band MSFA as the density of the G band is decreased. A similar analysis can be made for the 5-band and 8-band patterns. 2) We have shown the reconstruction for a 16-band MSFA pattern, where each color appears only once in a 4 × 4 pattern ( Fig. 13(a) ), and thus it can be considered as a case in which all the bands are severely undersampled.
In this case, we can see that the performance decreases significantly as compared to the other MSFA patterns. However, we believe that the existing algorithms may suffer too, because most of them either use inter-color correlation or spatial correlation for the reconstruction. With the performance analysis given above, we can say that when all the bands are severely undersampled, the proposed method will show a drastic change in performance. The performance also depends on how other bands are arranged on the image sensor.
Our proposed algorithm can also be extended to MSFA patterns that consist of spectral bands beyond the visible range. For reference, we have shown a pattern in Fig. 13 (b) , which consists of RGB and near-infrared (NIR) bands. In this particular pattern, all the bands are equally sampled, and thus the demosaicking problem in such a case is equivalent to the one we show for the 16-band pattern in Fig. 13(a) . Both in the case of the 16-band pattern and the RGB_NIR pattern, we follow the same strategy for reconstruction as is done in the case of the 5-band MSFA.
D. Discussion of Block Size and Computational Complexity
Our algorithm works on a block-by-block basis (non-overlapping) to generate a more accurate prediction for reconstruction. We test the performance of the proposed algorithm on all the datasets using different block sizes, and the results are shown in Table VII . We can observe that a block size of 6 × 6 has a reasonable performance as compared to the other block sizes for all the datasets. In the case of higher spectral correlation (Cave dataset), even when we increase or decrease the block size, the spectral correlation among the bands does not vary much, and thus the validity of both the assumptions remains unchanged with different block sizes. This is why the performance of the proposed algorithm doesn't vary much for the Cave dataset with different block sizes in Table VII . However, in the case of lower spectral correlation (IMAX and Monno), with a change in the block size, spectral correlation may vary, and thus the performance also varies with different block sizes. Our algorithm is computationally very simple and requires only basic operations, in contrast to other existing methods. For each block, we perform a 2D low pass filtering on (9) and (21) to estimater C DI andr L P F respectively and then estimate the optimal parameters (w 1 , w 2 ) from (30) . On a desktop computer with an Intel Core i7 CPU, our MATLAB implementation of the proposed algorithm takes about 0.7 sec to reconstruct an image of size 512 × 512 and 1.7 sec for an image of size 1368 × 1800 using a block of size 6 × 6.
V. CONCLUSION
In this paper, we have addressed the challenging problem of multispectral demosaicking by demonstrating a frequencydomain analysis of the subsampled color-difference signal. With the help of this analysis, we studied the important assumption of spectral correlation and explained why it is image dependent, which leads to aliasing interferences among the color-difference spectra. To address the issues, we proposed an adaptive spectral-correlation-based demosaicking (ASCD) that uses a novel anti-aliasing filter to reduce the interferences, and we incorporated an intra-prediction scheme to generate a more accurate reconstruction of the undersampled components. The proposed scheme can be easily extended to any CFA and MSFA patterns by exploiting the spectral correlation property more effectively than the existing algorithms. Our approach is computationally very simple and outperforms the existing methods both in terms of objective and subjective quality.
