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Spin models were introduced by Jones as statistical mechanical models which 
give link invariants in knot theory. In this paper we study spin models having an 
eigenvalue of multiplicity one or two. For a spin model S with an eigenvalue of 
multiplicity m = 1, 2, we shall show that S splits into a direct product S = $1 × $2 
with Sa the Ising model (when m = 1 ) or a cyclic model (when m = 2) under some 
additional conditions which are essentially needed. We shall give some examples 
which do not satisfy these additional conditions and which do not split into a direct 
product with the Ising (or cyclic) model. In the proof we use a new method to 
determine the Boltzmann weights which enables us to localize the star-triangle 
relation. © 1995 Academic Press, Inc. 
INTRODUCTION 
A spin model S = (X, w) is a pa i r  of a set X on  n "sp ins"  and  a complex-  
va lued  funct ion  w(a, b), a, b~X,  such that  ( for  all a, b, eeX)  
w(a, b) = w(b, a) v~ O, 
F, w(a, x) w(b, x) -1 =n 6a, t, 
x~X 
w(a, x) w(b, x) w(c, x) -1 = Dw(a, b) w(a, e) -1 w(b, c) -1, 
X~"  
(1) 
(2) 
(3) 
where  D ¢0  is a constant  cal led loop variable. We call  the  values w(a, b) 
the Boltzmann weights. The funct ion  w can  be represented  by its weight 
matrix W, a XxX-matr ix  W wi th  (a, b ) -ent ry  w(a, b). Equat ion  (3) is 
known as the "s tar - t r iang le  re lat ion ."  Put t ing  a = c, Eq. (3) becomes  
y, 
x~ Yi" 
w(b, x) = Dw(a, a) - 1. 
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This shows that w(a, a) is a constant, called the modulus, which does not 
depend on the choice of the spin a. 
If (X, w) is a spin model with loop varible D, then its scalar multiple 
(X, 2w), 2 ¢ 0, also becomes a spin model with loop variable 22D. Usually 
spin models are normalized such that D = x/n, but many things become 
much simpler if we normalize spin models so that they have modulus one. 
In this paper, we add the following condition to the definition of a spin 
model: 
w(a,a) = 1. (4)  
One will obtain a usual spin model as defined in [Jo] from a spin model 
as defined above simply by multiplying it by 2 with 22 = ~ D-  1, where D 
is given by D = Zx~xw(b, x) for an arbitrary spin b. 
An isomorphism of spin models SI=(X1, Wl) and $2=(X2, w2) is a 
bijection ~b:X1 ~ X2 such that wl(a, b)= w2(C(a), ¢(b)) for all a, b ~ X1. 
For spin models Si = (Xi, wi) with loop variables Di, i = 1, 2, the direct 
product S 1 x S2=(X 1 x X2, w) becomes also a spin model with loop 
variable D=D1D2, when w is defined by w((al,a2), (bl,b2))= 
wl(al, bl) w2(a2, be). 
Several examples of spin models have been constructed; the Potts model 
by Jones [Jo], spin models on cyclic groups by Goldschmidt and Jones 
[GJ], spin models on the Higman-Sims graph by Jaeger [Jal],  spin 
models coming from Hadamard matrices by the author [N], non-sym- 
metric spin models on cyclic groups by Bannai and Bannai [BB], etc. 
Jaeger [Jal] found a relation between spin models and association 
schemes, a basic notion in algebraic ombinatorics. 
Link invariants associated with some spin models were obtained by 
Jaeger. The partition function of Jaeger's Higman-Sims model gives a 
specialization ofKauffman polynomial [Jal ], and the partition function of 
the author's Hadamard model is given from the Jones polynomial of the 
link components [ Ja2, Ja3 ]. 
Classification of spin models has been done only for spin models with at 
most seven spins [ BJS ]. Main difficulties came from lack of methods to use 
the star-triangle r lation effectively. The method used in this paper enables 
us to "localize" the star-triangle r lation and to determine the Boltzmann 
weights under local conditions. 
In Section 1, we introduce a matrix Ny, z as a machinery for calculating 
entries of eigenvectors, and we study spin models having an eigenvalue of 
multiplicity one. In Section 2, 3 we study spin models having an eigenvalue 
0 of multiplicity two. A sequence ao, al, . . . ,  ak_l of spins will be called a 
cycle if w(a i_l,ai)=O ( i= l, ..., k -1 )  and w(ak_l,ao)=O hold. In 
Section 2, we determine the structure of a cycle and the eigenvalue. 
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In Section 3, we obtain relations between cycles and we prove our main 
result. 
Here we give some known examples of spin models which will be 
referred to this paper. 
POTTS MODEL [ Jo ] .  Let ]X I =n> 1. Define w as 
w(a,b)={l~ if a=b, 
if arab, 
where 2 is a constant such that 2+2 -1+(n-2)=0.  Then S=(X,w) 
becomes a spin model called the Potts model. In particular, it is called the 
Ising model when n = 2. 
CYCLIC MODEL [ GJ, BB ]. Let X= { 0, ..., n - 1 }, n > 2, and let 0 be a 
non-zero complex number. Define a function w by 
w(a, b) = 0 (b-°~ (a, b e X). 
It is known tht S= (X, w) becomes a spin model, called a cyclic model, 
when 0 is a primitive nth root of unity (when n is odd) or a primitive 2nth 
root of unity (when n is even); see [BB].  
Remark. Actually the converse is also true, i.e., if S = (X, w) is a spin 
model with w defined as above, then 0 must be a primitive nth (respectively 
2nth root) of unity when n is odd (resp. n is even). This can be shown as 
follows. 
Assume S = (X, w) is a spin model with the function w defined as above. 
At first, we show that 02~ = 0n2= 1. The condition (2) becomes 
Putting a = 0, 
and so 
n- -1  
0 (x ")2-(~-b? -- n ~a,b. 
x=O 
n- -  i n I 
0= ~ 02bx b2=0_b2 ~ 02~x, 
x=0 x=0 
n - -1  
02bx=O (b=l  ..... n - - l ) .  (5) 
x~0 
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In particular, when b = 1, we obtain 02"= 1. On the other hand, 
n- -1  
D= ~ 0 (~-b)2 
x=0 
holds for all b ~ X, where D denotes the loop variable of S. Consider this 
equation for b = 0 and for b = 1. Then we obtain 
and 
n- -1  n - -2  
D= ~ 0x2=0("-1)2+ ~ O; 
x=0 x=0 
n - -1  n - -2  
D= ~ O(X-1);=O+ ~ 0 ~2. 
x=0 x=l  
These imply 0 = 0 (n- 1)2, and hence we obtain 0 '` 2 = 1 by using 02" = 1. 
If 021 = 1 holds for some integer l with 0 < l < n, then 
n- -1  n - -1  
02ix= ~, lX=n:~0,  
x~0 x=0 
contradicting (5). Therefore we have 
02'¢1 ( l= 1 .... ,n - l ) .  (6) 
Now let m be the smallest positive integer such that 0 m= 1. We have m I 2n 
and m ln 2. When n is odd, m should divide n, so that m ~<n, and then 
m = n by (6). Assume n is even. If m is odd, then m ] (n/2) and hence m < n, 
contradicting (6). So m must be even, m = 2m'. Then m'= n by (6), so that 
m=2n. 
SQUARE MODEL [Jo, H].  A spin model with four spins having the 
following weight matrix is called a square model: 
2 1 2 -- 
W= --1 2 l ' 
2 - -1  2 
where 2 is an arbitrary non-zero complex number. It agrees with the Potts 
model when 2 = -1  and with a cyclic model when 2 4= --1. 
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1. MULTIPLICITY ONE 
Let S = (X, w) be a spin model with loop variable D, and let W be the 
weight matrix of S. The star-triangle relation (3) can be written as 
Wub, C = Dw(b, c) -1 ub, c, 
where rib, c is an n-dimensional column vector, indexed by X, whose xth entry is 
(u~,c )x  = w(b, x) w(c, x)-I 
This means Ub, c is an eigenvector of W corresponding to the eigenvalue 
Dw(b, c) -1. It can be easily shown by using (2) that the vectors Ub, c, C E Xare 
linearly independent and hence form a basis of a n-dimensional vector space. 
Therefore the values Dw(b, c) -1, c ~ X, give all the eigenvalues of W, where 
multiplicities are counted. This means the multiplicity of an eigenvalue DO- 1 
coincides with the number of x E X which satisfies w(b, x) = 0. We denote 
re(O) = the number ofx e Xsuch that w(b, x) = O. 
In particular, the number m(O) does not depend on b ~ X. 
Now we introduce the matrix Nr, z, which will play an important role in 
this paper. For a subset Y of X and for a subset Z of Xx  X, let Nr, z be 
a matrix, indexed by Yx Z, whose (a, (b, c))-entry is given by 
(Nr, z)(a,(b,c)) = w(a, b) w(a, c) a. 
LEMMA 1.1. rankNr.z<~m(O ) holds for all Y=J (  and Z~w- l (o ) .  In 
particular, /f [ YI = [Z] > m(O), then det Nr, z = O. 
Proof We may assume Y= X since Nr.z is a submatrix of Nx, z and 
hence the rank of Nr, z cannot exceed the rank o f  Nx.z. The (b, c)th 
column of Nx, z is an eigenvector Ub, c corresponding to the eigenvalue 
DO -1. Therefore the rank of Nx.z is at most the dimension re(O) of the 
corresponding eigenspace. | 
LEMMA 1.2. Let S = (X, w) be a spin model and assume re(O) = 1 holds 
for a weight O. Then 04= 1 holds. 
Proof We may assume 0 # 1. Choose spins a, b such that w(a, b) = 0. We 
have av~b by our assumption 0~1.  The matrix Nr, z for Y= {a, b} and 
Z= {(a, b), (b, a)} becomes 
By Lemma 1.1, det Ny, z = O. This implies 04= 1. I 
582a/71/2-10 
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L~MMA 1.3. Let S = (X, w) be a spin model in which m(O) = 1 holds for 
some 0 with 0 ~ 1. I f  w(a, b) = O, then w(b, x) = +_ Ow(a, x) holds for all x E X. 
Proof Put w(a, x) =~ and w(b, x) =ft. The matrix Nr, z for Y= {a, x}, 
Z= {(a, b), (b, a)} becomes 
From Lemma 1.1, we have detNy .z=0 , so we get (~-1fl0-1)2= 1. I 
LEMNa 1.4. Let S = (X, w) be a spin model in which re(O) = 1 holds for 
a weight 0 with 051.  I f  w(a, b)= w(c, d)= O, then w(a, d)= w(b, c) and 
w(a, c) = w(b, d) hold. 
Proof We have w(a, b) = w(c, d) = 0. Put w(a, c) = ~, w(a, d) = fl and 
w( b, c ) = y. The matrix X r, z for Y= { a, c } , Z= {(a, b), (c, d)} becomes 
0-1)" 
Then detNy, z=0 implies 0-2=e2fi-17-1. By Lemma 1.3, ~2fi-2--0-2 
and hence fl=7. I 
LEMMA 1.5. Let X i be finite sets and let w i be functions, i = 1, 2: 
Wi: .~ iXX i ' - - ) 'C - -{O}.  
Let w be a function on X= X1 × X2 such that 
w((al, a2), (bl, b2)) = wl(al, bl) w2(a2, b2). 
I f  S= (X, w) is a spin model with loop variable D and S1 = (X1, wl) is a spin 
model with loop variable D1, then $2 = (X2, w2) is a spin model with loop 
variable O 2 = DD~ 1. 
Proof We must show w2 satisfies conditions (1)-(4). Condition (1) and 
(4) are clearly satisfied. First we show condition (2) for $2. Let az, b2 E X 2 and 
assume az • b2. Fix an arbitrary spin a ~ X1. Condition (2) for S implies 
0 = ~ ~ w((a, a2), (xl, x2)) w((a, b~), (x,, x~))-'  
X1GX1 X2EX2 
= Z E w~(a2, x2) w~(b2, x2)-1 
XleX I x2 E Jr" 2 
= [Xll Y~ w~(a2, x~) w2(b~, x~) -1 
X2 ~ Jx12 
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So condition (2) holds for S 2. Next consider condition (3). Let 
a2, b2, C 2 E X 2 and fix a ~ X1. The left-hand side of (3) for S becomes 
~ w((a, a2), (xl, x2)) w((a, b2), (xl, x2)) w((a, c2), (xl, x2)) -1 
xlEX 1 x2 ~ ~xv'2 
= ~ wl (a ,x , )  Z wz(az, x2) w2(b2, x2) w2(cz, xz ) - I  
xl~gl x2EX2 
=D1 ~, Wz(a2, x2) w2(h2, x2) w2(c2, x2) -1, 
x2~K2 
and the right-hand side of (3) becomes 
w((a, a2), (a, ba) ) w((a, a2), (a, C2)) -1 w((a, b2) , (a, C2)) -1 
=Dw2(a2 ,  b2) wz(a2, c2) -1 w2(b2, c2) -I .  
These imply 
wz(a2, x2) w2(b2, x2) w2(c2, x2)-1 
xZGX2 
=DD~lwz(a2,  b2) wz(a2, c2) 1w2(b2, c2) -1. 
THEOREM 1.6. Let S = (X, w) be a spin model. Assume m(O) -~ 1 holds for 
a weight O. Then 0 4 = 1 holds. When 0 2 = - 1, S splits into a direct product 
S =- $1 x S 2 with $1 the Ising model. 
Proof For every spin a e X, there is a unique spin b ~ X such that 
w(a, b) = 0 by the assumption re(O) = 1. Therefore n must be even, and the 
spins can be labeled as 
X- -  {a~, ..., am, b~, ..., b~,}, 
such that 
w(ai ,  bi) = O, i = 1, ..., m. 
By Lemma 1.4, we have 
w(al, ai) = w(bl, bi), w(a l ,  bi) : W(bl ,  ai) , i = 1, ..., m. 
Also, by Lemma 1.3, w(al, hi) =- +_ OW(al, ai) holds. We exchange the labels 
ai and bt for each i such that w(al, hi) = -Ow(a l ,  a~). Then we have 
w(al, hi) -.-= OW(al, ai) , i = 1, ..., m. 
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We claim w(ai, bfl = Ow(a i, aft holds for all i, j. Put w(ai, aft = ~ and 
w(a i, bfl =ft. Then the matrix Ur, z for Y= {al, a~}, Z= {(al, bl), (aj, bfl} 
( i¢  1, j¢  1) becomes 
~/~-~) 
Then det Nr, z = 0 implies fl = e0, so we have shown 
Now put 
with 
w(ai, bfl = Ow(a i, aft, i = 1 ..... m. 
Jr' =X l  xX2 
and let 
(X1, wl) is the Ising model. 
We efine a function w' on X' x Y' by 
f w(ai, aj) 
w'( (x, ai), (y, aft) = {Ow(ai, aft 
We also define a mapping 
Xl  = {a l ,  h i}  , )i"2 = { a 1 ....  ,am},  
w; denote the restriction of w on X~ x Xi, i = 1, 2. Clearly S1 = 
~:X'--,x, 
if x= y, 
if x¢  y. 
by 
a i if x = al, 
q~(x, a i )= bi if x=b l .  
Then, as easily shown, the following equation holds: 
w'( (x, ai), (y, aft) = w(~(x, ai), cb(y, aft). 
Therefore S' = (X', w') is a spin model which is isomorphic to S. Moreover, 
clearly 
w'((x, ai), (y, aft) = wl(x, y) w2( ai, aj). 
So $2 = (X2, w2) is a spin model by Lemma 1.5. | 
SPIN MODELS 301 
Remark 1. A direct product of a Ising model and a Potts model with 
at least three spins has a weight 0 with 0 2= -1  and re(O) = 1. 
Remark 2. The square model with a free parameter 2, 24¢ 1, satisfies 
m( -  1 )= 1 but does not split into a direct product. So the assumption 
0 2 = - 1 is essential. 
2. STRUCTURE OF A CYCLE 
In Section 2 and Section 3, we study the structure of spin models with 
a weight of multiplicity two. Let S = (X, w) be a spin model with a weight 
(¢  1) of multiplicity two. Throughout  this section, we consider a spin 
model S = (X, w) and a fixed weight 0 va 1 with re(O) = 2. 
We say a spin aeX is adjacent to a spin b if w(a,b)=O.  By (1), 
adjacency is a symmetric relation. A sequence (%, ..., a;) of distinct spins is 
called a path of length l if any two successive spins a;, ai+ ~, i = 0, ..., k - 1 
are adjacent. A cycle of length k (>2)  is a path (%, ..., ak_~) of length 
k -1  such that a o is adjacent to ak_~. We often identify a cycle 
(ao, ..., ak_ l )  with a subset {a0 .... , ak__l} of X. 
F rom the assumption re(O)= 2, there are precisely two spins which are 
adjacent to a given spin a. This means that X is partit ioned into cycles. 
LEMMA 2.1. Let (ao, al ,  a2) be a path, and put w(ao, a2)=o~. Then 
o~ = -it- 1 or o~ = 04 holds. Moreover, i f  c~ = 0 then 03 = 1. 
Proof  
becomes 
We have w(ao, al) = w(al,  a2) = 0. The matrix Ny, z for 
] (= {ao,  a l ,  a2} , Z = {(a~, ao) , (al ,  a2) , (a2, a,)} 
(o I 
Nr, z = 0 -1 0 -1 
\o:-10 0 0 -x / 
By Lemma 1.1, we get 
det Nr, z=OC 20-1(oc-04)(c~2- 1) =0.  
So oc = _+ 1 or c~ = 0 4 holds. 
Now assume ~ = 0. The matrix Ny. z for 
Y= {ao, a~, a2}, Z= {(al,  ao), (ao, a2), (a~, a2)} 
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becomes 
Ny.z= 0 z 
0 -1 1 / 
1 001 . 
0 
From Lemma 3.1, we get 
det Ny, z = 0-2(0 - 1)(03 - 1) = 0, 
So 03= 1 is obtained by our assumption 0# 1. | 
LEMMA 2.2. Let (a0, al, a2, a3) be a path with 
w(ao, a2) = w(al, a3) = 04 and w(ao, a3) = 09 hold. 
Proof We have w(ai, ai+l) = 0, i=  0,1,2. 
w(al, a3) =f l  and w(ao, a3) = 7. The matrix Nr, z with 
w(ao, a3) ~ 0. Then 
Put W(ao, a2) = ~, 
becomes 
Then 
Y={ao,  aa,a2}, Z={(a l ,ao) , (a2,  a~),(a2, a3)} 
0 0C0 1 0C7-- 1~ 
Nr, z = 0 -1 0 ~--10~. 
0¢--10 0 -1 0--I / 
det Nr, z = 0-2(~ - 04)(7 -1 - 0 -1) = 0. 
So we get 0c=04 by the 
symmetry. 
Next, the matrix Nr, z for 
assumption )J4 0. Also we have ]~ = 04 by 
becomes 
Y={ao, al,a3}, Z={(al,ao),(al,a2),(a2, a3)} 
( o 
Nr, z = 0 -1 0--1 ~010~ / 
\py-i ~0-1 
(o o3 ,olo4 ) 
= 0-1 0-1 - . 
~-104 03 
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Thus 
det  Ny~z = y 106(7-1 - 0 -9 ) (y  - 0) = 0. 
This implies y = 09 by the assumption y ~ 0. | 
LEMMA 2.3. I f  there is a path of  length 4, then 0 4 ~ 1. 
Proof  Let (ao, ..., a4) be a path of length 4. Since a 2 and a 4 are both 
adjacent o a 3 and we have m(O) = 2, ao is not adjacent o a 3. Then we get 
w(ao, a3)= 09 by Lemma 2.2. If 04= 1, then we must have W(ao, a3)= 
09 = 0, a contradiction. II 
LEMMA 2.4. Let a o, al,  ..., ak (k~>4) are spins such that w(ai, at+l) =0 
holds for all i, 0 ~ i <k ,  and any successive five spins ai, ..., ai+4 are distinct. 
Then for  all i, L 
w(ai, a i) = 0 (i-j)2. 
Proof  We show w(a~, a i )= 0 (i j)2 by induction on l=  [ i - j [ .  This holds 
for l<~ 3 by Lemma 2.2. Assume l>~4 and assume w(ai, a j )= 0 (i-j)2 holds 
for all i , j  with ] i - j [  <l. Choose i , j  with l= j - i ,  and put w(ai, a i )=~. 
Consider the matrix Ny, z for 
Y={a,,ai+l,ai+2}, Z={(a ,+ l ,  a i ) , (a i+l ,a i+2) , (a j  1, aj)}. 
Then 
0 0 -3  0~--10 ( / -  1)2 
detNr ,  z=det  0 -1 0 1 0(l--2)2 (l 112) 
0 -3 0 0 (l 3)2-- (l-- 2)2/ 
0 0 3 ~-10z2, 
= 0-2l+ 1 det 0 -1 0 -1 0 2 
0 -3 0 0 4 
=0 2 l+1(1 -0  4)(0~-1012--1). 
This implies 0~ = 012 since we have 0 45 ~ 1 by Lemma 2.3. | 
THEOREM 2.5. Let S= (X, w) be a spin model with re(O)= 2 for some 
05  1. Let (ao, al ..... ak-1)  be a cycle o f  length k #4,  i.e., ao, ..., ak_ l  are 
distinct spins such that w( a i , a i + 1) = 0 ( i = 0 ..... k -  2) and w( ao , a k 1) = 0. 
Then for  all i, j, 
w(a,,  aj) = 0 (i j~2. 
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Proof In case k=3,  we have 03= 1 by Lemma 2.1, so w(a0, a2)= 
0 = 04 holds. For k > 4, the assertion is implied by Lemma 2.4. I 
Remark 3. The assumption k ¢ 4 is essential, since the square model 
with free parameter 2 ¢ _+ 1 satisfies m(2)= 2. 
COROLLARY 2.6. Let S = ( X, w) be a spin model with n ¢ 4 spins. Assume 
m(O) = 2 for some 0 ¢ 1. I f  there is a cycle of length n, then S is a cyclic 
model 
COROLLARY 2.7. Let S= (X, w) be a spin model with m(O)=2 for some 
0 ~ 1. Then all cycles of length ~ 4 have the same length. 
Proof Assume S has two cycles C= (ao .... , ak  1), C I  = (a~ . . . .  , a~c' 1) of 
lengths k, k' different from 4, k<k' .  We have w(ak_ 1, ao)=0,  and, 
moreover, w(ao, ak _ 1) = 0(k - 1~2 by Theorem 2.5, so 0 (k - 1)2 = 0 holds. Then 
t ! t ¢ w(a'o, ak_ l )= 0 (k-1~2= 0 holds. Then a~ 1 is adjacent o ak_2, a k and a0, 
contradicting m(O) = 2. | 
LEMMA 2.8. I f  S has a cycle of length k ¢ 4, then 02k = 1. Moreover, if  
k is odd, then O k= 1. 
Proof We may assume k > 4. Let (a o .... , ak-1)  be a cycle of length k 
and put a e = a o. First assume k = 2m. By Lemma 2.4, we have 
and 
These imply 
w(ao, am_ l )=0 (m 1)2 
W(am_ l, ao) = w(am_ l, ak) =0 (k m+ l)2=o(rn+ l)2 
0(m- -  1) 2 = 0(m + 1) 2 
and 02k = 0 4m = 1. 
Next assume k = 2m + 1. Then 
w( ao, am) = 0 m2 
holds. We have also 
w(am, ao) = W(am, ak) -= 0 ~k-"~2= 0 (m+ l? 
So 0 m2= 0 (m +1~2 and this implies 0 2m+1= Ok= 1. | 
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LEMMA 2.9. Assume S has a cycle of odd length k and let p be an odd 
prime divisor of k. Then k = p f  for some integer f
Proof I f  k is not a power of p, then k is written as k = pyre, where 
f> 0 and 
m ~> 3, m ~ 0 (rood p). 
Let x be a solution of the equation 
mx ~- 2 (mod pf) 
and put y =rex-1 .  Here we can choose x with 1 <~x ~pf - -1 ,  so that 
1 < y <k-  1. We get 
y2 _ 1 = mx(mx - 2) - 0 (mod pfm), 
and this implies 0 y2-1 = 1 since we have 
0 plm = O k = 1 
by Lemma 2.8. Then we get by Theorem 2.5, 
w(a o, ay) = 0 y2 = O. 
This contradicts the assumption m(O) = 2 since 1 < y < k - -  1. | 
LEMMA 2.10. Assume S has a cycle of even length k ¢ 4. I f  k has an odd 
prime divisor p, then k = 2pf for some integer f
Proof Assume k is written as k = 2mp f where f > 0 and 
m > 1, m ~ 0 (mod p). 
Let x be a solution of the equat ion 
mx -- 1 (rood p l )  
and put y- -2mx-1 .  Here we choose x with 1 <~x<<.p s - 1, so that 
1< y <k-  1. We have 
y2 __ 1 = 4mx(mx - 1) m 0 (mod 4mpf). 
This implies 0 y2 1 = 1 since we have 
0 4mpf = 0 2k = 1 
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by Lemma 2.8. Then we get by Theorem 2.5, 
w( ao, ay) = 0 ~ = O. 
This contradicts the assumption m(O) = 2 since 1 < y < k - 1. 
LEMMA 2.11. I f  S has a cycle of odd length k, then 0 is a primitive k th 
root of unity. 
Proof We have O k = 1 by Lemma 2.8, and we have k = pf  for some odd 
prime p and for some integer f by Lemma 2.9. So, if 0 is not a primitive 
kth root of unity, we may assume k>~2, and opS-~= 1 holds. Then 
0(p f - l - -  1)2 = op2f-2--2pf-1 + 1 = 0 .  
Since 1 < pY- 1 __ 1 < p f -  1, this contradicts the assumption m( O) = 2. I 
LEMMA 2.12. Assume S has a cycle of even length k~4,  k -0  (mod4). 
Then 0 is a primitive 2kth root of unity. 
Proof We have 0 2k = 1 by Lemma 2.8, and k = 2 f for some integer f by 
Lemma 2.10. So, if 0 is not a primitive 2kth root of unity, 0 zr = 1 holds. 
Then we get 
0(2 f  -1 -- 1) 2 = 022f-2--2f+ 1 = O, 
since we have f > 2 and hence 2 f -  2 > f This contradicts the assumption 
m(O)=2, since 1 <2 f - l -  1 <2/ -  1. I 
LEMMA 2.13. Assume S has a cycle of even length k, k - 2 (rood 4). Then 
0 is a primitive 2kth root of unity or a primitive kth root of unity. 
Proof We have 02k = 1 by Lemma 2.8, and k -- 2p f for some odd prime 
p and for some integer f by Lemma 2.10. So, if 0 is not a primitive 2kth 
or kth root of unity, then 0 pi = 1 or 04g- '  = 1 holds. If 0 pi = 1, then 
O(p f -  1 )2 = oP2f _ 2fff + 1 = O. 
Since 1 < pf  --  1 < 21) f - 1, this is a contradiction. If 0 4ps-' = 1, then 
O(2fff-l--1)2 04p2f-2 4pf 1+1 --~-0. 
Observe that since 04¢ 1 by Lemma 2.3, f¢  1. Thus 1 <2p y-1 <2p f -  1 
and we get a contradiction also in this case. ] 
Lemmas 2.9-2.13 imply the following result. 
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THEOREM 2.14. LetS= ( X, w ) be a spin model with m( O) = 2 for some O va 1. 
Assume some cycle of S has length k ~ 4. Then one of the followings holds: 
(i) k=pf  for some integer f and for some odd prime p. 0 is a 
primitive kth root of unity. 
(ii) k= 2f for some integer f >~ 3.0 is a primitive 2kth root of unity. 
(iii) k=2p y for some integer f and for some odd prime p. 0 is a 
primitive kth or 2kth root of unity. 
COROLLARY 2.15. Let S = (X, w) be a spin model with m(O) = 2for some 
O. Assume S has a cycle C of length k¢4 .  Assume Ok ¢ l when k=-2 
(mod 4). Let X' be the subset of X consisting of the spins of C and let w' 
denote the restriction of w on X' x X'. Then (X', w') is a cyclic model. 
Proof. From Theorem 2.14, 0 is a primitive kth root of unity if 
k is odd, and a primitive 2kth root of unity if k is even. Let 
C= (ao, al, ..., ak_ l ) .  We have w(ai, aft = 0 (i-J)2 by Theorem 2.5. So 
(X', w') is a cyclic model. | 
Remark 4. The assumption 0~ 1 when k -2  (rood 4) is essential. Let 
0 = exp(zcx/~/3 ) and let $1, Sz be spin models defined by the following 
weight matrices. 
W 1 ~- 
( 1 ( / 
02 1 02 1 -0  -0  
0 2 -1  0 2 - -0 -0  
Clearly, S 1 is a square model and $2 is a Potts model. Let S = (X 1 x X2, w) 
be the direct product of $1, $2. Clearly re(O)=2 holds in S. As easily 
observed, S has a cycle C, with respect o 0, of length 6. Let X' be the set 
of spins contained in C. Then for a E AT', 
D'= Z w(a,x') =lq-Oq-O4"}-O9q-O4-b'O=O. 
x" ~ X '  
This shows that (X', w') is not a spin model. 
3. WEIGHTS BETWEEN CYCLES 
Let S = (X, w) be a spin model with a weight 0 ~a 1 of multiplicity two. 
Assume S has a cycle of length k¢4 .  Remark that 045 1 holds by 
Lemmas 2.3 and 2.1. 
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For  a cycle (ao, ..., a e_ 1) of length k ¢4 ,  we always extend the indices i 
of a; to all integers by putting a,+mk = ag for all integer m. Then the formula 
w(ai, a j )= 0 (i-j)2 holds for all integers i, j by Lemma 2.4. We fix a cycle 
(ao .... , ak_ l )  of length k ¢ 4. 
LEMMA 3.1. 
Proof 
for 
becomes 
For a spin x, put w(ai, X) = O~ i. Then for all i, 
- -  0~2/]2 0~i_10{ i+ 1 - -  i t . ,  . 
We have w(ai_l, ai+l)= 0 4 by Theorem 2.5. The matrix Nr, z 
Y={ae- l ,a i ,  x}, Z={(at_ l ,a , ) , (a i ,  ai_l),(ai,  a~+l)} 
Nr, z=(  0;1 
Then Lemma 1.1 implies 
0 0 -3 ) 
0-1 0-1 . 
det N y, z = ( o~i_ 10~ 1 - oq 0c[-+1102)( 1 - 0-4)  = 0. 
Since 04 ¢ 1, this implies 
1 __ 0{ i 0~/--2102 0 ,  
and 0~/_lc~i+ 1=0~202 holds. | 
LEMMA 3.2. For a spin x, put w(ai, x) = ai. Then for all i, 
~¢1 -- itvi Ai(i-- 1) O{i ~ ~ 0 ~1 TM 
Moreover, o~ = ~kl Ok holds. 
_ 1-i  ;0~u-l~ for i~>0 by induction Proof We prove the formula a~-ao  °~1 
on i. Clearly it holds for i = 0, 1. Assume i > 1, 
O~i_ l = O~lo--(i--1)O~il-- lo(i--1)(i 2)  
and 
O~i__ 2 = 0~ -( i  2)0Lil-- 20(i-- 2)(i-- 3) 
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Then Lemma 3.1 implies 
0~ 1 0~2 02 
~ i= i - -2  i - -1  
= 0~01+( i - -  2)+ 2- -  2( i - -1)0~1-( i - -  2 )+ 2( i - -1 )0 - - ( i - -  3)(i--  2)+ 2(i-- 2 ) ( i - -1 )+ 2 
1- - i  i o i ( i - -1 )  
= O~ 0 OC 1 
Next we show %=k 0~0 k. Since a o = ak, 
1 - -ke . ,k~k(k - -  1) 
and this becomes 
If k is odd, then O k = 1 by Lemma 2.8, so 
OLkO _ k .k nk  
holds. If k is even, we have 0 2k = 1 by Lemma 2.8. Then 
ok(  k -- 1) : ok (k  -- 2) + k : 0 (2k)(k -- 2)/2 ok  : ok .  
So we get k k,~k 0(0 = 0(1U . 
LEMMA 3.3. For a spin x, put w(ai, x )= oq. Assume Ok ¢ 1 when k = 2 
(rood 4). Then O~m+ 1 = 0%~0 holds for some m. 
Proof. First assume k is odd. By Lemma 2.11, 0 is a primitive kth root 
k by Lemma 3.2. So 0q = 0~o 0l holds for some l. of unity. We have ~k = el 
Then we get by Lemma 3.2 
O~ i = 0~1-- i(O~o0l)i oi( i  - 1) = O~o0liq-i(i - 1) 
Therefore 0~ m + 1 = 0~m 0 holds if and only if 
l (m+ 1) +(m + 1)m=- Im+m(m - 1)+ 1 
holds, and this is equivalent o 
2m + l -  1 =_ 0 (mod k). 
This holds for the following m: 
f (2k -  l+ 1)/2 
m 
~(k -- l + 1 )/2 
if l is odd, 
if l is even. 
(mod k) 
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Next assume k is even. By Lemmas 2.12, 2.13 and the assumption 0h ¢ 1 
when k-= 2 (mod 4), 0 is a primitive 2kth root of unity. We have %=%vk _ k~ 
by Lemma 3.2, where Oh=- -1  since (0k)2= 1 and 0k¢  1. So o~=-o~.  
Since 0 is a primitive 2kth root and ~2k= o~k, we can write el = o%0 l for 
some/.  If 1 is even, then 
O{ k = (0~00l) k = o~k o2k(l/2) = O~ko, 
contradicting 0%=k --e~. So l must be odd. Now a re+l= o~m0 holds if and 
only if 
2m + l -  1 = 0 (rood 2k), 
and this holds for m = (2k - I + 1 )/2. | 
Next we fix one more cycle (bo .... , bk_l)  of length k. We will determine 
the values 
21,j = w(ai, bj). 
Put 
2 = 20,0. 
LEMMA 3.4. If2o,, =20, then 21,0=20,1 . 
Proof The matrix Nr, z for 
becomes 
So we get 
Y= {ao, bo, b,}, Z= {(ao, al), (bo, hi), (bl, bo)} 
0--1 0--1 00 / 
Ny, z= 22~.o 1 0 -1 
\22~)0  0 0 -1 
det Ny, z = (A2~.o a - -0 -1 ) (  04 - 1) 0_2  = 0. 
This implies 21,o = 20 since 04 ¢ 1. | 
LEMMA 3.5. If20,1 =20, then 21, l =2 or 21, 1 =204 holds. 
Proof By Lemma 3.4, we have 21,o = 20. By Lemma 3.1, we get 
~2,0 ,]--1,]2 /~2 .~. ~-- 1(20)202 = 204 = "~0,0 "~1,0 ~
and 
These imply 
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22,1 = 201 221,102 = (/~0) -1 22,102 = 2 -1 22,10. 
22,022,, ~ = ~)~04(2-122,10 ) 1 = /~221,12 03. 
Then the matrix Ny, z for 
Y= {a o, a l ,  a2}, 
becomes 
Therefore 
Z= {(a0, a l ) , (a l ,  ao),(bo, bl)} 
[/0 -1 0 0 -1 
Ny, z=~ 0 0 -1 221,,~0 ] .  
\ 03 0 -3 222~-,203/ 
det Nr, z = 0(1 - 04)(22 ~,l - 1)(22 ~,] - 0-4)  = 0. 
This implies 21, 1 =/~ or 21,1 = }~04, since we have 04¢  1. | 
LEMMA 3.6. If )~o, 1=20 and21,1=2, then 
2i, j = 20(i--J) 2 
holds for i, j = 0, ..., k - 1. 
Proof Note that 21,0 = 20 holds by Lemma 3.4. We will prove that 
2i, j=20 (i-j)2 by induction on i+j= I. Clearly, it holds for l=0 ,  1. First 
consider the case i+  j = 2. F rom Lemma 3.1, 
--1 2 02=2- -1 (20)202=204.  20,2 = 20,0 20,1 
In the same way, we have 22, o = 204.  We have also 21,1 = 2 by our assump- 
tion. 
Now assume i+ j=/>2. We may assume i~j, so that j~>2. By 
Lemma 3.1, we get 
- -  1 2 02. 2i, j=  2i, j--22i, j--1 
By induction hypothesis, this becomes 
2i, j = (20(i--J +2)2) --1(20( i J+ 1)2)2 02 = 20(i--J) 2. | 
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LEMMA 3.7. Assume O k # 1 when k ~ 2 (mod 4). Then, for every k-cycle 
C, we can choose a labeling (Co, cl, ..., ck_ 2) of C such that 
w(ai, eft = w(a o, Co) 0 u-+? 
holds for all i, j. 
Proof Put W(ao, Co)=C~. By Lemma 3.3, W(ao, c,~+l)=w(ao, cm)O 
holds for some integer m. By shifting the indices of C by m, we may assume 
W(ao, Cl) = W(ao, co)O=o~O 
holds. Then w(al, c l )=~ or w(a~,cl)=-o~O 4 holds by Lemma3.5. If 
w(al,cl)=o~, then the assertion holds by Lemma3.6. So we assume 
w(a~, cl)=0~04. By Lemmas 3.1 and 3.4, we get 
and 
w(al, ck-1)= w(al, Cl)-1 w(al ' c0)2 02= (0~04)-1(~0)2 0 = o~ 
W(ao, Ck_l)=W(ao, Cl) -1 w(ao, Co) z 02=(70)-1~202=~0. 
Now put c~ = ck_i. Then 
and 
w(ao, c~)=w(a~, c~) =~ 
W(ao, c])=W(aa,c~) =~0 
holds. So by Lemma 3.6 we get 
w(a,, c)) = ~0 <~-+>~. I
LEMMA 3.8. Assume 21,o =2o,1 =20 and 21,1 = 2. I fw(a l ,  x) = w(ao, x)O 
holds for a spin x, then w(b l ,x )=w(bo ,  x)O holds. 
Proof Put w(ai, x)=o~+, w(b+,x)=fli. Then we have 0q=~o0. The 
matrix Ur, z for Y= {ao, al, x}, Z= {(ao, al), (as, ao), (bo, bl)} becomes 
So 
001 0 001 / 
Nr, z = 0 -1 • 
',,o-' 0 /~o/~;1/ 
det Nr, z = 0-2( 1 -- 04)(flofl (1 _ 0 - ' )  = O. 
This implies fll =floO. | 
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LEMMA 3.9. Let C=(co ,  ..., ck_a) be a cycle of length k. Assume 
w(a i, bj) = w(ao, bo) 0 (i-J)', w(ai, cfl = w(ao, Co) 0 (i-j)2, 
holds for all i, j. Then 
w(b.  cj) = w(bo, Co) 0 (~-;~ 
holds for all i, j. 
Proof Put w(ao, Co)= o~, w(bo, Co)=/3 and w(ba, c l )= ~/. Since we have 
W(ao, ba) = w(aa, bo) = 20, w(aa, ba) = 2 and w(al, Co) = 0~0, Lemma 3.8 
implies w(ba,co)=fiO. In the same way, we get w(bo, ca)=70 by 
Lemma3.8  with a suitable relabeling of the cycles (ao .... ,ak_a) ,  
(bo, ..., bk_ 1). Then from Lemma 3.4, we get w(bo, ca)= w(ba, Co), so/3 = ?. 
Then Lemma 3.6 implies w(bi, cfl = w(bo, %) 0 (~-j~. | 
Now we can prove our main result. 
THEOREM 3.10. Assume a spin model S has a weight 04= 1 of multiplicity 
two, S has a cycle of length k ~ 4 and S has no cycle of length four. When 
k-2  (mod 4), we assume Ok¢ 1. Then S splits into the direct product 
S = S a x $2 of a spin model $2 and a cyclic model $1 with k spins. 
Proof Let C1,... , Cm be the cycles of S. These cycles have the same 
length k by Corol lary 2,7, since S has no cycle of length four. Choose an 
arbitrary labeling of C1" 
Ca = (aa,o, al, a, ..., a l .k -  a). 
By Lemma 3.7, we can choose a suitable labeling of Cr, r = 2, ..., m, 
Cr = (ar, o, at, l ,  ..., ar, k_  l) 
such that 
w(al,i, at, i) = w(aa,o, ar, o) 0 (i-j~2 
holds for all i, j. Note that the above relation also holds for r---1 by 
Theorem 2.5. Then by Lemma 3.9, 
w( ar.i, a,,fl = w( ar, o, an, o) 0 (i-s? 
holds for all r, s. 
Now put 
Xa={aa, i l i=O ..... k - I} ,  X2={ar, o l r= l , . . . ,m},  
582a/71/2-11 
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and put X' = X 1 X -']~2' Let w,. denote the restriction of w on Xi, i = 1, 2. 
Define a function w' on X-' on X' x X' by 
W'( ( al,i, ar, o), ( al , j ,  as, o)) = w( al,i, al, j )  w( ar, o, as, o), 
and define a map ~b : X' ~ X by 
q~(al,i, at, o) = at,,. 
Then ~b is a bijection. These satisfy 
W"((a l , i ,  at, o), (a l , j ,  as, o)) = w(al,i ,  al,j) W(ar, o, as, o) 
= O(i-i)2w(ar, o, as, o) 
= w(a~, i ,  a,j) 
= w(~(al , i ,  ar, o), ~(al , j ,  as,0)). 
This shows S' = (X', w') is a spin model isomorphic to S = (X, w). On the 
other hand, $1 =(X I ,  wi) is a cyclic model by Corollary 2.15. Therefore 
$2 = (X2, w2) is also a spin model by Lemma 1.5. So we have shown that 
S splits as S = $1 x $2, where S~, $2 are spin models and S 1 is cyclic. | 
Remark 5. The assumption k # 4 is essentially needed, since the square 
model S with 2 4 7~ 1 satisfies m(2) = 2, but S does not split into a direct 
product of two spin models with two spins. 
The example given in Remark 4 shows that the assumption 0~# 1 when 
k =-2 (mod 4) is also essential. 
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