Clustering techniques have been widely used in the analysis of microarray data to group genes with similar expression profiles. The similarity of expression profiles and hence the results of clustering greatly depend on how the data has been transformed. We present a method that uses the relative expression changes between pairs of conditions and an angular transformation to define the similarity of gene expression patterns. The pairwise comparisons of experimental conditions can be chosen to reflect the purpose of clustering allowing control the definition of similarity between genes. A variational Bayes mixture modelling approach is then used to find clusters within the transformed data. The purpose of microarray data analysis is often to locate groups genes showing particular patterns of expression change and within these groups to locate specific target genes that may warrant further experimental investigation. We show that the angular transformation maps data to a representation from which information, in terms of relative regulation changes, can be automatically mined. This information can be then be used to understand the 'features' of expression change important to different clusters allowing potentially interesting clusters to be easily located. Finally, we show how the genes within a cluster can be visualised in terms of their expression pattern and intensity change, allowing potential target genes to be highlighted within the clusters of interest.
Introduction
Microarrays have made it possible to simultaneously examine the expression levels of thousands of genes. The analysis of data obtained from such experiments provides us with a unique insight into gene regulation during a wide range of biological processes. Indeed, much has been learned from microarray interrogation about various diseases and cell differentiation processes.
Clustering or data partitioning techniques aim to group genes with expression profiles which are similar in some pre-defined sense and as such have emerged as a useful means of mining microarray data. Indeed, several classic techniques have been applied to microarray data, including hierarchical clustering (Eisen et al., 1998) , k-means clustering (Tavazoie et al., 1999) , self-organising maps (Tamayo et al., 1999) , support vector machines (Brown et al., 2000; Komura et al., 2005) , independent component analysis (Liebermeister, 2002 ) and mixture models (Yeung et al., 2001; Ghosh and Chinnaiyan, 2002; McLachlan et al., 2002; Medvedovic and Sivaganesan, 2002; Muro et al., 2003; Teschendorff et al., 2005; Vogl et al., 2005) .
The key advantage of mixture model approaches for the analysis of gene expression data is that they are probabilistic and hence allow for a rigorous framework in which parameters, uncertainty and the most probable number of clusters may be inferred. Indeed, Yeung et al. (2001) and Ghosh and Chinnaiyan (2002) showed how Expectation Maximisation (EM) and the Bayesian Information Criteria can be applied to microarray data to select an appropriate model order. Although such an approach has some justification, it remains a penalised maximum-likelihood method and so does not have the principled perspective of fully probabilistic (Bayesian) models which take into account uncertainty at all levels of inference. Fully probabilistic mixture models require sampling from the model posteriors. Some sampling strategies have been used with the Bayesian analysis of microarray data. For example, Medvedovic and Sivaganesan (2002) used a Gibbs sampler to sample from the posterior of cluster labels and then used model averaging to infer which genes should be allocated to the same cluster label and Vogl et al. (2005) sampled from the posterior of all model parameters using a reversible jump Markov chain Monte Carlo method. Although these sampling strategies can provide good results, sampling from the model posterior has the inherent drawback that it is computationally inefficient, especially for large data sets such as those encountered in the bioinformatics field. A more efficient alternative to sampling has been provided by work in variational Bayesian inference (Mackay, 1995; Attias, 1999) . Using a variational approach, approximate solutions to such problems can be obtained that retain the desirable properties of the models, such as full incorporation of parameter uncertainty and natural model selection. The variational Bayes (VB) framework has already been applied to mixture modelling of gene expression data (Teschendorff et al., 2005; Muro et al., 2003) and shown to provide a more robust and efficient model order selection process than alternative methods. As VB offers a fully probabilistic and computationally efficient approach as well as principled model order selection, it is used as the basis of the clustering technique presented in this paper.
Although the choice of technique is critical in any unsupervised data analysis, the choice of metric which defines similarity between points in the data space is also important. In Gaussian mixture modelling approaches, local metrics are inferred (via the covariance estimates) which take into account the local distribution of data. Global transformations of the data (e.g. log encoding or standardisation) also affect the relationships between data points and hence will give rise to different cluster solutions.
In this paper, we argue that when searching for co-regulated genes, valuable information lies in the relative changes in expression between conditions. Therefore, we define a transformation that groups genes sharing similar regulatory patterns in terms of their pairwise comparisons of expression between conditions. These comparisons of conditions can be chosen to reflect the purpose of the data analysis, and hence this transformation gives control over the definition of similarity between profiles. Moreover, modelling data after it has been transformed in this way allows regulatory information about the clusters to be automatically interpreted, which, to the best of our knowledge, is not provided by transformations previously used for microarray analysis. This interpretation allows the clusters most relevant to an investigation to be easily located for further investigation. We also show how the spread of expression data within a cluster can be observed via two measures, the probability a gene is associated with a cluster, giving a measure of how its expression conforms to the pattern associated with that cluster, and the radial distance, which provides a measure of the magnitude of intensity change. These two measures can therefore be used to identify subgroups or locate genes warranting further experimental investigation. We apply the method to microarray data sets of the yeast Saccharomyces cerevisiae responding to environmental changes (Gasch et al., 2000) and germling development of the rice blast fungus, Magnaporthe grisea (Dean et al., 2005) . Figure 1 : Example of expression data for eight heat shock response genes in the yeast Saccharomyces cerevisiae following heat shock experiments (Gasch et al., 2000) . Different transformations of the data affect the similarity between the genes in the data space: (a) log fold change (b) standardised log fold change (c) angular transformation. The expression profiles for these genes share similar 'features' but are but more tightly grouped after the data has been transformed in (b) and (c). Conditions 1-8 correspond to different times after an increase in temperature from 25 to 37 o C and conditions 9-13 are times following the opposite temperature shift -from 37 to 25 o C. The 14 pairwise comparisons in (c) are as follows: 1-7 compare neighbouring time points after an increase in temperature, 8-11 compare neighbouring time points in the decrease in temperature and 12-14 compare the opposing shifts at 15,30 and 60 mins.
Methods
Given a microarray data set, X, containing log fold expression change information for N genes across T experimental conditions, a Gaussian mixture model approach treats each gene as an observation, x n (n = 1...N ), that is generated from a mixture of K multivariate Gaussian distributions. The model is specified by a component set, Θ = {π, µ, β}, in which π = {π 1 , ..., π K }, µ = {µ 1 , ..., µ K }, β = {β 1 , ..., β K } and where π k , µ k and β k are the mixing probability, mean vector and precision matrix (inverse covariance) for component k respectively. The overall probability density function for an observation x n is thus given by:
In order to cluster the data, we wish to learn the cluster labels L 1 , ..., L N , where L n takes a value from 1, ..., K corresponding to the mixture component for which the data x n has the highest posterior probability.
Modelling the data in this way provides a rigorous framework from which to infer groups of genes with similar log fold changes across the conditions of study. However, it is not always useful to group genes based on the similarity of their intensity changes. An example is shown in figure 1(a) which observes the expression of a set of heat shock response genes following heat shock treatments. Here, the genes share general 'features' in the shape of their expression patterns, in the sense that they are up-regulated in response to an increase in temperature and down-regulated in response to a decrease in temperature, but they are not well grouped in the values of their fold change. Standardising the data for gene, by subtracting the mean and dividing by the standard deviation, transforms the data such that genes with similar 'shaped' profiles are grouped together ( figure 1(b) ). A mixture model could therefore be applied to this transformed data in order to find co-regulated genes. However, the component parameters from such a model would correspond to the mean and variation of the standardised version of the data and would not have a straight-forward interpretation in terms of gene expression. This paper takes a different approach to finding groups of genes with similar expression profiles, arguing that the 'features' of interest in order to group genes, are the relative changes in gene expression between certain conditions. Therefore, we propose a method that uses pairwise comparisons of a gene's expression from different conditions to model these underlying 'features'.
The log fold change data, X, can be transformed into ratio data, Y, by taking C pairwise comparisons of different conditions. If the ith comparison (i = 1...C), compares conditions t and u then for the nth gene, y ni = xnt xnu , where the nth gene has an associated ratio vector, y n = [y n1 , y n2 , ..., y nC ]. A mixture model of Y would therefore model the distribution of relative changes in expression, and effectively group genes that are similar in this sense. However, the ratio transformation cannot distinguish between a comparison in which both log fold changes are positive and one in which both are negative, but these are entirely different expression patterns and therefore a transform is required that can distinguish events such as these. One such transform is achieved by treating a pairwise comparison (x nt , x nu ) as a Cartesian coordinate and then converting to a polar co-ordinate (a ni , r ni ) with a ni in the range [0, 2π] using equations 2 and 3. This transformation is essentially a function of the ratio of expression change and transforms data to a representation that can suitably distinguish different patterns. Figure  1(c) shows the similarities in the angular data for the example of the heat shock response genes.
The final modification we make to the existing mixture modelling approach is to use a mixture of Wrapped Normal distributions rather than Gaussian distributions, as the distance between two angles needs to be calculated as the wrapped distance. For example, the wrapped distance between 5 and 355 degrees equals 10 rather than 350 degrees. Thus, this paper describes a mixture modelling approach that fits a mixture of wrapped Normal (WN ) distributions to microarray data after it has been transformed to a set of angular values. The probability density for each observation is modelled as:
The cluster label for the nth gene, L n , is calculated from the angular data, a n as follows:
Further details of circular distributions and using the variational Bayes framework to estimate the parameters of a mixture of wrapped Normal distributions can be found in sections 2.1 and 2.2. Details of how the results can be used to locate interesting clusters and genes can be found in sections 2.3 and 2.4.
Circular Data
We model data after it has been transformed into a series of angles and as such circular distributions are required to appropriately model the underlying components. Two of the most commonly used circular Normal distributions are the von Mises and the wrapped Normal. These two distributions show different desirable statistical properties (Mardia, 1972) but it has been shown that they are close approximations of each other (Stephens, 1963) . Therefore, either can be selected and it is common to choose the distribution which is better suited to a particular problem (Mardia, 1972) . As calculation of the trigonometric moments is simpler in the the wrapped Normal, we chose this distribution.
Wrapped distributions
The theory of wrapped distributions is well explained in Fisher (1993) ; Jammalamadaka and SenGupta (2001) ; Batschelet (1981) and Mardia (1972) . If X is a continuous random variable on the real line with probability density function g(x), then a circular random variable, A, is defined by A = X mod 2π. The corresponding density function is obtained by wrapping the density g(x) around the circumference of a unit circle and has the following general form:
Therefore, wrapping a univariate Normal distribution around the unit circle gives the density function in equation 7, with a mean µ ′ and precision β ′ .
However, if the variance is relatively small, a large proportion of the of the density value at any value a will be from when b is such that there is the smallest wrapped angular distance between a and µ ′ . Therefore the infinite sum in equation 7 can be approximated by a single choice of b, giving equation 8 for the univariate case.
where dw(·) gives the minimum wrapped distance between two angles such that:
Only three comparisons are required in equation 9 rather than an infinite number as both the data and the mean values in our analysis will be in the range [0, 2π] . For multivariate data, dw(·) is defined to give a minimum distance vector containing the minimum distances for each dimension. The d-variate wrapped Normal density function is approximated by:
Circular Variational Bayes Mixture modelling
We use a mixture of K multi-dimensional wrapped Normals to model some angular data A such that A = {a ni }, with a ni ∈ [0, 2π] for n = 1...N and i = 1...C. In a Bayesian framework, a mixture model is not only specified by the set of component parameters Θ, each element of Θ is itself described by a probability distribution with associated hyperparameters. Bayesian modelling involves finding the posterior distribution of the parameters given the data, p(Θ|A), which is a probability density function over all sets of component parameters. However in order to find the true posterior, marginalisation over all possible sets of parameters is required to calculate the evidence, p(A). As this is analytically intractable for mixture models the true posterior cannot be found but methods exist that provide good approximations. Variational Bayes, also known as ensemble learning, is one such method and is discussed more thoroughly in Mackay (1995) , Attias (1999) and Choudrey (2002) . Defining q(Θ|A) to be the approximation to the true posterior p(Θ|A) it is possible to express the log evidence in terms of the negative variational free energy, F [A], and the Kullback-Liebler divergence between the true and approximating posterior (equation 11). The Kullback-Liebler divergence measures the difference between two distributions, equalling zero if the approximating posterior perfectly equals the true posterior. Therefore we wish to minimise this divergence but as the true posterior is unknown then it cannot be calculated in practice. However, as log p(A) is constant with respect to Θ, maximising the free energy, which can be done, is equivalent to minimising the KL-divergence.
A mean-field variational approach assumes that the approximating posterior is separable such that q(Θ|A) = j q j (Θ j |A). In the case of our mixture model this implies the following separation:
Our implementation uses a joint Normal-Wishart distribution (N − W) to model the posteriors of the component means and covariances and a Dirichlet (D) for the posterior over the mixing probabilities. This implementation is different to the model used by Teschendorff et al. (2005) in that they used a Gamma distribution for the posterior of the covariance parameters and the assumption of diagonal covariance matrices. The variables α k , B k , τ k , m k and λ form the set of model hyperparameters which need to be optimised in order to maximise the negative free energy, such that:
The variational Bayes approach can be implemented in an EM-like procedure, in which the label posterior is calculated in the E-step and then a set of coupled update equations are used to provide new estimates for the hyperparameters in the M-step. The iteration continues until the negative free energy converges. We use the same update equations as Penny (2001), but modified by the use of variable z n k defined in equation 14, that gives the wrapped version of angular data for the nth gene closest to µ k .
Model-order selection
As the variational negative free energy can be used as a proxy for the model posterior, we could perform model-order selection by evaluating models of increasing complexity and choosing that with the maximum value for F [A] . However, more efficient is to utilise the fact that, as VB is a full Bayesian model, extraneous complexity in the model is naturally penalised. Components of the model which do not contribute to the explanation of the data will converge to π k = 0 and hence effectively remove them from the model. This, much more elegant approach means that we need only infer a single mixture model as long as it of sufficiently high complexity.
Initialisation
We use wrapped hierarchical clustering to initialise the model parameters. Using this initialisation strategy to provide a robust initial estimate, circular VB needs only to be run once on a given data set and therefore adds to the computational efficiency of the method. If random initialisation was used, multiple initialisations would be required and the model with the maximum negative free energy selected as the global optimal.
Locating Interesting Clusters
The pairwise comparisons that are used in the model can be chosen to reflect the purpose of the microarray analysis with each condition in the data set being compared to between zero and T − 1 other conditions. Making these pairwise comparisons not only allows clusters to be formed from groups of genes showing the same general features of relative expression change, the result of the clustering is much easier to interpret using the associated mean and precision. It is straightforward to label each cluster with a biological interpretation by evaluating its posterior with reference to a set of angles, such as those shown in table 1. The precision parameter allows us to determine which 'features' (pairwise comparisons) are most informative for a cluster. For example, imagine a ki is the angular data for ith comparison of genes allocated to cluster k, then if the variation of a ki is small the genes in cluster k are similar with respect to ith comparison. However, a large variation in a ki suggests a large spread in gene expression in the experimental conditions. A large variation can occur for two reasons. The first is that genes do not share a conclusive pattern of behaviour with respect to the ith comparison, and hence comparison i is not informative for describing the co-regulation of genes in cluster k. The second is that the genes show no conclusive change in expression in either conditions used for the ith comparison, causing the data to be spread close to the origin, with small radial distances and large variation in angle. In this case, r ki will be have a mean close to zero and an interpretation of no regulatory change either conditions can be made. Providing an automatic description of each cluster that shows under which conditions genes are co-regulated allows the clusters of most relevance to an investigation to be more easily located.
Analysis of genes within a cluster
For each cluster k, the nth gene has a posterior probability, which gives a measure of how the gene is associated with k. For some investigations, such as the heat shock response, the pattern of relative changes in expression is similar but the genes show much variation in the magnitude of expression change. Thus, if the aim of the analysis is to identify genes that may be involved in heat shock then this can be done by locating a cluster corresponding to up-regulation following increase in temperature and then identifying those with the highest probability of being associated with that cluster. However, for some investigations both the pattern of interest and magnitude of intensity change may be of interest. The radial distance, r n , of a gene's expression across the conditions of study can be used as a measure of the magnitude of the expression changes. We also definer nk as the normalised value of r n , calculated by dividing by the maximum value of r n for all points allocated to cluster k.
Plots of the radial distance and the posterior probability can be used to investigate subclusters within the data. In some data sets there may be groups of genes which share the same pattern but are quite distinct in their magnitude of expression change. If this is the case, the situation can be easily visualised using the two measures, where they will have high probability but form sub groups in the radial distance (figure 2). One of the key advantages of this approach is that measures of angular and radial dispersion more distinct information relating to groups is revealed.
Results
The method was applied to two microarray data sets, notably the yeast Saccharomyces cerevisiae responding to environmental changes (Gasch et al., 2000) and germling development in the rice blast fungus, Magnaporthe grisea (Dean et al., 2005) .
Yeast stress response data set
The data set from Gasch et al. (2000) considers the response of 6152 Saccharomyces cerevisiae genes to various environmental stresses. Together with work by Causton et al. (2001) , this research highlights a set of global environmental stress response (ESR) genes. Here, this stress response is characterised by two main clusters of genes that have reciprocal but otherwise nearly identical temporal profiles in response to suboptimal conditions (such as heat shock, osmotic stress and hydrogen peroxide). In particular, Gasch et al. (2000) highlight approximately 900 ESR genes (283 induced and 583 repressed during stress) following hierarchical clustering analysis, which was subsequently sorted into 'interesting' groups by informed visual inspection. We use the previously identified groups of ESR genes, which have similar regulatory patterns in response to various treatments but are quite varied in their level of intensity change, to show that our transformation provides a useful metric by which these sorts of groups can be distinguished.
Interpreting clusters Circular Variational Bayes model of angular data
To demonstrate the value of this approach we concentrated on 25 conditions consisting of 8 time points following heat shock from 25 to 37 o C, 10 time points following hydrogen peroxide stress and 7 time points following osmotic stress. Genes showing less than a 3-fold change in expression data in all conditions were removed prior to clustering, leaving 2328 genes. We used all possible pairwise comparisons of neighbouring times points within each time course, heat shock versus hydrogen peroxide treatment and heat shock versus osmotic stress, to examine the relative changes in the expression both between different time points and between different environmental changes.
A circular VB model, initialised with 30 clusters, found 12 clusters in the data. Each cluster was automatically interpreted as a series of pairwise comparisons by observing each element in the mean vector with reference to the set of angles in table 1. By observing the variation in the angular data for the genes allocated to a cluster, it was also seen which experimental pairings gave most information regarding the genes within each cluster. For example, table 2 shows the reference angles associated with the pairwise comparisons for cluster A and the interpretation of the comparisons. Figure 3 shows the variation of angular data for clusters A and B. Cluster A shows small variation in the majority of the pairwise comparisons and combining this with the cluster interpretation we can conclude that cluster A contains genes induced following all three types of shock. Cluster B, however, reveals large variation in all comparisons other than those of heat shock (1-7) and as such indicates a pattern of induction only following heat shock. Therefore, if the purpose of the analysis was to study global response genes, then cluster A would merit further investigation whereas if genes induced only following heat shock where under investigation then cluster B would be of most interest. Table 3 provides a summary of conclusions made in the same manner for clusters A-F. Table 3 also summarises the distribution of the previously identified ESR genes amongst these clusters, the majority of which are found in the two large clusters (A and E) of induced and repressed genes, conforming to the findings of Gasch et al. (2000) . This result gives credibility to the angular transformation as an appropriate metric with which to distinguish similar groups of genes. The small proportion (4. Gasch et al. (2000) is shown, as is a summary of pairwise comparisons and interpretations relevant to clusters A-F, found by analysis of the expected mean and the variation in the angular data for each cluster. The interpretations highlight the differences between clusters in terms of relative changes between conditions. (HS = heat shock, HP=hydrogen peroxide, OS = osmotic stress, RMD=set of genes removed prior to clustering) in the previous study (Gasch et al., 2000) as this probabilistic model allocates them with much greater probability to a heat shock only response.
Variational Bayes with standardised data A VB mixture model was applied to the standardised log fold change data for the same 2328 genes used in the circular VB model across the 25 conditions of heat shock, hydrogen peroxide and osmotic stress. In contrast to the circular VB model which distinguished only 12 clusters, genes were allocated to all 30 components that the model was initialised with, suggesting less structure in the standardised data. However, analysis of the ESR genes in this model did largely conform to the previous findings of Gasch et al. (2000) with the majority of the induced genes clustered together and the majority of the repressed genes clustered together (table 4) . This suggests that the standardised data does contain some useful information with which to locate these interesting regulatory changes. A major disadvantage of standardisation is that it transforms data to a representation in which similar 'shaped' expression profiles are grouped together but -by contrast to the angular transformit is difficult to interpret the underlying 'shape' of each cluster. Furthermore, it is difficult to identify what differences in regulation distinguish different clusters. For example, it is difficult to determine why 19 of the induced ESR genes were considered more likely to be in cluster 4 rather than in cluster 1 with the majority of the induced ESR genes (figure 4). Finding interesting clusters and targets genes is therefore more difficult. Figure 5 shows how the genes in cluster A are spread in terms of their probability and radial distance. It can be seen that all genes in this cluster have high probability (with a mean of 0.998) and therefore show a pattern of induction in the environmental stress experiments. The ESR genes previously categorised are well spread throughout the range of radial distances, so these response genes are similar in their shape but not intensity of expression change. Figure 4: Yeast data: two clusters found with a VB model of standardised data. 239 of the induced ESR genes are in cluster 1 and 19 are found in cluster 4. Standardisation groups genes with similar shaped expression profiles but it is difficult to interpret the 'features' of the shape that define a cluster. Plots of the standardised data, box plots showing the spread of the standardised data and plots of the log fold changes are shown for the two clusters but none provide information as to the differences in regulation that distinguish the two clusters. Yeast data: probability-radial distance plots for all the genes in cluster A and only the ESR genes in cluster A. Both plots show that the genes are tightly grouped in their posterior probability but are distributed amongst a wide range of intensity changes.
Within cluster Analysis

Comparison Condition 1
Condition 2 1 log 2 (I 7h/spore) log 2 (I 12h/spore) 2 log 2 (N I 7h/spore) log 2 (N I 12h/spore) 3 log 2 (I 7h/spore) log 2 (N I 7h/spore) 4 log 2 (I 12h/spore) log 2 (N I 12h/spore) Table 5 : Rice blast data: the four pairwise comparisons chosen to mine the data for putative pathogenicity factors. (I= inductive surface, NI=non inductive surface, 7h = 7 hours post inoculation, 12h = 12 hours post inoculation, spore = ungerminated spore sample at time 0)
The rice blast fungus data set
This data set followed changes in transcript abundance levels of 13,666 expressed sequence tags (ESTs) from the fungus Magnaporthe grisea during infection-related development. Here, normal pathogen development occurs when fungal spores germinate on a hydrophobic/inductive (I) surface, such as a host rice leaf. Having perceived the inductive surface, these fungal germlings form a specialised dome-shaped cell -the appressorium -which mechanically penetrates the plant cuticle, so initiating plant infection. On a hydrophilic/non-inductive surface (NI), however, the spores germinate but do not progress to appressorium formation and hence infection cannot occur. The conditions of study, notably the time-points and the tissues chosen represent: ungerminated spores (time 0), tissues harvested from hydrophobic surface, (I), and hydrophilic surface, (NI) at 7 hours (appressorium forming stage only on I) and 12 hours post inoculation (appressorium and penetration peg only on I), as detailed in Dean et al. (2005) .
Lowess regression was applied to each array to remove dye bias (Yang et al., 2002) . We selected the four arrays which compared conditions after germination with the ungerminated spores. 2968 genes were then selected for further study as those that showed a 2-fold or larger expression change in at least one condition. The expression ratio data for the selected 2968 genes was transformed into 4-dimensional angular data by making the pairwise comparisons shown in table 5. A Variational Bayes model, initialised with 30 clusters, revealed a 9-component model to describe this data set. The community of scientists studying plant-microbe interactions is par- Cluster A shows large variation in the angular data for the second pairwise comparison, suggesting that no pattern of regulatory change in either NI 12h or NI 7h for the genes in this cluster. Cluster B shows the least variation in angles 1 and 4 which corresponds to a pattern of up-regulation in 12h I, with no change in 7h I and relatively small down-regulation in NI 12h. Cluster C shows data centred around 0.71-0.92 for the pairwise comparisons, corresponding to similar up-regulation against spore for all four conditions (see tables 1 and 6). Cluster D shows very small variation in the data, grouped close to 3.9 radians for all four pairwise comparisons which corresponds to similar down-regulation in all conditions against the spore sample.
ticularly interested in genes whose expression is highest during infection structure/appressorium formation and co-incident with plant penetration, which occurs at 12 hours after inoculation on an inductive surface. Amongst this cohort will be genes pivotal to the disease process, termed pathogenicity factors. Two of the clusters, cluster A, containing 129 genes and cluster B, containing 98 genes, are of special interest to the study of plant diseases.
Cluster A contains the genes up-regulated against spore for both time points on the inductive surface, with greater up-regulation at 12 hours than 7 hours but relatively little change in regulation for the non-inductive surface time points (table 6, figure 6). Found close to the centre of this cluster are two putative cutinases MG09100 and MG02393.
Cluster B shows the least variation in angles 1 and 4 (figure 6), showing that the genes were tightly clustered in the comparisons against 12h I. The interpretation of the cluster corresponds to large up-regulation in 12h I, the condition associated with rice plant infection, with no regulatory change in 7h I and relatively small down-regulation in 12h NI (table 6). Within cluster B lies MG10072, a putative polyketide synthase, cutinase MG11108 and a CFEM-like gene MG09863.
The genes named in clusters A and B are highlighted because they have already drawn attention as prime candidates for gene-knockout studies in the quest to understand the infection process of this most important pathogen of rice (Dean et al., 2005) . As well as these prime candidates with high prosterior probability (> 0.9) of association with the clusters many other genes are also contained that have not been previously investigated as putative pathogenicity determinants. In fact, it is notable that the 68% of cluster A and 71% of cluster B have unknown Pfam annotations.
Cluster C, interpreted as similar up-regulation in each condition against the spore sample (table 6), is the largest cluster, containing 1150 genes. Found within this cluster are two polyketide synthases, MG07775 and MG07219, two CFEM-like genes MG05871 and MG09022 and the cutinase MG02301, which were also highlighted in Dean et al. (2005) . Although the results suggest that these genes do not show a significantly different expression at 12 hours on the inductive surface, they are all notably induced during germling development and may therefore still be necessary for virulence attributes. By contrast, Cluster D, containing 1027 genes, is interpreted as showing similar down-regulation in all four conditions from the spore sample (6). The large number of genes in clusters C and D highlight the major changes in gene expression required during germling morphogenesis.
Computational time
All results were obtained using an Intel Pentium 4 CPU 2.40GHz and 1GB RAM and the algorithm was coded in Matlab. The algorithm took 17 minutes to cluster the yeast data set (29 secs for initialisation and 16.5 minutes for the circular VB to converge). The smaller data set of Magnaporthe grisea was clustered in 53 secs (8 secs for initialisation, 45 secs for circular VB).
Discussion
Using an example of yeast heat shock treatments we have shown that the intensity changes of gene expression profiles are not necessarily the metric of interest when trying to locate groups of co-regulated genes. Instead, we have suggested that the interesting 'features' of expression patterns shared by co-regulated genes are their relative changes in expression between differing conditions. Notably, we have shown that pairwise comparisons of expression in different conditions can be transformed into an angular representation, which can then be used to cluster genes using mixtures of circular distributions. The circular variational Bayes mixture modelling approach provides a fully probabilistic model and a computationally efficient model order selection to automatically distinguish the clusters.
Cluster analysis of gene expression data allows underlying patterns of regulatory change to be seen or genes showing a particular pattern of interest to be found. The purpose of the analysis is to advance the understanding of gene regulation involved with a particular biological process or to direct future research by suggesting genes that merit further investigation. Deciding which of the clusters found by a model are of interest to a particular investigation and which are not relevant is therefore of great importance. The angular transform not only allows control over the definition of similarity between genes but goes someway to providing an automatic interpretation of each cluster, allowing a much more informed choice of which clusters may be of interest for further study. In summary the angular transformation of microarray data is superior to other transformations, such as standardisation because: (1) the clustering is done on specific 'features' of the expression rather than the overall shape (2) the choice of 'features' can be selected in an intelligent manner to reflect the questions that the analysis is attempting to address, allowing control over the definition of similarity between genes (3) the angular transformation provides a metric from which useful information about relative regulation changes, can be automatically mined and used to understand the 'features' important to different clusters. This can lead to a much better understanding of the clusters in the data and make it easier to locate interesting genes and groups of genes.
The environmental stress response in yeast has been well studied (Gasch et al., 2000; Causton et al., 2001; Gasch and Werner-Washburne, 2002) and we have used this data as an example to compare our method with other clustering techniques. Our method identified the important groupings that have been discussed in previous work and also distinguished a group showing only a response to heat shock from the group involved in a wider stress response. Analysis of the radial distance and probability plots for the clusters confirmed that the ESR genes share similar relative changes in expression but are quite varied in the intensity of their regulatory change. It is this sort of data for which the method is particularly useful. Although data sets in which it known that the gene groups of interest share both similar pattern of relative changes and similar intensity changes can be modelled without the angular transformation, using the angular transformation will still be able to group the genes as they share similar patterns. Therefore, the method is informative for both sorts of data and in the absence of prior knowledge about the groups, observing the distribution of pattern and intensity separately can be highly informative.
Little is currently known about the interaction of the rice blast fungus with its host during pathogenic development. We applied this technique to a data set of Magnaporthe grisea in order to identify potential pathogenicity factors. Indeed, two of the clusters found could be of particular importance in the study of rice plant infection. Some of the small number of genes already associated with pathogenic behaviour of this fungus Dean et al. (2005) were located in the clusters corresponding to up-regulation on an inductive surface, confirming the usefulness of the results obtained. These clusters can therefore be used to direct the biologist towards specific target genes, which may play pivotal roles in pathogenicity and, as such, may be potential target sites for the rational design of fungicides (Talbot, 2003) .
