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Résumé
Les travaux de cette thèse ont été effectués dans le cadre de l’analyse et du traitement
d’images de documents imprimés afin d’automatiser la création de revues de presse.
Les images en sortie du scanner sont traitées sans aucune information a priori ou in-
tervention humaine. Ainsi, pour les caractériser, nous présentons un système d’analyse
de documents composites couleur qui réalise une segmentation en zones colorimétrique-
ment homogènes et qui adapte les algorithmes d’extraction de textes aux caractéristiques
locales de chaque zone.
Les informations colorimétriques et textuelles fournies par ce système alimentent une
méthode de segmentation physique des pages de presse numérisée. Les blocs issus de cette
décomposition font l’objet d’une classification permettant, entre autres, de détecter les
zones publicitaires.
Dans la continuité et l’expansion des travaux de classification effectués dans la première
partie, nous présentons un nouveau moteur de classification et de classement générique,
rapide et facile à utiliser. Cette approche se distingue de la grande majorité des méthodes
existantes qui reposent sur des connaissances a priori sur les données et dépendent de
paramètres abstraits et difficiles à déterminer par l’utilisateur.
De la caractérisation colorimétrique au suivi des articles en passant par la détection
des publicités, l’ensemble des approches présentées ont été combinées afin de mettre au
point une application permettant la classification des documents de presse numérisée par
le contenu.
Mots clés : images scannées bruitées, analyse colorimétrique, segmentation physique,
classification, classement.
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Abstract
In this thesis, we deal with printed document images processing and analysis to auto-
mate the press reviews.
The scanner output images are processed without any prior knowledge nor human
intervention. Thus, to characterize them, we present a scalable analysis system for complex
documents. This characterization is based on a hybrid color segmentation suited to noisy
document images. The color analysis customizes text extraction algorithms to fit the local
image properties.
The provided color and text information is used to perform layout segmentation in
press images and to compute features on the resulting blocks. These elements are classified
to detect advertisements.
In the second part of this thesis, we deal with a more general purpose : clusternig and
classification. We present a new clustering approach, named ACPP, which is completely
automated, fast and easy to use. This approach’s main features are its independence of
prior knowledge about the data and theoretical parameters that should be determined by
the user.
Color analysis, layout segmentation and the ACPP classification method are combined
to create a complete processing chain for press images.
Key words : noisy digitized document images, color analysis, layout segmentation,
classification, clustering.
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1 Contexte de nos travaux
1.1 Convention CIFRE
Le présent mémoire rend compte des travaux de recherche effectués de concert ausein de la société Spigraph et du LIRIS autour de la thématique d’analyse et traite-
ment des images de document numérisé.
Cette thèse présente un aspect applicatif aussi bien que théorique dans la mesure où
nous nous plaçons dans un contexte industriel, vis-à-vis de l’entreprise, d’une part et un
cadre de recherches scientifiques d’autre part.
Nous veillons donc à étudier et expliquer le fondement théorique de chaque fonction-
nalité présentée ainsi qu’à obtenir des résultats exploitables dans un contexte industriel
(des performances élevées et un temps d’exécution acceptable).
1
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1.2 Projet MediaBox
Certaines entreprises ou particuliers ont besoin d’un accès facile et rapide aux articles
de presse les intéressant. Or, devant le volume des publications partout dans le monde,
il est impossible de recueillir manuellement, chaque jour, tous les articles qui concernent
une société donnée pour constituer une revue de presse. L’automatisation de cette tâche
s’avère donc particulièrement rentable.
C’est dans cette optique qu’est né MediaBox : un projet OSEO réunissant plusieurs
acteurs industriels spécialisés en numérisation, traitement d’images (dont Spigraph) ou
en Web.
Ce projet vise à automatiser la création des revues de presse, de la numérisation
(capture) des journaux et magazines jusqu’à la mise en ligne des articles. Il comporte des
volets en traitement de document numérique (Web, Pdf, Xml, etc.), comme par exemple la
captation du Web, et des volets en traitement d’images de documents numérisés (scannés).
Le cadre du sous-projet assigné à Spigraph comporte les fonctionnalités mentionnées
ci-dessous.
1.2.1 Détection de défauts de numérisation
La prise de vue d’importants volumes de documents est une tâche fastidieuse et répé-
titive. Les opérateurs sont nécessairement amenés à commettre des erreurs et les machines
peuvent se dérégler en cours de l’utilisation.
La vérification manuelle n’étant pas suffisante, la détection automatique, par traite-
ment d’images, des défauts de numérisation, avant OCR, est le seul moyen de réagir au
plus vite lorsque la numérisation est défaillante.
1.2.2 Automatisation de la chaîne de traitement en lots
Les logiciels de reconnaissance optique de caractères (OCR) donnent des résultats très
variables en fonction du type de document (roman, prospectus, etc.), d’une part, et de la
qualité de la prise de vue d’autre part. Selon son type, un document peut être de fond
texturé ou uniforme, contenir des zones graphiques riches en couleurs ou ne contenir que
de texte, etc. Par ailleurs, la qualité de l’image varie selon les paramètres de réglage du
scanner qui peuvent respecter les couleurs d’origine (présentes dans le support papier) et
introduire du bruit à des degrés variables.
Une caractérisation colorimétrique automatique de chaque image permettrait de guider
le choix des traitement optimaux qui sont adaptés à son type et ses propriétés locales. La
caractérisation permettrait également de filtrer le bruit de numérisation dès sa détection.
Ces traitements préalables, comme par exemple une binarisation locale et adaptative,
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permettraient donc à l’OCR d’atteindre de hautes performances.
1.2.3 Détection automatique des publicités
La mise en ligne des articles de presse ne peut prendre forme sans une phase de filtrage
éliminant les éléments indésirables au préalable. Ces éléments peuvent être sous forme de
zones publicitaires infiltrés à l’intérieur d’articles réguliers. Dans d’autres cas de figure, il
est nécessaire de vérifier la présence de ces éléments pour des objectifs de marketing.
À l’heure actuelle, ces filtrages / vérifications se font manuellement, ce qui peut s’avérer
parfois coûteux. Nous tâcherons donc, dans le cadre de ce projet, d’automatiser l’ensemble
de ces tâches.
1.2.4 Suivi des articles
Le suivi des articles consiste en la recomposition automatique des blocs de texte dans
l’ordre naturel de lecture. Il est, bien entendu, nécessaire d’effectuer ce formatage avant
la mise en ligne des articles ; autrement, le contenu sémantique manquerait de cohérence.
Cette phase devrait intervenir suite à une étape de segmentation physique décompo-
sant chaque page en un ensemble de blocs homogènes ainsi que la phase d’OCR procurant
l’information sémantique.
2 Caractérisation des images en sortie du scanner
Une multitude de traitements peut être appliquée à une image en sortie d’un scanner.
La nature de ces traitements devrait s’adapter au le contenu de l’image (texte, figures,
photos, etc.), le fait qu’elle soit en couleur, en niveaux de gris ou en noir et blanc, etc.. En
effet, certains traitements ne sont applicables que sous certaines conditions ; par exemple,
nous ne pouvons pas analyser les valeurs de teinte dans une image en noir et blanc puisque
cette mesure n’est pas définie pour ces pixels.
Réaliser la typologie ou la caractérisation des images permettrait donc de réserver
le traitement idoine à chaque image (ou partie d’image). Ces outils de caractérisation
devraient, par exemple, décider si une image est une page de document contenant du texte
ou une photo, si une image est en couleur ou en niveaux de gris, etc. Pour récapituler, ces
outils visent à déterminer, automatiser et améliorer la suite de traitements susceptibles
d’être lancés sur une image de document numérisé.
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3 Mise en adéquation de la chaîne de traitement vis
à vis des images
Les chaînes de traitement classiques se séparent en deux catégories :
• les traitements de masse opérant la même suite d’opérations quel que soit la nature
de l’image en entrée, comme par exemple les logiciels d’OCR qui opèrent systémati-
quement une binarisation avant de segmenter en blocs même si le texte est immergé
dans une photo,
• et les chaînes où l’utilisateur intervient pour caractériser l’image manuellement et
diriger ainsi la suite de traitements subséquents.
Dans le premier cas, une perte d’information, et donc de performances est inéluctable.
En effet, comme nous l’avons mentionné dans la section précédente, il est important de
réserver à chaque image le traitement approprié. La transgression de cette règle, comme
par exemple la binarisation d’une photo qui contient du texte, implique certainement des
conséquences indésirables.
L’intervention de l’utilisateur est certes efficace en termes de performances mais cela
implique un temps de réponse inacceptable dans le cadre des lots de traitements massifs
sur des données conséquentes.
Ainsi, la caractérisation d’images peut différencier les documents qui peuvent être
traités automatiquement de ceux qui nécessitent une supervision par un opérateur. La
juste répartition des documents entre la chaîne automatique et la chaîne de traitement
supervisée, garantit une performance maximale du système pour un temps d’exécution
minimal.
4 Traitement des images en couleurs
Les travaux sur les images de documents en couleurs sont extrêmement rares. En
effet, la communauté de chercheurs en images de document a depuis toujours traité des
images binaires ou, plus rarement, en niveaux de gris. Ainsi, la plupart des applications
existantes (segmentation physique, redressement, OCR, etc.) ne s’appliquent généralement
qu’à des images bitonales. Quelques travaux récents ont permis d’adapter certains de ces
traitements aux images couleurs ou en niveaux de gris. Ces derniers ne couvrent cependant
pas l’ensemble des besoins en traitement d’images de documents.
Comme nous l’avons mentionné précédemment, la binarisation (ainsi que le passage
en niveaux de gris) implique une perte d’information pénalisante sur certains documents.
La caractérisation colorimétrique, quant à elle, permet une binarisation locale et condi-
tionnelle sans perte qui stimule ainsi les performances des traitements ultérieurs.
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Il existe, dans la littérature très peu de travaux traitant de l’analyse colorimétrique
dans les images de document. Il serait donc intéressant de mettre au point une méthode
de classification adaptée à ce type d’images. Par ailleurs, cela enrichira le volet ‘traitement
d’images’ du projet Mediabox de façon considérable.
5 Classification d’images et dans les images de docu-
ment
La classification est un domaine de recherche très vaste qui englobe différents cas
d’utilisation et qui répond à des besoins divers. Dans le cadre du projet Mediabox, par
exemple, nous avons besoin de classifier le contenu colorimétrique, structurel et sémantique
des pages ou articles de presse.
La caractérisation colorimétrique dont nous venons de discuter constitue une forme de
classification concernant les images de documents, puisqu’il s’agit d’étiqueter les images
ou zones d’images selon leur contenu colorimétrique. À travers cette caractérisation, nous
faisons donc un pas dans le domaine de classification d’images et dans les images de
documents.
De nombreuses méthodes de classification sont conçues pour traiter plusieurs types
d’objets et peuvent être appliquées dans différents contextes (classification de visages, de
mouvements, d’images naturelles, etc.). Cependant, ces approches requièrent souvent des
connaissances a priori sur les données comme par exemple le nombre ou la forme des
classes. Par ailleurs, elles ne sont pas toujours efficaces sur les données issues d’images de
document. Nous avons donc besoin d’une nouvelle approche à la fois générique, efficace sur
notre corpus et adaptée au contexte industriel avec lequel nous interagissons, autrement
dit, rapide et facilement utilisable par un utilisateur non-spécialiste. Cela nous permettra
d’intervenir dans le projet Mediabox à différents niveaux : classification de bloc de presse,
détection de publicités, classification de polices, etc.
6 Organisation du mémoire
Dans la première partie du présent mémoire, nous nous intéresserons à l’aspect colo-
rimétrique des pages de documents numérisés.
Dans le cadre de la caractérisation des images, nous proposerons un système d’analyse
colorimétrique permettant de détecter les régions chromatiques dans une page donnée, de
déterminer les zones quantifiables sans perte et les régions que l’on peut binariser sans
réduire la qualité de l’image.
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Cette analyse assurera une quantification et une binarisation adaptatives et condition-
nelles qui permettent de surmonter les difficultés intrinsèques à la variabilité des images
de documents.
Par ailleurs, au cours de chaque phase de la décomposition colorimétrique, le bruit
sera détecté et filtré et certains défauts dus à la numérisation seront corrigés.
Cette caractérisation ouvre l’accès à différentes applications. La fonctionnalité la plus
immédiate et la plus facilitée est la détection de texte. En effet, le nombre de couleurs
utilisées pour imprimer une région donnée nous donne une idée a priori sur son contenu
(texte, image, etc.).
Nous utiliserons l’information colorimétrique et textuelle acquises pour mettre au point
un algorithme de segmentation en blocs que nous opérerons sur des images de presse.
Ces entités seront ensuite classées selon leurs contenus respectifs (texte, graphique, etc.)
en employant des descripteurs basés sur le même type d’information (colorimétrique et
textuelle). Ce classement permettra, entre autres, de détecter les blocs publicitaires qui
peuvent s’infiltrer à l’intérieur des articles de journaux et magazines.
En résumé, ces applications et d’autres encore sont envisageables grâce à la caracté-
risation par le système de décomposition colorimétrique. Elles seront présentées dans le
chapitre II.
Dans la continuité et l’expansion des travaux de classification effectués dans la pre-
mière partie et afin de combler les lacunes inhérentes à ces derniers, nous proposerons un
nouveau moteur de classification et de classement générique, rapide et facile à utiliser.
Cette approche se distingue ainsi de la grande majorité des méthodes de classification
qui reposent sur des connaissances a priori sur les données et dépendent de paramètres
abstraits difficiles à déterminer par l’utilisateur. Or, notre moteur de classification (cha-
pitre III) est indépendant de tout paramètre nécessitant une connaissance profonde des
données.
Nous évaluerons les performances de cette approche dans différents cadres d’utilisation
et ce en mode non-supervisé puis supervisé (chapitre IV).
À partir de l’ensemble des travaux réalisés durant cette thèse, nous présenterons une
application de synthèse qui consiste en une chaîne de traitements complète des images
de presse numérisée (caractérisation, reconnaissance de polices, classement d’articles de
journaux, etc.).
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1 Introduction et motivations
1.1 Quel traitement pour quelle image ?
Les outils de caractérisation visent à déterminer, automatiser et améliorer lasuite de traitements susceptibles d’être lancés sur l’image en sortie du scanner.
Focalisons-nous tout d’abord sur l’aspect colorimétrie. Nous avons à faire à de plus en
plus d’images à couches colorimétriques superposées grâce à la PAO (Publication Assis-
tée par Ordinateur). Néanmoins, les rares travaux de recherches traitant de telles images
ciblent des applications bien spécifiques telles que la compression MRC (Mixed Raster
Content). Or, nombre d’applications, comme l’OCR (Optical Character Recognition) et
la segmentation structurelle, sont beaucoup moins efficaces sans analyse colorimétrique
préalable sur certaines images. Une telle étude s’avère même indispensable pour certaines
applications comme la catégorisation d’images de documents récents, et plus particuliè-
rement la détection de publicités.
1.2 Dégradations dans les images de documents
Impression, numérisation, compression, les images scannées sont souvent issues d’une
série de traitements plus ou moins standards qui altèrent les couleurs originelles du docu-
ment et y introduisent du bruit indésirable. Nous proposons de remonter le temps afin de
restituer au document ses couleurs d’origine : celles qui ont été voulues par son auteur.
Ce type de restauration permet d’améliorer la netteté de l’image, d’éliminer le bruit et
rendre plus efficaces des applications comme la détection de texte, la classification, etc.
L’impression est la première source de distorsion qui affecte les documents modernes.
En effet, les imprimantes simulent souvent les couleurs d’origine en utilisant un tramage
de 4 couleurs (cyan, magenta, jaune et noir). L’œil humain ne perçoit pas très bien cette
altération ; pourtant le scanner y est sensible et la détecte souvent. En effet, selon la
largeur du tramage et la résolution de numérisation, des artefacts très gênants peuvent
apparaître.
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Les documents numérisés sont davantage altérés par des distorsions introduites par
les scanners qui ne perçoivent pas forcément les couleurs exactement telles qu’elles sont
(cela peut être partiellement corrigé grâce à un calibrage rigoureux). Des dégradations
supplémentaires apparaissent lorsque les numériseurs sont mal-paramétrés. On distingue
trois types de bruits potentiellement présents dans les images scannées :
• Le bruit de saturation : il s’agit de pixels chromatiques (colorés) introduits au voi-
sinage de traits noirs ou dans des zones originellement achromatique (en niveaux de
gris). Ce type de bruit est plus particulièrement engendré par les caméras linéaires
(voir Figure I.1).
Figure I.1 – bruit de saturation
• Le bruit de teinte : il s’agit de pixels chromatiques dont la couleur a été altérée (voir
Figure I.2). Ce genre de distorsion est généralement dû à une inadéquation entre la
résolution de numérisation et le tramage.
Figure I.2 – bruit de teinte
• Le bruit de luminance généralement causé par les basses résolutions. Ce bruit
consiste en des traits originellement noirs qui paraissent gris dans l’image scan-
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née. La binarisation de formes affectée par ce type de bruit risque de causer leur
disparition.
Toutes les distorsions causées par les bruits décrits précédemment sont intensifiées par
les différents formats de compression avec perte (JPEG, JPEG 2000, etc.)
Il s’avère parfois difficile de distinguer visuellement les couleurs originales du document
des bruits introduits par la chaine de numérisation. La figure I.3 montre un exemple de
ces distorsions. Dans cette dernière illustration, le théorème d’échantillonnage de Nyquist-
Shannon n’est pas respecté vis à vis du tramage ; il est difficile de savoir si le ’L’ est
chromatique ou pas.
Figure I.3 – tramage multicolore
1.3 Solution proposée
Nous présenterons, dans ce chapitre, des outils performants permettant d’identifier
la présence de régions colorées dans une image donnée et de localiser précisément ces
zones. Cette étape permet, en l’occurrence, de distinguer les vraies couleurs des bruits et
artéfacts présents dans l’image. Une segmentation colorimétrique sera ensuite appliquée
aux zones où la quantification n’engendre aucune perte d’information (comme les zones
de texte). Les zones multi-chromatiques (photos) sont identifiées et restent inchangées.
De même, les zones achromatiques sont séparées en régions niveaux de gris et en zones
en noir et blanc ; ces dernières peuvent être binarisées sans risque de perte d’information.
Le système de segmentation que nous proposons est complètement automatisé et ne
nécessite aucune intervention humaine. Pour ce faire, nous introduisons une mesure pré-
liminaire permettant d’estimer l’épaisseur moyenne des traits d’une image et, ainsi, d’au-
tomatiser l’ensemble du processus.
2 Vue d’ensemble
Dans cette section, nous donnerons une vue d’ensemble sur notre système de segmenta-
tion. Ce dernier est principalement composé de trois phases indépendantes et complémen-
taires, à savoir : la séparation chromatique / achromatique, la segmentation chromatique
et la segmentation achromatique.
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2.1 Séparation chromatique-achromatique
Ce procédé consiste à délimiter les zones de couleur dans une image quelconque. Un
pixel est dit chromatique s’il a une teinte définie (rouge, vert, bleu, jaune, etc.) ; autrement,
il est dit achromatique (niveaux de gris, y compris noir et blanc).
Les pixels chromatiques requièrent un traitement différent des pixels achromatiques.
En effet, il serait insensé d’appliquer des procédés analysant la teinte à des pixels achro-
matiques puisque leur teinte est indéfinie ou imprévisible [60]. De ce fait, la séparation
chromatique / achromatique est une phase indispensable à notre système.
À ce stade, le bruit de saturation est filtré.
2.2 Segmentation chromatique
Il s’agit de segmenter les zones monochromatiques tout en gardant les régions multi-
chromatiques intactes :
• une zone monochromatique est composée d’un ensemble d’éléments de teintes dis-
crètes (comme par exemple le texte en couleurs). La quantification d’une telle zone
n’implique aucune perte significative d’informations.
• une zone multi-chromatique est généralement composée d’un large spectre de cou-
leurs. L’exemple le plus représentatif de ces zones serait les photos naturelles. Leur
quantification engendrerait une perte significative d’informations.
Le bruit de teinte est filtré au cours de la séparation chromatique.
2.3 Segmentation achromatique
La segmentation achromatique vise à distinguer les zones en noir et blanc des zones
grises.
• Une zone en noir et blanc est binarisable sans perte d’information. Loin de l’altérer,
la binarisation d’une zone bitonale permet d’améliorer son contraste.
• Une zone en gris correspond souvent à un graphique qui ne doit jamais être binarisé
pour ne pas perdre de façon inéluctable les informations importantes..
Le bruit de luminance est éliminé à cette étape.
2.4 Bilan
Le schéma de la figure I.4 illustre les différentes classes colorimétriques issus de ce
système de segmentation.
Le système de segmentation proposé ne requiert aucune information a priori ni de
modèle. Par ailleurs, chacune des phases du système est réutilisable indépendamment des
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Figure I.4 – couches issues de la segmentation colorimétrique
autres. Si, par exemple, on sait d’avance qu’une image ne contient pas de couleur, la phase
segmentation achromatique suffit.
Les différentes composantes de notre système de segmentation colorimétrique seront
développées au cours des prochaines sections.
3 État de l’art
Cette section s’attache à donner un aperçu des principales méthodes de segmentation
couleur dont le but se rapproche le plus possible du nôtre. Un grand nombre ces méthodes
ont été développées dans le cadre de l’analyse d’images naturelles. Les objectifs et spé-
cificités étant très différents, ces méthodes ne sont pas directement applicables à notre
problématique et ne seront donc pas exhaustivement décrites. Qui plus est, les images
naturelles comptent un nombre réduit de pixels par rapport aux images de documents qui
en contiennent plusieurs millions pour une résolution moyenne de 300 ou 400dpi. Donc
beaucoup de méthodes de l’état de l’art seront trop lentes pour que l’on puisse les adopter.
3.1 Séparation chromatique / achromatique
La séparation chromatique / achromatique est une phase cruciale dans le traitement
des images de document couleur. Néanmoins, la littérature contient très peu d’articles
traitant de ce problème.
Une façon intuitive pour séparer les zones en couleur des régions en niveaux de gris
a été proposée et appliquée aux images naturelles [62]. Elle consiste à seuiller le canal
Saturation, dans le système de représentation TSV (Teinte Saturation Valeur), avec un
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seuil fixe. De même, Yang et al. [122] procèdent par simple seuillage de la saturation
dans des images de couverts de magazines de presse. Loin de le filtrer, de telles méthodes
attribuent le bruit de saturation à la catégorie des zones chromatiques. Or, nous avons
besoin d’une méthode plus robuste au bruit pour traiter notre corpus.
Le système de représentation TSV a également été seuillé en s’appuyant sur un modèle
de perception humaine [60], et ce sur des images issues du Web. Nous tâchons de resti-
tuer au document ses couleurs d’origine (avant impression et numérisation) ; or comme le
montrent les figures I.1 et I.2, l’œil humain ne perçoit pas les couleurs de la même façon
selon la distance à laquelle l’observateur se place par rapport à l’image. Le recours au
modèle de perception humaine ne peut donc pas nous être utile. Par ailleurs, les images
du Web ne présentent pas les mêmes distorsions que les images de documents. En ef-
fet, elles sont généralement exemptes des bruits introduits par la chaine d’impression et
numérisation. Ainsi, la détection des zones couleur est plus simple sur de telles images.
3.2 Segmentation chromatique
Une fois les couches chromatique et achromatique séparées, chacune sera segmentée
à son tour. La segmentation de la couche chromatique est similaire à une quantification
sans pour autant en être une, puisque seules les zones monochromatiques sont concernées.
C’est pour cette raison que nous passerons en revues certaines méthodes de quantification
dans cette section.
La littérature comprend une gamme large et variée de méthodes de quantification [11,
103] conçues pour les images naturelles mais inadaptées aux images de document. Les mé-
thodes de segmentation d’images de documents se répartissent en deux grandes familles :
les méthodes globales qui appliquent un traitement identique à tous les pixels de la page
et les méthodes hybrides qui prennent en considération le contexte local.
3.2.1 Méthodes globales
Classification des couleurs Il est possible d’appliquer un algorithme de classification
non supervisé tel que k-means 1 [24] sur une image complète mais le résultat dépendra
fortement des germes choisis et du nombre de classes (choisi a priori). Par ailleurs, l’appli-
cation de cet algorithme sur plusieurs millions de pixels nécessite un temps de traitement
considérable.
Une version élaborée et appropriée aux images de documents a été proposée [68, 67]
mais nécessite toujours des informations a priori sur le document dont nous ne disposons
1. L’algorithme fut nommé nuées dynamiques par son auteur mais il est connu de la plupart sous son
appellation anglophone.
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pas.
Une autre version de k-means dans l’algorithme [114] propose de créer des classes
dynamiquement. À chaque fois qu’une classe se voit affecter trop de points, une nouvelle
est créée. L’algorithme commence avec une classe unique (qui a pour centre la moyenne
des pixels de l’image). Afin de bien répartir les pixels dans les classes, ces derniers ne
sont pas injectés séquentiellement mais dans un ordre aléatoire. Cette méthode nécessite
tout de même de fixer un certain nombre de paramètres (nombre maximal de classes,
nombre maximal d’itérations, nombre maximal de pixels affectés à une classe, etc.). Cet
algorithme part de plus de l’hypothèse que la répartition des pixels dans les classes est
équiprobable, ce qui n’est pas le cas dans les images de documents.
D’autres méthodes de quantification déterminent automatiquement le nombre de classes
dans des images naturelles [45, 120, 91, 5] : les couleurs visuellement similaires sont re-
groupées ensemble. Les couleurs peu présentes dans l’image sont, toutefois, mal gérées
par ces méthodes. Ces faux classements engendrent une sur-segmentation.
Pujol et al. [94, 95] présentent une méthode de quantification qui optimise le nombre
de classes. Cette approche permet de fusionner les classes de couleurs similaires tout en
conservant les couleurs faiblement représentées et susceptibles d’apporter de l’information
(e.g. : un petit oiseau dans le ciel, un bouton d’arrêt d’urgence sur un panneau métal-
lique. . .). Les algorithmes de réduction de couleurs conviennent aux images naturelles.
En revanche, leur application aux images de documents bruitées engendre des classes
superflues qui risquent de correspondre aux bruits de numérisation.
D’autres méthodes de réduction de couleurs ont été proposées dans le but de faciliter
l’extraction de texte. Ces approches sont parfois basées sur un réseau de neurones avec
rétroaction en mode non-supervisé [108] ou sur les graphes théoriques [96].
Smigiel et al. [106] proposent une méthode de segmentation en quatre classes (fond,
texte, texte coloré et texte du verso) par classement via des cartes de Kohonen. Le réseau
neuronal est entraîné sur une portion représentative d’une page et est ensuite utilisé pour
classifier les pixels de chaque page du livre. La méthode est adaptée aux documents anciens
et permet de traiter le cas de la visibilité du verso en transparence. En revanche, une telle
approche n’est pas adaptée aux images de documents récents de notre corpus (comme par
exemple les magazines de mode). Par ailleurs, la classification supervisée n’est pas robuste
aux variations de luminosité et de teinte sur une même page, et encore moins d’une page
à une autre.
Sur les images de documents anciens et dégradés, on recourt souvent à une restauration
qui s’apparente à une quantification [25]. Il va de soi que notre corpus ne présente pas les
mêmes dégradations que les manuscrits anciens et qu’une telle restauration engendrerait
des pertes significatives.
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Analyse d’histogrammes Une analyse d’histogrammes appliquée à des couleurs (après
quantification) permet de segmenter automatiquement une image sans connaissance a
priori sur le document [93]. Cette technique est particulièrement adaptée aux documents
contemporains très colorés mais l’analyse étant globale, elle n’a ni la finesse nécessaire
au traitement de nos documents à structure complexe, ni la possibilité de réserver un
traitement particulier à chaque type de zones (monochromatique et multi-chromatique).
[122, 84] décrivent une réduction colorimétrique adaptée aux images de document et
basée sur Mean-shift [34] et un filtre de lissage préservant les contours. Cette dernière
approche est efficace sur des images de texte mais engendre une certaine perte sur les
images contenant des éléments graphiques colorés.
De nombreuses autres méthodes de segmentation se basent sur les histogrammes [112,
126, 43]. Partant du principe qu’une classe est associée à un mode dans l’histogramme des
couleurs, il est possible d’extraire les modes des trois histogrammes rouge, vert et bleu.
La composition des résultats permet de déterminer les prototypes des éventuelles classes.
La recherche de modes peut aussi être menée directement sur l’histogramme des couleurs
en trois dimensions.
3.2.2 Méthodes hybrides
Les méthodes d’agrégation de régions permettent de se passer d’une phase d’appren-
tissage. Ces dernières sont basées sur des calculs locaux (notamment lors du calcul des
germes) mais l’agrégation des régions ne peut pas être considérée comme locale. Nous
considérons donc ces méthodes comme hybrides.
En utilisant une vision pyramidale (approche perceptive) d’une image, il est pos-
sible d’agglomérer les pixels semblables, puis les régions semblables. Le choix judicieux
des paramètres d’agrégation permet de séparer le texte de fonds colorés complexes [74].
Néanmoins, ceci ne permet pas de filtrer les bruits d’impression et numérisation.
Afin de mieux contrôler l’agglomération, il est possible de sélectionner les germes des
régions de façon biaisée. Une méthode s’appuyant sur des composantes connexes extraites
directement de l’image en couleur a été proposée [35]. Les composantes sont ensuite triées
dans un ou plusieurs arbres qui sont classifiés par un algorithme de type k-means.
Cette méthode dépend d’un paramètre décrivant la distance maximale entre deux
couleurs d’une même composante. Ce dernier paramètre est calculé globalement pour
chaque image en analysant la distance entre chaque couple de pixels. Ainsi, sur une même
image de nombreuses zones sont sur-segmentées alors que d’autres sont sous-segmentées.
Une analyse récursive des modes de l’histogramme utilisant un nouvel espace de re-
présentation perceptuel a été proposée [105]. Rappelons que les modèles perceptuels sont
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mieux adaptés aux images naturelles.
DjVu [10] est un logiciel de compression des images de documents. Cette méthode
est basée sur une segmentation de l’image en deux couches : texte et fond. Les éléments
chromatiques du fond sont quantifiés via une décomposition multi-résolutions basée sur
une cascade de classificateurs. Ce logiciel est assez performant sur les images propres et
de résolution suffisante. Il s’avère cependant inefficace dès que te texte est affecté par des
distorsions chromatiques ou achromatiques ou que ce dernier ne présente pas un contraste
suffisant par rapport au fond. Dans tels cas, les éléments textuels sont quantifiés de la
même façon que le fond ce qui paralyse sa lisibilité.
3.3 Segmentation achromatique
Notre système sépare les zones Noir & Blanc (qui seront exclusivement binarisées
sans risque de perte d’information) des régions en Gris qui resteront inaltérées. Notre
problématique consiste à savoir s’il faut binariser, non pas "comment binariser". Or la
plupart des travaux liés à notre champ d’intérêt recherchent la façon optimale de binariser
une image en entier en gardant le maximum d’information. C’est pour cette raison que
notre étude de l’existant sera sommaire dans cette section.
En effet, un grand nombre de méthodes de binarisation qui s’adaptent au contexte
local de chaque pixel [111, 72, 56, 87, 36, 17] existe dans la littérature. Ces algorithmes
sont également adaptés aux images de documents dégradées. Or, étant donné que nous
optons pour une binarisation sélective, un algorithme de binarisation basique pourrait
suffire.
Il est possible de prétraiter [78] l’image ou de la restaurer [26] avant de la binariser
afin d’assurer de meilleurs résultats. Néanmoins la binarisation des zones graphiques reste
toujours pénalisante.
Une alternative serait d’appliquer une décomposition structurelle en amont du pro-
cessus. Une segmentation logique [55, 13, 20] permettrait d’identifier les zones texte, les
graphiques, les tableaux, etc. Seules les plages de texte seraient binarisées. Une telle ap-
proche donnerait des résultats intéressants localement sur le texte. Cependant, obtenir la
structure logique nécessite une segmentation préalable . . .
L’application d’approches structurelles serait toutefois coûteuse en termes de temps
d’exécution d’une part, et largement dépendante du type de document d’autre part. Par
ailleurs, il existe potentiellement des zones graphiques bitonales et des titres noirs écrits
en gros qui seraient privés de la binarisation puisqu’ils n’appartiennent pas à la bonne
classe.
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3.4 Conclusion
Le seuillage de la saturation semble être la façon la plus appropriée pour localiser
les zones chromatiques. Notre approche sera donc basée sur une mesure inspirée de la
saturation et enrichie d’un ensemble de filtres qui éliminent le bruit.
Les traitements globaux n’étant pas suffisamment précis, nous avons opté pour une
approche hybride basée sur les histogrammes de teinte pour assurer la séparation chro-
matique. Cette méthode permettra également de balayer une partie considérable du bruit
de teinte.
La séparation achromatique sera également assurée par le biais d’histogrammes de
luminosité à une échelle à la fois locale et globale.
4 Préambule : estimation de l’échelle
Nous allons présenter dans cette section une mesure de l’épaisseur moyenne des traits
dans une image ou un corpus donnés et d’automatiser ainsi l’ensemble des traitements
suivants.
Étant un prétraitement en soi, l’approche proposée est particulièrement rapide et
ne nécessite aucun calcul préalable lourd, là où des méthodes aux objectifs similaires
nécessitent au moins une binarisation.
4.1 Motivations
Les algorithmes de traitement d’images de document dépendent souvent d’un para-
mètre étroitement lié à la résolution de l’image (ex : taille d’un élément structurant, taille
d’une matrice de convolution, etc.).
Pour automatiser ces traitements, il semblerait intuitif de se renseigner sur la résolution
de l’image. Toutefois, même si la résolution de numérisation est figée (certains proclament
que 300ppp est une résolution universellement adéquate), chaque document possède ses
propres caractéristiques typographiques qui ne sont pas forcément communes à toutes les
images du lot. Les lettres modernes et les factures sont généralement écrites avec une
police de taille 10 ou 12 points. En revanche, les publicités, les dépliants et les journaux
présentent des typographies très variables.
Ainsi, pour une taille donnée, les traits d’un même caractère sont susceptibles de
présenter des épaisseurs différentes en fonction de la police de caractères choisie (voir
Figure I.5).
Pour que les algorithmes dépendants d’un paramètre typographique soient robustes,
nous avons donc choisi d’écarter la résolution de numérisation et de baser nos calculs sur
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Figure I.5 – Deux caractères de même taille et d’épaisseurs différents.
l’épaisseur moyenne des traits du document.
4.2 Notre proposition
Nous avons opté pour une façon simple et efficace pour estimer l’épaisseur des traits :
l’auto-corrélation le long de l’axe horizontal et respectivement vertical.
Les calculs seraient a fortiori plus précis si on déterminait l’orientation principale des
traits au préalable mais cette évaluation prendrait un temps considérable pour un gain
quasi-imperceptible.
4.2.1 Énoncé
Nous proposons une approche statistique et globale dont le but n’est pas de repré-
senter toutes les spécificités d’une page de document donnée mais d’indiquer un ordre de
grandeur de l’épaisseur moyenne des traits dans le texte.
Soit Th(I, δ) la translation d’une image I en niveau de gris (définie dans un plan Ω)
de δ pixels suivant l’axe horizontal. La suite
(
Dh(I)n
)
n
est définie par :
Dh(I)0 = 0
Dh(I)n = ∑(x,y)∈Ω ‖I(x, y)− Th(I, n)(x, y)‖ (I.1)
La suite
(
Dh(I)n
)
n
est asymptotique.
L’estimation de la largeur moyenne des traits Sw repose sur l’évaluation itérative de(
Dh(I)n
)
n
jusqu’à ce que n = nm, lorsque le covariogramme atteint un palier. On obtient
ainsi Sw = nm.
L’estimation de la hauteur moyenne des traits Sh va de même : si Tv(I, δ) est la
translation de I suivant l’axe vertical, la séquence (Dv(I)n)n est donnée par :
Dv(I)0 = 0
Dv(I)n = ∑(x,y)∈Ω ‖I(x, y)− Tv(I, n)(x, y)‖ (I.2)
Après itération, on obtient Sh.
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4.2.2 Évaluation
Notre approche a été testée sur une grande variété d’images de document (voir Fi-
gure I.6).
Figure I.6 – Exemples d’images utilisées pour tester l’estimation de l’épaisseur des traits.
Nous avons mesuré manuellement la largeur et la hauteur des traits : l’échelle de
mesures varie de 2 à 10 pixels. L’erreur moyenne de Sw est de 1, 25 pixels. En raison de la
proéminence des traits verticaux dans le texte, l’erreur moyenne de Sh est de 1, 75 pixels.
Ce résultat est très bon étant donné que nos images ne sont pas binarisées. En effet,
étant donné que les traits sont toujours lissés dans une image en niveaux de gris, il est
impossible de mesurer leurs épaisseurs avec précision. Par conséquent, une erreur inférieure
à 2 pixels prouve que notre estimateur est suffisamment précis.
La présence d’éléments graphiques affecte naturellement les mesures. Les expérimen-
tations témoignent, toutefois, que l’erreur occasionnée par ces éléments n’est jamais su-
périeure à 1 pixel. Dans une image contenant du texte de polices et tailles multiples,
l’épaisseur moyenne correspond à celle de la classe la mieux représentée. En effet, le corps
du texte (généralement écrit en plus petit) présente de nombreuses frontières horizontales
(resp. verticales) qui influent sur l’auto-corrélation de façon significative tout en limitant
l’impact du texte de grande taille, comme les titres.
Comme nous ne disposons pas d’information a priori sur l’orientation de la page, nous
utiliserons, dans les sections suivantes l’estimateur
St = max(Sw,Sh). St est désormais notre estimateur de l’épaisseur des traits dans une
image (ou un corpus) donnée.
4.3 Conclusion
Nous avons présenté dans cette section une estimation fiable de l’échelle basée sur
l’épaisseur des traits. La plupart des paramètres intervenant dans les algorithmes présentés
dans les sections suivantes seront calculés automatiquement grâce à cette mesure.
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5 Séparation chromatique / achromatique
Nous nous attachons dans cette section à identifier la présence des zones chromatiques
dans une image donnée et de localiser précisément ces zones. Ce procédé permet, en
l’occurrence, de distinguer les vraies couleurs du bruit de saturation et artéfacts introduit
dans l’image.
La détection des régions chromatique repose, entre autres, sur le seuillage d’une nou-
velle grandeur que nous nommons pseudo-saturation qui sera définie ci-après.
Le résultat de cette segmentation est un masque où chaque entrée indique si le pixel
correspondant est chromatique ou achromatique. La création du masque finalMF passe
par une étape intermédiaire : un masque approximatif noté MA. Ce dernier ne permet
pas de retracer les frontières précises des zones chromatiques mais de nous renseigner sur
leur présence et leur position.
Des tests à grande échelle ont été menés pour évaluer cette segmentation. Les résultats
seront exposés et commentés.
5.1 Pseudo-saturation
5.1.1 Motivations
La séparation chromatique / achromatique est traditionnellement assurée par le seuillage
de la saturation : les pixels chromatique affichent généralement des valeurs de saturation
plus élevées que les pixels achromatiques.
Rappelons les différentes formules de saturation dans les trois systèmes de représen-
tation existants.
Les deux représentations de points du modèle RVB dans un système de coordonnées
cylindriques les plus communes sont HSL (Hue Saturation Lightness) et HSV (Hue Satu-
ration Value).
HSI (Hue Saturation Intensity) est également un modèle colorimétrique utilisant des
coordonnées cylindriques et généralement utilisé dans le domaine de vision par ordinateur.
La définition du modèle colorimétrique cylindrique TSV n’a jamais été standardisée
et peut faire référence à l’un des trois modèles HSV, HSB ou HSI de façon équivoque.
Soit I une image définie dans l’espace RVB par :
I : Ω→ N3
p 7→ (Rp, Vp, Bp)
(I.3)
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Pour tout pixel p exprimé dans l’espace [0, 1]3, on définit dans [0, 1] :
M(p) = max(Rp, Vp, Bp)
m(p) = min(Rp, Vp, Bp)
C(p) = M(p)−m(p)
(I.4)
La saturation dans les trois espaces HSL, HSV et HSI est respectivement définie par SHSL,
SHSV = S, SHSI .
SHSL : Ω→ [0, 1]
p 7→ C(p)1−|M(p)+m(p)−1|
SHSV : Ω→ [0, 1]
p 7→ C(p)
M(p)
SHSI : Ω→ [0, 1]
p 7→ C(p)
1− 3 m(p)(Rp+Vp+Bp)
(I.5)
Comme l’attestent les définitions I.5 les trois formules classiques de saturation im-
pliquent des divisions par des valeurs susceptibles d’être nulles.
En effet, lorsque la luminance est faible, la somme (R+V +B) ainsi que M et m sont
nulles ou proches de zéro. La saturation se comporte donc de façon chaotique pour les
pixels sombres ou noirs. En illustration, la figure I.7.b montre que des pixels achromatiques
(noirs) présentent des valeurs de SHSV plus élevées que les pixels chromatiques (verts), ce
qui est absurde.
a. b. c. d.
Figure I.7 – a. Image couleur, b. Saturation, c. Pseudo-saturation, d. Légende
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5.1.2 Notre proposition
Les formules classiques de saturation n’étant pas satisfaisantes, nous en proposons une
nouvelle que nous nommerons pseudo-saturation.
En tout point p d’une image I, la pseudo-saturation S∗I est définie par :
S∗I : Ω→ [0, 255]
p 7→ max(|Rp −Gp|, |Rp −Bp|, |Gp −Bp|)
(I.6)
Comme le montre la figure I.7.c, la pseudo-saturation est valide aussi bien sur les pixels
achromatiques que sur les pixels chromatiques.
Quelque soit la formule de saturation employée, il est impossible d’éliminer le bruit
colorimétrique par un simple seuillage.
En effet, l’analyse de la figure I.8 montre qu’aucun seuil global ne permet de ressortir
les zones chromatiques tout en filtrant le bruit. Le masque I.8.c laisse voir qu’un seuil faible
de S∗ permet d’extraire la ligne de texte bleu mais ne filtre pas le bruit de saturation se
trouvant plus bas dans l’image. Un seuil plus élevé détériore la région chromatique sans
pour autant éliminer le bruit (Figure I.8.d).
a. Image I b. Pseudo-saturation
c. S∗I seuillée à 25% d. S
∗
I seuillée à 40%
Figure I.8 – Seuillage de la pseudo-saturation (échelle inversée).
Le bruit de saturation sera éliminé durant une phase de pré-segmentation qui sera
décrite dans la section suivante.
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5.2 Pré-segmentation
Nous allons proposer ici une série de filtres permettant de créerMA, masque exempt
du bruit de saturation et indiquant les positions des zones chromatiques de façon approxi-
mative. Une détection plus ponctuelle sera assurée par le masque finalMF .
Cette segmentation est intrinsèquement utile dans la mesure où il est possible de se
passer deMF si, par exemple, l’utilisateur cherche à séparer les images contenant de la
couleur des images n’en contenant pas.
Le calcul de MA passe par deux étapes : un ré-échantillonnage Gaussien et une fer-
meture morphologique.
5.2.1 Ré-échantillonnage Gaussien
Un ré-échantillonnage permet de réduire la taille d’une image et subséquemment d’éli-
miner une partie du bruit qu’elle contient. Par ailleurs, le temps de traitement est d’autant
plus faible que l’image est de taille réduite.
La première étape menant àMA sera donc un ré-échantillonnage Gaussien de facteur
d’échelle St (cf. section 4) effectué sur l’image d’origine.
Plus le facteur de réduction est grand, plus les artéfacts sont éliminés mais les traits
fins ou les caractères colorés sont moins bien détectés. Le pas de ré-échantillonnage de
réduction que nous avons choisi permet d’assurer un compromis entre l’élimination des
artéfacts et la détection des traits colorés fins, puisqu’il est adapté à chaque document.
5.2.2 Fermeture morphologique
Les caméras linéaires introduisent souvent du bruit de saturation au voisinage des
pixels de texte noir. Une fermeture morphologique [104] s’avère être le moyen le plus
adéquat pour éliminer ce type de distorsions.
En effet, disposant d’un élément structurant de taille appropriée, la fermeture remplace
le pixel bruités par des traits de texte régulier sans ronger les zones chromatiques. Il s’agit,
bien entendu, d’une fermeture des points plus foncés que leur voisins.
Comme nous l’avons signalé précédemment, le bruit de saturation est connexe aux
frontières des caractères [70]. Baird [6] affirme, en effet, que le bruit est une courbe expo-
nentielle inversée qui décroît en partant des contours des traits.
La taille des images étant déjà normalisée par le ré-échantillonnage Gaussien, le choix
d’un élément structurant commun à toutes nos images de document est trivial. Nous
avons donc opté pour une taille minimale de l’élément structurant, à savoir une croix
3× 3 (Figure I.9).
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Figure I.9 – Élément structurant
L’image réduite et dilatée est appelée Ir (voir Figure I.11.b). Cette dernière sera
seuillée pour créer le masqueMA.
5.2.3 Seuillage
Nous calculons l’image de pseudo-saturation sur Ir. L’image résultante S∗Ir est en-
suite seuillée pour en déduire le masqueMA. Les éléments dont la pseudo-saturation est
supérieure au seuil sont chromatiques, les zones restantes étant achromatiques.
L’estimation du seuil est basée sur l’analyse de l’histogramme de S∗Ir , plus particuliè-
rement son premier pic. La figure I.10 illustre l’algorithme d’estimation du seuil.
Figure I.10 – Seuillage d’une image : a. chromatique, b. achromatique c. mixte
Algorithme
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• Les images entièrement chromatiques présentent des valeurs élevées de pseudo-
saturation. Ainsi, si la position du premier mode de l’histogramme est sensiblement
supérieur à zéro (tel que la figure I.10.a), l’image est jugée entièrement chromatique ;
nous assignons donc au seuil de pseudo-saturation la valeur minimale (0%).
• À l’opposé du cas précédent, les pixels d’une image niveaux de gris sont faiblement
saturés. Par conséquent, si les positions respectives de tous les modes de l’histo-
gramme sont proches de zéro, l’image est considérée entièrement achromatique et le
seuil est fixée à la valeur maximale (Figure I.10.b).
• Si les deux conditions précédentes ne sont pas remplies, le seuil de S∗ est donné par
la position du premier minima local qui suit le premier mode (voir Figure I.10.c).
Le masque MA dans la figure I.11.c résultant du seuillage de l’image I.11.b montre
que le bruit de saturation est radicalement filtré. La segmentation sera affinée dans la
prochaine section.
a. I b. Ir c.MA
Figure I.11 – MA sur une image contenant une ligne manuscrite bleue en haut de la
page et du texte imprimé noir.
5.3 Détourage
Maintenant que le bruit de saturation est éliminé, nous pouvons nous pencher sur
l’extraction ponctuelle des formes chromatiques, ce qui donnera lieu à la création du
masqueMF .
Un détourage efficace ne peut être effectué à une sous-échelle. Nous combinons ainsi
MA remis à l’échelle 1 : 1 avec un masque intermédiaireMI qui résulte du seuillage de
l’image de pseudo-saturation en pleine échelle. L’algorithme de seuillage employé est celui
défini dans la section 5.2.3.
Il semblerait de prime abord que cette combinaison puisse naturellement être assurée
par l’intersection logique entre les maques MA et MI . Cependant, cette opération est
inadaptée aux images à arrière-plan chromatique (cf. Figure I.12).
Pour remédier à ce dernier problème, nous proposons de construire le masque final
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a. b.
Figure I.12 – a. Image à fond vert, b. Masque donné par l’intersection logique de MA
etMI
à partir de l’intersection logique entre MI et les rectangles englobants [44] de MA (en
pleine échelle).
Les rectangles rouges dans la figure I.13.a correspondent aux rectangles englobants ex-
traits surMA. Le masqueMF déployé dans Figure I.13.c montre les formes chromatiques
sont parfaitement détourées et que le bruit est radicalement filtré.
Figure I.13 – Les masques intervenant dans la séparation chromatique / achromatique :
a.MA, b.MI , c.MF
Une évaluation quantitative qui appuiera les résultats visuels sera fournie au cours de
la prochaine section.
5.4 Évaluation
Dans le cadre d’évaluation quantitative de notre approche, nous avons mené des expé-
rimentations sur une base composée d’une grande variété de documents numérisés (ma-
gazines, journaux, plans, manuscrits, etc.).
5.4.1 Protocole expérimental
Comme nous ne disposons pas des sources électroniques des images (même si cela avait
été le cas, la phase mise en vis à vis aurait été problématique !), nous avons étiqueté 320
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images manuellement en encadrant chaque connexité chromatique. De la même manière
que les fragments d’images dans les figures I.1 et I.14), 30% des images de notre base de
test sont extrêmement bruitées.
Les résultats seront exprimés en terme de précision P et rappel R. La précision est
définie par la surface d’intersection entre les zones chromatiques de la vérité terrain et
celles que notre approche a détectées divisée par la somme des surfaces chromatiques
correctement détectées. Le rappel est donné par le rapport entre cette dernière surface
d’intersection et la somme des surfaces chromatique dans la vérité terrain.
R = surface
⋂
surface de la vérité terrain P =
surface
⋂
surface détectée (I.7)
5.4.2 Résultats et commentaires
Les résultats produits par notre méthode sont exposés et comparés avec une méthode
plus basique dans le tableau I.1. Cette dernière consiste à seuiller l’image de saturation à
une valeur fixe [62], à savoir 20% de du maximum possible.
Méthode R P
Kim 2009 [62] 93.26 70.03
Ouji 2011 [90] 91.54 99.88
Table I.1 – Résultats P/R
Comme le montre le tableau I.1 notre méthode atteint une précision quasi-parfaite.
En effet, le filtrage du bruit de saturation élimine les fausses détections et augmente la
précision de l’algorithme. D’ailleurs, notre système parvient à éliminer le bruit présenté
dans Figure I.1. Un bruit d’aspect différent a été éliminé dans la figure I.14.
Les deux méthodes présentées affichent de bonnes valeurs de rappel signifiant que
presque toutes les zones chromatiques ont été correctement extraites.
La figure I.15.d montre que le détourage des formes est extrêmement précis.
Les zones qui paraissent grises dans le masque présenté dans la figure I.15.b corres-
pondent un tramage fin de couleur rose pâle (voir Figure I.15.c) qui a été correctement
extraites.
Certaines images sont si mal numérisées que le texte y est composé, exclusivement de
bruit. De telles images sont heureusement très rares et peuvent pénaliser la segmentation
chromatique / achromatique (voir Figure I.16).
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Figure I.14 – Fragment deMF sur une image bruitée
Figure I.15 – a. Image I, b.MF (), c. Tramage chromatique, d. Texte chromatique.
5.5 Bilan
Nous avons présenté dans cette section un système générique permettant l’élimination
du bruit de saturation si bien que la détection des zones chromatiques atteint des résultats
remarquables.
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a. Fragment de I b. Fragment deMF
Figure I.16 – Résultat sur une image excessivement bruitée
La méthode proposée est hybride (chaque pixel est analysé localement en considérant
son proche voisinage tandis que le seuil de saturation est estimé sur l’image globale)
et indépendante du modèle du document à traiter : aucune information a priori n’est
nécessaire.
Grâce à l’estimation préalable de l’épaisseur des traits, aucun paramètre n’intervient
dans notre processus.
Une nouvelle formule de la saturation a prouvé sa pertinence et ses atouts par rapport
aux formules de saturation classiques.
Des tests lancés sur une base d’images variées et particulièrement bruitées attestent
de l’efficacité de la segmentation et, notamment, de sa grande précision.
Les couches chromatiques et achromatiques séparées dans cette section seront segmen-
tés, à leur tour, dans les deux prochaines sections.
6 Séparation chromatique
Une agglomération de pixels chromatiques forme une zone soit monochromatique ou
bien multi-chromatique. Dans cette section, nous montrerons comment séparer les couleurs
unies des régions monochromatiques en différentes régions tout en gardant les zones multi-
chromatiques (comme les photos) intactes. Notons que les éléments de texte écrits sur un
fond multicolore sont considérés comme faisant partie d’une zone multi-chromatique.
C’est également à ce stade que le bruit de teinte, causé par une inadéquation entre la
résolution de numérisation et le tramage, sera filtré (cf. Figure I.2).
6.1 choix et motivations
Comme nous l’avons mentionné précédemment, loin de nous intéresser à la façon dont
un document est perçu par l’œil humain, nous nous focalisons sur la manière dont il fut
conçu par son auteur. L’usage de modèles perceptuels, tel que La*b*, serait donc hors de
propos dans notre cadre d’étude.
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Nous nous plaçons dans l’espace colorimétrique TSV. Dans ce cadre, la teinte est le
canal le plus discriminant en terme de séparation colorimétrique [117, 80]. Notre segmen-
tation colorimétrique sera donc basée sur cet axe.
La teinte T est une fonction circulaire, c’est-à-dire que T (0◦) = T (360◦). Rappelons
sa formule ramenée à l’intervalle [0, 360] dans le domaine TSL. En utilisant les définitions
de la formule I.4, T est définie en tout point p par :
T (p) =

0, si C(p) = 0
Vp−Bp
C(p) mod 6, si M(p) = Rp
Bp−Rp
C(p) + 2, si M(p) = Vp
Rp−Vp
C(p) + 4, si M(p) = Bp
(I.8)
Il serait impossible d’analyser l’histogramme de teinte global d’une image comportant,
à la fois, des zones monochromatiques et des régions multi-chromatiques. En effet, Les
informations provenant des différentes zones locales se superposent dans l’histogramme
global et il devient donc impossible de les séparer. Notre approche sera donc locale dans
un premier temps. Une analyse hybride sera effectuée ultérieurement afin de consolider la
segmentation.
6.2 Définition des zones de traitement local
Une zone de traitement de taille trop petite ne contient pas assez d’information pour
caractériser la zone et la classer correctement. Une zone trop grande, en revanche, risque
d’englober des éléments disparates qui ne doivent pas être affectés à la même classe. Ainsi,
il existe une taille pour laquelle la quantité d’information est maximale.
Une première possibilité consiste à associer une zone de traitement à chaque connexité
du masqueMF . Néanmoins, ces composantes connexes correspondent souvent à des zones
locales isolées (un caractère isolé ou une portion d’un graphique). Ces zones isolées ne com-
prennent pas une quantité d’information suffisante pour les représenter. Nous proposons
donc de choisir les connexités du masqueMA (voir Figure I.13.a) à la place. Une compo-
sante connexe de ce masque correspond souvent à un ensemble de caractères formant un
mot, à une portion de ligne ou de paragraphe ou à une zone graphique. Le contenu d’une
telle zone est donc cohérent et homogène.
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6.3 Détection des zones multi-chromatiques
Une zone locale dont l’histogramme de teinte présente des pics larges correspond à
une zone multi-chromatique tandis que les pics fins révèlent la présence de couleurs pures
(zones monochromatiques).
Ainsi, Si l’histogramme de teinte Hli relatif à une zone de traitement i présente un (ou
plusieurs) pic de largeur supérieure à 10% du spectre colorimétrique, la zone i est classée
multi-chromatique.
6.4 Segmentation dans les zones monochromatiques
Les couleurs pures des zones monochromatiques seront séparées en différents masques.
Ces derniers peuvent être, éventuellement, quantifiés si l’application qui découle de la
segmentation colorimétrique l’exige (comme par exemple une compression MRC).
À partir d’un modèle colorimétrique construit à partir des histogrammes locaux,
chaque pixel est assigné à l’une des classes du modèle, c’est-à-dire à l’un des masques
monochromatiques.
Les histogrammes
{
Hli
}
i
relatifs aux zones multi-chromatiques seront, désormais, igno-
rés dans cette section.
6.4.1 Création du modèle colorimétrique
Un modèle colorimétrique est construit à partir des modes significatifs de l’histo-
gramme global Hg.
Hg est créé en additionnant les histogrammes locaux
{
Hli
}
i
. Les zones multi-chromatiques
étant exclues de l’histogramme global, ce dernier ne contient que des couleurs discrétisées
(pures).
Une classe colorimétrique est associée à chacun des modes de Hg.
6.4.2 Classement des pixels
Deux pixels de couleurs différentes peuvent être présents côte à côte dans une même
zone (connexité). Par conséquent, chaque pixel sera assigné à l’une des classes du modèle
de façon individuelle. Par ailleurs, seul un classement au niveau pixel permet de filtrer les
points bruités qui peuvent être parfaitement mêlés à leur voisins d’une même connexité.
Chaque pixel sera classé après une double validation faisant intervenir son histogramme
local Hli ainsi que Hg.
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Justification de la double validation La plupart des zones monochromatiques contiennent
du bruit de teinte. En illustration, la figure I.17 2 montre deux masques résultant d’un
simple algorithme de classement selon lequel chaque pixel est assigné à son plus proche
voisin appartenant au modèle issu de Hg. Dans cette figure, les pixels violets entourant
la croix rouge illustrent bien l’insuffisance de cette approche à éliminer le bruit.
Un fragment d’image quelconque
Deux couches monochromatiques
Figure I.17 – Exemple de bruit de teinte non filtré par une simple validation.
Hypothèse Il est fort probable qu’un pixel bruit p soit placé loin des positions des
modes dans l’histogramme global. De même, dans un contexte local, il serait assigné à un
pic aléatoire de Hli. Par ailleurs, Hg contient probablement plus de modes que Hli ; p est
donc susceptible d’être attribué à une classe différente dans l’histogramme global.
Ainsi, si une incohérence est décelée lors du classement d’un pixel entre les niveaux
local et global, nous considérons que ce dernier fait partie du bruit de teinte ; autrement,
il est assigné à la classe du mode le plus proche dans Hg.
Algorithme SoientMg(p) le mode le plus proche d’un pixel p dans Hg etMl(p) son
plus proche mode dansHli. Les variations colorimétriques entre les différentes régions d’une
même image font qu’un mode de l’histogramme local est souvent légèrement différent de
son correspondant dans Hg. Il serait donc imprudent de comparer les valeurs de Mg(p)
etMl(p) directement. Nous proposons donc de procéder comme suit :
1. calculerMg(Ml(p)), le plus proche mode deMl(p) dans Hg
2. siMg(p) =Mg(Ml(p)) alors p est assigné à la classe associée àMg(p) ; sinon p est
un pixel bruit.
Illustrons notre approche par l’exemple de la figure I.18 :
• cas du pixel bleu p de teinte 150 :Mg(p) = 159,Ml(p) = 160,Mg(Ml(p)) = 159 ;
Mg(p) =Mg(Ml(p)) ; p est donc assigné au masque bleu ;
• cas du pixel rose p′ de teinte 5 :Mg(p′) = 8,Ml(p′) = 21,Mg(Ml(p′)) = 21 ; cette
fois,Mg(p′) 6=Mg(Ml(p′)) ; p′ est détecté comme bruit.
2. Les images sont de fond noir pour des raisons de visibilité.
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Figure I.18 – Classement d’un pixel monochromatique et un pixel bruit respectivement
6.5 Résultats
La mise en place d’une évaluation quantitative de notre segmentation chromatique
s’avère difficile, voire irréalisable faute de disposer de toute source électronique d’origine.
Une validation indirecte via des applications se basant sur notre système de séparation
colorimétrique sera fournie dans le prochain chapitre.
Nous avons visuellement évalué les résultats sur environ 300 images provenant de
sources variées. Quelques échantillons seront présentés dans cette section.
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Figure I.19 – Classes de teinte
Comme illustré dans les figures I.20 et I.19 3, les résultats sont globalement très satis-
faisants.
Figure I.20 – Résultat d’une segmentation chromatique
La figure I.20 montre un exemple de zone multi-chromatique correctement détectée.
3. Pour des raisons de visibilité, toutes les couches chromatiques sont affichées sur un fond noir.
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6.6 Conclusion
Dans cette section, la couche chromatique a été segmentée selon une approche nouvelle
et propre aux images de documents. Une partie considérable du bruit de teinte a été filtrée.
La couche achromatique sera segmentée, à son tour, durant la prochaine section.
7 Séparation achromatique
La couche achromatique est séparée en deux classes : le masque noir et blanc N&B
et le masque Gris. Nous proposons, dans cette section, une approche similaire à celle
que nous avons proposée pour réaliser la segmentation chromatique, à la différence que
nous utilisons, cette fois, des histogrammes de luminance. C’est également le bruit de
luminance qui sera filtré dans cette partie.
Rappelons d’emblée la formule de la luminance, canal sur lequel seront basés nos
calculs. En tout pixel RVB p, la luminance L est définie dans le modèle TSV par :
Lp = 13(Rp + Vp +Bp) (I.9)
La segmentation achromatique passe par trois principales étapes :
1. une segmentation partielle qui assignera les pixels blancs de l’image à la classe
N&B ; il s’agit d’un classement simple et rapide appliqué au niveau pixel,
2. un classement local qui permettra la catégorisation des pixels restants ; cette étape
s’effectuera au niveau régional ; les zones de traitement sont directement déduites
du résultat du classement de la phase précédente ;
3. un post-traitement permettant une vérification contextuelle des zones classées en
s’appuyant sur leurs voisinages respectifs ainsi qu’une détection et un reclassement
des filets (cf. paragraphe 7.3.2).
7.1 Niveau global
Afin d’optimiser le temps d’exécution, les pixels triviaux qui affichent les plus fortes
valeurs de luminance sont immédiatement assignés à la classe N&B.
Pour ce faire, nous identifions, dans l’histogramme global de luminance lissé (lissage
uniforme), deux seuils : B et N . La valeur B est celle du dernier mode (le plus grand)
significatif de l’histogramme. Tel que les zones blanches dans la figure I.21.c, les pixels de
luminosité supérieure à ce dernier seuil sont considérés blancs ; ils sont donc assignés à la
classe N&B.
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N correspond au premier mode de l’histogramme. Ce seuil sera utilisé au cours des
prochaines sections.
Figure I.21 – Classement partiel et zones de traitement local
7.2 Niveau local
La numérisation, notamment dans de mauvaises conditions d’éclairage, altère souvent
les traits noirs si bien qu’ils apparaissent gris dans l’image produite. Ainsi, le classement
individuel d’un pixel, indépendamment de son voisinage, serait biaisé par ce bruit de
luminance. C’est pour cette raison que nous optons pour une catégorisation de niveau
local.
Les zones de traitement sont simplement données par l’agglomération en connexités
des pixels achromatiques non classés lors de la phase précédente (les pixels non blancs). En
illustration, chaque zone blanche dans la figure I.21.d correspond à une zone de traitement.
Connexités de grande taille Contrairement aux nombreuses petites connexités qui
représentent souvent des caractères de texte noir, les zones achromatiques spacieuses 4
correspondent probablement à des graphiques en niveaux de gris. Nous considérons donc
que ces dernières zones forment un cas particulier nécessitant un traitement approprié.
Les zones de grande taille peuvent faire l’objet de gros titres noirs. De telles régions
sont plus robustes au bruit de luminance : elles contiennent un faible taux de pixels gris.
4. La taille d’une zone correspond à la surface de son rectangle englobant. Le seuil sur la taille des
zones vaut 6075 St
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Ainsi, si une grande connexité est composée de plus de 90% de pixels dont la luminance
est inférieure àN , cette zone est assignée à la classeN&B ; autrement, elle est évidemment
affectée à la classe Gris.
Connexités de tailles moyennes ou petites Un vecteur bidimensionnel de carac-
téristiques est associé à chacune des zones de traitement restantes. Cette signature est
composée du premier (le plus petit) mode de valeur non négligeable ainsi que de la lar-
geur du pic correspondant à ce mode. La dernière caractéristique reflète la dispersion des
valeurs de luminosité dans la zone ; ainsi, ses grandes valeurs correspondent probablement
à des zones grises.
Maintenant qu’une partie des zones de l’image sont classées, nous recalculons le seuil
N afin de l’affiner.
En effet, N étant calculé sur l’histogramme global, toutes les zones interviennent lors
de l’estimation de ce seuil. Or, les traits fins sont généralement plus lumineux que les
grandes zones (cela est dû à une négligence généralisée du théorème d’échantillonnage de
Shannon-Niquist).
Il est donc plus pertinent d’estimer une nouvelle valeur deN à partir d’un histogramme
ne faisant intervenir que les zones candidates. Nous recalculons ainsi N sur l’histogramme
de luminance des zones petites ou moyennes.
La catégorisation est accomplie en assignant une zone à la classe N&B si et seulement
si les valeurs de ses deux caractéristiques sont respectivement inférieures à N et la largeur
du pic correspondant à N dans l’histogramme.
7.3 Post-traitements
7.3.1 Vérification contextuelle
À ce stade, tous les pixels achromatiques sont classés. Une information contextuelle
est donc établie entre les entités voisines. Nous profitons de cette information pour reca-
tégoriser les petites connexités qui s’avèrent mal classées.
Une région contenant de nombreuses connexités N&B correspond probablement à une
zone de texte. De ce fait, si une connexité de petite taille et de type Gris avoisine plusieurs
zones noires, cette dernière est réaffectée à la classe N&B. De même, une petite connexité
de type N&B avoisinant plusieurs connexités grises se voit réassignée à la classe Gris.
7.3.2 Détection des filets
Les Filets consistent en des zones filiformes comme par exemple les bordures de ta-
bleaux, les cadres, les lignes, etc. De tels éléments sont souvent formés de traits fins et
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dégradés. Ils contiennent donc très peu de noir et beaucoup de gris. Ainsi, l’étape précé-
dente les affecte à la classe Gris. Cette étape vise à détecter ces zones filiformes afin de
les réassigner à la classe N&B.
L’algorithme ci-dessous est appliqué à toutes les grandes connexités de la classe Gris :
1. Une érosion morphologique est appliquée aux zones concernées. La taille de l’élément
structurant est expérimentalement fixée à (2·St)×(2·St). L’érosion devrait remplacer
les traits fins noirs par des pixels de la même couleur que le fond local de l’image.
2. Si tous les pixels sombres (dont la luminance est inférieure à N ) ne subsistent pas
à cette dernière transformation, un filet est détecté et la zone est donc réassignée à
la classe N&B.
7.4 Résultats
Nous rappelons que nous ne disposons d’aucune source électronique d’origine et que
toute évaluation quantitative sera donc inaccessible dans ce cas. De même que la seg-
mentation chromatique, la séparation achromatique sera évaluée indirectement via des
applications basées dessus.
Quelques échantillons d’images résultats sont affichés dans la figure I.22. Pour des
raisons de clarté de l’affichage, les zones classées N&B sont binarisées et présentées sur un
fond blanc ; les pixels de la classe Gris superposent un fond bleu. Ces images démontrent
de l’efficacité de la méthode proposée, même sur les documents les plus dégradés.
Comme le montre le dernier échantillon de cette dernière figure, notre approche assigne
les zones ambigües, comme par exemple du texte superposé, à la classe Gris. Ceci permet
d’éviter une éventuelle perte d’information lors de la binarisation du masque N&B.
7.5 Conclusion
Dans cette section, nous avons abordé la problématique nouvelle et prometteuse d’une
segmentation qui prépare à une binarisation intelligente. Ce traitement permet d’améliorer
la netteté et la lisibilité de l’image et de simplifier l’analyse et la reconnaissance des
contenus.
8 Bilan des résultats
Nous présenterons, dans cette section, des images représentatives et variées issues de
notre système de segmentation colorimétrique global.
Certains de nos résultats seront comparés à ceux issus de deux méthodes de quantifi-
cation de la littérature conçues pour les images de documents.
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a. Échantillons d’images b. Masques Gris c. Masques N&B
Figure I.22 – Exemples de résultats de la séparation achromatique.
8.1 Évaluation
8.1.1 Qualité de la segmentation
Nous recomposons chaque image à partir des différentes classes colorimétriques is-
sues des séparations achromatique et achromatique. La recomposition consiste en une
simple addition des masques résultats. Les imagettes de la figures I.23 montrent quelques
exemples d’images issues de notre système de segmentation.
Cette dernière figure montre des images nettes et de meilleure qualité que les originales.
Cette amélioration est due au fait que nous avons pu déterminer automatiquement les
zones binarisables sans perte d’information.
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1. 2.
Figure I.23 – 1. Échantillons d’images, 2. Images recomposées
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Le texte net et lisible ainsi que les détails colorimétriques conservés dans les ima-
gettes de la dernière ligne du tableau I.26 témoignent de la capacité de cette approche
à assurer une quantification sans perte d’information. Par ailleurs, le texte correctement
assigné à une même classe colorimétrique prépare le terrain à l’OCR et assure donc une
reconnaissance de texte efficace.
Figure I.24 – Recomposition d’un dégradé de teintes.
Dans nos images recomposées, certaines couleurs paraissent parfois différentes des
originales (voir Figure I.24). En effet, nous rappelons que le système de séparation chro-
matique calcule la teinte relative à chaque zone de façon différente et indépendante du
modèle de perception humaine.
L’image I.25 présente des zones de texte noir et coloré ainsi que des graphiques. Malgré
le fond bruité, le texte noir est correctement séparé du fond. Néanmoins, certains pixels
bleus sont rendus achromatique (voir la zone agrandie). Ces pixels correspondent à du
bruit de teinte issu d’un tramage numérisé en basse résolution.
8.1.2 Temps d’exécution
Les masques N&B sont binarisés en utilisant l’algorithme Otsu [89]. Nous avons choisi
cette méthode pour sa rapidité. En effet, étant donné que nous ne binarisons que les zones
binaires dans le support original, non perturbées par la présence d’éléments graphiques
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Figure I.25 – Tramage numérisé en basse résolution.
Phase Séparation chromatique/achromatique Séparation chromatique Séparation achromatique
Quota temporel 13% 11% 76%
Table I.2 – Temps d’exécution par phase
polychromes, il est justifié d’appliquer une telle méthode de seuillage global. Si, toutefois,
le temps d’exécution ne constitue pas une contrainte, une méthode adaptative permet
toujours de mieux détourer les caractères dans les images de faible résolution, comme par
exemple le premier et le troisième exemples de la figure I.23.
En utilisant une machine à 2.8 GHz de fréquence du processeur et de 3.48 Go de
RAM, le traitement d’une image de page A4 et de résolution 300 dpi dure 5 secondes
environ, ce qui revient à 0.05 ms par unité de 1000 pixels.
La répartition du temps d’exécution entre les différentes phases de notre système est
consignée dans le tableau I.2.
L’épaisseur des traits (St) est une mesure indépendante de la segmentation colorimé-
trique et réutilisable pour d’autres applications. C’est pour cette raison que nous n’avons
pas pris en compte le temps requis par cette phase lors de la mesure du temps d’exécution
global.
Le temps d’exécution varie selon le contenu de l’image : l’algorithme est plus rapide sur
les pages multicolores, telles que les couverts des magazines de mode, que sur les simples
images de texte en niveaux de gris.
Par ailleurs, certaines phases peuvent être omises si l’on dispose d’une information a
priori : il est possible, par exemple, de faire abstraction de la 3ème étape si on sait que
toutes les zones achromatiques correspondent à du texte et peuvent être binarisées sans
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aucune perte.
8.2 Comparaisons
Comme nous l’avons mentionné précédemment, nous ne disposons d’aucun moyen
de mesure de qualité des résultats sans passer par des applications annexes. Nous nous
contentons donc d’une comparaison visuelle.
Notre approche a été comparée avec deux méthodes de finalités similaires. La première
est une approche connue et communément utilisé par les systèmes MRC depuis plusieurs
années, à savoir DjVu [42]. La seconde consiste en une méthode de quantification récente
conçue pour les images de documents [84].
La deuxième ligne du tableau I.26 est relative aux résultats de la méthode de quan-
tification décrite en [84]. Les résultats donnés par DjVu sont consignés dans la troisième
ligne de cette figure. La dernière ligne de ce même tableau reflète les performances de
notre système.
Nous pouvons déduire de cette figure I.26 que la méthode de quantification [84] seg-
mente souvent les zones monochromatiques en plusieurs classes d’une part (comme la
lettre ’e’ bleue dans la première colonne) et engendre une perte d’information dans les
régions multi-chromatiques d’autre part (exemple de zones photo dans la figure I.27).
En raison des distorsions dans les images scannées, la méthode de quantification [84]
aussi bien que DjVu [42] ne permettent pas de séparer la couleur du texte de celle du fond
efficacement. Le mot agrandi "soit" dans la figure I.27 montre que plusieurs classes colori-
métriques sont aperçues dans un même caractère. Cette sur-segmentation pénaliserait la
phase d’extraction de texte que nous mettrons en place ultérieurement.
9 Conclusion
Nous avons présenté dans ce chapitre un système de segmentation colorimétrique par-
ticulièrement efficace sur les images bruitées de par son aptitude à réparer les distorsions
introduites par la chaîne de numérisation et de compression. Il s’agit, par ailleurs, d’une
approche pragmatique adaptée au contexte industriel de par sa rapidité et son efficacité.
Tous les paramètres intervenant dans ce système sont évalués automatiquement grâce
à une nouvelle mesure permettant d’estimer l’épaisseur des traits dans une image conte-
nant du texte. Par ailleurs, la séparation colorimétrique proposée est non-supervisée et
générique, donc applicable à tout type de document.
Ce système comporte trois phases complémentaires et indépendantes : chacune est
réutilisable indépendamment des autres. La séparation chromatique / achromatique se
base, notamment, sur une nouvelle formulation de la saturation ainsi qu’un ensemble
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a.
b.
c.
d.
Figure I.26 – Résultats et comparaisons : a. Échantillons d’images, b. Méthode [84], c.
DjVu [42], d. Notre approche.
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a. Image initiale b. Quantification [84]
c. DjVu [42] d. Notre méthode
Figure I.27 – Comparaison de résultats.
de filtres éliminant le bruit de saturation. À la suite de cette phase, les segmentations
chromatique et achromatique sont lancées parallèlement. Ces dernières reposent sur une
double validation utilisant des histogrammes locaux et globaux pour le classement.
Aucune perte pénalisante d’information n’est engendrée par cette approche. En effet,
seules les zones estimées de couleurs uniformes sont concernées par la segmentation (ou
binarisation). Les zones multi-chromatiques ou grises où les nuances de couleurs apportent
de l’information sont préservées.
Des tests sur une variété d’images bruités ont été lancés. L’aspect des images traitées
témoigne de l’efficacité de la méthode à filtrer le bruit et à produire des images nettes.
Une évaluation quantitative faisant appel à des applications directes et indirectes de ce
système sera rapportée dans le prochain chapitre.
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1 Introduction et motivations
Les techniques récentes en multimédia donnent naissance à des images de plusen plus sophistiquées : une avalanche de couleurs et de structures complexes et
non régulières sont souvent employées afin d’attirer l’attention du lecteur. De ce fait,
maintes applications, comme par exemple l’extraction de texte, la compression MRC, la
catégorisation de blocs de magazines et notamment la détection des publicités, seraient de
rendu médiocre sans information sur les couleurs. D’autres tâches comme la catégorisation
de blocs de magazines et notamment la détection des publicités sont inconcevables sans
cette information.
Nous avons choisi deux applications importantes pour tirer parti de notre système de
segmentation colorimétrique : Une extraction de texte permettant d’améliorer les résultats
de l’OCR et une segmentation d’images de journaux et magazines en blocs suivie d’une
classification qui permet de détecter les publicités.
Ces applications constituent, par ailleurs, une contribution majeure au projet Media-
box. Nous rappelons, en effet, que ce projet vise à automatiser la création des revues de
presse, ce qui ne peut être réalisé sans connaissances sur le contenu structurel et textuel.
1.1 Extraction de texte pour améliorer les performances de l’OCR
Les OCR les plus performants, tel que le produit commercial Abbyy FineReader, sont
parfois incapables d’extraire le texte écrit en inverse vidéo sur un fond coloré. Ces derniers
sont encore moins efficaces quand le fond est irrégulier ou multicolore ou quand le texte
est faiblement contrasté par rapport à ce dernier.
FineReader (même les dernières versions de ce produit) traque les éléments textuels
dans des fenêtre de tailles prédéfinies en effectuant des binarisations localement adapta-
tives. De ce fait, les titres dont la taille dépasse les seuils fixés ne sont jamais détectés par
l’OCR le plus puissant sur le marché actuel. Une localisation de texte suivie d’une réduc-
tion de taille appliquée, exclusivement, aux zones de texte de grande taille permettrait
donc à l’OCR d’extraire et ainsi de reconnaitre des éléments de texte supplémentaires.
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Une fois extraits, les éléments de texte sont facilement regroupés en mots, lignes ou
paragraphes. Les blocs de texte formés permettent de réaliser une meilleure segmentation
logique. Ce dernier point fait l’objet de travaux de recherche continus, et ce depuis une
trentaine d’années, car aucune solution générique n’a été proposée à ce jour.
Les blocs de texte correspondant à des articles de presse peuvent être également mis
en ligne afin de faciliter leur accès à un plus grand public. Pour ce faire, nous avons besoin
d’un système de segmentation rapide, efficace et générique : une solution applicable à tout
type de document, quel que soit sa structure physique, sa langue et sa catégorie.
1.2 Détection de publicités
La mise en ligne des articles de presse ne peut avoir lieu sans une classification préalable
des blocs de texte extraits des images de presse. En effet, il serait inconvenant de laisser
s’infiltrer une publicité parmi les articles réguliers, faute de la détecter.
La détection de publicités présente deux principaux intérêts :
• Un objectif de filtrage : comme nous l’avons mentionné précédemment, il est
nécessaire de détecter les zones publicitaires afin d’éviter de les confondre avec les
articles réguliers. La confusion d’un article examinant un produit donné avec une
publicité sur le même produit est particulièrement problématique.
• Un objectif de pointage : nombre d’acteurs commerciaux s’acquittent des espaces
publicitaires dans des journaux et magazines. Leur fournir des moyens automatiques
et rapides pour accéder aux publicités les concernant leur économiserait donc un
temps considérable.
De façon plus générale, la classification de blocs dans les images de presse facilite
l’indexation des articles et accroît ainsi leur accessibilité. L’automatisation de cette tâche
permet d’épargner le temps de filtrage et de triage à différents utilisateurs.
1.3 Solutions proposées
L’information colorimétrique obtenue par notre approche décrite dans le précédent
chapitre joue un rôle majeur aussi bien dans la détection de texte que dans la segmen-
tation en blocs et la classification de ces derniers. Notre analyse colorimétrique permet
aussi d’améliorer les résultats de l’OCR sur les textes colorés imprimés sur des fonds de
couleurs et de fournir une information textuelle correcte qui est nécessaire à des appli-
cations avancées comme la catégorisation de documents et la détection de publicités par
exemple.
Nous présenterons dans la prochaine section une méthode simple et efficace basée sur
le groupement intra-classe de connexités ainsi que sur la technique de gradients cumulés
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qui permet d’extraire des lignes de texte dans des images de natures diverses et variées.
Nous passerons en revue les travaux antérieurs concernant la détection de texte avant de
présenter notre approche dans la section 2. Nous évaluerons ensuite les performances de
l’OCR FineReader sur les images résultant de notre méthode d’extraction de texte. Cette
évaluation permettra de mesurer l’apport de notre contribution aux produits existants les
plus performants.
Les lignes de texte sont regroupées pour former des articles. Les éléments graphiques
sont détectés et regroupés en blocs homogènes. Toutes ces unités forment des candidats
à une classification qui permettra, entre autres, de détecter les publicités. Le classement
repose sur des descripteurs intuitifs utilisant l’information colorimétrique et textuelle ac-
quises antérieurement.
2 Extraction de texte
Nous recherchons les zones de texte dans chacune des classes produites par le système
de segmentation colorimétrique. Pour ce faire, nous proposerons une méthode simple et
efficace basée principalement sur le regroupement de connexités homogènes. Le choix de
simplicité et rapidité est guidé par des contraintes industrielles d’une part et par notre
résolution de mettre à l’épreuve notre méthode de classification de couleurs d’autre part.
L’évaluation quantitative via cette application enrichira le jeux de tests présenté dans le
chapitre précédent.
Après une étude de l’état de l’art qui permettra de situer notre contribution par rap-
port l’existant, nous présenterons notre approche d’extraction de texte. Les performances
de FineReader en matière de segmentation de lignes seront ensuite mesurées et commen-
tées.
2.1 État de l’art
La littérature comprend une grande variété d’approches allant de la détection à la
reconnaissance de texte dans des images ou des vidéos, et ce pour répondre à besoins divers
comme la segmentation logique d’une page de document, l’amélioration de la lisibilité, le
tri automatique de courrier postal, etc. Chaque application concerne, en général, un type
de document bien déterminé et la méthode employée pour y parvenir est difficilement
réutilisable pour d’autres catégories de documents. Ainsi, malgré un état de l’art dense et
varié [57], l’étude de l’existant ne révèle aucune méthode multi-usages ni complètement
automatisée [82].
Selon le type d’image à traiter, nous regroupons les méthodes d’extraction de texte en
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deux catégories. Les approches structurelles concernent les images binaires ou facilement
binarisables de documents réguliers. La segmentation structurelle consiste à localiser ré-
cursivement toutes les zones contenant des données homogènes : blocs de texte, zones
graphiques, tableaux, etc. La seconde catégorie d’approches s’attache à extraire le texte
écrit sur un fond non-uniforme : structuré ou multicolore.
2.1.1 Approches structurelles
Nous distinguons deux familles d’approches menant à une segmentation de la struc-
ture physique : les approches descendantes procédant par découpage récursif à partir des
espaces blancs (où il n’y a pas de texte) et les méthodes (descendantes) de segmentation
par fusion récursive des objets entre eux de proche en proche.
Les méthodes de segmentation par fusion Les méthodes de segmentation par fusion
consistent à regrouper les objets élémentaires (pixels, composantes connexes, groupes de
connexités faiblement espacés) récursivement en suivant des règles de fusion des blocs de
proche en proche. Ces méthodes sont simples à mettre en œuvre et ne nécessitent pas un
modèle sur le contenu des images.
Les méthodes ascendantes sont regroupée en trois catégories :
Approches par regroupement de connexités : les différentes catégories de
connexités d’une image binaire sont différenciées par leurs tailles et leurs alignements
(les connexités alignées et de hauteur moyenne représentent des caractères ou des groupes
de caractères qui peuvent être assemblées en lignes de texte, les connexités non alignés
quel que soit leurs tailles ne peuvent pas être du texte, etc.). À partir de ces critères,
ces composantes sont regroupées en zones de texte (mots, lignes, paragraphes...) ou en
éléments graphiques [30, 20].
Le Run Length Smoothing or Smearing Algorithm (RLSA) est un filtre qui
agglomère (smoothing / smearing) les séquences (Run-Length) de pixels noirs en fonction
de la longueur des espaces. La longueur des séquences dépend d’un paramètre appelé
Contrainte C. Avec des valeurs croissantes de C, les caractères sont regroupés en mots,
les mots en lignes... Des variantes ont été introduites [113, 4, 108] pour éviter de fixer des
seuils arbitraires sur ce paramètres.
Les méthodes de segmentation structurelle, entre autres le RLSA, ne sont applicables
que sur des images binaires. Pour remédier à cette contrainte, Strouthopoulos et al. quan-
tifient l’image en utilisant un réseau de neurones non supervisé et appliquent ensuite cette
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approche structurelle sur chacune des images masques associées aux couleurs résultant de
la réduction colorimétrique.
La segmentation par changement d’échelle [86] revient à appliquer des filtres
de flou Gaussien et un sous-échantillonnage progressif des images. Sur les images binaires,
il suffit de prendre la valeur majoritaire des pixels sur une zone de taille (dx, dy) pixels
et la copier dans une image plus petite à une échelle (1/dx, 1/dy) de l’image initiale. Si
les valeurs des paramètres sont correctement choisies, ce ré-échantillonnage permet de
coller les entité homogènes, comme par exemple les mots de la même ligne, et ainsi de les
extraire.
Les méthodes de segmentation par découpage Ces méthodes reposent sur un
découpage récursif de l’image en analysant les espaces plutôt que les traits.
Dans cette famille d’approches, nous distinguons les deux sous-familles suivantes :
Le découpage récursif X-Y [83, 61] consiste à découper récursivement une image
binaire, à l’aide de l’analyse des répartitions des pixels représentant la couleur de l’encre,
horizontalement et verticalement. À chaque étape de la récursivité, des projections sont
appliquées selon les axes X et Y dans le bloc en cours d’analyse. Ces projections at-
teignent des pics le long des lignes de texte et forment des vallées autour des espaces de
séparation entre les blocs de texte. On peut, ainsi, s’arrêter au niveau de segmentation
désiré (paragraphe, ligne, mot ou caractère).
La segmentation par l’analyse des espaces [92] est basée sur la détection des
grandes zones d’espaces entre les blocs imprimés. Une approche originale [12] repose sur
l’analyse des lignes équidistantes de tous les objets de l’image obtenues par la squeletti-
sation des espaces à l’aide d’outils de morphologie mathématique.
Approches mixtes Les méthodes de segmentation par fusion et par découpage ont
chacune des avantages et des inconvénients. Si les approches descendantes sont générale-
ment plus rapides, les méthodes de segmentation par regroupement sont plus adaptées à
la grande variabilité des documents alors que les méthodes de segmentation par décou-
page se limitent à des documents contraints ou pour lesquels le modèle est connu. Pour
pallier ce problème, quelques auteurs ont développé des approches mixtes par fusion et
découpage en essayant de tirer parti des avantages des deux méthodes. Les approches
mixtes [59, 110, 107, 73] permettent de ne pas partir de tous les objets élémentaires de
l’image à pleine résolution et accélérer les méthodes ascendantes. De plus les approches
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mixtes permettent de traiter des documents moins contraints que pour les méthodes pu-
rement descendantes.
2.1.2 Séparation texte / fond
Nous nous penchons, dans cette section, sur les approches permettant d’extraire le
texte écrit sur un fond non uniforme et texturé, tel que certaines images de publicités.
Les lignes de texte contenues dans de telles images sont généralement peu nombreuses et
ne présentent aucune régularité. Les approches structurelles sont donc inapplicables dans
ce cas de figure.
La binarisation est largement utilisée dans la littérature pour atteindre cet objectif.
Une méthode de seuillage du niveau de gris locale et adaptative a été récemment pro-
posée [18]. Cette méthode extrait efficacement le texte des images texturées. Néanmoins,
l’information colorimétrique n’étant pas exploitée, de telles approches s’avèrent inefficaces
face aux fonds multicolores et faiblement contrastés.
Selon le type de descripteur utilisé pour détecter et extraire le texte des fonds non-
uniformes, nous regroupons les approches existantes en deux grandes familles. Les ap-
proches locales tirent profit des différences chromatiques et achromatiques entre les élé-
ments de texte et le fond. Ces dernières sont séparées en deux sous-familles : les approches
basées sur le regroupement des connexités et les approches basées sur la détection des
bords. La seconde famille est composée des méthodes basées sur la texture.
Regroupement de composantes connexes L’extraction de connexités sur un fond
coloré et texturé est la phase la plus problématique pour ce type d’approches. L’étape
suivante se réduit, en effet, à appliquer des règles géométriques simples aux connexités
extraites et éventuellement une série de filtrages pour éliminer les fausses détections.
Sur les images en niveaux de gris, une binarisation locale et adaptative suffit : les
connexités noires (ou blanches) alignés et de tailles similaires forment probablement des
éléments de texte [88].
Sur les images en couleur, on recourt généralement à une quantification qui donne lieu
à plusieurs images binaires (une image par classe colorimétrique). Une extraction suivie
d’un regroupement de connexités sont ensuite effectués dans chacun des masques résultant
de la quantification.
L’analyse des histogrammes du modèle RVB [52, 126] ou L*a*b* [43] est la technique
de quantification la plus communément utilisée dans le but de prétraiter l’extraction de
texte. Une méthode de segmentations chromatiques et achromatiques effectuant de simples
seuillages des canaux TSV a été proposée [122]. Une telle méthode ne filtre pas les bruits
qui entraînent des classes superflues biaisant ainsi la phase d’agglomération de connexités.
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D’autres méthodes de classification de couleurs, comme par exemple les graphes théo-
riques [96], sont utilisées pour regrouper les composantes connexes de la même classe
colorimétriques en d’éventuelles entités de texte.
Extraction de bords Une photo incrustée possède des transitions plus douces et plus
aléatoires de nuances de gris entre le blanc et le noir, alors qu’une zone de texte est
représentée par des transitions brutales des niveaux de gris correspondant aux contours
francs des caractères. C’est sur ce constat que s’appuient les méthodes de détection de
texte à base de détection de bords [124, 82].
L’image de gradient est calculée en soustrayant les valeurs de gris de chaque paire
de pixels consécutifs dans le sens de lecture. Cette image est équivalente à une dérivée
de l’image dans une direction donnée. Les valeurs les plus élevées de cette dérivée sont
atteintes autour des variations les plus fortes, c’est à dire le long des contours des carac-
tères. En sommant dans le sens de lecture, les valeurs de cette carte de gradients dans
une fenêtre de taille donnée, on obtient des valeurs maximales du filtre le long des lignes
de texte que l’on peut comparer à un seuil qui règle la sensibilité de la détection. Ce
filtre de « gradients cumulé », initialement développé pour la localisation de textes dans
les images vidéos [65], a été utilisé pour la localisation des titres dans les vidéos non
contraintes comme les archives télévisuelles [119] et la segmentation de l’imprimé compo-
site couleur sans binarisation [66]. Un post-traitement morphologique est appliqué pour
isoler les formes allongées entre elles. Cette méthode est cependant sensible à la densité
des traits ; ainsi un ou deux très grands caractères isolés ne représentent pas une densité
suffisante de variations locales pour être détecté par le filtre. Cette limite est toutefois
négligeable puisque les paragraphes de textes composés de moins de 3 caractères sont
extrêmement rares.
La plupart des méthodes existantes utilisent le filtre de Canny pour détecter les
bords [1, 85], positions potentielles de textes. Les traits détectés sont rassemblés et fu-
sionnés et un ensemble d’heuristiques est appliqué pour éliminer les fausses détections.
L’algorithme de détection de bord de Canny est principalement basé sur l’estimation du
gradient de l’image après un lissage Gaussien pour réduire le bruit. Cette méthode est
conçue pour les images en niveaux de gris ce qui limite son intérêt sur les images en
couleurs.
Méthodes utilisant la texture Les éléments textuels (les caractères) présentent des
textures similaires entre eux d’une part et différentes de celle du fond d’autre part. La
représentation de la texture s’effectue souvent dans le domaine fréquentiel. Les techniques
basées sur les filtres de Gabor [96], les ondelettes [48], la transformée en cosinus discrète
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
56 II. Applications à la segmentation colorimétrique
(DCT) [71], la transformée de Fourier (FFT) [21], etc. sont utilisées pour détecter la
texture locale des zones de texte dans une image.
Ces techniques requièrent souvent un apprentissage via des machines à vecteurs de
support (SVM), des réseaux de neurones [21], etc. pour classer les différentes textures
observées et détecter ainsi les zones de textes.
Les méthodes les plus rapides de cette famille présentent une complexité enO(n log(n)).
Elles sont donc spécialement coûteuses en ressources, notamment en termes de temps
d’exécution. Cette charge élevée est due à des balayages multiples de l’image. Par ailleurs,
l’apprentissage rend ces méthodes dépendantes d’un modèle et non-génériques.
2.1.3 Conclusion
Nous avons présenté dans cette section un aperçu sur les diverses méthodes permettant
la détection et l’extraction de texte dans de différents types d’images. Les méthodes struc-
turelles sont adaptées aux images binaires tandis que les approches à base de détection de
bords ou de texture permettent d’extraire le texte sur un fond gris. Seules les approches à
base de regroupement de connexités gèrent les images couleur aussi bien que les images en
noir et blanc. Qui plus est, ces méthodes sont simples et rapides. Cependant, les méthodes
de quantification employées par ces approches sont sensibles aux bruits, aux distorsions ou
à la résolution de l’image. Cette limite risque de provoquer une sous-segmentation ou une
sur-segmentation qui pénalise la phase de regroupement de connexités et ainsi l’extraction
de texte.
Nous proposons donc une méthode mixte basée sur le regroupement de connexités
dans les plans monochromatiques d’une part et sur la détection des bords ainsi que le
regroupement de connexités dans les zones multi-chromatiques ou grises d’autre part.
2.2 Notre proposition
À l’exception des deux classes multi-chromatique et Gris, chacune des couches mono-
chromatiques et N&B issues de notre système de séparation colorimétrique est assimilée
à un masque binaire. Comme nous l’avons mentionné dans la section précédente, la mé-
thode d’extraction de texte choisie est tenue de s’adapter à la nature de l’image et son
contenu.
Nous présentons, dans cette section, une approche adaptative qui prend en compte les
particularités des zones traitées. Cette approche repose sur le groupement de connexités
dans les images binaires et sur une adaptation de la technique des gradients cumulés aux
images RVB.
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2.2.1 Extraction de texte dans les classes monochromatiques
Nous nous intéressons dans cette section à la classe N&B ainsi que toutes les ré-
gions monochromatiques. Nous associons à chacune de ces classes une image binaire. Les
approches structurelles y sont parfaitement applicables.
L’agglomération de connexité s’avère être une approche efficace et rapide. Cette mé-
thode permet donc d’atteindre nos objectifs tout en satisfaisant nos contraintes indus-
trielles.
Algorithme Dans nos images de presse actuelle, trois contraintes régissent l’agglomé-
ration des composantes connexes en lignes de texte :
• l’alignement horizontal : les connexités d’une même ligne doivent présenter un re-
couvrement vertical suffisant (au moins le quart de chaque connexité doit être en
recouvrement)
• des hauteurs similaires : deux connexités sont colinéaires si aucune des deux n’est
plus grande d’un ratio de 2 que l’autre.
• un espacement horizontal suffisamment faible : l’espacement entre chaque paire de
connexités consécutives doit être inférieur au double de la hauteur moyenne de la
ligne correspondante.
Cette approche permet de détecter les lignes horizontales ou légèrement inclinées. Cette
limite est acceptable dans la mesure où ces lignes non détectées sont extrêmement rares
dans les documents de notre corpus d’une part et où l’algorithme est très rapide d’autre
part. De plus, les OCR ne reconnaissent que les lignes horizontales. Cet algorithme reste
toutefois modulable pour détecter les lignes verticales, en agglomérant les connexités dans
la direction orthogonale, ou les lignes obliques si l’angle d’inclinaison est connu a priori.
Dans certaines images, notamment les pages de presse, les lignes de texte sont or-
ganisées en colonnes. Si les colonnes sont horizontalement proches, notre algorithme est
susceptible d’associer des connexités appartenant à des colonnes différentes à une même
ligne. Toutefois, nous nous contentons, à ce stade d’une simple extraction de texte sous
la forme de lignes “physiques” puisque nous n’avons pas besoin d’extraire les lignes “logi-
ques”.
2.2.2 Extraction de texte dans les couches multi-chromatiques et Gris
La technique des gradients cumulés a prouvé son efficacité sur des images et des vi-
déos en niveaux de gris. Le recours aux gradients couleurs [64] permet d’adapter cette
technique aux zones en couleurs sans besoin de les transformer en niveaux de gris. Ce
nouveau gradient permet donc de tirer profit de l’information apportée par les variations
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colorimétriques et facilite ainsi l’extraction de texte dans les régions les plus faiblement
contrastées.
Nous proposons l’algorithme ci-dessous pour extraire le texte dans les zones multi-
chromatiques.
Algorithme Les lignes de textes étant quasiment toujours horizontales, nos calculs
seront basés sur la dérivée horizontale 1.
Soit p(x, y) un point de l’image défini dans l’espace RVB par (Rp, Vp, Bp). La dérivée
horizontale dx est définie en p par :
dx(p) =M / |M| = max{
∣∣∣∣∣∂Rp∂x
∣∣∣∣∣,
∣∣∣∣∣∂Vp∂x
∣∣∣∣∣,
∣∣∣∣∣∂Bp∂x
∣∣∣∣∣} (II.1)
Les valeurs de dx sont cumulées dans des fenêtres horizontales de taille (k ·St×1) ; k est
un paramètre dont nous avons fixé la valeur à 45. Cette largeur de la fenêtre correspond
à la largeur moyenne de trois caractères. Il est à noter que l’algorithme est robuste aux
variations de k. En effet, nous avons effectué des tests avec k variant de 15 (largeur
d’un caractère) à 300 et nous avons constaté que les résultats ne varient pas de façon
significative.
L’image de gradients cumulés (Fig. II.1.b) est ensuite seuillée en appliquant une binari-
sation rudimentaire, comme par exemple la méthode Otsu [89]. Les zones émergentes sont
quantifiées (Figure II.1.c) par le biais d’une méthode simple et rapide : une classification
qui s’apparente à la méthode MeanShift [34] appliquée dans le cube RVB réduit. Selon
cette approche, les classes retenues sont données par les centres des agglomérations de
fortes densités. Notons que le recours à d’autres méthodes de quantification est également
possible.
La quantification sert à séparer le texte du fond, localement dans l’image. Dans
l’exemple de la figure II.1, la quantification donne lieu à trois classes colorimétriques,
c’est-à-dire à trois images binaires où nous pouvons appliquer des approches structurelles
pour localiser le texte. L’algorithme détaillé dans la section 2.2.1 est donc appliqué à
chacune des couches résultantes afin d’y extraire les éventuels éléments de texte.
En remplaçant le gradient couleur par le gradient niveau de gris classique, nous calcu-
lons l’image de gradient cumulé dans la couche Gris. Dans cette couche, la quantification
est évidemment remplacée par une simple binarisation.
1. Il est possible de remplacer la dérivée horizontale par la dérivée verticale si la direction de l’écriture
l’exige.
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a. Echantillon d’imge b. Gradients cumulés
c. Résultat de la quantificationd. La couche contenant du texte
Figure II.1 – Extraction de texte d’une photo
2.2.3 Conclusion
Nous avons présenté dans cette section une approche simple et générique permet-
tant d’extraire le texte dans des images quelconques. Cette méthode est simple grâce à
la segmentation colorimétrique (présentée dans le chapitre I) qui lui fournit des classes
homogènes et libérées de tout bruit colorimétrique.
La méthode proposée s’accommode localement à la nature de la zone : nous appliquons
une approche structurelle dans les régions uniformes tandis que les zones polytonales sont
traitées par des méthodes plus sophistiquées comme le gradient cumulé. C’est cette mixité
qui assure la généricité de l’approche.
2.3 Évaluation
Nous allons mesurer l’impact de notre méthode d’extraction de texte sur les perfor-
mances de l’OCR Abbyy FineReader 8.1 en termes de segmentation en lignes. Le taux de
reconnaissance de l’OCR n’entre pas dans notre cadre d’étude.
2.3.1 Choix et motivations
Pourquoi utiliser FineReader ? Comme nous l’avons mentionné précédemment, au-
cune méthode de segmentation structurelle n’est applicable à tout type de document. En
revanche, les OCR passent nécessairement par une phase de segmentation en mots, lignes,
paragraphes, etc. avant de reconnaitre le texte, et ce indépendamment de la nature de
l’image. Ces logiciels nous procurent donc une segmentation physique générique, objective
et facilement reproductible en vue de comparer les résultats.
Nous avons choisi d’évaluer la segmentation en lignes, non pas en caractères, en mots
ou en paragraphe. Ce choix constitue un compromis entre la complexité du protocole
expérimental (l’étiquetage manuel de la base d’évaluation) et la précision des résultats.
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FineReader s’avère être l’OCR le plus performant sur le marché actuel. Améliorer les
performances de ce dernier logiciel constitue donc un challenge de poids que nous avons
tenté de relever.
Choix de la base de test FineReader est parfaitement efficace sur les images de
documents réguliers comme par exemple les romans, les revues scientifiques, les documents
techniques, etc. L’application de notre méthode à ces images serait donc superflue. En
revanche, cet OCR peine à extraire le texte des photos et fonds multicolores. Un traitement
préalable de ces zones permettrait donc au logiciel d’atteindre de meilleures performances.
C’est pour cette raison que la littérature comprend une variété de méthodes assurant ce
prétraitement, à savoir l’extraction de texte des zones picturales.
Les magazines de modes contiennent des blocs de texte réguliers aussi bien que des
pages de publicités de structures variables et des photos naturelles incorporant du texte.
De par leur mixité et leurs structures complexes, ces images s’avèrent être le meilleur
moyen pour évaluer la généricité de notre approche.
2.3.2 Protocole expérimental
Nous obtenons une image de texte globale en additionnant les résultats d’agglomé-
ration de connexités provenant des différentes couches chromatiques et achromatiques.
L’image résultante est de fond blanc uniforme 2. Nous comparons ensuite les performances
de l’OCR sur, respectivement, ces dernières images et les images de documents brutes.
Nous avons manuellement encadré toutes les lignes de texte des numéros ‘3321’ du
magazine ‘Elle’ ainsi que ‘73 02 10’ de ‘Glamour’. Notre base de test est donc composée
de 448 pages contenant 14303 lignes de texte globalement. Ces lignes proviennent de blocs
de texte réguliers ainsi que de zones graphiques.
Les résultats de la segmentation en lignes seront présentés en termes de précision P
et rappel R ; R étant le nombre de lignes de la vérité terrain correctement détectées (par
l’OCR) divisé par le nombre de lignes dans la vérité terrain ; P est donné par le rapport
entre le nombre de lignes correctement détectées et le nombre de lignes détectées au total.
R = nb lignes correctement détectées
nb lignes dans la vérité terrain P =
nb lignes correctement détectées
nb total de lignes détectées (II.2)
Notre protocole expérimental suit la méthode d’évaluation Deteval [118]. Cette mesure
stipule que :
• une ligne de la vérité terrain est considérée correctement détectée s’il existe une ligne
segmentée dont le rectangle englobant recouvre, au minimum, 80% de sa surface.
2. Les connexités blanches sont inversées afin d’être décelable du fond blanc.
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• une ligne segmentée est considérée comme fausse détection si au moins 40% de la
surface couverte par son rectangle englobant ne recouvre aucun rectangle dans la
vérité terrain.
2.3.3 Résultats et commentaires
Le tableau II.1 affiche les résultats de segmentation en lignes par FineReader sur les
images brutes et respectivement nos images de texte recomposées.
Type d’image en entrée R P
FineReader appliqué aux images d’origines 81.63 93.70
FineReader appliqué à nos images de texte 91.03 90.89
Table II.1 – Résultats de segmentation sur une base de 14303 lignes
Analyse des valeurs de rappel Le rappel reflète la capacité de la méthode à retrouver
les lignes de textes ; les fausses détections n’influent donc pas sur R. L’amélioration ap-
portée par notre méthode vis-à-vis de cette mesure est principalement due à l’extraction
du texte des zones graphique (exemple de résultats dans la figure II.2).
Nous avons constaté que certains éléments textuels que notre méthode a correctement
extraites ne sont pas pour autant correctement segmentées par l’OCR. Ces éléments sont,
en effet, imprimés avec des polices non gérées par FineReader. Ce logiciel n’est donc
pas suffisamment générique pour segmenter tous les éléments textuels. Cette défaillance
affecte négativement les valeurs de rappel qui atteindraient 96% sur nos images de texte
si toutes les polices étaient correctement gérées.
Par ailleurs, FineReader ne détecte également pas les titres écrits en gros caractères.
Cette limite s’ajoute à la précédente pour baisser les valeurs de rappel. Il est toutefois
envisageable de redimensionner les grosses connexités de façon à ce qu’elles aient la taille
suffisamment petite pour être reconnues par le logiciel. Ce redimensionnement permettrait
conséquemment d’améliorer le rappel.
Analyse des valeurs de précision De façon complémentaire au rappel, la précision
reflète le taux d’erreurs (de fausses détections) engendré par le système de segmentation.
Le tableau II.1 témoigne une certaine baisse des valeurs de précision sur nos images de
texte par rapport aux images brutes. Cette baisse est due à deux principales raisons :
• Les fausses détections sous forme de textures régulières et de couleurs uniformes dans
les zones picturales (exemple : des fenêtres dans l’image d’un immeuble). Ces fausses
détections incombent à notre système d’extraction de texte qui est dépourvue d’une
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FineReader
appliqué aux 
images d’origine
Finereader 
appliqué à nos 
images de texte
a. b.
Figure II.2 – a. Exemples de résultats par FineReader, b. Légende
phase de filtrage. Le recours à certaines heuristiques géométriques permettrait de
les filtrer et d’améliorer ainsi la précision de façon significative.
• L’OCR associe parfois des entités textuelles provenant de paragraphes différents,
voire de zones de natures différentes, à une même ligne. Cette sous-segmentation
pénalise la précision considérablement.
Comparaisons Il nous est difficile de nous comparer à l’état de l’art car les approches
existantes ciblent des images de natures différentes de notre corpus.
Les approches structurelles ne permettent pas d’extraire le texte dans les zones pictu-
rales ; elles n’apportent donc aucune améliorations aux performances de FineReader.
En revanche, les approches non structurelles sont toutes conçues pour extraire le texte
exclusivement des zones graphiques. Ces méthodes sont donc inapplicables aux images de
magazines qui contiennent naturellement des blocs de texte réguliers de fond uniforme.
Les images traitées par ces méthodes sont notamment les couvertures de magazines et les
vidéos. Les images de tests renferment donc un nombre réduit de lignes de texte, ce qui
rend la comparaison de résultats encore moins objective.
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Par ailleurs, ces dernières pages présentent un aspect irrégulier, si bien qu’il est difficile
d’y regrouper les mots en lignes de texte. De ce fait, les résultats de recherche dans ce
cadre sont souvent exprimés en termes de taux d’extraction de mots, jamais en taux de
segmentation en lignes.
À titre d’exemple, une méthode d’extraction de texte récente [18] atteint R = 99.2
et P = 99.4 (sans passer par aucun OCR) sur une base de test composée de 65 images
contenant peu de mots. Cette méthode présente l’inconvénient de dépendre de plusieurs
paramètres tout comme la plupart des méthodes existantes. De surcroît, l’information
colorimétrique n’est pas mise à profit par cette approche.
Notons, par ailleurs, que les travaux de recherches liés à ce domaine [108, 43] affichent
souvent leurs résultats en termes d’images illustratives et ne procurent pas de valeurs
numériques.
2.4 Conclusion
Nous avons présenté dans cette section une méthode d’extraction de texte qui a la
particularité et l’avantage d’être applicable à toute image de document, quelque soit sa
nature. Cette méthode s’appuie fortement sur nos résultats de segmentation chromatique
et achromatique ainsi que sur la technique des gradients cumulés que nous avons adaptée
afin d’utiliser l’information colorimétrique.
Nous avons ensuite mesuré l’apport de notre approche aux performances de l’OCR
FineReader en matière de segmentation en lignes de texte. Nous avons donc pu relever
une amélioration de 10% des valeurs de rappel pour une perte de 3% de la précision. Une
phase de filtrage subséquante à l’étape d’extraction de texte permettrait d’améliorer la
précision de façon significative.
À l’instar de l’information chromatique ou achromatique, cette information textuelle
acquise alimentera un classificateur de blocs de presse qui permet de détecter les zones
publicitaires.
3 Détection des publicités
Nous nous intéressons dans cette section au problème de détection des zones publici-
taires dans les images de presse numérisée.
Pour ce faire, nous effectuons un classement de blocs homogènes découpés dans les
pages de journaux et magazines. Ces blocs sont issus d’une segmentation physique s’ap-
puyant sur les résultats d’extraction de texte (section 2).
Une étude de l’état de l’art (présentée dans la section 3.1) montre que les descripteurs
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image, colorimétriques et structurels, sont les mieux adaptés pour identifier les blocs
publicitaires.
Nous avons testé deux classificateurs, k-NN et AdaBoost [33], pour regrouper les blocs
en respectivement quatre et deux catégories. Les résultats seront rapportés dans la sec-
tion 3.3.
3.1 Étude de l’existant
La détection de publicités dans les images de presse numérisée constitue une nou-
velle thématique de recherche. En effet, quelques travaux sur le classement d’images de
documents ou sur la détection des zones publicitaires dans des bases de données très dif-
férentes de notre corpus existent dans la littérature mais aucun travail existant ne permet
d’aboutir à la détection de publicités dans des images de périodiques et magazines.
Dans cette section, nous allons passer en revue les méthodes les plus adaptables à
notre application et dont nous pouvons nous inspirer. Les approches non applicables dans
notre cadre d’utilisation seront présentées de façon sommaire.
3.1.1 Classement d’images de document
Les méthodes de classement de documents répondent à des besoins divers et variés
comme par exemple l’indexation, la préparation à des traitement d’images spécialisés, la
détection d’articles non réguliers (comme les blocs publicitaires), etc.
Les descripteurs et la méthode d’apprentissage dépendent du corpus, des classes d’images
à distinguer et du problème à traiter [16]. À titre d’exemple, le tri automatique des
courriers passe par une binarisation suivie d’un classement basé sur des descripteurs sé-
mantiques [3]. En revanche, la détection d’images publicitaires dans les pages web est
principalement basée sur l’information colorimétrique et structurelle [69, 39].
Le classement de blocs de documents repose souvent sur des caractéristiques simples
et directement calculées sur l’image, tel que la densité de pixels noirs, ou extraites à partir
des résultats de segmentation physique comme par exemple le nombre de lignes de texte,
les dimensions du bloc, etc. [16].
Les caractéristiques sémantiques sont également utilisées et sont généralement déduites
des résultats de l’OCR.
La texture et entre autres les bords sont des informations souvent utilisées, dans dif-
férents types de médias [115], pour caractériser les échantillons à classer. L’extraction de
telles caractéristiques est souvent coûteuse en terme de temps d’exécution. Par ailleurs,
ces dernières ne sont pas assez discriminantes pour les images de presse actuelle.
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3.1.2 Détection de zones publicitaires
Certains travaux concernant la détection ou la reconnaissance de zones publicitaires
dans les images Web et les vidéos existent dans la littérature. Cependant, l’état de l’art
ne révèle aucune approche permettant la localisation de ces espaces commerciaux dans
les images de presse numérisée qui présentent des caractéristiques différentes des images
web et des vidéos en différents points :
• la détection de publicités dans les images de presse revient à un classement d’articles
de journaux. Une phase de segmentation en blocs est donc nécessaire au préalable.
Les résultats de classement sont sensiblement affectés par la finesse de la segmenta-
tion physique. Les images Web et les vidéos sont exemptées de cette segmentation :
dans ces corpus, ce sont les images entières qui font l’objet du classement.
• Les descripteurs sémantiques facilement obtenus à partir du code HTML sont sou-
vent employés [69, 39, 98] pour classer les images Web et détecter ainsi les publicités.
Or, nos blocs de presse ne nous procurent aucune information sémantique.
• L’information spatio-temporelle est souvent utilisée pour détecter les publicités dans
les vidéos [99, 125, 116]. Des descripteurs audio sont également employés pour ex-
traire les passages publicitaires dans ce type de médias. Le format image ne nous
procure évidemment pas ces informations spécifiques au format vidéo.
Les publicités présentent toutefois certaines caractéristiques partagées par la plupart
des formats médiatiques. Il s’agit de l’information colorimétrique et structurelle mention-
nées dans la section 3.1.1.
Le recours à l’information sémantique engage l’acquisition d’un dictionnaire permet-
tant de rechercher les termes révélant la présence d’une éventuelle zones publicitaire. Or,
une telle base de données restreindrait la détection à certaines publicités bien ciblées
sur lesquelles nous disposons d’une connaissance a priori comme par exemple le nom de
l’enseigne, certains termes commerciaux fréquemment employés, etc. À défaut de cette
information, il est impossible de tirer profit des descripteurs sémantiques pour détecter
les publicités.
Si les descripteurs varient énormément afin de s’adapter aux différents types de mé-
dias à traiter, certaines méthodes d’apprentissage sont suffisamment matures pour classer
des objets de natures différentes. Les classificateurs les plus communément utilisés dans
le cadre de détection de publicités sont SVM [23], AdaBoost [33] et les réseaux de neu-
rones [49].
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3.1.3 Conclusion
L’étude de l’état de l’art nous révèle que les descripteurs colorimétriques et structurels
sont les plus appropriés pour détecter les publicité dans notre cadre d’utilisation. Les pre-
mières caractéristiques sont directement calculées sur l’image ou à l’issue d’une séparation
de couleurs. Les descripteurs structurels sont simplement déduits des résultats d’une seg-
mentation physique. Le recours à d’éventuelles caractéristiques sémantiques restreindrait
inéluctablement le champ d’application du système de détection de publicités.
3.2 Notre proposition
Nous présentons dans cette section une approche inédite permettant de classer des
images de documents dans le but de détecter les zones publicitaires.
Une publicité couvre rarement la totalité d’une page : une image de presse est géné-
ralement composée d’un ensemble d’articles, d’illustrations graphiques et éventuellement
de zones publicitaires de formats variables (graphique, texte, etc.). Une phase de segmen-
tation en blocs homogènes s’avère donc nécessaire en amont du classement.
Après une sélection minutieuse des descripteurs de classement, nous présenterons les
résultats obtenus ainsi que les commentaires associés.
3.2.1 Segmentation en blocs et pré-classement
La segmentation physique de la page n’étant pas notre objectif final, nous en proposons
une approche simple et ultra-rapide basée sur le regroupement d’entités homogènes.
Cette méthode donne lieu à trois types de blocs :
• Les blocs de type texte sont exclusivement composés de lignes de texte. Les lignes
de texte (section 2) présentant un recouvrement horizontal suffisant (au moins la
moitié de la largeur de chaque ligne), qui sont suffisamment proches verticalement
(la distance entre deux lignes consécutives doit être, au plus, deux fois plus grande
que le hauteur de chaque ligne) et de hauteurs similaires (le rapport de hauteurs
maximum toléré entre chaque paire de lignes du bloc est de 2) forment un bloc de
texte.
• Les blocs de type graphique ne contiennent aucun élément textuel. Ces blocs sont
donnés par les rectangles englobants ne contenant pas de texte dans les classes
multi-chromatiques et Gris ainsi que toutes les entités non textuelles des classes
complémentaires. Si les rectangles englobants de deux blocs graphiques entrent en
intersection, ces derniers sont naturellement fusionnés.
• Si un élément textuel se trouve à l’intérieur d’un bloc graphique, ce dernier est
considéré de type graphique&texte
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La figure II.3 présente un exemple des résultats de segmentation sur un échantillon
d’image : chaque bloc identifié est colorié en une teinte aléatoire.
Blocs de
texte
Bloc de texte&graphique
Figure II.3 – Résultat de segmentation en blocs
Cette méthode engendre parfois la sur-segmentation de certains articles composés de
plusieurs colonnes. Les titres sont également souvent considérés comme des blocs à part
entière (figure II.3). Néanmoins, cette insuffisance reste acceptable puisque la méthode
est complètement automatisée et ne requiert aucun modèle ni apprentissage. Par ailleurs,
les blocs de texte correspondent rarement à des publicités : ce sont les candidats de type
graphique&texte qui sont les plus susceptibles de l’être.
3.2.2 Sélection des descripteurs
Afin d’évaluer nos méthode de segmentation colorimétrique et structurelle de façon
objective, tous les descripteurs guidant le classement sont directement déduits des résultats
de ces approches de décomposition, à l’exclusion de toute caractéristique sémantique.
L’observation de publicités provenant de différents magazines et journaux permet de
constater que les zones publicitaires présentent souvent les caractéristiques suivantes :
• des éléments textuels ou / et un fond colorés,
• présence de plusieurs teintes ou de régions multi-chromatiques,
• un alignement irrégulier (lignes de texte de largeur ou / et de hauteurs variables),
• peu de texte,
• le bloc publicitaire n’est pas noyé dans un article.
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Il est malheureusement peu probable d’observer toutes ces caractéristiques conjointe-
ment dans un même bloc.
Ces observations sont traduites en l’ensemble de descripteurs numériques ci-dessous :
• taux respectifs de pixels dans les parties noires, grises, monochromatiques, et multi-
chromatiques dans le bloc,
• nombre de teintes différentes,
• pourcentages et densités respectifs de lignes de texte noir, blanc, gris, monochroma-
tique et multi-chromatique 3,
• variances respectives des hauteurs et largeurs des lignes de texte,
• taux de surface d’intersection avec les autres blocs de la page.
Ces derniers descripteurs donnent lieu à un vecteur de caractéristiques de dimension
21.
3.2.3 Classificateurs
Nous avons sélectionné deux classificateurs pour catégoriser les blocs candidats et
détecter ainsi les publicités.
K-NN L’algorithme des k-plus proches voisins (k-NN) est une méthode de classement
fondamentale. Pour classer un candidat donné, il suffit de calculer sa distance par rapport à
chacun des échantillon de la base de connaissance. Les k plus proches voisins correspondent
aux k échantillons dont les distances sont les plus faibles. Le candidat est assigné à la classe
la plus représentée par les k échantillons. K ∈ [1..N [ ; N étant le nombre d’échantillons
dans la base de connaissance.
Cette méthode présente l’avantage d’être simple et générique : elle est applicable à
n’importe quelle base de données, qu’elle soit équilibrée ou pas. Par ailleurs la modification
(l’ajout ou la suppression d’échantillons) de la base étiquetée n’affecte en rien le procédé.
Cependant, il s’agit d’une approche lente ; sa complexité étant en O(N).
AdaBoost AdaBoost [33] est une méthode d’apprentissage automatique reposant sur
la sélection itérative de classificateurs faibles en fonction d’une distribution des exemples
d’apprentissage. Chaque exemple est pondéré en fonction de sa difficulté avec le classifi-
cateur courant.
Algorithme :
• Soit une base d’apprentissage : (x1, y1), ..., (xm, ym) où xi ∈ X sont les échantillons
et yi ∈ Y = {−1, 1} les étiquettes.
3. Une ligne de texte est dite multi-chromatique si elle est incluse dans une zone multi-chromatique
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• Initialement, on associe à chaque échantillon i de la base d’apprentissage une valeur
D1(i) = 1m , i = 1, ..,m.
• T étant le nombre d’itérations, pour t = 1, ..., T :
1. Trouver dans H, famille des classificateurs faibles 4, le classificateur ht : X →
{−1, 1} qui minimise l’erreur de classement t : ht = argminh∈Ht avec t =
minh∈H
∑m
i=1 Dt(i)[yi 6= h(xi)]
2. Si t < 0.5 le classificateur est sélectionné, sinon l’algorithme s’arrête
3. On détermine alors le poids du classificateur : αt ∈ R, avec αt = 12 ln 1−tt
4. Dt+1(i) = Dt(i)e
−αtyiht(xi)
Zt
, Zt étant un facteur de normalisation.
• Le classificateur global résultant de ce processus est : H(x) = sign
(∑T
t=1 αtht(x)
)
• Pour classer un candidat xc, il suffit de calculer H(xc) ; si la valeur renvoyé est
positive, il est assignée à la classe dont l’étiquette est 1 ; sinon le candidat est affecté
à la deuxième classe.
L’algorithme décrit ci-dessus renvoie une valeur binaire, c’est-à-dire que seulement
deux classes peuvent être séparées. D’autres variantes adaptées à un plus grand nombre
de classes existent toutefois dans la littérature. Cependant, ces dernières approches sont
particulièrement couteuses en terme de temps d’exécution.
Le classificateur AdaBoost est capable d’évaluer le pouvoir discriminatoire de chaque
descripteur indépendamment des autres et de faire valoir ainsi les caractéristiques les plus
performantes dans chaque base en leur associant les poids les plus élevés.
Par ailleurs, un échantillon x est classé plus rapidement par AdaBoost que par k-NN
puisqu’il suffit, pour ce faire, d’évaluer H(x).
Cette méthode requiert, cependant, l’équilibrage de la base d’apprentissage (les échan-
tillons positifs doivent être présents dans la base de façon similaire aux échantillons né-
gatifs). Or, notre cadre d’utilisation, cette contrainte ne reflète pas les conditions réelles :
les publicités sont beaucoup moins présentes que les articles réguliers dans notre corpus.
3.2.4 Conclusion
Nous avons défini dans cette section tous les éléments nécessaires à un apprentissage
supervisé, à savoir : les candidats potentiels au classement, les descripteurs numériques et
les classificateurs.
Les blocs candidats résultent de la segmentation physique de la page. La méthode
employée à cet effet est une application directe aux résultats de la décomposition colo-
4. Un classificateur faible est défini par un axe a (a ∈ [1..21] dans notre cas de figure)de l’espace des
descripteurs, un seuil fixe s et un sens (< ou >). Il s’agit d’une fonction binaire renvoyant la valeur 1 si
la projection de l’échantillon selon a est inférieure (ou supérieure, selon le sens du classificateur) à s et
-1 sinon.
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rimétrique et de l’extraction de texte. Les caractéristiques de classement sont également
calculées à partir de ces derniers résultats.
Nous avons choisi deux classificateurs différents pour évaluer ces descripteurs. Les
résultats respectifs de chaque méthode seront reportés et commentés dans la prochaine
section.
3.3 Résultats et commentaires
3.3.1 Protocole expérimental
Base de données Notre base de données est issue d’environ 400 pages simples et
doubles provenant de journaux et magazines européens variés. Il s’agit donc d’une base
multilingue composée d’images de qualités et résolutions variables procurées par notre
partenaire commercial.
Ces images proviennent, plus précisément, de 5 documents choisis pour leurs aspects
différents et complémentaires. Nous estimons que ces images sont donc assez représenta-
tives de notre corpus :
• les documents numérotés 1 et 2 présentent des magazines politiques contenant des
zones colorés aussi bien à l’intérieur des blocs publicitaires que des blocs de type
graphique&texte ou graphique,
• documents 3 et 4 sont des journaux contenant peu de zones colorées et un nombre
considérable de publicités imprimées en niveaux de gris,
• document 5 est un quotidien dont la charte graphique est particulièrement colorée :
même les blocs de texte régulier sont souvent écrits sur un fond chromatique.
La segmentation physique de ces pages donne lieu à un grand nombre de blocs. Or, il
est parfois immédiat de déterminer automatiquement le type de certains blocs comme les
filets (section 7.3.2) et les titres d’articles ; il est improbable que ces derniers correspondent
à des blocs publicitaires. Le nombre effectif de candidats au classement tombe donc à 3458.
Le tableau II.2 décrit la répartition des données entre les documents de notre base.
Document 1 Document 2 Document 3 Document 3 Document 5
9% 8% 42% 30% 11%
Table II.2 – Répartition des données entre les cinq documents
Nous distinguons 4 types de blocs. L’étiquetage manuel de la base complète révèle que
cette dernière comprend :
• 8% de publictités,
• 43% de blocs de type texte,
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• 39% de blocs de type graphique,
• et 10% de blocs de type graphique&texte.
Apprentissage Nous répartissons les 3458 blocs entre la base d’apprentissage et la base
de test selon un quota variable : dans les différentes expérimentations, la base d’appren-
tissage peut compter de 30% jusqu’à 70% du total des échantillons.
Une base d’apprentissage plus conséquente (resp. plus réduite) induirait une base de
test trop réduite (resp. trop volumineuse) pour conduire des expérimentations statistique-
ment solides.
En fixant le quota de répartition entre les bases d’apprentissage et de test, nous ef-
fectuons une validation par sous-échantillonnage aléatoire répété 100 fois (100-Repeated
random sub-sampling validation) : il s’agit de choisir aléatoirement les échantillons d’ap-
prentissages et de test et ce 100 fois de suite ; nous considérons ensuite les valeurs moyennes
des résultats de ces 100 expérimentations.
Évaluation Les résultats relatifs à l’algorithme des k-plus proches voisins seront présen-
tés en terme de matrices de confusion. Une ligne de cette matrice représente les résultats
associés à une classe donnée :
• la première ligne est associée à la classe texte,
• la seconde à la classe graphique&texte,
• la 3ème ligne est associée à la classe publicité,
• et la 4ème à la classe graphique.
À titre d’exemple, la troisième ligne de la première matrice (en haut à gauche) dans
le tableau II.4 signifie que 1.11% des publicités sont assignées à la classe texte, 28.11% à
la classe graphique&texte, 55.22% sont correctement classées et 15.56% sont affectées à la
classe graphique.
Il est à noter que dans une matrice de confusion M = (mi,j)1≤i,j≤4 :
• chacune des valeurs mi,i de la diagonale correspond au rappel d’une classe i (le
rappel relatif à la détection de publicité est donné par m3,3),
• la précision relative à une classe i est donnée par mi,i4∑
j=1
mi,j
.
Les résultats relatifs à AdaBoost seront présentés sous une forme différente puisque
cette méthode est de réponse binaire : il est seulement possible de décider si un échan-
tillon donné appartient à la classe publicité ou pas. En l’occurrence, nous présenterons les
résultats de cette approche en terme de précision P et rappel R. Soit Neffectf le nombre
effectif de publicités dans la base de test, Ncorrect le nombre de publicités correctement
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classées et Npub le nombre de blocs assignés à la classe publicité dans cette base.
P = Ncorrect/Npub R = Ncorrect/Neffectf (II.3)
Par ailleurs, la méthode AdaBoost requiert l’équilibrage de la base d’apprentissage
pour chaque expérimentation. Cet ensemble doit donc contenir 50% de publicité et 50%
d’échantillons négatifs (16,6% de blocs texte, 16,6% de texte&graphique et 16,6% de
graphique). Les blocs restants figurent naturellement dans la base de test.
3.3.2 Classificateur k-NN
Le tableau II.3 affiche les valeurs moyennes de précision et rappel atteintes par 3-NN
sur une base répartie selon un quota de 50% entre l’ensemble de connaissances et celui
de test (chacune des deux bases compte 50% des publicités). Les valeurs de la première
ligne de ce tableau sont obtenues en équilibrant la base de connaissance (cette base est
composée de 25% de chacune des quatre classes). La seconde ligne présente les valeurs
atteintes en utilisant une base inéquilibrée : le quota de répartition de 50% est appliqué
à chaque classe indépendamment des autres.
Les valeurs P/R moyennes sont calculées en prenant en compte le nombre total de
blocs dans chaque document.
Texte Texte&graphique Publicité Graphique Global
Équilibrée
R 95.15 59.05 69.86 87.27 86.44
P 97.74 51.68 54.57 93.56 88.05
Non-équilibrée
R 98,38 58.65 61.76 93.82 89.70
P 97.09 63.63 65.35 92.47 89.40
Table II.3 – Résultats P/R globaux obtenus par 3-NN sur une base de connaissance
équilibrée vs non-équilibrée et de quota 50%
Nous pouvons constater à partir de ce tableau que l’équilibrage de la base de connais-
sances permet d’atteindre un meilleur rappel au détriment de la précision vis-à-vis de la
détection des publicités. Ainsi, l’utilisateur peut choisir le mode de répartition des classes
dans cette base en fonction de l’application ciblée. Par exemple, le rappel a une plus
grande importance dans le cadre d’une utilisation visant le filtrage des publicités.
Nous présentons les résultats 3-NN détaillés sur des bases de connaissance équilibrées
dans le tableau II.4, les quotas respectifs attribués à ces bases étant de 70%, 50% et 30%
(70% des blocs dans la base de connaissance et 30% dans la base de test, puis 50% des
blocs dans chacune des deux bases, puis 70% dans l’ensemble d’apprentissage et 30% dans
celui de test).
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Quota attribué
à la base de
connaissance
70% 50% 30%
document 1
(
93.68 2.41 1.54 2.37
7.74 48.68 34.24 9.34
1.11 28.11 55.22 15.56
1.32 8.84 5.18 84.66
) (
92.51 2.79 1.29 3.40
7.14 49.12 34.74 9.00
0.79 31.79 53.07 14.36
1.13 6.92 5.00 86.95
) (
84.71 9.21 2.52 3.55
7.10 46.06 38.31 8.52
1.53 34.11 51.37 13.00
1.09 10.78 5.49 82.65
)
document 2
(
87.22 6.88 2.61 3.29
4.79 45.71 23.29 26.21
0.71 23.29 60.00 16.00
0.52 5.80 1.30 92.37
) (
86.11 6.82 2.78 4.29
6.21 47.84 21.53 24.42
1.00 30.08 58.67 10.25
0.48 7.05 1.47 91.00
) (
81.27 7.91 6.78 4.04
7.75 44.71 28.63 18.92
3.06 31.82 56.41 8.71
2.61 13.65 2.07 81.66
)
document 3
(
99.34 0.16 0.36 0.15
2.38 60.62 25.33 11.67
0.39 15.00 74.56 10.06
0.39 7.81 4.07 87.73
) (
98.24 0.93 0.59 0.23
2.58 60.32 27.01 10.08
0.41 16.07 74.72 8.79
0.45 9.30 4.32 85.92
) (
96.79 1.17 1.65 0.39
2.94 59.99 28.69 8.39
0.17 18.78 73.80 7.24
0.49 14.22 3.87 81.42
)
document 4
(
97.48 0.77 1.56 0.19
1.07 71.73 18.27 8.93
3.05 11.35 75.45 10.15
0.32 5.40 5.48 88.81
) (
96.59 1.63 1.36 0.42
1.37 72.02 16.71 9.90
3.26 12.64 73.62 10.48
0.49 5.97 4.84 88.70
) (
96.38 1.59 1.24 0.79
1.47 71.75 17.38 9.40
3.80 13.74 71.62 10.84
0.69 6.87 4.65 87.79
)
document 5
(
89.49 7.05 0.68 2.78
13.72 45.11 29.39 11.78
1.00 22.71 67.43 8.86
0.97 6.31 4.55 88.17
) (
88.12 9.84 0.30 1.74
18.76 35.10 34.38 11.76
2.12 26.35 62.94 8.59
3.72 5.09 5.16 86.03
) (
85.29 10.50 1.45 2.76
17.21 34.92 41.75 6.13
2.60 19.85 72.50 5.05
3.20 6.94 6.20 83.66
)
Table II.4 – Résultats 3-NN sur des bases de connaissances équilibrées construites à
partir des documents 1 à 5
Conformément à nos attentes, les classes texte et graphique sont bien reconnues et
séparées des autres. Les classes publicité et texte&graphique sont, en revanche, assez
confuses. En effet, ces dernières présentent souvent des aspects similaires.
Nous obtenons des résultats similaires avec 3-NN et 1-NN. Des valeurs plus grandes
de k permettent d’obtenir des résultats meilleurs mais il est nécessaire de disposer d’une
base de connaissance suffisamment volumineuse dans ce cas d’utilisation.
Nous avons choisi des valeurs impaires de k afin d’éviter les cas indécidables.
3.3.3 Classificateur AdaBoost
Le tableau II.5 affiche les résultats obtenus à l’aide du classificateur Adaboost sur des
bases d’apprentissage équilibrées construites à partir des documents 1 à 5. Ces dernières
comptent respectivement 70%, 50% et 30% du total des échantillons.
Les valeurs de rappel montrent que les publicités sont mieux reconnues en employant
ce classificateur que la méthode des plus proches voisins. En effet, AdaBoost permet de
mettre en avant les caractéristiques les plus discriminantes pour chaque document de telle
façon que le taux de reconnaissance soit plus élevé.
Nous constatons, en revanche, une chute des valeurs de précision en comparaison avec
celles obtenues à l’aide de k-NN.
Par ailleurs, les poids calculés par AdaBoost permettent de conclure que les 21 descrip-
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Base d’apprentissage
de quota 70%
Base d’apprentissage
de quota 50%
Base d’apprentissage
de quota 30%
document 1
R 74.33 77.86 84.16
P 36.08 32.86 38.86
document 2
R 71.86 72.00 69.06
P 38.51 39.70 31.09
document 3
R 87.28 84.03 85.83
P 50.08 46.26 41.73
document 4
R 85.67 85.91 84.03
P 43.64 44.73 36.86
document 5
R 83.60 81.24 88.08
P 36.15 33.18 34.87
Global
R 83.99 82.77 84.05
P 44.43 42.63 34.40
Table II.5 – Résultats AdaBoost sur des bases d’apprentissage / test de 3 tailles diffé-
rentes
teurs sont globalement aussi utiles les uns que les autres, un sous-ensemble de descripteurs
différent étant sélectionné sur chaque document.
3.3.4 Analyse des résultats
Évaluation La figure II.4 présente des échantillons représentatifs de publicités, d’ar-
ticles de journaux réguliers et de blocs de type texte&graphique. Ces images laissent voir
qu’il est très difficile de distinguer les échantillons positifs des négatifs, même à l’œil nu,
notamment en l’absence de toute information sémantique (de la transcription par OCR).
Ceci explique les faibles valeurs de rappel et notamment de précision obtenues.
Les taux de confusion élevés entre les deux classes publicité et texte&graphique sont
intuitivement expliqués : les blocs publicitaires sont souvent composés d’éléments de texte
et de graphiques. Nous approchons par là les limites de la reconnaissance de formes sans
analyse de texte !
Si AdaBoost permet d’atteindre un bon taux de rappel, les résultats donnés par k-NN
sont plus précis. Le choix entre les deux méthodes doit être guidé par l’application finale
visée par l’utilisateur : AdaBoost est plus approprié aux finalités de pointage tandis que
k-NN est mieux adapté aux applications de filtrage.
Les expérimentations révèlent qu’il n’y a pas besoin d’une base d’apprentissage vo-
lumineuse pour atteindre des résultats satisfaisants. En effet, étiqueter la moitié d’un
numéro de magazine suffit à détecter les publicités dans les numéros suivants.
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(a) Un bloc de publicité (b) Un bloc de texte&graphique
(c) Un bloc de publicité (d) Un bloc de texte
Figure II.4 – Échantillons positifs et négatifs ; (a) et (b) proviennent du même numéro
de magazine et il va de même pour (c) et (d)
Résultats sur une base nettoyée Étant facilement reconnaissables sans classement,
nous avons automatiquement éliminé les blocs de type texte et graphique de notre base
à l’issue de la phase de segmentation en blocs. Pour ce faire, il suffit d’éliminer les blocs
exclusivement composés de texte ou d’éléments graphiques. 547 blocs contenant du texte
et des graphiques sont désormais candidats au classement. Cette nouvelle base compte
63% de publicités.
Le tableau II.6 montre les valeurs moyennes des résultats AdaBoost sur les 5 docu-
ments, la base d’apprentissage comptant 50% des blocs. Nous n’avons pas réévalué k-NN
sur cette base puisqu’elle ne présente que deux classes de confusion : AdaBoost est donc
plus propice à y atteindre de meilleurs résultats.
R P
91.30 82.75
Table II.6 – Résultat AdaBoost sur la base réduite de 547 blocs, 50% se trouvant dans
la base d’apprentissage
Nous pouvons remarquer une nette amélioration des résultats dans cette nouvelle
base par rapport à la précédente. En effet, en présence d’échantillons variés, l’information
principale permettant de distinguer les publicités des échantillons négatifs se trouve noyée
parmi tant d’autres. La réduction du nombre de classes est donc similaire à une opération
de débruitage de la base.
L’image II.5 illustre les résultats de classement sur 5 échantillons. Nous pouvons
constater que le taux de détection est très bon vu la ressemblance entre les deux classes
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à séparer et notamment l’absence de toute information colorimétrique.
Un échantillon
positif
correctement
classifié
Un échantillon négatif correctement classifié
Erreur de 
classification
sur un échantillon
négatif
Figure II.5 – Résultat de classement sur des pages de magazine comportant 5 blocs
candidats
Comparaison avec l’état de l’art Le classement d’images Web [69], en ‘publicité’ ou
‘autre’ en employant AdaBoost aboutit à un rappel de 87.66% et une précision de 72.33%.
La base d’expérimentations compte 22.4% d’échantillons positifs tandis que notre base
initiale compte seulement 8% de blocs publicitaires. La comparaison de nos résultats à
ceux obtenus sur des images Web ne peut être objective en raison des différences manifestes
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entre les deux corpus. En effet, ces images ne sont sujettes ni aux erreurs de segmentation
physique ni aux bruits de numérisation, contrairement à nos blocs.
La détection de publicités dans les vidéos de football atteint un rappel de 92.55%.
Étant donné que les descripteurs vidéo sont beaucoup plus riches que les nôtres, grâce à
l’information spatio-temporelle, il est encore une fois difficile de comparer ces résultats
aux nôtres.
Par ailleurs notre base comprend de multiples classes de confusion (texte, graphique,
publicité et texte&graphique)tandis que les méthodes existantes n’en comptent que deux.
Considérant finalement que ces méthodes nécessitent un découpage 80-20 ou 90-10
entre les ensembles d’apprentissage et de test (tandis qu’une base d’apprentissage beau-
coup plus réduite, à 30-70, suffit à notre méthode), nous pouvons considérer que nos
descripteurs sont suffisamment génériques.
3.4 Conclusion
Si certains travaux sur la détection et la reconnaissance de publicités dans les images
Web ou les vidéos existent dans la littérature, les images de presse n’ont jamais fait l’objet
de base d’expérimentation pour de tels travaux. Notre contribution dans ce domaine de
recherche s’avère donc nouvelle et prometteuse.
La détection de publicité dans les images de presse passe par le découpage des pages en
blocs homogènes puis le classement de ces blocs. Nous employons, pour la segmentation
physique de la page, une méthode simple et rapide basée sur l’agglomération d’entités de
texte homogènes et guidée par l’information colorimétrique. Contrairement à la plupart
des méthodes existantes, cette méthode ne requiert aucun modèle ou information a priori.
Nous avons calculé les descripteurs de classement à partir de l’information colorimé-
trique et textuelle acquise lors des phases précédentes. Ces caractéristiques ont été évaluées
à l’aide de deux classificateurs qui s’avèrent complémentaires : k-NN est plus propice aux
applications de filtrage de publicités tandis qu’AdaBoost est plus performant en pointage.
Nous avons tiré ces dernières conclusions suite aux expérimentations que nous avons
menées sur une base représentative d’images de journaux et magazines de diverses pro-
venances. Ces expérimentations montrent, par ailleurs, que les caractéristiques utilisées
sont globalement aussi discriminantes les unes que les autres.
4 Conclusion
Nous avons présenté dans ce chapitre deux applications majeures de notre système de
décomposition colorimétrique défini dans le chapitre précédent.
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L’application la plus immédiate étant l’extraction de texte, nous avons commencé par
la mise en place d’une méthode de détection de lignes de texte élaborée afin d’accéder
à l’information textuelle, de préparer la segmentation physique et d’améliorer ainsi les
résultats de l’OCR. Pour ce faire, nous avons opté pour une méthode hybride basée sur
le regroupement de connexités homogènes dans les zones monochromatiques de l’image
et sur la combinaison de la méthode des gradients cumulés avec une approche par fusion
dans les régions polytonales.
Cette méthode a été évaluée indirectement en mesurant les performances du produit
Abby Finereader sur les images de texte et en les comparant à celles atteintes sur les images
brutes. Les expérimentations montrent une nette amélioration des valeurs de rappel en
matière de segmentation en lignes par l’OCR. Cette amélioration est principalement due
à l’extraction des éléments de texte écrit sur un fond non-uniforme.
L’information colorimétrique enrichie de l’information structurelle récemment acquise
alimentent un moteur de classement d’images de journaux et magazines visant à détecter
les blocs publicitaires. En effet, les descripteurs de classement sont calculés à partir de
simples statistiques sur les aspects chromatiques et structurels des blocs concernés. Ces
derniers sont issus d’une segmentation en bloc des pages de presse basée sur ces mêmes
informations.
Nous avons comparé les résultats de classement de deux approches différentes dont
l’efficacité est prouvée. K-NN permet de regrouper les blocs candidats en 4 classes dont
la classe ‘publicité’. Cet algorithme est particulièrement simple à implémenter et permet
d’atteindre une précision de classement satisfaisante.
Pour sa part, le classificateur AdaBoost est capable de sélectionner les caractéristiques
les plus discriminantes dans chaque base d’expérimentation. Nous atteignons de meilleures
valeurs de rappel en employant cette méthode qu’avec la précédente.
De ce fait, l’utilisateur peut choisir d’employer AdaBoost s’il vise des applications de
pointage ou k-NN s’il est plus intéressé par des applications de filtrage de zones publici-
taires.
Les opérations de filtrage et pointage inhérentes à la détection de publicités par ces
derniers classificateurs (AdaBoost et k-NN) ne sont pas fiables en raisons des valeurs de
précision et rappel qui restent insuffisantes. En effet, ces dernières sont parfois au dessous
de 50%.
Par conséquent, nous estimons qu’il serait intéressant de mettre au point une nouvelle
méthode de classement qui soit plus robuste vis-à-vis de ce type de données.
Ainsi, les images de blocs de presse seront reclassées à l’aide de nouveaux classificateurs
qui seront définis dans le prochain chapitre. Nous y présenterons également une méthode
de classification non-supervisée conçue pour appréhender différents types d’objet.
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1 Introduction
1.1 Classification / Classement
1.1.1 Classification
La classification (clustering en anglais) consiste à regrouper les individus en classes.D’autres termes comme segmentation, quantification vectorielle, taxonomie numérique
et apprentissage non-supervisé sont également employés pour désigner ce même procédé.
La terminologie employée dépend souvent du cadre d’utilisation.
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En effet, la classification peut alimenter des applications diverses et variées dans les
domaines d’exploration, d’analyse des données, etc. Ces applications vont de la segmenta-
tion d’images et la classification de formes à l’indexation des documents ainsi que d’autres
utilisation de type Data Mining.
1.1.2 Supervision
La classification est dite supervisée si l’on dispose de connaissances concernant l’ap-
partenance des observations (comme par exemple : x2 et x10 appartiennent à la même
classe ou x36 et x7 ne sont pas de la même classe) a priori. Autrement, la classification
est dite non-supervisée.
Traditionnellement, l’emploi de certaines connaissances comme le nombre de classes
ou le facteur d’échelle n’est pas considéré comme une supervision. Or, nous considérons
que c’en est une.
En effet, les algorithmes de classification peuvent suivre deux tendances : l’émula-
tion ou la découverte. Aux extrémités se trouvent les systèmes experts (émulation) et
l’émergence (découverte). Entre les deux s’étend une multitude d’algorithmes de classe-
ment et classification. Ces derniers peuvent être caractérisés par leur aspect supervisé ou
non-supervisé.
La supervision ne constitue donc pas une caractéristique binaire d’un algorithme.
Elle peut en effet être présente de manière plus ou moins subtile ou impérative. Nous
définissions alors les niveaux de supervision suivants :
• Supervision ‘assumée’ : en se plaçant plus du côté émulation que découverte, on
trouve les algorithmes supervisés au sens fort du terme. On décrit à la machine le
résultat que l’on souhaite obtenir mais on la laisse découvrir comment y arriver.
L’exemple le plus immédiat est celui des réseaux de neurones. On fournit à la ma-
chine un ensemble de données (la base d’apprentissage sous forme de vecteurs de
nombres réels), le classement escompté et un algorithme spécifique détermine la
succession d’opérations simples à effectuer pour calculer une valeur indiquant la
possibilité d’appartenance d’un échantillon à chaque classe.
• Supervision ‘candide’ : si l’on se place plus du côté de la découverte, on rencontre
des algorithmes traditionnellement qualifiés de non-supervisés. On peut cependant
discuter d’une telle qualification car la supervision n’est pas nécessairement visible.
Prenons par exemple le cas des nuées dynamiques. Cette méthode est capable d’in-
venter des classes à partir de données pour lesquelles une distance et le centre sont
calculables. Le seul paramètre à fournir à l’algorithme est le nombre de classes sou-
haité. Même si cela n’est pas considéré comme de la supervision stricto sensu, ce
paramètre guide fortement l’algorithme vers un résultat donné. De plus, dans sa ver-
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sion originale, la première étape des nuées dynamiques est de choisir aléatoirement
un représentant pour chacune des classes (ce représentant aléatoire sera progres-
sivement remplacé par des moyennes réellement représentatives des classes). Une
modification triviale de l’algorithme consiste à choisir soi-même les représentants
initiaux des classes. Cela permet de diriger la création des classes vers un résul-
tat en particulier. Ainsi, un algorithme considéré comme non-supervisé peut très
aisément devenir une machine suivant un modèle imposé par le concepteur.
• Supervision ‘sous-jacente’ : les algorithmes de classement et classification tra-
vaillent généralement sur des espaces vectoriels et/ou métriques. Les opérateurs ainsi
mis en œuvre (addition, moyenne, distance, etc.) doivent être définis si les données
ne sont pas de simples listes de valeurs numériques. Le choix dans la construction
de ces opérateurs influe inévitablement sur le comportement des algorithmes sus-
mentionnés.
S’il est trop complexe de redéfinir ces opérateurs, il convient alors d’associer à chaque
échantillon un vecteur de nombres réels qui le représentera lors du classement ou
de la classification. Là aussi, le choix de ces vecteurs de caractéristiques n’est pas
anodin.
Prenons par exemple le cas d’un classificateur totalement non-supervisé que l’on
appliquerait sur un ensemble de formes géométriques (figure III.1).
Figure III.1 – Formes géométriques quelconques
Si la caractéristique retenue est le nombre de sommets, on obtiendra la classification
illustré par la figure III.2.
Cependant, si la caractéristique choisie est le rapport hauteur/largeur, on obtient
quelque chose de totalement différent (figure III.3).
L’algorithme était pourtant le même et aucun paramètre ne lui a été fourni quant
au nombre de classes où à leur taille. Le simple choix des caractéristiques peut donc
très fortement influencer les résultats sans que l’on parle pourtant de supervision.
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Figure III.2 – Classification selon le nombre de sommets
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Figure III.3 – Classification selon le rapport hauteur/largeur
1.1.3 Classement
Le classement (classification en anglais) consiste à affecter des individus à des classes
préexistantes. Ces classes peuvent éventuellement être obtenues par classification. On dit
alors qu’il y a un apprentissage. La supervision est, dans ce cas, assumée. En revanche,
dans le cadre d’une classification, la supervision est souvent candide ou sous-jacente.
1.1.4 Quelques définitions sous-jacentes
La classification et le classement s’appliquent à :
• des objets vectoriels sur lesquels on peut calculer des moyennes, des distances, etc.,
• ou des objets métriques pour lesquels seule la distance est définie.
Outre la multitude de types d’objets gérés, les méthodes de classification et classe-
ments varient selon différents critères. Par exemple, selon l’empiètement autorisé entre les
différentes classes, nous distinguons :
• la classification sans recouvrement (partition) : les méthodes binaires exclusives
selon lesquelles un objet appartient à une et une seule classe,
• la classification avec recouvrement : les approches binaires permissives selon les-
quelles un objet appartient à une ou plusieurs classes
• approches de logique floue selon lesquelles un objet appartient à toutes les classes
avec un degré d’appartenance défini pour chacune. Ainsi, on sait si un objet appar-
tient plus fortement à une classe qu’à une autre et parfois s’il appartient à une seule
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classe.
Dans la suite de cette étude, nous nous intéresserons plus particulièrement aux mé-
thodes de classification produisant des classes disjointes et capables de traiter des objets
vectoriels et requérant une supervision candide (choix de critères et des méthodes) voire
sous-jacente (choix des distances, des métriques. . .). De telles approches ne passent natu-
rellement par aucune phase d’apprentissage.
1.1.5 Évaluation
Les résultats de classification dépendent énormément de la nature des objets manipulés
et même sur la même base de données, les performances varient selon les descripteurs
utilisés (cf. figures III.2 et III.3).
Aucun algorithme ne peut être efficace dans tous les cas d’utilisation possibles : une
méthode donnée peut être très performante sur certaines bases de données et beaucoup
moins sur d’autres. En effet, l’évaluation de la qualité de classification est une notion
subjective : deux utilisateurs opérants dans des domaines différents peuvent choisir de
partitionner l’espace de façons différentes (voir Figures III.2 et III.3). C’est pour cette
raison que la littérature compte une profusion de méthodes de classification.
Parmi les propriétés que nous pouvons considérer pour évaluer un algorithme de clas-
sification, nous citons :
• le type de données que la méthode peut gérer,
• son extensibilité à des bases volumineuses,
• sa capacité à gérer les espaces de dimensions élevées,
• sa robustesse et sa capacité de généralisation sur des classes un peu mélangées et
pas complètement séparables,
• son aptitude à identifier des classes de formes irrégulières (non convexes),
• sa sensibilité aux échantillons isolés,
• son temps d’exécution (sa complexité),
• et notamment sa dépendance à des connaissances a priori ou des paramètres pré-
définis par l’utilisateur.
La plupart des méthodes de classification existantes requièrent une certaine connais-
sance des particularités de la technique de classification employée ainsi que des données
à traiter. Sans ces pré-requis, le choix des paramètres de l’algorithme poserait un sérieux
problème. En effet, les méthodes existantes les plus performantes sont lourdement para-
métrées afin de s’adapter aux particularités de chaque jeu de données. Par ailleurs, ces
techniques sont souvent de moindre performance à mesure que la dimension de l’espace
grandit (malédiction de la dimension).
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Pour toutes ces raisons, nous proposons une nouvelle approche de classification indé-
pendante de tout paramètre abstrait, capable de traiter des données de grande dimension,
qui soit simple d’utilisation, suffisamment générique et extrêmement rapide pour pouvoir
s’utiliser facilement dans n’importe quel contexte industriel.
1.2 Positionnement
À l’origine de notre démarche était une volonté de généralisation de la notion d’ac-
cumulation d’indices. Cette accumulation passe généralement par une discrétisation de
l’espace si les objets sont représentées dans un domaine continu.
Une discrétisation régulière de l’espace entraînerait des effets de bords inéluctables,
c’est-à-dire des amas d’échantillons homogènes morcelés entre plusieurs classes. Cette
sur-segmentation de l’espace engendrerait des groupements dont la taille n’est pas suffi-
samment grande pour déclencher une détection.
Le fondement de notre approche sera donc de découper l’espace de manière irrégulière,
en fonction des données. Cela se rapproche des méthodes de classification basées sur la
connectivité qui partitionnent l’espace de façon récursive. Il s’agit d’une approche en
cascade qui subdivise l’espace de façon graduelle en changeant d’espace par une projection
soit au départ soit à chaque récursion de façon à s’adapter aux données.
Dans un premier temps, nous avons étendu et redéfini le découpage en arbre à la
manière des quadtree [29] et des octree [37] en le combinant à des techniques de bi-
partitionnement dynamiques et complètement automatisées.
Nous avons ensuite appliqué ces mêmes techniques de partitionnement en insérant les
données dans un arbre de type Kd-tree [8]. Cet arbre binaire permet de travailler dans des
espaces de dimensions plus grandes. Cependant, ces traitements supposent que les axes
sont décorrélés.
Pour remédier à ce problème, nous associons à nos deux modèles de représentation
des données des techniques d’analyse et de décorrélation des données qui permettent une
meilleure segmentation de l’espace. Il convient de préciser que cette analyse se passe de
façon transparente vis-à-vis de l’utilisateur. Ce dernier n’a besoin d’avoir aucune connais-
sance a priori des données et ce tout au long du processus de classification.
Nous proposons de nommer notre méthodologie de classification/classement PPCAC
(Partitionnement par Projection en Cascade Auto-Contrôlé) ou ACPP (Automated Cas-
cading Projection and Partitionning).
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1.3 Plan du chapitre
Après une étude de l’état de l’art qui couvre les différentes catégories d’approches de
classification, nous présenterons notre méthode ainsi que ses différentes variantes dans la
section 3.
Notre approche permet de traiter différents types de données. Or, comme nous nous
intéressons aux images de documents, nous mesurerons ses performances sur une base de
caractères numériques. Nous illustrerons ensuite l’étendue de son champ d’applications
sur des bases d’images variées.
Dans la section 5, nous présenterons une façon d’adapter notre méthode de classifica-
tion pour l’utiliser en mode classement.
2 État de l’art
Nous rappelons que les termes classification (clustering) et classement (supervision
assumée) sont souvent confondus en raison de l’amalgame avec l’anglais. Jusqu’à mention
du contraire, nous traiterons désormais uniquement de classification.
La littérature compte une profusion de méthodes de classification que nous pouvons
regrouper selon différents critères, comme par exemple le nombre de partitions que la mé-
thode produit, la forme des groupements construits, etc. La catégorisation des méthodes
de classification n’est donc pas canonique : les différentes classes de méthodes s’enche-
vêtrent ; c’est-à-dire qu’une approche de classification donnée peut appartenir à plusieurs
sous-ensembles de méthodes conjointement.
L’étude de l’existant nous a permis de relever différents critères permettant de séparer
les familles d’approches. Les catégories citées ci-dessous donnent un petit aperçu sur cette
diversité :
• Approches hiérarchiques vs approches non-hiérarchiques : les méthodes hié-
rarchiques, qui constituent une classification basée sur la connectivité, regroupent
les données de façon graduelle en amas tandis que la seconde catégorie d’approches
donne lieu à une unique partition de l’espace contrairement aux approches hiérar-
chiques qui forment des partitions imbriquées.
• Utilisation séquentielle vs simultanée des caractéristiques : le critère de
séparation de types de méthodes se rapporte, dans ce cas, à la façon dont les vecteurs
de caractéristiques interviennent dans le calcul de la mesure de similarité entre
les données : les différents descripteurs peuvent être utilisés de façon séquentielle
ou simultanée. La grande majorité des approches existantes font partie du second
type de méthodes (polythetic en anglais). En effet, souvent, tous les descripteurs
participent au calcul de la distance entre deux entités ; la décision de classification
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étant fondée sur cette distance. En revanche, dans le cadre d’une méthode du type
“utilisation séquentielle” (monothetic en anglais), chaque classe est définie par une
conjonction de propriétés logiques agissant sur une seule variable parmi l’ensemble
des descripteurs : un échantillon X = (x0, x1, .., xn) appartient à la classe c faisant
intervenir l’axe i si et seulement si sa projetée xi selon cet axe satisfait cet ensemble
de propriétés. Un algorithme illustratif [15] de cette catégorie d’approches sera décrit
dans la section 2.1.2.
• Méthodes paramétriques vs méthodes optimisant un critère : les méthodes
dites paramétriques sont basées sur l’estimation de paramètres comme par exemple
la distribution de probabilités dans le cas d’un mélange de Gaussiennes (EM). L’al-
gorithme k-means est un exemple de méthodes qui optimisent un critère ; dans ce
cas le critère optimisé est la variance intra-classes.
Nous nous attachons à étudier les méthodes de classification les plus représentatives de
leurs domaines respectifs. Cette étude ne se veut pas exhaustive mais couvre l’ensemble
de méthodes les plus liées à notre proposition. En effet, une étude exhaustive de l’état de
l’art dans ce domaine requerrait des milliers de pages !
Nous avons choisi de regrouper les méthodes de classification en cinq catégories pré-
sentées dans les sous-sections ci-dessous, à savoir :
• classification basée sur la connectivité
• approches probabilistes
• méthodes basées sur les centres des classes
• approches basées sur la densité
• et classification basée sur les frontières des classes.
Nous décrirons quelques exemples d’algorithmes phares de ces catégories. Il existe, bien
entendu, des approches hybrides ou qui ne peuvent pas être cataloguées selon le modèle
établi. Citons par exemple l’accumulation de preuves qui consiste à considérer le résultat
de classification de plusieurs algorithmes de classification, ou les approches de classifica-
tion conçues pour les espaces de très grandes dimensions. Ces dernières approches seront
présentées de façon plus sommaire.
2.1 Approches basées sur la connectivité
Les algorithmes de classification basée sur la connectivité sont souvent hiérarchiques.
Ces derniers génèrent un ensemble de partitions imbriquées. L’arbre représentant cette
hiérarchie de partitions est appelé dendrogramme. À chaque niveau de l’arbre correspond
une partition composée de classes de taille de plus en plus réduite à mesure que l’on
s’approche des feuilles.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
2. ÉTAT DE L’ART 89
Ce type d’algorithmes est avantageusement flexible par rapport au niveau de granu-
larité : c’est-à-dire qu’il est toujours possible de couper le dendrogramme au niveau de
la partition désirée. Par ailleurs, de tels modèles de représentation sont compatibles avec
différents types de données d’où leur généricité.
Un algorithme de classification hiérarchique est de type ascendant (par fusions) ou
descendant (par subdivisions). Une méthode ascendante fusionne récursivement les classes
les plus similaires en partant d’un ensemble de singletons. Une approche descendante,
quant à elle, découpe récursivement les nœuds de l’arbre en des classes de population de
plus en plus réduite en partant d’une classe initiale contenant tous les échantillons de la
base ; le processus de découpage s’arrête quand une condition d’arrêt (généralement le
nombre k de classes) est atteinte.
2.1.1 Approches ascendantes
Algorithmes par liaisons Les approches de classification les plus classiques sont basées
sur des métriques de liaison. Ces approches partent d’une matrice de similarité de taille
N × N (N étant le nombre d’échantillons) appelée matrice de connectivité. Un graphe
G(X,E), dont les sommets X correspondent aux échantillons et les arêtes E aux mesures
de similarités, est associé à cette matrice.
Selon la manière dont ce graphe est partitionné, nous distinguons les approches par
liaison unique et les approches par liaison complète. Les méthodes par liaison unique
considèrent que la distance entre deux classes correspond à la distance minimale entre
toutes les paires d’individus inter-classes (chaque paire compte deux individus appartenant
à des classes différentes). Dans le cadre de la méthode par liaison complète, c’est la distance
maximale entre les paires d’individus qui est considérée.
Dans les deux cas, les classes les plus proches, selon un critère de distance minimale,
sont fusionnées.
À l’issue de la classification, les classes formées par un algorithme par liaison complète
sont compactes tandis que celles données par une méthode par liaison unique sont de
formes allongées ; ces dernières classes sont affectées par l’effet de chaîne [51].
D’un point de vue pragmatique, les expérimentations montrent que les algorithmes
par liaison complète produisent des hiérarchies de partitions plus utiles dans le cadre de
nombreuses applications [54].
Classes de forme quelconque Les métriques de liaison utilisant la distance eucli-
dienne forment naturellement des classes de forme convexe [63]. Or, les classes sont souvent
de formes plus complexes dans la pratique.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
90 III. Classification auto-contrôlée
Certaines méthodes ont été proposées à cet effet. Citons, à titre d’exemple l’algorithme
CURE [40] qui est conçu pour gérer les bases de données volumineuses en data mining et
qui donne lieu à des classes de tailles et formes variables.
Cette approche fait partie de la catégorie de méthodes où chaque classe est représentée
par k prototypes. Il s’agit d’un nombre fixe d’individus dispersés autour du barycentre de
la classe et distants de ce dernier d’une longueur α. Les deux classes présentant les deux
représentants les plus similaires sont itérativement fusionnées.
L’algorithme CURE présente cependant l’inconvénient de dépendre de nombreux pa-
ramètres : α, k, le nombre de partitions ainsi que la taille des données. Par ailleurs, la
forme des classes doit être connue a priori pour un choix pertinent des k représentants.
2.1.2 Approches descendantes
Les méthodes de classification hiérarchique descendante les plus connues sont des taxo-
nomies binaires du type “caractéristiques utilisées séquentiellement” que nous avons in-
troduit précédemment. De telles approches sont employées dans diverses applications,
notamment la classification de documents, pour leur rapidité ainsi que leur aptitude à
manier des bases de données volumineuses.
Un exemple d’algorithmes hiérarchiques descendants [15] est détaillé en annexe B. Les
expérimentations montrent que cette méthode est efficace sur certaines bases de données
(comme Iris de Fisher) et qu’elle l’est moins sur d’autres où les caractéristiques ne sont
pas indépendantes.
Ce type d’algorithmes souvent nommé PDDP (Principal Direction Divisive Partition-
ning) a été initialement introduit par Boley [9].
Selon cette approche, une ACP est appliquée au niveau de chaque nœud d’un arbre
binaire afin de déterminer la direction principale. Un hyperplan orthogonal à cette direc-
tion coupe ensuite l’espace en deux parties pour donner naissance à deux nœuds fils. Le
nœud à découper est unique à chaque niveau du dendrogramme ; il est choisi en employant
une mesure de variance. Ainsi, l’espace est récursivement bi-partitionné jusqu’à ce que le
nombre maximal de classes K soit atteint.
Cet algorithme permet de produire une hiérarchie de partitions qui peut contenir
des objets de natures diverses (documents, pixels, couleurs, etc.). Cette approche assez
générique nécessite cependant l’intervention de l’utilisateur pour définir la profondeur de
l’arbre ou le nombre total de nœuds dans l’arbre.
Ainsi, une série d’améliorations [109] a été apportée à cette approche au fil des années,
principalement par la communauté du data mining en raison de sa capacité à gérer les
grandes dimensions. Ces améliorations concernent principalement la façon de choisir le
nœud à partitionner à un niveau donné, la façon de le partitionner et l’automatisation de
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l’algorithme, c’est-à-dire tenter de déterminer automatiquement le paramètre K.
La plupart des algorithmes hiérarchiques dépendent également de ce même paramètre.
C’est pour cette raison que certaines références bibliographiques [100] proposent des mé-
thodes calculant le nombre optimal de classes dans une hiérarchie de partitions. Ces ap-
proches procèdent, souvent, par la recherche d’un point de forte courbure dans une courbe
présentant une mesure de qualité de la classification (comme la variance intra-classes) en
fonction du nombre de classes. Cette courbe est naturellement décroissante. En effet, une
classe devient généralement plus homogène si sa population est réduite.
Le point recherché correspond au nombre optimum de classes. La courbe devrait pré-
senter un aspect fortement croissant à gauche de ce point et un quasi-palier à sa droite,
d’où sa forte courbure.
2.2 Méthodes probabilistes
Les méthodes probabilistes s’appuient sur un point de vue conceptuel : chaque classe
est caractérisée par un modèle inconnu a priori dont les paramètres sont déterminés par
une approche probabiliste. En d’autres termes, ces méthodes considèrent que les données
sont issues d’un mélange de plusieurs populations dont les fonctions de distribution sont
à caractériser.
Il existe plusieurs méthodes permettant de déterminer les paramètres d’une compo-
sition de distributions de probabilités. La plupart des travaux répondant à cette problé-
matique considèrent que les composantes du mélange de distributions sont gaussiennes.
À titre d’exemple, dans la figure III.4, la courbe verte est issue du mélange de trois gaus-
siennes de couleurs respectives bleu, jaune et rouge, et ce dans un espace de dimension 2.
L’estimation des paramètres passe, traditionnellement, par la maximisation itérative
d’une fonction de vraisemblance.
L’algorithme EM présenté en annexe A est une méthode phare de ce domaine.
Les méthodes probabilistes donnent lieu à des classes intuitivement interprétables. Par
ailleurs, disposant d’une représentation par classe, il est possible de calculer facilement
et rapidement une fonction de distribution objective et globale caractérisant la partition
formée (comme la vraisemblance logarithmique introduite en annexe A).
2.3 Méthodes basées sur les centres des classes
Les méthodes de type ‘ré-estimation itérative des barycentres’ représentent une classe
par un point (un individu) unique.
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Figure III.4 – Mélange de trois Gaussiennes
Une fois les barycentres identifiés, chaque classe est identifiée par l’ensemble d’indivi-
dus les plus similaires au centre qui lui est associé. La fonction objective consiste donc en
une mesure de similarité entre un point et le barycentre de la classe à laquelle il appartient.
Ces approches sont généralement simples à implémenter, assez génériques puisqu’elles
permettent de traiter différents types de données, et peu sensibles aux cas isolés.
Parmi les approches de ce type, l’algorithme K-means [14] constitue la méthode de
classification la plus populaire. Cet outil est utilisé dans différents domaines aussi bien
industriels que scientifiques pour sa simplicité, sa généricité et son efficacité.
2.3.1 Algorithme K-means
La méthode des nuées dynamiques (K-means) s’attache à scinder l’espace en un
nombre K de classes fixé a priori.
Soient {C1, ..., CK} l’ensemble de ces classes et c1, ..., cK leurs barycentres respectifs.
Le procédé K-means repose sur le déplacement des centres ci (i ∈ {1, .., K}).
Initialisation K individus distincts c(0)1 , .., c
(0)
K sont choisis arbitrairement et donnent
naissance à K classes C(0)1 , ..., C
(0)
K réduites à un unique élément (initialement).
Récurrence À chaque itération i, i ≥ 1,
1. chaque individu xe, e = {1, .., N} est affecté à la classe Cj telle que
j = Argming={1,...,K}{d(xe, c(i−1)g }; (III.1)
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d étant une mesure de distance ;
2. les barycentres c(i)1 , ..., c
(i)
K des nouvelles classes C
(i)
1 , ..., C
(i)
K sont ensuite calculés ;
3. L’algorithme s’arrête quand
c(i)g = c(i−1)g ∀g ∈ {1, ..., K}. (III.2)
La partition {C1, ..., CK} formée à la dernière itération constitue le résultat de l’algo-
rithme.
2.3.2 K-means Intelligent
Les principaux inconvénients de l’algorithme des nuées dynamiques réside dans sa
dépendance du paramètre K ainsi que du choix des centres initiaux.
Nombre d’approches ont été proposées pour sélectionner les échantillons d’initialisation
ou pour déterminer le nombre optimal K de classes [19, 53].
Considérons, par exemple, l’approche ‘Intelligent K-Means’ [77] dont le principal ap-
port réside dans l’initialisation optimale, entre autres la détermination de K, de l’algo-
rithme k-means. L’approche ‘Anomalous Pattern’ décrite ci-dessous est employée pour
assurer cette initialisation.
Algorithme Anomalous Pattern (AP) Soient O l’origine de l’espace, E une popu-
lation et S un ensemble initialement vide. Les étapes suivantes définissent l’algorithme
AP.
1. Trouver l’individu I le moins similaire à O. Ajouter ensuite I dans S. Nous avons
donc initialement c = I, c étant le barycentre de S.
2. Calculer les distances d(x, c) et d(x,O) ∀x ∈ E . Si d(x, c) < d(x,O) alors x est
affecté à S.
3. Recalculer le barycentre c(i) de S à l’itération i.
4. Si c(i) 6= c(i−1), commencer une nouvelle itération à partir de la deuxième étape
(itération i+ 1) ; sinon l’algorithme s’arrête.
5. E ← E − S.
Algorithme K-means intelligent Cet algorithme diffère de la méthodeK-means clas-
sique uniquement par la phase d’initialisation.
Cette étape consiste à appeler itérativement la procédure AP jusqu’à ce que l’ensemble
E soit vide. Les centroïdes initiaux associés à k-means sont définis par les barycentres
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respectifs des ensembles S(i) formés lors des itérations i, i = 1, .., T ; T étant le nombre
d’itérations.
L’algorithme K-means intelligent est résumé ci-dessous.
1. Initialement (à l’itération i = 0), l’ensemble E (0) compte tous les échantillons.
2. Appliquer le procédé AP à E (i−1) pour former S(i). Ensuite, E (i) ← E (i−1) − S(i)
3. Si S(i) 6= φ et E (i) 6= φ, i← i+ 1 et revenir à l’étape numéro 1.
4. Éliminer tous les ensembles S(i) tels que card(S(i)) = 1. Soit K le nombre des
ensembles S(i) restants et c1, ..., cK leurs barycentres respectifs.
5. Appliquer l’algorithme K-means en l’initialisant avec c1, ..., cK .
Des études comparatives [19] de nombre de variantes de l’algorithme des nuées dy-
namiques révèlent que la méthode k-means intelligent permet d’atteindre les meilleurs
résultats sur différentes bases de données.
2.4 Méthodes basées sur la densité
Le concept de densité spatiale évoque les notions de voisinage et de frontière. Ces
concepts sont étroitement liés à l’idée du plus proche voisin. En effet, une classe définie
comme étant un ensemble de composantes voisines se propage dans la direction et le sens
induits par les fortes densités.
Ainsi, les méthodes de classification basées sur le calcul de densité [101, 34] peuvent
donner lieu à des classes de formes irrégulières (voir figure III.5). Par ailleurs, de telles
approches sont naturellement protégées des cas isolés.
Figure III.5 – Exemples de classes de formes irrégulières
Il convient toutefois de préciser que ces approches présentent certains inconvénients
considérables :
• de tels algorithmes ne permettent pas de détecter les classes composées de zones de
densités non homogènes (au delà d’un certain seuil d’homogénéité) ; or les partitions
de répartition uniforme sont extrêmement rares ;
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• de par leur incapacité de gérer des classes de densités variables, ces méthodes sont
sensiblement dépendantes d’un seuil de voisinage. De surcroît, ce paramètre est
généralement difficile à déterminer sans connaissance a priori suffisante sur les don-
nées ;
• les classes de formes irrégulières sont souvent difficiles à interpréter, notamment par
un utilisateur non informaticien.
L’algorithme Mean-Shift [34] est un exemple d’approches basées sur la densité. Il s’agit
d’une méthode itérative appliquée dans divers domaines comme la vision par ordinateur,
la quantification colorimétrique, etc.
Cette méthode ne requiert pas la connaissance a priori du nombre de classes K et
permet de séparer des classes de formes diverses et irrégulières.
Il est cependant nécessaire de fixer pour cet algorithme un noyau K(x) et un rayon
(facteur d’échelle) h.
2.4.1 Définition
Dans un espace réel de dimension d, un noyau est une fonction satisfaisant les pro-
priétés suivantes :
• ∫
Rd
Φ(x) dx = 1,
•
Φ(x) ≥ 0 ∀x ∈ Rd.
Le noyau le plus communément utilisé est le noyau Gaussien défini par
Φ(x) = e−
x2
2σ2 . (III.3)
À titre indicatif, il existe d’autres types de noyaux comme le noyau rectangulaire
uniforme :
Φ(x) =

1
b−a si a ≤ x ≤ b
0 sinon
 (III.4)
ou le noyau de Epanechnikov :
Φ(x) =

3
4(1− x2) si |x| ≤ 1
0 sinon
 . (III.5)
La figure III.6 illustre les trois noyaux cités ci-dessus.
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Figure III.6 – Exemples de noyaux
2.4.2 Algorithme Mean-Shift
Soit un ensemble {x1, ..., xN} de N échantillons, h un rayon fixe et K un noyau. Les
étapes suivantes sont appliquées à chacun des points xe ; e = {1, ..., N}.
1. À l’itération i = 0, initialiser le barycentre y avec l’individu xe : y(0) ← xe.
2. Calculer la valeur Mean-Shift mh,K(y(i))
mh,K(x) =
∑
xj∈V(x)
xj K(‖ x− xj ‖2)∑
xj∈V(x)
K(‖ x− xj ‖2)
− x; (III.6)
V(x) étant la fenêtre de Parzen centrée en x et définie par :
V(x) = {xj / d(x, xj) < h}. (III.7)
3. Déplacer le point p : y(i+1) ← y(i) +mh,K(y(i)).
4. Incrémenter i.
5. Reprendre l’algorithme en 3 jusqu’à la convergence vers le point y tel que ‖ mh,K(y) ‖<

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L’algorithme Mean-Shift consiste donc à déplacer itérativement tous les points de la
base jusqu’à la convergence vers le point de densité maximale y.
Le nombre de classes de la partition finale correspond au nombre de points station-
naires y différents.
2.5 Classification basée sur les frontières des classes
Les réseaux de neurones artificiels [46] sont utilisés par un large public pour la classi-
fication et notamment pour le classement.
La méthode SOM (Self-Organizing Map), ou carte auto adaptative ou carte de Koho-
nen, est un réseau de neurones particulièrement populaire dans le domaine de la quantifi-
cation vectorielle. Cet algorithme adopte une représentation intuitive des données multi-
dimensionnelles en employant un carte bi-dimensionnelle, ce qui permet une bonne visua-
lisation des classes résultantes.
Cette méthode permet de sélectionner les descripteurs les plus discriminants et de les
normaliser via les poids associés aux différents neurones. Or, une mauvaise initialisation
de ces derniers affecte les résultats de la classification sensiblement.
Par ailleurs, la convergence de l’algorithme SOM dépend de nombreux paramètres
comme le taux d’apprentissage, le rayon de voisinage, etc.
2.6 Outils connexes
2.6.1 Accumulation de preuves
L’accumulation de preuves (evidence accumulation) consiste a appliquer plusieurs al-
gorithmes de classification et à déduire le résultat final en se basant sur un vote.
Considérons, par exemple, l’approche [32] qui consiste à construire la matrice de simila-
rité à partir de plusieurs partitionnements (en employant k-means avec différentes valeurs
de k par exemple). Cette matrice, donne lieu à un graphe qu’il suffit de seuiller pour
obtenir la classification finale. Cela revient au final à une approche de type ‘classification
basée sur la connectivité’.
Une autre approche initialement proposée par Ho et al. [47] et perfectionnée récem-
ment [81] consiste à considérer le résultat de vote de plusieurs arbres de partitions aléa-
toires.
De telles approches sont naturellement plus coûteuses en termes de temps d’exécution.
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2.6.2 Réduction de dimensionnalité
La plupart des approches existantes sont affectées par la malédiction de la dimensio-
nalité : à partir d’une certaine dimension de l’espace, les performances diminuent. Si l’on
considère l’algorithme k-means, par exemple, ce dernier devient moins performant dès que
la dimension dépasse quelque centaines. Par ailleurs, ces méthodes sont de plus en plus
lentes à mesure que la dimension augmente.
En revanche, les méthodes analysant les caractéristiques de façon séquentielles, qui sont
souvent hiérarchiques, sont moins sensibles à ce problème. Ces approches basées sur la
connectivité sont, de surcroît, souvent les moins coûteuses en termes de temps d’exécution.
Cependant, ces dernières ne sont pas très performantes puisque les caractéristiques sont
rarement décorrélées et indépendantes.
Pour tenter de résoudre ces problèmes, certaines approches réduisent la dimension
de l’espace en utilisant une ACP (Analyse en Composantes Principales), par exemple.
Or l’ACP peut être pénalisante sur certains jeux de données [2]. La comunauté du data
mining propose un ensemble de techniques (DBSCAN, OPTICS, etc.) [58] afin d’affronter
la malédiction de la dimensionnalité.
2.6.3 Approches évolutionnaires
Les approches évolutionnaires peuvent être utilisées pour estimer les paramètres d’un
algorithme de classification. Ces approches sont inspirées par l’évolution naturelle : la par-
tition finale est obtenue à partir d’une série d’opérations génétiques, à savoir la sélection,
la recombinaison et la mutation, appliquées à une partition initiale arbitraire.
Les solutions possibles sont assimilées à des chromosomes. Les opérations génétiques
transforment ces derniers en d’autres partitions progressivement jusqu’à la convergence,
c’est-à-dire jusqu’à ce que la vraisemblance de survie d’un chromosome à une nouvelle
génération soit suffisante.
Les techniques évolutionnaires les plus populaires sont les algorithmes génétiques
(GAs) [38]. Les solutions données par ces approches sont sous forme de codes binaires
dont les bits peuvent changer d’une génération à l’autre.
L’algorithme k-means a été combiné avec la méthode GAS en remplaçant les centres
par des vecteurs binaires [102]. Chaque vecteur définit d codes génétiques, un code étant
associé à chaque coordonnées de l’espace. Ces chromosomes sont itérativement modifiés
via des opérations de croisement génétique et de mutation jusqu’à la convergence vers la
solution optimale.
Une telle approche nécessite donc, entre autres, la définition d’une fonction de vrai-
semblance (fitness) permettant de juger de la qualité de chaque chromosome.
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L’emploi de l’algorithme génétique permet de détecter des classes de tailles variables
et de formes allongés (contrairement à l’algorithme k-means classique).
Encore une fois, l’inconvénient majeur de ce type d’approches réside dans sa dépen-
dance de certains paramètres décisifs comme la fonction de vraisemblance, le nombre de
classes, etc.
2.7 Bilan et conclusion
Nous avons présenté, dans cette section, une classification des méthodes de classifica-
tion les plus populaires et les plus liées à notre proposition.
Nous pouvons examiner le problème de classification sous différents angles : selon le
modèle de représentation des classes, la mesure de similarité adoptée, la forme des classes,
etc.
En se basant sur une combinaison de critères, nous distinguons les approches basées
sur la connectivité ou hiérarchiques, les méthodes probabilistes, celles basées sur les ba-
rycentres ou la densité locale et les réseaux de neurones SOM.
Les méthodes hiérarchiques se divisent en approches ascendantes et approches descen-
dantes. Ces dernières sont plus populaires. Elles sont basées sur la mise à jour itérative
d’une matrice de similarité. La littérature compte plusieurs méthodes hiérarchiques des-
cendantes dont le seul point de divergence réside dans la manière dont cette matrice est
appréhendée.
Le principe général des approches hiérarchiques descendantes consiste à subdiviser
itérativement les classes représentés par les nœuds d’un arbre en partant d’une classe
unique contenant toutes les données.
Les approches hiérarchiques sont avantageusement peu paramétrées, d’où leur généri-
cité. En revanche, ces méthodes donnent lieu à une multitude de partitions imbriquées.
L’utilisateur a donc besoin de déterminer la partition optimale qui lui convient. Il existe
néanmoins des métriques permettant de mesurer la pertinence d’une cascade de partitions
et d’automatiser ainsi le choix de la partition optimale.
Les approches non-hiérarchiques donnent lieu à une partition unique des données ou
de l’espace.
Les méthodes par réestimation itérative des barycentres, notamment les variantes de
la méthode k-means, sont les plus communément employées. Ces approches partitionnent
les données en k classes de formes convexe en se basant sur la distance des échantillons par
rapport aux barycentres des k-classes. Ces algorithmes sont simples et rapides. Cependant,
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ils requièrent souvent la connaissance a priori du nombre de classes k quoiqu’il existe des
solutions permettant d’estimer ce nombre automatiquement.
Les méthodes probabilistes, telles que la méthode EM, donnent des résultats très
similaire à ceux associés à la méthode des nuées dynamiques, c’est-à-dire des classes
isotropes de forme convexe.
Contrairement aux approches non-hiérarchiques citées ci-dessous, les méthodes par
maximisation de la densité sont aptes à détecter des classes de formes irrégulières. En
revanche, il est souvent nécessaire de connaître la forme des classes et leurs tailles a priori
afin de définir les paramètres adéquats notamment la fonction noyau, le rayon de classe,
etc.
La littérature compte d’autres types d’approches non-hiérarchiques, comme par exemple
les cartes de Kohonen, qui peuvent séparer les données de façon optimale à condition que
les paramètres des algorithmes associés soient bien choisis.
Ne disposant d’aucune connaissance a priori sur les données à traiter et visant un
moteur de classification générique, nous éviterons les approches lourdement paramétrées.
À la manière des méthodes hybrides [121, 32] qui permettent de tirer profit des points
forts de différents approches, nous proposerons un algorithme par partitionnement selon
la principale direction en cascade inspiré des approches hiérarchiques descendantes ainsi
que de certaines méthodes probabilistes ou basées sur les barycentres. . .Cette approche
est, par ailleurs, assez robuste vis à vis du problème de la dimensionnalité.
3 Notre contribution
Nous optons pour une approche hiérarchique descendante qui présente certains points
de similitude avec les méthodes dites PDDP [9, 109] (partitionnement selon la principale
direction). Nous pouvons également considérer que notre approche est une généralisation
des algorithmes PDDP.
Après une description globale et sommaire de la méthode dans la section 3.1, nous
détaillerons ses différentes composantes : la nature de l’arbre utilisé pour représenter la
hiérarchie de partitions, la méthode de subdivision d’un nœud donné de l’arbre ainsi que
l’espace vectoriel dans lequel les données sont représentées.
3.1 Vue d’ensemble
Soit Ω notre espace de représentation et d sa dimension. Au niveau de chaque nœud
de l’arbre, les données sont projetées selon m axes, m ∈ J1..dK. Ces axes sont définis par
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un ‘analyseur-projecteur’ que nous spécifierons ultérieurement. Ce dernier peut être une
méthode d’analyse des données comme, par exemple, l’ACP (Analyse en Composantes
Principales).
Ces axes sont ensuite manipulés indépendamment les uns des autres. Nous avons
donc besoin d’assurer que les différents axes de projection sont effectivement décorrélés et
indépendants. Le changement d’espace de représentation peut être effectué, au choix, une
seule fois sur l’ensemble de la population, au niveau du nœud origine, ou alors de façon
répétée au niveau de chaque nœud non terminal.
Un ‘partitionneur’ associe à tout ou partie de ces axes des hyperplans qui leur sont
respectivement orthogonaux. Il s’appuie sur une méthode de bi-partitionnement, comme
par exemple 2-means ou EM, qui détermine le point d’intersection entre chaque axe et
l’hyperplan qui lui est associé. Les axes concernés par ces calculs sont sélectionnés par ce
même partitionneur. Ce dernier peut refuser de partitionner selon un axe donné si :
• les données projetées selon cet axe sont suffisamment homogènes ; aucune séparation
n’est donc nécessaire (selon cet axe),
• ou alors le nombre d’individus est trop réduit. Dans ce cas, le nœud en cours d’ana-
lyse est jugé une feuille (aucun axe n’est sélectionné).
Soit ds le nombre de bi-partitionnements effectués (d’axes sélectionnés). À l’issue de
cette suite d’opérations, l’espace est subdivisé en 2ds régions disjointes. Un nœud fils est
associé à chacune des régions non vides. Les individus du nœud sont alors répartis entre
ses fils.
3.2 Modèles hiérarchiques proposés
3.2.1 Arbre non-contraint
Dans un espace de dimension d, nous définissons une structure de données de type
arbre dans laquelle chaque nœud peut compter jusqu’à 2d fils.
Chaque nœud de l’arbre, caractérisé par ds axes 1 sélectionnés, est subdivisé en 2ds
régions par ds hyperplans respectivement orthogonaux aux ds axes. Un nœud fils est
associé à chacune des régions non vides de l’espace.
Autrement dit, si {Ai}i est l’ensemble d’axes sélectionnés pour la séparation, un point
de partitionnement Pi est associé à chacun des axes Ai. Ainsi, Pi est le point d’intersection
entre Ai et l’hyperplan qui lui est associé. Un individu x = (x1, ..., xd) de l’échantillon est
assigné à un nœud fils différent selon que xi ≤ Pi ou xi > Pi. Ainsi ds comparaisons sont
1. ds est le nombre d’axes sélectionnés par le partitionneur ou prédéfini par l’utilisateur. On a 0 ≤
ds ≤ d. ds est donc le nombre d’axes pris en compte pour subdiviser un nœud donné.
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effectuées pour chaque individu du nœud ; le nombre de sous-classes s’élève donc à 2ds .
Nous associons un nœud fils à chaque sous-classe non vide.
Ce processus de projection / division est récursivement appliqué à tous les nœuds de
l’arbre jusqu’aux feuilles caractérisées par ds = 0.
La figure III.7.a illustre ce processus dans un espace de dimension 2 (dans ce cas l’arbre
est appelé arbre quaternaire connu sous le nom de quadtree).
2 axes sélectionnés
1 axe sélectionné
1 axe sélectionné
aucun axe sélectionné
aucun axe sélectionné
Niveau 0
de l ’arbre
Niveau 1
Niveau 2
Niveau 3
a. Arbre non-contraint b. Kd-tree
Figure III.7 – Deux modèles d’arbre dans un espace de dimension 2 (sans projecteur)
3.2.2 Arbre binaire
En employant un arbre binaire ds peut prendre deux valeurs possibles : 1 ou 0 si le nœud
est une feuille. Dans le cas où le nœud n’est pas terminal, le partitionneur calcule, pour
l’axe sélectionné As, un point de partitionnement Ps. Pour tout individu x = (x1, ..., xd)
du nœud en cours, si xs ≤ Ps x est assigné au nœud fils droit, sinon il est affecté au fils
gauche.
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Un nœud est une feuille si aucun axe n’est sélectionné par le partitionneur 2.
La figure III.7.b représente les données utilisées dans l’arbre quaternaire (figure III.7.a)
dans un Kd-tree.
3.3 Analyseurs-projecteurs
Les descripteurs de données issus d’une simple extraction de caractéristiques ne sont
pas tous aussi discriminants les uns que les autres et présentent souvent une certaine re-
dondance. Nous pouvons interpréter ces observations en associant un poids proportionnel
à son pouvoir discriminant à chaque axe de l’espace et en détectant toutes les combinaisons
de descripteurs corrélés.
L’Analyse en Composantes Principales (ACP), a l’avantage de créer de nouveau axes
triés par ordre de pouvoir discriminant. Qui plus est, la dimension de l’espace se voit
réduite grâce à ce projecteur.
L’analyse discriminante (LDA) permet une analyse supervisée des données. Cette ana-
lyse combine linéairement les données de manière à maximiser la discrimination entre les
classes.
En employant un arbre non-contraint ou binaire, il est possible d’effectuer une analyse
des données et de réduire ainsi la dimension une seule fois sur l’ensemble des données
avant de construire l’arbre (figure III.8.b) ou alors récursivement au niveau de chaque
nœud de l’arbre (figure III.8.c).
Hyperplan 1
Hyperplan 2
Hyperplan 3
Hyperplan 4
Hyperplan 1
Hyperplan 2
Hyperplan 3
Hyperplan 4
Hyperplan 1
Hyperplan 2
Hyperplan 3
Hyperplan 4
a. Partitionnement sans projecteur b. Projecteur appliqué au préalable c. Projecteur appliqué en cascade
Figure III.8 – Différentes applications d’un analyseur-projecteur dans le cas d’un Kd-tree
2. Pour éviter toute ambiguïté, nous rappelons que c’est l’analyseur-projecteur qui définit l’ensemble
d’axes possibles (m axes) et le partitionneur sélectionne, parmi cet ensemble, ds axes pris en compte lors
des bi-partitionnements.
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3.3.1 Méthode ACP
L’Analyse en Composantes Principales (PCA en anglais pour Principal Component
Analysis) permet de projeter les données dans un espace de plus faible dimension sans
perte significative d’information.
Du point de vue géométrique, l’ACP est une projection qui transforme l’espace original
des caractéristiques dans un nouveau repère qui maximise la répartition des points le long
des axes créés. Mathématiquement parlant, il s’agit d’un ensemble de transformations
linéaires agissant sur les descripteurs d’origine et dirigées par la variance. Une description
détaillée de cette approche est pourvue en annexe C.
3.3.2 Méthode LDA
À la différence de l’ACP, l’analyse discriminante n’est applicable que dans le cadre
d’une supervision assumée, c’est-à-dire que les étiquettes des données (leurs classes res-
pectives) doivent être connues a priori.
La LDA (Linear Discriminant Analysis) est basée sur le critère de la maximisation
de l’écart entre les classes et la minimisation de la dispersion autour de la moyenne de
chaque classe. Cette analyse combine linéairement les données de manière à maximiser la
discrimination entre les classes.
Le nombre d’axes générés par la LDA est inférieur ou égal au nombre d’étiquettes
différentes.
Contrairement à l’analyse factorielle qui maximise la variance des N observations en
fonction des d variables, l’analyse discriminante maximise la répartition des N observa-
tions dans leurs classes respectives.
Cet approche est développée dans l’annexe D. Nous y faisons appel dans le cadre d’une
application supervisée présentée dans la section 5.
3.3.3 Analyse en composantes indépendantes
L’Analyse en Composantes Indépendantes (ACI) [22] consiste en la recherche d’une
transformation linéaire permettant l’obtention d’un résumé (exhaustif ou comprimé) des
données sous forme de composantes statistiquement indépendantes. Ce concept peut être
vu comme une extension de l’Analyse en Composantes Principales (ACP) par le recours
aux statistiques d’ordre supérieur à deux.
Une variante assez populaire de ce type de transformation est connue sous le nom
Fast-ICA [50]. Cet algorithme dépend d’un certain nombre de paramètres ‘abstraits’. C’est
pour cette raison que nous n’avons pas pu mener des tests conséquents en employant cette
technique.
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3.4 Partitionneurs
Chaque nœud d’un arbre non-contraint (resp. kd-tree) est subdivisé en 0 à 2ds (resp. 2)
sous-classes en effectuant de 0 à ds (ds vaut 1 dans le cas d’un arbre binaire) subdivisions
successives de l’espace.
Le nombre ds de directions de l’espace concernés par la subdivision et les hyperplans
associés peuvent être estimés par différentes méthodes de partitionnement. Nous avons
choisi, à cet effet, d’adapter les méthodes EM et AP respectivement.
Nous associons à chaque partitionneur un critère d’arrêt basé sur une mesure d’évalua-
tion interne, donc calculée automatiquement à partir des résultats d’analyse des données.
Pour le partitionneur EM, par exemple, cette mesure correspond à la vraisemblance lo-
garithmique. Cela limite le besoin de connaissance a priori sur les données et réduit
l’intervention de l’utilisateur au maximum.
Nous rappelons que Chavent et al. [15] découpent systématiquement tous les nœuds
de l’arbre jusqu’à ce que le nombre de classes à un niveau donné atteigne une valeur
prédéfinie K. Une fois le nœud à découper choisi, la subdivision se fait en évaluant la
variance intra-classes engendrée par chacun des seuils possibles (cf. section 2.1.2). Nous
n’avons pas opté pour ce type de partitionnement en raison de sa complexité élevée (le
temps d’exécution requis).
En employant un arbre non-contraint, l’algorithme de partitionnement est séquentiel-
lement appliqué suivant tous les axes de l’espace. En revanche dans le cadre d’un arbre
binaire, il est appliqué suivant un seul axe As.
Soit Ai la direction de l’espace considérée à une itération donnée ; i = 1, .., d dans le
cas d’un arbre non-contraint et i = s si l’arbre est de type binaire. Nous considérons la
projection des données {xji}j=1,..,n du nœud selon l’axe Ai. Ainsi, chaque partitionnement
s’effectue dans un espace mono-dimensionnel.
Initialement, ds ← d dans le cas où l’arbre utilisé est de type ‘non-contraint’.
3.4.1 Algorithme EM et mélange de Gaussiennes
EM est une approche statistique. Les calculs ne prennent donc pas de sens si l’échan-
tillon est de taille trop réduite. Nous veillerons donc à ne pas partitionner les nœuds
composés de peu d’éléments.
Déroulement La méthode EM (présentée dans la section 2.2) est appliquée deux fois
successives :
• une première fois en supposant que les données (les valeurs des projections selon Ai)
sont issues du mélange de deux Gaussiennes,
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• et la deuxième fois en supposant que ces données suivent une loi normale.
L’algorithme EM permet de caractériser les lois de distributions, dans les deux cas, et
de déterminer leurs vraisemblances logarithmiques respectives V1 et V2.
Nous rappelons qu’il s’agit de la vraisemblance du produit
n∏
j=1
K∑
k=1
αkN (xj;µk, σk); (III.8)
K étant le nombre de Gaussiennes mélangées : K vaut 2 et respectivement 1 dans notre
cadre d’utilisation. Les points xj, j ∈ J1..nK, constituent l’ensemble d’individus dans le
nœud.
La vraisemblance logarithmiques d’un mélange de K Gaussiennes vaut :
VK =
n∑
j=1
log
(
K∑
k=1
αk N (xji ;µk, σk)
)
=
n∑
j=1
log
 K∑
k=1
αk
σk
√
2pi
e
− 12
(
x
j
i
−µk
σk
)2 ; (III.9)
αk, µk et σk sont respectivement définis dans les équations A.8, A.9 et A.10 ; xji est la
projection du jème individu selon l’axe Ai.
La vraisemblance en fonction du nombre de Gaussiennes K est une application crois-
sante. Ainsi, VK atteint son maximum lorsque K = N (chaque classe compte un seul
individu) et nous avons toujours V2 > V1.
Il existe, dans la littérature, certaines approches permettant de calculer le nombre
optimal de classes pour une population donnée. Or, la majorité de ces méthodes nécessite
la réalisation de nombreux partitionnements, avec un nombre K différent pour chaque
test, afin de trouver ce nombre optimal.
Cependant, dans notre cas de figure, nous avons besoin de comparer la pertinence de
classification entre deux valeurs de K uniquement : 1 et 2. Cela permet de décider si un
axe Ai est sélectionné pour prendre part au partitionnement ou pas.
Le critère d’information Bayesien BIC (Bayesian Information Criterion), dit critère
de Schwarz aussi, permet d’équilibrer la vraisemblance logarithmique de telle façon que
cette fonction n’est plus croissante. Il a été prouvé que ce critère est le plus performant
pour évaluer la pertinence de modélisation de mélanges Gaussiens [41]. Nous avons donc
sélectionné ce critère pour évaluer la pertinence de nos modèles.
Le critère BIC appliqué à un mélange de K Gaussiennes s’écrit :
BIC(VK) = −2VK +K log(n), (III.10)
n étant le nombre d’individus de l’échantillon (du nœud).
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• Si BIC(V2) > BIC(V1) alors la distribution est mieux représentée par un mélange
de deux Gaussiennes, c’est-à-dire à l’aide de deux classes distinctes ; Ai est donc
ajouté à la liste des axes sélectionnés ; Pi correspond au point d’intersection des
deux Gaussiennes.
• Sinon (si BIC(V1) ≤ BIC(V2)), les données issues de la projection des individus
de l’échantillon selon Ai sont considérées suffisamment homogènes. Ainsi, aucun
hyperplan orthogonal à Ai n’est utilisé pour partitionner l’espace. Dans le cas d’un
arbre non-contraint, ds ← ds − 1.
3.4.2 Adaptation de la méthode AP
L’application de l’algorithme AP (cf. section 2.3.2) permet de partager les données en
deux ensembles disjoints E et S.
Nous appliquons la méthode AP aux données projetées selon Ai, donc dans un espace
de dimension 1 à chaque fois.
De même que dans la section 3.4.1, il nous importe de savoir si le partitionnement
selon un axe Ai donné est pertinent ou pas. Nous réutilisons donc le critère BIC pour
évaluer la cohésion du modèle avant et après le bi-partitionnement selon Ai.
Pour tous les partitionneurs basés sur le calcul des centroïdes, comme par exemple AP
ou K-means, nous utilisons la variance pour le calcul de la fonction de vraisemblance (au
lieu de la vraisemblance logarithmique dans le cas de EM). Cette fonction intervient dans
le calcul du critère BIC.
La variance σ2 est donnée par σ2 = Vintra + Vinter. K étant le nombre de classes, c le
barycentre de la population, ni le nombre d’éléments dans la classe i, ci son centroïde et
σ2i sa variance intra-classe, on a 3 :
Vintra =
K∑
i=1
ni
n
σ2i et Vinter =
K∑
i=1
ni
n
(ci − c)2. (III.11)
Ainsi, pour une partition de K classes, le critère BIC est donné par :
BIC = 2 log(σ2) +K log(n). (III.12)
Ce critère permet donc de décider si un axe Ai intervient dans le processus de bi-
partitionnement.
Notons que la variance est une mesure statique dont les calculs ont peu de sens sur
un échantillon réduit. Comme le nombre minimum d’individus pour que la variance soit
significative n’a jamais été défini, nous introduisons un paramètre Nmin représentant le
3. Nous pouvons constater que, pour K = 1, on σ2 = Vintra.
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nombre minimum d’individus par classes. Ce paramètre est donné de façon approximative
et est à prédéfinir par l’utilisateur. Ainsi, si cardinal(Ω) < Nmin ou cardinal(S) < Nmin
alors Ai n’est pas sélectionné pour contribuer à la subdivision du nœud. Notons bien que
ce paramètre est optionnel. De façon générale, nous lui affectons une valeur empirique de
Nmin = 30, et ce quelque soit la base de données.
3.4.3 Choix de As dans le cadre d’un arbre binaire
Dans un arbre binaire, si Ai n’est pas sélectionné, autrement dit, si BIC(V1) ≥
BIC(V2), le processus de partitionnement et comparaison est répété en projetant les don-
nées selon l’axe Ai+1. Si aucun axe n’est sélectionné, le nœud n’est pas découpé : il s’agit
d’une feuille.
3.5 Exemples
Nous détaillons dans cette section l’une des variantes de notre méthode de classifi-
cation : appliquer une ACP, au préalable, sur l’ensemble des données qui sont ensuite
partitionnées en employant un Kd-tree et l’algorithme EM.
Algorithme Il s’agit d’appliquer les étapes suivantes à chaque nœud de l’arbre.
1. Projeter tous les individus du nœud dans l’espace engendré par l’ACP. Soit d la
dimension de cet espace. Initialement, i← 1.
2. Projeter les individus selon l’axe Ai. Les données sont ainsi représentées dans un
espace de dimension 1.
3. L’algorithme EM est appliqué avec, respectivement 1 et 2 Gaussiennes. Leurs vrai-
semblances respectives sont comparées.
• Si les données sont mieux représentées avec une Gaussienne, alors :
• i← i+ 1 ;
• si i ≤ d alors reprendre l’algorithme en 2 ; sinon le nœud courant est une feuille,
reprendre alors l’algorithme en 1 sur un autre nœud du même niveau de l’arbre.
• Sinon, si les individus sont mieux représentés avec 2 Gaussiennes alors :
• un nouveau point de partitionnement Pi relatif à Ai est calculé ;
• le nœud courant est partitionné en deux nœuds fils.
4. Appliquer récursivement le processus aux nœuds fils.
L’algorithme ci-dessus est illustré par la figure III.9. Nous y présentons les courbes
de projections des données au niveau de quelques nœuds. L’algorithme EM détermine, à
partir de chacune de ces courbes, le nombre optimal de Gaussiennes selon lesquelles les
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données sont réparties ; la décision de découpage selon un axe donné étant intrinsèque à
ce nombre.
Hyperplan Y
Y
X
2 Gaussiennes
Y
X
Y
X
Hyperplan X
Y Y
1 Gaussienne
1 Gaussienne
2 Gaussiennes
Figure III.9 – Illustration de l’algorithme 1 dans un espace de dimension 2 (ACP appli-
quée au préalable)
Le même procédé en remplaçant le Kd-tree par un arbre non-contraint est illustré par
la figure III.10.
3.6 Conclusion
Nous avons présenté dans cette section une méthode de classification hiérarchique
inspirée de plusieurs approches préexistantes comme les techniques par partitionnement
de la principale direction (PDDP), les méthodes probabilistes, etc.
Notre approche repose sur trois concepts complémentaires : un arbre permettant de
partitionner les données de façon hiérarchique, un projecteur qui génère un nouvel espace
permettant de représenter les données de manière optimale et un partitionneur qui sélec-
tionne les axes les plus discriminant vis-à-vis de la séparation des données et qui calcule
les hyperplans qui leur sont associés.
Les principaux avantages de l’approche (ACPP) proposée sont sa généricité et sa
rapidité. Par généricité, nous entendons indépendance de tout paramètre abstrait comme
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Hyperplane Y
Hyperplane X
Y
X
ds=2
2 Gaussians
2 Gaussians
Y
X
Y < Py
X < Px
ds=0
Y
X
Y < Py
X > Px
1 Gaussian
2 Gaussians
ds=1
Y
X
Y > Py
X < Px
ds=0
Y
X
Y > Py
X > Px
ds=0
ds=0 ds=0
Figure III.10 – Illustration de l’algorithme 1, en employant un arbre non-contraint, d = 2
(sans projecteur)
la forme des classes ou leurs rayons respectifs. En effet, il est possible d’appliquer cette
méthode sans aucune intervention de l’utilisateur.
La méthodologie ACPP inclut plusieurs variantes dont le point de divergence porte sur
la nature de l’arbre employé, le type de l’analyseur-projecteur ou le choix du partitionneur.
Les expérimentations présentées dans la section 4 permettent d’évaluer les performances
de chacune de ces variantes.
4 Résultats de classification
Comme nous l’avons mentionné précédemment, la classification est utile dans différents
cadres d’applications sur une infinité de bases de données. Nous en avons sélectionné
quelques unes des plus proches de notre domaine d’activité à savoir le traitement des
images de documents imprimés et la quantification de ces images.
La base BLidm0 de Baird [7] est composée d’un ensemble d’images de caractères nu-
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mériques affectés par différents types de déformations. Étant donné que cette base est
étiquetée, nous l’avons sélectionnée afin de pouvoir évaluer les résultats quantitativement.
Nous utiliserons donc ce corpus d’images pour la validation de notre moteur de classifi-
cation.
Les résultats obtenus seront comparés à ceux relatifs aux approches de partitionnement
les plus liées à notre méthode comme k-means et Mean-shift.
Afin de faciliter la comparaison de nos résultats par rapport à d’autres approches,
nous avons testé notre moteur de classification sur un ensemble varié de bases disponibles
en lignes (UCI Machine Learning Repository). Les performances atteintes via différentes
variantes de ACPP sont présentées et discutées ci-après.
4.1 Nomenclature
Selon que l’ACP est appliquée au préalable (globalement sur l’ensemble des données
une seule fois) ou en cascade (au niveau de tous les nœuds), que l’arbre adopté est de type
Kd-tree ou ‘non-contraint’ et selon la méthode de partitionnement appliquée au niveau des
nœuds, nous distinguons plusieurs variantes de notre approche. Le tableau III.1 présente
les différentes appellations que nous emploierons pour désigner ces différentes variantes.
Appellation Type de l’arbre Application de l’ACP Méthode de partitionnement
KdGlobal Kd-tree au préalable
KdGlobalAP Kd-tree au préalable AP
KdGlobalEM Kd-tree au préalable EM
KdGlobal2means Kd-tree au préalable 2-means
KdCascade Kd-tree en cascade
KdCascadeAP Kd-tree en cascade AP
KdCascadeEM Kd-tree en cascade EM
KdCascade2means Kd-tree en cascade 2-means
NcGlobal non-contraint au préalable
NcGlobalAP non-contraint au préalable AP
NcGlobalEM non-contraint au préalable EM
NcGlobal2means non-contraint au préalable 2-means
NcCascade non-contraint en cascade
NcCascadeAP non-contraint en cascade AP
NcCascadeEM non-contraint en cascade EM
NcCascade2means non-contraint en cascade 2-means
Table III.1 – Nomenclature des variantes de ACPP
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4.2 Mesures d’évaluation
Nombre de mesures ont été élaborées afin de mesurer la qualité d’une partition donnée.
Ces métriques permettent de comparer la qualité de la partition créée par un algorithme
de classification donné par rapport à une partition modèle connue a priori 4. Une telle
évaluation est dite ‘évaluation externe’.
La pureté, l’entropie, la mesure-F et NMI (Normalized Mutual Information) sont les
critères d’évaluation les plus couramment utilisées dans les références bibliographiques.
Ces mesures sont définies ci-dessous.
Soient Ω = {ω1, ω2, ..., ωK} la partition modèle (étiquetée), C = {C1, C2, ..., Cm} la
partition à évaluer et N le nombre d’individus de la population.
4.2.1 Pureté
La pureté est une mesure simple et transparente qui reflète la précision de la classifi-
cation. Sa formule est donnée par :
Pureté(C) = 1
N
∑
i
max
j
[card(ωj ∩ Ci)]. (III.13)
Dans l’exemple de la figure III.11 la pureté vaut : 121(4 + 4 + 1 + 5).
C
1
C
2
C
3
C
4
Figure III.11 – Exemple de partition à évaluer
Nous considérons que cette métrique n’est pas objective dans la mesure où elle favorise
les partitions où le nombre de classes m est élevé. En l’occurrence, la pureté atteint la
valeur maximale de 1 sur une partition de N classes, comptant un seul individu chacune.
4. Les mesures utilisées pour évaluer un algorithme de classement comme la matrice de confusion,
la précision et le rappel ne sont pas exploitables dans le cadre d’une classification car certains critères
comme le nombre de classes produites, leurs étiquettes respectives,. . .) ne peuvent pas être prédéterminés
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4.2.2 Entropie
De même que la pureté, l’entropie permet d’évaluer l’homogénéité des classes formant
une partition :
Entropie(C) = 1 + 1
N
m∑
i=1
K∑
j
card(ωj ∩ Ci) logK
(
card(ωj ∩ Ci)
card(Ci)
)
. (III.14)
Dans l’exemple de la figure précédente l’entropie vaut : 1 + 121 [(4 log3(
4
6) + 1 log3(
1
6) +
1 log3(16))+(4 log3(
4
6)+2 log3(
2
6))+(1 log3(
1
3)+1 log3(
1
3)+1 log3(
1
3))+(5 log3(
5
6)+1 log3(
1
6))].
Cette mesure présente également l’inconvénient de favoriser les partitions formées par
de nombreuses classes.
4.2.3 Mesure-F
Les mesures-F sont des métriques basées sur la combinaison de la précision et du rap-
pel. Parmi cette catégorie de critères, la mesure-F1 associe des poids égaux à la précision
et au rappel :
F1(C) = 1
N
K∑
j
card(ωj) max
i
2 card(ωj ∩ Ci)
card(ωj) + card(Ci) . (III.15)
Contrairement aux deux mesures précédentes, F1 n’est pas biaisée par les classes de
taille réduite.
4.2.4 NMI
L’information mutuelle (NMI) est reconnue comme étant la mesure la mieux fondée
sur le plan théorique.
NMI(C) = 2
N
m∑
i=1
K∑
j
card(ωj ∩ Ci) logK×m
(
card(ωj ∩ Ci)×N
card(Ci)× card(ωj)
)
. (III.16)
Les valeurs données par les quatre mesures définies ci-dessus sont dans l’intervalle
[0, 1]. Ces valeurs sont proportionnelles à la qualité de la classification.
Nous emploierons ces différentes mesures pour évaluer la qualité de chacune des par-
titions induites par nos expérimentations.
4.3 Validation par la base BLidm0
Nous présentons, dans cette section, les résultats de classification sur la base BLidm0
obtenus avec les différentes variantes de notre système de classification. Ces résultats sont
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évalués en employant des critères complémentaires définis dans la section précédente. Nous
comparerons ensuite ces performances avec les méthodes k-means, I-k-means etMean-Shift
respectivement.
4.3.1 Présentation de la base de données
La base BLidm0 (Bell Labs image defect model database, version 0 ) est composée
de 8 565 750 images binaires. Ces imagettes, de taille variant autour de 28 × 28 pixels,
représentent des caractères isolés affectés par différents modèles de déformations comme
par exemple le lissage, de redimensionnement, la rotation, etc.
La figure III.12 présente un échantillon représentatif des caractères numériques de
cette base.
Figure III.12 – Échantillon de la base BLidm0
Cette base a été conçue pour mesurer les performances des classificateurs, caractériser
la qualité des images de document et l’élaboration d’un classificateur de haute perfor-
mance.
Nous avons sélectionné cette base pour sa maniabilité : cet ensemble d’images peut
être partitionné selon différents critères comme la nature de la déformation, la valeur des
paramètres associés à chaque déformation, le code Ascii du caractère représenté, la police
de caractères employée, etc. Un partitionnement hiérarchique est le mieux placé pour
prendre en compte le maximum de critères.
Comme il n’est pas facile d’évaluer la classification en tenant compte de tous ces
critères conjointement, nous avons choisi de mettre en avant le critère de séparation selon
le code Ascii lors de l’analyse des résultats.
Pour que les tests restent simples mais représentatifs, nous avons restreint nos expé-
rimentations aux caractères numériques de cette base. Par ailleurs, certains modèles de
déformation réduisent le caractère à une forme ponctuelle non reconnaissable même à
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l’œil nu. Nous avons donc éliminé ce type d’images de notre base de test. En définitive,
notre base de validation compte 71 484 imagettes de caractères numériques (de 0 à 9).
Notre base est donc composée d’images de chiffres affectées par des rotations de dif-
férents angles (ne dépassant pas 30˚ ), des translations, des homothéties, des étirements
et des flous Gaussien d’écart type variant entre 0 et 1. Les caractères de notre base sont
écrits avec la même police de caractères.
4.3.2 Résultats et comparaisons
Pour toutes les expérimentations présentées dans cette section, tout individu est repré-
senté par une matrice de pixels de taille 16× 16 correspondant aux valeurs de luminosité
(entre 0 et 255).
ACP en cascade
Arbre binaire Le tableau III.2 présente les résultats de classification obtenus en
employant un arbre de type Kd-tree et en appliquant une ACP au niveau de chaque
nœud pour choisir l’axe As. Le partitionnement est effectué en employant 3 approches
différentes : EM, AP et 2-means respectivement. Pour toute expérimentation, la partition
évaluée correspond à celle formée par les feuilles de l’arbre.
Méthode NMI F1 Entropie Pureté Nombre de classes
KdCascadeEM 0.896 0.901 0.914 0.923 10
KdCascadeAP 0.978 0.989 0.978 0.989 10
KdCascade2means 0.985 0.993 0.985 0.993 11
Table III.2 – Résultats de 3 variantes de KdCascade
Arbre non contraint Le tableau III.3 affiche les résultats de classification obtenus
en employant un arbre non-contraint dont chaque nœud peut être découpé selon 2 axes
au plus. Il s’agit des axes de poids le plus fort d’après les résultats de l’ACP qui est a été
récursivement appliquée au niveau de tous les nœuds.
Nous n’avons pas utilisé tous les axes pour le partitionnement des nœuds, confor-
mément à la définition d’un arbre non-contraint, afin d’éviter l’explosion du nombre de
classes. En effet, à partir de ds = 3 nous avons 23 = 8 classes au premier niveau de l’arbre !
Comme l’attestent les valeurs du tableau ci-dessus, même avec ds = 2 le nombre de
classes est trop grand (entre 14 et 16) d’où la baisse des valeurs de NMI et F1. En revanche,
l’emploi de ce type d’arbre permet, généralement d’atteindre des valeurs de pureté plus
élevées.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
116 III. Classification auto-contrôlée
Méthode NMI F1 Entropie Pureté Nombre de classes
NcCascadeEM 0.888 0.943 0.979 0.988 14
NcCascadeAP 0.881 0.952 0.946 0.952 15
NcCascade2means 0.899 0.927 0.991 0.996 16
Table III.3 – Résultats de classification de 3 variantes de NcCascade
Par ailleurs, cette sur-segmentation est également due à la forme des classes dans
l’espace de caractéristiques. Elle peut être corrigée par une phase de fusion des classes
adjacentes par des méthodes de connectivités par linkage des classes proches.
ACP préalable La figure III.13 présente les résultats de classification de quelques va-
riantes de l’algorithme KdGlobal et ce dans différents espaces de représentation. La di-
mension de l’espace est directement liée aux taux d’information retenue à l’issue de l’ACP.
Cet espace est commun à tous les nœuds de l’arbre. Autrement dit, l’ACP est appliqué
au préalable de la classification sur l’ensemble de la population.
Chacune des courbes de cette figure correspond aux résultats d’évaluation des parti-
tions, formées par les feuilles, en se basant sur un critère différent.
L’observation des courbes ci-dessus permet de constater que les 3 méthodes de parti-
tionnement mènent à des résultats assez similaire. Plus précisément, l’emploi de 2-means
permet d’atteindre de meilleures performances. Cette dernière affirmation n’est toutefois
pas généralisable : d’autres tests en employant des caractéristiques différentes révèlent que
la méthode AP ou EM permet d’atteindre de meilleurs résultats.
Le PDDP [9] original est adapté au clustering de données dans des espaces de grandes
dimensions. Notre proposition qui généralise le PDDP est aussi efficace sur les données
en grande dimension comme le montre la figure III.13.
L’application de l’ACP de façon globale et unique donne lieu à un algorithme de
classification extrêmement rapide tout en assurant de bonnes performances. Cependant,
l’application de l’ACP en cascade est presque toujours plus performante que son appli-
cation au préalable. Ainsi, l’utilisateur peut choisir d’appliquer l’ACP en cascade ou de
façon globale en fonction de ses exigences.
Comparaisons Nous comparons dans ce paragraphe les résultats de classification rela-
tifs à ACPP à ceux assurés par les algorithmes de classification les plus populaires et les
plus proches de notre proposition.
Pour chacune de ces méthodes, nous avons tâché de sélectionner les paramètres opti-
maux qui procurent les meilleures performances.
• k-means Sachant que le nombre optimal de classes est 10, nous avons fixé k à
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Figure III.13 – Résultats de classification de KdGlobal dans des espaces de dimensions
différentes
10 pour tous les tests relatifs à cet algorithme. Nous avons également initialisé
l’algorithme avec des individus représentatifs de leurs classes respectives : les 10
prototypes initiaux présentent 10 étiquettes différentes.
• k-means Intelligent Cette variante de k-means présente un point fort très attractif
et si rare : l’indépendance de tout paramètre. Cet algorithme ne requiert donc aucune
connaissance a priori ; il est complètement automatisée.
• Mean-shift Nous rappelons que cette approche dépend de 2 paramètres : σ pour
le noyau et le facteur d’échelle. N’ayant aucune idée sur les valeurs optimales de ces
paramètres, nous avons procédé par leur recherche par dichotomie dans une base
réduite. Suite à de nombreux tests, nous avons sélectionné les valeurs de 100 000
et 100 000 pour σ et h respectivement dans l’espace d’origine (de dimension 256).
Dans les espaces où une ACP a été appliquée σ et h valent respectivement 5 et 0.1 !
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KdCascade Le tableau III.4 permet de comparer les performances de 4 méthodes
de classification en s’appuyant sur 2 critères complémentaire 5. Pour ce lot de tests, cha-
cune des méthodes concurrentes a été testée sur les données d’origine (sans ACP). Nous
comparons ces approches à la variante KdCascade2means de notre méthode (présentée
dans le tableau III.2).
Critère 10-means k-means intelligent Mean-shift KdCascade2means
NMI 0.937 0.685 0.712 0.985
Pureté 0.901 0.804 0.999 0.993
Nombre de classes 10 22 59 11
Table III.4 – Comparaison de KdCascade2means à 3 autres méthodes de classification
appliquées dans un espace de dimension 256 non modifié par l’ACP
Ce dernier tableau montre que l’approche proposée permet d’atteindre les meilleurs
résultats globalement. Mean-shift produit des classes plus pures encore mais au détriment
des valeurs de NMI. En effet, cet algorithme donne lieu à une soixantaine de classes.
En termes de temps d’exécution, Mean-shift est l’algorithme le plus lent suivi de notre
approche (en raison des calculs récursifs de l’ACP) suivi de k-means Intelligent puis k-
means.
KdGlobal Les courbes III.14 ci-après illustrent la variation de performance des 3
approches concurrentes en fonction de la dimension de l’espace (définie par le taux d’in-
formation retenue suite à l’exécution d’une ACP). Nous pouvons remarquer que notre
approche ainsi que les deux variantes de la méthode k-means sont robustes vis-à-vis de
ces variations, sur cette base de données.
Les variantes KdGlobal de ACPP testées dans ces dernières expérimentations ne re-
quiert pas des temps de calcul considérables. En l’occurrence, notre approche est la plus
rapide. Qui plus est, elle permet de concilier performance et rapidité.
Les imagettes de la figure III.15 correspondent au 9 premiers vecteurs propres calculés
par l’ACP (calculée au préalable sur l’ensemble des données). Les valeurs propres, nor-
malisées, correspondantes varient de λ1 = 0.253 à λ9 = 0.026 ;
9∑
i=1
λi ' 0.76, c’est-à-dire
qu’en se restreignant à 76% de l’information, nous obtenons un espace de dimension 9.
Cela signifie que toute l’information est portée par les premiers axes fournis par l’ACP !
Dans cette figure, les points les plus sombres correspondent aux poids les plus forts ;
Les pixels blancs de ces images n’apportent donc aucune information.
5. Désormais nous nous contenterons de présenter les valeurs de NMI et de pureté car ces dernières
présentent une redondance avec F1 et l’entropie respectivement.
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Figure III.14 – Résultats de classification de 4 approches en fonction de la dimension de
l’espace
(a) λ1 = 0.253 (b) λ2 = 0.123 (c) λ3 = 0.094
(d) λ4 = 0.076 (e) λ5 = 0.069 (f) λ6 = 0.043
(g) λ7 = 0.041 (h) λ8 = 0.039 (i) λ9 = 0.026
Figure III.15 – Les 9 premiers vecteurs propres
4.3.3 Conclusion
Nous avons présenté dans cette section des résultats quantitatifs permettant d’évaluer
la méthode de classification proposée ainsi que de la comparer à d’autres approches.
Les expérimentations montrent que notre approche permet d’assurer le meilleur com-
promis entre la qualité de la classification et le temps d’exécution. Cette approche est, de
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surcroît, indépendante de tout paramètre abstrait et capable de traiter des données dans
des espaces de grandes dimensions.
4.4 Validation par des bases UCI
La plupart des bases de données du répertoire UCI [31] sont conçues pour tester des
méthodes de classement. Il existe 9 bases prévues pour les applications de classification.
Cependant, ces ensembles ne sont pas toujours étiquetés et le type de données utilisées
n’est pas approprié à notre approche (attributs catégoriques, données séquentielles, etc.).
Ainsi, nous avons choisi des bases de la catégorie classement pour évaluer notre moteur
de classement. Celles-ci ont été sélectionnées pour leur leurs tailles (les plus grandes) et le
nombre de classes qu’elles comptent, les partitions formées d’un nombre réduit de classes
ou d’individus n’étant pas appropriées à notre méthode.
4.4.1 Présentation des bases
Les bases sélectionnées relèvent de différents domaines d’application.
• Iris est une base particulièrement populaire composée de 150 observations qui cor-
respondent à 3 types de fleurs.
• Image Segmentation Data Set est composée de 2310 images naturelles segmentée
manuellement en 7 types de régions.
• Statlog Landsat Satellite Data Set est un ensemble de 6435 images satellite générées
par la NASA. Les caractéristiques qui lui sont associées visent à différentier 7 types
de sol.
• ISOLET est un ensemble de 7797 lettres prononcées par 150 personnes différentes.
Cette base est caractérisée par un grand nombre de descripteurs : 617.
• Letter Recognition Data Set est une base de 20000 images de caractères alphabé-
tiques écrits en majuscule et caractérisées par des descripteurs géométriques.
Le tableau III.5 affiche les principales propriétés de ces bases.
Base de donnée Nombre d’individus Nombre de descripteurs Nombre de classes
Iris 150 4 3
Image Segmentation 2310 19 7
Landsat Satellite 6435 36 6
ISOLET 7797 617 26
Letter Recognition 20000 16 26
Table III.5 – Échantillon de bases de données du répertoire UCI
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4.4.2 Résultats et comparaisons
Pour des raisons de lisibilité, nous n’encombrons pas cette section avec les résultats
relatifs à toutes les variantes de ACPP ; nous nous focalisons sur l’une de ces variantes
dans chaque paragraphe.
Par ailleurs, nous ne présenterons plus les résultats relatifs à l’algorithme Mean-shift
en raison de la complexité inhérente à l’estimation de ses paramètres.
Approche NMI Pureté Nombre de classes
Ik-means 0.715 0.880 4
3-means 0.751 0.893 3
KdCascadeAP 0.798 0.920 3
PDDP [9] 0.740 0.933 4
Table III.6 – Résultats obtenus sur la base Iris
Base Iris Les résultats présentés dans le tableau III.6 révèlent que les classes de la base
Iris sont linéairement séparables. En effet, nous obtenons des résultats très satisfaisants
en l’absence de toute supervision.
Par ailleurs, en appliquant une ACP au préalable et en gardant 90% de l’information,
la dimension de l’espace passe à 1. Dans cet espace, nous obtenons exactement les mêmes
résultats avec KdGlobalAP que KdCascadeAP, c’est-à-dire NMI=0.798 et une pureté de
92% ! Ainsi, une simple projection au préalable suffit dans de tels cas de figure.
Exceptionnellement pour la base Iris, nous avons pu comparer notre approche par rap-
port à PDDP (les résultats sont accessibles en ligne) 6. Cette approche permet de former
des classes plus pures puisque, disposant d’un critère d’arrêt prédéfini par l’utilisateur, à
chaque niveau de l’arbre, le nœud à partitionner est sélectionné en comparant une me-
sure d’homogénéité interne entre tous les nœuds du niveau ; mais cela peut être parfois
coûteux.
Base Image Segmentation Le tableau III.7 présente les résultats obtenus avec quelques
variantes de ACPP et permet de les comparer à k-means et k-means intelligent respective-
ment. Nous pouvons en déduire que, sur cette base, certaines variantes de ACPP assurent
le meilleur compromis entre le nombre de classes et leur pureté.
Notons, par ailleurs, que l’emploi d’un arbre non-contraint permet d’améliorer la pu-
reté au détriment du nombre de classes. En effet, le tableau III.8 confirme que, indépen-
6. Nous rappelons que ACPP est une généralisation de l’algorithme PDDP
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Approche NMI Pureté Nombre de classes
Ik-means 0.444 0.739 32
7-means 0.455 0.568 7
KdCascadeAP 0.548 0.734 18
NcCascade2means 0.510 0.828 69
KdGlobalAP 0.503 0.753 32
Table III.7 – Résultats obtenus sur la base Image Segmentation
damment du partitionneur employé, il est possible d’améliorer la pureté avec un nombre 7
d’axes ds > 1.
XXXXXXXXXXXXPartitionneur
ds ≤ 1 2 3
AP NMI 0.548 0.518 0.447
Pureté 0.734 0.809 0.768
2-means NMI 0.510 0.510 0.495
Pureté 0.732 0.828 0.870
Table III.8 – Variation des performances de NcCascade en fonctions des valeurs maxi-
males de ds autorisées dans un arbre non-contraint (base : Image Segmentation)
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Figure III.16 – Résultats de classification en fonction de la dimension de l’espace, sur la
base Landsat
Base Landsat Satellite Les résultats d’expérimentations présentés dans la figure III.16
correspondent aux variation de performances de classification en fonction du taux d’in-
formation retenue après l’ACP.
7. Nous considérons qu’à partir de ds = 5, le nombre de fils dans l’arbre explose (32 fils au premier
niveau de l’arbre, jusqu’à 1024 au second, etc.). Nous évitons ainsi les tests au delà de cette valeur.
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Dimension 2 3 4 6 36
Nombre de classes obtenues avec Ik-means 44 46 48 48 48
Nombre de classes obtenues avec KdGlobalAP 92 77 64 34 26
Table III.9 – Nombre de classes produites en fonction de la dimension de l’espace, sur
la base Landsat
Nous pouvons constater, à partir de la figure III.16 et du tableau III.9 que les perfor-
mances de l’algorithmes k-means intelligent quasi-insensibles vis-à-vis des variations de
dimension. En revanche, notre méthode est sensiblement plus efficace lorsque N >> d.
En effet, cela permet une analyse plus profonde selon tous les axes tandis que, lorsque la
dimension est relativement grande et que l’ACP n’est pas appliquée en cascade, la pro-
fondeur de l’arbre peut être inférieure à d ; dans ce cas, certains axes ne sont jamais pris
en compte durant tout le processus de bi-partitionnement !
Approche NMI Pureté Nombre de classes
Ik-means 0.681 0.484 19
26-means 0.715 0.573 26
KdCascadeAP 0.596 0.590 57
NcCascadeAP 0.580 0.688 184
KdCascade2means 0.601 0.591 56
NcCascade2means 0.577 0.675 175
Table III.10 – Résultats obtenus sur la base ISOLET
Base ISOLET La base ISOLET est notamment caractérisée par une dimension trop
élevée par rapport au nombre d’individus qu’elle compte. Les résultats présentés dans le
tableau III.10 confirment que notre approche est moins performante dans de tels cas de
figure. Les résultats restent toutefois satisfaisants en comparaison par rapport aux autres
approches.
Approche NMI Pureté Nombre de classes
Ik-means 0.329 0.251 23
26-means 0.351 0.282 26
KdCascadeAP, Nmin = 200 0.328 0.302 63
KdCascadeFisher 0.457 0.549 273
NcCascadeFisher 0.464 0.605 460
Table III.11 – Résultats obtenus sur la base Letter Recognition
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Base Letter Recognition Le tableau III.11 montre des résultats de classification mé-
diocres, et ce pour toutes les approches testées. Ceci est prévisible dans la mesure où
cette base, ainsi que celles étudiées dans les paragraphes précédents, sont conçues pour
des applications de reconnaissance. Une base de connaissance (apprentissage) est donc
nécessaire pour atteindre de hautes performances dans ce cas.
4.4.3 Conclusion
Dans cette section, nous avons évalué notre moteur de classification sur quatre bases
de données du dossier UCI. Cela nous a permis de souligner les points forts et les points
faible du ACPP.
Ces dernières expérimentations ont été élaborées sur des bases conçues pour des ap-
plications de reconnaissance. En revanche, des utilisations plus conformes au principe de
classification seront présentées dans le prochain chapitre.
4.5 Conclusion et perspectives
Nous avons présenté dans cette section une nouvelle méthode de classification dont les
principaux avantages sont :
• l’indépendance de tout paramètre abstrait (comme par exemple un noyau),
• la rapidité, notamment si l’ACP est appliquée en amont de la classification,
• l’efficacité qui fut prouvée via les expérimentations effectuées sur différents types de
données.
Pour l’ensemble des expérimentations effectuées, nous avons employé l’ACP comme
analyseur-projecteur. Ce dernier est certes incapable de calculer l’espace de représentation
optimal pour tous les jeux de données. Nous envisageons ainsi de mesurer l’impact des
projecteurs non linéaires (exemple : Kernel-PCA) sur les performances de notre approche
et de mettre en place de nouvelles techniques d’analyse plus intelligentes basées sur une
projection sélective.
Nous présenterons, dans la prochaine section, une nouvelle façon d’exploiter notre
approche de classification. La principale nouveauté sera d’assurer une supervision plus
assumée, ce qui nous permettra de remplacer l’ACP par la LDA.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
5. EXTENSION DU MOTEUR DE CLASSIFICATION : MOTEUR DE
CLASSEMENT 125
5 Extension du moteur de classification : moteur de
classement
Partant du constat que les feuilles de notre arbre de classification sont souvent pures,
nous avons présumé qu’il suffirait d’étiqueter ces éléments pour superviser la classification
de nouveaux candidats.
À partir de là, nous avons adapté les différentes composantes de notre algorithme de
classification afin de l’appliquer en mode classement de façon idoine.
5.1 Méthodologie
Nous nous plaçons désormais dans le cadre d’une supervision assumée. En l’occurrence,
le nombre de classes cibles ainsi que leurs étiquettes respectives sont connues a priori. Dans
ce cas, nous ne parlons plus de classification mais de classement, voire de reconnaissance.
Une profusion de références bibliographiques, décrivant des approches de classement
et d’apprentissage atteignant des performances élevées, existe la littérature. Ainsi, nous
ne visons pas à en inventer une nouvelle approche mais à étendre le champ d’application
de nos algorithmes de classification.
Nous proposons, en effet, une méthode de classement en cascade basée sur le même
principe que l’approche de classification que nous avons adoptée. Le classement est basé
sur un arbre (Kd-tree ou non-contraint) dit ‘arbre de connaissances’. Il s’agit d’un arbre
étiqueté qui peut être élaboré à partir de l’une des variantes de notre approche de classi-
fication.
L’insertion des individus de la base de test dans cet arbre permet de déterminer leurs
étiquettes respectives.
5.1.1 Arbre de connaissances
L’arbre de connaissance, qui peut être un Kd-tree ou arbre non-contraint, est obtenu
en classifiant des données étiquetées de la base de connaissance. La différence par rapport
à l’approche de classification présentée précédemment réside dans cette connaissance des
étiquettes qui va permettre de guider le partitionnement d’une part et de mieux choisir
l’espace de représentation d’autre part.
Partitionnement Nous rappelons que notre approche consiste, entre autres, à parti-
tionner chaque nœud (non terminal) de l’arbre en associant un point de partitionnement à
un axe donné de l’espace. Dans le cadre d’une supervision candide, ce point est calculé par
une méthode de partitionnement séparant les individus du nœud en deux sous-ensembles.
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Dans le cadre d’un classement (supervision assumée), nous choisissons, simplement, le
point qui maximise l’homogénéité de la partition résultante ; ce critère étant représenté
par des mesures comme la pureté ou l’entropie. Pour ce faire, si n est le nombre d’individus
dans un nœud donné, n − 1 seuils permettent de séparer la population en deux classes.
Nous calculons alors l’entropie de chacune des n−1 partitions et nous retenons celle dont
l’entropie 8 est maximale.
Espace de représentation Disposant d’un ensemble de données étiquetées, nous avons
la possibilité d’appliquer une LDA qui assure une représentation des données dans un
espace optimal. Nous remplacerons donc l’ACP par la LDA que nous appliquerons en
cascade (au niveau de tous les nœuds non-terminaux de l’arbre).
5.1.2 Classement
Un nœud de l’arbre de connaissance est considéré terminal si sa pureté (ou son entro-
pie) atteint une valeur assez élevée. En l’occurrence, nous avons fixé cette valeur à 90%
car un critère plus strict (une pureté de 100%) engendre des nœuds composés d’un ou
deux éléments, ce qui entraîne un sur-apprentissage. Ainsi, à chaque feuille de l’arbre est
associée l’étiquette la plus représentée parmi ses membres.
Pour classer un nouvel individu (dont l’étiquette est inconnue a priori), il suffit de
l’insérer dans l’arbre de connaissance. Son étiquette estimée est celle représentée par la
feuille où il aboutit.
5.2 Conclusion
Dans le cas où l’on dispose d’un ensemble de données étiquetées, il devient plus facile
de superviser la classification. Dans cette optique, nous avons adapté notre algorithme de
classification de manière à pouvoir l’exécuter en mode classement.
Des expérimentations permettant de valider ce mode de supervision seront présentées
dans le prochain chapitre.
6 Conclusion
Nous avons présenté, dans ce chapitre, un moteur de classification opérationnel avec un
degré de supervision flexible. Ce critère varie, en effet, de la supervision candide pour les
8. Nous avons choisi d’employer l’entropie pour évaluer la qualité des bi-partitionnement. Notons,
toutefois, qu’il est possible de remplacer cette mesure par la pureté, la mesure-F, etc. , les résultats étant
très similaires.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
6. CONCLUSION 127
variantes de classification sans aucun critère d’arrêt à la supervision assumée la déclinaison
de notre algorithme dédiée au classement.
L’approche proposée est de type hiérarchique, par partitionnements selon la principale
direction ; chaque partitionnement étant effectué dans un espace de représentation optimal
calculé à l’aide d’un projecteur.
Nous avons validé notre moteur de classification sur une base étiquetée de caractère
numériques imprimés d’une part et sur des bases du repertoire UBCI d’autre. Les résul-
tats sont généralement très satisfaisants et dépassent certains algorithmes très populaires
comme Mean-Shift et k-means. De nouvelles applications, comme la classification de com-
posantes connexes dans des images de manuscrits ou la quantification dans des photos
naturelles seront présentées dans le prochain chapitre.
Ces résultats prometteurs nous ont incité à appliquer cette même approche, tout en
l’adaptant, dans le cadre d’un apprentissage supervisé.
Pour toutes les expérimentations effectuées, nous avons employé des projecteurs li-
néaires (ACP ou LDA). Nous envisageons d’en tester de nouveaux : non-linéaires ou de
nouvelles approches d’analyse-projection.
Nous présenterons, dans le prochain chapitre, de nouvelles applications à notre mé-
thode de classification/classement. Ces fonctionnalités permettront d’alimenter la chaîne
de traitement répondant au projet Mediabox.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
Chapitre IV
Applications du ACPP
Table des matières
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
2 Applications à la classification . . . . . . . . . . . . . . . . . . . 130
2.1 Illustration avec la classification de connexités . . . . . . . . . . 130
2.1.1 Aide à la transcription des manuscrits . . . . . . . . . 130
2.1.2 Application à la base Squid . . . . . . . . . . . . . . . 132
2.2 Illustration avec la quantification colorimétrique . . . . . . . . 133
2.2.1 Quantification dans l’espace RVB . . . . . . . . . . . 133
2.2.2 Quantification dans l’espace L*a*b* . . . . . . . . . . 137
3 Validation du classement par la base MNIST . . . . . . . . . 138
3.1 Présentation de la base . . . . . . . . . . . . . . . . . . . . . . 138
3.2 Mesures d’évaluation . . . . . . . . . . . . . . . . . . . . . . . . 139
3.3 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
3.3.1 Valeurs de luminosité des pixels comme descripteurs . 139
Espace de dimension réduite par l’ACP . . . . . . . . . 140
Quelques comparaisons . . . . . . . . . . . . . . . . . . . 141
3.3.2 Projections et profils comme descripteurs . . . . . . . 141
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4 Classement d’articles de presse et détection de publicités . . 143
4.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.2 Comparaisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.2.1 Notre approche vs. 3-NN . . . . . . . . . . . . . . . . 144
4.2.2 Notre approche vs. AdaBoost . . . . . . . . . . . . . . 145
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
128
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0044/these.pdf 
© [A. Ouji], [2012], INSA de Lyon, tous droits réservés
1. INTRODUCTION 129
5 Accumulation de preuves : application à la reconnaissance
de polices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.1 Méthodologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.1.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . 146
5.1.2 Motivations . . . . . . . . . . . . . . . . . . . . . . . . 147
5.2 Application à la reconnaissance de polices en utilisant la cooc-
currence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.2.1 Base de connaissances . . . . . . . . . . . . . . . . . . 147
5.2.2 Base de tests . . . . . . . . . . . . . . . . . . . . . . . 147
5.2.3 Descripteurs . . . . . . . . . . . . . . . . . . . . . . . 148
5.2.4 Résultats préliminaires . . . . . . . . . . . . . . . . . 149
Échantillon de résultats . . . . . . . . . . . . . . . . . . 149
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
1 Introduction
La méthodologie ACPP offre un champ d’applications étendu, aussi bien en modenon-supervisé qu’en mode reconnaissance. Ainsi, le choix des applications à dévelop-
per se doit d’être judicieux.
Nous avons pu évaluer notre méthode de classification quantitativement en l’appli-
quant à des bases étiquetées. Néanmoins, la classification est bien plus avantageuse lorsque
les classes modèles ne sont pas connues a priori. Par exemple, il serait coûteux de pré-
définir les classes colorimétriques en amont d’une quantification d’une image naturelle.
Par ailleurs, nous avons souvent besoin d’accomplir cette tâche (la quantification colori-
métrique) de façon rapide. Pour toutes ces raisons, une approche semble appropriée pour
cette application.
De même, il est difficile de disposer de connaissances a priori sur les caractères d’un
manuscrit et les méthodes de reconnaissances de caractères les plus performantes échouent
face à de tels corpus. Ainsi, afin de faciliter et accélérer leur transcription, nous proposons
une classification de composantes connexes obtenus à partir d’une simple binarisation de
l’image.
Dans le cadre d’une supervision assumée, nous évaluerons ACPP sur une base consé-
quente de caractères manuscrits (base MNIST) et nous comparerons les résultats à d’autres
approches non-linéaires.
Nous réévaluerons également le classement de blocs de presse (présenté dans le cha-
pitre II) en employant ACPP cette fois.
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L’accumulation de preuves est l’un des principaux usages de ACPP. Cette application
sera illustrée par l’exemple de reconnaissance de polices de caractères dans les images de
presse. Cela se déroulera avec un niveau de supervision particulièrement faible.
2 Applications à la classification
Une page de document peut contenir des caractères alphanumériques, des figures, des
tableaux, etc.. Il est difficile de prédéfinir les classes en amont de la classification. Les
résultats seront donc présentés à titre illustratif.
De la même façon, l’évaluation des résultats d’une quantification colorimétrique d’une
photo naturelle est très subjective dans la mesure où il difficile de définir un résultat
modèle. Dans ce cas, nous n’évaluerons donc pas les performances de notre approche
quantitativement mais afficherons quelques images issues de la quantification pour donner
un aperçu des résultats.
2.1 Illustration avec la classification de connexités
2.1.1 Aide à la transcription des manuscrits
La transcription assistée par ordinateur utilise une classication des formes similaires
de caractères pour réduire le temps de saisie manuelle à un seul exemple de chaque classe.
Avec un taux de redondance de 90% de redondance de formes similaires, un ouvrage peut
être saisi en quelques heures seulement.
C’est une application très exigeante sur les performances du classement des formes de
caractères similaires. Le classement doit absolument produire des classes pures pour ne
pas faire d’erreurs en propageant le même code ASCII à tous les caractères situés dans
les mauvaises classes. Il ne doit pas créer un trop grand nombre de classes pour éviter la
surcharge de travail de la saisie manuelle.
La classification de connexité présentée dans cette section facilite cette phase et la
rend plus efficace en offrant au transcripteur les différentes classes de formes.
La figure IV.1 présente les résultats de classification sur une page d’incunable datant
de la renaissance.
Après avoir éliminé les connexités de tailles trop grandes (resp. trop petites), 1074
composantes connexes sont candidates à la classification. Ces dernières sont représentées
par un vecteur de caractéristiques composé par : les 4 profils (gauche, droit, haut, bas)
ainsi que les deux histogrammes de projections verticales et horizontale. Chacun de ces
six histogrammes est redimensionné à une taille fixe : 20 ; ce choix est empirique 1. Ainsi
1. D’autres tailles d’histogramme ont été testée (16, 32, 36, etc. et cela n’affecte pas les résultats.
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chaque individu est représenté par un descripteur de dimension 120.
La méthode KdCascade2means donne lieu à 71 classes dont 38 pures. Ainsi, il suffit de
(a) Image en entrée
(b) Résultats de classification : 71 classes dont 38 de pureté 100%
Table IV.1 – Résultats de classification sur un manuscrit médiéval en employant la
méthode KdCascade2means
transcrire 38 caractères pour reconnaître 53% du texte de la page au moins. Notons que
nous ne présentons pas un système de reconnaissance de caractères manuscrits élaborés
mais une simple illustration de notre classificateur. En effet, nous n’avons pas sélectionné
les descripteurs les mieux appropriés pour représenter ce type d’objets. Par ailleurs, nous
n’avons pas effectué une segmentation en caractères mais une simple extraction de com-
posantes connexes à partir de l’image binarisée.
De surcroît, ce procédé est extrêmement rapide et ne nécessite aucun apprentissage ni
même une base de connaissance.
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2.1.2 Application à la base Squid
La base Squid est composée de 1100 images binaires représentant la silhouette de diffé-
rentes espèces de poissons de tailles et d’orientations variables. Cette base n’est cependant
pas étiquetée. Ainsi, nous ne pouvons pas pas évaluer les résultats de façon objective dans
cette section.
Pour classifier ces images nous avons opté pour des caractéristiques robustes par rap-
port à la rotation et à l’échelle, à savoir les 12 moments de Zernike [97].
Figure IV.1 – 8 classes parmi les 132 produites par NCCascadeAP sur la base Squid.
La méthode NCCascadeAP, avec As = 2, appliquée à cette base donne lieu à 132
classes. Faute d’espace, nous ne présentons qu’un extrait (aléatoire) de 8 classes des ré-
sultats obtenus (cf. figure IV.1).
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Nous avons introduit un critère d’arrêt : une classe composée de moins de 20 éléments
ne doit pas être subdivisée. De ce fait, certaines formes faiblement présentées se retrouvent
mélangées à d’autres (telles que les anguilles dans la classe encadrée en rouge) puisque le
critère d’arrêt empêche la subdivision de la classe qui les contient.
En faisant abstraction de ces quelques cas de sous-segmentation, nous pouvons consi-
dérer que les résultats de classification de silhouettes sont très satisfaisants.
2.2 Illustration avec la quantification colorimétrique
Nous présentons dans cette section les résultats de classification de pixels RVB de
quelques images connues et disponibles sur le Web.
Les vecteurs de caractéristiques, de dimension 3, sont donc directement lus à partir
des images brutes.
2.2.1 Quantification dans l’espace RVB
De même que dans la section précédente, nous ne donnerons pas de résultats quan-
titatifs de la classification mais les images résultant de la quantification. La valeur RVB
des pixels d’une classe donnée correspond à la moyenne de ses membres.
Nous avons choisi de présenter les résultats relatifs aux variantes de notre approche
produisant peu de classes. En effet, les images quantifiées avec beaucoup (à partir de
300 environ) de couleurs rendent difficile l’appréciation visuelle des résultats puisque l’œil
humain ne perçoit pas la différence avec l’image d’origine.
Les tableau IV.2 présente des résultats de classification de la variante KdCascadeAP
de notre algorithme sur un échantillon de 5 images. Pour chacune des images de test,
nous renseignons le nombre de classes résultats ainsi que le nombre de candidats à la
classification dans ce même tableau.
Dans ce tableau, les partitions résultats correspondent toujours aux feuilles des arbres
respectifs.
Le tableau IV.3 montre les résultats de classification des 5 images précédentes (ta-
bleau IV.2.(a)) en employant la variante NCGlobalAP cette fois. Chaque case de la co-
lonne (c) présente la partition formée par les feuilles de l’arbre tandis que la colonne (d)
correspond au niveau 2.
Le tableau IV.4 montre les résultats de classification des 5 mêmes images (présentées
dans dans la première colonne du tableau IV.2) en employant la variante NCGlobal2means
de notre approche. Chaque case de la colonne (e) présente la partition formée par les nœuds
du premier niveau de l’arbre tandis que la colonne (f) correspond au deuxième niveau.
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(a) Image de 262 144 pixels
(b) Résultat : 51 classesdont 109 219 pixels différents
(a) Image de 262 144 pixels
(b) Résultat : 95 classesdont 230 427 pixels différents
(a) Image de 173 280 pixels
(b) Résultat : 29 classesdont 53 240 pixels différents
(a) Image de 262 144 pixels
(b) Résultat : 52 classesdont 148 279 pixels différents
(a) Image de 65 536 pixels
(b) Résultat : 12 classesdont 59 550 pixels différents
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(c) Résultat : 216 feuilles (d) Niveau 2 : 35 nœuds
(c) Résultat : 236 feuilles (d) Niveau 2 : 35 nœuds
(c) Résultat : 148 feuilles (d) Niveau 2 : 35 nœuds
(c) Résultat : 254 feuilles (d) Niveau 2 : 35 nœuds
(c) Résultat : 125 feuilles (d) Niveau 2 : 35 nœuds
Table IV.3 – Résultats de quantification sur 5 images par la méthode NCGlobalAP
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(e) Niveau 1 : 8 nœuds (f) Niveau 2 : 50 nœuds
(e) Niveau 1 : 8 nœuds (f) Niveau 2 : 64 nœuds
(e) Niveau 1 : 8 nœuds (f) Niveau 2 : 57 nœuds
(e) Niveau 1 : 8 nœuds (f) Niveau 2 : 64 nœuds
(e) Niveau 1 : 8 nœuds (f) Niveau 2 : 64 nœuds
Table IV.4 – Résultats de quantification sur 5 images par la méthode NCGlobal2means
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Les résultats présentés dans ces trois derniers tableaux montrent que notre approche
peut donner lieu à une méthode de quantification faiblement paramétrée pour les images
naturelles. Nous pouvons remarquer que les différentes variantes produisent des résultats
légèrement différents. Le choix de la meilleure qualité de quantification est une question
subjective.
2.2.2 Quantification dans l’espace L*a*b*
La base Berkeley [76] est un ensemble d’images accessibles en lignes pour évaluer des
algorithmes de segmentation.
Nous avons testé notre moteur de classification sur quelques images de cette base
mais, faute de temps, nous n’avons pas pu mesurer ses performances quantitativement.
Par ailleurs, pour l’ensemble des expérimentations réalisées à cet effet, nous avons utilisé
des caractéristiques très basiques, à savoir les valeurs des pixels L*a*b*.
Afin de pourvoir comparer nos résultats par rapport à la vérité terrain (établie ma-
nuellement), nous n’affichons pas des images couleur quantifiées mais les frontières entre
chaque paire de pixels appartenant à des classes colorimétriques différentes. L’extrait pré-
a. Images d’origine b. Vérité terrain c. Approche la mieuxclassée [75] d. KdCascadeAP
Table IV.5 – Résultats de segmentation d’images naturelles
senté dans le tableau IV.5 montre des résultats très encourageants et comparables avec
les approches les plus compétitives, entre autres celle qui détient le meilleur score de
segmentation [75].
Nous tâcherons d’approfondir nos recherches sur cette application en élaborant des
caractéristiques plus appropriées et nous mesurerons ensuite ses performances quantitati-
vement.
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3 Validation du classement par la base MNIST
N’ayant pas évalué notre moteur de classement dans le précédent chapitre, nous pré-
sentons dans cette section ses résultats de reconnaissance sur une base conséquente de
caractères manuscrits choisie pour sa popularité d’une part et pour la dimensionnalité
élevée qu’elle implique d’autre.
3.1 Présentation de la base
Le corpus Modified NIST ou MNIST a été mis au point par LeCun 2 et al.. Il s’agit
d’une base de données annotée décrivant une collection de chiffres manuscrits. Chaque
chiffre est associé à une image en niveaux de gris sur 256 valeurs et de taille 28 × 28
(exemples en figure IV.2).
Figure IV.2 – Échantillon de la base MNIST
Les caractères manuscrits composant cette base ont été collectés respectivement parmi
une population de lycéens et un groupe d’employés de bureaux du services des recense-
ments. D’où une différence significative dans la qualité des écritures (environ 500 scripteurs
différents ont participé à l’élaboration de cette base).
Ces imagettes sont réparties en deux sous-ensembles : une base d’apprentissage comp-
tant 60 000 éléments et une base de test composée de 10 000 individus. Le tableau IV.6
décrit la répartition des classes de base (les chiffres de 0 à 9) dans chacun de ces deux
ensembles.
2. http ://yann.lecun.com/exdb/mnist/index.html
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Classe 0 1 2 3 4 5 6 7 8 9
Apprentissage 5 923 6 742 5 958 6 131 5 842 5 421 5 918 6 265 5 851 5 949
Test 980 1 135 1 032 1 010 982 892 958 1 028 974 1 009
Table IV.6 – Distribution des individus par classes dans la collection MNIST
3.2 Mesures d’évaluation
Comme nous l’avons mentionné précédemment, notre base de test compte 10 000
images de caractères numériques manuscrits tandis que la base de connaissance en compte
60 000. C’est ce dernier ensemble qui alimentera l’arbre de connaissance.
Les résultats de classement seront présentés en termes de matrices de confusion (cf.
section 3.3.1) ou taux de reconnaissance qui est égal à la précision P et au rappel R
moyens (on a toujours la valeur moyenne de P égale à la valeur moyenne de R). Les valeurs
moyennes de P et R correspondent aux moyennes pondérés des 10 classes à reconnaître.
3.3 Résultats
3.3.1 Valeurs de luminosité des pixels comme descripteurs
Dans un premier temps, nous avons utilisé les descripteurs les plus triviaux pour classer
les caractères de la base Mnist, c’est-à-dire la valeurs de luminosité de la matrice de pixels
de taille 28× 28. La dimension de l’espace de représentation s’élève donc à 784.
La matrice de confusion IV.1 est obtenu avec un arbre non-contraint dont ds varie entre
0 et 4. Au niveau de chaque nœud, une LDA est appliquée afin de sélectionner les axes de
projections. Nous pouvons calculer à partir de cette matrices le taux de reconnaissance
qui vaut 86.5%.
6 945 4 0 4 4 2 8 5 2
3 0 4 1086 1 6 12 3 2 18
7 10 15 7 7 906 16 32 17 15
46 8 10 7 22 28 834 0 17 38
8 6 833 6 53 9 10 21 11 25
711 13 12 4 17 10 60 15 11 39
28 12 30 5 1 16 3 848 0 15
9 6 12 11 34 26 23 1 901 5
45 10 26 24 27 20 36 22 10 754
11 9 61 5 830 8 27 3 29 26

(IV.1)
La matrice IV.2 présente les résultats de classement en employant la méthode du plus
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proche voisin (1-NN), en employant la distance L1. Le taux de reconnaissance correspon-
dant est de 95.6%.
3 970 0 1 0 1 0 4 1 0
1 0 0 1129 0 3 1 1 0 0
0 11 1 11 0 980 6 2 16 5
19 1 0 2 4 4 963 0 9 8
0 0 927 9 36 0 0 4 4 2
844 3 0 1 3 0 25 6 4 6
4 5 3 4 0 1 0 939 0 2
0 0 4 23 17 5 2 0 977 0
23 5 6 5 5 7 23 2 7 891
6 2 21 7 943 1 7 1 19 2

(IV.2)
En dépit de sa rapidité, notre méthode de classement n’est pas satisfaisante. En effet,
nous perdons 9% de précision et de rappel par rapport à 1-NN.
Ces résultats moyens sont dûs à l’incapacité du projecteur employé à gérer des espaces
de dimension trop élevée. De surcroît, nous rappelons que notre approche est plus efficace
lorsque N >> d. Nous envisageons de mettre au point de nouveaux projecteurs afin de
mieux gérer ce type de données.
Espace de dimension réduite par l’ACP Pour remédier à ce problème, nous avons
appliqué une ACP au préalable sur l’ensemble des données de la base de connaissance
afin de réduire la dimentionnalité. En retenant 77% de l’information, notre espace est
désormais de dimension 97. Les éléments de la base de test sont projetés dans cette
nouvelle base avant d’être insérés dans l’arbre de connaissance.
Les résultats de classement obtenus avec le même type d’arbre que l’expérimentation
précédente (arbre non-contraint dont ds ≤ 4 et LDA appliquée à chaque nœud) sont
présentés en IV.7.(a). Cette matrice de confusion engendre un taux de reconnaissance de
R = 90.6%.

5 953 2 0 2 2 1 7 2 6
0 0 4 1095 2 8 5 6 3 12
6 12 5 8 5 911 21 14 15 35
43 1 2 7 21 23 883 1 8 21
5 2 886 3 45 7 0 8 17 9
773 8 2 4 13 10 38 14 3 27
21 14 11 2 0 5 4 898 0 3
4 4 2 11 24 23 14 2 930 14
34 13 8 17 16 10 30 5 12 829
17 4 37 8 902 2 15 3 12 9


4 966 0 0 1 1 2 3 2 1
0 0 0 1129 0 3 1 2 0 0
2 8 3 4 2 974 14 4 9 12
19 5 1 1 4 5 945 1 8 21
3 1 928 1 28 4 2 7 6 2
824 3 1 2 7 1 23 11 2 18
8 8 5 4 0 3 1 925 0 4
0 0 6 15 29 12 3 0 960 3
17 1 7 1 5 7 19 4 6 907
7 3 22 4 934 3 6 1 22 7

(a) Notre approche (b) 1-NN
Table IV.7 – Résultats dans un espace, réduit par l’ACP, de dimension 97
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Comme le montre le tableau IV.7, les résultats atteint par notre approche restent
inférieurs, en terme de précision et rappel, à ceux induits par 1-NN pour lequel R = 94.9.
Notons toutefois que notre méthode est beaucoup plus rapide.
Quelques comparaisons Duong et al. [28] appliquent la méthode 1-NN en cascade en
appliquant une ACP visant à séparer les classes les plus corrélées à chaque niveau. Cette
méthode de classement, qui présente certains points de similarité avec la notre, permet
d’atteindre un taux de reconnaissance d’environ 96% sur cette base de données.
Par ailleurs, les meilleurs résultats, un taux de reconnaissance de 99.2%, sur la base
Mnist sont atteints par les machines à vecteurs de support (SVM) à noyau polynomial de
degré 9. Cependant, il faut avoir une connaissance a priori profonde de la base pour savoir
que le noyau optimal est un polynôme de degré 9 ! De plus, dans l’absolu, les approches
non-linéaires permettent toujours d’obtenir de meilleurs résultats que les approches li-
néaires quand les paramètres sont bien choisis.
3.3.2 Projections et profils comme descripteurs
Les descripteurs triviaux engendrant une dimension très élevée n’étant pas adéquats à
notre approche, nous les avons remplacés par des caractéristiques légèrement plus perti-
nentes sans être très élaborées pour autant. Il s’agit des 6 histogrammes de projection et
profils de taille 16 chacun que nous avons déjà utilisés auparavant (pour la classification
des caractères manuscrits). La dimension de l’espace est donc de 96 pour les prochaines
expérimentations.
La matrice de confusion IV.3 correspond au résultat de classement en employant un
arbre non-contrait avec ds ≤ 3. Une LDA est appliquée au niveau de chaque nœud de cet
arbre. Nous déduisons de cette matrice la valeur R = 94.3%
0 942 2 1 0 8 1 7 3 16
1 0 6 1116 0 5 0 3 1 3
2 4 1 0 1 985 10 1 10 18
8 1 0 2 8 20 944 0 7 20
1 1 934 3 15 10 0 6 1 11
837 2 3 5 7 2 17 8 0 11
14 8 6 4 0 5 1 910 0 10
4 1 6 7 16 8 10 0 971 5
11 11 8 5 6 12 14 9 6 892
1 2 35 9 901 7 8 0 29 17

(IV.3)
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Les résultats de classement relatifs à 1-NN (distance L1) 3 sont présentés par la ma-
trice IV.4. Nous en déduisons : R = 92.5.
1 958 1 1 1 5 0 4 0 9
0 0 0 1123 0 4 1 4 0 3
0 14 1 1 1 955 25 5 8 22
27 3 0 2 5 13 914 2 13 31
0 1 902 3 52 2 0 11 9 2
778 6 2 1 8 1 49 10 2 35
3 16 1 4 0 0 1 929 0 4
0 0 15 7 74 10 2 0 915 5
15 56 3 4 9 8 12 6 11 850
2 6 19 5 922 2 10 0 32 11

(IV.4)
Le tableau IV.8 présente quelques résultats de classements de la méthode k-NN, avec
différente valeurs de k. Ces derniers sont en terme de taux de reconnaissance.
Méthode 1-NN 3-NN 5-NN 7-NN 10-NN Notre approche
R = P (en %) 92.5 92.8 92.7 92.7 92.8 94.3
Table IV.8 – Résultats de classement dans un espace de dimension 96
3.4 Conclusion
Dans le cas où l’on dispose d’un ensemble de données étiquetées, il devient plus facile
de superviser la classification. Dans cette optique, nous avons adapté notre algorithme de
classification de manière à pouvoir l’exécuter en mode classement.
Les expérimentations montrent que, certes, nous n’avons pas surpassé les perfor-
mances des algorithmes de reconnaissance les plus réputés mais les résultats obtenus
sont très satisfaisants. Par ailleurs, notre approche est extrêmement rapide (complexité
en O(log(N))).
De même que la plupart des approches existantes, notre méthode est moins perfor-
mante lorsque la dimension de l’espace est trop élevée par rapport à la quantité des
données.
3. Nous avons choisi de toujours appliquer la méthode k-NN avec la distance L1 car cette dernière
permet d’atteindre des performances souvent meilleures par rapport à la distance classique L2 (distance
Euclidienne). À titre d’exemple, pour cette expérimentation, 1-NN em employant L2 atteint P = R =
91.6.
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4 Classement d’articles de presse et détection de pu-
blicités
Dans cette section, nous présenterons les résultats de classement de blocs de presse et
de détection de publicités en employant notre classificateur. Les résultats obtenus seront
comparées à ceux données par k-NN et AdaBoost (cf. chapitre II)
4.1 Présentation
Nous avons présenté, dans la section 3.3, les résultats de classement d’articles de
presse, provenant de la segmentation physique de 5 documents différents, en employant
les méthodes k-NN et AdaBoost respectivement.
Nous rappelons que :
• les descripteurs utilisés sont calculés à partir d’un ensemble de statistiques sur l’as-
pect colorimétrique et textuel des blocs ;
• l’espace de représentation est de dimension 21 ;
• le classement vise à répartir les candidats dans 4 classes respectivement étiquetées :
Texte, Texte&graphique, Publicité et Graphique ;
• pour chaque expérimentation, les candidats sont répartis entre la base de connais-
sance (ou d’apprentissage) et la base de test selon un quota prédéfini. Ce dernier
est fixé à 50% pour toutes les expérimentations présentées dans cette section. Une
centaine d’expérimentations sont effectuées en partageant les données entre les deux
ensemble de façon aléatoire et en respectant le quota de répartition. Chaque paire de
‘Précision, Rappel’ présentée correspond donc aux valeurs moyennes des résultats
inférés par cette centaine de tests.
Nous avons adopté ce même protocole expérimental pour classer ces mêmes données
à l’aide de notre approche (présenté dans le chapitre précédent). Pour toutes nos expéri-
mentations, nous avons utilisé un arbre non-contraint dans lequel une LDA est appliquée
en cascade. La valeur maximale de ds est choisie aléatoirement mais vérifie toujours :
1 ≤ ds ≤ 3. Toutes les bases de connaissances utilisées sont équilibrées.
Le tableau IV.9 présente les valeurs moyennes de résultats de classement, par notre
approche, sur une totalité de 3458 blocs provenant de 5 journaux et magazines différents.
Pour construire l’arbre de connaissance, le critère d’arrêt suivant a été appliqué : un nœud
n’est pas subdivisé si la pureté de ses membres dépasse 95%.
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Texte Texte&graphique Publicité Graphique Global
document 1
R 69.2 91.7 90.1 48.8 85.4
P 25.0 97.5 93.8 58.3 85.4
document 2
R 95.6 40.0 96.6 63.6 92.0
P 98.2 40.0 95.4 58.3 92.0
document 3
R 98.6 42.9 93.8 61.8 90.3
P 98.9 26.8 93.5 76.4 90.3
document 4
R 98.9 72.4 59.7 90.2 90.8
P 99.7 31.8 66.2 97.0 90.8
document 5
R 96.1 87.5 52.4 62.5 84.2
P 97.4 100 50.0 50.0 84.2
Moyenne
R 95.5 60.8 78.9 69.4 89.5
P 92.3 43.8 80.7 76.6 89.5
Table IV.9 – Résultats de classement d’articles de presse en employant notre approche
4.2 Comparaisons
Nous ne pouvons juger de la qualité d’un résultat donné sans le comparer à d’autres
références. Nous évaluerons donc les résultats de classement d’articles de presse, par notre
méthode, en les comparant à deux approches qui se sont avérées complémentaires : k-NN
et AdaBoost.
4.2.1 Notre approche vs. 3-NN
Les valeurs de P/R présentées en IV.10 sont extraites des tableaux IV.9 et II.3 4.
Notre approche 3-NN
Classement de publicités
R 78.9 69.8
P 80.7 54.6
Classement global
R 89.5 86.4
P 89.5 88.1
Table IV.10 – Comparaison des résultats de notre approche avec la méthode 3-NN
Nous pouvons constater que notre approche permet d’atteindre de meilleures perfor-
mances, notamment en matière de détection et reconnaissance de publicités. Les résultats
de classement globaux sont toutefois proches en raison de la prépondérance de la classe
Texte qui est un peu mieux reconnue par k-NN.
4. À partir du tableau II.3, nous avons calculé les valeurs moyennes de précision et rappel entre les
bases de connaissance équilibrées et celles qui ne le sont pas
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En effet, la construction de l’arbre de connaissance est généralement satisfaisante : les
feuilles sont souvent toutes pures à 100% ; la grande majorité des blocs sont répartis entre
4 nœuds représentant chacun une classe différente ; les nœuds restants sont composés de
1 à 3 éléments chacun. Ces derniers représentent les cas isolés, qui prêtent à confusion.
4.2.2 Notre approche vs. AdaBoost
Étant binaire, l’approche AdaBoost (la version de base) ne permet pas de séparer 4
classes. Nous avons donc choisi de reconnaître les publicités et de mettre les 3 autres
classes dans un même lot. Il en découle une base formée de 8% d’échantillons positifs
(publicités) et 92% de négatifs, en moyenne (entre les 5 documents).
Ces éléments sont répartis entre la base de connaissances et celle de test avec un taux
de partage de 50%, en veillant à ce que la base de connaissance soit toujours équilibrée.
Notre approche AdaBoost
document 1
R 76.2 77.9
P 99.7 32.9
document 2
R 90.9 72.0
P 15.6 39.7
document 3
R 91.8 84.0
P 37.2 46.3
document 4
R 96.6 85.9
P 24.1 44.7
document 5
R 87.5 81.2
P 31.8 33.2
Moyenne
R 91.3 82.8
P 36.6 42.6
Table IV.11 – Comparaison des résultats de notre approche avec la méthode AdaBoost
sur un corpus de 5 journaux / magazines
Le tableau IV.11 permet de comparer les performances de notre approche par rapport
à la méthode populaire AdaBoost 5.
Nous pouvons constater, à partir de ces résultats, que notre méthode permet d’at-
teindre de meilleures performances globalement en haussant les valeurs de rappel. Cepen-
dant les deux approches comparées obtiennent des précisions insuffisantes.
En effet, l’observation des arbres de connaissance révèle que le découpage des nœuds
s’arrête souvent au premier niveau de l’arbre, c’est-à-dire qu’un unique hyperplan permet
de séparer les données de la base de connaissance en 2 classes parfaitement pures ! Or, les
5. Les résultats obtenus par AdaBoost sont présentés et discutés dans la section 3.3.3
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valeurs de précision montrent que ce simple découpage ne permet pas de bien reconnaître
les candidats de l’ensemble de test. Nous estimons donc qu’il s’agit d’un problème de
sur-apprentissage : La taille de la base de connaissance est beaucoup trop réduite (en
raison de l’équilibrage) ; elle est donc facilement séparable contrairement aux données de
l’ensemble de test.
La méthode Adaboost est affectée par le même problème. Cette dernière présente, en
effet, des points de similarité avec la notre : un seuil est calculé à partir d’une combinaison
linéaire des axes de l’espace, de même que la LDA appliquée au niveaux des nœuds.
Nous pouvons en conclure qu’un unique seuil (hyperplan) n’est pas suffisant dans ce
cas de figure.
Cependant, comme l’intervention humaine reste nécessaire tant que la précision (et le
rappel) n’atteint pas 100%, nous pouvons considérer que ces résultats sont acceptables vu
le nombre réduit de publicités dans un journal, en absolu.
4.3 Conclusion
Les résultats présentés ci-dessus montrent que notre méthode de classement permet
d’atteindre des performances très satisfaisantes en terme de classement de blocs de presse
en notamment en matière de détection et filtrage de publicités. En effet, cette application
offre des conditions propices comme la dimension de l’espace (pas trop élevée ni trop
faible). Cependant, la proportion réduite des publicités dans le corpus rend la précision
de certaines variantes de cette application assez faible. L’algorithme de classement réputé
AdaBoost est également affecté par ce même problème.
Nous présenterons, dans la prochaine section, une nouvelle application à notre méthode
de classement.
5 Accumulation de preuves : application à la recon-
naissance de polices
5.1 Méthodologie
5.1.1 Présentation
L’accumulation de preuves est applicable sur des images ou tout objet divisible en
sous-parties. Il s’agit de classer, individuellement, les sous-ensembles formés et de déduire
ensuite le type de l’objet global en considérant ‘les votes’ de ses parties.
Si le candidat au classement est une image, par exemple, nous proposons de la sub-
diviser en un ensemble de tuiles que l’on classe chacune indépendamment des autres. Le
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type de l’image globale est celui le plus représenté par les imagettes formées (tuiles).
5.1.2 Motivations
Certaines images (ou objets quelconques) sont composées de zones d’aspects variables.
Le classement de tels objets au niveau global peut être biaisé par la variabilité de ses
composantes. Un traitement en local peut donc être une alternative efficace à cette pro-
blématique.
Pour ce faire, il est préférable d’effectuer une segmentation (logique, colorimétrique,
etc.) produisant des éléments homogènes, mais si nous ne disposons pas des acquis néces-
saires, il suffit de subdiviser l’image en tuiles de taille fixe.
5.2 Application à la reconnaissance de polices en utilisant la
cooccurrence
Une page de document, même un article d’un journal, est rarement écrit avec des
caractères partageant tous la même police et le même style (taille, mise en forme...). Pour
cela, nous appliquons le concept d’accumulation de preuves pour classer les polices dans
les images d’articles de presse.
5.2.1 Base de connaissances
Ne disposant pas de la charte graphique des journaux et magazines que nous traitons
et ignorant ainsi les polices et styles utilisés dans ces documents, nous avons construit
notre base de connaissance à partir d’un ensemble d’images ‘de synthèse’. Il s’agit de
pages du faux texte lorem ipsum écrit en l’une des 3 polices les plus fréquentes Times,
Arial et Courrier. La taille du texte est fixe pour chaque image et est de 11, 12, 14 ou 18.
Le format de la police (gras, italique, etc.) est également commun à tous les caractères
d’une page de cette base. Le texte peut être dépourvu de toute mise en forme, gras ou
italique. Notre base de connaissance compte ainsi 36 images.
Afin de se conformer aux candidats de la base de test, chaque image de synthèse est
subdivisée en un ensemble de tuiles, de taille 256× 256 chacune, avant d’être inséré dans
l’arbre de connaissances.
5.2.2 Base de tests
Les candidats à la classification sont, de même que pour la détection des publicités,
des blocs de journaux et magazines issus de la segmentation logique présentée dans le
chapitre II.
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Chaque bloc est subdivisé en un ensemble de tuiles de taille 256× 256. Le nombre de
représentants par candidat varie donc en fonction de sa taille.
5.2.3 Descripteurs
La cooccurrence [79] des niveaux de gris, connue sous le nom de SGLD (Spatial Grey
Level Dependence), est une mesure statistique d’ordre 2. C’est la mesure de cooccurrence
la plus utilisée dans la littérature. Soit I l’image sur laquelle nous calculons la SGLD.
I(x, y) est la valeur d’intensité observée en (x, y) et I(x+ u, y+ v) correspond à la valeur
d’intensité observée suite à une translation (u, v) des coordonnées. SGLD(u, v, i, j) compte
le nombre de fois que I(x, y) prend la valeur d’intensité i et que I(x+ u, y + v) la valeur
d’intensité j. En termes de statistiques, la cooccurrence permet de calculer la loi conjointe
d’observer simultanément les événements (I(x, y) = i) et (I(x + u, y + v) = j) pour tous
les pixels (x, y) de l’image.
SGLD(u, v, i, j) = P (I(x, y) = i, I(x+ u, y + v) = j). (IV.5)
En passant au système de coordonnées polaires, la SGLD s’exprime par :
SGLD(ρ, θ, i, j) = P (I(x, y) = i, I(x+ ρ cos(θ), y + ρ sin(θ)) = j). (IV.6)
Nous binarisons tous les blocs à classer avant d’y calculer les caractéristiques puisque
les images de la base de connaissance sont en noir et blanc. Ainsi, i et j peuvent prendre
deux valeurs possibles : 0 ou 255.
Pour chaque direction θ et chaque déplacement ρ, nous avons une matrice de cooccur-
rence de taille 2 × 2 (chaque cellule la matrice correspond à une valeur du couplet i, j).
Si nous avons un déplacement ρ limité à ρmax et un nombre θmax de directions possibles,
la SGLD est donc une matrice de ρmax × θmax matrices de taille 2× 2 chacune.
La taille de la fenêtre d’analyse (ρmax × θmax) doit être choisie en fonction de la
taille des caractères en termes de pixels. Si on choisit une échelle d’analyse fine avec des
déplacements infinitésimaux de quelques pixels, la cooccurrence mesure alors les formes
des caractères. Avec un déplacement ρ deux fois plus grand que la taille d’un caractère,
la cooccurrence mesure alors la différence entre les lettres adjacentes. Dans ce cas elle
sera sensible à la langue utilisée et à la fréquence des lettres isolées ou à l’agencement des
lettres successives qui dépendent de la langue et du script. Si le déplacement dépasse la
taille de plusieurs lignes de texte, alors elle mesure la mise en page et l’organisation du
texte.
Pour mesurer uniquement la forme des caractères, nous choisissons un nombre réduit
de déplacement : ρmax = 8 ; et pour simplifier la représentation, nous fixons le nombre
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maximum d’orientations θmax à 8 également. Nous appliquons ensuite une ACP sur les
64 matrices résultantes pour n’en garder que les 2 les plus discriminantes. Notre espace
de représentation est ainsi de dimension 8 (2× 2× 2).
Il va de soi qu’il est inutile de calculer la cooccurrence sur les zones vides (blanches)
de l’image. De même les zones plates (uniformes), où le gradient de magnitude nulle,
n’apportent aucune information pertinente. Ainsi, chaque matrice de taille 2×2 correspond
à la valeur moyenne des probabilités conjointes calculées sur les contours de l’image.
5.2.4 Résultats préliminaires
Comme nous l’avons mentionné précédemment, nous ne connaissons pas les polices
définissant les chartes graphiques des journaux et magazines que nous traitons. Nous ne
pourrons donc pas évaluer les résultats de reconnaissance de polices quantitativement.
Nous présenterons, toutefois, quelques échantillons de résultats sous forme d’illustrations.
Pour l’ensemble des tests effectués, nous avons utilisé unKd-tree et nous avons appliqué
la LDA en cascade au niveau de tous les nœuds. Comme notre arbre de connaissance est
construit à partir d’images de synthèses, nous pouvons l’utiliser pour tous les journaux ;
c’est-à-dire qu’il n’y a pas besoin de prévoir une base de connaissance différente pour
chaque base de test. Cela rend le classement particulièrement rapide et générique.
Échantillon de résultats Après avoir construit l’arbre de connaissances, nous y avons
inséré l’ensemble des 3458 blocs provenant de 5 documents utilisés lors des expérimenta-
tions décrites dans la section précédente.
Les résultats de classement révèlent que les deux classes Arial 11 et Times 11, dont
des échantillons sont présentés par les figures IV.3 et IV.4 respectivement, sont les plus
peuplées. Ce résultat est prévisible puisque la plupart des articles de presse sont composés
de texte de mise en forme simple et de taille réduite. Par ailleurs, ces polices sont souvent
bien reconnues bien que nos images de presse soient numérisées sous différentes résolutions
et présentent donc des aspects différents.
Nous pouvons constater, également, que le découpage de tuiles a souvent permis de
classer correctement les blocs les plus mélangés. Considérons, par exemple, le premier
bloc présenté dans la figure IV.4. Cet article compte trois polices différentes et une zone
graphique. La subdivision en tuiles donne lieu à 41 imagettes non vides dont 14 de type
Times 11, 3 de type Times 18, 3 de type Arial 14, 5 de type Courrier 14, 5 de type Arial 18,
etc. Nous pouvons donc constater que le système de votes a permis d’affecter ce bloc à la
bonne classe, les zones ‘bruit’ étant dispersées entre de nombreuses classes.
La figure IV.5 montre des blocs classés selon le type de leurs titres respectifs. Cela
se produit quand le titre occupe une plus grande superficie que le reste du texte. C’est,
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Arial de taille 11
Figure IV.3 – Exemple de résultats satisfaisants : extrait de la classe reconnue comme
Arial 11
encore une fois, une illustration de la démocratie qui donne raison à la majorité relative
et qui fait en sorte que les résultats sont satisfaisants pour certains et décevants pour
d’autres :-)
Les éléments assignés à la classe ‘Courrier italique 18’ (figure IV.6) partagent deux
points commun : la mise en forme en italique et la présence de nombreux caractères écrits
en majuscule. Nous estimons que ce sont ces critères qui ont guidé le classement. Or, nous
pouvons constater, visuellement, que la police utilisée pour ces quatre articles n’est pas du
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Courrier. Nous en concluons que, faute d’échantillon représentatif de ces candidats dans la
base de connaissance, ils ont été assignés à la classe de police la plus similaire, ‘Courrier’,
caractérisée, entre autres, par la présence de grands espacements entre les mots. Nous
pouvons remarquer ce même effet dans les blocs de la figure IV.6.
5.3 Conclusion
La reconnaissance de polices à partir d’une base d’images de synthèse est une ap-
plication très intéressante dans la mesure où il n’y a pas besoin de prévoir un système
d’apprentissage supplémentaire pour chaque nouveau document.
Dans un premier temps, nous avons subdivisé les blocs en un ensemble de tuiles qui sont
classées individuellement ; le type de l’article étant déduit des votes de ses composants.
Le classement au niveau local permet de mieux classer les blocs de contenu hétérogène.
Les résultats montrent que la décomposition en tuiles est efficace sur les blocs dont le
contenu représentatif (le plus intéressant) couvre une superficie suffisante mais pas sur les
articles comptant peu de texte écrit en différentes polices. Ainsi, il serait intéressant de
remplacer les tuiles par une segmentation plus appropriée en tenant compte des propriétés
du texte.
Nous prévoyons, également, d’enrichir la base de connaissances en tachant de récu-
pérer la charte graphique de certains journaux et magazines auprès de notre partenaire
commercial. Cela permettra d’atteindre de meilleurs résultats et de les évaluer numéri-
quement.
6 Conclusion
Nous avons présenté dans ce chapitre différents cas d’utilisation de notre moteur de
classification/classement en commençant par deux principales applications qui se dé-
roulent sans supervision, c’est-à-dire sans aucune intervention de l’utilisateur. Il s’agit
notamment d’un système d’aide à la transcription de manuscrits et d’une quantification.
Dans la mesure où les caractéristiques utilisées sont basiques (afin d’évaluer le classifica-
teur, non pas les caractéristiques), les résultats obtenus sont très prometteurs : l’emploi
de descripteurs plus sophistiqués permettrait d’atteindre de hautes performances.
Nous avons ensuite appliqué notre approche en mode reconnaissance. C’est la base
de caractères manuscrits Mnist qui a été utilisée pour valider cette fonctionnalité. Les
expérimentations révèlent que notre approche est performante lorsque les données dont
représentées par des caractéristiques non-triviales (sans être forcément très élaborées pour
autant), comme par exemple les projections et profils. Toutefois, l’usage de descripteurs
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basiques, comme les pixels, impliquant une dimensionnalité trop élevée sans être informa-
tifs, n’est pas approprié pour notre approche.
Les projecteurs utilisés restent linéaires et certaines données ont besoin d’une classi-
fication non linéaire. Pour traiter les données non linéairement séparables, nous devons
utiliser un noyau (Kernel) pour l’analyseur-projecteur et donc appliquer un KPCA pour la
classification ou un KLDA pour le classement. Mais le choix du noyau et son degré restent
un véritable problème puisque ce choix dépend des données et des formes des classes.
Nous avons également appliqué notre approche pour classer les blocs de presse et
détecter les publicités. De la segmentation colorimétrique au moteur de classification en
passant par l’extraction de texte, le classement des blocs englobe quasiment tous les
travaux réalisés dans le cadre de notre thèse.
Nous avons finalement mis en place une application du principe d’accumulation de
preuves en mode supervisé. C’est un système de reconnaissance de polices de caractères
à partir d’images de synthèse. Nous estimons que cette application est particulièrement
intéressante pour sa généricité et la réutilisabilité de la base de connaissances.
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Times de taille 11
Figure IV.4 – Exemple de résultats satisfaisants : extrait de la classe reconnue comme
Times 11
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Arial gras de taille 18
Figure IV.5 – Exemple de résultats où le type du bloc correspond à son titre
Courrier italique de taille 18
Figure IV.6 – Exemple de résultats médiocres
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1 Application de synthèse
Il est consubstantiel, dans le cadre d’une thèse CIFRE, d’élaborer une application
concrète donnant lieu à des résultats profitables dans un contexte industriel.
Le projet MediaBox a pour objectif de créer une chaîne de traitements complète et
automatisée pour les images de presse de différentes provenances. Il s’agit, en l’occurrence,
de filtrer les bruits de numérisation, de segmenter chaque journal / magazines en articles,
de reconnaître les différentes composantes d’une page (texte, figure, filet, etc.), de fournir
les moyens d’accéder au contenu sémantique des articles et de détecter les éventuelles
zones publicitaires.
Nous avons présenté, dans les précédents chapitres, des applications permettant de
préparer et de faciliter ces traitements. Nous proposons donc de réutiliser le travail effectué
et de compléter les points non-abordés afin de concrétiser notre chaîne globale.
En entrée, nous avons une image de page (ou double-page) de presse quelconque sur
laquelle nous ne disposons d’aucune information.
1. Le premier maillon de la chaîne de traitement consiste à effectuer une segmenta-
tion colorimétrique. Ceci permettra de déterminer le type d’opérations appropriées
pour chaque zone de l’image et de filtrer certains bruits, par la même occasion. La
séparation colorimétrique compte trois étapes clés : l’identification des éventuelles
régions colorées suivie de la binarisation sélective et la séparation des couleurs qui
peuvent s’exécuter parallèlement.
2. Les masques colorimétriques obtenus forment un support idéal pour appliquer la
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technologie de compression MRC. Cet acquis permet, en effet, un taux de compres-
sion élevé et une qualité d’image irréprochable.
3. Une extraction de texte est ensuite effectuée.
4. Les deux premières étapes rendent la décomposition en blocs immédiate. Cette opé-
ration est donc réalisée pour donner lieu à des blocs de texte, des zones de graphiques
et des blocs composites.
5. Nous pouvons appliquer un OCR sur l’image de texte générée par l’étape 2 ou alors
sur chacun des masques binaires issus de la segmentation colorimétrique.
6. Nous calculons, pour chaque bloc, un vecteur de caractéristiques directement dé-
duites des résultats de la décomposition colorimétrique et physique. Ces descrip-
teurs permettent d’alimenter notre moteur de classement (ACPP) qui sépare les
blocs selon leur contenu et détecte les éventuelles zones publicitaires.
7. Le suivi des articles devient possible à partir des résultats de l’OCR de la caracté-
risation issue de l’étape précédente. Il s’agit d’identifier les blocs de texte formant
un même article, ce qui facilitera leur formatage et leur mise en ligne par la suite.
Par ailleurs, cela permettra à certaines entreprises et aux particuliers d’accéder di-
rectement aux articles et publicités les concernant.
8. Jusqu’à maintenant, nous nous sommes intéressés à l’aspect structurel et sémantique
du texte mais pas à son format. Or, dans le cadre de notre projet, il importe de
disposer d’un système de caractérisation d’articles complet. En l’occurrence, chaque
bloc doit être défini par son contenu (texte, graphique, etc.), le nombre de lignes le
composant et leur aspect géométrique, la police de caractère utilisée, etc.
Les articles de presse sont écrits en différents polices, sous différentes formes. Or, la
charte graphique des journaux et magazines ne nous est pas fournie. Nous proposons
donc de classer les styles de texte rencontrés à partir d’une base de connaissance
composée d’images de synthèse.
L’ordre des étapes mentionnées précédemment est flexible : certains traitements sont
intervertibles ou parallélisables tandis que d’autres sont facultatifs comme, par exemple,
la compression MRC.
La figure IV.7 résume les principales composantes de la chaîne proposée. Ainsi, à partir
des applications présentées dans les chapitres précédents, nous avons établi une chaîne de
traitement complète dont les étapes ont déjà été développées ou préparées. Nous avons
ainsi mis en œuvre la décomposition colorimétrique, la segmentation physique des images
de presse, notre système de classification ou de classement, etc. pour nourrir les différents
maillons de notre chaîne globale.
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Détection de couleurs
Chapitre I
Séparation des couleurs
Chapitre I
Binarisation sélective
Chapitre I
Extraction de texte
Chapitre II
OCR Segmentation en blocsChapitre II
Classement des blocs
Chapitre IV
Reconnaissance de polices
Chapitre IV Suivi des articles
Codage MRC
Figure IV.7 – Chaîne de traitement
2 Bilan
La première partie de cette thèse a été consacrée à la caractérisation, notamment co-
lorimétrique, des images de documents. En l’occurrence, nous avons montré qu’il était
possible de réserver à chaque image, ou zone d’image, un traitement idoine qui s’adapte à
son contenu et prend en considération ses particularités locales, et ce de manière complè-
tement automatisée. Ainsi, l’analyse et traitements proposés se détachent des processus
traditionnels qui nécessitent une intervention humaine afin d’adapter les traitements aux
images.
Pour ce faire, nous avons présenté un système de segmentation colorimétrique parti-
culièrement efficace sur les images bruitées de par son aptitude à réparer les distorsions
introduites par la chaîne de numérisation et de compression. Cette segmentation prépare,
entre autres, une quantification (ou binarisation) conditionnelle sans perte d’information.
Tous les paramètres intervenant dans ce système sont évalués automatiquement grâce
à une nouvelle mesure permettant d’estimer l’épaisseur des traits dans une image conte-
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nant du texte. Par ailleurs, la séparation colorimétrique proposée est non-supervisée et
générique, donc applicable à tout type de document.
Ce système comporte trois phases complémentaires et indépendantes : chacune est
réutilisable indépendamment des autres. La séparation chromatique / achromatique se
base, notamment, sur une nouvelle formulation de la saturation ainsi qu’un ensemble de
filtres éliminant le bruit de saturation. Ainsi, les expérimentations révèlent que la détection
des couleurs atteint une précision de 99.9%. À la suite de cette phase, les segmentations
chromatique et achromatique sont lancées parallèlement. Ces dernières reposent sur une
double validation utilisant des histogrammes locaux et globaux pour le classement des
couleurs.
Nous avons mesuré l’apport de cette caractérisation sur deux applications fondamen-
tales. La plus immédiate consiste en une méthode d’extraction de texte qui s’adapte aux
propriétés locales de chaque image : une approche structurelle à base de regroupement de
connexités est appliquée dans les zones monochromatiques tandis qu’une approche à base
de gradients cumulés est appliquée dans les régions polytonales.
L’extraction des lignes de texte a permis d’améliorer le rappel de l’OCR Abby Fi-
neReader de 10% environ. Par ailleurs, le regroupement de ces lignes en paragraphes
constitue une phase élémentaire dans le processus de segmentation physique que nous
effectuons en amont d’une phase de classement des blocs de presse.
Cette dernière application est basée sur des descripteurs intuitifs calculés à partir
de l’information colorimétrique et textuelle cumulées antérieurement. Le classement des
blocs permet, notamment, de détecter les publicités qui s’infiltrent à l’intérieur de certains
articles de journaux et magazines.
Nos descripteurs ont permis d’alimenter deux approches de classement dont les résul-
tats se sont avérés complémentaires : Adaboost est plus pertinent pour les applications à
objectif de pointage tandis que k-NN est plus approprié aux fonctionnalités de filtrage.
Il est, bien entendu, possible d’employer d’autres classifieurs pour classer les blocs
de presse et détecter ainsi les zones publicitaires. Ainsi, nous avons présenté, dans le
chapitre III une nouvelle méthode de classification / classement particulièrement rapide et
facile à utiliser par un utilisateur quelconque grâce à son indépendance de tout paramètre
abstrait. En l’occurrence, nous avons obtenu des taux de détection de publicité plus élevés
en employant cet approche (ACPP) qu’avec les deux précédents classificateurs.
Il s’agit d’une approche hiérarchique et linéaire permettant de représenter les données
dans un espace optimal à chaque niveau de partitionnement.
ACPP a été appliqué avec différents degrés de supervision. Dans le cadre d’une clas-
sification (supervision candide ou sous-jacente), cette approche a permis de catégoriser
différents types d’objets, comme les composantes connexes dans des images de manus-
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crits ou les couleurs dans des photos. Les résultats sont généralement très satisfaisants et
dépassent certains algorithmes très populaires comme Mean-Shift et k-means.
Dans le cadre d’une classification assumée (un classement), nous avons employé ACPP
(tout en l’adaptant) pour construire une base de connaissance et reconnaître les caractères
numériques de la base Mnist. Les expérimentations liées à cette application révèlent un
taux de reconnaissance très satisfaisant, en comparaison avec d’autres méthodes linéaires,
et un temps d’exécution particulièrement court. Nous avons, par ailleurs, appliqué cette
même méthode de classement, dans le cadre d’une accumulation de preuves, afin de recon-
naître les polices de caractère dans les images de presse à partir d’un ensemble d’images
de synthèse.
3 Perspectives
Notre système d’analyse colorimétrique permet de séparer une images de documents
en plans chromatiques/achromatiques puis respectivement en plans multi-chromatiques
non quantifiable / mono-chromatiques quantifiables pour la couche chromatique et en
image quasi noir&blanc binarisable / niveaux de gris non binarisable pour la couche
achromatique. Pour chaque plan, nous avons développé un test automatique pour savoir
si celui-ci est binarisable. En revanche, faute de temps, nous n’avons pas sélectionné la
méthode de binarisation ou de segmentation couleur la mieux adaptée pour chaque zone.
Le LIRIS dispose de méthodes robustes de binarisation que nous envisageons d’incorporer
dans notre système afin de l’enrichir d’une part et de mettre au point une méthode de
compression MRC innovante d’autre part.
Dans le cadre de la reconnaissance de texte par OCR, le redimensionnement des zones
de texte dont la mise de forme n’est pas gérée par FineReader permettrait d’améliorer les
valeurs de rappel de façon considérable.
Il est également envisagé d’employer cette information sémantique acquise pour enri-
chir le vecteur de caractéristiques intervenant dans le processus de classement des blocs
de presse. Cela permettra, par ailleurs, le suivi des articles de texte réguliers.
Notre moteur de classification effectue des partitionnements successifs des données
en veillant à ce que ces dernières soient représentées dans un espace optimal à chaque
niveau. Cet espace de représentation est déterminé à l’aide d’une ACP ou d’une LDA
dans le cas d’une supervision assumée. L’inconvénient majeur de la LDA est de réduire
la dimension de façon parfois drastique (la dimension maximale étant égale au nombre
d’étiquettes différentes présentées par les données). Nous tâcherons donc de concevoir une
nouvelle approche permettant de décorréler les axes de l’espace lorsque les étiquettes sont
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connues a priori. Cela permettrait d’augmenter les taux de reconnaissance de notre arbre
de connaissance.
Nous envisageons également de mettre en place un nouveau analyseur-projecteur non-
linéaire afin de mieux représenter les données dans le cadre d’une classification (clustering)
en utilisant des noyaux.
Dans le cas où ACPP emploie un partitionneur qui modélise les données par un mé-
lange de Gaussiennes, il est envisagé d’utiliser ces modèles pour générer des données par
projections inverses.
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Annexe A
Algorithme EM (Expectation
Maximisation)
Cet algorithme est conçu pour estimer les variables cachées. Il est notamment em-
ployé pour l’estimation des modèles de Markov cachées (HMM) ainsi que la résolution du
problème des mélanges de Gaussiennes.
Soit P = {C1, ..., CK} la partition de l’espace recherchée et αi le quota d’individus
appartenant à une classe Ci. Nous avons donc :
K∑
i=1
αi = 1. (A.1)
Pi, i = 1, .., K, exprimant la probabilité d’appartenir à la classe Ci, la règle de Bayes
appliquée à un échantillon x s’écrit :
P (x) =
K∑
i=1
αiP (x\Ci). (A.2)
Supposons que les individus de chaque classe i suivent une loi normale N (x;µi, σi) (Gaus-
sienne) définie par sa moyenne µi et son écart type σi. P (x) vaut donc :
P (x) =
K∑
i=1
αiN (x;µi, σi). (A.3)
C’est cette dernière somme qui définit le terme largement répandu de “mélange de Gaus-
siennes”.
L’algorithme EM permet d’estimer αk, µk et σk pour k = 1, ..., K en employant un
processus itératif composé des deux principales étapes ‘E’ et ‘M’ après l’initialisation de
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~v (c’est-à-dire l’estimation de ~v(0)).
~v(i) =

α1 µ1 σ1
α2 µ2 σ2
... ... ...
αK µK σK
 à la i
ème itération. (A.4)
Le nombre de variables cachées à estimer s’élève donc à 3K à chaque itération.
1 Étape ‘E’
Il s’agit d’estimer, à l’itération i, les valeurs h(n, k)(i) avec n = 1, .., N (N est le
nombre d’individus) et k = 1, .., K (K est le nombre de Gaussiennes) ; h(n, k) exprime la
probabilité qu’un individu xn suit la kième loi normale.
h(n, k)(i) = α
(i)
k N (xn;µ(i)k , σ(i)k )
K∑
j=1
α
(i)
j N (xn;µ(i)j , σ(i)j )
. (A.5)
2 Étape ‘M’
Cette étape vise à maximiser la vraisemblance de l’ensemble des évènements xj (j =
{1, ..., N}) inhérents au mélange de Gaussiennes. Ces évènements sont supposés indépen-
dants. Il s’agit donc de maximiser le produit :
N∏
j=1
P (xj/~v) =
N∏
j=1
K∑
i=1
αiP (xj\Ci). (A.6)
Pour ce faire, nous avons besoin de déterminer le vecteur vˆ qui permet de maximiser ce
produit.
vˆ = argmaxKj=1
N∏
j=1
P (xj/~v). (A.7)
Pour résoudre cette équation, nous recalculons ~v(i+1) à l’itération i+1 à partir des données
construites à l’itération i.
Les résultats de calculs donnent :
α
(i+1)
k =
1
N
S
(i+1)
k =
1
N
N∑
j=1
h(j, k)(i), (A.8)
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µ
(i+1)
k =
1
S
(i+1)
k
N∑
j=1
h(j, k)(i)xj, (A.9)
et
σ
(i+1)
k
2
= 1
S
(i+1)
k
N∑
j=1
h(j, k)(i)(xj − µ(i+1)k )2; (A.10)
sachant que
S
(i+1)
k =
N∑
j=1
h(j, k)(i). (A.11)
Les itérations s’arrêtent quand la suite (~v(i))i converge ; c’est-à-dire quand :
‖ ~v(i+1) − ~v(i) ‖≤ . (A.12)
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Annexe B
Une classification par
partionnements récursifs
Nous décrivons dans cette partie une méthode de classification hiérarchique descen-
dante où les caractéristiques sont utilisées séquentiellement.
En partant du sommet de l’arbre vers les feuilles, à chaque niveau, une classe C (l’un
des nœuds de l’arbre) est subdivisée en deux classes C1 et C2 selon un critère d’inertie
intra-classes défini ci-dessous.
1 Critère d’inertie
Soit N le nombre d’individus définis dans l’espace Ω de dimension p. À chaque individu
xi ∈ Rp est associé un poids ωi (généralement égal à 1/N) ; i = 1, ...N .
L’inertie I d’une classe Ck est une mesure d’homogénéité égale à :
I(Ck) =
∑
xi∈Ck
ωid
2(xi, x¯k); (B.1)
d étant la distance Euclidienne et x¯k le centre de gravité de Ck.
Si K est le nombre de classes à un niveau donné, le critère d’inertie intra-classes W
de la partition correspondante vaut :
W =
K∑
k=1
I(Ck). (B.2)
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2 Subdivision de C
Soit n le nombre d’individus dans C.
Selon chaque axe i, i = 1, ..., p, il existe (n − 1) bipartitions différentes de telle façon
que C1 et C2 sont toutes les deux non vides. Le nombre total de bipartitions possibles
issues de la subdivision de C s’élève donc à p(n− 1).
La bipartition choisie est celle qui maximise le critère W .
3 Choix de la classe C
Le nœud à découper, à un niveau donné du dendrogramme, est choisi conformément
au même critère d’inertie. Il s’agit de la classe C maximisant la différence d’inertie ∆(Ck)
parmi toutes les classes Ck, k = 1, ..K, de bipartitions respectives C1k et C2k .
C = argmaxKk=1∆(Ck) = I(Ck)− I(C1k)− I(C2k). (B.3)
La détermination de la classe C qui sera effectivement subdivisée à un niveau donné
nécessite donc de rechercher la subdivision optimale (en C1k et C2k) relative à chacun des
nœuds de l’arbre, k = 1, ..K. Ces calculs (notamment au voisinage des feuilles de l’arbre)
font que cet algorithme assez complexe.
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Annexe C
Analyse en Composantes Principales
L’analyse en composantes principales (ACP) est une méthode factorielle classique en
traitement des données numériques. Nous rappelons ici les principales étapes calculatoires
de l’ACP. Les démonstrations algébriques peuvent être retrouvées dans les nombreux
ouvrages consacrés au méthodes multidimensionnelles [].
1 Principe
Soit X une famille de N vecteurs de formes de dimension d. Munissons l’espace de
représentation des formes Rd d’un repère orthonormé d’origine O. Le centre de gravité de
X sera
g =

g1
...
gN
 (C.1)
avec
gi =
1
N
N∑
k=1
Xk,i ∀i ∈ J1..dK, (C.2)
Xk représentant le kième élément de X .
En guise de préliminaire, nous centrons l’ensemble des individus X par rapport à O.
C’est-à-dire que nous retirons g à chaque vecteur Xk pour k ∈ J1..NK. Ce qui revient
encore à ramener le centre de gravité du nuage X sur O. Nous pouvons les consigner les
individus ainsi translatés dans un tableau N × d. Notons X cette matrice.
Nous calculons Cov(X) = tXX, la matrice de covariance associée à X. Il s’agit d’une
matrice carrée de taille d× d. Si nous diagonalisons Cov(X), nous obtenons un ensemble
de d valeurs propres positives que nous noterons {λ1...λd}. Soit vi le vecteur propre associé
à la valeur propre λi ∀i ∈ J1..dK. Les vecteurs propres de la matrice de covariance sont
aussi appelés composantes principales de l’échantillon statistique X .
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2 Commentaires
La famille {vi}i∈J1..dK constitue une base orthogonale de Rd et les vecteurs de X pré-
sentent une dispersion maximale dans le repère
(
O, {vi}i∈J1..dK).
Ces vecteurs propres permettront de projeter dans Rd′ , d′ ≤ d les données X .
∀vi, i ∈ J1..dK, nous définissons une quantité
ci =
λi
d∑
k=1
λk
(C.3)
qui donne la contribution de la composante λi dans la dispersion des données : les coef-
ficients de vi décrivent une combinaison linéaire des variables d’origine qui donnent une
nouvelle caractéristique expliquant (ci × 100)% de la variance globale de l’échantillon
statistique.
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Annexe D
Analyse Linéaire Discriminante
Contrairement à l’analyse factorielle qui maximise la variance des N observations en
fonction des d axes, l’analyse discriminante maximise la répartition des N observations
dans leurs classes respectives. Il existe de nombreuses techniques de discrimination. Nous
retiendrons la discrimination de Fisher qui suppose que les classes sont approximativement
Gaussiennes et qu’elles peuvent être séparées linéairement. Si nous obtenons une bonne
discrimination par une analyse discriminante linéaire alors la séparabilité des classes sera
démontrée et il sera inutile d’utiliser des méthodes plus complexes. L’analyse discriminante
ou Linear Discriminant Analysis (LDA) est aussi appelée Fisher Linear Discriminant
(FLD) dans d’autres domaines de recherche.
1 Présentation
Soit X un échantillon de N points de dimension d (chaque point est donc décrit par
d descripteurs) et répartis dans c classes a priori connues.
On définit xi,j comme le jème individu de la classe i. Soit Ni son effectif. La matrice
de dispersion intra-classe (Within-class scatter matrix) notée Sw décrit la dispersion des
N points autour des barycentres des classes mi pour chaque classe i de 1 à c.
Sw =
c∑
i=1
Ni∑
j=1
t(xi,j −mi) (xi,j −mi) avec mi = 1
Ni
Ni∑
j=1
xi,j. (D.1)
La matrice de dispersion inter-classe (Between-class scatter matrix), notée Sb, décrit
la dispersion des c classes entre elles autour du barycentre m de toutes les classes.
Sb =
c∑
i=1
t(mi −m) (mi −m) avec m = 1
N
c∑
i=1
Nimi. (D.2)
SoitW un hyperplan de projection. On chercheW ∗ l’hyperplan qui assure la plus forte
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discrimination entre les classes (voir figure D.1) [27].W ∗ doit maximiser la dispersion inter-
classes et minimiser la dispersion intra-classe. Si ψb(W ) et ψw(W ) sont respectivement les
matrices de dispersion inter et intra classe dans l’espace projeté par W , alors la meilleur
façon de définir W ∗ consiste à faire le rapport entre le déterminant de ψb et celui de ψw.
S étant la matrice de dispersion et ψ la fonction de projection, on a ψ(W ) = tWSW . Par
conséquent, W ∗ est l’argument pour lequel le rapport entre le déterminant de tWSbW
et celui de tWSwW atteint un maximum. Ainsi, on cherche le vecteur de projections qui
maximise la dispersion Sb des points entre les classes et qui minimise, simultanément, la
dispersion Sw des points à l’intérieur des classes.
W ∗ = argmaxW
|ψb(W )|
|ψw(W )| = argmaxW
|tWSbW |
|tWSwW | (D.3)
Figure D.1 – Contrairement à W2, l’axe W1 projette les données sur un plan de façon à
discriminer les classes efficacement
Cette équation peut être résolue comme une optimisation de ψb(W ) sous contrainte
que la dispersion projetée intra-classe est faible, c’est-à-dire que ψw(W ) = . Il faut donc
maximiser J(W ) = ψb(W ) − λ(ψw(W ) − ), avec λ le multiplicateur de Lagrange. En
annulant la dérivée de J(W ) par rapport à W on constate que les vecteurs de projection
W qui maximisent la discrimination entre les classes sont les vecteurs propres de l’inverse
de la matrice de dispersion intra-classe Sw multipliée par la matrice de dispersion inter-
classe Sb. C’est-à-dire que W ∗ est formé par les vecteurs propres de (Sw)−1Sb associés aux
plus grandes valeurs propres λ.
∂J(W )
∂W
= 0⇒ ∂(
tWSbW−λ(tWSwW−))
∂W
= 0
⇒ SbW − λSwW = 0⇒ S−1w SbW = λW
(D.4)
Il suffit donc, théoriquement, de diagonaliser S−1w Sb pour obtenir les vecteurs de pro-
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jection dans un nouvel espace où les classes sont les plus discriminées. Comme la matrice
de dispersion inter-classe Sb est de rang c − 1 (c est le nombre de classes), on ne peut
trouver que c− 1 vecteurs propres discriminants. Par conséquent l’analyse discriminante
linéaire de Fisher peut projeter les N observations dans un espace de dimension c− 1 au
plus. La figure D.1 montre que les 3 classes peuvent être projetées au mieux sur un plan.
2 Commentaires
2.1 Difficultés
En pratique, la mise en œuvre de la LDA pose plusieurs difficultés :
• Le premier vecteur discriminant W1 associé à la plus grande valeur propre projette
les points de façon à discriminer au mieux les classes. Cependant, les autres vecteurs
discriminants ne sont que des vecteurs orthogonaux àW1 et qui ne sont pas toujours
des vecteurs qui séparent les classes (voir figure D.1).
• Pour calculer (Sw)−1Sb, il faut que Sw soit inversible, ce qui n’est pas toujours le
cas si le nombre d’observations est trop faible en comparaison avec le nombre de
caractéristiques d ou du nombre de classes c.
• (Sw)−1Sb n’est pas une matrice symétrique. Or, la plupart des algorithmes de diago-
nalisation fonctionnent sur des matrices symétriques. Il est donc nécessaire d’effec-
tuer une décomposition de Cholesky de Sw = LtL, où L est une matrice triangulaire
inférieure, et de diagonaliser L−1Sbt(L− 1).
• La discrimination de Fisher sous-entend que les classes sont linéairement séparables
et compactes. Par conséquent, les classes ne peuvent pas être divisées et éparpillées
ou imbriquées dans tout l’espace.
• Pour pouvoir interpréter correctement les vecteurs discriminants Wk, 1 ≤ k < c, il
est nécessaire de les normaliser en corrigeant les effets de Sw−1 qui joue le rôle d’une
distance de Mahalanobis et qui réévalue certains facteurs au détriment d’autres.
Pour normaliser les vecteurs Wk de façon à les interpréter, il suffit de multiplier
Wk,r par sr le rème élément de la diagonale de Sw.
• Pour que l’analyse discriminante fonctionne numériquement il est recommandé que
N > d > c ce qui pose problème dans certains cas d’utilisation.
2.2 Analyse discriminante non-linéaire
Le Kernel-LDA, KLDA, (comme le Kernel-PCA) revient à appliquer l’analyse discri-
minante sur des données transformées par un noyau K. Le KLDA (appelé aussi KFLD)
permet donc de séparer des données non linéairement séparables ou imbriquées si on
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connaît a priori le noyau K qui rend les données plus linéairement séparables. Yang et
al. [123] montrent que le KPCA suivi d’une LDA est la meilleure méthode pour l’extrac-
tion de caractéristiques et la reconnaissance des formes pour des applications qui ont un
très grand nombre de descripteurs comme celui de la reconnaissance d’images de visage
ou d’objets par une analyse directe des pixels.
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