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We study the propagation and diffusion of electric charge fluctuations in the Bjorken
hydrodynamic model with both white and Catteneo noise using purely numerical methods.
We show that a global lattice of noise fluctuations is required to fully calculate the two-
point correlators of charge. We solve the stochastic differential equations that arise from the
charge conservation equation on the lattice. We explicitly identify the self-correlation term
in the case of Catteneo noise and provide a physical interpretation. We provide a numerical
recipe to remove this contribution from the full two-point correlators. Finally, we calculate
the balance functions for charged hadrons. By limiting the speed of signal propagation, we
observe the expected narrowing of the balance functions after removing the self-correlations.
I. INTRODUCTION
Relativistic hydrodynamics is used to study not only the equation of state but also dynamical
quantities, such as the transport coefficients, of the quark-gluon plasma. The applicability of hy-
drodynamics is justified if the mean free paths of the particles are small compared to the distances
over which thermodynamic quantities vary. It turns out that hydrodynamics is very successful
in modeling high energy nuclear collisions. There are experimental facilities which produce and
study quark-gluon plasma: the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National
Laboratory and the Large Hadron Collider (LHC) at CERN. Fluid equations describe conserva-
tion of energy, momentum, baryon number, electric charge, and strangeness. Anisotropic particle
production, such as elliptic flow, in heavy ion collisions gives credence to the use of hydrody-
namics in simulating these collisions. It has been successful in describing various properties like
particle spectra, particle correlations, and in obtaining values of transport quantities like the ra-
tio of shear viscosity to entropy density η/s. By comparing particle spectra with experimental
data, hydrodynamical simulations also help in understanding the initial state, its fluctuations, and
hence properties of strongly interacting matter in general. Initially, the assumption of ideal hydro-
dynamics worked very well in describing the data which indicated that the system was strongly
interacting. Later, important aspects like the lattice-computed QCD equation of state and viscous
properties were taken into account to study transport properties of quark-gluon plasma with more
precision.
The fluctuation-dissipation theorem relates the dissipative properties of a system to its hydro-
dynamical fluctuations. In particular, it allows us to infer quantities like shear and bulk viscosity,
and electrical conductivity, from the magnitude of fluctuations. Hydrodynamical fluctuations have
also been used to study static critical phenomena [1] near a possible critical point. More recently,
there have been studies of dynamic critical phenomena near a QCD critical point [2–5]. Critical
points are characterized by large fluctuations. This led to the suggestion to study fluctuations in
conserved quantities, such as electric charge, baryon number, and strangeness on an event-by-
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2event basis [6]. It has also been suggested to study non-gaussianities (higher order cumulants)
of the fluctuations near critical points as they are more sensitive to large correlation lengths [7].
Correlation lengths theoretically diverge near the critical points, but in the scenario of the heavy
ion collisions are limited by the finite system size [6] as well as by the finite lifetime of the system
[8].
Thus it becomes imperative to study the hydrodynamics of fluctuations in the context of heavy
ion collisions. The relativistic theory of hydrodynamic fluctuations in the context of heavy-ion
collisions was introduced in Ref. [9]. In the current work, we focus on calculating the two-point
correlations of charge fluctuations and the resulting balance functions of pions. The balance func-
tion measures the difference in probability of finding a particle of opposite charge in another fluid
cell versus a particle of same charge given a charged particle in a given fluid cell [10]. This
problem was studied analytically in the 1+1 dimensional Bjorken model in Ref. [11]. Analytic
calculations are not possible for state of the art 3+1 dimensional, non-boost invariant, hydrody-
namics. In preparation for extensions to modern hydrodynamic models, we develop numerical
methods to solve the relevant stochastic differential equations numerically. Particular attention
is paid to the physical interpretation of self-correlations and how they can be subtracted to make
comparison to experimental data.
The outline of the paper is as follows. In Sec. II we review the normal diffusion, the Cattaneo,
and the Gurtin-Pipkin equations, and discuss how self-correlations arise. In Sec. III we outline the
application of the relevant stochastic differential equations in the context of the Bjorken hydrody-
namic model for heavy-ion collisions. In Sec. IV we present solutions to those equations. In Sec.
V we show how self-correlations can be clearly identified. In Sec. VI we calculate the balance
functions that relate theory to experiment. Our conclusions are presented in Sec. VII. Details of
how the stochastic differential equations are solved are presented in the Appendices. The numer-
ical method is readily transferrable to heavy-ion collisions which have no spatial symmetries and
thus useful for future calculations.
II. NOISE, FLUCTUATIONS AND SELF-CORRELATIONS
Since the usual diffusion equation leads to instantaneous signal propagation, which is incon-
sistent with special relativity, one needs a diffusion equation which is the same order in spatial
and temporal derivatives with characteristic relaxation times and lengths. In this paper we solve
the simplest diffusion equation satisfying this condition, called the Catteneo equation [12], nu-
merically. The resulting differential equation is a stochastic differential equation (SDE) because
it contains random noise terms. The way to solve SDEs is to solve the differential equation for a
large number of events (here on the order of 1 million or more) and study the correlation functions.
A finite difference method is used to solve the SDE.
Consider the ordinary diffusion equation with white noise. In the context of the Bjorken
model, which has boost invariance and no dependence on transverse coordinates, the two variables
are proper time τ =
√
t2 − z2 and spatial rapidity ξ = 1
2
ln[(t+z)/(t−z)], where the beam axis is
along the z direction. The noise f , appropriately defined (see below), is a dimensionless random
variable with correlator
〈f(τ1, ξ1)f(τ2, ξ2)〉 = N(τ2)
2pi
δ(τ1 − τ2)δ(ξ1 − ξ2) , (1)
which is a product of Dirac δ-functions in time and space with normalization determined by the
3fluctuation-dissipation theorem
N(τ) =
4piσQ(τ)T (τ)
Aτs2(τ)
. (2)
Here σQ is the charge conductivity, T is the temperature, s is the entropy density, and A is the
transverse area. To generate this numerically on a discrete lattice with spacings ∆ξ and ∆τ , we
sample f from a normal distribution with zero mean and variance N(τ)/(2pi∆ξ∆τ). The analysis
of how finite difference methods work computationally for solving SDEs is discussed in Appendix
A.
Consider the difference between white and colored noise. The standard two-point function for
white noise in frequency and momentum space is
〈f˜(ω1, k1)f˜(ω2, k2)〉 =
∫
dτ1 dτ2 dξ1 dξ2 e
−i(k1ξ1+k2ξ2) e−i(ω1τ1+ω2τ2)〈f(τ1, ξ1)f(τ2, ξ2)〉
= δ(k1 + k2)N˜(ω1 + ω2) (3)
where N˜ is the Fourier transform of N . Generalizing this to Catteneo noise (which is an example
of colored noise), we recall that the two-point function for the noise obeys [13].
〈(τQ ∂τ1 + 1)f˜(k1, τ1)(τQ ∂τ2 + 1)f˜(k2, τ2)〉 = N(τ1)δ(τ1 − τ2)δ(k1 + k2) (4)
where τQ is a relaxation time. In frequency and momentum space this becomes
〈f˜(ω1, k1)f˜(ω2, k2)〉 = δ(k1 + k2)N˜(ω1 + ω2)
(iτQω1 + 1)(iτQω2 + 1)
. (5)
The noise correlator is no longer a Dirac δ-function in time anymore; instead, it is smeared out,
hence the name colored noise.
The following three figures will help illustrate some of the physics to come. Figure 1 shows
a fluctuation, represented by a star, in a particular spacetime cell. The signal, represented by
bursts, is transmitted to the two adjacent spatial cells in the next time step. Hence those two cells
have correlated fluctuations. This type of correlation can arise from either white or colored noise.
Figure 2 shows a fluctuation in one spacetime cell with its signal transmitted to two spacetime cells
two time steps later. This type of correlation can also happen with either white or colored noise.
Figure 3 shows a situation that only happens with colored noise. The two stars are correlated, and
their signals lead to correlations between the same two cells as shown in the previous figures.
Self-correlations arise from correlations in the same spatial cell. For white noise this means
the star and the burst are in the same spacetime cell. In discretized spacetime this leads to a
Kronecker δ-function in ξ, while in the continuum limit this leads to a Dirac δ-function. The latter
is somewhat unphysical, since all correlations have some finite extent. For colored noise, the self-
correlation begins in the cell hosting the original fluctuation, and then continues in subsequent time
steps but always in the same spatial cell due to the time-correlated nature of colored noise. Noise
generated at a previous time in the same spatial cell will hydrodynamically evolve to a correlated
charge fluctuation in a different spatial fluid cell. Hence the self-correlation will be non-trivial for
colored noise.
4FIG. 1: An example of either white or colored noise. A fluctuation in one cell, represented by a
star, causes a correlation between two cells in the next time step, represented by bursts, separated
in space from each other and from the original fluctuation. (color online)
FIG. 2: An example of either white or colored noise. A fluctuation in one cell, represented by a
star, causes a correlation between two cells two time steps later, represented by bursts, but only
one is separated in space from the original fluctuation. (color online)
FIG. 3: An example of colored noise. Fluctuations at the same point in space but at different times
are correlated, as represented by the stars. This results in a correlation between the two cells,
represented by bursts. (color online)
5Figure 4 shows another way to visualize the colored Cattaneo noise. At a fixed spatial cell,
correlations arise at different times due to τQ > 0. Correlations also propagate to other spatial
cells with increasing time via a Green’s function. The mathematical formalism and details of how
it is implemented numerically with be presented in the following sections.
FIG. 4: Schematic of the lattice setup for Catteneo noise.
The final charge correlations are determined at some τf . One must integrate over all prior times
τi ≤ τ ≤ τf to obtain the final time charge correlators. Thus one can define self-correlations as the
correlation of a charge fluctuation generated in ξ1 at final time τf with another charge fluctuation
generated at the same ξ1 but at a previous time and hence had time to travel to a different ξ2 at τf .
It is non-trivial for colored noise because colored noise generated in same ξ are correlated in time.
One can go further and consider the Gurtin-Pipkin noise [14] which introduces a noise cor-
relation in spatial rapidity in addition to the correlation in proper time. Gurtin-Pipkin noise has
been dealt with analytically in Ref. [13]. In Cartesian coordinates Gurtin-Pipkin noise results in
the following diffusion equation[
∂
∂t
−DQ∇2 + τQ ∂
2
∂t2
+ τ 22
∂3
∂t3
− τ3DQ ∂
∂t
∇2
]
nQ = 0 . (6)
Numerical simulation of Gurtin-Pipkin noise is deferred to a future work.
III. DIFFUSION IN BOOST INVARIANT 1+1 HYDRODYNAMICS
This section is a mini-review of the problem addressed previously in Ref. [11] to help setup
the use of numerical methods for solving the resulting SDE. We will work in 1+1 dimensional
boost-invariant Bjorken hydrodynamics. The longitudinal boost-invariance implies that the initial
conditions for local variables are only functions of the proper time τ . We neglect the bulk and
shear viscosities in order to focus on charge transport.
The energy-momentum tensor for an ideal fluid is
T µν = wuµuν − pgµν . (7)
6We take the Landau-Lifshitz approach where uµ is the velocity of energy transport. The electric
current takes the form
JµQ = nQu
µ + ∆Jµ (8)
where nQ is the proper charge density and ∆Jµ is the dissipative part. In first-order viscous fluid
dynamics ∆Jµ takes the form
∆Jµ = DQ∆
µnQ = σQ∆
µµQ (9)
where µQ is the charge chemical potential, σQ is the charge conductivity and ∆µ is the transverse
derivative
∆µ = ∂µ − uµ(u · ∂) . (10)
Conventional charge diffusion follows the usual diffusion equation(
∂
∂t
−DQ∇2
)
nQ = 0 . (11)
The diffusion constant DQ and charge conductivity are related by the Einstein relation DQ =
σQ/χQ, where χQ is the electric charge susceptibility defined by
χQ =
∂nQ(T, µQ)
∂µQ
. (12)
The diffusion equation leads to an infinite speed of propagation which is unphysical and not suit-
able for hydrodynamic simulations of heavy-ion collision. Therefore the usual diffusion equation
is replaced by one with a double derivative in time with a relaxation time factor τQ.(
∂
∂t
−DQ∇2 + τQ ∂
2
∂t2
)
nQ = 0 (13)
This equation is called the Cattaneo equation [12]. It is a combination of the diffusion equation
with the wave equation. The dissipative current gets modified to
∆Jµ = DQ∆
µ
[
1
1 + τQ(u · ∂)
]
nQ (14)
One can show that high frequency waves travel at a speed of vQ =
√
DQ/τQ [13]. The fluctuation-
dissipation theorem relates the two-point function, which provides a measure of the variance of
fluctuations, to the dissipation from diffusion. A stochastic noise term Iµ is therefore added to the
charge current.
Jµ = nQu
µ + ∆Jµ + Iµ (15)
One-point functions vanish and the two-point functions are determined by the fluctuation-dissipation
theorem. For the usual diffusion equation
〈Iµ(x)〉 = 0 〈Iµ(x1)Iν(x2)〉 = 2σQT hµνδ(x1 − x2) (16)
where hµν = uµuν − gµν is the transverse projector. This is white noise. In the Catteneo equation
the fluctuations are
〈I i(x1)Ij(x2)〉 = σQT
τQ
δ(x1 − x2) e−|t1−t2|/τQ δij (17)
7The delta function in time is replaced by an exponential decay function. In the limit τQ → 0 this
two-point function becomes the Dirac δ- function for white noise.
The following are the relations between the Cartesian coordinates and the proper time and
spatial rapidity appropriate for the Bjorken model.
t = τ cosh ξ z = τ sinh ξ
τ =
√
t2 − z2 ξ = tanh−1
(z
t
) (18)
The flow velocity is
u0 = cosh ξ uz = sinh ξ . (19)
The transverse derivatives are
∆0 = −sinh ξ
τ
∂
∂ξ
∆3 = −cosh ξ
τ
∂
∂ξ
with u · ∂ = ∂
∂τ
. (20)
The fluctuating contribution to the current is written as
I0 = s(τ)f(ξ, τ) sinh ξ (21)
I3 = s(τ)f(ξ, τ) cosh ξ . (22)
The entropy density s is factored out to make f dimensionless. The background fluid equations
for the proper charge density and entropy density are
ds
dτ
+
s
τ
= 0 ⇒ s(τ) = siτi
τ
(23)
dnQ
dτ
+
nQ
τ
= 0 ⇒ nQ(τ) = niτi
τ
. (24)
These are a manifestation of the conservation of entropy and charge, respectively. The si and ni
are the densities at some initial time τi. We take the initial proper charge density ni to be zero,
hence the average charge density for subsequent times is zero as well.
Now let us look at the charge current conservation equation ∂µJµ = 0. It is convenient to
define the variable X = τδn because, in the absence of fluctuations, this quantity is conserved
during the hydrodynamic evolution. After a few steps of algebra the full charge conservation
equation becomes[
τ
DQχQT
+ τQ
∂
∂τ
(
τ
DQχQT
)]
∂X
∂τ
+
τQτ
DQχQT
∂2X
∂τ 2
− 1
τχQT
∂2X
∂ξ2
+
[
τs
DQχQT
+ τQ
∂
∂τ
(
τs
DQχQT
)]
∂f
∂ξ
+
τQτs
DQχQT
∂2f
∂ξ∂τ
= 0 . (25)
For the case τQ = 0 (usual diffusion equation) this simplifies to
∂X
∂τ
− DQ
τ 2
∂2X
∂ξ2
+ s
∂f
∂ξ
= 0 . (26)
Due to boost invariance it is useful to use the Fourier transform
X(ξ, τ) =
∫ ∞
−∞
dk
2pi
eikξX˜(k, τ) , (27)
8and similarly for f . Then the SDE for white noise is
∂
∂τ
X˜ +
DQk
2
τ 2
X˜ = −iksf˜ (28)
and for colored Cattaneo noise[
τ
DQχQT
+ τQ
∂
∂τ
(
τ
DQχQT
)]
∂X˜
∂τ
+
τQτ
DQχQT
∂2X˜
∂τ 2
+
k2
τχQT
X˜
= −ik
[
τs
DQχQT
+ τQ
∂
∂τ
(
τs
DQχQT
)]
f˜ − i kτQτs
DQχQT
∂f˜
∂τ
. (29)
For the sake of comparison and for definiteness, we follow Ref. [11] and assume both DQ and
τQ are constant within the range of temperature to be considered. This means that high frequency
waves propagate with a constant value of vQ. For the same reasons we assume that s ∼ T 3 and
χ ∼ T 2. Hence T ∼ τ−1/3.
IV. SOLVING THE STOCHASTIC DIFFERENTIAL EQUATIONS
We start by solving the stochastic differential equation for white noise. As explained earlier,
we will solve it on a spacetime lattice and choose spacings ∆ξ = 0.09 and ∆τ = 10−4 fm/c.
We set the parameters such that (χ(τf )Tf )/(τf∆ξ) = 0.5122 MeV3 fm−3. We source the noise
function f from a normal distribution with mean 0 and variance 1/
√
∆t∆ξ. The density-density
correlator arising from the noise fluctuation which is a solution to the SDE in our discretized
system, evaluted at the final time τf , has the analytical form
〈δn(ξ1, τf )δn(ξ2, τf )〉 = χQ(τf )Tf
Aτf
[
δξ1,ξ2
∆ξ
− 1√
piw2
e−(ξ1−ξ2)
2/w2
]
(30)
where
w2 = 8DQ
(
1
τi
− 1
τf
)
. (31)
In the continuum limit δξ1,ξ2/∆ξ → δ(ξ1 − ξ2). The parameters chosen for this work are the same
as in Ref. [11], namely τi = 0.5 fm/c, τf = 6.352 fm/c, Ti = 350 MeV, and Tf = 150 MeV. We
use diffusion constant DQ = 0.162 fm which is an average over the temperature interval from 150
to 350 MeV taken from Ref. [15]. The equation of state used is the same as in Ref. [1], which is
χQ =
2
3
T 2 (including up, down and strange quarks).
The details of how we solve an SDE are discussed in Appendix A. The solution is presented
in Fig. 5. The dots represent the result of the SDE simulation for ten million random events. The
solid curve is the Gaussian from Eq. (30); it overlays the dots within the width of the line. The
Kronecker δ-function at ξ = 0 is clearly evident.
Next we turn to colored noise. We have to generate a noise that has the desired correlation in
proper time but is uncorrelated in rapidity. The way we do that is by solving another SDE which
is called the Langevin equation.
f + τQ
∂f
∂τ
= ζ (32)
Here ζ is the regular white noise. The relaxation time τQ smoothens the Dirac δ-correlation in
proper time. The τQ also introduces the maximum mode velocity to be v2Q = DQ/τQ, thereby
9FIG. 5: White noise density-density correlation function for 10 million events. The solid curve is
the Gaussian from Eq. 30. (color online)
FIG. 6: Comparison of numerical and analytical results for v2Q = 0.16 with rapidity dependences
suppressed. (color online)
removing instantaneous signal propagation. The analytical solution to the Langevin equation (with
rapidity dependences suppressed) is
〈f(τ1)f(τ2)〉 = N(τ2)
4piτQ
[
e−|τ1−τ2|/τQ − e(2τi−τ1−τ2)/τQ] ≡ N (τ1, τ2) . (33)
The derivation is given in Appendix B. The numerically computed two-point function is plotted in
Fig. 6. The expected result (33) and the numerical result are consistent for ten million simulated
events. The grid sizes chosen ensures that they obey the Courant Friedrichs Lewy (CFL) condition
[16]. This condition states that the numerical domain of dependence of any point in space and
10
time must include the analytical domain of dependence. Physically, this condition amounts to a
signal propagating no more than one spatial cell away during one time step. For speed vQ being a
constant, this amounts to the condition ∆τ/τ < ∆ξ/vQ.
Figure 7 shows the dependence of the two-point correlator for two very different values of the
propogation speed, or equivalently the relaxation time τQ.
FIG. 7: Variation of the density-density correlator with the propogation speed v2Q. (color online)
V. CHARACTERIZING SELF-CORRELATIONS
The self-correlations are trivial for the case of white noise; it’s a Dirac δ-function. Even the
two-point correlation function of a free Boltzmann gas has a δ- function term [17, 18].
〈δn(x1)δn(x2)〉 = χTδ3(x1 − x2) + · · · (34)
This is explained in the Ref. [18] where 〈(∆N)2〉 = χTV . One can see this in Eq. (30), where the
denomintor τA is the Jacobian factor from the Bjorken expansion instead of stationary Cartesian
coordinates. Experiments measure just the two-particle correlation and hence we have to subtract
the self-correlation [10]. The challenge is to characterize the self-correlations in the presence of
colored noise, since it is no longer a Dirac δ-function.
Figure 8 shows the numerically computed self-correlation. If we subtract the two-point corre-
lation in Fig. 5 from that presented in this figure, we get the expected Gaussian. This is shown in
Fig. 9 where it is compared with the analytical Gaussian function in Eq. (30) for 1 million events.
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FIG. 8: The self-correlation.
FIG. 9: The solid curve is the expected Gaussian while the dots represent the result of the SDE
simulation for 1 million random events. (color online)
Now we move on to the meaning of self-correlation for colored noise. Based on the prescrip-
tion of self-correlation that we discussed in the introduction, we consider the schematic diagram
in Fig. 10. We are interested in noise sources at one particular ξ because noise generated at any
other ξ would be uncorrelated.
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FIG. 10: Schematic of the self-correlation. The star denotes a noise source and the bursts are the
charge fluctuations resulting from noise. (color online)
Let us try to understand what the analytical formula for this would look like. We start with the
following expression for the charge fluctuation in k-space.
δn˜(k, τ) = −1
τ
∫ τ
τi
dτ ′s(τ ′)G˜(k, τ, τ ′)f˜(k, τ ′) . (35)
Here G˜ is the Green’s function for the homogeneous part of the SDE (29), which can be written
down in terms of Kummer’s function for the temperature dependences listed after that equation
[11]. This gives the full form of the two-point correlation function as in Eq. (49) of Ref. [11].
〈δn(ξ1, τf )δn(ξ2, τf )〉 = 1
τ 2f
∫
dk
2pi
eik(ξ1−ξ2)
∫
dτ ′s(τ ′)
∫
dτ ′′s(τ ′′)
× G˜(k, τf , τ ′) G˜(−k, τf , τ ′′)N (τ ′, τ ′′) . (36)
Following Eqs. (54) and (55) of Ref. [11], we can write the self-correlation term as
〈δn(ξ1, τf ) δn (ξ2, τf )〉self
=
χQ(τf )Tf
AτQ
∫
dτ ′′
τ ′′
[
e−(τf−τ2)/τQ − e−(τf+τ2−2τi)/τQ] ∫ dk
2pi
eik(ξ1−ξ2)
G˜(−k, τf , τ ′′)
ik
=
s(τf )
DQ
∫
dk
2pi
eik(ξ1−ξ2)
∫
dτ ′′s(τ ′′)
G˜(k, τf , τf )
ik
G˜(−k, τf , τ ′′)
ik
N (τf , τ ′′) . (37)
Recall from Ref. [11] that G˜(k, τf , τf ) = ik. It denotes a noise fluctuation that was generated at the
final time and didn’t have to move anywhere. The G˜(−k, τf , τ ′′) is a noise fluctuation generated at
a time τ ′′ < τf and then moved to ξ2 at τf . For white noise, fluctuations generated at two separate
spacetime points can’t be correlated, so the fluctuation generated at τf is only correlated to itself.
Hence for white noise, τQ → 0, and the self-correlation is just a Dirac δ-function. As τQ increases,
the more backward in time the noise sources would be correlated. Once generated the noise will
travel and give rise to a correlated electric charge fluctuation further away in spacetime rapidity.
Hence we expect the self-correlation term to be more spread out in spacetime rapidity. One can
use the same SDE solver for generating the self-correlation. The only change is that the Green’s
function G˜ is replaced by G˜/(ik) when solving for the charge density fluctuation.
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〈 δn (ξ2, τf )f(ξ1, τf )〉
=
〈∫
dk
2pi
eikξ2δn˜(k, τf )
∫
dk1
2pi
eik1ξ1 f˜(k, τf )
〉
=
1
τf
∫ τf
τi
dτ ′s(τ ′)
∫
dk
2pi
eikξ2
G˜(k, τ ′, τf )
ik
∫
dk1
2pi
eik1ξ1〈f˜(k, τ ′)f˜(k1, τf )〉
=
1
τf
∫ τf
τi
dτ ′s(τ ′)
∫
dk
2pi
eik(ξ2−ξ1)
G˜(k, τ ′, τf )
ik
N (τ ′, τf )
=
DQ
sfτf
χfTf
AτQ
∫ τf
τi
dτ ′
τ ′
[
e−|τf−τ
′|/τQ − e(2τi−τf−τ ′)/τQ
] ∫ dk
2pi
eik(ξ2−ξ1)
G˜(k, τ ′, τf )
ik
(38)
Note that in going to the second step from the first step, we have used G˜/(ik) and not G˜. The
implication is that for generating the self-correlations, we will be using the differential equation
whose Green’s function is going to be G˜/(ik), instead of G˜. Thus, we arrive at the following
relation for self-correlations.
〈δn(ξ1, τf )δn(ξ2, τf )〉self = s(τf )τf
DQ
〈δn(ξ1, τf )f(ξ2, τf )〉 . (39)
If G˜/(ik) is our desired Green’s function, then Z ≡ (τδn(ξ, τ))/(τfs(τf )) = δn(ξ, τ)/s(τ) satis-
fies the following equation(
z2 + 2z
τQ
τi
)
∂Z
∂z
+ z2
τQ
τi
∂2Z
∂z2
− v2Q
τQ
τi
∂2Z
∂ξ2
+
(
z +
τQ
τi
)
f + z
τQ
τi
∂f
∂z
= 0 , (40)
where z = τ/τi. This is the same as Eq. (25) except that ∂f/∂ξ is replaced by f and ∂2f/∂ξ∂τ is
replaced by ∂f/∂τ . The justification is discussed in the Appendix C.
In Fig. 11 we show the self-correlation at the final time τf for various values of τQ. As the
speed of propagation decreases, the height of the self-correlation decreases and widens. As a
check, the limit τQ → 0 is shown in Fig. 12.
FIG. 11: Numerical results for self-correlations for colored noise. (color online)
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FIG. 12: Numerical results for self-correlation for white noise.
VI. BALANCE FUNCTIONS
Balance functions are described in Ref. [10]. The width of a balance function plotted against
particle rapidity is a measure of the diffusion. Balance functions have been experimentally studied
by the ALICE and STAR collaborations [19–22]. Reference [23] studied the effect of white noise
in balance functions and compared their analytical results with experimental data. Reference [11]
calculated balance functions for colored noise. We will see how the widths of balance functions
change if we vary the speed of propagation of signals in case of Catteneo noise.
To see the effect of charge fluctuations in particle spectra we have to calculate how the fluctu-
ations freeze-out. The freeze-out happens when the system has expanded and cooled to the extent
that thermal equilibrium can no longer be maintained. Then hadrons freeze-out and free-stream
to the detectors. The standard procedure to calculate freeze-out abundances of particles is the
Cooper-Frye prescription [24]. This formula gives us the distribution of emitted particles on a
freeze-out hypersurface Σf . This procedure has already been performed for this hydrodynamical
model in Refs. [1, 9, 11, 23] We will just give the salient features of that calculation here.
E
dN
d3p
= d
∫
Σf
d3σµ
(2pi)3
pµf(x,p) (41)
Here d is the degeneracy of the particle species under consideration. We take the distribution
function to be the relativistic Boltzmann
f(x,p) = e−(u·p−µ)/T , (42)
where µ is the chemical potential for that particle. The energy flux through an infinitesimal freeze-
out fluid cell is given by
d3σµp
µ = τf dξ d
2x⊥m⊥ cosh(y − ξ) . (43)
The variable y represents the particle rapidity
pµ = (m⊥ cosh y, px, py,m⊥ sinh y) (44)
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with m⊥ =
√
m2 + p2⊥ the transverse mass.
The average number of particles per unit rapidity at the final freeze-out time is〈
dN
dy
〉
=
dAτfT
3
f
4pi2
∫ ∞
−∞
dx
cosh2 x
Γ
(
3,
m
Tf
coshx
)
. (45)
Reference [11] calculates the fluctuation in this quantity due to a µ around the freeze-out µf = 0.
After a few more steps of algebra, the fluctuation in dN
dy
reads
δ
(
dN
dy
)
=
dAτfT
2
f
4pi2
∫
dξ δnFn(y − ξ) (46)
where Fn is the smearing function
Fn(x) =
1
χQ cosh
2 x
Γ
(
3,
m
Tf
coshx
)
. (47)
Using this in the definition of the charge balance function we arrive at the Eq. (74) in Ref. [11].
B(∆y) =
〈δ (dN/dy1) δ (dN/dy2)〉
〈dN/dy〉 =
dAτfTf
4pi2
C(∆y)
Q(m/Tf )
. (48)
Here
C(∆y) = 2pi
∫
dξ1dξ2 Fn(y1 − ξ1)Fn(y2 − ξ2)Cnn(ξ1 − ξ2, τf ) . (49)
The two-point correlator for the charge fluctuation is Cnn(ξ1 − ξ2, τf ) which is obtained from the
solution of the SDE. The function Q is given by
Q
(
m
Tf
)
=
∫ ∞
−∞
dx
cosh2 x
Γ
(
3,
m
Tf
coshx
)
. (50)
Let us first demonstrate the trivial self-correlation for white noise in terms of the balance
function for pions. Figure 13 shows the balance function for the full unsubtracted correlation
function for white noise. Notice the positive and negative part of the curve; this is because the
full two-point correlation for white noise is composed of a positive self-correlation and a negative
piece which does not include any self-correlation. The balance function for the self-correlation
part only is shown in Fig. 14. When this is subtracted from Fig. 13 one obtains the so-called
subtracted balance function shown in Fig. 15.
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FIG. 13: Balance function for the full white noise two-point function.
FIG. 14: Balance function for the self-correlation of white noise.
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FIG. 15: Balance function for the pure two-point function of white noise.
We follow the same procedure for carrying out cancellations of the contributions arising from
the self-correlations for colored noise to the balance function. Figure 16 shows the full unsub-
tracted balance functions for various values of vQ for colored noise. Figure 17 shows the self-
correlation part only, and Fig. 18 shows the subtracted balance functions. The width of the sub-
tracted balance function denotes the diffusion distance. That width increases with increasing vQ,
as expected, since it represents the rapidity interval over which the average charge pair has diffused
to by freeze out.
FIG. 16: Balance function for the full unsubtracted two-point function. (color online)
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FIG. 17: Balance function for the self-correlation part of two-point function. (color online)
FIG. 18: Balance function for the subtracted two-point correlation function. (color online)
We estimated the error in our numerical simulations using the jackknife method. This method
estimates the error of statistics without making any assumptions about the distribution that gener-
ated the data. It only uses the sample provided. We create jackknife samples over the whole data
set which are “leave-one-out” data sets. In our case, we consider the two-point correlation statistic
S on the original sample size of 107 events. We leave out the ith event to create the ith jackknife
statistic Si. The average of the jackknife sample is Savg =
∑
i Si/n. The jackknife error is then
estimated as
σjack =
√
n− 1
n
∑
i
(Si − Savg)2 (51)
The error we observe on 〈δnδn〉 is of the order of 10−2 MeV3 fm−3. This amounts to
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σ〈δnδn〉/〈δnδn〉 ≈ 10−3. We give a representative plot of the error bounds for v2Q = 1/10 in Fig.
19. The bounds are visible only when zoomed in. This shows that for 107 events, the statistical
error in our simulations turn out to be negligible.
FIG. 19: Jackknife error bounds for v2Q = 1/10. (color online)
VII. CONCLUSIONS
State-of-the-art modeling of high energy nuclear collisions uses relativistic 2nd order viscous
hydrodynamics. The fluctuation-dissipation theorem says that viscosity and thermal fluctuations
are intricately connected. Although thousands of particles are produced in these collisions, that
is still immensely smaller than Avogadro’s number. Therefore it has become apparent that ther-
mal fluctuations really ought to be part of the standard model for heavy ion collisions [9]. Fully
3+1 dimensional hydrodynamic simulations are required which presents a major challenge for
implementation of thermal noise. The goal of this paper is to understand the numerical methods
necessary to do this and, furthermore, how to subract self-correlations from the numerically com-
puted two-point correlators in order to compare with experiment. We chose to study causal electric
charge diffusion in the boost-invariant 1+1 dimensional Bjorken model for two reasons. First, a
Cattaneo description of diffusion propagates signal at a finite speed which is a necessity in heavy
ion collisions. Second, this simple model was studied and solved with essentially analytic methods
[11] against which we can compare to verify the validity of the purely numerical approach.
We introduced the noise term in the dissipative charge conservation equation, which in our
case is the Catteneo noise. We simulated the stochastic differential equations that arise from the
electric charge conservation equations. The way we solve the stochastic differential equations is
by using normal random number generators with a specific, well-defined variance and then inter-
preting the derivatives of the noise in terms of what they mean when integrating by parts. The
whole machinery on how to handle the noise is discussed in Appendix A. We used this method-
ology in simulating the white noise charge conservation equation and obtained the expect result.
Then we generated colored Catteneo noise using a Langevin equation. We solved the full colored
noise charge conservation equation and again obtained the expected result. The two-point charge
correlator consists of two pieces. The first is the self-correlation, which is a manifestation of the
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stochastic nature of the dynamics. Once this piece is subtracted off, we are left with the physically
relevant two-point correlation function. The self-correlation is a trivial Dirac δ-function in the
case of white noise, but is more complicated for colored noise. In this work, we gave a physically
insightful interpretation of the meaning of self-correlation in the case of colored noise. This inter-
pretation allows us to use the stochastic differential equation solver we developed to generate the
self-correlations.
In the case of the white noise, we populated the whole spacetime lattice with noise source
terms uncorrelated to each other. It is obvious that all the individual noise terms are not required
to calculate the final two-point correlation function, but more than a single noise term is necessary.
Hence Monte-Carlo simulations will be insufficient to reproduce the results for colored noise. One
can, however, speed up the stochastic differential equation solving procedure by removing noise
terms that are outside the causal past of the spacetime points for which we want to calculate the
twopoint correlations.
We used the results obtained to compute the balance functions for pions within the context of
this model. As one would expect, reducing the speed of propagation of signal leads to narrowing
of the balance functions and to a corresponding increase in their height at small rapidities. As
done previously in Ref. [11] we neglect the contributions from resonance decays to the measured
particle spectra used in the balance functions. Our results are in good quantitative agreement with
that previous study. The numerical method used in this paper is verified.
Future work entails furthering the current methodology to a full 3+1 dimensional fluid dy-
namical models of heavy ion collisions such as MUSIC [25]. Further, the prescription for self-
correlations given in this paper for Catteneo noise can be straightforwardly extended to the case
of shear and bulk viscosity and thermal conductivity, the details of which are deferred to a future
work. Since baryon charge conductivity diverges near a critical point, this study can be extended
to study charge fluctuations near the purported QCD critical point, which is also deferred to future
work. Another possible direction of future work would be to study the higher order cumulants in
the presence of colored noise. Since two-point correlations and higher order cumulants are ex-
pected to diverge near a QCD critical point, the ultimate culmination of the present work would
be to characterize the noisy hydrodynamics of near-critical point behavior of heavy ion collisions.
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Appendix A: Numerical Simulation of SDEs
In this appendix, we show our procedure for representing the Dirac delta function and its
derivatives on a discrete lattice.
White noise is defined as 〈f(x)f(x′)〉 = δ(x− x′) and 〈f(x)〉 = 0. This implies that∫
dx g(x)〈f(x)f(x′)〉 = g(x′) (A1)
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On a discrete lattice, the integral becomes a sum over lattice points and dx becomes the lattice
spacing ∆x. Hence
g(xi) =
∑
i′
g(xi′)〈f(xi)f(xi′)〉∆x =
∑
i′
g(xi′)
(
δii′
∆x
)
∆x (A2)
From the above, we can conclude
〈f(xi)f(xi′)〉 = δii′
∆x
(A3)
The δii′/∆x becomes a Dirac-delta function in the limit ∆x → 0 which is the continuous
case. Therefore we sample the white noise function f from a Normal distribution of mean 0 and
standard deviation 1/
√
∆x. We use a random number generator for a large number of instances
(106) and compute the two-point function. It gives us the variance as the peak of a Kronecker delta
at x = 0. This is illustrated in the following figure. We used ∆x = 0.09.
FIG. 20: Two-point function of f for 1 million events.
Next, we investigate the correlation between white noise f and its derivative df/dx. The
two-point function 〈f(x)f ′(x′)〉 must then satisfy
∫
dx g(x)〈f(x)f ′(x′)〉 =
∫
dx g(x)
∂
∂x′
δ(x− x′) = ∂
∂x′
∫
dx g(x)δ(x− x′) = g′(x′) (A4)
The derivative is g′(x) = (gi+1 − gi)/∆x in a discrete lattice. Replacing the integral by the sum,
we get
g′(xi) =
∑
i′
g(xi′)〈f(xi)f ′(xi′)〉∆x = gi+1 − gi
∆x
=
∑
i′
g(xi′)
(
δi+1,i′ − δi,i′
∆x2
)
∆x (A5)
Hence
〈f(xi)f ′(xi′)〉 = δi+1,i′ − δi,i′
∆x2
(A6)
If we again use the previous random number generator and calculate the two point function
we get the results shown in Fig. 21.
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FIG. 21: The correlation between f and its derivative for 1 million events.
Similarly, we can look into the correlation of the derivative of white noise with itself.
〈f ′(x)f ′(x′)〉 = ∂
2
∂x∂x′
δ(x− x′) (A7)
∫
dx g(x)〈f ′(x)f ′(x′)〉 =
∫
dx g(x)
∂2
∂x∂x′
δ(x− x′) = −
∫
dx g(x)
∂2
∂x2
δ(x− x′) = −g′′(x′)
(A8)
In the second step we performed an integration by parts. The second derivative is defined in the
discrete case as g′′(x) = (gi+1 + gi−1 − 2gi)/∆x2. Substituting the discrete sum in place of the
integral, we get
−g′′(x′) = −
∑
i
gi
δi,i′+1 + δi,i′−1 − 2δi,i′
∆x3
∆x =
∑
i′
g(xi′)〈f ′(xi)f ′(xi′)〉∆x (A9)
〈f ′(xi)f ′(xi′)〉 = −δi,i′+1 + δi,i′−1 − 2δi,i′
∆x3
(A10)
Figure 22 shows what we get numerically.
FIG. 22: The two-point correlation of the derivative of f for 1 million events.
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Integration of white noise is called a random walk W (z) which is a succession of random
steps as a function of z. It is defined by
W =
∫ z
zi
f(z)dz (A11)
We can easily calculate the variance of W :
〈W 2(z)〉 =
∫ z
z0
dz′
∫ z
z0
dz′′〈f(z′)f(z′′)〉 =
∫ z
z0
dz′
∫ z
z0
dz′′δ(z′ − z′′) =
∫ z
z0
dz′ = z − z0 (A12)
On a discrete lattice, Wi+1 = Wi + f∆z where we source f from a normal distribution of mean 0
and standard deviation 1/
√
∆z.
Wn =
n∑
i=1
f∆z (A13)
Hence the variance is
〈W 2〉 = 〈(
n∑
i=1
∆zf)2〉 = 〈
n∑
i=1
(∆zf)2〉 =
n∑
i=1
(∆z)2〈f 2〉 =
n∑
i=1
(∆z)2
1
∆z
=
n∑
i=1
∆z = z − z0
(A14)
Figure 23 shows the numerical results.
FIG. 23: Two point correlation of W for 1 million events with z − zi = 5.
We are ready to take up a simple stochastic differential equation to solve. Consider
dX
dz
= −∂f
∂ξ
(A15)
where z has dimensions of time and ξ is dimensionless. Let us define the following two-point
function
〈f(z1, ξ1)f(z2, ξ2)〉 = Mδ(z1 − z2)δ(ξ1 − ξ2)
Here M has dimensions of time to make f dimensionless. We calculate the two-point function in
ξ.
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〈X(zf , ξ1)X(zf , ξ2)〉 =
〈∫ zf
zi
∂f
∂ξ
(ξ1)dz
∫ zf
zi
∂f
∂ξ
(ξ2)dz
′
〉
=
∫ zf
zi
∫ zf
zi
dzdz′
〈
∂f
∂ξ
(z, ξ1)
∂f
∂ξ
(z′, ξ2)
〉
= −
∫ zf
zi
∫ zf
zi
dzdz′M
(
δi+1 + δi−1 − 2δi
∆ξ3
)
δ(z − z′)
= −M(zf − zi)
(
δi+1 + δi−1 − 2δi
∆ξ3
)
(A16)
We used Eq. (A10) in the above calculation. The two-point function has dimensions of time-
squared and so is the expression on the right. On a discrete lattice,
X(z + ∆z) = X(z)−∆z × ∆f
∆ξ
(A17)
Figure 24 shows the numerical results using zf − zi = 10.
FIG. 24: Two point correlation of X for a million events.
Appendix B: Analytical Solution of Langevin Equation
The Langevin equation can be written as
df(τ)
dτ
= − 1
τQ
f(τ) +
1
τQ
ζ(τ) (B1)
Here ζ is white noise and f is the Catteneo noise.
〈ζ(τ)〉 = 0 〈ζ(τ1)ζ(τ2)〉 = N(τ1)δ(τ1 − τ2) (B2)
It does not matter whether we use N(τ1) or N(τ2) because of the Dirac-delta function. Let us
multiply both sides by the factor eτ/τQ .∫ τ
τi
d
dτ
(eτ/τQf)dτ =
∫ τ
τi
eτ/τQ
τQ
ζdτ (B3)
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eτ/τQf(τ)− eτi/τQf(τi) = 1
τQ
∫ τ
τi
ζ(τ)e(τ
′−τ)/τQdτ ′ (B4)
Let us set f(τi) = 0. Another way to see this is in an equilibrium system, the system does not
have any initial conditions to be sensitive to. Any fluctuations in f(τ) will then be solely due to
the action of ζ(τ). Now we consider two separate times τ1, τ2.
〈f(τ1)f(τ2)〉 = N
τ 2Q
∫ τ1
τi
e(τ
′′−τ1)/τQdτ ′′
∫ τ2
τi
e(τ
′−τ2)/τQdτ ′δ(τ1 − τ2)
=
N
τ 2Q
∫ min(τ1,τ2)
τi
e(2τ
′′−τ1−τ2)/τQdτ ′′ =
N
2τQ
[
e|τ1−τ2|/τQ − e(2τi−τ1−τ2)/τQ] (B5)
Appendix C: Constructing the self-correlations
Self-correlations are defined by Eq. (37). As discussed above, their dynamics can be modeled
by an equation whose (Fourier transformed) Green’s function is related to the original Green’s
function by
G˜self(k, τ, τ
′) =
G˜(k, τ, τ ′)
ik
(C1)
The original Green’s function is defined schematically by the stochastic differential equation
D1X(τ, ξ) = D2
∂f
∂ξ
(τ, ξ), (C2)
where D1 and D2 are differential operators which contain no explicit ξ-dependence (other than
ξ-derivatives) and f is the noisy source. Fourier transforming the ξ-dependence to k as before,
this equation becomes
D˜1X˜(τ, k) = ikD˜2f˜(τ, k) (C3)
and its solution is written in terms of the original Green’s function as
X˜(k, τ) = −
∫ τ
τ0
dτ ′G˜(k; τ, τ ′)f˜(k, τ ′) (C4)
We therefore seek an ‘unphysical’ field Xself whose two-point function corresponds to the self-
correlations which need to be subtracted out. This field solution will be generated by the expres-
sion
X˜self(k, τ) = −
∫ τ
τ0
dτ ′G˜self(k; τ, τ ′)f˜(k, τ ′)
= −
∫ τ
τ0
dτ ′
G˜(k; τ, τ ′)
ik
f˜(k, τ ′)
= −
∫ τ
τ0
dτ ′G˜(k; τ, τ ′)
(
f˜(k, τ ′)
ik
)
(C5)
The self-correlations can be therefore straightforwardly generated by replacing f˜ → f˜/(ik) in
k-space, which amounts to discarding the ξ-derivative in Eq. (C2). Thus, the unphysical self-
correlation field is generated by solving the modified equation
D1X(τ, ξ) = D2f(τ, ξ) (C6)
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