In thas paper the problem of block recursive least squares [RLS) adaptive filtering is formulated in the context of block fast transversal filter (FTF) algorithm. A 'modified BFTF algorithm' is derived by modifying the constrained block-LS cost function to guarantee global optimality. In addition to all the benefits of the original block FTF [ 2] , this new soft-constrained algorithm provides more efficient way of transferring information between blocks of data. The tracking ability of this algorithm can be controlled b y varying the block length. The effectiveness of the new method is tested on a reallife problem dealing with underwater target identification from acoustic backscattered signal.
Introduction
The block adaptive filtering was studied in several papers [l] , [2] as an efficient means to perform adaptive filtering on non-stationary data. Using this scheme the filter tap weights are updated once per each block rather than once per each sample as with the conventional filters. In [2] a block fast transversal filter (BFTF) structure was developed which can be used to process either consecutive blocks of data or discontinuous variable length blocks of data. In this method, a block-Least Squares (LS) cost function is minimized in every block independently. As a result, this algorithm guarantees a locally optimal solution in each block. This algorithm is computationally very efficient compared with other LSbased schemes. To transfer weight information from one block to the next, a soft constrained method was suggested by modifying the block-LS cost function. The tracking ability of this algorithm can be controlled by varying the block length and/or the soft constrained parameter [ 2 ] . However, due to the modifications to the block-LS cost function, the optimality is traded in favor of information transfer between the data blocks. We will begin by showing how the soft-constrained term in [2] can be chosen to guarantee a near optimal s o l u~ tion. Then a new modified BFTF algorithm is suggested which provides a more efficient means of weight transferring between blocks while maintaining the optimality of the solution. The implementation of this scheme using the original block FTF structure is then suggested. The original Block F T F roblem as stated in [2] is the the block LS cost function determination of the weig E t vector W N / k that minimizes
0-
where * denotes conjugate transpose; d ( r ) is the desired In the order updating process [2] , seven F T F gains are updated (see Table 1 ) using the projection updating rules to provide the final estimate of the weight vector W N I k . The steps are given in 
where pk is a non-negative quantity used to control the effect of initial conditions upon the cost criterion, and WO is a 1 x N row vector that represents some initial setting for WNIk prior to processing the data from k -1 + 1 to IC. The updating rules for this algorithm are the same as in the order update algorithm in Table 1 except that the matrices XNlk and dlk are modified accordingly
Analysis of Soft Constrained BFTF Algorithms
In this section, we investigate rigorously the effects of the parameter pk and the initial wei ht vector WO on the notational convenience we will drop the subscripts of X, W, d and use Xi, Wi and dj to denote the data matrix, the weight vector, and desired vector for the l-th block. In the soft constrained block-LS problem, the cost function (4) to be minimized can be rewritten as PI.
optimality of soft-constrained bloc 8, -LS solution. For
It can easily be checked that the solution which minimizes& in (5) is
Let Wk" = dTXi(XrXj)-' be the LS solution for the i-th block then (6) can be rearranged so that
or equivalently
By examining the equivalent forms (6), (7) and (8) 
The minimum of llWSoff -WLsll is achieved when p = xmaz(x~xl)+~m~n(x~xl) for which the soft-constrained solution corresponds to a nearly optimal solution.
The results of Theorem 3.1 can easily be extended to the general case by considering all the previous data samples to be contained in the first block. As can be observed from these results, if the solution is to be near the global optimal solution for multiple blocks, the soft-constrained parameter should be chosen depending on the eigenvalues of the prior data correlation matrix.
Even though there are a number of algorithms available which allow recursive determination of these eigenvalues, this is not a particularly feasible scheme. I n the next section, we develop a new block FTF algorithm which allows greater flexibility in tracking by 2 adjusting the block length and at the same time all the information in the previous blocks are fully transferred to determine the current block weight. 
where WGcl in (11) minimizes (Ef_", in the block M -1. Note that the first cost function represents the cost function for a soft-constrained block-LS problem while the second one is the weighted block-LS problem. The next theorem shows that these problems can lead to same solution if the pi's are properly chosen. Table 2 . As shown in Theorem 4.1, the updating equation for the weight vector can be rewritten as
and dflnnkM is the desired vector for the M-th block. As in Table 2 the correlator quantitiespnr,k, and hnl,k,, for a block with data matrix Xn[,k, are, in our case, -dewhere d / , k , = dr,k, -WnL,-,k,-l , which for convenience can be written collectively in matrix form as fined as Pnl,k, = X;,k,-nX/,k,and hnl,k, = Xl,k,-,,dl,k,
The steps for implementing the modified block FTF are described in the following algorithm.
Algorithm
Step 1: Initialization of Parameters: . . , M yields the optimal solution for the whole data set up to the upper edge of the M-th block, while the case pi = 0 for i = 1, . . . , M -1 yields the BFTF algorithm of [2] . This feature allows processing of discontinuous data blocks or if required continuous data blocks with or without weighting. To implement the results of Theorem 4.1 using the original block FTF, the following algorithm for the modified block FTF algorithm is given.
Step 2: Order Updating and Filtering in Each Block:
0 Apply steps 1-20 of Table 2 for n = 1, . , N to determineAWNL,k, and update the weight using
Filter to obtain the output and error signals in the i-th block using w N L , k , .
Step 3: Parameter Updating.
It should be observed that information is passed from one block to another using correlational quantities accu- 
Test Results
The modified block FTF algorithm in Section 4 developed in this paper was examined on the actual acoustic bacscattered data obtained from. The incident signal and the backscattered for a submerged target and a cement chunk and for different aspect angles were used.
Seventy two aspect angles from 0" to 360° with 5" in between were used for both the target and the nontarget. The incident signal was a wide-band linear FM. The adaptive block FTF system had 32 tap weights. The reference input to the adaptive system was the incident waveform while the desired signal is the backscattered. The goal was to produce an accurate estimate of the specular component at the output of the adaptive filter hence generating the resonant part at the error signal [4]. To control the tracking, variable length blocks of sizes 100, 200, 300, and L where L represents a block length containing the rest of the samples in the backscattered signal were used. This is due to the fact that the first few hundred samples of the backscattered signal mostly contain the specular part after which the resonant part will appear (41. Thus, using smaller blocks at the beginning generally would provide a better tracking capability for the specular part while after resonance has appeared, switching to bigger block lengths would reduce the tracking of the backscattered. The weight updating rule generated a weight vector for each block and then the filtering was performed in each block in one pass. The results for target and cement chunk at 0" aspect angles are shown in Figs 1-2. As can be seen from the spectra of the error and output signals, for the target the separation of the resonant and specular components is successfully accomplished while for the cement chunk the resonant is not prominant. Overall, classification rates for the target and non-target measured solely based on evaluation of the spectra of output and error signal and for 72 aspect angles were 86% and 79%, respectively. 
