The problem of determining which abelian groups admit a full-rank normalized factorization is settled for the orders 64 = 2 6 , 81 = 3 4 , and 128 = 2 7 . By a computer-aided approach, it is shown that such groups of these orders are exactly those of type
Introduction
Let G be a finite abelian group. We use multiplicative notation, and denote the identity element of G by e. The order of an element g ∈ G is denoted by |g|. Let A and B be subsets of G. The product AB is defined to be {ab : a ∈ A, b ∈ B}. The list of elements ab, a ∈ A, b ∈ B
(1) may contain equal elements in which case |AB| ≤ |A||B|. If the elements in the list (1) are distinct, then we say that the product AB is direct. In this case |AB| = |A||B|. If the product AB is direct and is equal to G, then we say that the equation G = AB is a factorization of G. Sometimes we say that the product AB is a factorization of G.
If e ∈ A, then we say that the subset A is normalized. A factorization G = AB is called normalized if both A and B are normalized subsets. Let A be the smallest subgroup of G that contains A. In other words, let A be the span of A in G. A normalized subset A of G is called a full-rank subset if A = G. A normalized factorization G = AB is defined to be a full-rank factorization if both A and B are full-rank subsets of G. If a finite abelian group G does not admit full-rank factorization, then we say that G has the Rédei property. It turns out that if a finite abelian group has the Rédei property then so does each of its nontrivial subgroups [14] . As a consequence, each factorization of a group having the Rédei property can be constructed from factorizations of its subgroups.
A subset A of G is called periodic if there is an element g ∈ G \ {e} such that Ag = A. A factorization G = AB is called periodic if either A or B is periodic. Periodicity is a useful property in the study of full rank tilings, since all groups that only admit periodic factorizations have the Rédei property [15, Lemma 1] . See also [4] for some more history and background.
Much of this work is motivated by connections between error-correcting codes and factorizations of abelian groups, cf. [1, 2, 4, 5, 8] . Investigation of factorizations of abelian groups has therefore led to a better understanding of, for example, the structure of perfect error-correcting codes. More specifically, regarding properties of abelian p-groups, the current work is concerned with the following transition phenomenon. Roughly speaking, abelian p-groups whose representation as a direct product of its cyclic subgroups has very few factors have the Rédei property, but with an increasing number of factors in the direct product, the groups admit fullrank factorizations from some point on. What is still not so well understood is the transition between these two phases. Computational studies, including the current one, aim at completing this picture by exploring the boundary.
We begin in Section 2 by looking at the computational problem of finding sets B of a factorization, given the set A. We call this the complementer factor problem. Two propositions regarding Corrádi subgroups are proved in Section 3, and some central characterization results for the Rédei property and full rank tilings are listed in Section 4. The (computational) results for the groups of order 81 are presented in Section 5 and those for groups of orders 64 and 128 in Section 6, respectively. It turns out that the abelian groups of these orders that admit a fullrank normalized factorization are exactly those of type (2
, and (2 2 , 2 2 , 2, 2, 2). The paper is concluded in Section 7.
The complementer factor problem
Suppose we are given a finite abelian group G and a subset A of G. The problem is to decide if there is a subset B of G such that G = AB is a factorization of G. If |A| does not divide |G|, then clearly there cannot be any factorization of G in the form G = AB. Thus we will assume that |A| divides |G|.
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The fact that G = AB is a factorization of G is equivalent to the fact that the sets Ab, b ∈ B form a partition of G. This suggests the following solution to the complementer factor problem. Form the family of the subsets Ag, g ∈ G, and search for members of this family that form a partition of G. The general problem of finding a partition of a set given a family of subsets of the set is known as the exact cover problem, so we here have instances of that problem and can apply known algorithms. In [8] and [7] the exact cover approach was used to study the Rédei property of elementary 2-groups and elementary 3-groups, respectively.
It is well known that instances of exact cover where all candidate subsets have the same size (here, |A|) can be transformed into a clique problem. Namely, construct a graph with one vertex for each candidate subset and insert edges between vertices whose corresponding subsets are nonintersecting. In our case, the (maximum) cliques of size |G|/|A| are the solutions to the complementer factor problem. The exact cover approach is more efficient than the clique approach, but there are two reasons why also the clique approach is useful here. First, only the clique approach is applicable if we want to find B given a partial A. Second, in the clique framework there are some additional possibilities for pruning, as we shall see next. In fact, computationally, the best approach is a combination of clique search and exact cover.
The fact that G = AB is a factorization of G is equivalent to the fact that the product AB is direct and it has |G| elements. Note that the product is direct if and only if
Here A t stands for the set {a t : a ∈ A}, where t is an integer. In particular, note that A t is not AA · · · A (t times). Let us introduce a graph Γ. The vertices of Γ are the elements of G. We insert an edge between the vertices g and h exactly when gh −1 ∈ A −1 A. It is straightforward to see that the graph we obtain in this manner is isomorphic to the graph derived earlier from the exact cover formulation.
By Proposition 2 of [12] , in the factorization G = AB the factor A can be replaced by A t to get the factorization G = A t B for each integer t provided t is relatively prime to |A|. This means that B is a complementer factor not only to A but to each A t . One can define Γ 1 to use all this available information. Namely insert an edge between g and h exactly when
Clearly Γ 1 is constructed from Γ by deleting certain edges of Γ. Using Γ 1 instead of Γ speeds up the search. Annihilators can also be useful in the search for full-rank factorizations as we shall now see. Let χ be a character of the finite abelian group G. For a subset A of G we define χ(A) to be the complex number a∈A χ(a). When |A| = |B|, one may assume that the annihilator of one of the sets is not smaller than the annihilator of the other; cf. [17] . Without loss of generality, one may therefore assume that the annihilator of one the sets, say A, contains at least (|G| − 1)/2 elements. In some cases, this is a very effective additional possibility of pruning the search.
The next section shows that sometimes with a little extra book keeping the characters can be used to recognize if a factor is periodic.
The Corrádi subgroup
If the finite abelian group G is a direct product of its cyclic subgroups of orders t 1 , . . . , t n , then we say that G is of type (t 1 , . . . , t n ). Let p be a prime and let G be a group of type (p
is called the exponent of G. The order of each element of G divides the exponent.
To a subset A of a finite abelian group G we assign
where the intersection is taken over all characters χ of G. Clearly K is a subgroup of G being the intersection of subgroups and it is called the Corrádi subgroup of A.
The following lemma is an extension of Lemma 2 of [7] . Lemma 1. Let p be a prime and let G be a finite abelian p-group whose exponent is q. Let A be a normalized subset of G such that |A| is a divisor of |G| and |A| > 2. Set
Then g is an element of the Corrádi subgroup of A.
Proof. We would like to show that χ(g) = 1 for each character χ of G. Let χ be a character of G for which
There is a (p β )th primitive root of unity ρ such that each χ(a) is a power of ρ. Say χ(a) = ρ γ(a) for each a ∈ A. Obviously, p β is a divisor of q and consequently ρ q = 1.
redei128
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By the remark after Lemma 3.1.1 of [16] ,
Using this we compute χ(g). First we deal with the case when p is odd.
as required. Let us turn to the p = 2 case. Note that now ρ p β−1 = −1. Further note that as 2t = |A| divides |G|, it follows that 2t is a power of 2. As 2t > 2, t must be even.
This completes the proof.
Theorem 2. Let p be a prime and let G be a finite abelian p-group whose exponent is q. Let G = AB be a normalized factorization of G, where |A| > 2. Set
Proof. Let g = d q/p . As |d| = q, it follows that g = e. We claim that g is a period of B. It is enough to show that χ(Bg) = χ(B) holds for each character χ of G.
If χ(g) = 1 or χ(B) = 0, then χ(Bg) = χ(B) obviously holds. Thus we may assume that χ(g) = 1 and χ(B) = 0. From χ(g) = 1 one can see that χ is not the principal character of G. Applying χ to the factorization G = AB gives that 0 = χ(G) = χ(A)χ(B). As χ(B) = 0, it follows that χ(A) = 0. Lemma 1 is applicable and gives the contradiction that χ(g) = 1.
We will use the following result several times later.
Lemma 3. Let G be a finite abelian group such that each proper subgroup of G has the Rédei property. If G = AB is a normalized full rank factorization of G, then neither A nor B is periodic.
Proof. Assume on the contrary that one of the factors A and B is periodic. Say A is periodic. There is a subgroup H of G and a normalized subset C of A such that the product CH is direct and is equal to A. From the factorization G = AB = CHB by considering the factor group G/H we get the factorization
Using the fact that G/H is isomorphic to a proper subgroup of G and that each proper subgroup of G has the Rédei property we can derive the contradiction that either A = G or B = G.
Previous work
For easier reference to central earlier results, we list these as theorems.
Theorem 4. (Szabó [14] ) Let G be a finite abelian group that has the Rédei property. If H is a nontrivial subgroup of G, then H also has the Rédei property.
Corollary 5.
If H is a finite abelian group that admits a full-rank factorization, and H is a subgroup of a finite abelian group G, then G also admits a full-rank factorization. Small p-groups with full-rank factorization 7
Groups of order 81
There are 5 partitions of the number 4 and so there are 5 nonisomorphic abelian groups of order 81 = 3 4 as depicted in Table 1 . In Table 1 as well as in the subsequent Tables 4 and 6 , we indicate for each group whether it has the Rédei property (R) or a full-rank factorization (F) Proof. Let G be a group of type (3 2 , 3, 3) with basis elements x, y, z, where |x| = 3 2 , |y| = |z| = 3. Choose a normalized factorization G = AB of G, and assume that this factorization is full-rank. Without loss of generality, we may assume that |A| ≤ |B|. If |A| = 3, then as the two elements of A \ {e} cannot span G the factorization G = AB cannot be full-rank. Thus |A| = |B| = 3 2 , and without loss of generality we assume that the annihilator of A is at least as large as the annihilator of B.
If each element of A is of order 3, then A ⊂ x 3 , y, z and so A is not a full-rank factor. Thus we may assume that A contains an element of order 9. We can choose the basis x, y, z such that x is equal to this element of order 9. In other words we may assume that x ∈ A. As | x | = 9 < 81 = |G|, there is an element in A \ x . We can choose the basis x, y, z such that this element is of the form x α y. Continuing in this way there is an element in A \ x, x α y . We can choose the basis x, y, z such that this element is of the form x β z. Thus e, x, x α y, x β z are elements of A, that is,
where 0 ≤ α ≤ β ≤ 8 and
In fact we may assume that 0 ≤ α ≤ β ≤ 2. To see why let us divide α by 3 with remainder to get α = 3q + r, 0 ≤ r ≤ 2. Now x α y = x 3q+r y = x r (x 3q y) and we can denote (x 3q y) by y. Table 2 , the size of the annihilator is at most 38. To settle this case, one can check that in the three exceptional cases A is periodic. Since each abelian group of order 27 has the Rédei property, by Lemma 3 we get a contradiction. 000  000  000  100  100  100  110  110  110  101  101  101  002  010  012  102  020  021  111  111  112  112  120  121  001  121  122 We are still left with 5 choices of α and β. We do not sort out these cases rather we turn to a more efficient approach.
We combine the annihilator and clique methods. Let G be a normalized factorization, where |A| = |B| = 9. We may assume that |Ann(A)| ≤ |Ann(B)| since this is only a matter of swapping the factors A and B. Define the graph Γ 1 as described in Section 2. The vertices of Γ 1 are the elements of G. There is an edge between two vertices g and h in Γ 1 if
Let us now define a new graph Γ * When α = β = 1, then Γ * 1 has 14 767 (normalized) cliques of size 9. 8 172 of them are nonperiodic and full-rank. Each of these has annihilator of size at most 34. In the earlier approach we had to deal with 19 757 815 choices for the set A. Right now we have to handle only 14 767 possibilities.
We further reduce the number of possibilities for α and β. Suppose α = 2, β = 2. Multiplying the elements e, x, x 2 y, x 2 z
by (x 2 y) −1 we get
Let
Note that x 1 , y 1 , z 1 is also a basis for G. In short the α = 2, β = 2 case can be reduced to the α = 2, β = 0 case. Suppose α = 1, β = 1. Multiplying the elements e, x, xy, xz by x −1 we get x −1 , e, y, z. Introducing the x 1 = x −1 , y 1 = y, z 1 = z notations we can see that the α = 1, β = 1 case reduces to the α = 0, β = 0 case.
Suppose α = 1, β = 2 and consider the elements e, x, xy, x 2 z. Let x 1 = x 2 z. Now In summary we should consider only the cases when (α, β) is equal to one of the (0, 0), (0, 1), (0, 2).
In the α = β = 0 case there are 75 399 cliques of size 9 in Γ * 1 containing e. 55 692 of these are nonperiodic and full-rank. These are the possible choices for B. We compute the size of the annihilator of B in each case. In each case the size of the annihilator is at most 20.
In the α = 0, β = 1 case Γ * 1 contains 35 969 (normalized) cliques of size 9. 22 752 of them are nonperiodic and full-rank. Each of these has annihilator of size at most 20.
When α = 0, β = 2, then Γ * 1 has 14 767 (normalized) cliques of size 9. 8 172 of them are nonperiodic and full-rank. Each of these has annihilator of size at most 34.
Theorem 12. The group of type (3 3 , 3) has the Rédei property.
Proof. Let G be a group of type (310 Harri Haanpää, PatricÖstergård, Sándor Szabó 468  432  10  972  12  72  540  14  810  360  20  702  648  1 152  34  108  Total  55 692  22 752  8 172 of [10] , the factorization is periodic. Thus we may assume that |A| = |B| = 3 2 , and that the annihilator of B is at least as large as the annihilator of A.
If each element of A is of order at most 9, then A ⊂ x 3 , y and so A = G. Thus we may assume that A contains an element of order 27. We can choose the basis x, y such that |x| = 27.
As | x | = 27 < 81 = |G|, there is an element in A \ x . We can choose the basis x, y such that this element is of the form x α y. Thus
where 0 ≤ α ≤ 26 and
Let us divide α by 9 with remainder to get α = 9q + r, 0 ≤ r ≤ 8. Now x α y = x 9q+r y = x r (x 9q y) and we can denote (x 9q y) by y. Thus we may assume that 0 ≤ α ≤ 8.
We further reduce the number of choices for α. Suppose α = 8. Multiplying the elements e, x, x 8 y by x −1 we get x −1 , e, x 7 y. Let
and so x 7 y = x 1 y we can see that the elements e, x, x 8 y are equal to x 1 , e, x 2 1 y 1 . Thus the α = 8 case can be reduced to the α = 2 case. A similar argument gives that the α = 7 case can be reduced to the α = 3 and the α = 6 case can be reduced to the α = 4 case.
Suppose α = 5. Raising the elements e, x, x 5 y to the power 2 we get e, x 2 , x 10 y 2 = x(x 9 y 2 ). Let x 1 = x(x 9 y 2 ). Now x 2 1 = x 2 (x 18 y) and so x 2 1 (x 9 y 2 ) = x 2 . Setting y 1 = x 9 y 2 one can see that the elements e, x, x 5 y are equal to e, x 2 1 y 1 , x 1 . Therefore the α = 5 case can be reduced to the α = 2 case. A similar argument gives that the α = 4 case can be reduced to the α = 7 case. In summary we should consider only the α = 0, 1, 2, 3 possibilities. respectively. These cliques correspond to the factors B. As it turned out each of them was either periodic or not full-rank.
It is worth pointing out that the number of the choices for A 2 is 81 − 3 6 = 78 6 = 256 851 595
and so trying to find the complementer factors to A first extending A 1 to A would lead to a large number of instances of the exact cover problem.
We now summarize the situation for order 81. To conclude the section on groups of order 81, only the status of the group of type (3 3 , 3) was open. By a computer search tailored for this purpose, we found that it, too, has the Rédei property.
Among abelian groups of order 64 and 128, there are a larger number of open cases. It would be a tedious and error-prone process to tailor arguments to each case separately. Therefore, in the following section we design a method that is applicable to all p-groups, in principle only limited by the available computation resources. While this algorithm is not as efficient as an algorithm tailored for a specific group might be, we are able to obtain results for groups of order 64 and 128.
Groups of orders 64 and 128
In order to test the abelian groups of orders 64 and 128 for the Rédei property, we designed an algorithm that enumerates, up to isomorphism, all possible ways of factoring an abelian p-group. The algorithm does not make use of properties of specific individual groups.
In principle, to test for a group G whether a full-rank factorization G = AB with |A| = k exists, the algorithm first constructs all k-element subsets A of G and tests for each of them whether A = G. In the positive case, the question is then whether there exist sets B such that G = AB. The approach outlined in Section 2 is then used to find all such B. Then it only remains to test whether B = G.
In practice, however, abelian groups have a considerable amount of symmetry, and we need not consider all k-element subsets A. We consider two k-subsets A and A equivalent, if one can be obtained from the other by applying an automorphism of the underlying abelian group and a translation. These operations form a group of equivalence operations that partitions the k-subsets into orbits; it suffices to examine one k-subset from each equivalence class.
To construct all k-subsets of G up to equivalence, we use an orderly algorithm in the style of Faradžev [6] and Read [9] . We order the elements of G in the lexicographical order of their list representations, and we order the k-subsets of G lexicographically. We have a group of equivalence operations that partitions the ksubsets into orbits; from each orbit we choose the lexicographical minimum element as the canonical representative of the orbit. Under these assumptions, it can be shown that every canonical k-subset can be constructed from a canonical (k − 1)-subset by adding an element that comes after all the elements previously in the (k − 1)-subset; consequently we may eliminate noncanonical subsets encountered during the search from consideration. In the problem at hand, two k-subsets of G are equivalent, if one can be mapped onto the other by an automorphism of G, by translation, or by a combination of these operations.
Testing canonicity of a k-subset of an abelian group is not entirely straightforward. Shoda [13] found that when the elements of a primary abelian group G whose order is a power of prime p are expressed as row vectors x, the automorphisms of G may be described as α(x) = xM , where M is a matrix of the form 
with det M ≡ 0 (mod p), where h ij are integers in the range 0 ≤ h ij < p eµ with µ = max(i, j). To save us the trouble of matrix manipulation during the search, we precompute a lookup table for the canonical forms of t-subsets of G for as large t as we have computer memory for. Using the table, we can look up the canonical form of a t-subset. To save space, we only consider t-subsets that contain e.
We use a union-find method for constructing the table. Initially all t-subsets that contain e are assumed to be in different equivalence classes, and then classes are joined as we find that their elements are in fact equivalent. Our union-find is structured so that we can always easily find the lexicographic minimum t-subset in a class. First we consider all translations: if a translation maps a t-subset in some equivalence class onto a t-subset in a different equivalence class, those classes are joined. Then, we let a number of random automorphisms of G act on the lexicographic minimum t-subset of each class, and if the automorphism would map the t-subset onto a t-subset in a different class, those classes are then joined. After a sufficient number of random automorphisms of G join the classes together, our lookup table gives the canonical representative of each t-subset with high probability. To see this, suppose that at some point our algorithm has two classes of t-subsets that are actually equivalent and let a random automorphism act on the lexicographic minimum t-subset in the smaller class. By the orbit-stabilizer theorem, there is then at least a 1/2 probability that the t-subset is mapped onto a t-subset in the other class and our algorithm will join the classes. In our computations, we generate
