Communicated by Bruce C. Berndt It is shown that (two-variable generalizations of) more than half of Slater's list of 130 Rogers-Ramanujan identities (L. J. Slater, Further identities of the Rogers-Ramanujan type, Proc. London Math Soc. (2) 54 (1952), 147-167) can be easily derived using just three multiparameter Bailey pairs and their associated q-difference equations. As a bonus, new Rogers-Ramanujan type identities are found along with natural combinatorial interpretations for many of these identities.
Introduction
As usual, let us define (A; q) n := (1 − Aq j ), (A 1 , A 2 , . . . , A r ; q) ∞ := (A 1 ; q) ∞ (A 2 ; q) ∞ · · · (A r ; q) ∞ , and assume throughout that |q| < 1. x n q ( n 2 ) (q; q) n = (−x; q) ∞ .
(1.6)
One reason that identities (1.4) and (1.5) are significant is that they foreshadow a pair of deeper identities discovered first by L. J. Rogers [28] , and later independently rediscovered by S. Ramanujan Rogers ([28] , [29] ) and Ramanujan [9, Chapter 11] discovered a number of q-series identities of similar type, and such identities are usually called "Rogers-Ramanujan type identities" in the literature. Another early Rogers-Ramanujan type identity is due to F. H. Jackson [22, p. 170 In a pair of papers ( [12] , [13] ) written during World War II, W. N. Bailey discovered the underlying mechanism behind Rogers' identities (now known as "Bailey's lemma"), and together with F. J. Dyson, discovered a number of new Rogers Equations (1.11) and (1.12) subsequently rose to prominence after they were interpreted combinatorially by H. Göllnitz [19] and B. Gordon [21] . Interest in Bailey pairs, new Rogers-Ramanujan type identities, and related topics continues to the present day; notable examples in the recent literature include papers Andrews and Berkovich [8] ; Bressoud, Ismail, and Stanton [15] ; and Warnaar [37] to name a few. Please see [33, §5] for a more extensive list of relevant references.
In [32] and [33] , I showed that all of the Bailey-Dyson results (which included many of Rogers' identities as well) could be recovered using a single device which I called the "standard multiparameter Bailey pair" (SMBP), combined with a particular set of q-difference equations. As a byproduct, many new double-sum RogersRamanujan type identities were discovered. In the conclusion of [33] , I suggested that there might exist additional fundamental multiparameter Bailey pairs, which together with the SMBP, could account for not only the Bailey-Dyson identities, but many of Slater's additional results as well. This in fact turns out to be the case. Just as the two Rogers-Ramanujan identities (1.7-1.8) are the simplest results derivable from the SMBP, the Euler identities (1.4-1.5), and the Jackson-Slater identities (1.9-1.10) are the central results with respect to two additional multiparameter Bailey pairs which happen to be very closely related to the SMBP. Accordingly, I will call these new multiparameter Bailey pairs the "Euler multiparameter Bailey pair (EMBP)" and the "Jackson-Slater multiparameter Bailey pair (JSMBP)" respectively. (See §3 for details.) Once Slater's identities are viewed from the perspective of these multiparameter Bailey pairs, it becomes clear that there are many additional (new) identities which are "near by" Slater's results and I will present a number of elegant examples of such identities in §5, including 14) and n,r≧0
But first, background information will be presented in §2, followed by the definitions and examples of explicit evaluations of the multiparameter Bailey pairs and their associated q-difference equations in §3. In §4, the derivation of two-variable generalized Rogers-Ramanujan type identities will be discussed. Slater's identities and new Slater type identities will be given in §5. I give partition theoretic implications related to dilated versions of infinite family partition theorems due to Gordon [20] , Bressoud [14] , and Andrews-Santos [11] in §6. Some observations relating to the extraction of selected summands of series will be discussed in §7. Finally, concluding remarks and suggestions for further research appear in §8.
Background
Definition 2.1. A pair of sequences (α n (x, q), β n (x, q)) is called a Bailey pair if for n ≧ 0,
In [12] and [13] , Bailey proved the fundamental result now known as "Bailey's lemma" (see also [5, Chapter 3] ). Theorem 2.2 (Bailey's lemma). If (α n (x, q), β n (x, q)) form a Bailey pair and
2)
It will be useful to highlight several special cases of the Bailey lemma; see [31, Cor. 1.3] for more detail:
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and n≧0
Remark 2.4. The α n (x, q) is normally chosen so that upon inserting it into one of (2.3), (2.4), (2.5) and setting x = 1, the RHS sums to an infinite product via Jacobi's triple product identity [4, p. 21, Thm. 2.8]. Simultaneously, the α n (x, q) should be chosen so that the corresponding β n (x, q) is "nice" in some unquantifiable aesthetic sense. See also Remark 3.5.
Multiparameter Bailey Pairs and Associated q-Difference Equations

Definitions of the Multiparameter Bailey Pairs
Notice from the definition of Bailey pair (2.1), once an α n (x, q) is specified, the corresponding β n (x, q) is completely determined (and vice versa). Thus it is sufficient to explicitly specify only one of the pair. In [33] , I defined (with slightly different notation) the standard multiparameter Bailey pair:
where
and let β
Two additional multiparameter Bailey pairs will now be introduced.
Definition 3.2 (Euler multiparameter Bailey pair (EMBP)).
Let
and let β (d,e,k) n (x, q) be determined by (2.1).
Definition 3.3 (Jackson-Slater multiparameter Bailey pair (JSMBP))
. Letᾱ
and letβ (d,e,k) n (x, q) be determined by (2.1).
Proposition 3.4.
Proof. Each follows directly from (2.1) combined with the appropriate one of (3.1)-(3.4).
were defined so that the series on the right hand sides of (3.5)-(3.7) would be very well-poised, see, e.g., [6] or [18, Chapter 2].
Explicit Evaluations
Selected Evaluations of the SMBP
In Bailey [13, pp. 5-6] , several Bailey pairs are found; in our current notation, this translates to
13)
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Perhaps the most important and fundamental Bailey pair of all is the unit Bailey pair, which appears in our current notation as
See [5, §3.5] for the standard applications of the unit Bailey pair.
In [31] and [33] , two dozen other explicit evaluations are given for particular values of of (d, e, k) for β (d,e,k) n (x, q), so we will turn our attention here to β
The method of evaluation employs standard q-hypergeometric summation and transformation formulas such as those found in [18] ; see [33, §3.2] for more detail.
Selected Evaluations of the EMBP
β (1,1,1) n (x, q) = (−1) n x −n (q 2 ; q 2 ) n (3.16) β (1,1,2) n (x, q) = 1 (q 2 ; q 2 ) n (3.17) β (1,2,2) n (x 2 , q 2 ) = (q; q 2 ) n (q 2 ; q 2 ) n (−xq; q) 2n (3.18) β (1,2,3) n (x 2 , q 2 ) = 1 (−q; q) 2 n r≧0 q ( r+1 2 ) (−x; q) r (q; q) r (−xq; q) n+r (q; q) n−r (3.19) β (1,2,4) n (x 2 , q 2 ) = r≧0 x 2r q 2r 2 (q; q 2 ) r (q 2 ; q 2 ) r (−xq; q) 2r (q 2 ; q 2 ) n−r (3.20) β (1,6,4) n (x 6 , q 6 ) = 1 (q 6 ; q 6 ) 2n r≧0 x 2r q 2r 2 (q; q 2 ) r (x 2 q 2 ; q 2 ) 3n−r (q 2 ; q 2 ) r (−xq; q) 2r (q 6 ; q 6 ) n−r (3.21) β (2,1,3) n (x, q) = (−q; q 2 ) n (q 2 ; q 2 ) n (xq; q 2 ) n (3.22) β (2,1,4) n (x, q) = 1 (−q; q) n r≧0 q ( r+1 2 ) (−x; q 2 ) r (q; q) r (xq; q 2 ) r (q; q) n−r (3.23) β (2,1,5) n (x, q) = r≧0 q r 2 (−q; q 2 ) r (q 2 ; q 2 ) r (xq; q 2 ) r (q; q) n−r (3.24) β (2,2,4) n (x 2 , q 2 ) = (xq 2 ; q 2 ) n (−q 2 ; q 2 ) n (x 2 q 2 ; q 2 ) 2n r≧0 q 2r 2 (q 4 ; q 4 ) r (q 4 ; q 4 ) n−r (3.25) β (2,2,5) n (x 2 , q 2 ) = 1 (−xq; q) 2n r≧0 x r q r 2 (−q; q 2 ) r (q 2 ; q 2 ) r (x 2 q 2 ; q 2 ) r (q 2 ; q 2 ) n−r (3.26) 3.2.3. Selected Evaluations of the JSMBP β (1,1,1) n (x, q) = q −n/2 (q; q) n (x √ q; q) n (3.27) β (1,1,2) n (x, q) = 1 (q; q) n (x √ q; q) n (3.28) β (1,2,2) n (x 2 , q 2 ) = (−x √ q; q) 2n (q 2 ; q 2 ) n (−xq; q) 2n (x 2 q; q 2 ) n (3.29) β (1,2,3) n (x 2 , q 2 ) = 1 (−xq; q) 2n r≧0 x r q r 2 (q; q) r (x √ q; q) r (q 2 ; q 2 ) n−r (3.30) β (1,2,4) n (x 2 , q 2 ) = r≧0 x 2r q 2r 2 (−x √ q; q) 2r (−xq; q) 2r (x 2 q; q 2 ) r (q 2 ; q 2 ) r (q 2 ; q 2 ) n−r (3.31) β (2,1,3) n (x, q) = (1 − xq n )(x; q 2 ) n (q; q) n (x; q) n (xq; q 2 ) n (3.32) β (2,1,4) n (x, q) = 1 (xq; q 2 ) n r≧0 x r q 2r 2 (q; q) n−2r (xq; q 2 ) r (q 2 ; q 2 ) r (3.33) β (2,1,5) n (x, q) = r≧0 x r q r 2 (x; q 2 ) r (q; q) r (x; q) r (xq; q 2 ) r (3.34) β (2,2,4) n (x 2 , q 2 ) = 1 (−xq; q) 2n r≧0 x r q 2r 2 (q 2 ; q 2 ) n−r (xq; q 2 ) n−r (xq; q 2 ) r (q 2 ; q 2 ) r (3.35) β (2,2,5) n (x 2 , q 2 ) = 1 (−xq; q) 2n r≧0 x r q r 2 (x; q 2 ) r (q; q) r (x; q) r (xq; q 2 ) r (q 2 ; q 2 ) n−r (3.36)
q-Difference Equations
In [4, p. 106, Eqs. (7.2.1) and (7.2.2)], Andrews defines the following functions:
Definition 3.6. For real k and i, with |x| < |q| −1 and |q| < 1, 
Also, we will need [3, p. 436, Eq. (2.8)] 
Now we are ready to state a theorem which will yield many two-variable RogersRamanujan type identities.
Theorem 3.7. For positive integers d, e, and k,
Proof. Insert each of the three multiparameter Bailey pairs into (2.3). The equality of each resulting right hand side with the respective right hand sides of (3.43)-(3.45) is easily verified by direct calculation.
Guided by the preceding theorem, let us make the following definitions, which will facilitate the derivation and cataloging of families of two-variable RogersRamanujan type identities. Definition 3.8. For d, e, and k ∈ Z + , let
We record the q-difference equations and initial conditions which establish Q
(x) uniquely as double power series in x and q.
Proof. Equation (3.49) follows from (3.39), (3.46), and (3.41). Equation (3.50) can be traced back to the fact that when x is set to 0 in (3.37), the only nonzero term is the n = 0 term, which is 1.
The proofs of the following are analogous:
Two-Variable Rogers-Ramanujan Type Identities
The basic machinery is now in place to derive many Rogers-Ramanujan type identities in the two variables x and q. While the x = 1 specialization of each of the "Q" functions admits a representation as an infinite product (see §5), it is advantageous to leave x unspecialized for the time being. Indeed, we shall see in §6.1 that many of the "Q" functions enumerate certain restricted classes of integer partitions, where the exponent on q enumerates the weight of the partition and the exponent on x enumerates the length of the partition. Bailey's treatment ( [12] and [13] ), unlike that of Slater ([34] , [35] ), leaves this extra variable unspecialized as long as possible.
(Please note that in [12] and [13] , Bailey's "x" corresponds to our "q" and Bailey's "a" corresponds to our "x," thus Bailey refers to his two variable identities as "ageneralizations of Rogers-Ramanujan type identities." The choice of variable name in this paper was made to simplify cross references with the works of Andrews [3] , [4] , [11] .) We now examine how to derive many families of two-variable Rogers-Ramanujan type identities. 
1)
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Theorem 4.2. For positive integers d, e, and k,
Proof. First, we establish (4.4):
d(e−1)+k (x) (by (3.46)). Next, we establish (4.5):
d(e−1)+k (x) (by (3.47) .) The proof of (4.6) is analogous.
Once the form of F (d,e,k)
d(e−1)+k (x) is known for a given (d, e, k), the other expressions corresponding to i = 1, 2, . . . , d(e−1)+k−1 can be found via the q-difference equations (3.51). To keep this paper as self contained as possible, one example will be given to illustrate this here. Additional examples may be found in [31] and [32] . 
Furthermore, note that we must have
because of (3.41) and
because of (3.42). Now we use the fact that the F (1,2,3) i (x) must satisfy (3.51). First, consider (3.51) with i = 1:
which immediately implies
Next, consider (3.51) with i = 4, which implies
Finally, (3.51) with i = 2 implies
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Rogers-Ramanujan-Slater Type Identities
The "Q" functions simplify to infinite products when x = 1. This is, of course, a crucial feature of the "Q" functions since Rogers-Ramanujan type identities establish the equivalence of q-series with infinite products.
Lemma 5.1.
(q e ; q e ) ∞ (5.1)
Proof. Equation (5.1) is true because We are now poised to derive the majority of identities in Slater's list via the following procedure:
• Evaluate one of the three multiparameter Bailey pairs for specific values of d, e, and k.
• Insert into one of the three limiting cases of Bailey's lemma (BL).
• Derive the full family of d(e − 1) + k associated identities via the associated q-difference equations. Table 1 below summarizes how many of the identities in Slater's list fit into our multiparameter Bailey pair/q-difference equation scheme.
The legend for Table 1 is as follows:
• "SN" stands for "Slater number" (i.e. the equation number as it appears in [35] ).
• The "MBP" column indicates which multiparameter Bailey pair (standard, Euler, or Jackson-Slater) is being used.
• "BL" stands for "limiting case of Bailey's lemma" with the abbreviations "W", "T", and "S" representing (2.3), (2.4), and (2.5) respectively.
• The "notes" column contains references prior to Slater, where they exist, and other explanatory comments. The term "sign variant" refers to the fact that in some cases Slater used a Bailey pair α n which amounts to the use of a particular evaluation of one of the SMBP's, but with the extra factor of (−1) n/d included. 
To the best of my knowledge, (5.5) has not previously appeared in the literature. Several dozen double sum Rogers-Ramanujan type identities arising from the SMBP are listed in [33] . Below I have recorded some identities arising from the EMBP and JSMBP. Many more could be derived using the information in this paper. .4) = (π 1 , . . . , π s ) is a partition of n, then s is called the length of π and n is called the weight of π. The multiplicity of the positive integer r in the partition π, m r (π), is the number of times r appears as a part of π, i.e. m r (π) = #{h : π h = r}. Definition 6.2. An overpartition of an integer n is a nonincreasing finite sequence of positive integers whose sum is n in which the first occurrence of a given number may be overlined.
Thus, while there are only three partitions of 3, namely (3), (2, 1), and (1, 1, 1) ; there are eight overpartitions of 3, namely (3), (3), (2, 1), (2, 1), (2,1), (2,1), (1, 1, 1)  (1, 1, 1) .
The Rogers-Ramanujan identities were first interpreted combinatorially by MacMahon [26] and Schur [30] . In 1961, Basil Gordon [20] embedded the combinatorial Rogers-Ramanujan identities as the k = 2 case of the following infinite family of partition identities:
Remark 6.4. When comparing to the Andrews-Santos theorem below, it will be useful to note that the second condition of G k,i (n) is equivalent to "m j (π) + m j+1 (π) ≦ k − 1 for any positive integer j."
Just as the combinatorial Rogers-Ramanujan identities are the k = 2 cae of Gordon's theorem, combinatorial versions of the Euler identities (1.4) and (1.5) form the k = 2 case of the theorem of D. Bressoud [14] .
Theorem 6.5 (Bressoud's even modulus partition identity). Let 1 ≦ i < k. Let B k,i (n) denote the number of partitions π of n such that Remark 6.7. Notice that Bressoud's identity, unlike the other identities listed here, excludes the case i = k. This is presumably because 2)] showed that when 0 < a < b < k, the infinite product
generates partitions in which all parts are congruent to a or b modulo k, but that for any j, kj + a and kj + b are not both parts. Consequently, by observing that for k ≧ 3
(where the second factor on the RHS represents the empty product in the case k = 3), we may make the following definition:
denote the number of partitions of n such that for any nonnegative integer j, the integers kj + 2, kj + 3, . . . , kj + (k − 2) may appear as parts. Additionally, for any nonnegative integer j, either kj + 1 or kj + (k − 1), but not both, may appear as parts. Furthermore, by standard elementary techniques, it is natural to define C 2,2 (n) to be the number of partitions of n into distinct odd parts.
Now we may naturally extend Bressoud's identity to the case i = k:
Theorem 6.9. For k ≧ 2, let B k,k (n) denote the number of partitions π of n such that
In order to facilitate the statement of the next result, we make the following definition.
Definition 6.10. Let n, k and i be specified positive integers with 1 ≦ i ≦ k, and let π be a partition of n. The modified presentationπ of the partition π is the finite sequence obtained by appending k − i zeros to π. Let T k,i (n) denote the number of partitions of n into parts which are either even but not multiples of 4k, or distinct, odd, and congruent to ±(2i − 1) (mod 4k). Then S k,i (n) = T k,i (n) for all n.
Dilations
The Dilated Gordon Theorem
In [31] , I showed that the Rogers-Ramanujan type identities which arose by inserting (2.3) and considering the associated q-difference equations, could be interpreted combinatorially as the generating functions for partitions counted in Gordon's theorem, dilated by a factor of d, with nonmultiples of d allowed to appear without restriction.
In the present notation, this amounts to the observation that 
Furthermore, this identity is a combinatorial interpretation of the analytic identity F
For example, insert the (d, e, k) = (3, 1, 4) case of the standard multiparameter Bailey pair into (2.3). Then use the system of q-difference equations to find F 
which in turn can be interpreted combinatorially in terms of the k = 4, i = 3 case of Gordon's theorem dilated by a factor of 3, i.e. "the number of partitions of n into nonmultiples of 9 equals the number of partitions of n wherein 3 can appear as a part at most twice, the total number of appearances of any two consecutive multiples of 3 is at most three, and 1's and 2's can appear without restriction."
The Dilated Bressoud Theorem
From the preceding sections, we see that
where B ′ k,i (m, n) denotes the number of partitions of n enumerated by B k,i (n) which have exactly m parts. Accordingly the identities F
(1) can be interpreted combinatorially as partitions wherein nonmultiples of d allowed to appear as parts without restriction, and multiples of d may appear subjected to the restrictions imposed by Bressoud's theorem (dilated by a factor of d).
The Dilated Andrews-Santos Theorem
The situation with the dilated version of the Andrews-Santos theorem is somewhat less straight forward, and will have to be broken down to two cases.
(by [11, p. 96, (5.4) ]), (6.6) where S ′ k,i (m, n) denotes the number of partitions of n enumerated by S k,i (n) which have exactly m parts.
Since (xq 2d ; q 2d ) ∞ /(xq 2 ; q 2 ) ∞ enumerates partitions into parts which are even but not multiples of 2d, and
m q dn enumerates "AndrewsSantos" partitions dilated by a factor of d, when d is odd these two sets of partitions involve parts of independent magnitudes, but when d is even there is a conflict as both the infinite product and the double sum generate parts congruent to d (mod 2d). We will consider the easy case, where d is odd, first. By (6.6), we have already proved the following theorem: Theorem 6.13. Let d be an odd positive integer and let 1 ≦ i ≦ k. Let S d,k,i (n) denote the number of partitions π of n such that
Let T d,k,i (n) denote the number of partitions of n into parts which are either even but not multiples of 4dk, or distinct, odd, and congruent to ±d(2i − 1) (mod 4dk).
Furthermore, this identity is a combinatorial interpretation of the analytic identityF
.
Next, we turn to the case where d is even. Notice that by standard elementary reasoning,Q
can be interpreted combinatorially as the generating function for overpartitions of n where the overlined parts are congruent to ±d(2i − 1) (mod 4dk) and the nonoverlined parts are even but not multiples of 4dk. Further, note that
∞ when d is even. This factor can be interpreted as generating partitions into parts which are odd and such that if a given odd number appears, the number of appearances must be a multiple of d. The other factors 1
generate partitions into parts which are even but ≡ 0, d (mod 2d). Then the x = 1 case of (6.6) allows us to state the following theorem:
Theorem 6.14. Let d be an even positive integer and let
denote the number of partitions π of n such that
Let T d,k,i (n) denote the number of overpartitions of n into parts where which are either even but not multiples of 4dk, and the overlined parts are congruent to ±d(2i− 1) (mod 4dk).
Thus, for example, since (5.14) with q → q 2 isQ (2,1,4) 4
(1), its combinatorial interpretation is "the number of partitions π of n into parts such that • nonoverlined parts are even but not multiples of 32." Remark 6.15. When e > 1, the series F
not, in general, have nonnegative coefficients, so there is no hope of interpreting them directly in terms of ordinary partitions or overpartitions. It would be interesting, however, to find combinatorial interpretations in terms of objects more general than ordinary partitions or overpartitions.
Extraction of Selected Indices
Some identities can be thought of as the result of extracting half of the summands of another more primitive identity.
For example consider (5.26), which is merely (7.1) with q replaced by q 2 . The first summand of (7.3) is the series expression from one of Slater's identities [35, p. 157, Eq. (53) ], while the second summand is the same as the first with q replaced by −q. Thus (5.26) may be thought of as an "average" of two complementary presentations of Slater's identity number 53 (which we obtain here by insertingβ (1,2,2 ) n (x, q) into (2.3) ).
This line of inquiry can be pushed further. Let us examine Slater's identity number 53 similarly. The left summand of (7.4) is Slater's identity number 4 (which is obtained here by inserting β Analogously, Slater's identities 99 and 96 with q → q 4 are the even and odd summands, respectively, of identity 16. Thus in this instance, the four identities (Slater's 94, 96, 98, 99) are not derivable directly from any of the three multiparameter Bailey pairs of this paper, but are nonetheless a simple consequence of two of the identities (Slater's 16 and 20) which are derivable from the SMBP. Remark 7.1. All six of these identities (Slater's 16, 20, 94, 96, 98, 99) are actually due to L. J. Rogers [28] .
Conclusion
We have seen ( Table 1) that 71 of Slater's 130 identities can be explained by the three multiparameter Bailey pairs combined with limiting cases of Bailey's lemma and their associated q-difference equations. It is reasonable to ask why the other 59 identities do not fit into this scheme. There seem to be two fundamental characteristics that distinguish the 71 from the remaining 59.
Firstly, the variation of (2.5) actually used by Slater ([34] , [35] ) is obtained by With few exceptions, a Bailey pair α n which fits nicely into (2.3) and (2.4) to give an instance of the triple product identity when x = 1 or x = q is likely not to do so when inserted into (8.1). Thus there may be one or more multiparameter Bailey pairs which work well with (8.1). Combinatorially, identities associated with (8.1) fit naturally into the realm of overpartitions, as studied recently by Jeremy Lovejoy ( [24] , [25] ), sometimes jointly with Sylvie Corteel [16] . The other distinguishing feature in some of the 59 identities not accounted for in this paper is the appearance of instances of the quintuple product identity [36] in the product side. With further study, it is hoped that these identities can be understood in a manner similar to those already explained here.
