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PRESENTATIONS AND MODULE BASES OF
INTEGER-VALUED POLYNOMIAL RINGS
JESSE ELLIOTT
Abstract. Let D be an integral domain with quotient field K. For any set
X, the ring Int(DX) of integer-valued polynomials on DX is the set of all
polynomials f ∈ K[X] such that f(DX) ⊆ D. Using the t-closure operation on
fractional ideals, we find for any set X a D-algebra presentation of Int(DX) by
generators and relations for a large class of domains D, including any unique
factorization domain D, and more generally any Krull domain D such that
Int(D) has a regular basis, that is, a D-module basis consisting of exactly one
polynomial of each degree. As a corollary we find for all such domains D an
intrinsic characterization of the D-algebras that are isomorphic to a quotient
of Int(DX) for some set X. We also generalize the well-known result that a
Krull domain D has a regular basis if and only if the Po´lya-Ostrowski group
of D (that is, the subgroup of the class group of D generated by the images
of the factorial ideals of D) is trivial, if and only if the product of the height
one prime ideals of finite norm q is principal for every q.
1. Introduction
Let D be an integral domain with quotient field K. The ring of integer-valued
polynomials on D is the subring
Int(D) = {f ∈ K[X ] : f(D) ⊆ D}
of the polynomial ring K[X ]. More generally, if X is a set, then the ring of integer-
valued polynomials on DX is the subring
Int(DX) = {f ∈ K[X] : f(DX) ⊆ D}
of K[X] [3]. The study of integer-valued polynomial rings—on number rings—
began with Po´lya and Ostrowski circa 1919 [3, p. xiv]. They showed that, for any
number ring D, the D-module Int(D) has a regular basis, that is, a D-module basis
consisting of exactly one polynomial of each degree, if and only if the product Πq
of the prime ideals of D of norm q is a principal ideal for every q. In fact this
equivalence holds for any Dedekind domain D. More generally, if D is a Krull
domain, then Int(D) has a regular basis if and only if the product Πq of the height
one prime ideals of norm q is principal for every q [4, Corollary 2.5]. In particular,
if D is a unique factorization domain, then Int(D) has a regular basis. Moreover,
for any Krull domain D, there is a subgroup POG(D) of the class group Cl(D) of
D, generated by the images of the so-called factorial ideals n!D of D, that in some
sense measures the extent to which Int(D) fails to have a regular basis; specifically,
Int(D) has a regular basis if and only if the group POG(D) is trivial [4, Corollary
2.5]. One of our main results, Theorem 4.3 (in Section 4), generalizes these results
on Krull domains to a much larger class of integral domains, including the domains
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of Krull type (equivalently the Pru¨fer v-multiplication domains (PVMDs) of finite
t-character), hence the TV PVMDs. (The latter classes of domains are defined in
Sections 3 and 4.)
Since Po´lya’s and Ostrowski’s seminal work, much attention has been given to
finding D-module bases of integer-valued polynomial rings. For any Dedekind do-
main D for which Int(D) has a regular basis, [3, Proposition II.3.14] provides an
algorithm to construct any finite number of elements of such a basis. (Theorem
4.2 generalizes this algorithm.) Moreover, [4, Corollary 3.11] provides a character-
ization of all cyclic number fields K such that Int(OK) has a regular basis, and
[3, Corollary II.4.5] and [17, Propositions 3.4, 3.6, and 3.19] explicitly construct
all such K of degree 2, 3, 4, and 6 over Q. The number field K = Q(
√−5) is
an example where POG(OK) has order 2; so is K = Q(
√−29), where one also
has POG(OK) ( Cl(OK) [3, Exercise II.31]. Unfortunately we do not know a
characterization of the number fields K such that POG(OK) has order 2.
Although Int(D) does not have a regular basis for many (and probably most)
number rings D, the D-module Int(D) is free for any Dedekind domain D [3,
Remark II.3.7(iii)]. Surprisingly, however, there are no confirmed examples in the
literature (of which we are aware) of an integral domain D such that Int(D) is not
free as a D-module. In an earlier paper [8], we showed that Int(D) is locally free if
D is a Krull domain, or more generally if D is a TV PVMD [8, Theorem 1.2]. We
also conjectured that Int(D) is not flat as a D-module for D = F2[[T 2, T 3]] and for
D = F2 + TF4[[T ]]. This conjecture is still open.
In this paper we also consider a related problem, that of finding a D-algebra
presentation of Int(D) by generators and relations. This problem is motivated by
results in the existing literature on integer-valued polynomial rings as follows. First,
a presentation for Int(ZX) for any set X is given in [12], where the presentation
is used to provide several equivalent conditions for a ring to be binomial in the
sense of [18]. In [6] it is shown that, for any finite extension K of the field Qp of
p-adic rational numbers, one can construct from any Lubin-Tate formal group law
F ∈ OK [[X,Y ]] a minimal set {fi : i ≥ 0} of generators of Int(OK) as an OK-
algebra. (For example, if K = Qp and F = X + Y +XY , then fi =
(
X
pi
)
for all n.)
However, we do not know a complete set of relations for the generators fi. A more
well-known result, [3, Proposition II.3.14], implies that, for any Dedekind domain
D such that Int(D) has a regular basis, Int(D) is generated as a D-algebra by the
qnth q-Fermat polynomial F ◦nq = Fq ◦Fq ◦ · · · ◦Fq for all positive integers n and all
prime powers q, where Fq =
Xq−X
piq
and piq is any generator of Πq. The question of
the relations among these generators has not been raised. To this end we show in
Theorem 5.5 that the obvious relations (F ◦nq )
q − F ◦nq = piqF ◦(n+1)q are a complete
set of relations for the generators F ◦nq of Int(D). More generally, Theorem 5.5, for
a large class C of domains D, including the Krull domains D for which Int(D) has
a regular basis, provides for any set X a complete set of generators and relations
for the D-algebra Int(DX), using an apporpriate generalization of the q-Fermat
polynomials.
A nontrivial application of this algebra presentation of integer-valued polynomial
rings is as follows. It is known that a ring A is isomorphic to a quotient of Int(ZX)
for some set X if and only if the endomorphism a 7−→ ap of A/pA is the identity for
every prime number p [12, Theorem 4.1]. Theorem 7.5 generalizes this by showing
that, for any integral domain D and any (commutative) D-algebra A, if D is in the
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class C mentioned above or if A is D-torsion-free, then the following conditions are
equivalent.
(1) A is isomorphic to a quotient of Int(DX) for some set X.
(2) For every a ∈ A there is a D-algebra homomorphism Int(D) −→ A sending
X ∈ Int(D) to a.
(3) The endomorphism a 7−→ aN(p) of A/pA is the identity for every t-maximal
prime ideal p of D of finite norm N(p) = |D/p|. (The t-maximal ideals of
an integral domain are defined in Section 3.)
Our proof of the equivalence of conditions (2) and (3) above for domains in the
class C uses the presentation of Int(D) mentioned above in an essential way; for
this reason we suspect that the equivalence does not hold for all Dedekind domains
D and all D-algebras A, although we do not know a counterexample.
One of the main tools we use in this paper is that of a star operation, or ′-
operation, introduced by Krull in [16, Section 6.43], on fractional ideals. Specif-
ically, we use the well-known star operations of divisorial closure, t-closure, and
w-closure. These are immensely useful for generalizing known results on Dedekind
domains and Noetherian domains to larger classes of domains. All of the definitions
and facts we need are summarized in Section 3; proofs can be found in [13], which
is a classic reference on multiplicative ideal theory.
The main results in this paper—those results labeled “Theorem”—are Theorems
3.4, 3.6, 4.2, 4.3, 5.5, 6.3, 7.5, and 8.1. In Section 2 we provide a D-algebra
presentation for Int(D) when D is a finite dimensional local domain with principal
maximal ideal. In Sections 3 and 4 we generalize the results in [3, Sections II.1 and
II.3], which focus on Dedekind domains, to much larger classes of domains. There
we define and prove new results on the characteristic ideals and factorial ideals of
a domain, as well as its Po´lya-Ostrowski group, which we define when the factorial
ideals are t-invertible. In Section 5 we find a D-algebra presentation of D when D is
in a large class C of integral domains, including all Krull domains such that Int(D)
has a regular basis. Finally, in Sections 6 through 8 we apply our previous results
to the study of D-algebras that are isomorphic to Int(DX) for some set X, and also
to D-algebras A such that for every a ∈ A there is a D-algebra homomorphism
Int(D) −→ A sending X ∈ Int(D) to a.
All rings and algebras in this paper are commutative with identity. For any ring
R, and for any f ∈ R[X ] and any nonnegative integer n, we let f◦n denote the
n-fold composition of f with itself, where f◦0 = X .
2. The local case
In this section we find a D-algebra presentation for Int(D) when D is a finite
dimensional local domain with principal maximal ideal.
Lemma 2.1. If B ⊇ A is an integral extension of rings, and if a ∈ A is a nonze-
rodivisor, then a is a nonzerodivisor in B.
Proof. This is clear. 
Proposition 2.2. Let D be a local domain with principal maximal ideal piD and
finite residue field of order q. Let Fq =
Xq−X
pi ∈ Int(D). The unique D-algebra
homomorphism
ϕ :
D[X0, X1, X2, . . .] −→ Int(D)
Xk 7−→ F ◦kq
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is surjective, and if D has finite Krull dimension then kerϕ is equal to the ideal I
generated by Xqk −Xk − piXk+1 for all k ∈ Z≥0.
Proof. The homomorphism ϕ is surjective by [3, Remark II.2.14] and the proof
of [3, Proposition II.3.14]. Suppose that D has finite Krull dimension. For any
positive integer n, let
An = D[X0, X1, X2, . . . , Xn]
and
Bn = D[X,Fq, F
◦2
q , . . . , F
◦n
q ].
One has ϕ(An) = Bn, so ϕ restricts to a surjective homomorphism ϕn : An −→ Bn.
Moreover, one has kerϕ =
⋃
n kerϕn. It therefore suffices to show that kerϕn = Jn,
where Jn is the ideal in A generated by X
q
k−Xk−piXk+1 for 0 ≤ k ≤ n−1. Clearly
Jn is contained in kerϕn, so we have a surjective ring homomoprhism
ψn : A
′
n −→ Bn,
where A′n = An/Jn. We must show that kerψn = 0. Now, A
′
n is integral over
D[Xn], and likewise Bn is integral over D[F
◦n
q ]
∼= D[X ]. Therefore by [1, Exercise
11.6] both rings have Krull dimension dimD[X ] ≤ 1 + 2 dimD < ∞. Thus, since
Bn is an integral domain, the kernel of ψn must be a mimimal prime ideal in A
′
n.
But by Lemma 2.1, pi is a nonzerodivisor in A′n, so the map
A′n −→ A′n[pi−1] = D[pi−1][X0]
is an inclusion of rings. Therefore A′n is a domain, so the kernel of ψn, being a
minimal prime in A′n, is zero. 
We do not know if the hypothesis in Proposition 2.2 of the finite dimensionality
of D is necessary.
Remark 2.3. IfD is the ring of integersOK for some finite extension of the fieldQp
of p-adic rational numbers, then for any Lubin-Tate formal group law F ∈ D[[X,Y ]]
over D and for any a ∈ D, there is a unique formal power series
[a]F (T ) =
∑
n=1
cn(a)T
n ∈ D[[T ]]
such that [a]F (F (X,Y )) = F ([a]F (X), [a]F (Y )) in D[[X,Y ]] and c1(a) = a; more-
over, for each n one has cn(a) = fn(a) for all a ∈ D for a unique fn ∈ Int(D), and
deg fn ≤ n [6]. By [6, Theorem 3.1] one has
Int(D) = D[f1, f2, f3, . . .],
and in fact {fqi : i ≥ 0} is a minimal set of generators of Int(D) as a D-algebra,
where q is the cardinality of the residue field of D. For example, if K = Qp and
F = X + Y + XY , then fn =
(
X
n
)
for all n, and in that case a complete set of
relations among the fn is known. However, for general K and F we do not know a
complete set of relations for the fn. Such a complete set of relations would provide
an alternative D-algebra presentation for the ring Int(D) in this case.
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3. Regular bases and characteristic and factorial ideals
Let D be an integral domain with quotient field K. A regular basis of Int(D) is a
D-module basis of Int(D) consisting of exactly one polynomial of each degree. By
[4, Corollary 2.5], if D is a Krull domain, then Int(D) has a regular basis if and only
if the product Πq of all height one prime ideals p of D with |D/p| = q is a principal
ideal for every prime power q. In particular, Int(D) has a regular basis if D is a
unique factorization domain, since in that case every height one prime ideal of D is
principal. In this section and the next we find a more general characterization for
a much larger class of domains, including, for example, all TV PVMDs, using the
t-closure operation on fractional ideals, described below.
A fractional ideal of D is a D-submodule I of K such that I−1 = (D :K I) is
nonzero, or equivalently such that aI ⊆ D for some nonzero a ∈ D. A star operation
onD is a closure operation ∗ on the partially ordered set F(D) of nonzero fractional
ideals of D such that D∗ = D and I∗J∗ ⊆ (IJ)∗ for all I, J ∈ F(D). Equivalently,
a star operation on D is a self-map ∗ of F(D) satisfying the following conditions
for all I, J ∈ F(D) and all nonzero a ∈ D.
(1) I ⊆ I∗ = (I∗)∗, and I ⊆ J ⇐⇒ I∗ ⊆ J∗.
(2) D∗ = D.
(3) (aI)∗ = aI∗.
For any star operation ∗ one also has the following.
(4) (I∗J∗)∗ = (IJ)∗.
(5) (I∗ + J∗)∗ = (I + J)∗.
(6) (I∗ ∩ J∗)∗ = I∗ ∩ J∗.
We will make use of the following important star operations. First, the d-closure
star operation d is the identity operation. The divisorial closure star operation v,
also known as the v-operation, acts by v : I −→ Iv = (I−1)−1. The t-closure star
operation t acts by
t : I −→ It =
⋃
{Jv : J ⊆ I and J is finitely generated}.
Finally, the w-closure star operation w acts by
w : I −→ Iw =
⋃
{(I :K J) : J ⊆ D and Jt = D}.
One has d ≤ w ≤ t ≤ v, where one writes ∗1 ≤ ∗2 if I∗1 ⊆ I∗2 for all I ∈ F(D).
Under this partial ordering of star operations, d is the smallest star operation on
D; v is the largest star operation on D; t is the largest finite type star operation
on D, where ∗ is of finite type if I∗ = ⋃{J∗ : J ⊆ I and J is finitely generated} for
all I; and w is the largest stable finite type star operation on D, where ∗ is stable
if (I ∩ J)∗ = I∗ ∩ J∗ for all I, J .
If v = d on F(D), or equivalently, if d is the only star operation on D, then D is
said to be divisorial. For example, a Dedekind domain is equivalently a divisorial
Krull domain. If t = v on F(D), or equivalently, if v is of finite type, then D is
said to be a TV domain. Any Noetherian or Krull domain is a TV domain.
Let ∗ be a star operation on D. A fractional ideal I of D is said to be a ∗-ideal if
I∗ = I, and an integral ∗-ideal if I is a ∗-ideal contained in D. For example, every
invertible fractional ideal of D is a ∗-ideal. An ideal of D that is maximal among
the proper integral ∗-ideals of D is said to be ∗-maximal. Every ∗-maximal ideal of
D is prime. Moreover, if ∗ is of finite type, then every proper integral ∗-ideal of D
6 JESSE ELLIOTT
is contained in some ∗-maximal ideal of D. We let ∗-Max(D) denote the set of all
∗-maximal ideals of D, which is nonempty if ∗ is of finite type.
The operation (I, J) 7−→ (IJ)∗ on F(D) is called ∗-multiplication. The set of
all ∗-ideals of D is a partially ordered monoid under ∗-multiplication. Its group of
units is the group of ∗-invertible ∗-ideals, where a fractional ideal I is ∗-invertible
if (IJ)∗ = D for some fractional ideal J , in which case (II−1)∗ = D and I−1 = J∗
is the inverse of I under ∗-multiplication. The ∗-class group Cl∗(D) of D is the
group of ∗-invertible ∗-ideals of D under ∗-multiplication modulo the subgroup of
principal fractional ideals of D. Since any invertible ideal of D is a ∗-invertible
∗-ideal, one has Pic(D) ⊆ Cl∗(D), where Pic(D) = Cld(D) is the Picard group of
D. Here we will be particularly interested in the t-class group (or w-class group)
Clt(D) = Clw(D), which in general carries more information than the classical
object Pic(D). Note that a ∗-invertible ∗-ideal is a v-invertible v-ideal and Cl∗(D)
is a subgroup of Clv(D); and if ∗ is of finite type, then a ∗-invertible ∗-ideal is a
t-invertible t-ideal and Cl∗(D) is a subgroup of Clt(D).
A domain D is a Krull domain if and only if every nonzero fractional ideal of
D is t-invertible. A domain D is a unique factorization domain if and only if the
t-closure of every nonzero fractional ideal of D is principal, if and only if D is a
Krull domain with trivial t-class group. For any Krull domain D, one has v = t = w
on F(D); a fractional ideal of D is a t-ideal if and only if it is divisorial; an ideal of
D is t-maximal if and only if it is a prime ideal of height one; and the t-class group
Clt(D) is equal to the usual class group Cl(D) of D.
For any fractional ideal I of a domain D one has t-Max(D) = w-Max(D) and
Iw =
⋂
p∈t-Max(D) IDp, and in particular D =
⋂
p∈t-Max(D)Dp. In fact one has
A =
⋂
p∈t-Max(D)Ap for any flat extension A of D. Any weak Bourbaki associated
prime of the D-module K/D, and more generally any Nortcott attached prime of
K/D, is a prime t-ideal; and a prime ideal p of D is a Northcott attached prime of
K/D if and only if pDp is a t-maximal ideal of Dp [8, Lemma 2.2]. Moreover, if D
is a TV domain (or a Noetherian or Krull domain), then every t-maximal ideal of
D is a weak Bourbaki associated prime of K/D.
A nonzero fractional ideal I of D is t-invertible if and only if I is w-invertible,
if and only if It = Jt for some finitely generated fractional ideal J of D and ItDp
is principal for every t-maximal ideal p of D. If D is a Mori domain, that is, if D
satisfies the ascending chain condition on integral v-ideals, then a nonzero fractional
ideal I of D is t-invertible if and only if IvDp is principal for every weak Bourbaki
associated prime p of D. Any Noetherian or Krull domain is Mori, and any Mori
domain is a TV domain. A domain D is said to be a PVMD if every finitely
generated ideal of D is t-invertible, which holds if and only if D is integrally closed
and t = w on F(D), if and only if Dp is a valuation domain for every t-maximal
ideal p of D. A Krull domain is equivalently a Mori PVMD.
The reader is referred to [13] for proofs of the facts listed above.
Definition 3.1. Let D be an integral domain with quotient field K and n be
a nonnegative integer. The norm N(a) of an ideal a of D is defined to be the
cardinality |D/a| of the quotient ring D/a. Let Πn(D) denote the ideal
Πn(D) =
⋂
p∈t-Max(D)
N(p)=n
p
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of D; that is, let Πn(D) denote the intersection of all t-maximal ideals p of D of
norm n (which is equal to D if n is not a power of a prime). Following [3, Chapter
II] we let Intn(D) denote the D-submodule
Intn(D) = {f ∈ Int(D) : deg f ≤ n}
of Int(D), and we let In(D) denote the D-submodule
In(D) =
{
fn : f =
n∑
i=0
fiX
i ∈ Intn(D)
}
of K consisting of the coefficient of Xn for each polynomial f ∈ Int(D) of degree
at most n. By [3, Proposition I.3.1] In(D) is a fractional ideal of D; it is called the
nth characteristic (fractional) ideal of D. Following [5, Definition 1.2] we let
n!D = In(D)
−1,
which is an integral v-ideal (hence t-ideal) of D called the nth factorial ideal of D.
We will write Πn = Πn(D) and In = In(D) when the domain D is understood.
By [9, Proposition 7.3], the ideal (D[X ] :D Intn(D)) of D is a (nonzero) v-ideal,
and therefore Intn(D) lies between two free D-modules of rank n + 1. Note that
n!D contains (D[X ] :D Intn(D)); moreover, equality holds, and also In = n!
−1
D ,
if D is a Krull domain or In is invertible for all n, by [4, Remark 2.6] and [3,
Proposition II.1.7]. We will show, more generally, that n!D = (D[X ] :D Intn(D))
and In = n!
−1
D if In is t-invertible for all n, which holds, for example, if D is a
TV PVMD. (See Theorem 3.6 and Corollary 4.8.) The following well-known result
explains the significance of the characteristic ideals.
Proposition 3.2 ([3, Proposition II.1.4]). Let D be an integral domain. Then
Int(D) has a regular basis if and only if the nth characteristic ideal In(D) of D
is principal for every n. In fact, a set {f0, f1, f2, . . .} of elements of Int(D) with
deg fn = n for all n is a regular basis of Int(D) if and only if In(D) = anD for all
n, where an is the leading coefficient of fn.
Next we examine properties of the characteristic ideals In(D) and some conse-
quences of the assumption that they are t-invertible.
Lemma 3.3. If a nonzero fractional ideal I of an integral domain D is t-invertible,
then Dp = II
−1Dp and (IDp)
−1 = I−1Dp for every t-maximal ideal p of D.
Proof. It is well-known that I is t-invertible if and only if I is w-invertible. Suppose
that I is w-invertible, so
D = (II−1)w =
⋂
p∈t-Max(D)
II−1Dp.
It follows that
Dp = II
−1Dp = (IDp)(I
−1Dp),
and therefore (IDp)
−1 = I−1Dp, for all p ∈ t-Max(D). 
For any multiplicative subset S of a domain D, one has S−1Int(D) ⊆ Int(S−1D),
by [3, Proposition I.2.2]; however, by [3, Example VI.4.15] the reverse inclusion need
not hold, even if D is locally a discrete valuation ring (DVR). Following [8], we say
that a domain D is polynomially L-regular if S−1Int(D) = Int(S−1D) for every
multiplicative subset S of D. For example, by [8, Propositon 2.4] any TV domain
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(hence any Mori domain, hence any Noetherian domain) is polynomially L-regular.
Equivalent conditions for a domain to be polynomially L-regular are given in [8,
Proposition 2.3].
Theorem 3.4. Let D be an integral domain.
(1) D = I0(D) = I1(D) ⊆ I2(D) ⊆ I3(D) ⊆ · · · and Ik(D)Il(D) ⊆ Ik+l(D)
for all k, l.
(2) D = 0!D = 1!D ⊇ 2!D ⊇ 3!D ⊇ · · · and (k+ l)!D ⊆ (k!−1D l!−1D )−1 for all k, l.
(3) For any multiplicative subset S of D, one has S−1Int(D) = Int(S−1D) if
and only if S−1In(D) = In(S
−1D) for every nonnegative integer n.
(4) If p is a prime ideal of D that is not t-maximal of finite norm, then
Int(D)p = Int(Dp) = Dp[X ] and In(D)p = In(Dp) = Dp for every non-
negative integer n.
(5) In(D) is a w-ideal and n!D is a v-ideal for every nonnegative integer n.
(6) If In(D) is t-invertible, where n is a nonnegative integer, then In(D) is a
v-ideal and In(D) = n!
−1
D .
(7) Suppose that Ik(D) is t-invertible for all k ≤ n.
(a) For any f ∈ Intn(D), all of the coefficients of f lie in In(D).
(b) n!D = (D[X ] :D Intn(D)).
(c) (k + l)!D ⊆ (k!Dl!D)t for all k, l ≤ n.
(8) If D is polynomially L-regular, then one has the following.
(a) S−1In(D) = In(S
−1D) for every n and every multiplicative subset S
of D.
(b) If In(D) is t-invertible, where n is a nonnegative integer, then n!DDp =
n!Dp for every t-maximal ideal p of D, and In(Dp) is principal for ev-
ery prime ideal p of D.
(c) If In(D) is t-invertible for all n, then Int(Dp) has a regular basis for
every prime ideal p of D and the D-module Int(D) is locally free.
Proof. Statements (1) and (2) are clear. Suppose that S−1In(D) = In(S
−1D)
for every nonnegative integer n. Let f ∈ Int(S−1D), and let n = deg f . Since
fn ∈ In(S−1D) = S−1In(D), one has fn = gn/u, where g =
∑n
i=0 giX
i ∈ Intn(D)
and u ∈ S. Then f − g/u ∈ Intn−1(S−1D), so by induction on n we may assume
f − g/u ∈ S−1Intn−1(D). Therefore f ∈ S−1Intn(D). Thus we have S−1Int(D) =
Int(S−1D), assuming that S−1In(D) = In(S
−1D) for every nonnegative integer n.
Since the converse is clear, this proves (3).
Next, let p be a prime ideal of D that is not t-maximal of finite norm. Then
Int(D)p = Int(Dp) = Dp[X ] by [8, Lemma 2.2], whence In(D)p = In(Dp) = Dp
for all n by statement (3). This proves (4).
Now let S = Spec(D)\t-Max(D). One has
In(D)w =
⋂
p∈t-Max(D)
In(D)p
⊆
⋂
q∈S
⋂
p∈t-Max(D)
(In(D)q)p
=
⋂
q∈S
⋂
p∈t-Max(D)
(Dq)p
=
⋂
q∈S
Dq.
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Therefore
In(D)w =

 ⋂
p∈t-Max(D)
In(D)p

 ∩

⋂
q∈S
Dq

 = ⋂
p∈Spec(D)
In(D)p = In(D).
Moreover, one has (n!D)v = ((In(D)
−1)v = In(D)
−1 = n!D. This proves (5).
Next, suppose that In(D) is t-invertible, where n is a nonnegative integer. Then
In(D) is a w-invertible w-ideal, hence a v-ideal. Therefore In(D) = In(D)v = n!
−1
D .
This proves (6).
We prove (7)(a) by induction. Suppose that Ik = Ik(D) is t-invertible, hence
w-invertible, for all k ≤ n. If f ∈ Int(D) is constant, then f ∈ D = I0. Let
f =
∑n
i=0 fiX
i ∈ Intn(D). Consider the fractional ideal I = In−1I−1n of D. Since
In−1 ⊆ In, one has I ⊆ D. Let a ∈ I. One has afn ∈ IIn ⊆ In−1, so there exists
g =
∑n−1
i=0 giX
i ∈ Intn−1(D) with afn = gn−1 ∈ In−1. The polynomial h = af−Xg
lies in Int(D) and has degree at most n− 1. By the induction hypothesis, one has
gi−1 ∈ In−1 and hi = afi−gi−1 ∈ In−1, and therefore afi ∈ In−1, for 0 ≤ i ≤ n−1.
Therefore Ifi ⊆ In−1 for all i ≤ n. Since I is w-invertible (being the product of
two w-invertible fractional ideals), we have
fiD = (fiII
−1)w ⊆ (In−1(In−1I−1n )−1)w = (In)w = In,
and therefore fi ∈ In, for all i ≤ n. Thus all of the coefficients of f lie in In. This
proves (7)(a). It follows that, for any r ∈ n!D, one has rIn ⊆ D, whence rIntn(D) ⊆
D[X ] and so r ∈ (D[X ] :D Intn(D)). Therefore n!D = (D[X ] :D Intn(D)). This
proves (7)(b). To prove (7)(c), note that by (2) one has (k+ l)!D ⊆ (k!−1D l!−1D )−1 =
(k!Dl!D)t.
Suppose now that D is polynomially L-regular. Statement (8)(a) follows from
statement (3). Suppose that In(D) is t-invertible, and let p be a prime ideal of D.
If p is t-maximal, then (In(D))tDp = In(Dp) is principal, and by Lemma 3.3 one
also has
n!Dp = In(Dp)
−1 = (In(D)Dp)
−1 = In(D)
−1Dp = n!DDp.
If p is not t-maximal, then In(Dp) = Dp is again principal. This proves (8)(b).
Finally, (8)(c) follows Proposition 3.2 and statements (8)(a) and (8)(b). 
The Po´lya-Ostrowski group of D is defined for any Dedekind domain D in [3,
Section II.3] and more generally for any Krull domain D in [4]. We generalize that
definition as follows.
Definition 3.5. Let D be an integral domain such that In(D) is t-invertible for all
nonnegative integers n. The Po´lya-Ostrowski group POG(D) of D is the subgroup
of the t-class group Clt(D) generated by (the image in Clt(D) of) the t-invertible
t-ideals In(D) for all n.
With this definition, Theorem 3.4 yields the following.
Theorem 3.6. Let D be an integral domain such that In(D) is t-invertible for all
n. Then for any f ∈ Intn(D), all of the coefficients of f lie in In(D); one has
n!D = (D[X ] :D Intn(D)) and In(D) = n!
−1
D ; the Po´lya-Ostrowski group POG(D)
is generated by the factorial ideals n!D for all n; and the following conditions are
equivalent.
(1) Int(D) has a regular basis.
10 JESSE ELLIOTT
(2) In(D) is principal for every nonnegative integer n.
(3) n!D is principal for every nonnegative integer n.
(4) POG(D) is trivial.
Moreover, if D is polynomially L-regular, then Int(Dp) has a regular basis for every
prime ideal p of D and the D-module Int(D) is locally free.
Since every nonzero fractional ideal of a Krull domain is t-invertible, the above
corollary generalizes the same result already known for Krull domains. In Theorem
4.3 of the next section we will show that In(D) is t-invertible for all n, and therefore
the Po´lya-Ostrowski group POG(D) is defined, for a much larger class of domains
D, including, for example, all TV PVMDs.
4. The Po´lya-Ostrowski group
In this section we use the results of the previous section to generalize the results of
[3, Section II.3] on Dedekind domains to a much larger class of domains, including,
for example, all TV PVMDs. For the remainder this paper we will be interested in
the following conditions on an integral domain D.
(C1) D is polynomially L-regular.
(C2) For any nonnegative integer n there exist only finitely many t-maximal
ideals p of D with N(p) ≤ n.
(C3) Πq is principal for every prime power q.
(C4) Every t-maximal ideal of D of finite norm has finite height.
(C5) Every t-maximal ideal of D of finite norm is t-invertible.
Note that (C2) implies that
Πn =
∏
p∈t-Max(D)
N(p)=n
p,
and therefore Πn is the unique ideal of D such that, for any prime ideal p of D,
one has ΠnDp = pDp if p is t-maximal of norm n and ΠnDp = Dp otherwise.
Following [3, Chapter II], for any nonnegative integer n and any integer k > 1
we let
wk(n) =
∞∑
i=1
⌊ n
ki
⌋
.
Alternatively, by [3, Exercise II.8 and Lemma II.2.4] one has
wk(n) =
n− s
k − 1 =
n∑
i=1
vk(i),
where s is the sum of the digits of the k-adic expansion of n and vk(i) for any
positive integer i is the largest nonnegative integer t such that kt divides i.
Lemma 4.1. Let D be a local domain with principal maximal ideal p of finite norm
q. Then one has Πq = p and Πn = D if n 6= q, and In =
(
pwq(n)
)−1
=
(
p−1
)wq(n)
for all n. In particular, Int(D) has a regular basis.
Proof. This follows from [3, Remark II.2.14] and the proof of [3, Corollary II.2.9].

The following result generalizes the above lemma to nonlocal domains.
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Theorem 4.2. Let D be an integral domain satisfying conditions (C1), (C2), and
(C3). For every n let pin ∈ D be a generator of Πn. Then σn =
∏
1<k≤n
pi
−wk(n)
k
is a generator of In for all n, and therefore Int(D) has a regular basis. For all n
and all k > 1, let Fn =
Xn−X
pin
∈ Int(D), and let Fk,n =
∏r
i=0(F
◦i
k )
ni ∈ Int(D),
where n = n0+n1k+ · · ·+nrkr is the k-adic expansion of n. Then Fk,n has degree
n and leading coefficient pi
−wk(n)
k for all n, k. For every integer n > 1 there exist
a2,n, a3,n, . . . , an,n ∈ D such that
σn =
∑
1<k≤n
ak,npi
−wk(n)
k .
Let G0 = 1, G1 = X, and Gn =
∑
1<k≤n
ak,nFk,n for all n > 1. Then Gn ∈ Int(D)
has degree n and leading coefficient σn for every n, and therefore {G0, G1, G2, . . .}
is a regular basis of Int(D).
Proof. Let
I =
∏
1<k≤n
pi
−wk(n)
k D,
which is a fractional ideal of D. Let p be a prime ideal of D. Suppose first that
p is t-maximal of finite norm q. Then pDp = piqDp is principal, and therefore by
Theorem 3.4(3) and Lemma 4.1 we have
In(D)p = In(Dp) =
(
pwq(n)Dp
)−1
= pi−wq(n)q Dp = IDp.
(If N(p) > n then In(D)p = Dp = IDp.) If, on the other hand, p is not t-maximal
of finite norm, then In(D)p = In(Dp) = Dp = IDp by Theorem 3.4(4). Thus
In(D)p = IDp for every prime ideal p of D, whence In(D) = I. Finally, the
remainder of the proposition follows exactly as in the proof of [3, Propositions
II.3.13 and II.3.14]. 
Theorem 4.3. Let D be an integral domain satisfying conditions (C1), (C2), and
(C5). Then for every nonnegative integer n the fractional ideals In, n!D, and Πn
are t-invertible t-ideals, and one has
In = n!
−1
D =
∏
p∈t-Max(D)
N(p)≤n
(
pwN(p)(n)
)−1
and
n!D =
∏
p∈t-Max(D)
N(p)≤n
(
pwN(p)(n)
)
t
=
∏
1<q≤n
(
Πwq(n)q
)
t
.
Moreover, the group POG(D) is generated by any of the following sets: {q!D :
q is a prime power}; {Iq : q is a prime power}; and {Πq : q is a prime power}. In
particular, the following conditions are equivalent.
(1) Int(D) has a regular basis.
(2) POG(D) is trivial.
(3) In is principal for every nonnegative integer n.
(4) Iq is principal for every prime power q.
(5) n!D is principal for every nonnegative integer n.
(6) q!D is principal for every prime power q.
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(7) Πn is principal for every nonnegative integer n.
(8) Πq is principal for every prime power q.
Proof. Let
I =
∏
p∈t-Max(D)
N(p)≤n
(
pwN(p)(n)
)−1
,
which is a well-defined fractional ideal of D. Let p be a prime ideal of D. If p is
t-maximal of finite norm, hence t-invertible, then pDp is principal, and therefore
by Theorem 3.4(3) and Lemmas 4.1 and 3.3 we have
In(D)p = In(Dp) =
(
pwN(p)(n)Dp
)−1
=
(
pwN(p)(n)
)−1
Dp = IDp.
If, on the other hand, p is not t-maximal of finite norm, then In(D)p = In(Dp) =
Dp = IDp by Theorem 3.4(4). Thus In(D)p = IDp for every prime ideal p of D,
whence In(D) = I.
Now Πn is a finite intersection, and product, of t-invertible t-maximal ideals and
is therefore a t-invertible t-ideal. If J, J ′ are t-invertible fractional ideals, then so are
J−1 and JJ ′, and one has (J−1J ′−1)−1 = (JJ ′)t. The given product for In(D),
then, implies that In(D) is t-invertible, and therefore by Theorem 3.6 one has
In(D) = n!
−1
D and In(D) is a v-ideal, hence a t-ideal. Moreover, n!D = In(D)
−1 is
also a t-invertible t-ideal, and one has
n!D =

 ∏
p∈t-Max(D)
N(p)≤n
(
pwN(p)(n)
)−1
−1
=
∏
p∈t-Max(D)
N(p)≤n
(
pwN(p)(n)
)
t
and therefore
n!D =
∏
1<q≤n
(
Πwq(n)q
)
t
.
It follows that POG(D) is contained in the subgroup G1 of Clt(D) generated by
the image of Πq for all prime powers q. Moreover, since wq(q) = 1, one has
q!D = Πq
∏
1<q′<q
(
Π
wq′ (q)
q′
)
t
,
so by induction on q the image of Πq in Clt(D) for all q is in the subgroup
G2 of POG(D) generated by q!D for all q, and therefore G1 ⊆ G2. Therefore
POG(D) ⊆ G1 ⊆ G2 ⊆ POG(D), so equalities holds. Moreover, POG(D) = G2 is
also generated by Iq(D) = q!
−1
D for all q. The equivalence of statements (1) through
(8), then, follows from these equalities of groups and from Theorem 3.6. 
Remark 4.4. Let K be a finite Galois extension of Q. Then for any prime power
q = pr, where p is a prime, one has the following.
(1) Πq =
√
pOK if p is ramified in K and r equal to the inertial degree fp.
(2) Πq = OK if p is ramified in K and r 6= fp.
(3) Πq = pOK is principal if p is unramified in K.
In particular, POG(OK) is generated by
√
pOK for the set of primes p dividing the
discriminant ∆K/Q, and Int(D) has a regular basis if and only if
√
pOK is principal
for all such p.
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Motivated by Theorem 4.3, we find sufficient conditions for (C1), (C2), and (C5)
to hold. A domain D is said to be of finite character if every nonzero element of
D is contained in only finitely many maximal ideals of D. Similarly, D is said to
be of finite t-character if every nonzero element of D is contained in only finitely
many t-maximal ideals of D. Note, for example, that every TV domain is of finite
t-character, and a PVMD of finite t-character is equivalently a domain of Krull
type.
Proposition 4.5. Any domain D of finite character or of finite t-character satisfies
conditions (C1) and (C2).
Proof. By [8, Proposition 2.4] any domain of finite character or finite t-character is
polynomially L-regular. To verify condition (C2) we may suppose that D is infinite.
Let q be a power of a prime. Then there exists a ∈ R with aq − a 6= 0. For every
maximal ideal p of norm q one has aq − a ∈ p, so since D is of finite character or
of finite t-character there are only finitely many such p that are t-maximal. The
lemma follows. 
Proposition 4.6. Let D be an integral domain such that every t-maximal ideal of
D is t-invertible. Then D is of finite t-character if and only if every t-ideal I of
D such that IDp is principal for every t-maximal ideal p of D is t-invertible. For
any such domain D, the all of the hypotheses (conditions (C1), (C2), and (C5)) of
Theorem 4.3 hold.
Proof. This follows from Proposition 4.5, [8, Proposition 2.4], and [19, Corollary
2]. 
Corollary 4.7. Let D be an integral domain such that a t-ideal I of D is principal
provided that I is t-maximal or IDp is principal for every t-maximal ideal p of
D. Then conditions (C1), (C2), (C3), and (C5) hold; in particular, statements (1)
through (8) of Theorem 4.3 hold, and Int(D) has a regular basis.
Proof. By Proposition 4.6, D is a domain of finite t-character such that every t-
maximal ideal of D is t-invertible. Moreover, every t-invertible t-ideal of D is
principal, hence Clt(D) is trivial, so POG(D) is trivial. The result therefore follows
from Proposition 4.6. 
An H domain is a domain in which every v-invertible ideal is t-invertible. Every
TV domain is an H domain of finite t-character; we do not know if the converse
holds, even for PVMDs. By the following corollary, Theorem 4.3 and Proposition
4.6 apply in particular to any H PVMD of finite t-character, hence to any TV
PVMD.
Corollary 4.8. Let D be a PVMD. Then D is an H domain if and only if every
t-maximal ideal of D is t-invertible. Also, D is of finite t-character if and only if
every t-ideal I of D such that IDp is principal for every t-maximal ideal p of D is
t-invertible. If D is an H PVMD of finite t-character (or if D is a TV PVMD),
then all of the hypotheses (conditions (C1), (C2), and (C5)) of Theorem 4.3 hold.
Proof. This follows from [8, Proposition 1.5] and [19, Proposition 5]. 
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5. The global case
In this section we extend Proposition 2.2 to nonlocal domains. For the remainder
of this paper we will use the following notation.
Definition 5.1. Let C denote the class of integral domains D satisfying the fol-
lowing four conditions.
(C1) D is polynomially L-regular.
(C2) For any nonnegative integer n there exist only finitely many t-maximal
ideals p of D with N(p) ≤ n.
(C3) Πq is principal for every prime power q.
(C4) Every t-maximal ideal of D of finite norm has finite height.
Remark 5.2.
(1) By Theorem 4.2 Int(D) has a regular basis for any domain D in the class
C.
(2) Any finite dimensional local domain with principal maximal ideal is in the
class C. More generally, a local domain is in the class C if and only if its
maximal ideal has infinite norm or else is principal and has finite height
and norm.
(3) A Krull domain D is in the class C if and only if Int(D) has a regular basis.
(4) Any H PVMD of finite t-character (or any TV PVMD) such that Int(D)
has a regular basis satisfies conditions (C1), (C2), and (C3).
(5) Any domain D of finite character or of finite t-character satisfies conditions
(C1) and (C2).
For any domain D in the class C, the D-algebra Int(D) has a presentation by
generators and relations as in the following theorem.
Proposition 5.3. Let D be an integral domain in the class C. For each q let piq
be a generator of Πq and let Fq =
Xq−X
piq
∈ Int(D). Then the unique D-algebra
homomorphism
D[{X,Xq,k : q is a prime power and k ∈ Z≥0}] −→ Int(D)
X 7−→ X
Xq,k 7−→ F ◦kq
is surjective, and its kernel is equal to the ideal J generated by Xq,0 − X and
Xqq,k −Xq,k − piqXq,k+1 for all q, k.
Proof. Let ϕ denote the given D-algebra homomorphism, and let
A = D[{X,Xq,k : q is a prime power and k ∈ Z≥0]/J.
The homomorphism ϕ induces a D-algebra homomorphism
ψ : A −→ Int(D).
We show that ψ is an isomorphism. Let p be a prime ideal ofD. If p is not t-maximal
of finite norm, then piq is a unit in Dp for all q since Πq * pDp, and Ap ∼= Dp[X ].
Thus, by [8, Lemma 2.2], the localization ψp of ψ at p is the isomorphism
Ap −→ Int(D)p = Int(Dp) = Dp[X ],
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Suppose, on the other hand, that p is t-maximal of finite norm, say |D/p| = q.
Then piqDp = pDp, and piq′ is a unit in Dp for all prime powers q
′ 6= q. It follows,
then, that
Ap ∼= Dp[X0, X1, X2, . . .]/I,
where I is defined as in Proposition 2.2. Moreover, ψp is the same as the homo-
morphism
Dp[X0, X1, X2, . . .]/I −→ Int(D)p = Int(Dp)
Xk 7−→ F ◦kq ,
of Proposition 2.2. By that proposition, then, ψp is an isomorphism. Therefore ψp
is an isomorphism for all prime ideals p of D, so ψ is an isomorphism. 
Now, let D be a domain and X a set. There exists a unique D-algebra homo-
morphism
θX :
⊗
X∈X
Int(D) −→ Int(DX)
sending X ∈ Int(D) to X ∈ Int(DX) for all X ∈ X, where the tensor product is
over D. By [11, Proposition 6.8(a) and 6.10(d)], the map θX is an isomorphism if
Int(D) is free as a D-module or if D is polynomially L-regular and Int(D) is locally
free as a D-module. The isomorphisms θX allow us to extend Propositions 2.2 and
5.3 to multivariate integer-valued polynomials, as follows.
Proposition 5.4. Let D be a local integral domain with principal maximal ideal
piD and finite residue field of order q. Let Fq =
Xq−X
pi ∈ Int(D). Let X = {Xi}i∈I
be a set of variables. The unique D-algebra homomorphism
ϕ :
D[{Xi,k : i ∈ I, k ∈ Z≥0}] −→ Int(DX)
Xi,k 7−→ F ◦kq (Xi)
is surjective, and if D has finite Krull dimension then kerϕ is equal to the ideal
generated by Xqi,k −Xi,k − piXi,k+1 for all i, k.
Theorem 5.5. Let D be an integral domain in the class C. For each q let piq be
a generator of Πq and let Fq =
Xq−X
piq
∈ Int(D). Let X = {Xi}i∈I be a set of
variables. The unique D-algebra homomorphism
D[{Xi, Xi,q,k : i ∈ I, q is a prime power, and k ∈ Z≥0}] −→ Int(DX)
Xi 7−→ Xi
Xi,q,k 7−→ F ◦kq (Xi)
is surjective, and its kernel is equal to the ideal generated by Xi,q,0−Xi and Xqi,q,k−
Xi,q,k − piqXi,q,k+1 for all i, q, k.
6. Quotients of integer-valued polynomial rings
A ring A is said to be binomial if A is Z-torsion-free and is closed under the
operation x 7−→ x(x−1)(x−2)···(x−n+1)n! on A ⊗Z Q for every positive integer n. For
example, any Q-algebra is binomial; any localization or completion of Z is binomial;
and the domain Int(DX) is binomial for any binomial domain D and any set X.
Binomial rings were introduced by Philip Hall in his groundbreaking work [15] on
nilpotent groups. Hall proved the existence of an action of any binomial ring on
a class of nilpotent groups, generalizing exponentiation of elements of an abelian
group by the integers and analogous to exponentiation of elements of a uniquely
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divisible group by the rational numbers. In [10], it is shown that a binomial ring
is equivalently (1) a λ-ring on which all Adams operations are the identity; (2) a
Z-torsion-free ring A such that the Frobenius endomorphism of A/pA is the identity
for every prime number p; (3) a Z-torsion-free ring isomorphic to a quotient of a
(possibly infinite) tensor power of Int(Z); and (4) a Z-torsion-free ring isomorphic
to a quotient of Int(ZX) for some set X.
In this section and the next we generalize the equivalences (2) through (4) above
to domains more general than Z. Let D be an integral domain and A a D-algebra.
Following [7], we say that A is weakly polynomially complete, or WPC, if for every
a ∈ A there is a D-algebra homomorphism Int(D) −→ A sending X to a. Any
quotient of a WPC D-algebra is WPC. If A is a domain extension of D, then A
is WPC if and only if Int(D) ⊆ Int(A). A Z-torsion-free ring A is a WPC Z-
algebra if and only if A is a binomial; and for any number field K, the localization
S−1OK of OK at the multiplicative subset S of Z generated by the set of prime
numbers p that do not split completely in OK is the smallest WPC extension
of Z containing OK [12, Example 7.3(3)]. Characterizations of the divisorial (or
flat) weakly polynomially complete extensions of any Krull domain are given in
[8, Theorem 1.2]. We remark that, if D is a principal ideal domain with finite
residue fields, then Int(D) left-represents a right adjoint for the inclusion functor
from D-torsion-free WPC D-algebras to D-algebras [7, Theorem 1.6].
The problem we consider is to characterize the WPC D-algebras if D is a Krull
domain (or Dedekind domain). Let us say that A is almost polynomially complete,
or APC, if for every set X and for any (aX)X∈X ∈ AX there exists a D-algebra
homomorphism Int(DX) −→ A sending X to aX for all X ∈ X. In other words,
A is APC if and only if A is isomorphic as a D-algebra to a quotient of Int(DX)
for some set X. By [11, Propositions 7.4 and 7.7], if A is a domain extension of D,
then A is APC if and only if A is an almost polynomially complete extension of D
in the sense of [11, Section 7], that is, Int(Dn) ⊆ Int(An) for all positive integers n.
Any quotient of an APC D-algebra is APC. Clearly any APC D-algebra is WPC;
we suspect that the converse does not hold but do not know a counterexample.
However, by [8, Theorem 3.11] and the universal property of tensor products, we
have the following.
Proposition 6.1. Let D be an integral domain and X a set. There exists a unique
D-algebra homomorphism
θX :
⊗
X∈X
Int(D) −→ Int(DX)
sending X ∈ Int(D) to X ∈ Int(DX) for all X ∈ X, where the tensor product is
over D. If θX is an isomorphism for all finite sets X, which holds, for example, if
Int(D) is free as a D-module or if D is polynomially L-regular and Int(D) is locally
free as a D-module, then θX is an isomorphism for all sets X, and a D-algebra A
is WPC if and only if it is APC.
As in [11, Section 1], we say that a domain A containingD is a polynomially com-
plete extension of D if D is a polynomially dense subset of A. By [11, Proposition
7.2], every polynomially complete extension of D is APC, and if D is infinite then
a D-algebra A is APC if and only if A is isomorphic as a D-algebra to a quotient
of some polynomially complete extension of D. On the other hand, if D is finite,
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or more generally if Int(D) = D[X ], then by [11, Lemma 7.1] every D-algebra is
APC.
The WPC and polynomially complete extensions of a domain are studied, for
example, in [2, Sections 5 and 6], [3, Section IV.3], [8], [14], and [11].
The following result as a special case characterizes the WPC algebras over a
discrete valuation domain.
Proposition 6.2. Let D be a finite dimensional local domain with principal max-
imal ideal piD and finite residue field of order q. Let A be a D-algebra. Then A is
WPC if and only if aq ≡ a (modpiA) for all a ∈ A.
Proof. Suppose first that A is WPC. Let a ∈ A, and let ϕ : Int(D) −→ A be a
D-algebra homomorphism sending X to a. Since the polynomial f = X
q−X
pi lies in
Int(D), one has aq − a = ϕ(Xq −X) = piϕ(f) ∈ piA, so aq ≡ a (mod piA).
Conversely, suppose that aq ≡ a (modpiA) for all a ∈ A. Let a ∈ A. Define
an infinite sequence a0, a1, a2, . . . recursively as follows. Let a0 = a, and let ak+1
be any element of A such that aqk − ak = piak+1. Consider the unique D-algebra
homomorphism
ϕ :
D[X0, X1, X2, . . .] −→ A
Xk 7−→ ak.
The polynomials Xqk − Xk − piXk+1 lie in kerϕ for all k. By Proposition 2.2,
therefore, ϕ induces a D-algebra homomorphism from Int(D) into A sending X to
a. Thus A is WPC. 
Next, let D be the class of domains D such that Πq = piqD is principal for all
q and Int(D) has a D-algebra presentation as in Proposition 5.3. Then C ⊆ D by
Proposition 5.3. We do not know if the domains D satisfying conditions (C1), (C2),
and (C3) are in the class D.
Theorem 6.3. For any integral domain D in the class D (or in the class C), the
following conditions are equivalent.
(1) A is a WPC D-algebra.
(2) aN(p) ≡ a (mod pA) for all a ∈ A and for every t-maximal ideal p of D of
finite norm N(p).
(3) aq ≡ a (modΠqA) for all a ∈ A and for every prime power q.
Moreover, if D is in the class C, then the above conditions are equivalent to the
following.
(4) A is isomorphic as a D-algebra to a quotient of Int(DX) for some set X.
Proof. The proof is a straightforward extension of the proof of Proposition 6.2. 
7. Local versus global behavior
In this section we investigate the local/global behavior of WPC algebras, and
we characterize the “locally WPC” algebras over any Krull domain.
Lemma 7.1. Let D be an integral domain with quotient field K and A a D-torsion-
free D-algebra.
(1) A is a WPC D-algebra if and only if for every f ∈ Int(D) one has f(a) ∈
A ⊆ A⊗D K for every a ∈ A.
(2) If A is a WPC D-algebra and D is polynomially L-regular, then S−1A is a
WPC S−1D-algebra for every multiplicative subset S of D.
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(3) Suppose that P is a set of prime ideals of D such that A = ⋂p∈P Ap. If Ap
is a WPC Dp-algebra for all p ∈ P, then A is a WPC D-algebra.
Proof. This is clear. 
Lemma 7.2. Let D be an integral domain, D′ an extension D, and A a D′-algebra.
(1) If A is a WPC D-algebra, D′ is flat over D, and D is polynomially L-
regular, then A is a WPC D′-algebra.
(2) If A is a WPC D′-algebra and D′ is a WPC D-algebra, then A is a WPC
D-algebra.
Proof. To prove (1) let a ∈ A. By hypothesis there is a D-algebra homomorphism
Int(D) −→ A sending X to a. By [8, Proposition 2.3], then, there is a D′-algebra
homomorphism
Int(D′) = D′Int(D) ∼= D′ ⊗D Int(D) −→ D′ ⊗D A −→ A
sending X ∈ Int(D′) to a. Therefore A is a WPC D′-algebra.
To prove (2), again let a ∈ A. By hypothesis there is a D-algebra homomorphism
Int(D) ⊆ Int(D′) −→ A
sending X ∈ Int(D) to a. Therefore A is a WPC D-algebra. 
Because any localization of a domain D at a multiplicative subset is a flat WPC
D-algebra, we have the following corollary.
Corollary 7.3. Let D be a polynomially L-regular integral domain and A a D-
algebra. Let S be a multiplicative subset of D. Then S−1A is a WPC D-algebra if
and only if S−1A is a WPC S−1D-algebra.
Let us say that a D-algebra A is locally WPC if Ap is a WPC Dp-algebra for
every prime ideal p of D. If D is polynomially L-regular, then by Corollary 7.3 this
holds if and only if Ap is a WPC D-algebra for every prime ideal p of D.
Lemma 7.4. The following conditions are equivalent for any integral domain D
and any D-algebra A.
(1) A is locally WPC.
(2) Ap is a WPC Dp-algebra for every maximal ideal p of D.
(3) Ap is a WPC Dp-algebra for every t-maximal ideal p of D of finite norm.
Proof. If p is a prime ideal of D that is not t-maximal of finite norm, then by [8,
Lemma 2.2] one has Int(Dp) = Dp[X ], and therefore Ap is a WPC Dp-algebra.
Therefore (3) implies (1) and so the three conditions are equivalent. 
Any domain D in the class C satisfies the hypothesis of the following theorem.
Theorem 7.5. Let D be an integral domain and A a D-algebra. Suppose that pDp
is principal and has finite height for every t-maximal ideal p of D of finite norm.
Then A is locally WPC if and only if, for every t-maximal ideal p of D of finite
norm q = N(p), any of the following equivalent conditions holds.
(1) aN(p) ≡ a (mod pA) for all a ∈ A.
(2) The endomorphism a 7−→ aq of A/pA is the identity.
(3) A/pA is locally isomorphic to D/p as a D-algebra.
(4) A/pA is reduced, and every residue field of A/pA is isomorphic to D/p as
a D-algebra.
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(5) A/pA is isomorphic to a subring of FYq for some set Y .
(6) For every maximal ideal M of A lying over p, one has pAM = MAM and
A/M ∼= D/p as D-algebras.
(7) For every prime ideal P of A lying over p, one has pAP = PAP and
A/P ∼= D/p as D-algebras.
Moreover, if A/pA is semi-local or Noetherian, then each of the above conditions
is equivalent to the following.
(8) pA = M1M2 · · ·Mr for distinct maximal ideals Mi of A such that A/Mi ∼=
D/p.
Proof. By [11, Propositions 4.1 and 4.2], we need only show that A is locally WPC
if and only if condition (1) holds for all t-maximal ideals p of D of finite norm.
Suppose first that A is locally WPC, so Ap is a WPC Dp-algebra for every
prime ideal p of D. Let p be a t-maximal ideal of D of finite norm q = N(p), and
let a ∈ A. Since q = |Dp/pDp|, by Proposition 6.2 one has aq ≡ a (mod pAp).
Therefore aq − a ∈ pAp, so there exists up ∈ D\p so that up(aq − a) ∈ pA. Let
vp ∈ D\p with vpup ≡ 1 (mod p). Then
aq − a ≡ vpup(aq − a) ≡ 0 (mod pA),
whence aq ≡ a (mod pA).
Suppose, conversely, that aN(p) ≡ a (mod pA) for all a ∈ A and for every t-
maximal ideal p of D of finite norm. Then for all a ∈ A and u ∈ D\p one has
aN(p)u ≡ auN(p) (mod pAp)
and therefore
(a/u)N(p) ≡ aN(p)/uN(p) ≡ a/u (mod pAp).
Therefore xq ≡ x (mod pAp) for all x ∈ Ap, where q = |Dp/pDp|, so Ap is a WPC
Dp-algebra by Proposition 6.2. Thus A is locally WPC by Lemma 7.4. 
Corollary 7.6. Let D be an integral domain and A a D-algebra. If D is in the
class C, or if A is D-torsion-free, then A is WPC if and only if A is locally WPC.
Corollary 7.7. Let D be a Krull domain and A a D-algebra. Then A is locally
WPC if and only if aN(p) ≡ a (mod pA) for every height one prime ideal p of D of
finite norm.
Corollaries 7.6 and 7.7 motivate the following problem.
Problem 7.8. Let D be a Dedekind domain and A a D-algebra. Is it true that
A is WPC if and only if A is locally WPC? Equivalently, is it true that A is WPC
if and only if for every height one prime ideal p of D of finite norm N(p) one has
aN(p) ≡ a (mod pA) for all a ∈ A? If so, then does the equivalence hold more
generally if D is a Krull domain? If not, then which, if either, implication is true?
Corollary 7.6 shows that the answer to the above problem is affirmative under
the added hypothesis that Int(D) has a regular basis or A is D-torsion-free.
8. Weak polynomial completions
Let D be an integral domain with quotient field K. For any domain extension A
ofD, there is a smallest WPC extension ofD containing A and contained in A⊗DK,
called the weak polynomial completion of A and denoted wD(A) [11, Section 8].
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An example of weak polynomial completion is as follows. Let A be a domain
extension of D and α ∈ A. Following [2, Section 5] we let Dα = {f(α) : f ∈ Int(D)}
denote the ring of values of Int(D) at α, which is a D-subalgebra of A containing
D[α] = {f(α) : f ∈ D[X ]}. An easy argument shows that Dα = wD(D[α]). By [8,
Example 7.3], if D = Z[T ], then Int(D) = D[X ] and therefore any extension A of
D is WPC, but if A = Z[T/2] then A is not a polynomially complete extension of
D. In particular, A = DT/2 is not a polynomially complete extension of D. This
provides a negative answer to [2, Question 5.8].
Theorem 8.1. Let D be a Dedekind domain with quotient field K, and let L be a
finite Galois extension of K with ring of integers D′. Let S denote the complement
of the union of the prime ideals of D that split completely in the Dedekind domain
D′, and let D′′ = wD(D
′).
(1) If p is a prime ideal of D with pD′′ 6= D′′, then p splits completely in D′.
(2) D′′ ⊇ S−1D′.
(3) D′′ = S−1D′ if the class group of D is torsion.
Proof. First we prove (1). Suppose that pD′′ 6= D′′, so pD′′ ⊆ p′′ for some maximal
ideal p′′ of D′′. Let p′ = D′ ∩ p′′. Note that D′′, being an overring of the Dedekind
domain D′, is a Dedekind domain and is flat over D′, and one has D′′p′′ = D
′
p′ and
therefore p′′Dp′′ = p
′D′p′ . Therefore, by Theorem 7.5 one has
pD′p′ = pD
′′
p′′ = p
′′D′′p′′ = p
′D′p′
and D′′/p′′ ∼= D′/p′ ∼= D/p as D-algebras. Therefore ep′|p = fp′|p = 1, so since L is
Galois over K it follows that p splits completely in D′.
Now, let x ∈ D\S, so x is not in any prime ideal of D that splits completely
in D′. Writing xD = pk11 · · · pkrr with each pi ⊆ D prime, we see from (1) that
piD
′′ = D′′ for each i, and therefore xD′′ = D′′, that is, x is a unit in D′′.
Therefore S−1D′ ⊆ D′′. This proves (2).
Finally, suppose that the class group of D is torsion. To show that D′′ = S−1D′,
by (2) it suffices to show that S−1D′ is a WPC extension of D. Let p be a prime
ideal of D with finite residue field, and let p′ be any prime ideal of S−1D′ lying
over p. Then p′ doesn’t intersect S, so p = D∩p′ is contained in the complement of
S, which is equal to the union of the prime ideals of D that split completely in D′.
Since pk is principal for some k, say, p = (a), it follows that a ∈ D\S, so pk ⊆ q
for some prime q that splits completely in D′. Therefore p = q splits completely in
D′. Thus pD′ = q1q2 · · · qr, where the qi are distinct prime ideals of D′ for which
D′/qi ∼= D/p. Reindexing the qi, we may assume there is a nonnegative integer s
such that qi meets S if and only if i > s. It follows, then, that
pS−1D′ = (q1S
−1D′)(q2S
−1D′) · · · (qsS−1D′),
where the qiS
−1D′ are distinct prime ideals of S−1D′ for which
S−1D′/qiS
−1D′ ∼= S−1(D/qi) ∼= S−1(D/p) ∼= D/p.
Therefore S−1D′ is a locally WPC extension of D by Theorem 7.5, hence a WPC
extension of D since S−1D′ is D-torsion-free. 
Corollary 8.2. Let D be a Dedekind domain with torsion class group and with
quotient field K, and let L be a finite Galois extension of K with ring of integers
D′. Let S denote the complement of the union of the prime ideals of D that split
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completely in the Dedekind domain D′, and let D′′ be an overring of D′. Then D′′
is a WPC extension of D containing D′ if and only if D′′ ⊇ S−1D′.
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