In this paper, differential evolution (DE) has been utilised to solve the problem of tuning the parameters of evolving spiking neural network (ESNN) manually. As ESNN is sensitive to its parameters as other models, optimal integration of parameters leads to better classification accuracy. A hybrid differential evolution for parameter tuning of evolving spiking neural network (DEPT-ESNN) is presented for parameter optimisation for determining the optimal number of evolving spiking neural network (ESNN) parameters: modulation factor (Mod), similarity factor (Sim) and threshold factor (C). The best values of parameters are adaptively selected by differential evolution (DE) to avoid selecting suitable values for a particular problem by trial-and-error approach. Several standard datasets from UCI machine learning are used for evaluating the performance of this hybrid model. It has been found that the classification accuracy and other performance measures can be increased by using hybrid method with differential evolution DEPT_ESNN.
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Introduction
Spiking neural network (SNN) is considered as the third generation of artificial neural network (ANN). SNN could be a good replacement for improvement of ANN learning due to its dominance in capturing the internal relationship of neurons (Yusob et al., 2013) . Spiking models provide an in-depth description of the biological behaviour of neurons (Ahmed et al., 2014; Paugam-Moisy and Bohte, 2012) . More information has been used with the average firing rate for computation of real neurons. Furthermore, instead of rate coding, the difference in the situation of firing times may be used (Belatreche et al., 2006) .
Due to the crucial role of SNN in biological information processing (Gerstner and Kistler, 2002) and solving practical real world problems (Grüning and Bohte, 2014) , researchers today are developing new hybrid models for SNN algorithms. As one of the most recent popular types of SNN, evolving spiking neural network (ESNN) is considered to be a promising candidate because it is a simple, efficient neural model and fast one-pass learning algorithm. There is no need for retraining of earlier presented samples when new data becomes available (Schliebs et al., 2009a (Schliebs et al., , 2009b . ESNN architecture was proposed by Wysoski et al. (2006a Wysoski et al. ( , 2006b based on the evolving model described by Kasabov and Kasabov (2007) . Among many real issues that need to be explored in ESNN, determining the optimal number of parameters for a given dataset is important. In other words, manual tuning for the neuronal parameters is a challenging task (Wysoski et al., 2008 ). An obvious impact effect of parameter values of ESNN must be taken in consideration in addition to the importance of the pre-synaptic neurons in our previous work (Saleh et al., 2014) .
Lately, using heuristic optimisation methods for parameter tuning of ESNN has received a lot of attention, such as in Hamed et al. (2009a Hamed et al. ( , 2009b and Schliebs et al. (2010) . However, differential evolution (DE) has not been applied yet to ESNN to optimise parameters. The major advantages of using DE include simplicity, efficiency as a global numerical heuristic optimisation technique and its ability to adapt itself to a varying environment (Fernandez Caballero et al., 2010; Price et al., 2006; Storn and Price, 1997) . Hence, this paper aims to resolve the problem of determining the optimal values of parameters manually by optimising ESNN training using DE.
The remaining sections of this paper are formed as follows: background which includes: ESNN and DE is presented in Section 2, related work is discussed in Section 3, Section 4 explains the proposed method, Section 5 elucidates the experimental study, Results are demonstrated in Section 6 and finally, Section 7 presents the conclusion and future works.
Background

Evolving spiking neural network
Currently, several enhancements of SNN have been proposed. Wysoski improved one of these new models known as ESNN (Wysoski et al., 2006a (Wysoski et al., , 2006b ). Generally, ESNN used the principles of evolving connectionist systems (ECOS) where neurons are created incrementally Schliebs and Kasabov, 2013) . ESNN can learn data gradually by one-pass propagation of the data through creating and merging spiking neurons making it possible to attain very fast learning in an ESNN (Kasabov, 2012) . The learning of ESNN has many good advantages as it can be applied incrementally, is adaptive and theoretically 'lifelong'. Therefore, the system can learn any new pattern via creating new output neurons, connecting them to the input neurons and merging with the similar ones . This model stands on two principles: possibility of establishment of new classes and the merging of the similarities. The encoding method which is used for ESNN is the population as explained in Bohte et al. (2002) . ESNN training steps can be understood from Algorithm 1 as illustrated below. Source: Hamed et al. (2009a Hamed et al. ( , 2009b 
Differential evolution
Storn and Price are considered the inventors of DE which has been applied for many practical cases (Feoktistov, 2006) . DE -as one of the most powerful tools of global optimisation in evolutionary algorithms (EAs) -has several strong advantages including: much simpler to implement, much better performance, very few control parameters and low space complexity (Abbass et al., 2001; Das and Suganthan, 2011) . In addition, DE has the ability to explore the search space and locate the region of the global minimum (Noman and Iba, 2008) . Compared to some other competitive optimisers, DE won a higher position on a real-valued function test suite due to its ability to utilise the direction information from the present population to guide more search (Gong et al., 2010) . To explore more, readers can refer to two good surveys on DE (Das and Suganthan, 2011; Neri and Tirronen, 2010) . Many real-world problems have objective functions that are noisy, nonlinear, non-differentiable, non-continuous, or are stochastic or have many local minima, constraints. Such problems are difficult, if not impossible to solve analytically. As a good point, DE can be utilised to obtain estimated solutions to such problems. According to Ilonen et al. (2003) , DE has been introduced and applied successfully in many artificial and real optimisation problems and also for feed forward neural network training. More detail about DE is found in Saleh et al. (2014) .
Related works
Few studies have been found to solve the problem of the manual optimisation of ESNN parameters. Schliebs et al. (2009b) combined a binary optimisation algorithm, called the versatile quantum-inspired evolutionary algorithm (vQEA) with an ESNN. The architecture was named quantum-inspired SNN (QiSNN) framework. That algorithm aims to automatically optimise the network parameters and is used to identify feature subsets that maximise the classification accuracy of ESNN. Furthermore, Hamed et al. (2009a Hamed et al. ( , 2009b proposed a novel integration between ESNN and particle swarm optimisation (PSO) for ESNN model optimisation. This method is similar to QiSNN, but a quantum-inspired particle swarm optimiser (QiPSO) was investigated to achieve both feature selection and parameter optimisation of ESNN. Since QiPSO was designed as a binary optimisation method, the algorithm reported optimisation results comparable to the ones obtained by the original QiSNN that employed the binary optimiser vQEA. Unlike two previous studies which concentrated on identifying the features and extending the ESNN, our proposed method pointed at solving the problem of manually optimisation by investigation of the benefits of DE algorithm.
According to Watts (2009) , the automatic selection of ECOS training parameters would be a significant advantage. Therefore, it would be interesting to choose an optimisation technique to carry that out. Consequently, EAs have been used to optimise the ESNN, which has been used to solve the learning problems. The major advantage of using EAs is its ability to adapt itself to a varying environment (Fernandez Caballero et al., 2010) . It is very common to use DE optimiser in many classification models like ANN (da Silva et al., 2010; Mineu et al., 2010) , wavelet neural network (Dheeba and Selvi, 2012) and support vector machine (SVM) (Zhou et al., 2007) . However, DE has not as yet been applied for ESNN to optimise pre-synaptic neurons.
Hybridisation of EAs has become trendy owing to their ability to handle several practical problems (Grosan and Abraham, 2007) . The purpose of hybridisation is to leverage the best function from each component of the hybrid (Ahmed et al., 2013) .
The proposed method DEPT-ESNN
Inspired by the various successful applications of DE, a hybrid DE method was proposed in this work called DEPT-ESNN, which combines DE with ESNN. Unlike our previous study in Saleh et al. (2014) which concentrated on optimising the pre-synaptic neurons of ESNN, the integrated structure of DE and ESNN is created to optimise the parameters which affect the accuracy of ESNN model. All candidates are initialised with random values and consequently act together based on classification accuracy. In other words, all input samples will be encoded into spikes and passed through ESNN model to find the current fitness explained in Algorithm 1. This process of searching the best parameter values has been conducted by updating DE candidates until obtaining the maximum number of iterations. The methodology for training the hybrid (DEPT-ESNN) is presented in Figure 1 .
The famous Wrapper approach is utilised in this integration. John et al. (1994) were the first researchers to introduce this approach and after that it was discussed in more detail in Kohavi and Sommerfield (1995) and in Kohavi and John (1997) . The Wrapper approach combines the classifier with an optimisation algorithm. The fitness function is identified as a vital element in such integrated approach by Valko et al. (2005) . Our proposed algorithm DEPT-ESNN is described in Algorithm 2. DEPT-ESNN works when each candidate holds the three parameters, namely modulation factor (Mod), proportion factor (Threshold) and neuron similarity value (Sim), values as shown in Figure 2 .
In this case, DE interacts with ESNN to optimise the ESNN parameters (Mod, Sim and Threshold) values. These values are considered as a candidate vector values. Updating the candidate's vector values means updating the three parameter values. As in Algorithm 2, the process starts by initialising the population and all candidate vector values with random values. After that, in every iteration, all candidate vector values are updated based on adding weighted difference of two vectors to a third, mixing new candidate vector with target vector to yield trial vector. Finally, replacing target vector with trial vector if the latter is obviously superior. This updating process is repeated in every iteration until stopping criteria is met (a desired fitness value is obtained or a maximum number of iterations is reached). The training process continues until acceptable fitness is achieved by the best candidate vector value. When the training finishes, the values are used to compute the classification accuracy for the training patterns. The same set of values is then used to test ESNN using the test patterns. 
Experimental study
This section describes the experimental study on DEPT-ESNN. The proposed method is evaluated by using ten-fold cross validation technique. In the experimental design, seven standard datasets -which are listed in Table 1 -were downloaded from the machine learning benchmark repository (http://www.ics.uci.edu/~mlearn/MLRepository.html). These seven datasets have been widely used in pattern classification. Moreover, according to Storn (2008) , the selected values for DE parameters are shown in Table 2 . The computational results of these test problems are provided in the next section.
Results and discussion
This section presents the results of the hybrid DEPT-ESNN compared to the ESNN. The experiments are conducted using Hepatitis, Liver, Iris, Haberman, Appendicitis, Heart and Ionosphere datasets. All experiments are based on ten runs. The results of comparison have been analysed based on their classification performance. Some results can be interpreted according to the no free lunch (NFL) theorem by Wolpert and Macready (1997) . Figure 3 illustrates the results of the hybrid DEPT-ESNN for the optimal number of parameters for all datasets. It is clear that DE stands on the best fitness accuracy to find the optimum values of parameters. Also, Figure 3 demonstrates the best values for the parameters depending on achieving the best accuracy. In Figure 3 , each colour in the figure points to a specific parameter which can show the value change for all parameters and fitness accuracy of each dataset. From the plots in Figure 3 , columns illustrate the average values for all datasets. It is important to verify that optimum parameters are first selected randomly. After that, searching for the optimum values occurs depending on the values of accuracy. It is obvious that the modulation factor (Mod) is between 0.5 and 0.8 for five datasets. This result is consistent with the Mod objective which is concluded by having different set of weight patterns to differentiate output class. This high value is better to overcome the problem of having different sets of weight patterns which means several connections with the same weight value. Furthermore, for the purpose of searching for the optimum threshold (C), results show that the average C value found for almost all datasets in these experiments is between 0.39 and 0.7, which is acceptable. In addition, the average Sim value was different from one dataset to another which reflects the nature of each dataset. In general, all parameters change gradually towards a certain optimal value, at which the correct mixture leads to better classification accuracy. Table 3 shows the results of DEPT-ESNN and ESNN for all chosen datasets in both training and testing data. As can be seen, the results demonstrated better accuracy of DEPT-ESNN in the training phase for all datasets except Iris and Appendicitis which gave equal values. In addition, the findings show that the accuracy of DEPT-ESNN in the testing phase has yielded better performance for Appendicitis, Haberman, Heart, Hepatitis and Ionosphere datasets and average as well. However, the accuracy of DEPT-ESNN is not convincing in the Iris and Liver datasets with values of 89.33 and 44, respectively because not all classifiers are suitable for all datasets. Table 3 Results of accuracy of chosen datasets Moreover, as illustrated in Figure 4 , testing accuracy values indicate that DEPT-ESNN has resulted in better classification, compared to ESNN for all datasets except Iris and Liver depending on the nature of their distribution. The classification accuracy may not always be the most significant performance criterion in a number of cases. In classification problems, for example, sensitivity, specificity and geometric mean (GM) may outweigh accuracy. Therefore, in order to evaluate the classification capabilities of the proposed method, the performance of DEPT-ESNN in the average of sensitivity, specificity and GM is performed. Table 4 presents the results of DEPT-ESNN in terms of sensitivity, specificity and GM, respectively. Figure 5 (a) show that the results of DEPT_ESNN have illustrated better performance of sensitivity on all datasets except Liver and Iris datasets. Secondly, in Figure 5 (b), the specificity of Heart, Liver and Hepatitis datasets is much better and on average as well. Similarly, the observation from the results in Figure 5 (c) has indicated that the geometric mean performs better in all datasets except Iris, Liver and Haberman datasets. Finally, the results of error rate for both training and testing is carried out for DEPT-ESNN and ESNN are shown in Table 5 . The results of DEPT-ESNN have revealed that the generalisation of error rate is better on Heart and Ionosphere datasets. Similarly, the results of ESNN shown in Table 5 reveal that the generalisation of error rate is at least competitive for Haberman, Iris and Hepatitis datasets. Table 4 Results of sensitivity, specificity and GM of chosen datasets 
The dataset Algorithm
Training classification accuracy
Conclusions and future works
In this paper, a hybrid DEPT-ESNN method was proposed to determine the optimal number of parameters for a given dataset which is important for ESNN. A comparative study has been conducted between DEPT-ESNN and ESNN to show the performance improvement of DEPT-ESNN. Both DEPT-ESNN and ESNN have been used to perform the classification on seven standard datasets. The results show that DEPT-ESNN is able to classify dataset with mostly better accuracy than the ESNN algorithm. The accuracy of DEPT-ESNN in testing phase gave promising results compared to the accuracy in ESNN. Moreover, DE-ESNN uncovered the optimum parameters of ESNN which is considered important for good accuracy. Additionally, DEPT-ESNN mostly shows better results in sensitivity, Specificity and GM measurements. For future work, hybridisation of a multi DE MODE-ESNN with an ESNN algorithm may be a good trend to be explored to obtain more results.
