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SYMBOLIC POWERS OF DETERMINANTAL IDEALS IN PRIME
CHARACTERISTIC
JONATHAN MONTAN˜O∗ AND LUIS NU´N˜EZ-BETANCOURT+
Abstract. We study the symbolic powers of determinantal ideals of generic, generic sym-
metric, and Hankel matrices of variables, and of Pfaffians of generic skew-symmetric ma-
trices, in prime characteristic. Specifically, we show that the limit lim
n→∞
reg(I(n))
n
exists and
that depth(R/I(n)) stabilizes for n ≫ 0. Furthermore, we give explicit formulas for the
stable value of depth(R/I(n)) in the generic and skew-symmetric cases. In order to show
these results, we introduce the notion of symbolic F -purity of ideals which is satisfied by the
classes of ideals mentioned above. Moreover, we find several properties satisfied by symbolic
F -pure ideals. For example, we show that their symbolic Rees algebras and symbolic asso-
ciated graded algebras are F -pure. As a consequence, their a-invariants and depths present
good behaviors. In addition, we provide a Fedder’s-like Criterion for symbolic F -purity.
1. Introduction
Let I be a radical (homogeneous) ideal in a regular local ring (standard graded polynomial
ring over a field) (R,m, k). The n-th symbolic power of I is given by
I(n) =
⋂
Q∈Ass(I)
(InRQ ∩R).
Symbolic powers encode important geometric, differential, and algebraic information about
I and the variety it defines [DDSG+18].
In this manuscript, we study homological invariants of symbolic powers of determinantal
ideals of generic, generic symmetric, and Hankel matrices of variables, and of Pfaffians of
generic skew-symmetric matrices, when the ring has prime characteristic. Determinantal
ideals and their corresponding varieties have played a central role in algebraic geometry and
commutative algebra [BV88], as they provide examples of varieties with mild singularities
[Bou87, HE71, HH94, CMSV18].
It was recently asked whether the limit of normalized Castelnuovo-Mumford regularities,
lim
n→∞
reg(R/I(n))
n
, always exists [HHT02]. Several authors have approached this question in
a variety of cases; however, it remains widely open. Some classes of ideals for which this
limit is known to exist are square-free monomial ideals [HT10] and ideals of small dimension
[HHT02]. If the ground field is C, there are linear formulas for reg(R/I(n)) when I is the
ideal of t-minors of a generic matrix [Rai18] or 2t-Pfaffians of a generic skew-symmetric
matrix [Per19]. These results use representation theory in characteristic zero. It is worth
2010 Mathematics Subject Classification. 13C40, 14M12, 13A35, 13C15, 13D02.
Key words and phrases. Symbolic powers, determinantal ideals, Castelnuovo-Mumford regularity, depth,
symbolic F -purity.
∗ The first author was partially supported by a Simons Travel Grant from the Simons Foundation and
AMS.
+ The second author was partially supported by CONACyT Grant 284598 and Ca´tedras Marcos
Moshinsky.
1
mentioning that, in general, the function reg(R/I(n)) is not eventually linear, not even for
square-free monomial ideals [DHNT19]. In particular, this linearity may fail even if the
symbolic Rees algebra, Rs(I) = ⊕n∈NI
(n)tn, is Noetherian.
In our first main result we show that lim
n→∞
reg(R/I(n))
n
exists for determinantal ideals in prime
characteristic. In the following statement It(−) denotes the ideal generated by t-minors, and
P2t(−) the ideal generated by 2t-Pfaffians.
Theorem A (Theorems 5.6 and 5.8). Let k be a field of prime characteristic. Let X be
an m × r generic matrix, Y an m × m generic symmetric matrix, Z an m × m generic
skew-symmetric matrix, and Wj an j×d+1−j Hankel matrix of variables. Then, for every
t ∈ N and I ⊆ R equal to It(X) ⊆ k[X ], It(Y ) ⊆ k[Y ], P2t(Z) ⊆ k[Z], or It(Wj) ⊆ k[Wj ]
the following limit exists
lim
n→∞
reg(R/I(n))
n
.
Another homological property of symbolic powers that has been widely studied is the
stabilization of the sequence depth(R/I(n)). It is worth mentioning that the function
depth(R/I(n)) can have a wild behavior. For instance, Nguyen and Trung [NT19b, NT19a]
showed that for every function φ(n) that is eventually periodic there exists an homogeneous
ideal I ⊆ R such that φ(n) = depth(R/I(n)). However, it is known that depth(R/I(n))
stabilizes for square-free monomial ideals [HT10]. Moreover, there are formulas for the sta-
ble value in terms of the symbolic analytic spread, dimRs(I)/mRs(I) [HKTT17] (see also
[Fak20, NT19b, NT19a, DM19]). However, to the best of the authors’ knowledge, there is
no other class of radical ideals for which depth(R/I(n)) is known to stabilize. A related
property was suspected, but not proven, for minors of generic matrices [BV88, Page 125].
In our second main result, we show that depths of symbolic powers of determinantal ideals
stabilize in prime characteristic. Furthermore, we are able to give explicit formulas for these
stable values in the generic and skew-symmetric cases.
Theorem B (see Theorems 5.7 and 5.8). Let k be a field of prime characteristic. Let X
be an m× r generic matrix, Y an m ×m generic symmetric matrix, Z an m ×m generic
skew-symmetric matrix, and Wj an j×d+1−j Hankel matrix of variables. Then, for every
t ∈ N and I ⊆ R equal to It(X) ⊆ k[X ], It(Y ) ⊆ k[Y ], P2t(Z) ⊆ k[Z], or It(Wj) ⊆ k[Wj ]
the sequence
depth(R/I(n))
stabilizes for n≫ 0, and this stable value is equal to min{depth(R/I(n))}. Furthermore,
(1) If I = It(X) for 1 6 t 6 min{m, r}, then
lim
n→∞
depth(R/I(n)) = dimR− dimRs(I)/mRs(I) = t2 − 1.
(2) If I = P2t(Z) for 1 6 t 6
m
2
, then
lim
n→∞
depth(R/I(n)) = dimR− dimRs(I)/mRs(I) = t(2t− 1)− 1.
(3) If I = It(Wj) for 1 6 t 6 min{j, d+ 1− j}, then
lim
n→∞
depth(R/I(n)) = dimR− dimRs(I)/mRs(I).
We note that the stable values of depths in Theorem B in the generic and generic skew-
symmetric cases do not depend on the size of the matrix.
2
Our main technique to prove Theorems A and B is symbolic F -purity (see Definition 2.1).
This is a new class of ideals in F -finite regular rings whose symbolic Rees and symbolic
associated graded algebras are F -pure (see Theorem 3.2). We recall that F -pure rings are
those in which the inclusion R →֒ R1/p splits. This class of rings have mild singularities
with desirable properties [GH17, DSGNB18]. As with F -purity, there exists a criterion
that allows us to test symbolic F -purity (see Theorem 2.7). Symbolic F -purity implies
F -purity; however, the converse is not true: in Example 2.11 we show that even strong
F -regularity does not imply symbolic F -purity. Examples of symbolic F -pure ideals include
square-free monomial ideals (see Example 2.9) and determinantal ideals (see Proposition 5.5
and Theorem 5.8). We refer to Proposition 2.13 and Example 2.17 for additional examples.
Using these ideas, we are able to answer a question raised by Huneke1 regarding F -Ko¨ning
ideals (see Example 2.16) which arose in connections with the Conforti-Cornue´jols conjecture
[CC90]. We also show that a-invariants and depths of symbolic F -pure ideals have good
behavior (see Proposition 4.1). In addition, there is a finite test to verify that their symbolic
and ordinary powers coincide (see Theorem 3.6).
Convention. We assume that either (R,m, k) is a regular local ring of dimension d > 0, or
R = k[x1, . . . , xd] is a standard graded polynomial ring over a field k with m = (x1, . . . , xd).
We assume that R has prime characteristic p. We further assume R is F -finite (except in
Section 5). Let I denote an R-ideal (homogeneous in the graded case).
2. Symbolic F -pure ideals
We start this section by introducing a strong version of F -purity.
Definition 2.1. We say that an ideal I ⊆ R is symbolic F -pure if there exists a splitting
φ : R1/p → R such that φ
(
(I(np+1))1/p
)
⊆ I(n+1) for every n ∈ N. We may also say that I is
symbolic F -pure with respect to φ to emphasize the splitting.
Remark 2.2. We observe that if I is symbolic F -pure, then R/I is F -pure, and in particular
radical. This follows from considering n = 0 in the definition.
Proposition 2.3. Let I ⊆ R be an ideal. The following statements are equivalent:
(1) I is symbolic F -pure.
(2) There exists a splitting φe : R
1/pe → R such that φe
(
(I(np
e+1))1/p
e)
⊆ I(n+1) for every
e > 0 and every n ∈ N.
(3) There exists a splitting φe : R
1/pe → R such that φe
(
(I(np
e+1))1/p
e)
⊆ I(n+1) for some
e > 0 and every n ∈ N.
Proof. We consider the implication (1) ⇒ (2). Let φ be as in Definition 2.1. We set
ϕj : R
1/pj → R1/p
j−1
by ϕj(r
1/pj) = (φ(r1/p))1/p
j−1
for every j > 0. We observe that
ϕj
(
(I(np
j+1))1/p
j)
⊆ (I(np
j−1+1))1/p
j−1
for every n ∈ N. Then for a every e > 0 we have
ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕe
(
(I(np
e+1))1/p
e)
⊆ I(n+1)
for every n. Setting φe := ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕe we obtain the desired conclusion.
Since (2)⇒ (3) is clear, it remains to show the implication (3)⇒ (1). We consider the in-
clusion ι : R1/p → R1/p
e
and set φ := φe◦ι. We note that, ι
(
(I(np+1))1/p
)
⊆ (I(np
e+pe−1))1/p
e
⊆
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(I(np
e+1))1/p
e
. As a consequence,
φ
(
(I(np+1))1/p
)
⊆ φe
(
(I(np
e+1))1/p
e)
⊆ I(n+1)
for every n ∈ N, the result follows. 
In the following result, we show that a radical ideal is symbolic F -pure if and only if all
of its minimal prime ideals are symbolic F -pure with respect to the same splitting.
Proposition 2.4. Let I be a radical ideal and φ : R1/p → R a splitting. Then I is symbolic
F -pure with respect to φ if and only if every Q ∈ Min(I) is symbolic F -pure with respect to
φ.
Proof. We start with the forward direction. Let Q ∈ Min(I) and φQ be the extension of φ
to RQ. Therefore we have
φQ
(
(Q(np+1)RQ)
1/p
)
= φQ
(
(I(np+1)RQ)
1/p
)
⊆ I(n+1)RQ = Q
n+1RQ.
Therefore,
φ
(
(Q(np+1))1/p
)
⊆ φ
(
(Q(np+1)RQ)
1/p ∩R1/p
)
= φQ
(
(Q(np+1)RQ)
1/p ∩R1/p
)
⊆ Qn+1RQ ∩R = Q
(n+1).
This shows Q is symbolic F -pure with respect to φ. Conversely, write I = Q1 ∩ · · · ∩ Qu.
Then,
φ
(
(I(np+1))1/p
)
= φ
(
(Q
(np+1)
1 ∩ · · · ∩Q
(np+1)
u )
1/p
)
⊆ Q
(n+1)
1 ∩ · · · ∩Q
(n+1)
u = I
(n+1),
finishing the proof. 
Fedder’s Criterion for symbolic F-purity. In this subsection we provide a version of
Fedder’s Criterion for symbolic F -pure ideals (Theorem 2.7). In particular, we show that
symbolic F -purity can be checked in finitely many steps. For the proof of Theorem 2.7 we
need the following two preliminary lemmas.
Lemma 2.5. For given e ∈ Z>0, there exists a splitting φe : R
1/pe → R such that
φe
(
(I(np
e+1))1/p
e)
⊆ I(n+1) for every n ∈ N
if and only if ⋂
n∈N
(
(I(n+1))[p
e] :R I
(npe+1)
)
6⊆ m[p
e].
Proof. Since R is regular, HomR(R
1/pe, R) is a free R1/p
e
-module of rank one [Fed83, Propo-
sition 1.6]. Let Φ be a generator (homogeneous in the graded case). Then, the map
φe := f
1/peΦ = Φ(f 1/p
e
−) is such that φe
(
(I(np
e+1))1/p
e)
⊆ I(n+1) for every n ∈ N if and only
if
f 1/p
e
∈
⋂
n∈N
I(n+1)R1/p
e
:R1/pe (I
(npe+1))1/p
e
by Fedder’s work [Fed83, Proposition 1.6]. The latter is equivalent to
f ∈
⋂
n∈N
(I(n+1))[p
e] :R I
(npe+1).
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In addition, φe is a splitting if and only if f
1/pe 6∈ mR1/p
e
. The latter occurs if and only if
f 6∈ m[p
e]. These considerations combined prove the result. 
The following lemma is well-known, we include the proof for the sake of completeness.
We denote by µ(I) the number of generators of the ideal I.
Lemma 2.6. If r > µ(I)(p− 1) + 1, then Ir = Ir−pI [p].
Proof. Let u = µ(I) and f1, . . . , fu a minimal set of generators of I. Let α1, . . . , αu ∈ N
be such that α1 + . . . + αu = r, then by assumption there must exist αi such that αi > p.
Therefore, fα11 · · · f
αu
u = f
α1
1 · · · f
αi−p
i f
αu
u · f
pe
i ∈ I
r−pI [p]. This shows that Ir ⊆ Ir−pI [p]. To
obtain the other containment, we observe that I [p] ⊆ Ip. 
We are ready to prove the Fedder’s-like Criterion for symbolic F -purity. We recall that
the big height of an ideal I, denoted by bigheight(I), is the highest height of a minimal
prime of I.
Theorem 2.7. Let I ⊆ R be a radical ideal and set H = bigheight(I). Let δ = 1 if p 6 H
and δ = 0 otherwise. Then, I is symbolic F -pure if and only if
(2.1)
max{0,H−1−δ}⋂
n=0
(
(I(n+1))[p] :R I
(np+1)
)
6⊆ m[p].
Proof. By Lemma 2.5 and Definition 2.1 it suffices to show that Equation (2.1) implies⋂
n∈N
(
(I(n+1))[p] :R I
(np+1)
)
6⊆ m[p].
We note that if H = 0, then I = 0 and the result follows. If H = 1, then I is a principal
ideal. Therefore,
(I(n+1))[p] :R I
(np+1) = Inp+p :R I
np+1 = Ip−1 = I [p] :R I
and the result follows. Hence, for the rest of the proof we may assume H > 2. Let J be
the ideal (I(H−δ))[p] :R I
((H−1−δ)p+1). We claim that J ⊆
(
I(n+1)
)[p]
:R I
(np+1) for every n >
H − 1− δ. We proceed by induction on n. The base of induction follows from the definition
of J . Suppose J ⊆ (I(n+1))[p] :R I
(np+1), we need to show that JI((n+1)p+1) ⊆ (I(n+2))[p],
and it suffices to show this containment locally at every prime ideal in AssR(I
(n+2))[p] =
AssR I
(n+2) = AssR I. LetQ ∈ AssR I and set Q˜ = QRQ. We observe that since n+1 > H−δ,
we have (n+ 1)p+ 1 > Hp− δp+ 1 > H(p− 1) + 1. Then, Lemma 2.6 implies
(Q˜n+2)[p] :R Q˜
(n+1)p+1 = Q˜[p](Q˜n+1)[p] :R Q˜
[p]Q˜(np+1) ⊇ (Q˜n+1)[p] :R Q˜
(np+1).
Since JRQ ⊆ (Q˜
n+1)[p] :R Q˜
(np+1) by induction hypothesis, the proof of our claim follows.
We conclude ⋂
n∈N
(
(I(n+1))[p] :R I
(np+1)
)
=
H−1−δ⋂
n=0
(
(I(n+1))[p] :R I
(np+1)
)
6⊆ m[p],
the result follows. 
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Remark 2.8. The condition on the variable δ is needed for the conclusion in Theorem 2.7.
Indeed, if
max{0,H−2}⋂
n=0
(
(I(n+1))[p] :R I
(np+1)
)
6⊆ m[p]
implied that I is symbolic F -pure, then every F -pure ideal I such that bigheight I = 2
would be symbolic F -pure, contradicting Example 2.11.
Example 2.9. Let I be a square-free monomial ideal in k[x1, . . . , xd]. We observe that
(x1 · · ·xd)
p−1 ∈
(
d⋂
n=0
(
(I(n+1))[p] :R I
(np+1)
))
\m[p]
Then, by Theorem 2.7, I is symbolic F -pure. This can also be proven using the trace map
[MNB19, Proof of Lemma 3.3].
Remark 2.10. Suppose that k ⊆ L is a field extension of F -finite fields, and that I(n)⊗kL =
(I ⊗k L)
(n) for every n ∈ N. Let R = k[x1, . . . , xd] be a standard graded polynomial ring
and I ⊆ R a homogeneous ideal. We have that(
d⋂
n=0
(
(I(n+1))[p] :R I
(np+1)
))
⊗k L =
(
d⋂
n=0
((
(I ⊗k L)
(n+1)
)[p]
:R (I ⊗k L)
(np+1)
))
.
We conclude that if I is symbolic F .pure, then I ⊗k L is also symbolic F -pure.
Symbolic F -pure ideals vs F -pure ideals. Since every symbolic F -pure ideal is F -pure,
one may ask whether these two conditions are equivalent. The following example shows that
this is not the case.
Example 2.11. Let R = k[a, b, c, d] and char p > 3. Consider the following matrix
A =
[
a2 b d
c a2 b− d
]
.
Let I = I2(A) be the ideal generated by the 2× 2 minors of A. The ring R/I is F -pure, in
fact strongly F -regular [Sin99, Proposition 4.3]. The ideal I is prime of height. Moreover,
the symbolic and ordinary powers of I coincide [GH17, Corollary 4.4]. Considering p = 3 we
verify with Macaulay2 [GS02] that (I2)[3] :R I
4 ⊆ m[3]. Therefore, I is not symbolic F -pure
by Theorem 2.7.
With the next set of results we aim to provide sufficient conditions for F -pure ideals to
be symbolic F -pure.
Corollary 2.12. Let I ⊆ R be a radical ideal of bigheight(I) = 2 and assume p = 2. Then
every splitting φ : R1/2 → R such that φ(I1/2) ⊆ I satisfies φ
(
(I(2n+1))1/2
)
⊆ I(n+1) for every
n ∈ N. In particular, I is symbolic F -pure if and only if I is F -pure.
Proof. The statement follows from the proof of Theorem 2.7 as by assumption H − 1− δ =
0. 
Proposition 2.13. Let I ⊆ R be a radical ideal and set H = bigheight(I). If I(H(p−1)) 6⊆
m
[p], then I is a symbolic F -pure ideal.
6
Proof. For every n ∈ N we have I(H(p−1))I(np+1) ⊆ I(H(p−1)+np+1) ⊆ (I(n+1))[p] [GH17, Lemma
2.6]. Therefore, I(H(p−1)) ⊆ (I(n+1))[p] :R I
(np+1). The result now follows from Theorem
2.7. 
Definition 2.14 (Huneke). Let I ⊆ R be a radical ideal of height h. We say that I is
F -Ko¨nig if there exists a regular sequence f1, . . . , fh ∈ I such that R/(f1, . . . , fh) is F -pure.
For example, this is the case if I is an F -pure ideal generated by a regular sequence.
Proposition 2.15. If I ⊆ R is equidimensional and F -Ko¨nig, then it is symbolic F -pure.
Proof. Let h = ht I and f1, . . . , fh ∈ I a regular sequence such that R/(f1, . . . , fh) is F -pure.
We consider J = (f1, . . . , fh). Since J is F -pure, we have f
p−1
1 · · · f
p−1
h ∈ J
h(p−1)\m[p] [Fed83,
Proposition 2.1]. The result now follows from Proposition 2.13 since Jh(p−1) ⊆ I(h(p−1)). 
Example 2.16. Ideals generated by maximal minors of generic matrices are F -Ko¨nig. Let
X =
x1,1 · · · x1,n... . . . ...
xm,1 · · · xm,n

be a generic matrix such thatm 6 n and let R = k[X ]. Let I = Im(A) be the ideal generated
by the m×m minors of X , then ht I = n−m+ 1. Let q1 . . . , qn−m+1 be the m×m minors
of X such qi corresponds to the matrix consisting of the columns {i, i+ 1, . . . , i+m− 1} of
X . Note that q1, . . . , qn−m+1 is a regular sequence. We claim that J = (q1, . . . , qn−m+1) is
symbolic F -pure, and then F -pure by Remark 2.2. To see this, we consider < to be the term
order in R such that xi,j < xi′,j′ if and only if i < i
′, or, i = i′ and j < j′. Then for every i,
the leading monomial lm<(qi) is the product of the diagonal entries of the matrix associated
to qi. Therefore, lm<(q1 · · · qn−m+1) is a square-free monomial. The claim now follows from
Proposition 2.13 since qp−11 · · · q
p−1
n−m+1 ∈ J
((n−m+1)(p−1)) and lm<(q
p−1
1 · · · q
p−1
n−m+1) 6∈ m
[p].
Example 2.17. Let A and B be two generic matrices of size n× n with entries in disjoint
sets of variables. Let J be the ideal generated by the entries of AB − BA and I the ideal
generated by the off-diagonal entries of this matrix. Then if n = 2, 3, the ideals I and J are
F -Ko¨nig [Kad18].
We now mention and answer a question that was raised by Huneke at the BIRS-CMO
workshop on Ordinary and Symbolic Powers of Ideals during the summer of 2017 at Casa
Matema´tica Oaxaca which arose in connections with the Conforti-Cornue´jols conjecture
[CC90].
Question 2.18 (Huneke). Let Q ⊆ R be a prime ideal such that R/Q is F -pure, and
Q(n) = Qn for every n ∈ N. Is Q F -Ko¨nig?
We now give an example that justifies that the answer to this question is negative.
Example 2.19. Let I and R be as in Example 2.11 with p > 3. Then, I is a prime ideal of
height 2. As noted before, I(n) = In for every n ∈ N; however, I is not F -Ko¨nig. We now
show this. By Proposition 2.15 and its proof it suffices to show I(2(p−1)) = I2(p−1) ⊆ m[p].
Assume that the variable a has degree 1 and that the variables b, c, and, d have degree 2.
Hence, I is generated in degree 4 and then I2(p−1) is generated in degree 8(p− 1). On the
other hand, if f := an1bn2cn3dn4 6∈ m[p], we have ni 6 p − 1 for each i. Therefore, f has
degree at most 7(p− 1).
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In the last result of this section, we provide a necessary condition for a radical ideal I to
be F -Ko¨nig in terms of an invariant of singularities in prime characteristic. We first recall
a definition.
Definition 2.20 ([TW04, MTW05]). We set vI(p
e) = max{r ∈ N | Ir 6⊆ m[p
e]}. Then the
F -pure threshold of I is defined by fpt(I) = lim
e→∞
vI (p
e)
pe
.
Proposition 2.21. If I ⊆ R is F -Ko¨nig, then fpt(I) = ht(I).
Proof. Set h = ht(I). Proceeding as in the proof of Proposition 2.15 we show that I(h(p
e−1)) 6⊆
m
[pe] for every e > 1. Therefore, vI(p
e) > h(pe−1) for each e, and so, fpt(I) > h. The other
inequality is already known [TW04, Proposition 2.6.]. 
3. Symbolic Rees and Symbolic associated graded algebras
In this section we study the symbolic Rees and symbolic associated graded algebras of a
symbolic F -pure ideal. As a consequence, we obtain a sufficient condition for the equality
of ordinary and symbolic powers.
Definition 3.1. Consider the following graded algebras associated to the symbolic powers
of an ideal I ⊆ R.
(i) The the symbolic Rees algebra of I: Rs(I) = ⊕n∈NI
(n)tn.
(ii) The symbolic associated graded algebra of I: grsI(R) = ⊕n∈NI
(n)/I(n+1).
In the first result of this section, we show that if I is a symbolic F -pure ideal then the
algebras in Definition 3.1 are F -pure.
Theorem 3.2. If I ⊆ R is a symbolic F -pure ideal, then Rs(I) and grsI(R) are F -pure.
Proof. Let φ be such that I is symbolic F -pure with respect to φ. We note that Rs(I) is a
domain. Then, Rs(I)1/p = ⊕n∈N(I
(n))1/ptn/p is well-defined. We define ϕ : Rs(I)1/p → Rs(I)
to be the homogeneous morphism of Rs(I)-modules induced by ϕ(r1/ptn/p) = φ(r1/p)tn/p if
p divides n, and ϕ(r1/ptn/p) = 0 otherwise. The map ϕ is well-defined because
φ
(
(I((n+1)p))1/p
)
⊆ φ
(
(I(np+1))1/p
)
⊆ I(n+1)
for every n ∈ N, and it is Rs(I)-linear since φ is R-linear. If r ∈ I(n) ⊆ (I(np))1/p, then
ϕ(rtnp/p) = φ(r)tn = rtn because φ is a splitting. We conclude that ϕ is also a splitting and
hence Rs(I) is F -pure.
Consider the ideal J = ⊕n∈NI
(n+1)tn ⊆ Rs(I). Since φ
(
(I(np+1))1/p
)
⊆ I(n+1) for every
n ∈ N, we obtain ϕ
(
(I(np+1))1/ptnp/p
)
⊆ I(n+1)tn for every n ∈ N. Therefore, ϕ(J 1/p) ⊆ J .
This induces a splitting ϕ : (Rs(I)/J )1/p → Rs(I)/J and then Rs(I)/J = grsI(R) is also
F -pure. 
For the proof of the next corollary we need the following lemma. Although this statement
is folklore, we were not able to find a reference to it. We include here a proof for the reader’s
convenience.
Lemma 3.3. Let I ⊆ R be a radical ideal. Then In = I(n) for every n ∈ N if and only if
the associated graded algebra grI(R) = ⊕n∈NI
n/In+1 is reduced.
Proof. Under the assumptions of we have that grI(R) is reduced if and only if grI(R) is
torsion-free over R/I [HSV89, Corollary 1.10], we now show that the latter condition is
equivalent to In = I(n) for every n ∈ N.
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Assume grI(R) is torsion-free over R/I, then AssR I
n/In+1 ⊆ AssRR/I for every n ∈ N.
From 0 → In/In+1 → R/In+1 → R/In → 0 we obtain AssRR/I
n+1 ⊆ AssR I
n/In+1 ∪
AssRR/I
n. Therefore, proceeding by induction on n we obtain AssRR/I
n+1 ⊆ AssRR/I
for every n ∈ N, which implies In = I(n) for every n ∈ N.
Conversely, assume In = I(n) for every n ∈ N. Then AssR I
n/In+1 ⊆ AssRR/I
n+1 =
AssRR/I for every n ∈ N, which AssR grI(R) = AssRR/I, i.e., grI(R) is torsion-free over
R/I. 
Corollary 3.4. Let I ⊆ R be a symbolic F -pure ideal. Then, In = I(n) for every n ∈ N if
and only if grI(R) is an F -pure ring.
Proof. If In = I(n) for every n ∈ N, then grI(R) = gr
s
I(R). Hence, grI(R) is F -pure by
Theorem 3.2. Conversely, if grI(R) is F -pure, then grI(R) is reduced. Therefore, I
n = I(n)
for every n ∈ N by Lemma 3.3. 
We note that in order to prove thatRs(I) is F -pure, we only need a splitting φ′ : R1/p → R
such that φ′
(
(I((n+1)p))1/p
)
⊆ I(n+1) for every n ∈ N. Let H = bigheight I, δ′ = 1 if p 6 H−1
and δ′ = 0 otherwise. We can adapt Lemma 2.5 and the proof of Theorem 2.7 to obtain
that
H−2−δ′⋂
n=0
(
(I(n+1))[p] :R I
((n+1)p)
)
6⊆ m[p]
implies that Rs(I) is F -pure. Proceeding as in Proposition 2.13, we have that
I(H−1)(p−1) ⊆
(
(I(n+1))[p] :R I
((n+1)p)
)
,
and then we obtain the following statement.
Proposition 3.5. Let I ⊆ R be a radical ideal and set H = bigheight(I). Let δ′ = 1 if
p 6 H − 1 and δ′ = 0 otherwise. Assume
H−2−δ′⋂
n=0
(
(I(n+1))[p] :R I
((n+1)p)
)
6⊆ m[p].
Then, Rs(I) is F -pure. In particular, the conclusion holds if If I(H−1)(p−1) 6⊆ m[p].
The following result gives a finite test to verify whether the symbolic and ordinary powers
of a symbolic F -pure ideal coincide.
Theorem 3.6. Let I ⊆ R be a symbolic F -pure ideal. If In = I(n) for every n 6 ⌈µ(I)(p−1)
p
⌉,
then In = I(n) for every n ∈ N.
Proof. By Corollary 3.4, it suffices to show grI(R) is F -pure. Let φ be such that I is
symbolic F -pure with respect to φ. Proceeding as in Theorem 3.2 it suffices to prove
φ
(
(Inp+1)1/p
)
⊆ In+1 for every n ∈ N. By assumption this inclusion holds for n < ⌈µ(I)(p−1)
p
⌉,
as for these values I(n+1) = In+1. We fix n > ⌈µ(I)(p−1)
p
⌉. Then, Inp+1 = I(n−1)p+1I [p] by
Lemma 2.6. The latter is equivalent to (Inp+1)1/p = (I(n−1)p+1)1/pI. Therefore, by induction
on n
φ
(
(Inp+1)1/p
)
= φ
(
(I(n−1)p+1)1/pI
)
= φ
(
(I(n−1)p+1)1/p
)
I ⊆ InI = In+1.

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Corollary 3.7. Assume p = 2. If I ⊆ R is an F -pure ideal such that bigheight(I) = 2, then
Rs(I) and grsI(R) are F -pure. In addition, if I
n = I(n) for every n 6 ⌈µ(I)
2
⌉, then In = I(n)
for every n ∈ N.
Proof. We have that I is a symbolic F -pure ring by Corollary 2.12. The rest follows from
Theorems 3.2 and 3.6. 
Corollary 3.8. Let I ⊆ R be an F -pure ideal. Assume that either bigheight(I) = 2, or,
p = 2 and bigheight(I) = 3, then Rs(I) is F -pure. If in addition R/I is strongly F -regular
and ht I = 2, then R(I) is F -pure.
Proof. The first statement follows from Proposition 3.5 as (I [p] :R I) ⊆ (I
[p] :R I
(p)) and
(I [p] :R I) 6⊆ m
[p] [Fed83, Theorem 1.12]. The second statement follows from the first one as
under these assumptions In = I(n) for every n ∈ N [GH17, Corollary 4.4.] . 
We do not know an example of an F -pure ideal for which a splitting φ′ as in the paragraph
before Proposition 3.5 does not exist. We raise the following question.
Question 3.9. Let I ⊆ R be an F -pure ideal, is Rs(I) always F -pure via a homogeneous
splitting?
4. Depth and regularity of symbolic powers of Symbolic F -pure ideals
In this section we study the depth and regularity of symbolic powers of symbolic F -pure
ideals. In Theorem 4.2 we show that for these ideals, the sequences {depth(R/I(n))}n∈N,
and { reg(R/I
(n))
n
}n∈N in the graded case, converge.
If R = k[x1, . . . , xd] and M is a graded R-module, we denote by ai(M) = max{j |
Hi
m
(M)j 6= 0}| the ith a-invariant of M for 0 6 i 6 dimM . If H
i
m
(M) = 0, then we set
ai(M) = −∞. We also denote by reg(M) the Castelnuovo-Mumford regularity of M , i.e.,
reg(M) = max{ai(M) + i}.
Proposition 4.1. Let I ⊆ R be a symbolic F -pure ideal. Then
(1) depth(R/I(n)) 6 depth(R/I(⌈
n
pe
⌉)) for every n, e ∈ N.
(2) If R = k[x1, . . . , xd], then ai(R/I
(n)) > peai(R/I
(⌈ n
pe
⌉)) for every n, e ∈ N and 0 6
i 6 dimR/I.
Proof. By Proposition 2.3 the natural map ι : R/I(n+1) → R1/p
e
/(I(np
e+j))1/p
e
splits for
every n, e ∈ N and 1 6 j 6 pe with the splitting φe. Therefore, the module H
i
m
(
R/I(n+1)
)
is a direct summand of Hi
m
(
R1/p
e
/(I(np
e+j))1/p
e)
for every 1 6 i 6 dimR/I. We note that
(4.1) Hi
m
(
R1/p
e
/(I(np
e+j))1/p
e)
=
(
Hi
m
(
R/I(np
e+j)
))1/pe
.
We conclude that Hi
m
(
R/(I(np
e+j))
)
= 0 implies that Hi
m
(
R1/p
e
/(I(np
e+j))1/p
e)
= 0, and
hence Hi
m
(
R/I(n+1)
)
= 0. Therefore, depth(R/I(n+1)) > depth(R/(I(np
e+j))), which proves
the first part.
From Equation (4.1), we have
ai(R/I
(n+1)) 6 ai
(
R1/p
e
/(I(np
e+j))1/p
e)
=
1
pe
ai
(
R/I(np
e+j)
)
,
and the second part follows. 
The following is the main theorem of this section.
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Theorem 4.2. Let I ⊆ R be a symbolic F -pure ideal such that Rs(I) is Noetherian. Then
(1) depth(R/I(n)) stabilizes and the stable value is equal to min{depth(R/I(n))}.
(2) If R = k[x1, . . . , xd], then lim
n→∞
reg(R/I(n))
n
exists.
Proof. We begin with (1). Since Rs(I) is Noetherian, there exists t ∈ N such that I(n+t) =
I(t)I(n) for every n > t [Rat79, Remark 2.4.3]. Hence, for every j = 0, . . . , t− 1 there exist
dj, tj ∈ N such that
depth(I((n+1)t+j)) = depth((I(t))nI(t+j)) = dj,
and then depth(R/I((n+1)t+j)) = dj − 1, for n > tj [HH05, Theorem 1.1].
Let δ = min{depth(R/I(n))}n∈N and fix s ∈ Z>0 such that δ = depth(R/I
(s)). Let q = pe
be such that q > t, and q(s− 1) > (tj + 1)t for every j = 0, . . . , t− 1. From Proposition 4.1
it follows that
depth(R/I(q(s−1)+i)) 6 depth(R/I(s))
for every i = 1, . . . , q. By our choice for q, for each j = 0, . . . , t − 1 there exist natural
numbers m > tj + 1 and 1 6 i 6 q such that q(s− 1) + i = mt+ j. Then,
δ = depth(R/I(s)) > depth(R/I(q(s−1)+i))
= depth(R/I(mt+j)) = dj − 1.
We conclude that δ = dj − 1 for every j = 0, . . . , t− 1 and then
depth(R/I(n)) = δ, for n≫ 0.
We proceed to prove (2). Since Rs(I) is Noetherian , the sequence reg(I(n)) eventually
agrees with a linear quasi-polynomial [CHT99, Proof of Theorem 4.3], i.e., there exists
w ∈ N and c1, . . . , cw, b1, . . . , bw ∈ N such that reg(R/I
(n)) = cjn + bj for n ∼= j (mod w)
and n ≫ 0. It suffices to show that c1 = . . . = cw. Set αn = max{ai(R/I
(n))} for every
n ∈ N and notice that αn 6= −∞ for every n ∈ N. We have that
lim
m→∞
αwm+j
wm+ j
= cj
for every j = 0, . . . , w − 1. We fix i, j ∈ {1, . . . , w}, and e ∈ N such that q = pe > w. Fix
ǫ ∈ R>0 and let r ∈ N be such that cj −
αwm+j
wm+j
< ǫ for every m > r. From Proposition 4.1,
we obtain
αwr+j 6
αqθ(wr+j−1)+b
qθ
for every θ ∈ N and b = 1, . . . , qθ. Then,
cj − ǫ 6
αwr+j
wr + j
6
αqθ(wr+j−1)+b
qθ(wr + j)
6
αqθ(wr+j−1)+b
qθ(wr + j − 1) + b
.
Since this inequality holds for every b = 1, . . . , qθ and since w < qθ, there exists infinitely
many pairs θ, w such that qθ(wr+ j − 1)+ b ∼= i (mod w). We conclude that cj − ǫ 6 ci for
every ǫ, and then cj 6 ci. Since i, j were chosen arbitrarily, we conclude that c1 = . . . = cw,
finishing the proof. 
Under extra assumptions we can say more about the limit lim
n→∞
depth(R/I(n)).
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Remark 4.3. Let I and R be as in Theorem 4.2, and let m be the homogeneous maximal
ideal of R. Assume that Rs(I) is Cohen-Macaulay, then
lim
n→∞
depth(R/I(n)) = d− dimRs(I)/mRs(I).
Indeed, if R = Rs(I) is Cohen-Macaulay, then so is R(c) =
∑
n∈N I
(nc)tn for every c ∈ N, as
each of these rings is a direct summand of R. Moreover, R(c) is standard graded for c≫ 0
[Rat79, 2.4.4], therefore
lim
n→∞
depth(R/I(n)) = lim
n→∞
depth(I(nc))− 1 = dimR(c)− dimR(c)/mR(c)− 1
= d− dimR(c)/mR(c) = d− dimR/mR
[HH05, Theorem 1.1], finishing the proof.
5. Symbolic F -purity of determinantal ideals
In this section we assume R is the polynomial ring over an arbitrary field k. We show
that several classes of determinantal ideals are symbolic F -pure. In particular, we apply our
methods to show their normalized sequences of depths and regularities converge.
In the following definition we describe the classes of ideals over which we will apply our
methods from the previous sections. For more information and proofs of the claims in
this definition we refer to recent work on multiplicities of determinantal varieties [JMV15,
Chapter 4] and the references therein.
Definition 5.1. The following are classes determinantal ideals. If A is a matrix, we denote
by [i1, . . . , it|j1, . . . , jt] the t-minor of A whose row indexes are i1, . . . , it, and the column
indexes are j1, . . . , jt.
(1) (Generic) If X = (xi,j) is an m × r matrix of variables, then It(X) is the ideal of
R = k[X ] generated by the t-minors of X .
(2) (Symmetric) If Y = (yi,j) is an m×m generic symmetric matrix, i.e., yi,j = yj,i for
every 1 6 i, j 6 m, then It(Y ) is the ideal of R = k[Y ] generated by the t-minors of
Y . The minors [i1, . . . , it|j1, . . . , jt] such that is 6 js for every 1 6 s 6 t are called
doset minors and they generate It(Y ).
(3) (Skew-symmetric) Let Z = (zi,j) be an m×m generic skew symmetric matrix, i.e.,
zi,j = −zj,i for every 1 6 i < j 6 m, and zi,i = 0 for every 1 6 i 6 m. The minors
of the form [i1, . . . , i2t] := [i1, . . . , i2t|i1, . . . , i2t] are squares of certain polynomials of
R = k[Z]. These polynomials are called the Pfaffians of Z. The ideal P2t(Z) is the
one generated by the 2t-Pfaffians of Z.
Standard monomials. In this subsection we include some basic definitions from the the-
ory of algebras with straightening laws. For more information on the subject we refer to
Eisenbud’s notes on this topic [Eis80].
Let S = ⊕n∈NSn be a positively graded ring and H be a finite poset whose elements
are homogeneous forms of S of positive degree. The standard monomials (on H) are the
elements of S of the form α1 · · ·αr, where α1 6 · · · 6 αr are elements of H . We say S is a
graded algebra with straightening law on H (ASL) if the following conditions are satisfied.
(ASL-1) The set of standard monomials are a free basis for S as a S0-free module.
(ASL-2) If a, b ∈ H are incomparable, and
ab =
∑
i
ciαi,1 · · ·αi,ri with 0 6= ci ∈ S0,
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is the unique expression of ab as a S0-linear combination of standard monomials,
then αi,1 6 a and αi,1 6 b for every i.
We now describe examples of this type of posets.
Definition 5.2. Associated to the classes of ideals in Definition 5.1 we have the following
posets on which the corresponding polynomial ring R is an ASL.
(1) (Generic) The poset H consists of the minors of X of all sizes 1 6 t 6 min{m, r},
with the following partial order
[i1, . . . , it|j1, . . . , jt] 6 [a1, . . . , av|b1, . . . , bv]⇐⇒ t > v and is 6 as, js 6 bs, ∀ 1 6 s 6 v.
Let ∆ = δ1 · · · δl be a standard monomial, where δi is a ti-minor for every i = 1, . . . , l
and δ1 6 · · · 6 δl. We call (t1, . . . , tl) the shape of ∆.
(2) (Symmetric) The poset H consists of all the doset minors of Y with the following
partial order
[i1, . . . , it|j1, . . . , jt] 6 [a1, . . . , av|b1, . . . , bv]⇐⇒ t > v and js 6 as, ∀ 1 6 s 6 v.
Let ∆ = δ1 · · · δl be a standard monomial, where δi is a doset ti-minor for every
i = 1, . . . , l and δ1 6 · · · 6 δl. We call (t1, . . . , tl) the shape of ∆.
(3) (Skew-symmetric) The poset H consists of all the Pfaffians and partial order
induced by
[i1, . . . , i2t] 6 [a1, . . . , a2v]⇐⇒ t > v and is 6 as, ∀ 1 6 s 6 2v.
Let ∆ = δ1 · · · δl be a standard monomial, where δi is a 2ti-Pfaffian for every i =
1, . . . , l and δ1 6 · · · 6 δl. We call (t1, . . . , tl) the shape of ∆.
Main results. In this subsection we show the main results of this section, see Theorems
5.6 and 5.7. We start by introducing the following notation that allows us to simplify the
exposition.
Notation 5.3. Let ∆ be a standard monomial as in any of the cases of Definition 5.2. We
often write ∆ = δa11 · · · δ
al
l to indicate δ1 < · · · < δl, and we abbreviate the shape ∆ as
(a1 ⋆ t1, . . . , al ⋆ tl).
In the following lemma we show that for each poset H as above we can define a splitting
φ : R1/p → R.
Lemma 5.4. Assume k = Fp and let H ⊆ R be a finite poset on which R is an ASL. Let
φ : R1/p → R the k-linear map defined on standard monomials as
φ((δa11 · · · δ
al
t )
1/p) =
{
δ
a1/p
1 · · · δ
al/p
t , if a1 ≡ · · · ≡ al ≡ 0 (mod p),
0, otherwise.
Then, φ is an R-homomorphism and a splitting of the natural inclusion R →֒ R1/p.
Proof. We note that for any f ∈ R, if f =
∑
i ciδ
ai,1
i,1 · · · δ
ai,li
i,ri
is the expression of f as a
k-linear combination of standard monomials, then f p =
∑
i ciδ
pai,1
i,1 · · · δ
pai,li
i,li
is the one for f p.
Thus, it suffices to show φ(f(g1/p)) = fφ(g1/p) for every f, g ∈ R, for which we may assume
φ(g1/p) 6= 0, i.e., g1/p ∈ R. Let h ∈ R be such that hp = g, then φ(f(g1/p)) = φ((f php)1/p) =
fh = fφ(g1/p), completing the proof. 
In our next result we show if char(R) is positive, then the determinantal ideals considered
in this section are symbolic F -pure.
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Proposition 5.5. Let I ⊆ R be an ideal belonging to any of the classes in Definition 5.1.
If k is F -finite, then I is symbolic F -pure.
Proof. We first assume that k = Fp. The general F -finite case follows from Remark 2.10.
Let φ be the splitting defined in Lemma 5.4 and let I = It(X) be a generic determinantal
ideal. Assume without loss of generality that X is an m × r matrix with m 6 r. Then
for every n ∈ N we have that I(n) is generated as a k-vector space by all the standard
monomials ∆ whose shape (a1 ⋆ t1, . . . , al ⋆ tl) (see Notation 5.3) satisfies the inequality∑l
i=1 aimax{0, ti−t+1} > n [BV88, Theorem 10.4]. Let n ∈ N be arbitrary and ∆ ∈ I
(np+1)
be such that φ(∆1/p) 6= 0. Then p|ai for every i = 1, . . . , l and then
l∑
i=1
ai
p
max{0, ti − t+ 1} >
⌈
np+ 1
p
⌉
= n + 1.
It follows that φ(∆1/p) ∈ I(n+1). Therefore φ((I(np+1))1/p) ∈ I(n+1) for every n ∈ N, which
implies I is symbolic F -pure.
The conclusions for symmetric determinantal ideals [JMV15, Proposition 4.3] and Pfaffi-
ans [DN96, Theorem 2.1] follow as in the generic case. 
The following two are the main theorems of this section. The first one of them concerns
the existence of the limit of normalized regularities of symbolic powers of determinantal
ideals in prime characteristic.
Theorem 5.6. Let I ⊆ R be an ideal belonging to any of the classes in Definition 5.1.
Then, the limit
lim
n→∞
reg(R/I(n))
n
exists.
Proof. Since symbolic powers of determinantal ideals, regularity, and depth do not change
by extending the field, we may assume that k is perfect. We begin by proving that Rs(I) is
Noetherian. This is already known for the generic case [BV88, Proposition 10.2, Theorem
10.4], and for Pfaffians [Bae98, Section 3]. For the symmetric case we can proceed as the
work done in the generic case [BV88, Proposition 10.2] to show
(5.1) It+n−1(Y ) ⊂ It(Y )
(n) for every n > 1.
Moreover, we have that I
(n)
t (Y ) =
∑
It+n1−1(Y ) · · · It+ns−1(Y x) where the sum ranges over
the integers n1, . . . , ns > 1, such that s 6 n and n1+ · · ·+ns > n [JMV15, Proposition 4.3].
It follows that Rs(I) is Noetherian. Hence the result follows by combining Proposition 5.5
and Theorem 4.2 (2). 
The next theorem shows that the depths of symbolic powers of determinantal ideals
stabilize in prime characteristic.
Theorem 5.7. Let I ⊆ R be an ideal belonging to any of the classes in Definition 5.1.
Then,
depth(R/I(n))
stabilizes for n≫ 0, and this stable value is equal to min{depth(R/I(n))}. Furthermore,
(1) If I = It(X) for 1 6 t 6 min{m, r}, then
lim
n→∞
depth(R/I(n)) = dimR− dimRs(I)/mRs(I) = t2 − 1.
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(2) if I = P2t(Z) for 1 6 t 6
m
2
, then
lim
n→∞
depth(R/I(n)) = dimR− dimRs(I)/mRs(I) = t(2t− 1)− 1.
Proof. Since symbolic powers of determinantal ideals, regularity, and depth do not change by
extending the field, we may assume that k is perfect. Proceeding as in the proof of Theorem
5.6 we obtain thatRs(I) is Noetherian. Thus, after combining Proposition 5.5 and Theorem
4.2 (1) it follows that lim
n→∞
depth(R/I(n)) = min{depth(R/I(n))}. Moreover, Rs(I) is Cohen-
Macaulay in the generic case [BC98, Corollary 3.3] and the skew-symmetric case [Bae98,
Corollary 3.2]. Therefore, by Remark 4.3, in these cases we also have lim
n→∞
depth(R/I(n)) =
dimR− dimRs(I)/mRs(I).
We are only left to show the last equalities in (1) and (2). We have min{depth(R/I(n))} =
gradem grsI(R) [BV88, Proposition 9.23], so it suffices to compute the latter. This compu-
tation is already known in the generic case in arbitrary characteristic [BV88, Proposition
10.8], we show here some relevant details for the reader’s convenience. Let H be the poset
from Definition 5.2 and Ω be the subposet of H consisting of the s-minors with s > t in the
generic case and the 2s-Pfaffians with s > t in the skew-symmetric case. We note that Ω is
also given by
Ω =
{
{δ ∈ H | δ 6 [m− t + 1, . . .m|r − t+ 1, . . . , r]}, if I = It(X);
{δ ∈ H | δ 6 [m− 2t+ 1, . . . , m]}, if I = P2t(Z).
Since Rs(I) is Cohen-Macaulay then so is grsI(I) is Cohen-Macaulay [Var11, Proof of Propo-
sition 2.4]. Then, gradem grsI(R) = rkH − rk Ω [BV88, Proof of Proposition 10.8], where
the rank of a poset P is defined as
rkP = max{i | there exists a chain p1 < p2 < · · · < pi of elements of P}.
We show the details for the computation in the generic case as the other case follows similarly.
For this we note that every maximal chain of H has length rkH = dimR = mr [BV88,
Lemma 5.13(d) and Proposition 5.10]. We also note that a maximal chain of Ω can be
extended to a maximal chain of H by adjoining a maximal chain of minors of the submatrix
of X with rows {m − t + 1, . . . , m} and columns {r − t + 1, . . . , r}. Then, rkH − rkΩ =
mr − (mr − t2 + 1) = t2 − 1, finishing the proof. 
The Hankel case. Let w1, . . . , wd be variables. For an integer j such that 1 6 j 6 d, we
denote by Wj the j × (d+ 1− j) Hankel matrix, which has the following entries
Wj =

w1 w2 · · · wd+1−j
w2 w3 · · · · · ·
w3 · · · · · · · · ·
...
...
...
...
wj · · · · · · wd
 .
For 1 6 t 6 min{j, d + 1 − j}, the ideal It(Wj) of R = k[x1, . . . , xd] is the one generated
by the t-minors of Wj . It is a known fact that It(Wj) only depends on d and t, that is,
It(Wj) = It(Wt) for every t 6 j 6 d+ 1− t.
There exists a k-basis Γ for R consisting of products of a finite set of generators of the
ideals It(Wt) that resembles standard monomials, but on which R is not an ASL in the sense
explained above [Con98]. However, this k-basis satisfies important properties that allow us
to prove the following theorem.
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Theorem 5.8. Let I = It(Wj) for some 1 6 t 6 min{j, d+ 1− j}. Then,
(1) If k is F -finite, then I is symbolic F -pure.
(2) depth(R/I(n)) stabilizes for n≫ 0, and this stable value is equal to
min{depth(R/I(n))} = dimR− dimRs(I)/mRs(I).
(3) lim
n→∞
reg(R/I(n))
n
exists.
Proof. We first assume that k = Fp. We can define an analogous splitting map φ : R
1/p → R
as in Lemma 5.4 using known properties for Hankel matrices [Con98, Remark 1.3]. Then, I
is symbolic F -pure as in Proposition 5.5 [Con98, Corollary 3.10]. Now, Rs(I) is a Noetherian
Cohen-Macaulay ring [Con98, Proposition 4.1 and Theorem 4.2]. Thus, the result follows
from Theorem 4.2 and Remark 4.3.
The statement about symbolic F -purity for any F -finite field follows from Remark 2.10.
The second statement for any field follows because symbolic powers of Hankel determinantal
ideals, regularity, and depth do not change by extending the field. 
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