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ABSTRACT

A QUALITATIVE METHOD FOR DYNAMIC TRANSPORT SELECTION IN
HETEROGENEOUS WIRELESS ENVIRONMENTS

Heidi Ruth Duffin
Department of Computer Science
Master of Science

Computing devices are commonly equipped with multiple transport technologies such
as IrDA, Bluetooth and WiFi. Transport switching technologies, such as Quality of
Transport (QoT), take advantage of this heterogeneity to keep network sessions active
as users move in and out of range of various transports or as the networking environment changes. During an active session, the goal is to keep the device connected over
the best transport currently available. To accomplish that, this thesis introduces a
two-phase decision making protocol. In phase one, intra-device prioritization, users
indicate the relative importance of criteria such as speed, power, service charge, or
signal range through a comprehensive user interface. QoT-enabled devices process
this information with the prioritized soft constraint satisfaction (PSCS) scoring function to ascertain the transport that best meets the user’s needs. The second phase,
inter-device negotiation, facilitates two QoT-enabled devices in agreeing to a unified selection of the best transport. This phase uses a modified version of the PSCS

scoring function based on the preferences of both users. Additionally, devices may
utilize multiple transports simultaneously to more accurately meet user demands.
The PSCS scoring function considers pairs of transports and calculates the ratio that
will yield the desired performance. Another set of functions, also presented in this
thesis, is then used to accomplish the desired performance level despite the potential
introduction of additional overhead.
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1
1.1

INTRODUCTION

Background
There is an increasing trend for mobile devices to be equipped with multiple

wireless transceivers, such as IrDA infrared, Bluetooth, wireless local area network
(WLAN), or cellular. We refer to this as intra-device transport heterogeneity. These
transports are generally islands unto themselves, and represent multiple stovepipe
architectures within a single device. Applications are typically bound to a specific
protocol stack, including service mechanism, transport capabilities, and transceiver.
As a consequence, despite the fact that multiple pipes exist through which data between applications might travel, the applications are, in fact, constrained to communicate through a specific single transport (see Figure 1.1). This notion of transport
independence has motivated the development of transport switching technologies,
which provide mechanisms for keeping applications on remote devices connected at
the session level despite changes on the transport connectivity level.
Inherent in the challenge of transport switching is the notion of intelligent decision
making to select the “best” transport. As an example, one device may value data
rate while another device values power conservation. For others, lowest cost or longest

WLAN

WLAN

Bluetooth

Bluetooth

IrDA

IrDA

Figure 1.1: Two laptops with multiple transport options for exchanging data.
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range might be most important. Understanding the notion of the “best” transport
then involves two facets. First a device must understand its own value system to
create a set of preferences relating to its own supported transports. This facet has
been explored by a number of researchers in [1] [2] [3] [4] [5]. Second, two devices
must negotiate to settle on a commonly shared set of transport priorities. Therefore,
to facilitate intelligent autonomous transport selection we utilize a two-phase decision
making scheme.
Phase one, intra-device prioritization, computes a preference list of the transports
supported by a single device. This phase is accomplished through a unique user interface in which the user sets up a profile describing his or her priorities and constraints
for link properties such as data rate, power consumption, transport range and service
charges [6]. When two QoT-enabled devices establish a peer-to-peer connection, it is
highly probable that each device has a unique set of transport preferences. For instance, one device may select high data rate transports while the other device selects
low power transports — preferences that are not always compatible.
Phase two, inter-device negotiation, is used to find a satisfying solution for both
users. This phase utilizes information contained in the original user profiles of both
devices to score and rank each transport, resulting in a mutually preferred transport
ordering. The negotiation protocol operates continually during a connection in order
to maintain the highest quality connection between the two devices.
When devices are equipped with multiple transport technologies, the potential
arises to exploit a subset of these transports simultaneously [7]. By doing so, user
profiles may be more accurately matched.
Transport combining can be done on either a single or multiple device level. For
instance, if a single user wants to achieve both high data rate and low power, then using a faster power-intensive transport alongside a slower power-conservative transport
2

can meet the high data rate goal while saving power. Similarly if the same conflicting
priorities are found between two devices, then the same solution can be found during
negotiation to better satisfy both users.
The following three types of connection strategies are considered:
• Single Transport. One transport is selected and utilized fully.
• Mixed Transports. Two transports are selected and utilized in an alternating
fashion.
• Multiplexed Transports. Two transports are selected and utilized simultaneously.
We refer to using transports in either a mixed or multiplexed fashion as transport
combining.
1.2

Current Status of Transport Switching Architectures
A number of research efforts have examined heterogeneous connection capabilities.

The BARWAN project at the University of California at Berkeley explored the use
of vertical handoffs in wireless overlay networks as a mechanism for intelligently and
dynamically maintaining an active TCP/IP connection to a network infrastructure [8].
BARWAN researchers instrumented intelligent decision-making with a policy-based
scheme that relied on user input to make tradeoffs between network cost, performance,
and power consumption [4]. This policy scheme was further enhanced in [5].
The MosquitoNET project at Stanford University also studied continuous Internet
connectivity to mobile hosts [9]. Their goal was “to switch seamlessly between different network devices to take advantage of whatever connectivity is available.” Their
work assumed that the Internet would be used for all device-to-device data transfers and therefore concentrated on maintaining and optimizing Internet connectivity
wherever possible.
3

Other researchers have studied fuzzy logic selection algorithms [1] [10], periodic
disconnections in mobile computing environments [11], abstracting the physical network medium from the software [12], and multimedia applications that cope with
varying network connectivity and bandwidth [13]. These solutions tend to solve the
transparent, persistent connection problem for a specific usage model and/or a small
set of specific transports.
The Quality of Transport (QoT) protocol developed at Brigham Young University
provides an architecture for dynamic transport switching by autonomously managing
application access to each transport layer in a multi-transport environment [14] [15].
QoT is implemented as a protocol layer residing between the transport and session
layers of the OSI model (see Figure 1.2) and consists of upper and lower abstraction
modules. The upper module is referred to as the Transport Proxy Module (TPM)
and appears to a session layer as if it were an interface to a specific transport. The
lower module is referred to as the Transport Abstraction Module (TAM) and interacts with the transport layer as if it were an arbitrary (but indeterminate) session
protocol. The TAM can also be viewed as presenting a consistent transport interface
to QoT, facilitating an extensible architecture from a transport perspective. By abstracting the upper and lower stack layers in this fashion, QoT is able to insert itself
transparently into an existing data communication system.
The highest link management priority for QoT is to establish and preserve a
connection wherever possible by switching between transports when necessary. In
the event that a connection fails (or threatens to fail) QoT automatically seeks an
alternate shared transport in order to continue transmitting. We refer to this as a
connection downgrade. At times a change in transport involves improving the nature
of the connection even if the existing connection is functioning well. A connection
upgrade in QoT occurs when a connection is already in place, but a more preferred
4

Figure 1.2: QoT within the OSI model.
transport becomes available. In this situation the system switches transports in order
to provide the maximum quality for that connection.
A QoT-enabled data exchange example is shown in Figure 1.3. Devices 1 and 2
share Bluetooth and IrDA as common transports and at the time shown in the figure
IrDA provides the best link. Traffic from the OBEX application is consequently sent
through the IrDA stack. If the IrDA connection were to drop due to line-of-sight
restrictions or should the conditions otherwise change so that Bluetooth is the more
desirable transport, QoT would dynamically switch the underlying transport and
route the OBEX traffic through the Bluetooth stack. Thus, QoT is able to leverage
multiple transport protocols to keep the current session active.
1.3

Thesis Statement
This thesis presents decision making extensions to the current QoT architecture.

The decision making protocol uses a two-phase scheme involving intra-device prioritization and inter-device negotiation. This thesis also presents a mechanism for
using transports simultaneously and integrates that ability into the decision mak5

Figure 1.3: Multi-transport data routing using QoT.
ing process. This research facilitates the enhancement of QoT to enable dynamic,
transparent, autonomous, intelligent transport switching.
1.4

Thesis Layout
Chapters 2 and 3 describe the two-phase decision making scheme for QoT. Chapter

2 is a revised version of a paper presented at the IEEE Wireless Communications and
Networking Conference (WCNC 2004) held at Atlanta, Georgia in March 2004. This
chapter describes the first phase, intra-device prioritization. Chapter 3 presents the
second phase, inter-device negotiation.
Chapter 4 is a revised version of a paper currently under external review. This
chapter describes mixed and multiplexed connection strategies in greater detail.
Appendix A presents a paper presented at the IEEE Wireless Communications
and Networking Conference (WCNC 2003) held at New Orleans, Louisiana in March
2003. This paper describes a packet scheduling algorithm for inverse multiplexing
over heterogeneous transports.
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2

INTRA-DEVICE PRIORITIZATION

This chapter presents Prioritized Soft Constraint Satisfaction (PSCS), a novel approach to selecting the “best” transport in dynamic wireless transport switching
systems. PSCS maintains a satisfying connection to another endpoint by choosing transports based on user-established constraints and priorities for criteria such as
speed, power, range and cost. Each transport or transport combination is ranked via
the PSCS scoring function presented in this chapter.
The rest of this chapter is organized as follows. Section 2.1 presents the PSCS
graphical user interface (GUI). Section 2.2 describes the gray zones used on the GUI to
represent criteria tradeoffs. Section 2.3 examines various user profiles and establishes
a generic default profile. Section 2.4 explains the PSCS scoring function used to rank
available transports. Section 2.5 summarizes the chapter.
2.1

Prioritized Soft Constraint Satisfaction
For the average user, choosing between transports does not revolve around the

transports themselves, but rather on a set of descriptive criteria. Many decision
making approaches consider battery power, bandwidth and network cost to be among
the most important criteria [1] [4] [3] [2]. The list could be expanded to include
signal range, signal quality, latency, error rate, service priority, user activity, jitter,
connection time, security, interference and data type. Decision making in a transport
switching system should take user input on criteria such as these and translate that
input into a decision on a single preferred transport, as is done with Prioritized Soft
Constraint Satisfaction (PSCS) for the QoT architecture.
The graphical user interface (GUI) for PSCS, depicted in Figure 2.1, receives
7

Priority
3

SPEED
11M

5.5M

4M

Green

1M 115K

POWER

1
1mW

2.5mW

2
10m

4
.05 USD

Red
Gray

1.7m 1.4m

COST
0 USD

Yellow

50mW

RANGE
400m 366m 333m

Color Key

Black

.10 USD .13 USD

Figure 2.1: An example of a user profile for PSCS.

user input on criteria for speed, power, range and cost. These four criteria were
selected because they are highly applicable to most users, although other criteria
could be included. Each criterion is presented as a performance meter bar with
an accompanying priority number. Each bar shows a set of possible values for that
criterion and relevant points are labelled. The user can move the green-yellow slider to
control the range of values that are desirable (the green area) or acceptable (the yellow
area), the yellow-red slider to control the ranges that are acceptable or undesirable
(the red area), and the red-black slider to control the ranges that are undesirable
or unacceptable (the black area). The priority numbers indicate the criteria values
that are most important to attain, enabling the device to meet preferences on more
important criteria by sacrificing preferences on less important criteria when necessary.
The slider values and priority numbers together make up the user profile, which PSCS
uses to determine the most desirable transport.
PSCS addresses the shortcomings of previous decision making methods in three
areas. First, the user can see the performance options of the device. For instance,
Figure 2.1 shows a speed range from 115 Kbps to 11 Mbps. PSCS also provides
a pop-up menu to translate the data points into more intuitive values based on a
8

download standard such as a 3-minute (40 Mb) movie trailer. Thus, speed values are
changed from Mbps to time, power is changed from mW to battery life remaining
and cost is changed from U.S. dollars (USD) per second to a predicted total charge.
Second, tradeoffs between criteria are shown as gray zones that indicate options
no longer available based on the position of the red sliders. Figure 2.1 shows an
instance in which the black slider on range has caused a gray zone to appear on
power. The gray zones aid the user in developing the knowledge to choose between
tradeoffs. We discuss gray zones in greater detail in section 2.2.
Finally, feedback is provided through blue lines indicating the performance of the
current connection. Using this feedback the user may adjust his/her profile on-the-fly
during a connection to attempt better performance in certain areas. In some cases a
criterion may not be measurable. Range, for instance, is difficult to determine unless
a technology like global positioning is utilized by both endpoints of the connection.
Performance measurement is also used to decide when to switch transports. If the
measurement falls into a lower range of constraints for a sufficient time period, then
QoT may attempt to switch transports if one is available with better performance
potential. For instance, an 802.11b connection which promises an 11 Mbps data rate
may only yield 2 Mbps. If this reduced throughput is still satisfying to the user, then
QoT remains on that transport. Otherwise QoT might switch to a 4 Mbps IrDA
connection, attempting to achieve greater than 2 Mbps throughput.
2.2

The Gray Zones
Decision making criteria are often interrelated, either naturally by physical laws

or artificially by a transport manufacturer or connection service provider. The gray
zones allow us to capture these relationships as limitations on potential performance.
As an example, we refer to performance data taken from a typical mobile device.
Table 2.1 shows the specification data for an HP iPAQ Pocket PC 5400 Series. The
9

802.11b

Speed Power Range

ID

11M 50mW 333m

1

5.5M 50mW 366m

2

1M

50mW 400m

3

4M

1mW

1.4m

4

115K 1mW

1.7m

5

Bluetooth 723K 2.5mW 10m

6

IrDA

Table 2.1: Specification data for the HP iPAQ Pocket PC 5400 series.
iPAQ has built-in IrDA, Bluetooth, and WiFi 802.11b, with performance capabilities
as listed.
The user profile in Figure 2.1 sets the black slider on range to 9.9 m. This
means that any range less than 10 m is unacceptable. For the transports in Table
2.1 a power output of at least 2.5 mW is required to achieve at least a 10 m range.
This is indicated by the gray zone on power, which shows that any power setting
less than 2.5 mW is unattainable. The user may choose to adjust the slider settings
on power to accommodate this new information.
Although a connection may exhibit poorer performance than the gray zones indicate, this limitation cannot be known at the time the user profile is established. For
instance, although range is affected by interference, there is no way to predict the
amount of interference that exists at the connection time. Therefore the gray zones
only indicate a bound on performance and not precise per-connection limitations.
2.2.1

Factors Affecting Criteria

Various factors influence the four criteria: speed, power, range and cost. Moreover,
the criteria affect each other in predictable ways.
Speed. Complex encoding schemes are sometimes used to produce high data
10

rates. Such encoding schemes typically require a strong, clear signal to achieve good
throughput, which is realized via higher output power. Additionally, a signal is less
likely to encounter interference when it traverses shorter distances.
Power. Low output power is beneficial since it increases battery life, creates
less interference for other signals, and reduces radiation exposure to the user. For
these reasons, the maximum allowable radiated power is regulated by the Federal
Communications Commission (FCC). Low output power produces weaker signals,
which implies that lower data rates must be used to achieve acceptable throughput.
However, weaker signals can be effective when the communicating devices are proximate. In fact, many wireless vendors build power adjustment capabilities into their
transceivers and controllers so that when the detected signal is too strong or too weak
the receiver may inform the transmitter to decrease or increase power.
Range. High range allows greater mobility and less overhead for handoffs. Range
is boosted by using low frequencies, and antennas with high gain and sensitivity.
Using a longer range generally requires a lower data rate since fewer bits per packet
means there is less chance of failed communication at a specified BER (bit error rate).
High output power also increases range by producing strong signals which can travel
farther and still overcome interference.
Cost. Infrastructure-based transports, such as cellular and satellite (and sometimes WiFi hotspots), are regulated by cost plans established by a service provider.
In some cases users pay more for a faster connection, or a wider coverage area, but
this relationship may not always hold. When charge is regulated by data size (e.g.,
0.002 USD/byte) the speed of the transport does not matter, whereas for a per time
charge (e.g., 0.10 USD/minute) a faster transport is better. From the perspective of
QoT, if the user is subscribed to a monthly plan with unlimited data access, this is
equivalent to a 0.00 USD cost.
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2.2.2

Criteria Limitions

Various link characteristics contribute to the potential performance of the link.
Such characteristics include encoding schemes, packet sizes, window sizes, duplex
modes, signal blockage, power lost to cabling or heat, and so on. Due to these
performance issues, the best practical performance for any given transport typically
falls below the theoretical optimum. Therefore, we have devised a set of equations
in connection with transport specifications (such as those shown in Table 2.1), that
produce a realistic bound on performance limitations.
Each entry in the specification data for transport i can be written as a 4-tuple
given by:

(Di , Pi , Ri , Ii )

(2.1)

Where:
• Di is the data rate in Mbps.
• Pi is the output power in mW.
• Ri is the range in meters.
• Ii is the transport Id number. (Note that transport Id numbers are assigned by
the device.)
As an example, IrDA has two entries, namely (4, 1, 1.4, 4) and (.115, 1, 1.7, 5).
The set of entries for a device is the vector:

[(D1 , P1 , R1 , I1 ), (D2 , P2 , R2 , I2 ), ..., (Dn , Pn , Rn , In )]
The HP iPAQ described in Table 2.1 has six entries for its three transports.
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(2.2)

The gray zones in PSCS are set from this data, using the following equations:

Dmax = arg maxD (Di , Pi ) : Pi < PL

(2.3)

Dmax = arg maxD (Di , Ri ) : Ri > RL

(2.4)

Pmin = arg minP (Di , Pi ) : Di > DL

(2.5)

Pmin = arg minP (Di , Ri ) : Ri > RL

(2.6)

Rmax = arg maxR (Di , Ri ) : Di > DL

(2.7)

Rmax = arg maxR (Pi , Ri ) : Pi < PL

(2.8)

Where:
• Dmax , Pmin and Rmax are the maximum or minimum achievable data rate, power
and range respectively.
• Di , Pi and Ri are the specification data for transport i on data rate, power and
range respectively.
• DL , PL and RL are the user-specified limits taken from the black sliders on
speed, power and range respectively.
As an example, consider Figure 2.1, which shows a minimum required power
resulting from a minimum demanded range. This gray zone is derived from Equation
2.6 in the following manner. First, the range black slider is set to 9.9 m (RL = 9.9
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m). The iPAQ specification entries with range Ri greater than RL are [(.723, 2.5, 10,
6), (11, 50, 333, 1), (5.5, 50, 366, 2), (1, 50, 400, 3)]. The minimum power value of
this set is 2.5 mW (Pmin = 2.5 mW). The gray zone covers the power bar from its
leftmost side up to, but not including, 2.5 mW.
Similar equations are given for each criterion relationship. When multiple equations come into play, the most restrictive value is used. Equations exist for the cost
relationship as well, since cost can be related to the other criteria in this manner.
However, since the transports on the iPAQ are all peer-to-peer transports, the cost
equations are not presented.
2.3

Establishing User Profiles
This section explores the PSCS user profile including 1) a perspective on how

subtle changes to the user profile can affect transport selection and 2) a default
profile for users that may not want to interact directly with QoT.
2.3.1

Examining Profiles

Transport selection depends on the slider settings and the priority order. The
preferred transport can change with slight variations to either of these elements.
Using the iPAQ specification data from Table 2.1, seven unique slider settings are
shown in Figures X through Y. Table 2.2 combines these seven slider settings with
the six prioritization schemes shown in the table. The table shows the best transport
selected for each combination by the PSCS scoring function (described in detail in
section 2.4).
In row 1 of Table 2.2 all 3 transports are represented and are selected based on a
combination of their strengths. IrDA is selected when speed and power are important,
while WiFi is chosen to achieve speed and range and Bluetooth is selected when power
and range are high priorities.
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Figure 2.2: Slider Setting 1.
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Figure 2.3: Slider Setting 2.
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Figure 2.4: Slider Setting 3.
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Figure 2.5: Slider Setting 4.
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Figure 2.6: Slider Setting 5.
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Figure 2.7: Slider Setting 6.
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Figure 2.8: Slider Setting 7.

1=Speed 1=Speed 1=Power 1=Power 1=Range 1=Range
2=Power 2=Range 2=Speed 2=Range 2= Speed 2=Power
3=Range 3=Power 3=Range 3= Speed 3=Power 3= Speed
Slider Setting 1

IrDA

802.11b

IrDA

Bluetooth

Slider Setting 2

IrDA

IrDA

IrDA

Bluetooth Bluetooth Bluetooth

Slider Setting 3

IrDA

802.11b

IrDA

Slider Setting 4

802.11b

802.11b

Slider Setting 5

IrDA

IrDA

IrDA

Bluetooth Bluetooth
IrDA

IrDA

802.11b

Bluetooth

802.11b

802.11b

802.11b

802.11b

IrDA

IrDA

Slider Setting 6 Bluetooth Bluetooth Bluetooth Bluetooth Bluetooth Bluetooth
Slider Setting 7

802.11b

802.11b

802.11b

802.11b

802.11b

802.11b

Table 2.2: Comparison of the best transport dependant on various slider settings and
priority schemes. Priority schemes are listed across the top. For example, 1=Speed,
2=Power, 3=Range means that Speed is priority 1, Power is priority 2 and Range is
priority 3.
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Figure 2.9: An example of a default user profile for PSCS.
Rows 2-4 effectively reduce availability from 3 to 2 transports, allowing us to
compare transport preferences in a pairwise fashion.
Rows 5-7 establish IrDA, Bluetooth and WiFi as the dominant choices respectively
since each of the other two transports is either unacceptable or undesirable.
Overall, these comparisons demonstrate that relatively small changes to the slider
or the prioritization settings can have a significant effect on the selection of the best
transport.
2.3.2

Default Profile

For some users establishing constraints for various performance criteria may be
daunting. Hence we provide a generic default user profile, an example of which is
shown in Figure 2.9.
The first priority is cost. The cost bar is restrictive, allowing only 0.00 USD/s
connections. The restrictive condition is necessary since we can’t assume the user is
willing to pay connection charges unless specifically set by the user.
Speed is set as priority 2. The speed bar is half green, half yellow. This provides
a good default setting that yields a combined speed/power selection.
Power is set as priority 3 with the power bar also set to half green and half
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yellow. PSCS also defaults to automatically observe the remaining battery life of the
device. Anytime the battery life drops below 25%, power is changed to priority 1.
The lowest priority is range. The range bar is entirely green in order to allow
QoT to use any transport available.
2.4

PSCS Scoring Function
In order to determine which transport best meets the user profile we devised a

method to quantify (or score) how accurately a transport configuration matches the
user profile. We call this method the PSCS scoring function. The function meets the
following requirements as described:
1. Transports with performance metrics in preferred constraint regions should
score higher than transports with performance metrics in less preferred constraint regions. In other words, performance metrics that meet green constraints
should score higher than those meeting yellow constraints, which score higher
than those meeting red constraints (green Â yellow Â red). This requirement
is satisfied by giving each color a different point value, so that green points >
yellow points > red points. Therefore, we assign green points = 2, yellow points
= 1, and red points = 0.
2. Transports with performance metrics in any black constraint region should be
eliminated from consideration. This is accomplished by assigning black points
= -∞ and then using only transports with positive scores.
3. Transports with preferred performance metrics on higher priority criterion should
score higher than transports with similar performance metrics on lower priority
criterion. In other words, for any given performance metric, the following preferences hold: green priority 1 Â green priority 2 = yellow priority 1 Â green
priority 3 = yellow priority 2 = red priority 1 and so on. This requirement is
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inexactly realized by dividing each color point value by the priority of the given
criterion. In this way the point values are scaled by the priority.
4. Each transport should be assigned a score which is used to rank the transports.
The highest scoring transport is the most preferred transport. This is satisfied
by summing the scaled point values for each criterion.
Each of these requirements are addressed in the scoring function. The performance
metric for a given transport (α) and constraint (c) is assigned to λα,c . The constraint
color for the given constraint is assigned to Θc . The point value of the color is assigned
to δ. The priority of a given criteria is assigned to Ψc . Therefore, the point value
of a particular performance metric for a given constraint on a specified transport is
δ(Θc ◦λα,c )
.
Ψc

For example, transport 1 operates at 5 mW and 2 Mbps. Thus λ1,power = 5 mW
and λ1,speed = 2 Mbps. The current user profile places 5 mW in the green range for
power and 2 Mbps in the yellow range for speed. Thus Θpower ◦ λ1,power = green and
Θspeed ◦ λ1,speed = yellow. The point value for green is 2 and the point value for yellow
is 1. Thus δ(Θpower ◦ λ1,power ) = 2 and δ(Θspeed ◦ λ1,speed ) = 1. The user profile also
assigns the priority of power to be 2 and the priority of speed to be 1. Therefore
δ(1,power)
Ψpower

=

2
2

= 1 and

δ(1,speed)
Ψspeed

=

1
1

= 1. If speed and power are the only criteria in

the user profile then the total score for this transport is (

P

1≤c≤2 )

= 2.

This scoring function provides a satisfactory means to measure how accurately
each transport matches the user profile. We make a slight adjustment to the function
in order to handle mixed and multiplexed connection strategies. To do this the
equation specifies two transports, α and β. When these transports are mixed or
multiplexed, transport α does p percent of the work while transport β does (1 − p)
percent of the work. The scoring function reports the highest score for the transport
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pair over all possible values for p. To score the single transport connection strategy
α and β are the same transport.
The final PSCS scoring function is given as:

Sα,β = maxp

µ X
¶
δ(α, β, p, c)
1≤c≤n

Ψc

(2.9)

such that
α ≤ β, 0 < p < 1

δ(α, β, p, c) = δ(Θc ◦ λ(α, β, p, c))

(2.10)

λ(α, β, p, c) = p ∗ λα,c + (1 − p) ∗ λβ,c

(2.11)

Where
• α, β are transport Id numbers
• c is the criterion number
• n is the total number of criteria
• Ψc is the priority of criterion c
• Θc is the constraint color over criterion c: green, yellow, red or black
• λx,c is the performance of transport x for criterion c
The connection scores are stored in an ordered list along with the corresponding transport Id numbers. The list is pruned in the following manner: 1) Transport
combinations scoring -∞ are removed since these represent an unacceptable constraint setting on the user profile. 2) Single transports are preferred over transport
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combinations with the same score since single transports have less overhead during
transmission. 3) After a transport appears in the list singly, it is no longer listed
in combinations since the preference is to use that transport singly whenever it is
available. 4) Combinations of the same transport with different operating modes are
not allowed. This is because it is not feasible to send multiple signals from the same
transport.
The ordered preference list obtained via the scoring function may be represented as
follows: {T1 , ..., Ta−1 , Ta , Ta+1 , ..., Tn }, where Ta is the active transport or transport
combination. Switching to any Ti where i < a represents upgrading the connection.
Switching to any Ti where i > a represents downgrading the connection [16].
As an example, consider the user profile shown in Figure 2.1 along with the transport specifications shown in Table 2.1. The ordered transport preference list for this
device is {6, (1,4), (2,4), (3,4), 1, 4, 2, 3}. The scores for these transport combinations
are shown in Figure 2.10.
When the device establishes a connection, the initial transport connection becomes
Ta . If this transport is the highest ranking transport (transport 6 in this case) then
no change in necessary. If this transport is any other transport, then the device
may attempt to make a connection upgrade. Connection downgrades may also be
necessary at times. In such a case, the device attempts to downgrade to the next
best transport in the list. In this manner, the device maintains the highest quality
connection possible.
2.5

Summary
Utilizing heterogeneous transport switching via QoT and intelligent transport se-

lection via PSCS, a satisfying connection to another device can be established and
maintained despite changes to the environment or user preferences. This chapter
presented the PSCS GUI and explained its advantageous ability to present viable op22
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Figure 2.10: An ordered preference list and related scores.
tions, criteria tradeoff and measurement feedback. Equations for determining criteria
limitations were given which are used to indicate tradeoffs to the user by gray zones
on the PSCS GUI. A generic default profile was also provided.
The PSCS scoring function was presented. It can be used to create an ordered
preference list of all available transport combinations. This list is used by the device
to maintain the highest quality connection to another endpoint.
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3

INTER-DEVICE NEGOTIATION

A transport switching architecture is designed to transition between the transports
of a single device in order to maintain a consistent connection to a communication
endpoint. Most transport switching architectures invoke a decision making scheme
to select the preferred transport at any given time. This is sufficient for a single
device connecting to an infrastructure, however, for devices connecting over a peerto-peer link a new type of decision making scheme is needed — one that factors in the
connection priorities of both devices. This chapter describes a negotiation protocol to
address these challenges. The negotiation protocol uses an arbitration engine housed
within the primary device. The engine uses a connection scoring function similar to
that presented in section 2.4 to evaluate all potential transport configurations. The
configurations are ranked in a global preference list that is used by both devices to
decide when to make transport switches in a mutually beneficial manner.
The rest of this chapter is organized as follows. In section 3.1 we explain the
negotiation protocol which includes: establishing and communicating individual priorities, evaluating and scoring connection options and selecting and maintaining the
best connection. Section 3.2 provides a case study of the negotiation protocol. Section
3.3 summarizes the chapter.
3.1

Negotiation Protocol
Typical negotiation involves a back-and-forth process with each party presenting

a choice to the other and making compromises until an agreement is reached. If done
well and with the right options available, the final agreement is mutually beneficial.
Turn-taking negotiation, however, incorporates significant bandwidth overhead as
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well as potential deadlock or unsatisfying solutions depending on how compromises
are made. To avoid these problems, QoT employs third party arbitration handled
through an arbitration engine. The engine receives the priority settings of both
devices, weighs each transport with a scoring mechanism and outputs an ordered
preference list of transports. This list is used by both devices to maintain the “best”
connection available. The negotiation process is further detailed in the following
subsections.
3.1.1

Establishing Individual Priorities

Before negotiation can be meaningful, a device must first establish its own value
system. This is accomplished as each user establishes an individual user profile using
the PSCS GUI described in section 2.1. The user sets up a profile describing his or her
priorities and constraints for link properties such as data rate, power consumption,
transport range and service charges. A default profile is provided for users who do
not desire to make their own prioritization. After the initial profile is set up it can
be changed from time to time as the user sees fit.
When two QoT-enabled devices begin a data exchange, the primary device is
the one initiating the connection. The primary device performs transport probing
and transport querying of the secondary device as outlined in the QoT connection
establishment protocol [17]. During this phase, the primary device establishes an
initial connection over a default transport. The default transport remains active as
negotiation continues with the arbitration engine.
Both devices contain a copy of the arbitration engine and the engine on the primary device is the one that is used. Arbitration requires information from both
devices regarding their individual value systems and transport options. The engine
already has access to the information it needs from the primary device, but must
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obtain the required data from the secondary device. Therefore the primary device
requests and receives the following data:
• Performance data includes the speed, power, range, cost and name of each
transport on the device. Since each transport may have multiple operating
modes, the data is sent for each operating mode.
• Profile data is the data from the user profile. For each criterion this includes
the criterion name, constraint settings and priority level.
3.1.2

Data Preparation

The arbitration engine must prepare the data before evaluating it with the connection scoring function. It does this by constructing a complete set of transport
alternatives and by creating a unified value system.
The performance data is used to construct a complete list of transport alternatives.
Each transport operating mode is assigned a unique Id number used to identify it for
connection scoring and later for transport switching. As an example, a device may
be able to use IrDA at 16 Mbps or at 4 Mbps. IrDA at 16 Mpbs may be assigned
and Id of 1, while IrDA at 4 Mbps may be assigned an Id of 2.
The profile data is used to create a unified value system, represented as a new
user profile. The unified profile is formed by merging the individual user profiles.
Four types of asymmetries may exist between the individual profiles which must be
reconciled during profile merging.
1. Criteria. The user profiles of each device may contain different sets of criteria.
As an example, one device may have the criteria power and speed, while
the other device has power and cost. The merged profile should contain the
union of both criteria sets. If a criterion is unique to one profile, the constraint
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colorings are unaltered, and within the profile not originally containing the
criterion it is set at the lowest priority.
2. Performance capabilities. For a given criterion, one device may have a
broader set of capacities than the other. An example of this might include a
device with some transports using only 1 mW of power while all the transports
of the other device draw 5 mW or more power. The unified profile, therefore,
uses the global maximum and minimum values of each criterion from either
original profile, thereby maintaining the complete set of data points for both
devices.
3. Priorities. User profiles may disagree on the priority of a criterion. As an
example, one device may select speed to be priority 1, while the other device
selects speed to be priority 4. The merged profile simply keeps the original
priority schemes for both devices and therefore contains two priority sets.
4. Constraints/colorings. The constraints of a criterion may differ between
the user profiles. For instance, on the speed criterion, one device may choose 7
Mbps to 11 Mbps to be desirable (green) and 4 Mbps to 7 Mbps to be undesirable
(red), while the other device sets 4 Mbps to 11 Mbps to be desirable. The unified
profile uses new colors to model the disparities in the original profiles. Where
both original profiles agree that a constraint is green, yellow, or red, the merged
profile is colored the same. Where one profile colors a constraint green and the
other yellow, the unified profile uses a new green-yellow color. Similarly, yellow
and red areas are merged into yellow-red. Where one profile colors a constraint
green and the other profile colors it red, the area is colored yellow on the merged
profile. Unacceptable (black) constraints, however, are not merged since these
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are hard constraints. If one device colors an area black and the other colors it
green, it is still black on the merged profile.
3.1.3

Connection Scoring

The major task of the arbitration engine is to score each potential connection
to determine which connection best meets the unified profile. The connection score
function given in Equation 3.1 is an extension of Equation 2.9 and is used to compute
the value of each connection strategy (single, mixed, or multiplexed) for two devices.

Sα,β = maxp

µ X
δA (α, β, p, c)
1≤c≤n

Ψc,A

X δB (α, β, p, c) ¶

+

1≤c≤n

Ψc,B

(3.1)

such that
α ≤ β, 0 < p < 1

δj (α, β, p, c) = δ(Θc ◦ λj (α, β, p, c))

(3.2)

λj (α, β, p, c) = p ∗ λα,c,j + (1 − p) ∗ λβ,c,j

(3.3)

Where
• Ψc,j is the priority of criterion c on device j
• δj is the score for device j defined in Equation 3.2
• λj is the performance on device j defined in Equation 3.3
• λx,c,j is the performance of transport x for criterion c on device j
The new green-yellow and yellow-red colors are also assigned the following scores
so as to maintain rank order with the other previously assigned scores (see section
2.4):
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• green-yellow = 1.5
• yellow-red = 0.5
An example of score calculation for two devices is given in section 3.2.
The connection scores are stored in an ordered list and the list is pruned in the
same manner described in section 2.4. The ordered preference list obtained via the
scoring function is the global list for both devices. The global preference list is sent
to the secondary device so that both devices have identical copies of their mutual
preferences.
3.1.4

Selecting and Maintaining the Best Connection

Once global preferences are established, the primary device initiates a transport
switch to the best connection available. As the transmission proceeds, the devices
work together to maintain the best connection possible. When either device detects
that an upgrade is possible (i.e., a better transport becomes available), that device
may initiate a transport switch. Connection upgrading may not always be advisable
depending on conditions such as transport volatility and transmission length [18].
When a downgrade is necessary (i.e., the current connection is no longer available),
both devices fall back to a less preferred connection.
Occasionally, the global preference list may need to be updated during transmission based on current profile and performance data. Profiles may change if the user
adjusts a profile mid-connection (e.g., trying to force higher speed) or if the device
adjusts a profile mid-connection (e.g., battery life drops below a threshold such that
power becomes a higher priority). Performance data may change during a connection
as ongoing performance measurements are kept and updated for each criterion.
If significant data changes occur on the secondary device, it sends the new data
to the primary device. If data changes on the primary device, no data needs to be
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Figure 3.1: User profile for device A.
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Figure 3.2: User profile for device B.
transmitted. The arbitration engine periodically revaluates the global preference list
and sends updates to the secondary device.
3.2

Case Study
To illustrate the negotiation protocol, we present a case study of two QoT-enabled

devices.
Prior to meeting, the users of each device have established their own value systems
by setting up individual user profiles. Device A’s profile, shown in Figure 3.1, is geared
toward conserving power. Device B’s profile, shown in Figure 3.2, is optimized for
high speed connections.
The user of device A desires to send a large set of files to device B. When device A
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ID
1
2
3
4
5
6
7
8
9

Speed
(Mbps)
54
11
1
1
1
4
4
.115
16

Power
(mW)
100
50
2.5
1
5
.5
.1
.5
1

Range
(m)
50
100
10
1
100
1
.2
1
1

Cost
(USD/s)
.3
.2
0
0
0
0
0
0
0

Name
802.11a
802.11b
Bluetooth
Bluetooth
Bluetooth
IrDA
IrDA
IrDA
IrDA

Table 3.1: The set of transports available to both devices A and B.
begins the file transfer, it initiates a QoT connection, establishing an initial connection
over Ta , an arbitrary transport. Since device A initiated the connection it plays the
primary role, hence performing the arbitration functions. Device A sends a message
to device B requesting its performance data, which is sent back. Device A then sends
a request to device B for its profile data, which is also sent back. Device A responds
with an acknowledgement that all data was properly received.
Next the arbitration engine prepares the data just received. First it constructs a
complete list of available transport alternatives. The performance data indicates that
devices A and B have nine interoperable transport operating modes. Each mode is
assigned a unique Id number, as shown in Table 3.1. It is possible for interoperable
modes to have different performance measurements on different devices. For instance,
the transport name and speed may match but power or cost may differ. In these cases
the transport data of Table 3.1 is expanded to include columns for each criterion of
each device. For simplicity, our case study uses identical performance metrics for
both devices.
The second data preparation performed by the arbitration engine is to unify the
two original profiles, as shown in Figure 3.3, accommodating each related asymmetry.
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Figure 3.3: The unified profile created by merging the profiles from devices A and B.

The merged profile contains the union of all criteria in both profiles. Devices A
and B both contain speed, power and cost, but only device A contains range.
Since device B did not care about range, the arbitration engine uses the constraint
settings from device A’s profile. The priority schemes from both original profiles
are retained in the unified profile, except that device B’s lowest priority number is
assigned to the range criterion, which is priority level 4.
Additionally, the profile of device B shows the ability to achieve speeds of up to
100 Mbps whereas device A’s profile only shows speeds of up to 54 Mbps. Therefore,
the unified speed constraint uses the global maximum from both profiles, which is
100 Mbps. Even though device A is not capable of achieving this speed, the score for
connections that device A can make will be unaffected by keeping this data point.
Next, the colors are merged on the unified profile. On the speed constraint, since
both original profiles were colored green from 8 Mbps and up, this area is also colored
green on the unified profile. The area from 3 Mbps to 8 Mbps is green on device
A and yellow on device B, so this area is colored green-yellow on the unified profile.
The area from 0 Mbps to 3 Mbps is colored yellow on both original profiles and on
the resulting unified profile. The cost criterion on device A is colored red for any
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Figure 3.4: The scores for devices A and B over transports 1 and 3.

cost over 0.00 USD, while device B colors the area up to 0.20 USD green. Therefore,
this area is colored yellow on the unified profile. Device B also colors the area beyond
0.30 USD black. Even though device A has this area colored red, any unacceptable
setting is asserted, hence the area is colored black on the unified profile. A similar
color merging occurs for the power and range criteria. The goal of merging the
profiles is to create an average of both profiles. By merging the colors in this manner,
the point values of the colors are subsequently averaged, meeting the goal of merging.
The arbitration engine next proceeds to evaluate each connection option. Figure
3.4 shows the connection score for the transport combination (1,3). The far left data
point of Figure 3.4 shows that using only transport 3 receives a connection score of
5.88 points. The far right data point shows that using only transport 1 receives a
connection score of 6.83 points. When transport 1 is used 14-23% of the time in
combination with transport 3, the connection score achieves a high of 7.29 points.
The connection score for the transport configuration (1,3) is computed as follows:
µ

Sα,β = S1,3 = maxp

P

δA (1,3,p,c)
1≤c≤4
Ψc,A

+

P

δB (1,3,p,c)
1≤c≤4
Ψc,B

¶

.

To find the maximum score over all values of p, we must calculate the score for
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each value of p. In this example we examine p = 0.1 (where transport 1 is used 10%
of the time). We begin with the criterion speed (c = 1).
On device A:
δA (1,3,0.1,1)
Ψ1,A
(δ(Θ1 ◦(6.3)))
2

=

(δ(Θ1 ◦λA (1,3,0.1,1)))
2

=

(δ(green−yellow))
2

=

=

(1.5)
2

(δ(Θ1 ◦(0.1∗λ1,1,A +0.9∗λ3,1,A )))
2

=

(δ(Θ1 ◦(0.1∗54+0.9∗1)))
2

=

=

(δ(Θ1 ◦(0.1∗54+0.9∗1)))
1

=

=

(δ(Θ2 ◦(0.1∗100+0.9∗2.5)))
1

=

=

(δ(Θ2 ◦(0.1∗100+0.9∗2.5)))
3

=

= 0.75

On device B:
δB (1,3,0.1,1)
Ψ1,B
(δ(Θ1 ◦(6.3)))
1

=

(δ(Θ1 ◦λB (1,3,0.1,1)))
1

=

(δ(green−yellow))
2

=

=

(1.5)
1

(δ(Θ1 ◦(0.1∗λ1,1,B +0.9∗λ3,1,A )))
1

= 1.5

Next we examine the criterion power (c = 2).
On device A:
δA (1,3,0.1,2)
Ψ2,A
(δ(Θ2 ◦(10.25)))
1

=

=

(δ(Θ2 ◦λA (1,3,0.1,2)))
1

(δ(green−yellow))
1

=

=
(1.5)
1

(δ(Θ2 ◦(0.1∗λ1,2,A +0.9∗λ3,2,A )))
1

= 1.5

On device B:
δB (1,3,0.1,2)
Ψ2,B
(δ(Θ2 ◦(10.25)))
3

=

=

(δ(Θ2 ◦λB (1,3,0.1,2)))
3

(δ(green−yellow))
3

=

=

(1.5)
3

(δ(Θ2 ◦(0.1∗λ1,2,B +0.9∗λ3,2,B )))
3

= 0.5

Similarly, the points for the criterion range and cost on device A are 0.67 and
0.25. On device B the points are 0.5 and 0.5.
Therefore
µ

P

δA (1,3,0.1,c)
1≤c≤4
Ψc,A

+

P

¶
δB (1,3,0.1,c)
1≤c≤4
Ψc,B

µ

¶

= 3.17 + 3 = 6.17 points.

We continue to calculate the connection scores for other values of p. For instance,
the connection score for p = 0.14 is 7.29 points. The connection score for p = 0.3 is
6.63 points. The scores are calculated for all values of p and the maximum score is
the result. Thus S1,3 = 7.29 points.
All connection strategies are scored in a similar manner and stored in the global
preference list. Figure 3.5 shows the connection scores for all valid connection strategies. The final pruned global preference list is: {(5,9), (2,9), 9, (5,6), (5,7), (1,3),
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Figure 3.5: The global preference list and scores for all transport combinations available to devices A and B.

(1,4), (1,5), (1,6), (1,7), (1,8), (2,6), (2,7), 6, (3,7), 3, (4,5), (5,8), 2, 7, 4, 8, 5, 1}.
This list is sent from device A to device B.
The current connection, Ta , is the arbitrary transport used during the QoT connection establishment. As an example, if this transport were 115 Kbps IrDA (which
is transport 8, in 22nd place in the preference list), then either device may check to
see if a better connection is available. Once the device determines the highest ranking
transport combination available it then initiates a connection upgrade. At any time
that the current connection becomes unavailable either device may initiate a connection downgrade to the next highest ranking transport combination available. If two
or more transports fail, the devices continue to try lower ranking transports until
a connection is reinstated or it is determined that no transport is available. If the
devices are connected over a lower ranked transport when a higher ranked transport
becomes available, the devices can upgrade to this connection. (The mechanism for
determining when better transports are available is beyond the scope of this thesis.)
Thus, with the global preference list established, connectivity over the highest quality
transport configuration for both devices is constantly maintained.
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3.3

Conclusion
Using the negotiation process described in this chapter, two QoT-enabled devices

can select and maintain a mutually beneficial connection despite changes to the transmission environment. The priorities and constraints established in the PSCS GUI of
each device are evaluated by a third party arbitration engine. The engine uses a
connection score function to rank all potential transport connection strategies.
Mixed and multiplexed connection strategies can potentially increase the connection score and provide a more satisfying connection. The scoring function produces
a global preference list which is an ordered list of all transport combinations. Using
this list the devices work together to maintain a connection over the highest ranking
transport combination currently available and thus achieve the highest possible link
quality.
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4

MIXED AND MULTIPLEXED CONNECTION STRATEGIES

In section 1.1 we defined three types of connection strategies: single, mixed and multiplexed. In this chapter we deepen our discussion of transport combining in order
to achieve performance constraints that a single transport cannot meet alone. An
equation for synergy is provided which quantifies the potential gain of combining various transports. A mathematical model is presented for the mixed and multiplexed
strategies to find the optimal balance between any two transports to meet the given
requirements. Example scenarios demonstrate that a multiplexed strategy can potentially achieve the same (or better) data rate as the fastest transport used alone,
while saving significant power and cost.
The rest of this chapter is organized as follows. Section 4.1 provides related work
on power conservation techniques, transport multiplexing and transport switching.
Section 4.3 lays the foundation for the mathematical equations described in this
chapter. Section 4.4 solves the transport balancing problem for a mixed transport
solution and section 4.5 solves the transport balancing problem for a multiplexed
transport solution. Section 4.6 provides a mathematical demonstration of each strategy. Section 4.7 describes the best solution strategy for a given situation. Section 4.8
summarizes the chapter.
4.1

Related Work
Power conservation, inverse multiplexing, and transport switching are individually

recognized as key areas in wireless research. Significant work has been done within
each of these areas and continues to develop.
Batteries are the most significant limitation in the mobility of a device and are
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often the largest contributor to a device’s weight and form factor. If power can be
conserved then either battery size can be reduced or the mobility of the device can
be extended [19]. Energy conservation techniques have focused on reducing power
consumption within the device by doing things such as running the CPU at a slower
clock speed [20], reducing the intensity of the screen backlight, reducing the spindown
delay of the hard drive [21], or shutting down the device during periods of inactivity.
Some power conservation techniques are used in data communication by incorporating low-power strategies in various layers of the network protocols [22]. These
include prioritizing data from low-power nodes to prevent packet retransmissions [23]
and off-loading computationally intense applications to stationary computers [24].
Power control schemes have been employed in cellular networks in order to maintain
good throughput while balancing received power levels or signal-to-interference ratios
(SIRs) [25] [26]. Each of these strategies focus on conserving power within a network
with a predefined data communication speed and therefore do not deal with power
conservation while increasing the link data rate.
Inverse multiplexing has been used to overcome various low-bandwidth networking technologies such as dial-up modems [27], wide-area wireless access networks
(WWANs) [28] and wireless point-to-point technologies [7]. Many implementations
assume stable links with constant bit rates such as those found in wired environments
[29]. Technologies adapted to wireless scenarios use various scheduling mechanisms
to overcome the effects of unstable or non-uniform links [28] [7] [30]. In any case,
the driving motivation is generally to maximize data rate without regard to power
consumption.
Transport switching architectures have focused on maintaining point-to-point or
infrastructure-based connections by taking advantage of the most preferred transport currently available [14] [8] [9]. Transport preference is often based on meeting
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user-defined demands on data rate, power consumption, cost, etc., by selecting the
transport that most closely matches the given profile even if the match is not entirely
accurate. To our knowledge, no one has yet considered adapting this switching technology to strategically alternate or multiplex transports in order to more accurately
match the user-defined performance constraints.
4.2

Transport Combining
Intelligent transport selection encounters complications when two QoT-enabled

devices with disparate preferences attempt to determine a mutually preferred transport. For instance, Device 1 may prioritize on a criterion to be maximized, such as
data rate, while Device 2 may prioritize on a criterion to be minimized, such as power
usage. If no shared transport meets the speed constraints of Device 1 alongside the
power constraints of Device 2, then one device must sacrifice its priorities irrespective
of the transport selected.
This chapter presents an alternative mechanism for effective compromise. Our
solution is to combine the strength of one transport with an opposing strength of
another transport to create a synergistic blend that meets the global target requirements. There are two ways to create this blend. The first approach is to use a
mixed strategy which periodically alternates between transports until transmission
is complete. The second approach is to use a multiplexed strategy which uses both
transports simultaneously throughout transmission. With either approach, the key is
finding the proper balance between the two transports. This chapter presents both
alternatives along with a mathematical model that determines the optimal balance
between transports.
In this chapter we focus on data rate, power usage and monetary service charge
since these criteria are fundamentally important to device mobility. Signal range,
however, is a criterion that cannot be evaluated for transport balancing since signal
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ranges cannot be effectively combined. For instance, we cannot combine a 400 m
transport with a 10 m transport and expect the synergistic combinations of transports
to operate at 150 m.
We also make a distinction between maximizing and minimizing criteria. Data
rate is a maximizing criterion (i.e., we want to achieve the maximum rate possible),
while power usage and service charge are minimizing criteria (i.e., we want to achieve
the minimum rate possible). Although this paper evaluates only three criteria, the
solutions presented are applicable to many opposing criteria and scalable to an entire
set containing both maximizing and minimizing criteria.
4.3

Problem Setup
The transport balancing problem is concerned with creating a synergistic blend

between two transports to achieve a performance balance. In this section we establish
the variables and assertions that we use to define the transport balancing problem.
• Let Ti be transport i.
• Let Di be the data rate on Ti in Mbps.
• Let Pi be the power usage on Ti in mW.
• Let Si be the service charge on Ti in

U SD
.
second

• Let DT be the target data rate in Mbps.
• Let PT be the target power usage in mW.
• Let ST be the target service charge in

U SD
.
second

The values for Di and Pi may come from specification data, or from measuring the
typical performance of a transport over time. The value for Si comes from the service
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plan associated with transport i. Additionally, we assume that T1 has a higher data
rate and requires more power than T2 . Thus D1 > D2 and P1 > P2 . If this condition
did not hold then the high data rate, low power transport would outperform the
alternative transport. Transport balancing is not required in such a case.
The values for DT , PT and ST can be obtained from the PSCS scoring function
defined in Equations 2.9 and 3.1. For a given transport pair, these equations determine
the different percentages that the transport can be combined to achieve the highest
connection score. For example, by using T1 14-23% of the time with T2 being used the
remaining time, the connection score may be 7.29 points, where any other combination
results in fewer points (see Figure 3.4).
A given percentage value in this range may yield a slightly better speed performance, while another value may yield a better power or cost performance. However
any value within the percentage range will produce an equally satisfying connection
(i.e., the same connection score). Hence we simply choose the median of the range.
From this point we can compute the values of DT , PT and ST using Equations 4.4
and 4.5 by setting the switching overhead to 0.
Unfortunately, transport switching does not occur without penalty. Each time
a device initiates a transport switch, power and service charge are momentarily expended on both transports while switching data is sent instead of application data.
This period is the overhead time and must be accounted for. Hence, we include the
following variables:

• Let to be the overhead time.
• Let t1 be the time spent on T1 before switching to T2 .
• Let t2 be the time spent on T2 before switching to T1 .
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• Let Cmix be the constant ratio used in a mixed strategy such that:

Cmix =

t2
t1

(4.1)

• Let Cmux be the constant ratio used in a multiplexed strategy such that:

Cmux =

t1
t2

(4.2)

The goal is to determine how to achieve the predicted target values after introducing overhead into the system. We do this by finding t1 and t2 such that DT , PT
and ST are still achieved.
Not all transports are good candidates for transport balancing. If Transport 1 has
a higher data rate, lower power usage and lower service charge than Transport 2 then
combining Transports 1 and 2 is useless (except in the case where both devices desire
to use inverse multiplexing to boost data rate without regard to the other criteria,
however, this is not a transport balancing problem). Therefore, we define synergy to
be:

synergy =

η1 χ2
| η1 ≥ η2 , χ1 ≥ χ2
η2 χ1

(4.3)

In this equation, ηi represents a minimizing criterion on transport i (such as power
usage or service charge) and χi represents a maximizing criterion on transport i (such
as data rate). Because we assume that T1 has higher data rate and power usage
than T2 , η1 ≥ η2 and χ1 ≥ χ2 . Thus the synergy equation conditions hold for these
criterion on T1 and T2 .
As an example, let D1 = 10 Mbps and P1 = 20 mW, while D2 = 5 Mbps and P2 =
1 mW. Therefore η1 = P1 = 20 mW, η2 = P2 = 1 mW, χ1 = D1 = 10 Mbps, χ2 = D2
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= 5 Mbps. synergy =

20∗5
1∗10

= 10. The units of η and χ do not matter (since it is the

ratio being examined) so long as the units are consistent. Thus, it is equivalent to
use η1 = P1 = .02 W and η1 = P1 = .001 W.
If synergy is greater than 1, then the transports are candidates for transport
balancing. Furthermore, the higher the synergy score, the more each transport can
benefit from the other transport’s strength.
The target constraints must also fall within reasonable parameters for transport
balancing to be possible. The following assertions ensure that transport balancing is
an applicable solution for the given target data rate, power usage and service charge.
• For a mixed strategy: D1 > DT > D2
If DT were less than both D1 and D2 then T2 alone would be sufficient for the
target constraints and a transport balancing strategy would not be necessary.
If DT were greater than both D1 and D2 then neither transport alone could
possibly achieve DT and a mixed transport balancing strategy could not be
used to meet the requirements.
• For a multiplexed strategy: D1 + D2 > DT > D2
Using the transports simultaneously reduces the overall time required to send
the data. Therefore the potential target data rate for a multiplexed strategy
can theoretically be as high as D1 + D2 .
When power usage is selected as one of the criterion to be balanced, it is important
to recognize that a high-speed, high-power transport may actually consume less total
energy than a low-speed, low-power transport. For instance, a transport operating
at 10 Mbps and 10 mW consumes 8 mJ of energy to send 1 MB of data, while a
transport operating at 5 Mbps and 8 mW consumes 12.8 mJ of energy to send 1
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MB of data. Therefore, attempts to reduce power should really be concerned with
reducing the total energy consumed. We formalize this in the next requirement.
•

P1
D1

>

PT
DT

>

P2
D2

The power to data rate ratio yields the total amount of energy consumed (in
joules). If

PT
DT

were greater than both

P1
D1

and

P2
D2

then T1 alone can achieve DT

and PT . In this case transport 1 would be selected and a transport balancing
strategy would not be necessary. If

PT
DT

were less than both

P1
D1

and

P2
D2

then

neither transport could possibly achieve PT . Thus, a transport balancing strategy could not be used to meet the requirements. This assertion applies to both
mixed and multiplexed strategies since the resulting overall power consumption
is the same whether the transports are utilized simultaneously or separately.
When service charge is selected as one of the criterion to be balanced, it is important to understand how the charges accumulate. For instance, if a transport has
an unlimited access plan, then the transport can be used without restraint. However,
if the transport has a per-minute or per-byte access plan, then the transport may
benefit from a transport balancing solution in order to save the user money.
•

S1
D1

>

ST
DT

>

S2
D2

The cost to data rate ratio yields the total monetary charge for the user. The
service charge assertion follows the same reasoning as the power usage assertion
for both mixed and multiplexed strategies.
4.4

Mixed Strategy
We first explore balancing performance constraints using a mixed strategy. In a

mixed strategy one transport is used for a certain period of time before switching to
the other transport for another period of time.
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t1
t2

Time quantum
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Figure 4.1: A mixed strategy solution. Transport 1 and Transport 2 are alternated
until transmission is complete.
A representation of the transmission time is shown in Figure 4.1 as a repeating
series of t1 , to , t2 , to . This series is the time quantum considered in our evaluation. For
simplification, we assume that the transmission ultimately terminates at the end of a
complete time quantum. If this is not the case, there will be a discrepancy between
the actual performance and the predicted performance. However, as the transmission
length increases, this discrepancy approaches zero.
Equation 4.4 describes the relationship between the average and target data rates.
The average data rate is the amount of data sent on T1 (which is t1 D1 ) plus the amount
of data sent on T2 (which is t2 D2 ) divided by the total time spent sending that data
(which is t1 + t2 + 2to ). Overhead time is not included in the numerator of the data
rate equation since switching data (not application data) is being sent during the
overhead time. The average data rate must be greater than or equal to the target
data rate. We substitute in Cmix t1 for t2 (as shown in Equation 4.4) in order to find
the minimal t1 required to achieve the target data rate.
t1 D1 + Cmix t1 D2
≥ DT
t1 + Cmix t1 + 2to

(4.4)

Equation 4.5 describes the relationship between the average and target power
usage. The average power usage is the time spent at P1 (which is (t1 + to )P1 ) plus the
time spent at P2 (which is (t2 +to )P2 ) divided by the total time (which is t1 +t2 +2to ).
Overhead time is included in the numerator of the power equation since the transports
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are on and wasting power during that time. The average power usage must be less
than or equal to the target power usage. Again Cmix t1 is substituted in for t2 .
(t1 + to )P1 + (Cmix t1 + to )P2
≤ PT
t1 + Cmix t1 + 2to

(4.5)

The power usage and service charge equations are identical, since they are both
minimizing criteria. Any equation for service charge can be obtained from the corresponding equation for power usage by substituting S1 for P1 and S2 for P2 .
Solving Equations 4.4 and 4.5 for Cmix produces Equations 4.6 and 4.7. These
two equations can be used to solve for the viable range for Cmix .
t1 (DT − D1 ) + 2to DT
t1 (D2 − DT )

(4.6)

t1 (PT − P1 ) + 2to (PT − P2 )
t1 (P2 − PT )

(4.7)

Cmix ≤

Cmix ≥

The optimal value for Cmix is the value that minimizes the size of the time quantum
shown in Figure 4.1. In other words, t1 and t2 should be as short as possible, while
still overcoming the time loss due to switching overhead. The goal is to have met the
performance requirements despite unpredictable transmission termination by properly
balancing T1 and T2 during transmission. If t1 is excessively long, transmission could
end before the device ever switches to T2 , violating the goal. If t1 and t2 are as
short as possible, then the proper balance between transports is more likely obtained.
Therefore, the optimal Cmix value will minimize t1 .
To determine the optimal value for Cmix , Equations 4.4 and 4.5 are solved for t1
to produce Equations 4.8 and 4.9. These equations establish the minimal length of
t1 necessary to overcome the effects of the overhead time. For any given Cmix , the
larger of the two solutions is the minimal t1 required by the system as a whole. (It is
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redundant to solve for the minimal t2 value since t2 is automatically kept in proper
proportion to t1 by the Cmix parameter.)

t1 ≥

t1 ≥

2to DT
(D1 − DT ) + Cmix (D2 − DT )

(4.8)

2to (PT − P1 − P2 )
(P1 − PT ) + Cmix (P2 − PT )

(4.9)

Equations 4.8 and 4.9 supply two lower bounds on t1 . The best possible value for
t1 is the minimum of these required maximums. This value is found at the intersection
point of Equations 4.8 and 4.9 (see Figure 4.5).
Equation 4.10 is the result of setting these equations equal to each other and
solving for Cmix . Notice that the optimal Cmix is independent of overhead time.
Therefore the ratio of t1 to t2 is fixed. This allows us to use Cmix in Equations 4.4
and 4.5 to solve for t1 (and t2 ) based on various overhead times.

Cmix =
4.5

D1 (PT − P1 − P2 ) + DT P2
D2 (P1 + P2 − PT ) − DT P1

(4.10)

Inverse Multiplexing Strategy
We now examine balancing performance constraints via inverse multiplexing. In-

verse multiplexing is a method in which the data stream is (a) broken up by the sending device, (b) sent across multiple channels simultaneously, and (c) reconstructed by
the receiving device. One significant advantage to this approach is that it can achieve
higher data rates than the mixed strategy.
Two options are available using inverse multiplexing.
1. Continuous multiplexing uses both transports the entire time and is shown
in Figure 4.2a. This option has the added benefit of avoiding switching overhead
and it is the only feasible option if the target data rate (DT ) is equal to D1 +
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a) Continuous
Time

t1
t2

b) Intermittent
Time

to

Time quantum

Figure 4.2: A multiplexed strategy solution has two options. a) Continuous multiplexing uses both transports the entire time. b) Intermittent multiplexing turns off
the greater power or money consuming transport at regular intervals.
D2 . This option is generally preferred to the intermittent option because it
maximizes the data rate.
2. Intermittent multiplexing uses one transport fully while the other transport
is used periodically. This option is shown in Figure 4.2b. An intermittent
solution introduces overhead into the system each time the second transport
is turned on and off. Although less desirable than continuous multiplexing,
intermittent multiplexing may be necessary to meet the power usage or service
charge constraint. In such a case, the greater power or money consumer is the
transport used in intervals. This option is necessary if the following condition
holds (remember that service charge can be substituted for power usage).

P1 + P2
> PT
2
.
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(4.11)

Whether multiplexed transports are used in a continuous or an intermittent fashion, each transport must be utilized to its maximum capacity when it is on. If the
data stream is not properly distributed across transports then one transport will occasionally be turned on without any data to send, thus violating the balance goals.
In previous work we describe a Weighted Round Robin scheduling algorithm for appropriating the data stream to multiple transports in order to use each transport to
its maximum capacity [7].
Equations 4.12 and 4.13 describe the relationship between the average and target
data rate and power usage. For intermittent multiplexing Cmux and to vary. In the
case of continuous multiplexing, Cmux is equal to 1 and to is equal to 0.

Cmux D1 + D2 ≥ DT

(4.12)

(Cmux t2 + to )P1 + t2 P2
≤ PT
t2

(4.13)

.

.
Solving Equations 4.12 and 4.13 for Cmux determines the range of potential values
for Cmux . As Cmux approaches the upper legal bound, t2 and t1 approach infinity
(see Figure 4.3). If t1 is excessively long then T1 will not be turned off before the
transmission ends, violating the power constraint. A small value for t2 will help insure
that T1 and T2 have been used in the proper proportion by the time transmission ends.
Therefore the optimal Cmux is the smallest valid value for Cmux .
4.6

Mathematical Demonstration
To demonstrate the concepts of mixed and multiplexed strategies we use the fol-

lowing example. We presume a QoT-PSCS enabled device equipped with WiFi, Blue51
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Figure 4.3: As Cmux approaches the upper legal bound, t2 and t1 approach infinity.

Ti
Di
Pi
Si

WiFi
7 Mbps
25 mW
1.5 USD/s

Bluetooth
0.7 Mbps
2 mW
0 USD/s

IrDA
2 Mbps
1 mW
0 USD/s

Table 4.1: Typical performance data given for the variables used in the mathematical
demonstration.

tooth and IrDA transceivers. We select these transports because many mobile devices
are currently equipped with all three technologies. We also presume that DT , PT and
ST were determined from the PSCS scoring function. The values for Di and Pi represent typical performance for this device instead of device specifications. For Si we
presume a WiFi hotspot in an internet cafe that charges 0.002 USD/KB. At 7 Mbps
this yields 1.5 USD/s. The variables for the demonstration are given in Table 4.1.
Figure 4.4 charts the minimal t1 required by Equations 4.8 and 4.9 for various
values of to . When to = 0, any value for t1 is satisfactory as long as t2 is kept in proper
proportion. When to > 0, the minimal value for t1 increases linearly. Determining
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Figure 4.4: As overhead increases, t1 increases linearly.
realistic values for switching overhead in QoT is a subject of ongoing research. This
example assumes that the switching overhead (to ) is 100 ms.
In the next sections we evaluate combinations for WiFi with Bluetooth and WiFi
with IrDA. We will not examine a Bluetooth-IrDA combination since the synergy of
this combination is less than 1.

4.6.1

WiFi-Bluetooth Demonstration

The synergy of a WiFi-Bluetooth combination over power and data rate is 1.25.
This value is greater than 1 and therefore WiFi and Bluetooth can be combined
to balance power and data rate. If the user wants to boost WiFi’s speed without
increasing the power usage, intermittent multiplexing can be used. Setting Cmux to
0.92, the transport combination can achieve a power usage of 25 mW with a data rate
of 7.14 Mbps. If the user wants to boost Bluetooth’s speed without increasing it’s
power usage, intermittent multiplexing can again be used by setting Cmux to 0.004.
In this case, PT = 2 mW and DT = 0.728 Mbps. However, even these small gains
assume ideal conditions and may not be achievable in the presence of interference or
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significant switching overhead. Therefore, since the synergy is so low, the benefit may
not be worthwhile.
The synergy of a WiFi-Bluetooth combination over service charge and data rate
is infinite. This is because Bluetooth has no charge (a zero in the denominator of the
synergy function) and therefore can potentially benefit WiFi without any penalty.
This happens when WiFi and Bluetooth are multiplexed in a continuous fashion.
In this case, Cmux = 1 and to = 0. Therefore the expected data rate (from Equation
4.12) is 7.7 Mbps and the expected service charge (from Equation 4.13) is still 1.5
USD/s. That means that the device can increase its data rate by 0.7 Mbps for the
same price!
Although this WiFi-Bluetooth multiplexing solution is intended to balance service
charge and data rate, power is also conserved. The synergy of the power and data rate
criteria may be low, but the synergy of service charge, power, and data rate together is
very high. Potentially, some transport combinations may not appear to be beneficial
when only two criteria are considered, but may be beneficial when three or more
criteria are considered. Expanding the transport balancing solutions to account for
multiple criteria is a problem left for future work.
4.6.2

WiFi-IrDA Demonstration

The synergy of a WiFi-IrDA combination over power and data rate is 7.14. Since
the synergy of these transports is high, we examine both the mixed and multiplexed
strategies for these two transports.
For the mixed strategy solution, we show a true “balance” of the transports at
the average of their collective performance by selecting DT = 4 Mbps and PT = 12
mW. The range for Cmix is found to be 1.18 ≤ Cmix ≤ 1.5 from Equations 4.6 and
4.7. Figure 4.5 graphs the minimal t1 required by Equations 4.8 and 4.9 for the valid
values of Cmix . This graph illustrates the intersection point of Equation 4.10.
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Figure 4.5: The smallest t1 and the optimal value for Cmix occur where the curves
intersect.
The mixed strategy solution for this example is:
• From Equation 4.10: Cmix = 1.3055
• From Equations 4.8 and 4.9: t1 = 1.03 sec
• From Equation 4.1: t2 = 1.34 sec
For the multiplexed strategy solution, we select target values that can not be
achieved with a mixed strategy, so DT = 7 Mbps and PT = 20 mW. The valid range
for Cmux is 0.714 ≤ Cmux ≤ 0.76. Figure 4.3 graphs the minimal t2 required within
the valid range of Cmux . Since t2 approaches infinity as Cmux approaches 0.76, the
optimal Cmux is the smallest valid value.
The multiplexed strategy solution for this example is:
• From Equation 4.12: Cmux = 0.714
• From Equation 4.13: t2 = 2.17 sec
• From Equation 4.2: t1 = 1.55 sec
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WiFi

Data
Rate
7 Mbps

IrDA

2 Mbps

Target
4 Mbps
mixed
Actual
3.87 Mbps
mixed
Target
7 Mbps
multiplexed
Actual
7.09 Mbps
Multiplexed

Power
25 mW

Time to
send
14.3 s

Power
consumed
357.1 mJ

1 mW

50 s

50 mJ

12 mW

25 s

300 mJ

11.64 mW

25.86 s

300.9 mJ

20 mW

14.3 s

286 mJ

19.27 mW

14.11 s

271.86 mJ

Table 4.2: The actual vs. predicted data rate and power use for mixed and multiplexed
strategies sending 100 Mb (or 12.5 MB) of data over WiFi and IrDA combinations.

Table 4.2 provides further inspection of the mixed and multiplexed strategies. The
data in this table represents the same 100Mb (or 12.5 MB) of data being sent over
WiFi, IrDA, WiFi mixed with IrDA and WiFi multiplexed with IrDA.
The mixed transport strategy used WiFi for 1.03 second intervals and IrDA for
1.34 second intervals, with 0.1 seconds of overhead during a switch. To send 100 Mb
of data, each transport took 10 turns, with the last 1.1 Mb of data being sent on
WiFi for 0.16 seconds. This resulted in a power usage of 11.64 mW, which is within
the target constraint of 12 mW. The actual data rate was 3.87 Mbps, which is quite
close to the target constraint of 4 Mbps. The discrepancy comes from the extra time
spent on WiFi at the end of the transmission. If the transmission does not end on
the edge of a time quantum (see Figure 4.1), then power or data rate will be slightly
off. If each transport had taken exactly 10 turns, then the actual data rate would
have been 4 Mbps as predicted.
The multiplexed transport strategy used IrDA constantly and WiFi in 1.55 second
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intervals with 0.62 seconds between intervals. The overhead while WiFi was turning
on was 0.1 seconds. To send 100 Mb of data, WiFi turned on 6 times, with the last
8.86 Mb of data being sent on IrDA for 0.1 seconds and on both transports for 0.99
seconds. This resulted in an actual data rate of 7.09 Mbps and a power use of 19.27
mW. Again, the small discrepancy between predicted and actual values comes from
the transmission not ending on the edge of a time quantum (see Figure 4.2b). Notice
that the multiplexed strategy achieved a better data rate than the WiFi transport,
while saving over 5 mW of power!
4.7

Choosing a Strategy
Mixing and multiplexing transports are two valid strategies for achieving a balance

between performance constraints. The following suggests the strategy to use for
specific situations.
The mixed strategy should be used if:
• The data stream is not constant and therefore cannot feed both transports at
or near their capacity.
• The device is process limited [7] and therefore cannot support multiplexing.
The multiplexing strategy should be used if:
• The target data rate is higher than either transport can provide alone.
• The device can support multiplexing and the data stream is constant.
Neither strategy should be used if:
• Synergy is less than 1.
• The problem assertions are not met.
57

• There are no valid values for Cmix or Cmux .
• The minimum required t1 or t2 values are too large to ensure a proper power
and data rate balance for unpredictable transmission termination (e.g., t2 = 600
sec). Determining when t1 and t2 are too large is a problem left for future work.
4.8

Summary
This chapter has shown that transports can be mixed or multiplexed in order to

achieve a balance between conflicting criteria. The mixed strategy alternates between
transports while the multiplexed strategy uses both transports simultaneously. Given
transport metrics and target requirements, the mathematical model provided can be
used to determine the optimal proportion that each transport should be used and the
resulting expected performance. This paper provided equations for data rate, power
usage and service charge constraints; however, the transport balancing strategies
described can be applied to a variety of problems involving conflicting criteria.
In some situations, a user may be willing to sacrifice data rate slightly in order to
save power or money, in which case the mixed and intermittent multiplexed strategies
are applicable. Otherwise, the continuous multiplexed strategy is preferred in order
to obtain higher data rates. In one example we demonstrated that a continuous
multiplexed strategy could be used to achieve a higher data rate than the fastest
transport alone while saving money. In another example we demonstrated that an
intermittent multiplexed strategy could achieve the same data rate as the fastest
transport while saving power.
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5

CONCLUSION

The goal of the Quality of Transport architecture is to facilitate dynamic, autonomous
and intelligent transport switching such that the highest quality connection is continually maintained. This thesis has developed a protocol that furnishes key portions
of the intelligent aspect of transport switching. The protocol does the following:
• Inter-device prioritization is used to select the best transport for a single device. This process uses the PSCS GUI to gather preference information from the
user regarding important criteria such as speed, power, range or cost. Through
the GUI the user can rank the criteria in order of priority as well as express the
desired level of performance they would like for each criterion. The user preference information is combined with transport metric information via the PSCS
scoring function. This function scores all possible transport combinations and
ranks them in an ordered preference list. The list is used by QoT to determine
the best transport available whenever a transport switch is necessary.
• Intra-device negotiation is used to select the best transport for two devices
connecting in a peer-to-peer fashion. This process uses the preference information and transport metric data from both devices. The information is processed
via the PSCS scoring function which ranks all possible transport combinations
in a global preference list. The list is used by both devices whenever a transport
switch is necessary.
• Transport combining is a method of using a pair of transports simultaneously
to more precisely match user preferences. In this way the user, or pair of users,
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can realize a combination of the strengths of two transports. The mathematical model provided in this thesis gives the timing ratio necessary to overcome
switching overhead time and still achieve the desired performance level.
Through transport combining and the two-phase decision making scheme, intelligent transport switching can be effected in the QoT architecture.
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A

INVERSE MULTIPLEXING IN SHORT-RANGE

MULTI-TRANSPORT WIRELESS COMMUNICATIONS
This paper describes a mechanism for utilizing Inverse Multiplexing to significantly
increase the bandwidth available to short-range wireless devices. Previous work with
Inverse Multiplexing has focused on wired networks; its implementation with shortrange wireless transports introduces heterogeneity in the links, which must be taken
into account. A mathematical model for an Inverse Multiplexing system is derived for
several scheduling algorithms. Both Process Limited and Transport Limited systems
are examined. The validity of this model is shown by our implementation of an Inverse
Multiplexing layer that uses IrDA and Bluetooth transports. Concepts related to
Inverse Multiplexing such as usage models, negotiation, Quality of Service, and the
simultaneous use of multiple Bluetooth transports are discussed.
A.1

Introduction

Lack of bandwidth is a significant problem in some mobile devices [31]. Bandwidth
may be increased through various means with accompanying tradeoffs. Increasing
the width of available frequency utilized by a transport will proportionally increase
bandwidth, but it will also increase the complexity of the device and may cause it
to violate government RF Spectrum regulations. Imposing compression schemes may
also increase effective bandwidth, but may require excessive resources for processing
and may significantly increase latency. An alternative to these approaches is to use
Inverse Multiplexing (IM), which increases bandwidth by using multiple transports
simultaneously. As illustrated in Figure A.1, a data packet is segmented and sent
across separate transports to a receiver which reassembles the data. While IM may be
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used in combination with other techniques, the main benefit is that it does not require
the development of a new transport, allowing the utilization of current transports with
little or no modification.
Transports
Sender

Reciever

Inverse
Multiplexer

Inverse
Multiplexer

Figure A.1: Inverse Multiplexing.

This paper demonstrates the validity of IM as a quick and inexpensive way to
increase the bandwidth available to wireless devices. The benefits of IM are shown
both by mathematical analysis and by experimentation with hardware. The remainder of this paper is organized as follows. Section A.2 reviews previous work with IM
in various applications. Section A.3 introduces our extension of IM into short-range
wireless communications and discusses various scheduling algorithms explored in the
paper. Section A.4 presents our mathematical analysis of IM and predicts the resulting performance of systems using IM. Section A.5 displays our implementation
and experimental results. Section A.6 describes some of the future research areas and
discusses concepts related to IM such as usage models, negotiation, Quality of Service
(QoS), Quality of Transport (QoT), and the simultaneous use of multiple Bluetooth
transports. Section A.7 presents conclusions.
A.2

Prior Work

IM has been used in a variety of applications with the details of implementation
dependant upon the usage model. In any case, a complete solution must include:
62

• A means for determining when and where to impose Inverse Multiplexing in
normal data flow
• A mechanism for segmenting data
• A mode for scheduling the links
• A fast and accurate reassembly method
The concept of modem Bonding takes advantage of Internet practices to increase
transmissions where possible [32] [33]. For instance, multiple HTML packets from a
single web site may be split between two modem lines. Alternatively, using smart
downloading, the first half of a download may be transferred on one modem line and
the second half on the other. A valuable idea gained from these approaches is that of
using a second modem only as needed when the bandwidth demand increases, such
as during a large download.
RFC 1990 [34] defines the Multilink PPP protocol which is used widely in modern
ISDN equipment [33]. This protocol implements Inverse Multiplexing at the link
layer and focuses on methods of handling multilink negotiation, segment loss, and
receiving-side buffers. It suggests the addition of a header to each segment that
includes, among other things, a sequence number. The protocol also involves the
notion that packets can be segmented and scheduled in two ways. If variable sized
segments are used, they should be sized proportional to the link transmission rate.
If segments are of identical size, multiple segments should be distributed to the links
according to transmission rate.
Researchers have explored methods for intelligently scheduling links to achieve
improved transmission rates. Adiseshu et al. [30] utilize a reversed Fair Queuing
algorithm to choose the next output channel for each packet. An example of this is
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Surplus Round Robin, where each channel is allotted a number of units of data that
can be sent at a time. However, this method does not determine the appropriate unit
of data for each channel in the presence of channels with different transmission rates.
Snoren [28] attempts to overcome this problem by using a Weighted Round Robin
scheduler that continuously adapts in the presence of congestion. Unfortunately, this
scheme adds additional time and complexity that may not be suitable to one-hop
networks.
Another unique approach to Inverse Multiplexing is Bit-Based [29]. This implementation runs on specialized hardware with up to eight T1 or E1 lines. Using this
technique, each bit of data is siphoned to a different link in Round Robin fashion, using buffers at the receiving side to compensate for variable physical link delays. This
approach is best suited to an implementation that runs over transports which have
nearly identical transmission speeds and stable connections. In a wireless environment where the implementation potentially runs over heterogeneous transports with
the inherent instability of wireless connections, a more flexible approach is needed.
A.3

Inverse Multiplexing over Heterogeneous Transports

Implementing Inverse Multiplexing in a short-range wireless environment necessitates an approach different from the typical wired scenario. Short-range wireless
devices are typically limited by power consumption constraints and hardware costs.
Further, they operate in a frequency domain that is prone to interference. In addition,
wireless devices are more likely to be equipped with multiple transports, and those
transports typically have significantly different characteristics. Therefore, an Inverse
Multiplexing solution for short-range wireless devices should:
• Be simple, to accommodate low hardware cost and low power consumption;
• Handle transport instability and interference;
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• Perform well over transports with different characteristics.

Our approach incorporates these concepts by introducing an additional layer in
the wireless transport stack called the Inverse Multiplexing Layer (IML). The IML
resides above the transport layer, hence it can accept a variable number and type of
transport stacks beneath it without the additional complexity required to translate
between various protocols.
The IML breaks large packets into uniform segments and adds a sequence number
to the header of each segment. By using uniform segments rather than variable
ones, IML saves the time and resources necessary to transmit the segment size. The
sequence number is used for segment reordering at the receiving side since segments
are not guaranteed to arrive in order.
The IML should use an optimal schedule to determine which transport to send
each segment across. An optimal schedule is defined to be one that keeps all transports
as busy as possible. Such a schedule maximizes transmission speed by sending data
across the transports proportional to their transmission rates. This causes more data
to be sent on the faster transports.
Various algorithms can be used to approximate an optimal schedule. For homogeneous transports a simple Round Robin (RR) algorithm could be used to provide
an optimal schedule since the transport characteristics are identical. For heterogeneous transports, the optimal schedule can be approximated using either a Weighted
Round Robin (WRR) or Weighted Random (WR) algorithm. In the WRR scheme,
the weights indicate the number of segments that are sent over one transport before
moving to the next transport. In the WR scheme, the weights indicate the probability
for a particular transport to be scheduled next. These algorithms are optimal only
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when the weights are properly set; otherwise, using Inverse Multiplexing may degrade
performance instead of improving it.
A.4

Mathematical Model

Inverse Multiplexing only works when different transports are able to send data in
parallel. An accurate model must take into account the portion of the transmission
that may be done in parallel and that which must be done serially (see Figure A.2).
The time needed to send a segment across a transport may be divided into three
parts:

1. Sender Time. The time needed by the sending device to process outgoing data
for the segment, packetize the data, and schedule transports for the segment.
This processing must be done serially because it uses resources (such as CPU,
memory and main I/O bus) that are needed for all transmissions. For simplicity we will ignore the cases where these resources are sharable or duplicated.
The time required to send depends on the nature of the transport, the size of
the segment, the number of transports and the complexity of the scheduling
algorithm. We represent this time period as SenderTime(i, s) for transport i
and segment of size s.
2. Transport Time. The time needed by the hardware transmitter to transmit
the segment. This period includes queuing delay as well as the time spent for
physical transmission. For simplicity our model will assume that all transceiver
hardware acts independently from other transceivers. We represent this time
period as TransportTime(i, s) for transport i and segment of size s.
3. Receiver Time. The time needed by the receiving device to process incoming
data from hardware transceivers. Incoming data may only be received serially
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Figure A.2: Resources used during SenderTime, ReceiverTime, and TransportTime.
for the same reasons given for SenderTime(i, s). We represent this time period
as ReceiverTime(i, s) for transport i and segment of size s.
Approximate transmission rates for Inverse Multiplexing will now be derived for
Round Robin and optimal scheduling, which may be approached with WRR and WR
scheduling. Our efforts focus on predicting the steady state transmission rate, ignoring
latency. For this reason we ignore the processing time needed at the beginning and
end of data transmission. Models will be formed for systems that are both Transport
Limited and Process Limited. The term Transport Limited refers to a system in which
the limiting factor of the transmission rate is the time needed by the transports to
transmit the data. The term Process Limited refers to a system in which the limiting
factor of transmission rate is the processing speed of either the sending device or the
receiving device.
The following notation will be used in the derivations:
• P is the packet size in bits
• S is the segment size in bits
1

1

For simplicity, the models use the same segment size for all transports. In actual systems,

segments may be split into smaller packets or multiple segments may be lumped together into a
larger packet for transmission.
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Figure A.3: Transport Limited timing diagram. ST(i,S ) and RT(i,S ) are the SenderTime(i,S ) and ReceiverTime(i,S ) respectively. TT(i,S ) is the TransportTime(i,S ).
• N is the number of transports
• T rt is the TransmissionTime
• Tt is the TransportTime
• St is the SenderTime
• Rt is the ReceiverTime
• Pr is the Proportionality
A.4.1

Round Robin

The limitation of using Round Robin scheduling may best be seen by the following
example. Figure A.3 illustrates an IML system with two transports. Both transports
require the same amount of processing time in the sender and the receiver. Transport
2 requires much more transport time than Transport 1. The transport time for
Transport 2 is also greater than the process time needed by the sender or receiver
to process segments for both transports. Hence, Transport 2 is clearly the limiting
factor.
With Round Robin scheduling, half of the segments are sent at the rate of Transport 2 while the other half are sent at the faster rate of Transport 1. This has the
effect of sending the data at twice the rate of Transport 2.
Generally, the transmission time for a system that is Transport Limited is
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Figure A.4: Process Limited timing diagram. ST(i,S )and RT(i,S ) is the SenderTime(i,S ) and ReceiverTime(i,S ) respectively. TT(i,S ) is the TransportTime(i,S ).
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where i corresponds to the slowest transport.

Another possibility is an IML system in which either the sender or receiver has
a total process time for all of the transports that is greater than the transport time
for any of its transports, as in Figure A.4. In this example the transmission time is
limited by the processing time of either the sender or the receiver. In cases where the
system is Sender Process Limited or Receiver Process Limited the transmission time
is
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with a transmission rate of
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A.4.2

Optimal Scheduling

The most efficient scheduling should keep the transmitters as busy as possible.
This is achieved by using the transports in proportion to their raw throughput rate, or
the inverse of their transmission time, causing more segments to be sent across faster
transports. With optimal scheduling all transports are used to their fullest capacity
during transmission, while Round Robin scheduling only uses each transport at the
capacity of the slowest transport.
A system that uses optimal scheduling and is Transport Limited has a transmission
time of
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where the optimal proportionality is
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and has a rate
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where i corresponds to the transport that will yield the highest transmission
time (although this equation will give almost the same results for any transport in
the IML system).
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Proportionality(i ) refers to the fraction of total segments that are to be sent over
transport i. In a system in which the transport times may dynamically change, the
proportionality should also be changed accordingly. WRR and WR scheduling each
deal with this proportionality differently.
WRR scheduling sends a ratio of segments on each transport. This weighted ratio
should be set as close as practical to the optimal proportionality of that transport.
The equations for transmission time and rate can be derived by setting Proportionality(i) to the weighted ratio of transport i.
WR scheduling uses a weighted probability to determine which transport to use
for each transmission. This allows a proportionality that is not limited to ratios of
integers as WRR is. Each transport would use a weighted probability equal to the
optimal proportionality. The equations for transmission time and rate can be derived
by setting Proportionality(i) to the weighted probability.
In IML systems that are Process Limited, the transmission time is
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for all Scheduling algorithms that approach optimal scheduling.
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(A.9)

A.4.3

Conclusions from Mathematical Analysis

While IM will significantly improve available bandwidth for many devices, it will
not do so for all devices. Adding transports may significantly slow the transmission
rate for an IML system using Round Robin scheduling (Equation A.2). For systems
using optimal scheduling, a slower transport may be severely under utilized due to
low Proportionality (Equation A.6). One should use the formulas above to perform
cost evaluation of adding new transports.
Transports that have a transmission time that is shorter than the required processing time will always be Process Limited and should not use Inverse Multiplexing.
Adding new transports to an IML system will eventually cause the system to become
a Process Limited system and may increase the time needed to process segments as
well as causing the transmission rate to decrease according to Equations (A.4) and
(A.9).
A.5

Implementation and Experimental Results

Our implementation used two short-range wireless transports: Bluetooth and
IrDA. The Bluetooth transport was implemented with Motorola Bluetooth Adapter
DIG 442-5 cards, which achieved a throughput of 560 Kbps. The IrDA transport was
implemented with ESI XTNDAccess IrDA USB 9685 Adapters, through the Windows
IrDA socket abstraction, which achieved a throughput of 740 Kbps.
Note: While the IrDA adapters use Fast Infrared (FIR) encoding, allowing a
transmission rate of up to 4 Mbps, the throughput in this experiment was limited
by excessive link turnaround latency caused by a small window size. The Windows
IrDA stack defaults to a window size of one, forcing the receiver to acknowledge
receipt of a packet before the next packet can be sent. In the case of this experiment,
the total time needed to send one packet was 21 ms (4 ms transmission time + 17
ms turnaround latency). Since each packet carries at most 2045 bytes, this yields a
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maximum throughput of (2045 * 8 bits)/(21 ms) = 780 Kbps. The measured bit rate
was 740 Kbps; the 5% difference may be attributed to packet overhead and channel
maintenance.
WRR Scheduling was used to assign different proportionalities to IrDA. The optimal proportionality for IrDA from Equation A.6 is

(RawIrDAthroughput)
(RawIrDAthroughput+RawBluetooththroughput)

=
(A.10)

740
(740+560)

= 56.9%.

The measured throughput values were compared to the values predicted by models for both a Process Limited system and a Transport Limited system, as is shown in
Table A.1 and A.5. The Transport Limited model predicted the measured throughput
of the system with a very high accuracy (within 2%). Optimal Scheduling was approached by using a ratio of BT:IR = 7:9, which corresponds to an IR proportionality
of (9 / (9 + 7)) = 56.3%. This gave us a throughput of 1.28 Mbps, or in other words,
increased the throughput of the system 73% over what would be achieved using IrDA
alone.
Our implementation was clearly Transport Limited rather than Process Limited;
an analysis assuming a Process Limited system had little correlation to the actual
measured data. This is due to the fact that our sender and receiver were both PC’s.
When dealing with embedded devices with limited processing abilities and specialized
wireless I/O, the system is more likely to be Process Limited, and it is less likely that
adding transports and using inverse multiplexing will be beneficial. In the future the
processing speeds for embedded devices will increase while the physical limitations
for wireless channels will remain the same, making Inverse Multiplexing an attractive
option.
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BT
100%
90%
80%
70%
60%
50%
43.70%
40%
30%
20%
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0%

IR
0%
10%
20%
30%
40%
50
56.30%
60%
70%
80%
90%
100%

Measured
560
620
700
790
940
1120
1280
1220
1050
940
810
740

PL
560
580
590
610
630
650
660
670
680
700
720
740

TL
560
620
700
800
930
1120
1270
1230
1050
920
820
740

Table A.1: Comparison of measured results with predictions based on the mathematical models for Process Limited (PL) and Transport Limited (TL) systems. Results
are measured in bits/second.
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Figure A.5: Graphical representation of the data in Table A.1

74

A.6

Future Work and Related Topics

The following research areas need to be explored with respect to Inverse Multiplexing:
• Optimal IM Policies. The policies governing use of IM should address more
than just throughput. Disparate transports vary in their power requirements,
security, resistance to interference, latency, packet size and other factors. The
policies of transport selection and scheduling should be governed by the requirements of the device and usage model [8].
• Quality of Transport (QoT). On-going research in QoT attempts to ensure
the best connection possible between devices when multiple transports are available [17]. Inverse Multiplexing can be integrated into the QoT architecture to
seamlessly provide high bandwidth when appropriate.
• Quality of Service (QoS). Not all data traffic is equally impacted by network
latency. QoS appears to be even more critical in wireless networks than in wired
environments [35], because of the lower bandwidth, higher error rates caused
by interference, and higher delay and jitter. Using heterogeneous transports
we can take advantage of the characteristics of each. For example, we can give
priority to real-time applications by exploiting the higher bandwidth that IrDA
offers over Bluetooth, when it is available.
• Scalability. Adding multiple transports to any device will ultimately cause
that system to become Process Limited, negating the value of adding additional
transports. Another limit on IM scalability is the mutual interference caused by
multiple transceivers using the same medium in the same area. Multiple IrDA
connections cannot effectively share the same space without significant modifi75

cation to the transceivers, such as wavelength or polarization filtering. Overlapping Bluetooth piconets may experience significant mutual interference, which
can be partially alleviated with synchronization [36] [37]. Transceivers that mutually interfere will eventually affect each other’s performance to the point that
their addition to a system will actually degrade overall system performance.
• Improved Device Discovery. Multiple transports may be used to improve
latency inherent with device discovery. For example, IrDA device discovery is
much quicker than Bluetooth inquiry and can be used to quickly establish a
connection [38] when a device is equipped with both technologies. Bluetooth
device discovery using multiple Bluetooth transceivers may be quicker, since
multiple simultaneous inquiry processes would more effectively search the frequency band used by Bluetooth.
• Multi-transport Usage Models. Certain usage models are best satisfied
using multiple short-range wireless transports. A device with multiple transports may be used as a bridge between devices that do not have transports
in common. Multiple transports may also allow asymmetric links to conserve
power usage. For example, a power-constrained device may receive data on a
transport that requires significantly more energy to send data than to receive,
such as diffuse infrared. The device could then send acknowledgements across
a less demanding transport, such as Bluetooth.
A.7

Conclusion

In this paper we have shown that Inverse Multiplexing is a practical way to increase the bandwidth of short-range wireless systems that are Transport Limited.
The techniques and scheduling algorithms used in wired Inverse Multiplexing can
be adapted for use with short-range wireless transports. The mathematical analy76

sis examined the tradeoffs of several scheduling algorithms and showed that optimal
scheduling could be approached using Weighted Round Robin scheduling. Models
were made for both Transport Limited and Process Limited systems, and it was
shown that Inverse Multiplexing was impractical for Process Limited systems such as
resource-constrained embedded devices. The practicality of Inverse Multiplexing for
Transport Limited systems (such as Laptops, PCs, and high-end embedded devices)
was clearly shown both by mathematical analysis and by empirical experimentation
using Bluetooth and IrDA.
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