1* Introduction* We call two natural numbers r, s equivalent and write r ~ s, when each is a rational power of the other.
Schmidt [2] has shown that normality to base r implies normality to base s precisely when s is a rational power of r and also [3] that, given any partition of the numbers 2, 3, into two disjoint classes R, S so that equivalent numbers fall in the same class, there are real numbers normal to every base from R and to no base from S.
In this paper we prove the following. THEOREM 
Given any partition of the numbers 2, 3, into two disjoint classes R, S so that equivalent numbers fall in the same class, the set, ^V\ of numbers which are normal to every base from R and to no base from S has Hausdorff dimension 1.
If R is empty then ^V consists of those numbers which are not normal to any integer base. In this case Theorem 1 is already known, see for example Schmidt [4] . If S is empty then Λ~ consists of those numbers which are normal to all integers bases. This set contains almost all numbers, in the sense of Lebesgue's measure, and Theorem 1 is obvious. We will therefore restrict our attention to the case when R = {r l9 r 2 , •} and S = {s u s 2 , •} are both nonempty.
After some preliminaries, and given a certain parameter A, a nested sequence of sets is constructed, where each set J t is a union of closed intervals. It is then shown that a number is nonnormal to each base s u s 2 ,
. Then a new sequence of setŝ
is constructed, where each K t £ J ίf and it is shown that a number is normal to each base r l9 r 2 , . For this, estimates of exponential sums and two lemmas of Schmidt [3] are required. Finally, a theorem of Eggleston [1] is used to show that ΠΓ=i K t has Hausdorff dimension at least log (A -l)/log A.
Since A can be chosen arbitrarily large, the desired conclusion follows.
We will require the following lemma, due to Schmidt [3] , which is the cornerstone of his proof that yf is nonempty. 
where a(r, s) > 0 .
n=Q k=K+l
The following result implies Theorem 1. 
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We now construct a subset of Λ^ to show that dim ^2: tog(^-D . log A Suppose i2 = {r x , r 2 ,
•} and S = fo, s 2 , •} are given as in Theorem 2. It is sufficient to construct a set of numbers ζ such that £ is normal to each of the bases r lf r 2 , but not normal to the bases s l9 s 2 , .
3* Preliminaries* Let
where a(r, s) is the constant in Lemma 1. Put
We may assume β k < 1/2. Put ^(1) = 1 and let φ(k) be the largest natural number φ which satisfies Therefore we may assume that the original sequence satisfies
We write h(m) for the least number h, such that
Put s(m) = s Mm) . Then every term s* occurs infinitely many times in the sequence s(m).
Let δ l9 δ 2 , denote absolute constants.
4* Construction of a set of nonnormal numbers* We construct sets By (10) this is clearly not the case and Lemma 2 is proved. 5* Construction of a set of normal numbers* We also have to ensure that the numbers we have constructed are also all normal to every base from R. To do this we will modify our construction by discarding certain of intervals of J t at each stage, to obtain a new sequence,
, with K t c J*. We write -B m (#) for that part of A m (x) for which either |i -ffl < m or fir is at least <m + 1; r<> -m and we write C m {x) for the remaining part. Then
We have the following trivial estimate. For m^δ 1 (s -3)** < i(* -δ + l)* w and the proof of Lemma 3 is complete.
We construct a sequence of sets K ± 3 K 2 ^> in the same way as JxiD J 2 =) was constructed. We now apply the following lemma, Hilfsatz 8, of Schmidt [3] to show that ζ is normal to every base from .R. This sum will certainly converge for all t < log (A -3)/log A. We apply the following theorem of Eggleston, [1] , to estimate the Hausdorff dimension of K. Clearly all the conditions necessary to apply Eggleston's theorem are satisfied where we may take s 0 = log (A -3)/log A. This proves Theorem 2.
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