In case of using synthesized speech as stimuli in perceptual experiments, the quality of the speech should be sufficiently In perceptual experiments, quantitative manipulation 0facOu.s-high. However, it is difficult to synthesize speech materid of tic features in speech material is often required. And obviously, it can be realized only with speech synthesis techniques. Some of the authors have conducted a series of perceptual experiments, through which they have felt necessity of a system to generate more natural speech. With these backgrounds, a speech stimuli generation system was developed using an analysis re-synthesis technique, where users can freely manipulate prosodic features of input speech and the manipulated material is obtained as synthetic speech.
INTRODUCTION
Some of the authors have been conducting a series of perceptual experiments ['] in order to analyze and model the human process of spoken language perception. Currently they are working on the roles of prosodic features in word and sentence speech perception12]. These perceptual experiments of course require speech stimuli, correctly and quantitatively controlled in their acoustic features. Consequently, before the experiments, researchers have to bother themselves with gathering an adequate set of speech stimuli. In some cases, they may have to make an original speech synthesizer to prepare the stimuli with required characteristics. In this situation, the researchers without engineering training will have quite difficulties in the preparation of stimuli. This may be a reason why lots of psychologists are dealing only with letters or images as stimuli. After these considerations, we thought that we could assist such researchers by making some of our tools freely available after a tune-up. In this paper, a system for prosodic manipulation of speech material is described, a tentative version of which was already used in [2] for the generation of stimuli.
suih high quality with current TTS (Text&-Speech) technology. Consequently, the system was developed on an analysis re-synthesis technique ['] . While this system always requires original speech material to be processed, it has a benefit that it can deal with the material in any language.
Although methods based on concatenation or overlapping of waveforms have been introduced to the analysis resynthesis technique['], they require quite accurate pitch extraction to segment input speech pitch by pitch. With the current technology, however, completely error-free extraction is still difficult. Furthermore, if this method is adopted for the experiment which requires a great number of speech stimuli, it should be necessary to check the quality of generated stimuli before the experiment. It must be very hard task for experimenters. These considerations led the authors to design the system based upon the conventional sourcefilter model of speech production, thus the pitch by pitch segmentation is not necessary. Instead, some schemes discussed in Section 2. were incorporated into the system to improve the quality of the resynthesized speech.
In most cases of evaluating analysis resynthesis systems, the degree of distortion between original and re-synthesized speech has been focused upon. Considering the perceptual experiments where only resynthesized material is used as stimuli, however, RHS degree of the material should be directly taken into account rather than the distortion from the original speech. In other words, the authors consider that a little distortion is allowable so long as the re-synthesized speech is judged as human speech by subjects. In the previous experimentts1, lots of words were uttered with wrong accents by a male speaker for the preparation of stimuli. If RHS degree of the re-synthesized sentences is comparable with that of human speech, the material for such an experiment as above can be automatically generated and prepared by using the system. Namely, one of the objectives in this study is to investigate to what extent RHS degree can be maintained in the stimuli generated by a system based on the conventional source-filter modell'].
SPEECH GENERATION BASED ON
ANALYSIS RE-SYNTHESIS
Approximation of Vocal Tract Charact eristics
As mentioned in Section I., since the system was developed based upon the sourcefilter model, a digital filter must be constructed for the approximation of vocal tract characteristics. While LPC or PARCOR based filtering is often carried out for the approximation, it results in assuming that speech is generated through a mere AR model. As is well-known, however, an AR model does not have any zero in frequency characteristics and it sometimes derives inadequate modeling of speech. While approximation through some kinds of models such as AR is very useful in control theory, its modeling capability should be considered. Namely, in develop ing the system, non-parametric vocal tract approximation is desirable. This discussion brought us to adopt LMA (Log Magnitude Approximation) filterf6], where any form of fre quency characteristics can be realized in logarithmic scale so long as they can be represented with an infinite dimension of cepstrum coefficients. By using MLSA (Me1 Log Spectrum Approximation) filter ['] , speech spectrum can be modeled in Me1 or Bark scale. After preliminary experiments, however, these two filtering showed no difference in the quality of resynthesized speech. So, we adopted LMA filter which has simpler structure than MLSA filter. As for the cepstrum coefficients, unbiased cepstruml'] was adopted. The reason for this selection is described in the following section.
Generation of Source Signals
Source signals to the approximation filter were generated using residual signals, which are obtained by the inverse filtering to original speech. The inverse LMA filter can be realized by sign-reversed cepstrum &(t) (= -c;(t) ), where i and t represent dimension and time respectively.
As will be discussed in the following section, modification of Fo contour or speaking rate does not require any change in unvoiced segments of speech. Although, as for power modification, unvoiced parts should be changed, it can be realized as an adequate manipulation of co(t) only. Therefore, the residual waveform can be directly used as the source signals for unvoiced segments.
For voiced segments of speech, it is necessary to change the shape of the residual waveform according to the prosodic modification. As told in Section 1., however, the system should be developed so that the accurate pitch extraction is not required. While the simplest way to generate glottal source signals is to use a pure pulse train, it will degrade the quality of resynthesized speech. To avoid this degradation without pitch by pitch segmentation, zero-phase conversion is often carried out, &er which every component of the signals will have zero in phase characteristics with their frequency characteristics unchanged. As shown in by this conversion, the waveform comes to have the largest pulse at time t = 0. In this system, this conversion is also applied and a pitch waveform after Fo modification is defined in this system as T in the figure, where the largest pulse exists in the middle. With this procedure, we can obtain a pitch waveform without any waveform edition such as zero-padding to the extent of double the pitch period of input speech. While zero-phase conversion does not change frequency characteristics of the signals, it may degrade the quality of resynthesized speech. This degradation, however, is thought to be largely suppressed by using the unbiased c e p strum. This is because the unbiased cepstrum coefficients are calculated so that the energy of output signals from the inverse filter by c1 (t) to CN ( t ) (N is the dimension of cepstrum and ~( t ) is not used here) is minimized. This implies that use of the unbiased cepstrum makes it possible to minimize the segmental information left in the residual signals. ,o.s, , , , * , , , , . 9.S , , , , ?. , , , . 2.5 . , , , P . . , , 1-1 Figure 2 : Phrase / accent components and their summation they will be manipulated to generate stimuli for perceptual experiments. This means that the requirement for the fine pitch extraction to the system is looser than that to pitch synchronous methods. Users' manipulations are of course carried out through a GUI. And based upon the resulting Fo value and the residual signals after the zero-phase conversion, a pitch waveform is obtained, shown as T in Figure 1. 
Speaking Rate Modification
As for speaking rate modification, we basically followed the method used in [lO] [ll], where the modification is realized by processing only voiced segments with unvoiced segments left unchanged. In [lo], a pitch waveform is obtained through pitch by pitch segmentation and then, by concatenating the duplication of segmented waveforms, lengthened speech is generated. In our study, the segmentation is not conducted.
Instead, by repeating the same frame and by producing glottal source signals accordingly, lengthened speech is realized.
Lengthening of the entire voiced segments, however, sometimes produced unexpected additional voiced sounds. In order to cope with this problem, the following two voiced segments were excluded from the segments for lengtheningr3].
(A) voiced consonant segments detected by Apower and (B) spectral transition segments detected by norm of Acepstrum. Re-synthesis is conducted after the above prosodic modifications. And it is expected that the following post-processing will improve further the quality of the resynthesized speech. In this procedure, the unbiased cepstrum coefficients are calculated again from the re-synthesized speech, which are re- 
EVALUATION EXPERIMENTS
Evaluation experiments were carried out on the resynthesized speech, which were generated with 10 Wz and 16 bit sampling, 25.6 msec window length and 5.0 msec frame rate.
Fo extraction was conducted every 5 msec and the unbiased cepstrum of 33 dimensions, including ~( t ) ,
were used.
Speech Material
Dozens of Japanese sentences comprising five familiar words were prepared. After dividing these sentences into the following eight subgroups, groups A to C were uttered by four male speakers (SPl-SP4) in a speaking manner of each subgroup. The rest were synthesized by a d e b a s e d synthesizer. Groups B and C were resynthesized after prosodic modification under a certain condition of each subgroup. In the list below, correct/wrong/0at indicate the accent conditions used in the utterance or the resynthesis. 
A-1 Human

Procedures
After dividing all the speech material into three groups and randomizing them in each group, they were presented to six subjects through a speaker with an interval of 25 sec. Namely, this experiment consisted of three sessions, each of which had about thirty speech stimuli. As mentioned in Section l., the subjects were asked to evaluate RHS of each stimulus using a scale of seven degrees (0-6). At the same time, they were also requested to write down what they heard in the stimuli. Before the sessions, two human speech stimuli with correct/wrong accents and two synthetic stimuli with correct/wrong accents were presented to the subjects to let them know in advance what kind of speech would be given to them in the following experiments. 
Results and Discussions
8).
Comparison between A-1 and C with the rate 1.0 shows no difference (significant level: p z 15.5%). It indicates that the glottal source generation method described in Section 2.2. is valid at least without prosodic modification. Between A-1 and A-2, and between A-1 and A-3, all of them being human speech, significant differences were found. This implies that it is difficult to evaluate RHS with no correlation to naturalness of speech. Although the score of B-1 is si&-cantly larger than that of A-2 (p < O.l%), it does not reach the score of A-1. It is considered to be due to some of the following reasons. The Fo contour manipulation scheme was probably so immature that the re-synthesized speech might include some unnaturalness. Since power and duration was unchanged through Fo contour manipulation, they might degrade the quality. Or prosodic modification may require the adequate alternation of segmental features. In any case, this problem should be solved in the future work. However, no difference was found between A-3 and B-2 0, z 91.8%), which definitely indicates that the system is useful at least to prepare prosodically modified speech stimuli.
CONCLUSIONS
In this paper, a prosodic manipulation system of speech material for perceptual experiments was described. Considering the preparation of speech stimuli in the experiments, the analysis resynthesis method based upon the conventional source-filter model was adopted with LMA filter and some schemes for the source signal generation. In the system, 
