This study proposes a reliability-based multiobjective optimization (RBMO) approach using the satisficing tradeoff method (STOM). STOM is a multiobjective optimization method that obtains a highly accurate single Pareto solution, regardless of the shape of the Pareto set. By introducing an aspiration level, STOM transforms the multiobjective optimization problem into the equivalent single objective problem. When the given Pareto solution is not satisfactory, the search process is repeated with a different aspiration level, which is selected using the automatic trade-off method, for example. RBMO considers multiobjective optimization under reliability constraints that consider uncertainties in the design parameters. In this study, the reliability is evaluated by the first-order reliability method. Therefore, the optimization problem is formulated as a conventional double-loop approach. However, the validity of the proposed method can be illustrated without a decoupled reliability-based design approach. Through numerical examples, the proposed method is shown to obtain an accurate Pareto solution for the RBMO problem. In addition, compared to multiobjective particle swarm optimization, parametrically changing the aspiration level produces a more accurate, uniformly distributed, and diverse Pareto set. The tracking ability of Pareto solutions with the same aspiration level is investigated in terms of the target reliability, which clarifies that the shift in the dominant failure mode influences the kink in the tracking trajectory. Finally, an analysis of the automatic trade-off method demonstrates that the desired Pareto solution can be obtained by updating the aspiration level, even when the Pareto surface is nonlinear.
Introduction
Design problems are essentially defined in terms of multiobjective optimization [Mittinen, 2004] . However, most design problems adopt a single objective optimization method, whereby one objective function is selected from the many performance indices, and the other objectives are transformed to equivalent constraint conditions. Recently, multiobjective optimization has become popular, and has been applied to a variety of engineering design problems. Various evolutionary methods have been developed, such as multiobjective genetic algorithms [Deb et al., 2002] and multiobjective particle swarm optimization (MOPSO) [Reyes-Sierra and Coello Coello, 2006] .
Design parameters such as material properties and applied loads have a number of uncertainties. Their performance measures also include uncertainties, because these are defined as a function of the uncertain parameters. In reliability analyses [Madsen et al., 1986 ] that apply probabilistic theory, uncertain parameters are defined as probabilistic random variables, and structural failure (i.e., when some performance measure exceeds its allowable range) is evaluated probabilistically. The first-order reliability method (FORM) [Rackwitz and Fiessler, 1978] is one of the primary techniques for evaluating reliability. FORM first transforms the random variables to independent standardized normal distribution variables, and then the reliability index β is evaluated as the minimum distance between the limit state surface (h(u) = 0) and the origin in the standardized normal distribution space (U-space). The failure probability is approximated as P f = Φ(−β), where Φ() is the probability distribution function of the standardized normal distribution. Since FORM must evaluate the minimum distance, it is implemented as an iterative calculation using the Rackwitz-Fiessler method [Rackwitz and Fiessler, 1978] or nonlinear programming.
Reliability-based design optimization (RBDO) integrates a reliability analysis with an optimization method [Choi et al., 2007,Valdebenito and Schuëller, 2010] . For example, RBDO can be used to obtain the minimum-weight design under given reliability constraints, or the maximum-reliability design under given weight constraints. As the reliability analysis also requires iterative calculations, RBDO is formulated as a time-consuming double-loop approach. Some computationally efficient decoupled approaches have been proposed, such as the single-loop single-vector (SLSV) method [Chen et al., 1997] and sequential optimization and reliability assessment (SORA) [Du and Chen, 2004] . The development of these efficient methods has popularized RBDO, which has subsequently been applied to many engineering design problems.
In contrast, research on reliability-based multiobjective optimization (RBMO), which combines multiobjective optimization with reliability analysis, is at an earlier stage [Deb et al., 2009 , Sinha,2007 , Li et al., 2011 , Rangavajhala and Mahadevan, 2011 , Greiner and Hajela, 2012 . Most researches have focused on multiobjective genetic algorithms, particularly NSGA-II [Deb et al., 2002] . To improve the computational efficiency of the evolutionary approach, one of the present authors proposed a hybrid-type MOPSO for the RBMO problem [Kogiso et al., 2012, Kogiso and Kawaji, 2013] . This hybrid MOPSO incorporates a constraint satisfaction technique using gradient information. The technique has two functions: moving design candidates with constraint violations to the feasible region using sensitivity information from the violated constraints, and then moving these to the feasible boundary using the bisection method. The hybrid MOPSO successfully obtains the Pareto set with high accuracy in the early stages of the search. The computational efficiency of the method is superior to that of conventional evolutionary algorithms like NSGA-II. However, the computational efficiency is still inferior to that of mathematical programming methods.
This study proposes a new method by applying the satisficing trade-off method (STOM) [Nakayama and Sawaragi, 1984] to RBMO to efficiently obtain a Pareto solution of the RBMO problem. STOM has been applied to numerous engineering design problems, e.g., [Nakayama et al., 1995, Kitayama and Yamazaki, 2012 ], but has not yet been applied to the RBMO problem. STOM is a multiobjective optimization method that obtains a single, highly accurate Pareto solution, regardless of the shape of the Pareto set. By introducing an aspiration level that corresponds to the user's preference for each objective function, STOM transforms the multiobjective optimization problem into the equivalent single objective problem. Mathematical programming techniques can be applied to the transformed problem, meaning that STOM obtains a Pareto solution efficiently. In addition, a highly diverse and uniformly distributed Pareto set can be obtained by parametrically changing the aspiration level. STOM is an interactive approach, because the search process is repeated by changing the aspiration level until the user is satisfied with the solution. The automatic trade-off analysis method [Nakayama, 1992] is one way of updating the aspiration level using sensitivity information.
Note that the efficient single-loop algorithm for RBMO is not adopted in this study. As STOM produces the equivalent single objective optimization problem, it is possible to adopt efficient RBDO methods such as SLSV or SORA. However, this study adopts the FORM reliability analysis and performs a double-loop optimization, because our aim is to investigate STOM applied to RBMO. Efficient decoupled RBDO methods will be applied at a later date to improve the computational efficiency.
Through numerical examples, the efficiency of STOM for the RBMO problem is discussed by comparing its performance with that of the hybrid-type MOPSO [Kogiso et al., 2012, Kogiso and Kawaji, 2013] . It is shown that the proposed method obtains a more accurate, uniformly distributed, and diverse Pareto set than that of MOPSO, and that the Pareto front can be obtained by changing the aspiration level parametrically. The tracking ability of Pareto solutions with the same aspiration level is investigated in terms of the target reliability, and we find that the shift in dominant failure mode influences the kink of the tracking trajectory. Finally, the automatic trade-off analysis shows that the desired Pareto solution can be obtained by updating the aspiration level, even when the Pareto surface is nonlinear.
Reliability-Based Multiobjective Optimization
RBMO considers the reliability constraints imposed by uncertainties in design parameters such as material properties and applied loads. In this study, design variables and random variables are denoted as
T , respectively. The random variables are assumed to be independent of each other, and their mean and
T , respectively. In many cases, the mean values of the random variables µ are adopted as the design variables d. Kogiso, Kodama and Toyoda, Mechanical Engineering Journal, Vol.1, No.6 (2014) © 2014 The Japan Society of Mechanical Engineers Fig. 1 Concept of FORM. Reliability index β is obtained as the minimum distance from the origin to the limit state surface h(U) = 0 in U-space, where ϕ 2 () is a joint density function of the two-dimensional standardized normal distribution. The point that gives the minimum distance is called the the design point u * , where β = ||u * ||. The failure probability is approximated as P f = Φ(−β) by linearizing the limit state function around the design point.
First-Order Reliability Analysis
The limit state function corresponding to the j-th failure mode is denoted as
, and the failure probability P f j is defined as the probability that the j-th limit state function takes a negative value:
As it is difficult, even impossible, to evaluate this probability, the reliability is evaluated by a Monte Carlo simulation or an approximation method. FORM [Rackwitz and Fiessler, 1978] is one of the main methods for the evaluation of reliability. In FORM, the random vector z is transformed into the standard normal distribution space (U-space), and the reliability is evaluated by the reliability index β j , which is defined as the minimum distance from the origin to the j-th limit state surface in U-space (see Fig. 1 ). The reliability index is obtained through the following problem:
where h j (d, u) is the j-th limit state function, formulated in U-space, that is transformed from g j (d, u). The limit state function is then linearized around the design point u * . As shown in Fig. 1 , the failure probability is approximated by a one-dimensional standardized normal distribution function Φ():
In the RBMO problem, the failure probability constraint (which states that the failure probability should not exceed the upper limit P t j , P f j ≤ P t j ) is rewritten using the reliability index as follows:
where β t j is the target reliability index for the j-th failure mode corresponding to P t j = Φ(−β t j ).
Formulation of RBMO
In this RBMO problem, the reliability constraints state that the failure probabilities must be lower than the allowable values. This is the only difference from the conventional multiobjective optimization problem. The RBMO problem is formulated as follows: subject to:
where f i (d) is the i-th objective function, β t j is the allowable value of the reliability index for the j-th failure mode, and d U and d L are the upper and lower bounds of the design variables, respectively.
In this study, we adopt a double-loop algorithm using FORM. For further improvement, decoupled methods may be adopted in future.
Satisficing Trade-off Method and Automatic Trade-off Analysis
STOM [Nakayama and Sawaragi, 1984] is an interactive multiobjective optimization method that obtains one Pareto solution by solving the min-max problem according to the given aspiration level. STOM can obtain the Pareto solution, even if the Pareto surface is not convex. As shown in Fig. 2 , STOM obtains one Pareto solution at the intersection between the Pareto surface and the line connecting the ideal point and the aspiration level. Even if this line does not cross the Pareto surface, STOM will obtain the closest point as a Pareto solution.
STOM for RBMO
This study applies STOM to RBMO. The flow of STOM with reliability constraints is summarized in Fig. 3 , and can be briefly described as follows.
Step 1 Step 2 The following weighting factor is introduced for each objective function:
The multiobjective optimization problem is then formulated as follows:
Minimize: max i∈ [1,k] 
subject to: 
Determine weighting factor
Minimize: y subject to: where α is a small positive number (e.g., 10
−6 ) used to avoid convergence to weak Pareto solutions.
Step 3 The min-max problem in Eq. (10) is transformed into the following equivalent single-objective function problem. For this purpose, we introduce the auxiliary design variable y.
subject to:
where Eq. (15) denotes the auxiliary constraints converted from the objective functions.
The single solution that lies on the Pareto set is obtained according to the aspiration level, as shown in Fig. 2 .
Step 4 If the user is satisfied with the optimum solution obtained from the equivalent problem, terminate the search process. Otherwise, update the aspiration level f A i (i = 1, · · · , k) and return to Step 2.
Under STOM, a nonlinear programming method can be adopted to obtain a single Pareto set. Therefore, it is much more computationally efficient than evolutionary multiobjective optimization methods. In addition, an accurate, uniformly distributed, and diverse Pareto set can be obtained by parametrically changing the aspiration level. Accordingly, STOM is a more efficient algorithm than evolutionary methods.
Automatic Trade-off Analysis
"
Step 4" requires the aspiration level to be updated. Several methods have been proposed for this purpose [Kitayama and Yamazaki, 2012, Nakayama, 1992] , and this study adopts the automatic trade-off analysis [Nakayama, 1992] .
In updating the aspiration level, the user must identify which objective functions must be improved and which can be relaxed. Appropriate values of the objective functions can then be determined, and these are directly reflected in the aspiration level. However, users often overestimate the values to be improved and underestimate those to be relaxed. In such cases, it is very difficult to obtain a satisfactory Pareto solution.
The automatic trade-off analysis [Nakayama, 1992] can resolve this problem by automatically determining a reasonable aspiration level based on a sensitivity analysis.
Consider the unconstrained multiobjective optimization problem that ignores the reliability and side constraints of Eq. (13). The Lagrangian is written as:
where λ = (λ 1 , λ 2 , · · · , λ k ) T contains the Lagrange multipliers of the objective functions. From the stationary condition with respect to the design variables d, the following equation is obtained:
Under some linearly independent approximations, Eq. (18) can be re-written using a small perturbation ∆ f i ≈ ∇ f i . Here, the objective functions are classified into two groups: (i) the set of objectives to be improved I I , and (ii) the set of objectives that will be sacrificed I R . The updated aspiration level for the set I I is determined as follows:
where f * j is the current objective function value and ∆ f j is the desired value for improvement. From Eq. (18), the sum of ∆ f j in I I should be equal to the sum of ∆ f j in I R . When the sacrificed values are evenly distributed across each objective in I R , this is evaluated from Eq. (18) as follows:
where k I is the number of objectives in set I I . That is, the aspiration value in I R is determined from Eq. (20) as:
Since this determination is based on a linear approximation of the Pareto surface, the process should be repeated several times for the nonlinear problem to obtain a satisfactory Pareto solution.
Numerical Examples
Two numerical examples are given to demonstrate the efficiency of the proposed method. The first is a mathematical example with a non-convex Pareto set. We demonstrate that the proposed method obtains a more accurate, uniformly distributed, and diverse Pareto set by parametrically changing the aspiration level, despite the Pareto surface being non-convex. Then, the tracking ability of Pareto solutions with the same aspiration level is investigated in terms of the target reliability. We clarify that the shift in the dominant failure mode influences the kink in the tracking trajectory in terms of the target reliability.
The second is an engineering design example that considers the problem of automobile crashworthiness. We show that, compared with the hybrid-type MOPSO [Kogiso et al., 2012, Kogiso and Kawaji, 2013] , STOM can obtain a more accurate and uniformly distributed Pareto set by parametrically changing the aspiration level. We then demonstrate that the automatic trade-off analysis gives the desired Pareto solution by updating the aspiration level, even when the Pareto surface is nonlinear.
Example 1: Mathematical Example
Consider the following problem that has both a convex and non-convex feasible region [Liang et al., 2004 ] (see Fig. 4 ): Kogiso, Kodama and Toyoda, Mechanical Engineering Journal, Vol.1, No.6 (2014) © 2014 The Japan Society of Mechanical Engineers 
The design variables d i , (i = 1, 2) are defined as the mean values of the random variables x. These are assumed to have independent normal distributions,
, where σ i is set to 3.0 in this study. Consider the following two objective function problems:
The minimum points of f 1 and f 2 are (0,0) and (0,10), respectively. The Pareto set under the deterministic condition lies on the boundary of the feasible region, close to the d 1 -axis in the design variable space, that is, the lower direction in Fig. 4 . The Pareto sets obtained under several target reliability index values β t are illustrated in Fig. 5 , where the Pareto curves are obtained by parametrically changing the aspiration level. It is found that the Pareto set moves toward the upper right of Fig. 4 as the target reliability index becomes larger. STOM can track the shift in Pareto solutions with the same aspiration level in terms of the target reliability. This tracking ability is a major difference between STOM and evolutionary methods, which cannot track the shift of each Pareto solution, though the change in the whole Pareto set can be tracked. Figure 6 shows the shift of some Pareto solutions in Kogiso, Kodama and Toyoda, Mechanical Engineering Journal, Vol.1, No.6 (2014) © 2014 The kinks correspond to a shift in mode. Table 1 shows the mode shifts for three typical flows, where f 1 and f 2 are the objective function values. A value of 0 in g j indicates that the constraint is active, where g 1 , g 2 , and g 3 correspond to the reliability constraints and g 4 and g 5 are constraints on the auxiliary objective functions. When both g 4 and g 5 are active, the given Pareto solution lies on the line connecting the aspiration level and the ideal points. Otherwise, the Pareto solution does not follow the aspiration level. Additionally, the active reliability constraints are changed.
Example 2: Car Side-Impact Problem
As an engineering design example, the RBMO of the automobile crashworthiness problem [Sinha,2007] is evaluated by the proposed STOM. This problem is used as one of the RBMO benchmarks, and consists of two objective functions in terms of nine design variables under nine reliability constraints, where the design variables are set as the mean values of the random variables. The problem formulation is summarized in Table 2 , where the reliability constraints are formulated as follows: Figure 7 compares the Pareto set obtained by the proposed method, in which we can parametrically change the aspiration level, and that given by the hybrid-type MOPSO [Kogiso et al., 2012] . It can be seen that STOM obtains more accurate and uniformly distributed Pareto sets than MOPSO. In particular, as it is a stochastic approach, MOPSO found it difficult to obtain the upper-left region with the smaller value of f 1 . However, STOM obtains the Pareto solution according to the aspiration level. In addition, the arrows in Fig. 7 (b) indicate the shift in Pareto solution with the same aspiration level in terms of the target reliability values.
Automatic Trade-Off Analysis in Example 2
The examples above illustrate the accuracy of the Pareto solutions obtained under STOM by parametrically changing the aspiration level.
This subsection demonstrates how the automatic trade-off analysis works for the car side-impact problem. Assume that the desired structural weight ( f 1 ) is 19.0 kg under the target reliability β t = 3.0. The first aspiration level is set Table 1 Tracking of Pareto solutions in terms of target reliability β t in Example 1. Symbols of flows B, C, and F correspond to those in Fig. 6 . f 1 and f 2 are the objective function values. "0" in g j , ( j = 1, · · · , 5) denotes that the constraint is active. g 1 -g 3 correspond to the reliability constraints, and g 4 , g 5 are constraints on the auxiliary objective functions. The evolution of the automatic trade-off process is summarized in Fig. 8 and Table 3 . We can see from Fig. 8 that the second and subsequent aspiration levels correspond to the linear approximation of the Pareto curve in the objective function space.
Conclusion
This study has proposed a new RBMO method using STOM. Through numerical examples, the following advantages over the hybrid-type MOPSO were demonstrated:
• Accurate, uniformly distributed, and diverse Pareto sets are obtained by parametrically changing the aspiration level. Since each Pareto solution is obtained through a mathematical programming method, STOM obtains more accurate Pareto sets than those given by the hybrid-type MOPSO.
• The proposed method makes it possible to track not only the change in the whole Pareto surface, but also the changes in each Pareto solution. We demonstrated the ability to track Pareto solutions with the same aspiration level in terms of the target reliability, and showed that the tracking path is sometimes kinked because of changes in the dominant failure mode.
• The automatic trade-off analysis is effective even for nonlinear Pareto surfaces. In future work, a decoupled reliability-based design optimization method will be adopted to establish a computationally efficient technique. [Sinha,2007] . STOM obtains more accurate and uniformly distributed Pareto solutions than those given by the hybrid-type MOPSO.
Pareto curve Fig. 8 History of the search for a Pareto solution with f 1 = 19.0 using automatic trade-off analysis. Set the aspiration level f A1 with f 1 = 19.0 and obtain the Pareto solution f (1) . As the value of f 1 at f (1) is larger than the desired value, the aspiration level is updated to f A2 , and the Pareto solution f (2) is obtained. As the value of f 1 is still too large, the aspiration level is updated again to f A3 . Finally, the desired value is obtained as f (3) . The detailed values are listed in Table 3 .
