Abstract-The Gaussian mixture probability hypothesis density (PHD) filter was proposed recently for jointly estimating the timevarying number of targets and their states from a sequence of sets of observations without the need for measurement-to-track data association. It was shown that, under linear-Gaussian assumptions, the posterior intensity at any point in time is a Gaussian mixture. This paper proves uniform convergence of the errors in the algorithm and provides error bounds for the pruning and merging stages. In addition, uniform convergence results for the extended Kalman PHD Filter are given, and the unscented Kalman PHD Filter implementation is discussed.
I. INTRODUCTION
T HE closed-form solution to the probability hypothesis density (PHD) filter was recently derived to provide a solution for multiple target tracking with linear/Gaussian models without the need for measurement-to-track data association [1] , [2] . It was shown that when the initial prior intensity of the random set of targets is a Gaussian mixture, the posterior intensity at any time step is also a Gaussian mixture.
This paper demonstrates the uniform convergence of the errors for each of the stages of the Gaussian mixture PHD filter [1] , [2] using results already established for the particle implementation of the PHD filter [3] and Wiener's theory of approximation [4] . Error bounds are provided in for the pruning and merging stages of the algorithm, based on those established for the Gaussian sum filter [5] .
Extensions of the Gaussian mixture PHD filter proposed in [2] , namely the extended Kalman PHD filter and the unscented Kalman PHD filter, are also discussed. Convergence results for the extended Kalman PHD filter are given based on the Gaussian sum filter developed by Sorenson and Alspach [5] , the convergence properties discussed in Anderson and Moore [6] , and the fact that densities can be represented by a linear combination of Gaussians in [4] . Taken with the convergence results of the error, the Gaussian mixture approximation then converges to the true posterior intensity. The results show that, under linear Gaussian assumptions of the dynamic model, the Gaussian mixture posterior intensity can approximate the true posterior intensity to any desired degree of accuracy. In addition, error bounds have been established for the pruning and merging stages of the algorithm which ensure that the accuracy of these stages can be controlled.
II. BACKGROUND
The random-set framework for multiple target tracking developed by Mahler [7] using finite set statistics offers a distinct alternative to the traditional approach to multiple target tracking, which involves single target stochastic filters assigned to each target which are managed by a data association technique, by treating the collection of individual targets as a set-valued state and the collection of individual observations as a set-valued observation. The set-valued state is predicted and updated at each time-step based on the set-valued observation. The multiple target posterior can be estimated using a generalization of the single-target Bayesian filtering equations to a multiple-target scenario. This model can also incorporate clutter, or false measurements, into the framework.
The complexity of computing this recursion grows exponentially with the number of targets and so the optimal filter must be approximated. To alleviate the complexity of computing the multitarget posterior, a recursion was derived for the first-order moment of the multitarget posterior distribution, known as the PHD filter [7] .
The sequential Monte Carlo implementation of the PHD filter [8] provided a solution for multiple target tracking with nonlinear/non-Gaussian target models. Convergence of this algorithm has been shown [8] , [3] , [9] , and applications have been demonstrated on realistic synthetic data [10] and real data [11] , [12] .
The closed-form version of the PHD filter for linear-Gaussian target dynamics was developed recently to provide a multitarget tracker without the complexity of the particle filtering approach [1] . This algorithm provided a means of estimating the set of targets at each time-step but did not provide continuity of the individual targets. The Gaussian mixture multitarget tracker [13] was developed recently, and it was shown that individual Gaussians within the mixture are able to track targets successfully. This has also been demonstrated successfully for tracking objects in forward-scan sonar in clutter [14] . We show here the convergence properties of the closed-form PHD filter, also known as the Gaussian mixture PHD filter.
III. RANDOM-SET MULTIPLE-TARGET FILTERING
In this section, the random-set approach to multiple-target filtering is described. The multiple-target tracking model is formu-lated using random sets for the observations, target states, and target estimates. The number of targets is also a parameter that needs to be estimated. The posterior PHD or posterior intensity is given as the first-order statistical moment of the posterior random set of targets. The PHD represents the expectation of a multitarget posterior and is multimodal, where each mode represents an expected target location. Finally, the PHD filter recursion for predicting and updating the intensity is described.
A. Multiple-Target Tracking Model
Let be a probability space on which we have defined two finite set-valued stochastic processes and . Process is called the state process, and process is called the observation process, and these processes are used to formulate the multiple-target Bayesian Filtering equations. The multiple-target inference model adopted here uses finite set statistics [7] as a means of directly extending the single-target Bayesian recursive state estimation to a multiple-target scenario. Instead of using a random vector to represent a target state, a random finite set of vectors is used to represent a variable number of target states.
The set of objects tracked at time is modeled by the random finite set (RFS) , which includes the set of targets survived at time from the previous time step, the set of targets spawned from and the set of targets that appear spontaneously at time . The RFS is the set of target states , where represents the state of an individual target and is the number of targets at time . The measurements at time are modeled by RFS , where represents a single-target measurement or false alarm and is the number of observations at time . This RFS includes measurements from target states in and also measurements due to clutter. The Bayesian recursion for the multiple-target model is determined from the following prior and posterior calculations:
(1) (2) where and represent the multitarget prior, posterior, transition, and likelihood, respectively. The dominating measure is constructed from the Lebesgue measure as described in [15] . The multitarget filtering problem is to estimate the unobserved signal process based on observations , i.e., to obtain , where are the individual target estimates and is the estimate of the number of targets at time .
B. PHD Filter
The PHD, also known as the intensity in the point process literature, is defined as the density whose integral on any region of the state space is the expected number of targets in . The estimated object states can be detected as the peaks of this distribution. The posterior intensity is propagated in time via the PHD prediction and measurement update equations (3) (4) where , and . The conditioning on measurements is removed in for notational simplicity. In the prediction equation, is the PHD for spawned target birth of a new target at time is the probability of target survival and is the singletarget motion distribution. 1 In the data update equation, is the single-target likelihood, is the probability of detection, is the Poisson parameter specifying the expected number of false alarms, and is the probability distribution over the observation space of clutter points.
The PHD filter model assumes that each target evolves and generates observations independently of one another, that the clutter is independent of target-induced measurements, and that the predicted multitarget RFS governed by is Poisson.
IV. GAUSSIAN MIXTURE PHD FILTER
In this section, we describe the linear-Gaussian multiple target model and the recently developed Gaussian mixture PHD filter.
A. Linear Gaussian Multiple-Target Model
The multiple-target model for the PHD recursion is described here. Each target follows a linear Gaussian dynamical model (5) (6) where denotes a Gaussian density with mean and covariance is the state transition matrix, is the process noise covariance, is the observation matrix, and is the observation noise covariance.
The survival and detection probabilities are state independent and . The intensities of the spontaneous birth and spawned targets are Gaussian mixtures (7) (8) where are given model parameters that determine the shape of the birth intensity. Similarly, , and , determine the shape of the spawning intensity of a target with previous state . Note that the sum of the weights in the above summations represent the expected number of spontaneous birth and spawned targets, respectively, since the Gaussian mixture is an intensity function and not a probability distribution.
B. Prediction
Assume that each target follows a linear Gaussian dynamical model, that the survival and detection probabilities are constant, that the intensities of the birth and spawned targets are Gaussian mixtures and that the posterior intensity at time is a Gaussian mixture of the form (9) then the predicted intensity to time is also a Gaussian mixture and is given by The proof of this is given in [2] .
C. Measurement Update
Under the above assumptions, and that the predicted intensity to time is a Gaussian mixture of the form (17) then the posterior intensity at time is also a Gaussian mixture, and is given by (18) where (19) (20)
The proof of this is given in [2] .
V. CONVERGENCE OF THE ERROR
This section shows the convergence of the Gaussian mixture PHD filter; in other words, proving that each step in time of the PHD filter will maintain a suitable approximation error that converges to zero as the number of Gaussians in the mixture tends to infinity. This is achieved through the successive application of triangle inequalities and Hölder's inequality. Finally, the observation update is shown to converge using an adaptation of the previous result on particle PHD convergence [3] .
Results for the convergence properties of the Gaussian mixture PHD Filter are now established. Convergence of the error is first shown, , for any function , where is the Gaussian mixture approximation to with Gaussian components. The notation defines the usual inner product 
Note that . Also the PHD prediction equation (3) 
The data update equation assumes a Poisson model and, hence, is only an approximation. The clutter parameters need to be determined from the data and cannot be inferred from the recursion. For the purpose of these proofs, it has been assumed that the correct density and average number of Poisson clutter points are known.
1) Theorem 1:
Proof: This result is due to Wiener's theorem on approximation [4] .
This means that given any , a positive integer can be found such that (30) for . This result shall be used to establish bounds for the error in the Gaussian approximation to the posterior intensity.
A. Initialization
It is assumed that the initial intensity is known. By Theorem 1, this initial intensity can be approximated to any arbitrary degree of accuracy, so that, for any bounded measurable function and any given , there is a positive integer such that
for any , using Hölder's Inequality where
The notation is used to denote the Gaussian mixture approximation to the density , where is the number of Gaussians in the mixture.
B. Prediction Equation
Let us assume that the approximation of the posterior intensity by a sum of Gaussians converges uniformly to the true posterior intensity . Then, given any , an integer can be found such that (33) for , using Hölder's Inequality. Lemma 1: After the prediction step, there exist real numbers and such that
where and are dependent on the models for the spontaneous birth and spawned target models.
Proof: Expanding the prediction density using (27) and using the triangle inequality (35) Taking the first term on the right-hand side (RHS), which concerns the predicted intensity for existing targets, adding and subtracting , and using the triangle inequality again we get (36) the first term on the RHS is zero due to the linear Gaussian prediction model. Moreover , since we assume that we can model this exactly. Finally, for the spawned target model, adding and subtracting and applying the triangle inequality gives
the first term on the RHS is zero due to the linear Gaussian spawned target model. Using an argument similar to the prediction for existing targets, (36)-(38), there exists a number , such that the second term is less than or equal to , for . This number is dependent on the norm of the spawned target intensity . The lemma is proved by combining the three results above and setting .
C. Measurement Equation
Let us assume that the approximation of the prediction intensity by a sum of Gaussians converges uniformly to the true prediction intensity . Then, using the same arguments as in (31), we have for any , an integer can be found such that (41) Lemma 2: After the measurement update step, there exists a real number , dependent on the number of measurements such that (42) We assume that the predicted intensity is nonzero. This is a reasonable assumption as there would be no intensity to update when the measurements are received if it were zero.
Proof: Using the convergence result for the particle PHD filter (Lemma 2, Clark [3] ), we have (43) using the assumption, we find that it is less than or equal to (44) so that the lemma is proved with (45)
VI. PRUNING AND MERGING OF GAUSSIAN COMPONENTS
Since the number of Gaussians used to represent the Gaussian mixture increases at each time step, methods are required to ensure that the complexity of the algorithm is controlled. This is achieved through pruning, to eliminate the Gaussians with low weights, and merging, to combine Gaussians with similar means [2] . This section considers the errors introduced in these stages and shows that they can be controlled. The first approximation shows that a bound can be placed on the error introduced by eliminating terms with negligible weights, using a result for the Gaussian sum filter [5] . The second approximation arises from the tendency of many terms to converge to the same result so that they can be combined by adding their weights. When two terms are approximately equal, a bound on the error can be introduced so that the errors introduced in the merging stage are within tolerable limits, using another result for the Gaussian sum filter [17] .
The number of Gaussian components used to represent the Gaussian mixture increases without bound; at time , the posterior intensity requires (46) Gaussian components, where is the number of measurements at time and represents the asymptotic complexity. Clearly this has implications for the complexity of the algorithm, so it would be useful to reduce the total number of components required to represent the PHD. To alleviate these problems, components with small weights, , are pruned, and components with similar means, , are merged. The full procedure is given in Vo and Ma [2] . It is shown here that bounds can be put on the error when these methods are used.
A. Pruning
The pruning stage of the algorithm allows us to drop terms with negligible weights. It is shown here that the error introduced in this stage can be bounded. Suppose that the posterior intensity at time is given by the sum of Gaussians (47) Assume, without loss of generality, that the components with indexes are those with weights, , less than some specified threshold . Prune these components and replace by (48) where components with indexes are the surviving components. The following bound can be established (from [5] ):
This shows that the error can be selected to fall within specified bounds for the pruning stage of the algorithm.
B. Merging
Several methods for Gaussian mixture reduction using merging techniques have been proposed for Gaussian sum filters. The first of which was derived by Alspach who provided an error for approximating two Gaussian components with the same covariance as follows [17] . Suppose that two components have the same covariance , and similar means, , so that for some threshold
Consider approximating by (51) where the weight and mean of the new component are given by
then the following bound holds:
Note that as the covariance decreases, the distance between the terms must also decrease to retain the same bound. Unfortunately, this requires that both of the covariance matrices are the same which may be an unrealistic assumption. Salmond proposed two techniques for merging Gaussian components named Joining and Clustering algorithms [18] . In the Joining algorithm, the two components and , which are closest using the distance measure (55) are merged, where is the covariance of the entire mixture. It was shown that the minimum distance increases monotonically as the reduction proceeds, and that it is bounded by the dimension of the state space where a threshold is chosen to be a constant fraction of this. In the Clustering algorithm, the Gaussians with the largest weights are chosen as principal components which define cluster centres. The covariance in (55) is replaced with the covariance of the principal component, and components in set within a specified threshold can be merged with the following calculations to preserve the overall covariance of the cluster:
This procedure was used in the original formulation of the Gaussian mixture PHD filter [2] and is appropriate since the intensity is multimodal, where the principal components represent the expected target states.
Williams developed a reduction algorithm which considered the overall change in the probability distribution by evaluating the cost of each possible action and selecting the one which has the minimum effect on the entire mixture in an sense [19] .
The components are merged with (56)-(58) above, which preserves the mixture mean and covariance. This is good for probability distributions but it may not be desirable for intensities as this has the effect of smearing out the modes.
VII. NONLINEAR TARGET DYNAMIC MODELS
This section considers the convergence for the nonlinear extensions of the Gaussian mixture PHD filter proposed in [2] . As with the linear case, the survival and detection probabilities are assumed constant and the intensities of the birth and spawned target intensities are Gaussian but the state and observation processes can be relaxed to the nonlinear model (59) (60) where and are known nonlinear functions, and are zero-mean Gaussian process noise and measurement noise with covariances and , respectively. Due to the nonlinearity of and , the posterior intensity can no longer be represented as a Gaussian mixture. However, the proposed Gaussian mixture PHD filter can be adapted to accommodate models with mild nonlinearities.
The results here show that the intensity function can be approximated by a set of extended Kalman filters where the covariance of each separate Gaussian component is sufficiently small for the time evolution of its mean and covariance to be calculated accurately. These are based on the results established for the Gaussian sum filter [6] . In a low noise environment, the EK PHD filter can be nearly optimal. In a high noise environment, it may be necessary to reinitialize the algorithm such that the error covariance of each Gaussian is sufficiently small. If these conditions cannot be met, then it may be more appropriate to use the particle PHD filter [8] , which can use nonlinear dynamic models and non-Gaussian state and observation noises, although this will result in a higher computational complexity.
We now establish the conditions for uniform convergence of the extended Kalman PHD filter. It is shown that, as the covariance term tends to zero, the approximation is optimal. In addition, convergence for the Unscented Kalman PHD filter is discussed.
A. Extended Kalman Prediction Update
Using the PHD prediction equation (61) we show that the predicted intensity for the EK PHD filter can be given by a sum of Gaussians. 
C. The Unscented Kalman PHD Filter
Instead of linearizing the model, as is the case with the extended Kalman filter, the unscented Kalman filter [20] approximates the mean and covariance with a set of sigma points using the unscented transform. It can be shown that the predicted mean converges to an estimate which is accurate to a second order, which is more accurate than the estimate given by the extended Kalman filter, and that the predicted covariance converges to the same as that estimated through linearization using the EKF. In the unscented PHD filter, the unscented transform is applied in the prediction step to each term in the Gaussian mixture and the update step is the same as the Gaussian mixture PHD filter update. The convergence analysis of the UK PHD filter is omitted here, and the interested reader is referred to the work by Julier and Uhlmann [21] for an analysis of the convergence of the unscented Kalman filter.
VIII. CONCLUSION
A consequence of Wiener's Theory of Approximation is that density functions can be approximated uniformly with a sum of Gaussians. This result has been used to show that the error for the recently proposed Gaussian mixture PHD filter converges uniformly for each of the steps in the algorithm. Error bounds have been provided for the pruning and merging stages, which are used to reduce the number of Gaussian components, based on those established for the Gaussian sum filter. These results give further theoretical justification for the use of the Gaussian mixture PHD filter in multiple target tracking problems.
Proofs of uniform convergence are also derived for the extended Kalman PHD filter. The accuracy of the unscented Kalman PHD filter is discussed as an extension to the results already established for the unscented Kalman filter.
