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Abstract—Recurrent neural network language models
(RNNLMs) are becoming increasingly popular for a range
of applications including automatic speech recognition. An
important issue that limits their possible application areas is the
computational cost incurred in training and evaluation. This
paper describes a series of new efficiency improving approaches
that allows RNNLMs to be more efficiently trained on graphics
processing units (GPUs) and evaluated on CPUs. First, a modified
RNNLM architecture with a nonclass-based, full output layer
structure (F-RNNLM) is proposed. This modified architecture
facilitates a novel spliced sentence bunch mode parallelization
of F-RNNLM training using large quantities of data on a GPU.
Second, two efficient RNNLM training criteria based on variance
regularization and noise contrastive estimation are explored to
specifically reduce the computation associated with the RNNLM
output layer softmax normalisation term. Finally, a pipelined
training algorithm utilizing multiple GPUs is also used to further
improve the training speed. Initially, RNNLMs were trained on
a moderate dataset with 20M words from a large vocabulary
conversational telephone speech recognition task. The training
time of RNNLM is reduced by up to a factor of 53 on a single
GPU over the standard CPU-based RNNLM toolkit. A 56 times
speed up in test time evaluation on a CPU was obtained over
the baseline F-RNNLMs. Consistent improvements in both
recognition accuracy and perplexity were also obtained over
C-RNNLMs. Experiments on Google’s one billion corpus also
reveals that the training of RNNLM scales well.
Index Terms—Estimation, GPU, language models, noise
contrastive, pipelined training, recurrent neural network, speech
recognition, variance regularisation.
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I. INTRODUCTION
S TATISTICAL language models (LMs) are crucial compo-nents in a wide-range of applications, including automatic
speech recognition (ASR) systems. A central part of language
modelling, is how to appropriately model long-distance context
dependencies in natural languages. This generally leads to a
data sparsity problem for conventional back-off n-gram LMs
given limited training data. In order to address this issue, LMs
that can represent history contexts in a continuous vector space,
for example, neural network LMs (NNLMs), can be used
[5]–[10]. Depending on the underlying network architecture,
these models can be splitted into two major categories:
feedforward NNLMs [5]–[7], [10], which use a vector repre-
sentation of preceding contexts of a finite number of words, and
recurrent NNLMs (RNNLMs) [8], [11], which use a recurrent
vector representation of longer and potentially variable length
histories. LSTM RNNLMs [9] use the long short term memory
unit which allows longer history be modelled. In recent years
RNNLMs have been shown to give significant improvements
over back-off n-gram LMs and feedforward NNLMs, thus
becoming an increasingly popular choice for state-of-the-art
ASR systems [2], [3], [12]–[25], as well as other related
applications including spoken language understanding [26],
[27], and statistical machine translation [28]–[30].
A key issue that limits the possible application areas of
RNNLMs, and standard recurrent neural networks (RNNs) in
general, is the computational cost incurred in model training
and evaluation. In order to address this issue, there has been
increasing research interest in deriving efficient parallel train-
ing algorithms for RNNs based acoustic models and machine
translation systems. Many of the these approaches including the
Baidu’s deep speech and Microsoft’s CNTK systems [31], [32]
use a synchronous stochastic gradient descent update algorithm
with data parallelization and optionally pipelining between mul-
tiple processors [33], [34].
In contrast to previous research which has largely focused on
RNN based acoustic modelling and machine translation tasks,
this paper aims to improve the training and evaluation efficiency
of RNN based LMs, with a particular focus on deriving novel
training criteria to explicitly reduce the computational cost in-
curred at the RNNLM output layer. As a normalisation term is
required for the softmax function, the output layer accounts for
a major part of the overall computation. This has a significant
impact on both RNNLM training and evaluation, when a large
output layer vocabulary is used. In order to improve efficiency,
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most of existing techniques use an RNNLM architecture with a
class based factorized output layer [11], known as class based
RNNLMs (C-RNNLM). A similar architecture has been used for
feedforward NNLMs [35]. As the number of classes is normally
significantly smaller than the full output layer size, a speed up of
both training and evaluation can be achieved [11]. When further
combined with parallelized model training [36] and multi-stage
classing at the output layer [37], training time speed up to 10 fold
were reported in previous research for C-RNNLMs. However,
there are several issues associated with these approaches. First,
the use of class base output layer limits the potential speedup
from bunch1 mode training parallelization [15]. Second, the un-
derlying word to class assignment schemes can impact the re-
sulting C-RNNLM’s performance [2], [11], [39], [40]. Finally,
only CPU based speed up techniques were studied in previous
research [11], [15], [36], [37]. Hence, it is preferable to also
exploit the parallelization power of GPUs.
To address these issues, a modified RNNLM architecture
with a non-class based, full output layer structure (F-RNNLM)
is proposed in this paper. This F-RNNLM architecture not only
removes the performance sensitivity to word classing, but also
facilitates a novel spliced sentence bunch mode parallelization
of F-RNNLM training. This efficient parallelization algorithm
can be implemented on GPUs to fully exploit their parallel
computing power.
Several techniques are also explored to further improve the
training and evaluation speed of F-RNNLMs. These include two
efficient RNNLM training algorithms that attempt to signifi-
cantly reduce the computation associated with the output layer
softmax normalisation term. In variance regularisation (VR)
based RNNLM training, the variance of the output normalisa-
tion term is introduced into the conventional cross entropy (CE)
based training objective function [2], [30], [41]–[43], and ex-
plicitly minimized. This allows this term to be ignored during
testing time thus gaining significant speed up, while retaining the
performance comparable to conventional CE training. A second
more efficient training algorithm based on noise contrastive esti-
mation (NCE) [44] is also investigated. NCE training implicitly
minimizes the variance of the output layer softmax normali-
sation term, and allows this normalisation term to be ignored
during both training and evaluation time.
The rest of this paper is organized as follows. In Section II
RNNLMs are reviewed and the two RNNLM architectures are
presented. A novel spliced sentence bunch mode paralleliza-
tion algorithm for F-RNNLM training and a GPU based im-
plementation of this algorithm are proposed in Section IV. A
detailed GPU based implementation of this algorithm is de-
scribed in Section IV-C. VR and NCE based RNNLM training
methods are presented in Sections III-B and III-C. Pipelined
RNNLM training is described in Section V. In Section VI
the performance of the proposed F-RNNLMs and a range of
efficiency improving techniques are evaluated on a large vo-
cabulary conversational telephone speech (CTS) transcription
system and the Google’s one billion word benchmark task.
1It is also sometimes referred as “minibatch” in the literature [34], [38]. For
clarity, the term “bunch” is used throughout this paper.
Fig. 1. An example RNNLM with an full output layer and OOS nodes.
Section VII draws the conclusions and discusses possible future
work.
II. RECURRENT NEURAL NETWORK LMS
There are two types of neural network structures used for
language modelling. They are feedforward NNLMs [5] and re-
current NNLMs [8] respectively. n gram Feedforward NNLMs
could be constructed using a standard multilayer perceptron
neural network. In contrast to feedforward NNLMs, recur-
rent NNLMs represent the full, non-truncated history hi−11 =
〈wi−1 , . . ., w1〉 for word wi using a 1-of-k encoding of the most
recent preceding word wi−1 and a continuous vector vi−2 for the
remaining context. For an empty history, this is initialized, for
example, to a vector of all ones. The topology of the RNN used
to compute LM probabilities PRNN(wi |wi−1 ,vi−2) consists of
three layers. The full history vector, obtained by concatenating
wi−1 and vi−2 , is fed into the input layer. The hidden layer
compresses the information of these two inputs and computes a
new representation vi−1 using a sigmoid activation to achieve
non-linearity. This is then passed to the output layer to produce
normalized RNNLM probabilities using a softmax activation,
as well as recursively fed back into the input layer as the “fu-
ture” remaining history to compute the LM probability for the
following word PRNN(wi+1 |wi,vi−1). As RNNLMs use a vec-
tor representation of full histories, they are mostly used for
N-best list rescoring. For more efficient lattice rescoring using
RNNLMs, appropriate approximation schemes, for example,
based on clustering among complete histories [17] can be used.
A. Full Output Layer Based RNNLMs (F-RNNLMs)
A standard RNNLM architecture with an unclustered, full
output layer (F-RNNLM) is shown in Fig. 1. RNNLMs can be
trained using an extended form of the standard back propagation
algorithm, back propagation through time (BPTT) [45], where
the error is propagated through recurrent connections back in
time for a specific number of time steps, for example, 4 or
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Fig. 2. An example RNNLM with a class-based output layer and OOS nodes.
5 [11]. This allows the recurrent network to record information
for several time steps in the hidden layer. To reduce the
computational cost, a shortlist [6], [46] based output layer
vocabulary limited to the most frequent words can also be used
for class based RNNLMs. A similar approach may also be used
at the input layer when a large vocabulary is used. To reduce the
bias to in-shortlist words during NNLM training and improve
robustness, an additional node is added at the output layer to
model the probability mass of out-of-shortlist (OOS) words [7],
[10], [17].
B. Class Based RNNLMs (C-RNNLMs)
Training F-RNNLMs is computationally expensive. As a ma-
jor part of the cost is incurred at the output layer, existing tech-
niques have been centered around C-RNNLMs, an RNNLM
architecture with a class based factorized output layer [11]. An
example C-RNNLM is illustrated in Fig. 2. Each word in the
output layer vocabulary is attributed to a unique class based on
frequency counts. The LM probability assigned to a word is
factorized into two individual terms
PRNN(wi |wi−1 ,vi−2) = P (wi |ci,vi−1)P (ci |vi−1). (1)
The calculation of word probability is based on a small subset
of words from the same class, and the number of classes is
normally significantly smaller than the full output layer size.
Hence, speed up in both training and evaluation time can be
achieved. A special case of C-RNNLM using a single class is
equivalent to a traditional, full output layer based F-RNNLM
introduced in Section II-A. A modified version of the RNNLM
toolkit [47] supporting the above architecture is used.
In state-of-the-art ASR systems, NNLMs are often linearly
interpolated with n-gram LMs to obtain both a good context
coverage and strong generalisation [6]–[8], [10], [15], [46]. The
interpolated LM probability is given by
P (wi |hi) = λPNG(wi |hi) + (1 − λ)PRNN(wi |hi) (2)
where λ is the weight assigned to the n-gram LM distribution
PNG(·) and kept fixed as 0.5 in all experiments of this paper for
all RNNLMs. In the above interpolation, the probability mass
of OOS words assigned by the RNNLM component needs to be
re-distributed among all OOS words [7], [10].
III. RNNLM TRAINING CRITERIA
RNNLMs were normally trained with CE based objective
function. In this section, two other training criteria will also be
introduced to improve train and evaluation efficiency.
A. Cross Entropy
Conventional RNNLM training aims to maximise the log-
likelihood, or equivalently minimize the CE measure of the
training data. For a given sequence containing a total of Nw
words, the objective function is given by
JCE(θ) = − 1
Nw
Nw∑
i=1
ln PRNN(wi |hi) (3)
where
PRNN(wi |hi) =
exp
(
θi vi−1
)
∑|V |
j=1 exp
(
θj vi−1
) =
exp
(
θi vi−1
)
Z(hi)
(4)
is the probability of word wi given history hi . θi is the weight
vector associated with word i at the output layer. vi−1 is the
hidden history vector computed at the hidden layer, and |V | is
the size of output layer vocabulary. The gradient used in the
conventional CE based training for RNNLMs is
∂JCE(θ)
∂θ
= − 1
Nw
Nw∑
i=1
(
∂
(
θi vi−1
)
∂θ
−
|V |∑
j=1
PRNN(wj |hi)
∂
(
θj vi−1
)
∂θ
⎞
⎠ . (5)
The denominator term Z(hi) =
∑|V |
j=1 exp
(
θj vi−1
)
in (4)
performs a normalisation over the full output layer. As discussed
in Section I, this operation is computationally highly expensive
when computing the RNNLM probabilities during both test
time and CE based training when the gradient information of
(5) is calculated. As discussed in Section IV, the efficient bunch
mode GPU based parallelization with sentence splicing is used
to improve the speed of conventional CE training.
B. Variance Regularisation
One technique that can be used to improve the testing speed
is introducing the variance of the normalisation term into the
conventional CE based objective function of (4). In previous re-
search VR has been applied to training of feedforward NNLMs
and class based RNNLMs [30], [41], [42]. By explicitly mini-
mizing the variance of the softmax normalisation term during
variance training, the normalisation term at the output layer can
be ignored during testing time thus gaining significant improve-
ments in speed. The conventional CE objective function of (3)
is modified as
JVR(θ) = JCE(θ) +
γ
2Nw
Nw∑
i=1
(ln Z(hi) − ln Z)2 (6)
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where JCE(θ) and Z(hi) are the CE based training criterion
and the softmax normalisation term associated with a history
hi in (4) respectively, and ln Z is the mean of the log scale
normalisation term computed over the Nw words in the train
data
ln Z = 1
Nw
Nw∑
i=1
ln (Z(hi)). (7)
γ is a tunable parameter that adjusts the contribution from the
VR term. Directly maximising the above objective function in
(6) during VR based RNNLM training explicitly minimises the
variance of the softmax normalisation term. The gradient used
in the VR based training is given by
∂JVR(θ)
∂θ
=
∂JCE(θ)
∂θ
+
γ
Nw
Nw∑
i=1
(ln Z(hi) − ln Z)
×
|V |∑
j=1
PRNN(wj |hi)
∂
(
θj vi−1
)
∂θ
(8)
where ∂J
CE(θ)
∂θ is the CE gradient given in (5), and PRNN(·|hi)
the standard RNNLM probabilities computed using (4) with nor-
malisation. VR allows a history independent, constant softmax
normalisation term to be used in evaluation time. The RNNLM
probabilities are thus approximated as
P VRRNN(wi |hi) ≈
exp
(
θi vi−1
)
Z
. (9)
This significantly reduces the computation at the output layer
as the normalisation is no longer required. As such computation
is no longer sensitive to the size of output layer vocabulary,
|V |, a maximum |V | times speed up at the output layer can be
achieved in test time.
In this paper VR based training is used to improve the eval-
uation time efficiency for F-RNNLMs [2], [43] and integrated
with the bunch mode parallel training algorithm in Section IV.
In contrast to setting the mean of log normalisation term ln Z
to zero used in the previous research for C-RNNLMs [42], it
is found that calculating ln Z separately for individual bunches
gave improved convergence speed and stability in F-RNNLM
training. During test time, this term is computed on a validation
set first, remains fixed and applied on unnormalized probability
as Equation (9). 2
C. Noise Contrastive Estimation
As discussed in Section I, the calculation of the the softmax
normalisation term required at the output layer significantly im-
pacts both the training and testing speed of RNNLMs. VR can
significantly reduce the associated computation during evalua-
tion time. However, the calculation of this normalisation term
is still required in training and used to compute the variance
regularised gradient information in (8). A more general solution
to this problem is to use techniques that can remove the need
2The fixed normalisation term Z is also equivalent to changing the word
insertion penalty.
to compute such normalisation term in both training and test-
ing. One such technique investigated in this paper is based on
NCE [3], [20], [43], [44].
NCE provides an alternative solution to estimate normalized
statistical models when the exact calculation of the normalisa-
tion term is either not possible or highly expensive to perform,
for example, in feedforward and recurrent NNLMs, when a large
output layer vocabulary is used. The central idea of NCE is to
perform a nonlinear logistic regression to discriminate between
the observed data and some artificially generated noise data.
The variance of normalisation term is minimized implicitly dur-
ing training. Hence, it allows normalized statistical models, for
example, NNLMs, to use “unnormalized” probabilities without
explicitly computing the normalisation term during both train-
ing and decoding. In common with the use of a class based
output layer, the NCE algorithm presents a dual purpose so-
lution to improve both the training and evaluation efficiency
for RNNLMs.
For NCE based training of RNNLMs, it is assumed that for
a given full history context hi , data samples are generated from
a mixture of two distributions: the NCE estimated RNNLM
distribution P˜ NCERNN (·|hi), and some noise distribution Pn (·|hi)
that satisfies the desired sum-to-one constraint. Assuming that
the noise samples are k times more frequent than true RNNLM
data samples, the distribution of all data can be described as
1
k+1 P˜
NCE
RNN (·|hi) + kk+1 Pn (·|hi). The posterior probabilities of
a word w˜ being generated either from the RNNLM or noise
distribution, are
P (CRNNw˜ = 1|w˜, hi) =
P˜ NCERNN (w˜|hi)
P˜ NCERNN (w˜|hi) + kPn (w˜|hi)
P (Cnw˜ = 1|w˜, hi) =
kPn (w˜|hi)
P˜ NCERNN (w˜|hi) + kPn (w˜|hi)
(10)
where CRNNw˜ and Cnw˜ are the binary labels indicating which
of the two distributions that generated word w˜. The following
objective function is minimized during NCE based training:
JNCE(θ) = − 1
Nw
Nw∑
i=1
(
ln P (CRNNwi = 1|wi, hi)
+
k∑
j=1
ln P (Cnwˇi , j = 1|wˇi,j , hi)
⎞
⎠ (11)
where a total of k noise samples {wˇi,j} are drawn from the
noise distribution Pn (·|hi) for the current training word sample
wi and its history context hi . The gradient of the above NCE
objective function in (11) is then computed as
∂JNCE(θ)
∂θ
= − 1
Nw
Nw∑
i=1
(
P (Cnwi = 1|wi, hi)
∂
∂θ
ln P˜ NCERNN (wi |hi)
−
k∑
j=1
P (CRNNwˇ i , j = 1|wˇi,j , hi)
∂
∂θ
ln P˜ NCERNN (wˇi,j |hi)
⎞
⎠
(12)
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where the NCE trained RNNLM distribution is given by
P˜ NCERNN (wi |hi) =
exp
(
θi vi−1
)
Z
(13)
and constrained during NCE training by setting a constant, his-
tory context independent normalisation term Z, in contrast to
fully normalized RNNLM distribution that is used to compute
both the CE and variance regularised gradient information given
in (3) and (8).3 This crucial feature not only allows the resulting
RNNLM to learn the desired sum-to-one constraint of standard
CE estimated RNNLMs, but also to be efficiently computed
during both training and test time without requiring explicitly
computing the softmax normalisation term at the output layer.
In this paper, NCE training of RNNLMs is implemented on
GPU and integrated with the sentence splicing based bunch
mode training of Section IV. A bunch size of 128 was used
in all experiments. CUBLAS is used for matrix operation. The
NCE objective function shown in (11) is optimized on the train-
ing set. The CE measure on the validation set computed us-
ing the conventional RNNLM probabilities with normalisation
in (4) is used to control the learning rate. During NCE train-
ing, a number of parameters need to be appropriately set. First,
a noise distribution is required in NCE training to provide a
valid sum-to-one constraint for the NCE estimated RNNLM to
learn. As suggested in earlier research presented in [48], [49],
a history independent unigram LM distribution is used to draw
the noise samples during NCE training in this paper. Second, the
setting of k controls the bias towards the characteristics of the
noise distribution. It also balances the trade-off between training
efficiency and performance. In this paper, for each target word
w, a total of k = 10 noise samples are independently generated
from the noise distribution. It is worth noting that the noise
sample could be the predicted word and the same noise sample
may appear more than once. Finally, NCE training also requires
a constant normalisation term Z in equation (13) to be set. In
previous research on NCE training of log-bilinear LMs [48] and
feedforward NNLMs [49], the constant normalisation term was
set as ln Z = 0. In this paper for RNNLMs an empirically ad-
justed setting of ln Z = 9 was used. This was close to the mean
of the log scale normalisation term computed using a randomly
initialized RNNLM on the whole training corpus. This setting
was found to give a good balance between convergence speed
and performance and used in all experiments.
The main advantages of RNNLMs training with NCE are
summarized below. First, the computation on output layer is re-
duced dramatically as it only needs to consider k noise samples
and the target word, instead of the whole output layer. Com-
pared with the CE based training gradient given in equation (5),
the computation of NCE gradient in equation (12) gives a total
speed up of |V |k+1 times at the output layer. Second, the train speed
is insensitive to output layer size, which allows RNNLMs with
larger vocabulary to be trained. Finally, the normalisation term
is constrained to be a constant during NCE training. This can
3A more general case of NCE training also allows the normalisation term to
vary across different histories, thus incurring the same cost as in conventional
CE based training [44].
Fig. 3. An example of bunched RNNLM training without sentence splicing
(where N denotes the bunch size).
avoid the re-computation of the normalisation term for different
histories, therefore allows the normalized RNNLM probabilities
to calculated in test time with the same efficiency as unnormal-
ized probabilities. In common with VR based training, a |V |
times speed up at the output layer during test time can thus be
achieved.
IV. SPLICED SENTENCE BUNCH TRAINING
In order to reduce the computational cost in model training,
a bunch mode parallelization can be applied to RNNLMs. This
technique was previously proposed for feedforward NNLMs [6],
[50]. A fixed number of n-grams from the training data are
formed as a bunch. This bunch of data is propagated through
the network for the computation of gradients. These gradients
over the bunch were then accumulated and used for updating
the weight parameters.
A. Standard Bunch Mode RNNLM Training
As RNNLMs use a vector representation of full history con-
texts, a necessary modification of the data structure used by this
algorithm is required. Instead of operating at the n-gram level,
a sentence level bunch should be used [15], [51]. This form of
parallelization requires each sentence to be regarded as indepen-
dent in RNNLM training by re-initializing the recurrent hidden
history vector at the start of every sentence.
The basic idea of bunch mode training is shown in Fig. 3.
Given the bunch size N , N sentences are aligned from left to
right. During parallelization, a regular structured input matrix is
formed. The element at the jth row and tth column in the input
matrix, associated with time t + 1 and an output word w(j )t+1 ,
represents a vector [w(j )t , v
(j )
t−1 ]

, where w(j )t and v
(j )
t−1 are the
1-of-k vector encoding of the tth word of the jth sentence in the
bunch, and the corresponding recurrent history vector at word
w
(j )
t respectively.
Two issues arise when directly using the above sentence
bunch mode training. First, the variation of sentence length
in the training data requires setting the number of columns of
the input matrix to the maximum sentence length in the training
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Fig. 4. An example of bunched RNNLM training with sentence splicing (N
denotes the bunch size and M is the number of sentences in the whole train
corpus). The bunch is initially filled top-down from stream 0 to stream N − 1
with a total of N randomly sorted training data sentences, and then from left to
right repeat the same process until the N stream bunch is filled with a minimum
number of NULL tokens at the stream end.
corpus. NULL words are then inserted at the end of other shorter
sentences in the bunch, as is shown in Fig. 3. These redundant
NULL words are ignored during BPTT. As the ratio between
the maximum and average sentence length of the training data
increases, and more NULL tokens are inserted, the potential
speed up from parallelization is increasingly limited. Second,
the standard sentence bunch mode training also interacts with
the use of class based RNNLMs [11], [15]. As words aligned
at the same position across different sentences can belong to
different classes, the associated output layer submatrices of ir-
regular sizes will be used at the same time instance. This can
also result in inefficiency during training.
B. Bunch Mode RNNLM Training With Sentence Splicing
In order to handle these issues, an efficient bunch mode paral-
lelization based on spliced sentences is used. Instead of a single
sentence, each stream in the bunch now contains a sequence of
concatenated sentences, as is illustrated in Fig. 4. Sentences in
the training corpus are joined into streams that are more com-
parable in length. Sentence boundaries within each stream are
marked in order to appropriately reset the recurrent history vec-
tor as required. As the streams are more comparable in length,
the insertion of NULL tokens at the stream end is minimized.
This approach can thus significantly reduce the synchronization
overhead and improve the efficiency in parallelization.
The non-class based, F-RNNLMs introduced in Section II-A
are also chosen to address the second issue as mentioned above.
F-RNNLMs use the entire output layer both in training and LM
probability calculation, therefore allow the speed improvements
from parallelization techniques to be fully exploited.
C. GPU Implementation of Bunch Mode RNNLM Training
To improve efficiency, graphics processing units (GPUs),
which have been previously employed to train deep neural net-
work (DNN) based acoustic models in speech recognition [34],
[38], are used to train RNNLMs used in this paper. CUBLAS
from CUDA 5.0, the basic linear algebra subprograms library
TABLE I
INITIAL LEARNING RATE PER SAMPLE WITH DIFFERENT BUNCH SIZE
Bunch size 1 8 32 64 128 256
Learning rate 0.1 0.0375 0.025 0.0156 0.0156 0.0078
optimized for NVidia GPUs, is used for fast matrix operation.
As discussed in Sections I and II-B, when a large number of
output layer nodes are used, the softmax computation during
gradient calculation is very expensive. To handle this problem,
a fast GPU implementation of the softmax function is used.
Instead of summing the sufficient statistics sequentially over
all output layer nodes, they are processed in one block. Shared
memory is also used and to facilitate rapid address access time.
An array in each block with a fixed length (1024 used in this
work) is allocated in the shared memory. Partial accumulates are
stored in the array elements. A binary tree structured summation
performed over the array reduces the execution time from N to
log N , for example, from 1024 down to 10 parallelized GPU
cycles.
In order to obtain a fast and stable convergence during
RNNLM training, the appropriate setting and scheduling of
the learning rate parameter is necessary. For the F-RNNLMs
trained with bunch mode, the initial learning rate per sample is
empirically adjusted in proportion to the underlying bunch size.
When the bunch size is set to 1 and no form of parallelization
is used, the initial learning rate is 0.1, in line with the default
setting used in the RNNLM toolkit [47]. The initial learning
rate settings used for various other bunch sizes are also shown
in Table I. When the bunch size increases to 128, the initial
learning rate is set to 0.0078 per sample.
V. PIPELINED TRAINING OF RNNLMS
The parallel structure of neural network training can be classi-
fied into two categories: model parallelism and data parallelism
[52]. The difference lies in whether the model or data is split
across multiple machines or cores. Pipelined training is a type of
model parallelism. It was first proposed to speedup the training
of DNN based acoustic models in [34]. In this paper pipelined
training of RNNLMs is used. Layers of the network are dis-
tributed across different GPUs. Operations on these layers such
as the forward pass and error back propagation are executed on
their own GPUs. It allows each GPU to proceed independently
and simultaneously. The communication between different lay-
ers is performed after each parameter update step.
The data flow of pipelined training is shown in Fig. 5. Two
weight matrices (denoted by Weight 0 and Weight 1) are kept in
two GPUs (denoted by GPU 0 and GPU 1). For the first bunch
in each epoch, the input is forwarded to the hidden layer and
the output of hidden layer is copied from GPU 0 to GPU 1. For
the 2nd bunch, the input is forwarded again. Simultaneously,
GPU 1 forwards the previous bunch obtained from hidden layer
to the output layer. This is followed in sequence by error back
propagation, parameter update, and the communication between
GPUs in the form of a copying operation. For the following
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Fig. 5. An example of data flow in pipelined RNNLM training using 2 GPUs.
bunches, GPU 0 updates the model parameters using the corre-
sponding error signal and input with BPTT, before forwarding
the new input data for the next bunch. GPU 1 performs suc-
cessively a forward pass, error back propagation and parameter
update again.
VI. EXPERIMENTS
In this section the performance of the proposed techniques
to improve RNNLM training and evaluation efficiency are eval-
uated using two tasks: a HTK-based large vocabulary speech
recognition system developed for English CTS used in the 2004
DARPA EARS evaluation [53]; and Google’s one billion word
benchmark corpus [54] for language modelling.
A. CTS-English ASR Experiment
In this section, RNNLMs are evaluated on the CU-HTK
LVCSR system for CTS used in the 2004 DARPA EARS evalu-
ation. The acoustic models were trained on approximately 2000
hours of Fisher conversational speech released by the LDC. A
59 k recognition word list was used in decoding. The system
uses a multi-pass recognition framework. A detailed description
of the baseline system can be found in [53]. The 3 hour dev04
data, which includes 72 Fisher conversations, was used as a test
set. The baseline 4-gram LM was trained using a total of 545
million words from 2 text sources: the LDC Fisher acoustic tran-
scriptions, Fisher, of 20 million words (weight 0.75), and the
University Washington conversational web data [55], UWWeb,
of 525 million words (weight 0.25). The Fisher data was used
to train various RNNLMs. A 38k word input layer vocabulary
and 20 k word output layer shortlist were used. RNNLMs were
interpolated with the baseline 4-gram LM using a fixed weight
0.5. This baseline LM gave a WER of 16.7% on dev04 measured
using lattice rescoring.
The baseline class based RNNLMs were trained on CPU4
with the modified RNNLM toolkit [47] compiled with g++.
The number of BPTT steps was set as 5. A computer with
dual Intel Xeon E5-2670 2.6 GHz processors with a total of 16
physical cores was used for CPU-based training. The number of
classes was fixed as 200. The number of hidden layer nodes was
varied from 100 to 800. 12 epochs were required for RNNLMs
training to get convergence in this task. The 100-best hypotheses
4A speedup of 1.7 times for CPU based training could be obtained by the
Intel MKL CUBLAS implementation with multi-threading (compiled with icc
version 14.0.2) over the baseline RNNLM toolkit for C-RNNLMs with 512
hidden layer nodes and 200 classes.
TABLE II
TRAINING SPEED, PERPLEXITY AND WER RESULTS OF CPU TRAINED
C-RNNLMS ON CONVERSATIONAL ENGLISH FISHER DEV04 WITH VARYING
HIDDEN NODES AND A FIXED NUMBER OF CLASSES OF 200
Hidden Speed Train time dev04
nodes (w/s) (hours)∗ PPL WER
100 7.6 k 9.8 50.7 16.13
200 2.1 k 35.6 48.6 15.82
512 0.37 k 202.1 46.5 15.32
800 0.11 k 679.9 45.8 15.40
TABLE III
TRAINING SPEED, PERPLEXITY AND WER RESULTS OF GPU TRAINED
F-RNNLMS ON DEV04 WITH VARYING BUNCH SIZES AND
A FIXED HIDDEN LAYER SIZE OF 500
Model type Bunch size #Parameter Speed (w/s) Time (hours) dev04
PPL WER
C-RNN – 26.9M 0.37 k 202.1 46.5 15.32
F-RNN 1 26.8M 0.17 435.3 45.9 15.26
8 1.4 k 53.4 45.7 15.22
32 4.6 k 16.3 45.6 15.25
64 7.6 k 9.8 45.7 15.16
128 10.1 k 7.4 46.3 15.22
256 12.9 k 5.7 46.5 15.38
512 13.3 k 5.6 47.5 15.55
1024 14.2 k 5.2 48.2 15.63
extracted from the baseline 4-gram LM lattices were rescored
for performance evaluation. The perplexity and error rates of
various RNNLMs are shown in Table II. The C-RNNLM with
512 hidden layer nodes gave the lowest WER of 15.32% and
serves as the baseline C-RNNLM in all the experiments.
1) Experiment on Bunch Mode GPU Training: The next ex-
periment is to examine the efficiency of bunch mode GPU based
RNNLM training with sentence splicing. The NVidia GeForce
GTX TITAN GPU was used to train various F-RNNLMs. The
spliced sentence bunch mode parallelization algorithm and its
GPU implementation described in Sections IV and IV-C were
used. A range of different bunch size settings from 8 to 256
were used. Consistent with the above C-RNNLM baseline,
all F-RNNLMs have 512 hidden layer nodes and a compara-
ble number of weight parameters. Their performance measured
in terms of training speed, perplexity and WER are shown in
the 2nd Section of Table III. The performance of the baseline
C-RNNLM with 512 hidden nodes (previously shown in 3rd line
in Table II) is again shown in the 1st line of Table III. Setting
the bunch size to 8, a 4 times speed up is achieved. Improve-
ments in perplexity and WER over the C-RNNLM baseline are
also obtained. Further improvements in training speed can be
consistently achieved by increasing the bunch size to 128 with-
out performance degradation. The best performance in terms of
training speed and WER was obtained by using a bunch size of
128. This gives 27 times speed up and a 0.1% absolute reduction
(significant at alpha = 0.05, obtained with MASSSWE test) in
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Fig. 6. F-RNNLM training speed with and without sentence splicing.
TABLE IV
EVALUATION SPEED OF RNNLMS FOR N-BEST SCORING ON DEV04
Model Test speed
type Device Bunch (words/sec)
F-RNN CPU N/A 0.14 k
C-RNN 5.9 k
F-RNN GPU 1 1.1 k
64 41.3 k
512 56.3 k
The performance is the same for F-RNNLM
using GPU with various bunch size.
WER over the C-RNNLM baseline. 128 is chosen as the default
bunch size for the following experiments.
Examining the breakdown of the training time suggests the
output and hidden layers account for the majority of computation
during BPTT (44.8% and 39.4% respectively), due to the heavy
matrix multiplication required. The remaining computation is
shared by other operations such as resetting F-RNNLM hidden
vectors at the sentence start, and data transfer between the CPU
and GPU. This breakdown of training time suggests that further
speed up is also possible via pipelined training by allocating the
computation of the hidden layer and output layer into different
GPUs, as will be later shown in Section VI-A4. A further speed
up is possible, for example, by increasing the bunch size to 256.
However, the convergence becomes less unstable and leads to
performance degradation.
As a major contribution factor to the above speed improve-
ments, the importance of using sentence splicing in bunch mode
based GPU implementation is shown in Fig. 6, where a contrast
in speed with and without sentence splicing is drawn. When
using the standard bunch model training with no sentence splic-
ing as shown in Fig. 3, only limited speed improvements were
obtained by increasing the bunch size. This is due to the large
number of inserted NULL tokens and the resulting inefficiency,
as discussed in Section IV. These results suggest that the pro-
posed sentence splicing technique is important for improving
the efficiency of bunch mode RNNLM training.
The spliced sentence bunch based parallelization can also be
used for RNNLM performance evaluation on GPU. Table IV
shows the speed information measured for N-best rescoring
TABLE V
PERPLEXITY AND WER PERFORMANCE OF F-RNNLMS TRAINED WITH
VARIANCE REGULARISATION ON DEV04
γ Log-norm PPL WER
Mean Var Z(h) Z
0.0 15.4 1.67 46.3 15.22 16.24
0.1 14.2 0.12 46.5 15.21 15.34
0.2 13.9 0.08 46.6 15.33 15.35
0.3 14.0 0.06 46.5 15.40 15.30
0.4 14.2 0.05 46.6 15.29 15.28
0.5 14.4 0.04 46.5 15.40 15.42
The mean and variance of log normalisation term
were computed over the validation data at the end
of each epoch. The two columns under WER (Z(h)
and Z) denote word error rates using normalised
or approximated RNNLM probabilities computed
using (4) and (9).
using the baseline C-RNNLM and the F-RNNLM of Table III.
As expected, it is very expensive to use F-RNNLM on CPU.
C-RNNLMs can improve the speed by 43 times. A further speed
up of 9 times over the CPU C-RNNLM baseline was obtained
using the bunch mode (bunch size 512) parallelized F-RNNLM.
2) Experiment on VR: In this section, the performance of
F-RNNLMs trained with VR are evaluated. These experimental
results with various settings of the regularisation constant γ
in (6) are shown in Table V. The word error rates with Z(h)
in the table are the WER scores measured using the standard
normalised RNNLM probabilities computed using (4). WERs
with Z in the last column are obtained using the more efficiently
approximated RNNLM probabilities given in (9). The first row
of Table V shows the results without VR by setting γ to 0,
the same to the standard CE based training. As expected, the
WER was increased from 15.22% (standard fully normalized
F-RNNLMs) to 16.24% without performing the normalisation.
This confirms that the normalisation term computation for the
softmax function is crucial for using CE trained RNNLMs in
decoding.
When the VR term is applied in F-RNNLM training, there
is only a small difference in terms of WER between using the
accurate normalisation term Z(h) or approximate normalisation
term Z. As expected, when the setting of γ is the increased, the
variance of the log normalisation term is decreasing. When γ
is set as 0.4, it gave a WER of 15.28%, insignificant to the
WER of the baseline CE trained F-RNNLM (1st line in Table V
and also 5th line in Table III). At the same time, significantly
improvements in evaluation speed were also obtained. This is
shown in Table VI. The CPU based F-RNNLM evaluation speed
was increased by a factor of 56 over the CE trained F-RNNLM
baseline using VR, while retaining the same training speed.
3) Experiment on NCE Training: As discussed in Sections I
and III-C, an important attribute of NCE based RNNLM training
is that the variance of the RNNLM output layer normalisation
term Z of (13) can be implicitly constrained to be minimum
during parameter estimation. This effect is illustrated in Fig. 7
on log scale over a total of 12 epochs on the validation data
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TABLE VI
TRAINING AND EVALUATION SPEED OF F-RNNLMS TRAINED WITH
VARIANCE REGULARISATION ON DEV04
Model Train Train Train time Test
type crit speed(w/s) (hours) speed(w/s)
C-RNN CE 0.37 k 202.1 5.9 k
F-RNN CE 10.1 k 7.4 0.14 k
VR 10.1 k 7.4 7.9 k
C-RNNLMs were trained on CPU and F-RNNLMs on GPU.
Both were evaluated on CPU.
Fig. 7. Variance of the output layer log-normalisation term on validation data
at different epochs during NCE based RNNLM training.
TABLE VII
PERPLEXITY AND WER PERFORMANCE, TRAINING AND EVALUATION SPEED OF
NCE TRAINED F-RNNLMS ON DEV04
Model type Train crit Train speed(w/s) Train time(hr) Test speed(w/s) dev04
PPL WER
C-RNN CE 0.37 k 202.1 5.9 K 46.5 15.32
F-RNN CE 10.1 k 7.4 0.14 k 46.3 15.22
VR 10.1 k 7.4 7.9 k 46.6 15.28
NCE 19.7 k 3.8 7.9 k 46.8 15.37
C-RNNLMs trained on CPU and F-RNNLMs on GPU. Both evaluated on CPU.
set. The variance of the normalisation term is slightly increased
from 0.035 to 0.06 from the beginning to the fourth epoch, then
gradually reduced to 0.043 at the last epoch.
The WER and PPL performance of an NCE trained RNNLM
are shown in Table VII. 12 epochs were required for both the
conventional CE and NCE based training to converge. As dis-
cussed in Section III-C, the log normalisation term ln Z in Equa-
tion (13) was fixed as 9. The perplexity scores in Table VII were
obtained by explicitly computing the output layer normalisation
term. During N-best rescoring, normalized RNNLM probabili-
ties were used for the CE trained RNNLM baseline, while unnor-
malized probabilities were used for the NCE trained RNNLM.
As expected, when unnormalized probabilities were used by the
CE trained RNNLM, a large degradation in performance was
found. As is shown in Table VII, the NCE trained RNNLM
gave slightly worse performance to the CE trained baseline.
TABLE VIII
TRAINING SPEED AGAINST THE SIZE OF F-RNNLM OUTPUT LAYER
#Output Train speed (w/s)
layer nodes CE NCE
20 k 10.1k
25 k 9.1 k 19.7 k
30 k 8.0 k
TABLE IX
TRAINING SPEED, PERPLEXITY AND WER PERFORMANCE OF F-RNNLMS ON
DEV04 USING PIPELINED CE TRAINING
Model type Train speed(w/s) dev04
GPU PPL WER
C-RNN – 0.37 k 46.5 15.32
F-RNN 1 × TITAN 10.1 k 46.3 15.22
1 × K20m 6.9 k 46.3 15.22
2 × K20m 11.0 k 46.3 15.23
At the same time, the training speed was doubled. This is ex-
pected as the time consumed on output layer is approximately
half of the total training time required for conventional CE
training.
Similarly a large testing time speed up of 56 times over the
CE trained RNNLM on CPUs was also obtained, as is shown
in Table VII. This improvement is comparable to the speed up
obtained using VR based RNNLM training previously shown
in Table VI. As the computation of the normalisation term is no
longer necessary for NCE trained RNNLMs, the computational
cost incurred at the output layer can be significantly reduced.
The statistical significance test was also carried out for various
training criteria. It reveals that the WER performance differ-
ence between CE and VR is insignificant, while the difference
between CE and NCE is significant.
As expected, the NCE training speed is also largely invari-
ant to the size of the output layer, thus improves the scala-
bility of RNNLM training when a very large output vocab-
ulary is used. This highly useful feature is clearly shown in
Table VIII, where CE training speed is decreased rapidly when
the output layer size increases. In contrast, the NCE training
speed remains constant against different output layer vocabulary
sizes.
4) Experiment on Dual GPU Pipelined Training: In this sec-
tion, the performance of a dual GPU based pipelined F-RNNLM
training algorithm is evaluated. In the previous experiments, a
single NVidia GeForce GTX TITAN GPU (designed for a work-
station) was used. For the pipelined training experiments, two
slightly slower NVidia Tesla K20m GPUs housed in the same
server were used. Table IX shows the training speed, perplexity
and WER results of pipelined CE training for F-RNNLMs. As
is shown in the table, Pipelined training gave a speed up of a
factor of 1.6 times and performance comparable to a single GPU
based training.
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TABLE X
PERPLEXITY PERFORMANCE OF RNNLMS ON GOOGLE’S ONE BILLION (FOR
ASR (PROVIDED BY CANTAB RESEARCH) CORPUS) WORD CORPUS
LMs Train crit Train speed(w/s) PPL
+NG5
NG5 – – – 83.7
+F-RNN CE 6.7 k 104.4 65.8
NCE 11.3 k 107.3 66.0
B. Google’s One Billion Word Experiment
A new benchmark corpus was released by Google for mea-
suring performance of statistical LMs [54]. Two categories of
text normalisation are provided. One is for machine translation
(StatMT) and the other is for ASR (by Cantab Research).5 The
later was used to further evaluate the performance and scalability
of NCE based RNNLM training in this experiment for training
RNNLMs on large corpus. The former will be used to build LM
in the next experiment. A total of 800 million words were used
in LM training. A test set of 160 k words (obtained from the
first split from held-out data) was used for perplexity evalua-
tion. A modified KN smoothed 5-gram LM was trained using
the SRILM toolkit [56] with zero cut-offs and no pruning. In
order to reduce the computational cost in training, an input layer
vocabulary of 60 k most frequent words and a 20 k word out-
put layer shortlist were used. RNNLMs with 1024 hidden layer
nodes were either CE or NCE trained on a GPU using a bunch
size of 128. The other training configurations were the same as
the experiments presented in Section VI-A3. A total of 10 epochs
were required to reach convergence for both CE and NCE based
training. The perplexity performance of these two RNNLMs are
shown in Table X. Consistent with the trend found in Table VII,
the CE and NCE trained RNNLMs gave comparable perplex-
ity when interpolated with the 5-gram LM. A large perplexity
reduction of 21% relative over the 5-gram LM was obtained.
In order to further investigate the scalability of NCE based
RNNLM training, an additional set of experiments comparable
to those presented in Table X were conducted using a much
larger, full output layer vocabulary of 793 k words as used in
previous research [52]. It is worth mentioning that the corpus
used in this experiment is for machine translation, which is dif-
ferent to the corpus used for ASR provided by Cantab Research
in previous experiment. Due to the large size of such output
layer vocabulary, the speed of standard CE training of a full out-
put layer based RNNLM is as slow as 200 words per second. It
is therefore computationally infeasible in practice to train such
a baseline RNNLM. The training speed and perplexity score of
a NCE trained RNNLM with a 793 k vocabulary are presented
in Table XI, together with the baseline 5-gram LM’s perplexity
performance. A total of 1024 hidden nodes and a bunch size
of 128 were used. The stand alone NCE trained RNNLM gave
5All sources are available in https://code.google.com/p/1-billion-word-lang-
uage-modeling-benchmark/. The machine translation normalized version of this
data was previously used in [54] for RNNLM training.
TABLE XI
PERPLEXITY PERFORMANCE OF RNNLMS ON GOOGLE’S ONE BILLION WORD
CORPUS USING 793 K VOCABULARY
LMs Train crit Train speed(w/s) Test speed(w/s) PPL
+NG5
NG5 – – – 70.9 –
F-RNN NCE 6.5 k 37.1 77.3 52.6
The train is run on GPU and test is on CPU
a perplexity score of 77.3. This was further reduced to 52.6
after an interpolation with the 5-gram LM.6 Note that in order
to ensure stable convergence during NCE training, additional
gradient clipping step was also applied. In combination with
drawing noise samples over a much larger output layer, this ad-
ditional operation led to only a moderate decrease in the training
speed from 11.3 k to 6.5 k words per second, when compared
with the NCE trained 20 k vocabulary RNNLM in Table X. The
relative increase in training time is much lower than that of the
output layer vocabulary size, by approximately 40 times.
VII. CONCLUSION
RNNLMs are becoming increasingly important for a range of
speech and language processing applications. Several new ap-
proaches are presented in this paper to improve both the training
and evaluation efficiency for RNNLMs. These include a modi-
fied F-RNNLM architecture with a non-class based, full output
layer structure; a novel spliced sentence bunch mode paral-
lelization of F-RNNLM training on GPU; VR and NCE based
training to specifically reduce the computation associated with
the RNNLM output layer softmax normalisation term; and a
pipelined training algorithm using multiple GPUs to further im-
prove the training speed. The training time of F-RNNLMs is
reduced by up to a factor of 53 on a single GPU over the stan-
dard CPU based RNNLM toolkit on a large vocabulary CTS
recognition task. A 56 times speed up in test time evaluation on
a CPU was obtained over the baseline F-RNNLMs. A further
1.6 times increase of training speed was achieved using
pipelined training on 2 GPUs. Improved scalability to larger data
sets was also obtained using NCE based RNNLM training. The
code and related resources for RNNLM training can be down-
loaded from http://mi.eng.cam.ac.uk/projects/cued-rnnlm/.
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