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Abstract
In the cutting stock pattern minimisation problem, we wish to satisfy demand for various
customer reels by cutting as few as possible jumbo reels, and further to minimise the number
of distinct cutting patterns used. We focus on the special case in which any two customer reels
t into a jumbo, but no three do: this case is of interest partly because it is the simplest case
that is not trivial, and partly because it may arise in practice when one attempts to improve a
solution iteratively.
We nd that the pattern minimisation problem is strongly NP-hard even in this special case,
when the basic problem of nding a minimum waste solution is trivial. Our analysis focusses
on ‘balanced’ subsets, and suggests an approach for heuristic methods involving searching for
balanced subsets. ? 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Some materials such as paper may be manufactured in wide ‘jumbo’ rolls, which
are later cut into much narrower rolls to satisfy customer demands. To minimise waste,
cutting patterns should be chosen so as to use as few jumbos as possible (see [4,7,8]).
Thus the basic cutting stock problem has input a positive integer J , distinct positive
integers r1; : : : ; rn, and positive integers d1; : : : ; dn; and the required task is to use as few
as possible jumbos of width J to satisfy the demand for di customer reels of width ri,
for each i=1; : : : ; n. This is one of the classical OR problems. It contains the strongly
NP-complete problem 3-PARTITION: thus it is NP-hard even if the jumbo size J is
bounded by a polynomial in n, and each customer reel size ri satises J=4<ri <J=2
{ see [6], p. 224. Thus we cannot expect always to be able to nd optimal solutions
to such problems within a reasonable time.
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Each time a dierent pattern of customer reels is to be cut, the knives on the cutting
machine need to be re-set. A problem presented by C.N. Goulimis and investigated
at the 29th European Study Group with Industry in March 1996 concerned how to
nd solutions to the above cutting stock problem, that further minimise the number
of distinct cutting patterns used { see [1,2,9]. This is of course going to be hard in
general, since the basic problem is hard. In order to investigate the added diculty of
the extended problem, we consider here a special case in which the basic problem of
minimising the number of jumbos (minimising waste) is trivial.
PATTERN MINIMISATION
Input: positive integers d1; : : : ; dn.
Task: in the cutting stock problem where the demand is for di reels of type i, and
any two reels t into a jumbo but no three do, nd a minimum waste solution which
further minimises the number of distinct patterns used.
This very restricted special case is of interest partly because it seems to be the
simplest case that is not completely trivial, and partly because it may arise in practice
when one attempts to improve a solution iteratively. For example, if a collection of
some of the currently used patterns agree on the large reels and dier only on small
reels, and any two small reels t in the width left by the large reels, then when
we attempt to re-allocate the small reels we face exactly this special case [16]. We
investigate whether the pattern minimisation problem remains hard in this special case,
and briey consider approaches to nding good solutions.
It is clear that the least number of jumbos needed is dPi di=2e, the round up of half
the total demand; and it is trivial to nd a corresponding minimum waste solution. But,
how easy is it to nd, amongst the minimum waste solutions, one which minimises the
number of patterns used? For the variant of the problem when no three customer reels
t into a jumbo but also some pairs may not, it was shown in [1] that the problem is
strongly NP-hard. The theorem below strengthens this negative result.
Theorem 1. The problem PATTERN MINIMISATION is strongly NP-hard.
The key to understanding the above problem is the concept of a ‘balanced subset’.
Given a family d =(d1; : : : ; dn) of non-negative integers, denote by (d) the minimum
number of patterns used in any minimum waste solution. Also, call a non-empty subset
of f1; : : : ; ng balanced if it can be partitioned into two sets A and B such thatPi2A di=P
i2B di. Thus if some di = 0 then the singleton set fig is balanced. Let (d) be the
maximum number of pairwise disjoint balanced subsets.
Lemma 1. If
P
i di is even; then (d) = n− (d).
[If
P
i di is odd, then (d)= (d
0), where d 0 is obtained from d by adding an extra
co-ordinate dn+1 = 1.] We shall prove this lemma in the next section.
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When faced with a pattern minimisation problem, we are led by Theorem 1 and
Lemma 1 above to consider heuristic approaches to nding good packings of balanced
subsets. Unfortunately it is NP-complete even to test if a given family a1; : : : ; an of
positive integers has a balanced subset. This is the problem called WEAK PARTITION
is David Johnson’s NP-completeness column [10], where three independent proofs of
its NP-completeness are cited, the earliest being in [13].
We wish to nd a good packing of balanced subsets, but we know that it is very
hard to nd a best packing, and indeed it is hard to nd any balanced subset. A natural
heuristic approach is repeatedly to seek and delete a balanced subset, preferably a small
one. One method for seeking a balanced subset is to use ‘dierencing’, where we repeat-
edly replace two numbers by the absolute value of their dierence { see [5,12,15,17].
This approach is currently being investigated in the context of pattern minimisation [16].
Another method is to use a tolerably fast algorithm that is guaranteed to nd a balanced
subset or a smallest balanced subset: we shall see that we can use a straightforward
dynamic programming method to test if there is a balanced subset, and nd a smallest
balanced subset if there is one, in pseudo-polynomial time. Heuristic approaches for
more general cases of pattern minimisation in cutting stock problems are considered in
[1,2,9,11].
The plan of the rest of the paper is as follows. In the next section we establish
the relationship between numbers of patterns and packings of balanced subsets. Next
we prove our main result, that the problem PATTERN MINIMISATION is strongly
NP-hard. After that, we consider briey how to search for balanced subsets, and nally
we make a few concluding remarks.
2. Patterns, degrees and balanced sets
In this section we shall prove Lemma 1, which relates numbers of patterns to pack-
ings of balanced subsets. The problem PATTERN MINIMISATION can be rephrased
in terms of graphs. A pattern involving reel type i and reel type j will correspond to
an edge between vertex vi and vertex vj. We shall allow our graphs to contain a loop
at any vertex but not to contain multiple edges.
Given a graph G = (V; E) on the vertex set V = fv1; : : : ; vng, together with a family
w of non-negative integer weights we on the edges e, the weighted degree of vertex vi
is the sum over the edges e incident with vi of the weight we, with any loop counting
twice. Given a vector d = (d1; : : : ; dn) of positive integers, we call the pair G;w a
representing network for d if each vertex vi has weighted degree di. Consider the
following problem.
DEGREES
Input: positive intergers d1; : : : ; dn with
P
i di even.
Task: nd a representing network with as few edges as possible.
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Given a family d =(d1; : : : ; dn) of positive integers with
P
i di even, there is a natural
correspondence between the solutions in DEGREES and those in PATTERN MINIMI-
SATION, and in particular the minimum number of edges possible in the former equals
(d).
Proof of Lemma 1. Suppose that
P
i di is even. Let G;w be any representing net-
work, and consider a component of G with set K of k nodes. It must of course
have at least k − 1 edges, and if it has this number and thus is a tree on K , then
the two-colouring of the vertices show that K is balanced. Thus the number of edges
in G is at least n minus the number of components on balanced sets. Hence
(d)>n− (d).
To prove the reverse inequality, consider any partition of fv1; : : : ; vng into sets
(Ki: i 2 I) of which at most one is not balanced. We will show that there is rep-
resenting network G;w such that the graph G has components (Gi: i 2 I) where Gi
has vertex set Ki, and these components are such that, if Ki is balanced then Gi is a
tree and if not then Gi is a tree with one added loop. This will complete the proof of
the lemma.
Consider a balanced set K , with partition A [ B such that Pi2A di =
P
i2B di. We
must show that there is a tree T on K and non-negative weights we on the edges e
of T such that, for each node v 2 K , the sum of the weights of the incident edges
equals dv (where loops count double). We use induction on jK j. If either A or B
is empty, the result is trivial, since we must have dv = 0 for each v 2 K . Suppose
then that both A and B are non-empty. Pick any a 2 A and b 2 B, and without
loss of generality suppose that da>db. Reduce da by db. Now K n fbg is balanced,
and inductively we can nd an appropriate weighted tree. Then add the edge ab with
weight db.
Finally, consider a set K which is not balanced, but is such that the corresponding
sum of demands is even. As above, we can always replace two demands by their
dierence at the cost of using one edge. Thus we can satisfy all but one demand by
using edges forming a tree on K , and then one added loop completes the component.
3. PATTERN MINIMISATION is strongly NP-hard
In this section we prove Theorem 1, that the problem PATTERN MINIMISATION is
strongly NP-hard. A summing triple (or Schur triple) is a set of three distinct integers
such that the sum of two equals the third. The following problem could be more fully
described as ‘partition of distinct integers into summing triples’.
SUMMING TRIPLES
Input: distinct positive integers s1; : : : ; s3n.
Question: can the input be partitioned into summing triples?
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This problem is similar to NUMERICAL MATCHING WITH TARGET SUMS in
Garey and Johnson [6], p. 224, but with the extra (surprisingly troublesome) condition
that the numbers involved must be distinct.
Lemma 2. The problem SUMMING TRIPLES is strongly NP-complete.
Most of this section will be devoted to proving the above lemma, but rst let us see
that it will yield Theorem 1.
Proof of Theorem 1 (assuming Lemma 2). We give a strightforward polynomial time
reduction of SUMMING TRIPLES to DEGREES. Consider an instance of SUMMING
TRIPLES as above. Take d = (2s1; : : : ; 2s3n) as an instance of DEGREES. Since the
si are distinct positive integers, there are no balanced sets of size less than 3. Thus
(d)6n. Hence by Lemma 1, (d)>2n and (d)= 2n if and only if s1; : : : ; s3n can be
partitioned into summing triples.
Now consider the problem SUMMING TRIPLES, which is clearly in NP. We shall
show that it is strongly NP-complete by giving a reduction from the NP-complete
problem RESTRICTED X3C, described below, to SUMMING TRIPLES with each
interger si in O(n3).
RESTRICTED X3C
Input: a set X of 3q elements and a collection C of triples contained in X , such
that each element of X is in exactly 3 triples.
Question: can X be partitioned into triples in C?
Lemma 3. The problem RESTRICTED X3C is NP-complete.
Proof. It is known that the problem is NP-complete if each element is constrained to
be in at most 3 triples rather than exactly 3 { see Garey and Johnson [6], p. 221. It
is easy to ‘tidy up’ an instance X; C so that each element is in exactly 3 triples.
Clearly we can insist that each element is in either 2 or 3 triples. We can partition
the elements which are in exactly two triples into blocks of size three. For each block
fx; y; zg, add three new elements x0; y0; z0 and four new triples fx; y0; z0g; fx0; y; z0g;
fx0; y0; zg; fx0; y0; z0g. Call the new instance X 0; C0. Clearly, each element of X 0 is in
exactly 3 triples in C0; and X can be partitioned into triples in C if any only if X 0
can be partitioned into triples in C0.
Proof of Lemma 2. Consider an instance X; C of RESTRICTED X3C, where jX j =
jCj = 3q = n. Let Y = X  f1; : : : ; 7g. We shall construct an ‘expanded’ collection
D of triples contained in Y , such that X can be partitioned into triples in C if and
only if Y can be partitioned into triples in D; and then we shall construct an instance
(s(y): y 2 Y ) of SUMMING TRIPLES, where each size s(y) is O(n2), such that the
summing triples correspond precisely to the triples in D.
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Form a bipartite graph G = (C; X ;E) with vertex parts C and X and with vertices
T 2 C and x 2 X adjacent (that is, edge T x 2 E) exactly when x 2 T . Since each
vertex degree in G is three, we may nd in polynomial time a proper 3-edge-colouring
 : E ! f1; 2; 3g. We now split each element x 2 X into three copies (x; 1); (x; 2) and
(x; 3). Given a triple T = fx; y; zg 2 C, let T 0 be the triple
T 0 = f(x; (Tx)); (y; (Ty)); (z; (Tz))g:
Observe that the elements in the triple T 0 have distinct rst co-ordinates (in X ), and
distinct second co-ordinates (which must be 1,2,3); and that the family C0=(T 0: T 2 C)
partitions the set X  f1; 2; 3g.
Next, for each x 2 X , let Fx be the collection consisting of the four triples f(x; 1),
(x; 4); (x; 5)g; f(x; 3); (x; 4); (x; 5)g; f(x; 2); (x; 6); (x; 7)g and f(x; 3); (x; 6); (x; 7)g. Let D
be the collection consisting of C0 together with all the triples in the collections Fx for
x 2 X . Thus D contains jCj+ 4jX j= 5n triples.
If some subcollection D0 of D is a partition of Y , then for each x 2 X , exactly one
of the elements (x; 1); (x; 2); (x; 3) is not covered by triples in D0 \ Fx and so must be
covered by triples in D0\C0. It follows easily that X may be partitioned into triples in
C if and only if Y may be partitioned into triples in D. This completes the rst part
of the construction.
Next we shall see how to assign a size s(y) to each element y 2 Y so that the
summing triples of elements in Y are precisely the triples in D. We shall use a family
of almost k-wise independent random variables dened on a small sample space.
Let l=d3 log2 ne+10, let t=2nl, let k=9l, and let =12 . There is a subset 
 of f0; 1gt ,
of size 2(1+o(1))k , with the following property: if a point ! = (!1; : : : ; !t) is picked
uniformly at random from 
, then (!1; : : : ; !t) is -away from k-wise independent {
see [3]. Further such a set 
 can be (explicitly) constructed in time bounded by a
polynomial in n.
Given a point ! 2 
, for each i = 1; : : : ; 2n, let Si = Si(!) be the non-negative in-
teger with binary expansion !(i−1)l+1   !il. When a point != (!1; : : : ; !t) is picked
uniformly at random from 
, then S1; : : : ; S2n are random variables, taking values
in 0; 1; : : : ; N − 1, where N = 2l, and they have the following property. For any
I f1; : : : ; 2ng with 0< jI j69, and for any set Ef0; 1; : : : ; N − 1gI , we have
jP((Si: i 2 I) 2 E)− jEj=N jI jj61=2:
We can now dene the element sizes s(y) for our instance of SUMMING TRIPLES.
For clarity we shall write s(x; 1) rather than s((x; 1)) and so on. Enumerate the elements
of X as x1; x2; : : : ; xn. Given a sample point ! 2 
, for each i=1; : : : ; n we let s(xi; 1)=
2S2i−1(!) + 2N and s(xi; 2) = 2S2i(!) + 2N . Let x 2 X . Suppose that (x; 3) is in the
triple T 0 2 C0, where T 0 also contains (x0; 1) and (x00; 2). Then we let s(x; 3) = s(x0; 1)
+ s(x00; 2) (>4N ). This denes s(x; i) for each x 2 X and i 2 f1; 2; 3g. Now, for each
x 2 X , let s(x; 4) = (s(x; 1) + s(x; 3))=2, s(x; 5) = (−s(x; 1) + s(x; 3))=2; s(x; 6) = (s(x; 2)
+s(x; 3))=2, and s(x; 7)=(−s(x; 2)+s(x; 3))=2. We have now dened a positive integer
size s(y) for each y 2 Y , and each triple in D is always summing.
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Let B
 be the ‘bad’ event that either the values s(y) for y 2 Y fail to be distinct,
or some triple other than those in D is summing. We shall show that P(B)< 1. It
will follow that there is a sample point ! 2 
 n B, and we can nd such a point in
polynomial time by exhaustive search. This will then complete the proof of the lemma.
To prove that P(B)< 1, it suces for us to suppose that the random variables
S1; : : : ; S2n are precisely 9-wise independent, with each uniformly distributed on
f0; 1; : : : ; N−1g, and then to prove that P(B)< 1=2. Observe that, from the denition
of s(y), for each y there is a vector a(y)2f−1; 0; 1; 2g2n, with support of size at most
3, such that s(y)−Pi a(y)iSi is a constant (that is, does not depend on !).
Let y1 and y2 be distinct elements of Y . Let a = a(y1) − a(y2). It is easy to see
that a is a non-zero integer vector with support of size at most 6, and there is a
constant c such that s(y1) = s(y2) if and only if
P
i aiSi = c. But the probability of
this last event is at most 1=N . Thus the probability that the values s(y) for y 2 Y are
not all distinct is at most

jY j
2

1
N6
(7n)2
2N .
We may argue similarly for the unwanted triples. Let y1; y2 and y3 be distinct
elements of Y , which form a triple T which is not in D. Consider the event that
s(y1) + s(y2) = s(y3). Let a = a(y1) + a(y2) − a(y3). Then a has support of size at
most 9, and there is a constant c such that s(y1)+s(y2)=s(y3) if and only if
P
i aiSi=c.
We claim that the vector a is non-zero. It will then follow that the probability that some
triple not in D is summing is at most

jY j
3

3 1N6
(7n)3
2N ; and hence P(B)6
(7n)2(8n)
210n3 < 1=2,
as required.
It remains only to establish the above claim. For each element y = (x; i) 2 Y , let
1(y) = x and 2(y) = i. Also, denote
P
i a(y)i by (y). Assume that a= 0: we must
obtain a contradiction. Note rst that if 2(y)=3 then (y)=4. Hence neither 2(y1)
nor 2(y2) can equal 3, since we would than have
P
i ai > 4− (y3)>0.
Now suppose that 2(y1) 2 f1; 2g, that is (y1) = 2. Then (y2) must be 1 or 2.
We consider these two cases.
(i) Suppose rst that (y2) = 1. Then (y3) = 3. Now a(y1) has only one non-zero
co-ordinate 2, a(y2) has −1; 1; 1 and a(y3) has 1; 1; 1. Then 1(y1) = 1(y2) = 1(y3)
and the triple T = (y1; y2; y3) is in D, a contradiction.
(ii) Now suppose that (y2) = 2. Then (y3) = 4. Now a(y1) has one 2, a(y2) has
one 2 and a(y3) has 2,2. Again the triple T is in D, a contradiction.
We have now shown that 2(y1) 62 f1; 2; 3g, and similarly for y2. Thus both 2(y1)
and 2(y2) are in f4; 5; 6; 7g. So (y1) and (y2) are 1 or 3, and (y3) is 2 or 4.
Suppose rst that (y1) = (y2) = 1, and so (y3) = 2. Then both a(y1) and a(y2)
have non-zero co-ordinates −1; 1; 1 and a(y3) has one 2. But then a(y1) and a(y2)
must have the same support. It follows that 1(y1) = 1(y2), and this is not possible.
Without loss of generality, we may now assume that (y1) = 1 and (y2) = 3.
Then (y3) = 4; and a(y1) has non-zero co-ordinates −1; 1; 1; a(y2) has 1; 1; 1; and
a(y3) has 2,2. Then again we nd that a(y1) and a(y2) must have the same support,
and so 1(y1) = 1(y2) = 1(y3). But now the triple T is in D, a contradiction.
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4. Finding balanced subsets
We noted earlier that it is NP-complete to test if a given family a1; : : : ; an of pos-
itive integers has a balanced subset, but that we may nevertheless wish to search for
balanced subsets in certain heuristic approaches to pattern minimisation. In this section
we see that a straightforward approach based on dynamic programming will solve such
problems in pseudo-polynomial time.
We rst see how to test if there is a balanced subset, and if so to nd one (with
smallest corresponding sum), in O(n
P
i ai) steps. After that we shall see how to nd
a smallest balanced subset, in O(n2
P
i ai) steps. It is not obvious which of these
algorithms would be better within a heuristic method for pattern minimisation.
Let s0 =
P
i ai=2. For each s = 0; 1; : : : ; s0, and each j = 0; 1; : : : ; n, let f(s; j) be
T if there is a subset of f1; : : : ; jg with corresponding sum s, and let f(s; j) equal F
otherwise. Then f(0; j)=T for each j=0; 1; : : : ; n, and f(s; 0)=F for each s=1; : : : ; s0.
We can calculate all the values f(s; j) in turn, in O(1) steps per value, as follows.
for s= 1; : : : ; s0
for j = 1; : : : ; n
f(s; j) f(s; j − 1) _ f(s− aj; j − 1):
(If s< 0 we interpret f(s; j) as F .)
If, in the recurrence above, it is never the case that both terms on the right are T , then
there is no balanced subset. But suppose that this case does occur, and the rst time we
meet it is at s0; j0. Then there are two distinct subsets A and B with corresponding sum
s (one containing j0 and one not). Further A and B must be disjoint, by the minimality
of s0. Clearly we can nd such sets A and B quickly, and their union is the desired
balanced set.
Now suppose that we wish to nd a smallest balanced subset if there is one. We
describe a method based on dynamic programming which takes O(n2
P
i ai) steps.
As before, let s0=
P
i ai=2. For each s=0; 1; : : : ; s0, and each j; k=0; 1; : : : ; n with k6j,
let f(s; j; k) be T if there is a subset of f1; : : : ; jg of size at most k with corresponding
sum s, and let f(s; j; k) equal F otherwise. Then the recurrence.
f(s; j; k) = f(s; j − 1; k) _ f(s− aj; j − 1; k − 1);
together with appropriate boundary conditions, allows us to determine all the values
f(s; j; k) in O(1) steps per value.
For each s = 1; : : : ; s0 let as be the smallest size of a subset of f1; : : : ; ng with
corresponding sum s if there is such a subset, and let as = 0 if not; and let bs be the
second smallest size of a subset of f1; : : : ; ng with corresponding sum s if there are at
least two such subsets, and let bs = 0 if not. We have seen that we can calculate all
the values f(s; j; k) in O(n2s0) steps. From these values f(s; j; k), we can calculate all
the values as and bs within the same time bound, as follows.
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To calculate as, note that as=0 if f(s; n; n)=F and if not then as is the smallest k
such that f(s; n; k) = T . Now suppose that as 6= 0, and consider how to calculate bs.
Note that, if f(s; j; k) = T then we can nd a subset of f1; : : : ; jg of size at most k
with corresponding sum s, by backtracking through the recurrence. We can also tell
if there is more than one such subset by checking if the right side in the recurrence
ever has both terms T . If corresponding to f(s; n; n) (which we know is T ) there is
a unique solution, then bs = 0. Otherwise, bs is the least k such that corresponding to
f(s; n; k) there is more than one solution.
If bs=0 for each s then there can be no balanced subset. Suppose now that there is
at least one non-zero value bs, and let t be a value s which minimises as+ bs over all
s with bs 6= 0. Let At and Bt be distinct sets each with corresponding sum t and such
that jAt j= at and jBt j= bt . (We can nd such sets quickly.) The following claim will
complete our proof.
Claim. The sets At and Bt are disjoint; and Ct = At [ Bt is a smallest balanced set.
Proof of claim. Suppose that the distinct sets At and Bt meet. Denote the sum for AtnBt
by u. Then this is also the sum for Bt n At . But now au + bu <at + bt , contradicting
our choice of t. Thus At and Bt are disjoint as claimed, and Ct is balanced.
Now consider any balanced set C, with parts the disjoint sets A and B, each summing
to s. Then A and B are distinct sets each summing to s. Hence jCj = jAj + jBj>as
+ bs>at + bt = jCt j.
5. Concluding remarks
We have seen that, even for a very restricted case of the cutting stock problem,
it is strongly NP-hard to minimise the number of distinct patterns used, and thus we
cannot expect to be able to solve such problems even in pseudo-polynomial time. The
key notion was that of a balanced subset, and we were led to consider heuristics for
packing balanced subsets, and thus to consider the NP-hard problem of seeking such
subsets.
6. For Further Reading
The following reference is also of interest to the reader: [14].
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