In [8] Brézis and Friedman prove that certain nonlinear parabolic equations, with the δ-measure as initial data, have no solution. However in [9] Colombeau and Langlais prove that these equations have a unique solution even if the δ-measure is substituted by any Colombeau generalized function of compact support. Here we generalize Colombeau and Langlais their result proving that we may take any generalized function as the initial data. Our approach relies on resent algebraic and topological developments of the theory of Colombeau generalized functions and results from [1] .
Introduction
The necessity to prove the existence of solutions of equations may lead to the discovery of new and interesting mathematical structures. Observe that, in general, it takes time for these structures to be fully understood and appreciated by the mathematical community. One might say that the algebras of generalized numbers and functions, introduced in the eighties by J. F. Colombeau, are among these structures. They are natural environments where the multiplication of distributions is something well defined and equals the classical definition for C ∞ functions. It should be noticed that regularization is definitely not the same as working in a Colombeau algebra. A Colombeau algebra is an algebraic and analytic environment! It is well known that rather simple and non-pathological linear equations have no distributional solution. However, the Colombeau algebras are environments where the concept of derivation and that of solution of a P.D.E. can be generalized in a natural way allowing, in many cases, to prove the existence of new and interesting solutions for these equations (see [6] and [9] ).
This was proved by Colombeau and stimulated research in this new field as one can see from the results obtained by the Austrian, Brazilian, French, Serbian and South African research groups and their collaborators (see [2] and [12] ).
In the beginning of the eighties Brézis and Friedman showed that certain nonlinear parabolic equations have no solution if one chooses the initial data to be the δ-measure. These non existence results, new in those days, were considered rather surprising because of several facts carefully explained by Brézis and Friedman. An explanation for these non existence results was given in [9] by Colombeau and Langlais. Even more, they proved that the Brézis-Friedman equations do have a unique solution in the Colombeau algebra, as long as the initial data, which could be a distribution or Colombeau generalized function, had compact support. One natural question can be formulated: Is there still a solution if the initial data has non-compact support? Is this solution unique too?
Since Colombeau defined his new algebras the Theory of Colombeau Generalized Functions has undergone rapid developments. The algebraic and topological aspects of the theory were developed which, in their turn allowed further development of other parts of the theory and led, to the development of a differential calculus which behaves like classical calculus (see [4] and its reference list). A result obtained in [5] states that the set of generalized functions of compact support is a dense ideal in the simplified Colombeau algebra.
To give an answer to the questions raised above we first generalize the result mentioned in the last paragraph, i.e, we prove that the set of generalized functions of compact support is a dense ideal in the full Colombeau algebra. Then, using the results of [1] on quasi-regular sets, we push further the topological stepping stone of the theory. All this is done in sections 1 and 2. In the last section (section 3) we settle, in the positive, the two questions raised above. Notation is mostly standard unless explicitly stated.
The completeness of the full Colombeau algebras
As said in the introduction, in order to solve our problem we will need to establish some topological facts about the Colombeau algebras on the closure of an open set.
We begin by introducing a natural topology T ω,b on the algebra G (ω), where ω is a bounded open subset of R m . The basic facts about the algebra G Ω are presented in [1] (for an arbitrary non-void open subset Ω of R m ). The main results in this section are the completeness of (G (ω) , T ω,b ) and, as an easy consequence, the completeness of (G (Ω) , T Ω ), where G (Ω) (resp. T Ω ) is defined in [[2], 2.1] (resp. [ [3] , Definitions 3.3 and 3.7 and Theorem 3.6] ). In what follows, we will denote by Ω (resp. ω) a non void open (resp. bounded open) subset of R m . We also set I :=]0, 1], I η := ]0, η[ , η ∈ I, K denotes R or C, f := f ω = f ω = sup{|f (x)| |x ∈ ω}, ∀ f ∈ C (ω, K). If K ⊂ X ⊂ R m , the symbol K ⊂⊂ X means that K is a compact subset of X. In the sequel we will use freely the partial order relation ≤ on R introduced in [[3] , Lemma 2.1 and Definition 2.2]. Let us recall that for a given ϕ ∈ D (R m ; K) , ϕ = 0, we define
and it is easily seen that
is moderated and therefore α
In the remainder of this paper we shall use a fixed exhaustive sequence (Ω l ) l∈N of open subsets of Ω (see [[3] , begin of section 2]).
A natural topology on
is any representative of f and σ ∈ N m is arbitrary, we have
is moderate (i.e., u σ ∈ E M (R) and so cl (u σ ) ∈ R + ); 
where f is an arbitrary representative of f . For each r ∈ R we define
So, in the filter basis (W σ,r ) (σ ∈ N m and r ∈ R) we can replace the condition r ∈ R by r ∈ N * .
In the sequel we will use the following trivial results about inequalities:
(b) If x, x 1 , y and y 1 belong to R with 0 ≤ x ≤ x 1 and 0 ≤ y ≤ y 1 then 0 ≤ xy ≤ x 1 y 1 .
Lemma 1.4
For every f, g ∈ G (ω) we have
and f and g are any representatives of f and g respectively. From Definition 1.2 we have also f σ + g σ = cl (u), where 
( f and g are arbitrary representatives of f and g respectively) and that
The two following lemmas will be useful and the proofs, which are trivial (apply [[3] , Lemma 2.1 and Example 2.3]), are omitted.
is suffices to choose s ≥ N + r + 1).
Lemma 1.6
For every g ∈ G (ω) and σ ∈ N m there are c > 0 and N ∈ N such that g κ ≤ c.α
With the notation introduced in Definition 1.2 we have the following result. In the proof below of Theorem 1.7, for the sake of simplicity, we write B instead of B ω,b . Also we will use freely the notation (GA We must show that
Indeed, the assumption in (1) means that f λ ≤ α Verification of (AV ′ I ): For given g ∈ G (ω) and W σ,r ∈ B, we will show that there exists W τ,s ∈ B such that gW τ,s ⊂ W σ,r . Indeed, from Lemma 1.6 it follows that we can find c > 0 and N ∈ N such that
Let M, p, M κ and p κ be as in the preceding proof of (AV ′ II ) and define k := pM c (c from (2)). Now, associated to k, r (which appears in W σ,r ) and N ∈ N (which appears in (2)), from Lemma 1.5 (b) it follows that we can find s(:= N + r + 1, for instance) verifying
Next, we define W τ,s by τ := σ and s := N + r + 1, that is, W τ,s := W σ,N +r+1 and it remains to prove that gW τ,s ⊂ W σ,r . In fact, fix any f ∈ W τ,s = W σ,N +r+1 :
then, from Lemma 1.4 (b), (2) , (4), (3) and the definition of k, we get for every κ ≤ σ:
hence gf ∈ W σ,r and therefore (AV W σ,r we have
since T is Hausdorff. Finally, it is clear that B ω,b and B ′ ω,b generate the same filter (of all the T ω,b -neighborhoods of 0) and since B ω,b is countable, it follows that (see [[7] , chapter 9, 2 0 ed., section 1, n 0 4, Proposition 2]) T ω,b is metrizable. 
is continuous with respect to the topologies T Ω and T ω,b on G (Ω) and G (ω) respectively. In the next results we denote by K Top Alg the category whose object are the K-topological algebras with the natural morphisms. 
Proposition 1.9 The topology T Ω on G (Ω) is the initial topology (in the category
and G Ω l is endowed with the topology T Ω l ,b . In other words, T Ω is the coarsest topology on G (Ω), compatible with the structure of K-algebra of G (Ω), for which all the maps r l (l ∈ N) are continuous. P r o o f. Let denote by T * Ω the initial topology on G (Ω) for the family (r l ) l∈N (in the category K Top Alg.) Then it is well known that T * Ω has a fundamental system of 0-neighborhoods B * Ω consisting of sets of the following type:
where
and (r i ) 1≤i≤p are finite sequences in N, N m and N respectively and
σ,r ∈ B Ω l ,b (here we need the upper index (l) since we are working with the subset W σ,r of G Ω l which is denoted by W (l) σ,r ). From Lemma 1.8 it follows that all the maps r l (l ∈ N) are continuous when G (Ω) is endowed with the topology T Ω and therefore T * Ω
T Ω . In order to prove that T Ω T * Ω it suffices to show that
In fact, we can prove the following more precise statement
note that the first member of (6) is of the type (5). Now it is clear that (6) follows immediately from the definitions.
Lemma 1.10 Let ω and ω 1 be two bounded open subsets of R
is continuous when G (ω) and G (ω 1 ) are endowed with the topologies T ω,b and T ω1 , b respectively.
The following result is an adaptation to our case of the category of the topological metrizable K-algebras of [ [11] , Chapter 2, section 11, Proposition 3].
Proposition 1.11 Let A be a metrizable topological ring, (F p ) p∈N a sequence of metrizable topological Aalgebras and assume that the condition below holds:
(a) If p, q ∈ N and p ≤ q then there exists a continuous homomorphisms of A-algebras f pq : F q → F p . Now, for a given A-algebra E we assume that the following two conditions hold: 
it is clear that (y p ν ) ν∈N is a Cauchy sequence in F p for each p ∈ N and hence
Now, we will prove that x p = f pq (x q ) whenever p, q ∈ N and p ≤ q. Fix p, q ∈ N with p ≤ q arbitrary. Since y q ν −→ ν→∞ x q in F q the continuity of f pq shows that
On the other hand, from (7) and the condition (b) we get
and then, f pq (x q ) = x p follows from (9) and (10). Therefore, the hypothesis (c) implies that there exists x ∈ E such that
Next, fix an arbitrary T -neighborhood W of 0 in E that we can choose of the form
and therefore, by defining ν 0 := max 1≤k≤n l k , we can conclude from (7), (11) and (12) that
Theorem 1.12 If ω is a bounded open subset of R m then G (ω) endowed with the topology T ω,b is complete.
Before the proof of Theorem 1.12 we use it together with Proposition 1.11 to prove that G (Ω) endowed with the topology T Ω is complete (where Ω is an arbitrary open subset of R m ). The role of A, F p , E, f pq and f p will be performed here by
, respectively. Hypotheses (a) and (b) of Proposition 1.11 are obviously satisfied in view of Lemma 1.10 and, by Proposition 1.9, we know that T Ω is the initial topology on G (Ω) for the sequence (r l ) l∈N and T Ω is metrizable by Theorem 1.7. So it remains to show that the hypothesis (c) of Proposition 1.11 holds. Indeed, fix any
we will show that there exists
which shows that condition (c) of Proposition 1.11 holds in our case.
We can then conclude that we have the following consequence of Proposition 1.11 and Theorem 1.12:
The remainder of this section is essentially devoted to the rather long proof of Theorem 1.12 and to some auxiliary results which will need in the last section.
In order to prove Theorem 1.12 we start from some easy remarks which will be useful later. (b) Let (x n ) n 1 be a Cauchy sequence in an abelian topological metrizable group G and
In the result below, for κ ∈ N m we will use the following function ψ κ defined by
m and, of course, the restriction ψ κ | ω will be also denoted by
In what follows we will often use the notation introduced in Definition 1.2 and Lemma 1.1. 
and, moreover, g * (κ) is given [as function of θ κ and of the representative g fixed at the beginning ] by (I) (d).
(III) For a given (σ, r) ∈ N m × N * the conditions below are equivalent:
(ii) There exist a finite sequence g * (κ) κ≤σ of representatives of g and a finite sequence θ κ κ≤σ in N (R) such that
Note that (13) means that g * (κ) κ
The notation g * (κ) , g (κ) and θ κ emphasize that these functions depend on g and κ.
Clearly (14) is equivalent to
Proof of Lemma 1.15. (I): Since g is a representative of g, from the definition of g κ (see Definition 1.2) it follows that there is a unique θ κ ∈ N (R) such that
Next, define g (κ) by the identity in (b) then for each (ϕ, x) ∈ A 0 ×ω we have
which proves statement (c) and, from (17), also statement (a). Statement (d) is also trivial since the definition of g * (κ) shows that
From Remark 1.14 (a) there are representatives R 1 and R 2 of g κ and α
• r respectively such that u = R 1 − R 2 . Since g is a representative of g it follows that g κ is a representative of g κ , hence
which shows that u = ( g κ + n κ ) − R 2 and therefore from (18) we get
Since h := α
is a representative of g κ and therefore, the proof of (I) implies that
Consequently
and therefore, from (19), we get
Finally, from (I) (d) we have R = g * (κ) κ + θ κ which together with the first identity of (21) implies that (22) become g * (κ)
From (II), for each fixed κ ≤ σ, the inequality
• r is equivalent to the statement "∃ θ κ ∈ N (R) , and ∃ a representative g * (κ) of g such that (13) holds",
In what follows we will use the following notation
of representatives of f νi+1 − f νi and finite sequence θ iκ
P r o o f. Since (W σi,i ) i≥1 is a decreasing sequence of 0-neighborhoods in (G (ω) , T ω , b), from Remark 1.14 (b) it follows that we can find a subsequence (f νi ) i≥1 of (f ν ) ν≥1 such that
Fix an arbitrary representative f νi of f νi for each i ≥ 1. We shall apply Lemma 1.15 (III) and (26) to the representative
of R i . Then we can find a finite sequence θ iκ κ≤σi+1 in N (R) and a finite sequence R * (κ) i κ≤σi+1 of representatives of R i such that
which proves (24). Moreover, by the proof of Lemma 1.15 (III) we know that R * (κ) i is given by Lemma 1.15
hence, from the definition of R i we get
which proves (23). Clearly from (24) it follows that
which implies at once that
[in fact, otherwise (28) would be false implying at once a contradiction with (27).] Now, from (28), (23) and (24) we can conclude that for all (ϕ, x) ∈ A 0 ×ω, i ≥ 1 and κ ≤ σ i+1 we have
which from (28) implies
The application of Lemma 1.16 in the proof of Theorem 1.12 shall show that in fact, the important statement of Lemma 1.16 is (25), and that the other statements (23) and (24) are only preparatory results.
Proof of Theorem 1.12. Let (f ν ) ν≥1 be a Cauchy sequence in (G (ω) , T ω,b ). We must shows that there exists f ∈ G (ω) such that f ν −→ ν→∞ f , in the topology T ω,b . To this end, we shall consider the subsequence (f νi ) i≥1 of (f ν ) ν≥1 defined by (26) (see the proof of Lemma 1.16) and fix a sequence f νi i≥1 where f νi is an arbitrary representative of f νi for each i ≥ 1. We shall use the sequence f νi i≥1 to define an element
, and hence f ν −→ ν→∞ f . So, from now on, we assume that the following are fixed: the subsequence (f νi ) i≥1 , a representative f νi of f νi for each i ≥ 1, R i := f νi+1 − f νi and R i := f νi+1 − f νi . Since (ν i ) i≥1 is strictly increasing it is clear that (A νi ) i≥1 and I ν −1 i i≥1 are strictly decreasing. For every i ≥ 1 and x ∈ ω we define
hence, for all i ≥ 1, x ∈ ω and β ∈ N m we have
Obviously, we have
Clearly, for every (ϕ, x) ∈ A 0 ×ω, the series in the second member of (30) is finite [indeed, note that for every ϕ ∈ A 0 we have "or ϕ / ∈ A ν1 or ∃! s ∈ N * such that ϕ ∈ A νs ∩∁ A νs+1 "], hence f is well defined and furthermore, ∀β ∈ N m and (ϕ, x) ∈ A 0 ×ω we have that ∂
Next we shall prove that
Initially, note that from (29) we get
Clearly, to prove (32) it suffices to show the moderateness of the function
So, we must show the following statement
Indeed, for a given β ∈ N m , choose r ∈ N * such that
and consider the function U r defined by U r (ϕ, x) := i≥r u i (ϕ, x) , ∀ (ϕ, x) ∈ A 0 ×ω. By the same finiteness argument used proving (31) we have
In view of (25) (see Lemma 1.16) applied to R i with κ = β ≤ α i+1 , ∀ i ≥ r, see (35)) we can write
From (36) we have
which together with (33) and (37) implies
Thus, from (38) it follows that
which obviously implies (34) since the finite sum ( f ν1 + i≥r u i ) is moderated. Hence U = U 1 is moderated and (32) is proved. Finally, we will show that f νi −→ i→∞ f in the topology T ω , b . Fix an arbitrary 0-neighborhood
, we must show that there exists θ ∈ N verifying
In view of (30) and (31) we have
For an arbitrary t ∈ N * , if ϕ ∈ A νt verifies i (ϕ) ∈ I ν
, we can write (40) as
and consequently
which by (33) implies
Now, we choose θ ∈ N * (see (39)) such that
Clearly (40) and (41) hold for any κ ∈ N m but now, in order to prove (39), it suffices to consider κ ≤ λ. Next, we apply (25) (see Lemma 1.16) for an arbitrary fixed κ ≤ λ, hence (by (42)) we have κ ≤ λ ≤ σ θ+1 ≤ σ t+1 , ∀ t ≥ θ, which shows that the term σ i+1 in (25) should be replaced by σ t+1 for all t ≥ θ. Therefore we can write
[Note that in (25) all the parameters vary freely: "i ≥ 1, κ ≤ σ i+1 , ϕ ∈ A 0 " but in the above application of (25), κ is fixed by the condition κ ≤ λ ≤ σ θ+1 (see (42)) which implies κ ≤ σ t+1 , ∀ t ≥ θ, hence the above inequality is true for all t ≥ θ.] and therefore (writing ϕ ǫ instead of ϕ):
Hence, we can find an upper bound for the second member of (41) in the following way: for ϕ ∈ A 0 , ε ∈ I η(ϕ) (η (ϕ) was already defined by η (ϕ) :
and therefore we can write
, ∀ ϕ ∈ A 0 , and t ≥ 1. Then, by (41) and (43) we obtain:
Next, note that since θ > p (see (42)) and ε ∈ I ηt(ϕ) which implies i (ϕ) ε < 1 2 it follows at once that
which by (44) implies
Since the above inequality means that α (45) shows that for every t ≥ θ we have proved that
and therefore (see [[3] , Lemma 2.1 (ii)]), (39) is proved.
Proposition 1.17 The set
P r o o f. Let (χ l ) l≥1 be a regularizing family associated to the fixed exhaustive sequence (Ω l ) l≥1 for Ω, that is, χ l ∈ D (Ω l+1 ) and χ l | Ω l ≡ 1 for each l ≥ 1. Then it will suffice to show that for an arbitrary f ∈ G (Ω) we have
in the topology T Ω . To this end fix an arbitrary 0-neighborhood W β ν,r in G (Ω) (β ∈ N m and ν, r ∈ N * ) and fix
and therefore
(c) The set {V −N |N ∈ N} is a fundamental system of bounded sets in K, T .
P r o o f. In the proof of this result we will need the following characterization of the relation x ≥ 0 where x ∈ R and x is any representative of x ( which is obviously equivalent to the conditions in
(a) case 1: x 0 = 0 and r > 0. Fix an arbitrary V s with s > 0; it suffices to show that there exists t > 0 such that
Indeed, it suffices to take t > max (s − r, 0) by applying [[3] , Lemma 2.1 (i)] and then the proof of (47) follows at once. case 2: x 0 = 0 and r ≤ 0. Fix an arbitrary V s with s > 0; choose t > max (s − r, 0); then the proof of (47) follows from (46) with b 0 := −r > 0 if r < 0 (the case r = 0 is trivial). case 3: x 0 ∈ R and r ∈ R. Fix an arbitrary V s with s > 0; then it suffices to show that there is a Tneighborhood W of 0 such that
It is easy to see that (48) follows from the continuity of the addition and multiplication in K, T and from the fact that V r is bounded for each r ∈ R (cases 1 and 2) .
(b) If µ is any representative of µ then there is N ∈ N such that ∀ ϕ ∈ A N ∃ c > 0 and η ∈ I verifying
Now, if x is any representative of an arbitrary x ∈ V s it suffices to apply [ [3] , Lemma 2.1 (i)] to x and to µ x for to get |µx| ≤ α B be a bounded set in (G (ω) , T ω,b ) then, for a given V s with s > 0, there is V t with t > 0 such that
Since 0 ∈ Inv K there is λ −1 ∈ V t ∩ Inv K and then, from the above inclusion, it follows that λ −1 B ⊂ V s and therefore B ⊂ λV s and the conclusion follows from (b).
(d) Fix an arbitrary W β,t (β ∈ N m , t ∈ R * + ), then we must show that there exists r > 0 such that
From the assumption (B), for the above fixed β ∈ N m , ∃ N ∈ N such that
We set r := N + t. Fix λ ∈ V r , u ∈ X and representatives λ and u of λ and u respectively. From (46), λ ∈ V r means that
On the other hand, from the condition (B), the relation u ∈ X means that
Next we are going to prove (49), that is, λu ∈ W β,t . We define N 0 := max (N ′ , N 1 ). Fix b > b 0 := max (r, t) , ϕ ∈ A 0 and set
We apply (50) with b 
that is, λu ∈ W β,t .
Two auxiliary results
Fix a bounded open subset Ω of R m , T ∈ R * + and set Q := Ω × ]0, T [ ⊂ R m+1 . For given f ∈ G Q and t 0 ∈ [0, T ] we must give a sense to the "restriction"
showing that R can be identified naturally to an element of G Ω .
Note that R does not a priori make sense since int Ω × {t 0 } = ∅ and hence Ω × {t 0 } is not a quasi regular set (see [[1] , Definition 1.1]).
Fix a representative f ∈ E M Q of f ; then the restriction
is well defined since 
With the above notation we have
is the function defined similarly as f * t0 by changing f by g, then
For the fixed representatives f and f * t0 of f and f t0 respectively,
which implies that the moderation of f * t0 follows at once from the moderation of f . and we shall show that
where W * σ ′ ,s denote the subset W σ ′ ,s of G Q . Since in this proof we shall work with two different dimensions we shall need the elements α
and also the elements β
The relation f ∈ W * σ ′ ,s means that
Note that
where κ := (κ 1 , . . . , κ m ) hence κ ′ ≤ σ ′ ⇐⇒ κ ≤ σ, therefore we can write (54) in the following way
From the definition of f * t0 we get
Now, it is easily seen that the function (see [[2] , Lemma 3.1.1]):
is a representative of f t0 κ ′ and since the function
is a representative of f t0 κ , it is clear from (56) and [[3] , Lemma 2.1(iii)] that
Next, note that β
is the natural isomorphism induced by the map 
This inequality together (54) and (57) shows that f t0 κ ≤ α 
Clearly, the set E M [∂Ω × X] with the pointwise operations is a K-algebra and the set N [∂Ω × X] of all u ∈ E M [∂Ω × X] verifying the condition:
. This allows to set
In the sequel we restrict attention to the present case: Ω is a bounded open subset of R m and X := [0, T ] ⊂ R + (T > 0). Therefore, since ∂Ω and X are compact sets, the conditions (M III ) and (N) can be simplified for it is enough to work with K = X and H = ∂Ω. In what follows, for the sake of simplicity, we set
and we will define a topology on G(Q * ). For a given u ∈ G (Q * ) let u be any representative of u then, for every ν ∈ N the function
which shows that cl u (ν) ∈ R + is independent of the chosen representative chosen of u. Therefore, for each ν ∈ N, we have a function
where u is any representative of u. Clearly p (ν) is a G-seminorm (see [[3] , Definition A.1]), that is, for all u, v ∈ G (Q * ) and λ ∈ K we have
It follows that the set B Q * of the sets (ν ∈ N, s ∈ R):
is a fundamental system of 0-neighborhoods for a topology T Q * on G (Q * ) which is compatible with the Kalgebra structure of G (Q * ) (the proof of this statement, which consists in showing that B Q * satisfies the seven condition of [ [3] , Proposition 1.2 (2 o )], is easy but rather tedious and we do not give it here). Now, fix w ∈ G Q and any representative w ∈ E M Q of w. Then the restriction
which shows that we get a natural homomorphism of K-algebras
where w is any representative of w. In the result below we assume that G (Q * ) (resp. G Q ) is endowed with the topology T Q * (resp. T Q,b , see Theorem 1.7).
Lemma 2.2
The above map ρ = ρ Q is continuous. P r o o f. Since the topology T Q,b (resp. T Q * ) is defined by the set (see Theorem 1.7)
(resp B Q * := {N ν,s |ν ∈ N and s ∈ N * }) it suffices to show that for an arbitrary given N ν,s ∈ B Q * there is W σ,r ∈ B Q,b such that
Fix N ν,s arbitrary in B Q * then by defining σ := (0, ν) ∈ N m × N and r := s it is easy to check that w ∈ W (0,ν),s ⇒ ρ (w) ∈ N ν,s .
An initial boundary value problem
In this section we shall use the following notation: 
IBVP is an abbreviation for "initial boundary value problem "
Next, for the benefit of the reader, we shall begin by presenting four results of [ [9] ] which we will need for to solve our problem.
where T ∈ R * + and a 0 (x, t) ≥ 0 in Q. Then for every k ∈ N there exists P k ∈ R [x] with coefficients independent of a 0 , f, g and h, such that
Next, by applying Lemma 3.3 to the solution u pq (ϕ, −) of (63), with f = h = 0 and g (x) := ( u 0p − u 0q ) I m+1 m (ϕ) , x , we can conclude that for each k ∈ N there is P k ∈ R [x] (with coefficients independent of a pq and u 0p − u 0q ) such that (for each ϕ ∈ A 0 (m + 1)):
Now, the next steps of this proof are as follows: first, we shall prove that (u p ) p≥1 is a bounded sequence in G Q , T Q,b ,
and, then, by applying (64) and (65), we shall prove that
from which our existence result follows. Indeed, from (66) and Theorem 1.12 we get
Since from the definitions of u p and u 0p we have hence, u is a solution of (60) with initial condition u 0 ∈ G Ω . It remains to prove (65) and (66).
Proof of (65):
In view of Lemma 1.18 (d) it suffices to prove the following statement:
Fix any β ∈ N m+1 and choose k ∈ N such that k ≥ |β|, then k ≥ |σ| for each σ ≤ β and therefore, from (62) we have ( u p ) σ (ϕ) ≤ P k u 0p I m+1 m (ϕ) , − C 2k+1 (Ω) , ∀ ϕ ∈ A 0 (m + 1) .
Next, it is easy to check that the class in R of the moderated function defined by the second member of (69) is and hence, from (71) it follows that
On the other hand for each (p, q) ∈ N 2 we have 
Obviously there exists L ∈ N such that
and since σ ≤ β ⇒ |σ| ≤ |β| ≤ k, we have
Since (u 0p ) p≥1 is a Cauchy sequence there is ν ∈ N such that p, q ≥ ν ⇒ |τ |≤2k
where β (77) and (78) we get
Finally, the uniqueness of the solution is obvious since this is precisely [ [9] , Theorem 2] . Indeed, in the proof of this result, the initial data u 0 disappears and so, the compactness or not of supp (u 0 ) is irrelevant. Therefore, this result holds in our case.
