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ABSTRACT
This paper presents regression methods for estimation of head
pose from occluded 2-D face images. The process primarily
involves reconstructing a face from its occluded image, fol-
lowed by classification. Typical methods for reconstruction
assume that the pixel errors of the occluded regions are in-
dependent. However, such an assumption is not true in the
case of occlusion, because of its inherent contiguous nature.
Hence, we use nuclear norm as a metric that can describe well
the structure of the error. We also use LASSO Regression
based l1 - regularization to improve reconstruction. Next, we
implement Nuclear Norm Regularized Regression (NR), and
also our proposed method, for reconstruction and subsequent
classification. Finally, we compare the performance of the
methods in terms of accuracy of head pose estimation of oc-
cluded faces.
Index Terms— Head pose estimation, Occlusion, Nuclear
Norm, Regularized Regression, l1− norm
1. INTRODUCTION
Estimating the head pose from a 2-D image is important for
face recognition and verification, face detection and analysis.
Applications such as video surveillance, intelligent environ-
ments and human interaction modeling require head pose es-
timation from low-resolution 2-D face images. The task of
pose estimation is particularly more challenging when deal-
ing with occluded images.
Most of the available methods in the literature estimate
pose by either fitting a 3-D model or by capturing the appear-
ance characteristics using complex neural networks. Keeping
in mind the geometrical nature of the problem, we attempt
to solve the problem using regression analysis for dictionary
based classification.
Among appearance-based techniques are methods such as
the approach proposed by Meynet et al.[5] where a tree of
classifiers is trained by hierarchically sub-sampling the pose
space, and the technique of Li and Zhang[3] who apply a de-
tection pyramid which contains classifiers with increasingly
finer resolution. Further appearance-based approaches are the
systems developed by Stiefelhagen[10] and Rae and Ritter[7]
which are based on neural networks.
Model-based approaches use a geometric model of the face
for pose estimation. The methods proposed by Stiefelhagen
et al.[8] and Gee and Cipolla[1] extract a set of facial features
such as eyes, mouth and nose, and map the features onto a 3-
D model using perspective projection. The disadvantage with
model-based methods is that they are computationally expen-
sive and most of them need manual initialization.
In this paper, we propose a method based on [6] for pose
estimation of occluded images based on regression analysis
on a pose dictionary. We follow a two-step process: first,
the reconstruction of a face from its occluded image; second,
classification into pose categories. We use Nuclear Norm (to
capture the structure of occlusion) and l1 - norm regulariza-
tion for better reconstruction of face images with pose varia-
tions.
2. RECONSTRUCTION METHODS
In this section, we introduce the Nuclear Norm Regularized
Regression (NR) for reconstruction from occluded images,
and our proposed modification. These methods code a sam-
ple image as a linear combination of the training images. We
tailor these reconstruction methods for pose estimation.
Suppose that we are given a dataset of l matrices
A1, . . . ,Al ∈ Rmxn and a test matrix Y ∈ Rmxn. We repre-
sent Y linearly by taking the following form:
Y = F(x) + E (1)
where F(x) = x1A1+. . .+xlAl, x = (x1, . . . , xl)T ∈ Rl is the
representation coefficient vector, and E is the representation
error matrix. The objective, then, is to find a representation
coefficient vector x by solving an optimization problem.
2.1. Nuclear Norm Regularized Regression
Consider the problem given in (1). Regression-based recon-
struction methods for occluded images assume that the pixel
errors are independent. However, this assumption is not valid
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in the case of contiguous occlusion, as the errors are spatially
correlated. Also, in this case, the error image is neither sparse,
nor low rank (for the example shown in Figure 1, the error im-
age of size 165 x 120 was found to have full column rank). To
this end, Qian et al. [6] proposed a Nuclear Norm Regularized
Regression (NR)-based algorithm to find an optimal represen-
tation coefficient vector x.
In general, the l1 - norm best describes the error image
when it follows a Laplacian distribution, while the l2 - norm is
useful for the case of Gaussian distribution. As shown in Fig-
ure 1a, the distribution of a structurally correlated error image
does not follow either of the distributions. Hence, l1 and l2
norms cannot characterize this kind of occlusion effectively.
From Figure 1b, it can be seen that the singular values of error
image fit the Laplacian distribution. Since the singular values
are non-negative, and the nuclear norm is the sum of singular
values of a matrix, so it can be considered as l1 - norm of the
singular value vector. Therefore, the nuclear norm has been
utilized in this algorithm to capture the structure of error. Ad-
ditionally, an l2 - norm based regularization term for x has
been added to avoid overfitting.
Based on this, the method is aimed at finding the optimum
representation coefficient vector x by solving the following
NR optimization problem:
minimize
x
‖ F(x)− Y ‖2F + λ‖ F(x)− Y ‖∗ +
η
2
‖ x ‖22
(2)
where F(x) =
l∑
i=1
xiAi
λ and η are regularization parameters and x ∈ Rl is the rep-
resentation coefficient vector.
Solving the NR Problem:
The problem described in (2) can be reformulated as:
minimize
x,E
‖ E ‖2F + λ‖ E ‖∗ +
η
2
‖ x ‖22
subject to F(x)− Y = E
(3)
We solve the above problem using the Alternating Direction
Method of Multipliers (ADMM).
(a) (b)
Fig. 1: (a) Distribution of Error Image (b) Distribution of Sin-
gular Values of Error Image
The augmented Lagrangian for (3) is given by :
Lµ(x,E,Z) = ‖ E ‖2F + λ‖ E ‖∗ +
η
2
xT x+
Tr(ZT (F(x)− E− Y)+
µ
2
‖ F(x)− E− Y ‖2F
(4)
where µ > 0 is the penalty parameter, Z is the Lagrange mul-
tiplier and Tr(·) is the trace operator.
ADMM consists of the following iterations:
xk+1 = argm
x
in Lµ(x) (5)
Ek+1 = argm
E
in Lµ(E) (6)
Zk+1 = Zk + µ(F(xk+1)− Ek+1 − Y) (7)
Updating x: The function Lµ(x) in (5) is given by:
Lµ(x) =
η
2
xT x+Tr(ZT (F(x))+
µ
2
‖ F(x)−E−Y ‖2F (8)
We define H = [Vec(A1), . . . ,Vec(An)], g = Vec(Ek +
Y − 1µZ) where Vec(·) converts a matrix into a vector. The
above problem can then be simplified as a ridge regression
model, the solution to which is shown below:
xk+1 = (HTH +
η
µ
I)−1HT g (9)
Updating E: The function Lµ(E) in (6) can then be rewritten
as:
Lµ(E) =‖ E ‖2F +λ ‖ E ‖∗ −Tr(ZTE)+
µ
2
‖ F(x)−E−Y ‖2F
(10)
The solution to the above problem is given by:
Ek+1 = UT λ
µ+2
[S]V (11)
where (U,S,VT ) = svd( µµ+2 (F(x)− Y + 1µZ).
The singular value shrinkage operator T λ
µ+2
[S] is defined
as T λ
µ+2
[S] = diag({max(0, sjj − λµ+2 )}1≤j≤r), where r is
the rank of S.
Given a set of matrices A1,. . . ,Al and a matrix Y ∈ Rmxn,
the model parameters λ & η, and the termination condition
parameter ; E0, Z0 & µ are initialized; and x, E & Z are up-
dated until the following stopping criteria :
‖ F(xk+1)− Ek+1 − Y ‖F≤  or
max(‖ xk+1 − xk ‖F, ‖ Ek+1 − Ek ‖F) ≤  is met.
We direct the readers to [6] for more insight into the algo-
rithm and its convergence.
2.2. Proposed Modification - NR with l1 Regularization
The method discussed in the previous section uses l2 regular-
ization (ridge regression) for penalizing the representation co-
efficient vector x. Ridge regression penalizes the components
of x, without ever driving them to 0. However, in our case, it
is desired that x be of the form [0, ..., 0, αi1, ..., αit, 0, ..., 0]T ,
with non-zero coefficients corresponding to the dictionary
columns from the ith class, to which the test image belongs.
To tackle this problem, we turn to the LASSO regression al-
gorithm as described in [9]. LASSO uses l1 regularization
to minimize least squares. An increase in penalty associated
with the l1 norm forces some coefficients to become 0, which
can be advantageous for our problem. Based on this, we pro-
pose using l1 regularization for x instead of l2 regularization
in (3). Using this, we get the modified optimization problem
as:
minimize
x,E
‖ E ‖2F + λ‖ E ‖∗ +
η
2
‖ x ‖1
subject to F(x)− Y = E
(12)
where F(x), x, Y and Ai, i = 1, . . . , l are as defined in the
previous section.
The augmented Lagrangian for (12) is given by :
Lµ(x,E,Z) = ‖ E ‖2F + λ‖ E ‖∗ +
η
2
‖ x ‖1 +
Tr(ZT (F(x)− E− Y)+
µ
2
‖ F(x)− E− Y ‖2F
(13)
where µ > 0 is the penalty parameter, Z is the Lagrange
multiplier and Tr(.) is the trace operator.
Solving the Modified NR Problem:
We again use the Alternating Direction Method of Multi-
pliers (ADMM) for solving the given problem. The update
equations for ADMM are same as described in (5), (6) and
(7).
Updating x: The function Lµ(x) in (5) is now:
Lµ(x) =
η
2
‖ x ‖1 +Tr(ZT (F(x)) + µ
2
‖ F(x)− E− Y ‖2F
(14)
The corresponding update equation is given by:
xk+1 = argm
x
in (
µ
2
‖ Hx− g ‖22 +
η
2
‖ x ‖1) (15)
where H and g are as defined in the previous section.
The solution to the problem described above can be ob-
tained using proximal operator as:
xk+1 = prox η
2µ
(HTH)−1HT g) (16)
Denoting the quantity (HTH)−1HT g by α ∈ Rl, the up-
date equation for the ith component of x is given by:
xk+1i =

αi − η2µ , if αi > η2µ
0, if |αi| ≤ η2µ
αi +
η
2µ , if αi < − η2µ
(17)
Fig. 2: Accuracy vs parameters λ and η for NR
Fig. 3: Accuracy vs parameters λ and η for Modified-NR
Updating E and Z: The function Lµ(E) remains the same as
in (10). Thus, the corresponding update equations for E and
Z remain the same as in the previous section ((11), (7)). We
use the same stopping criteria as in the previous section.
3. EXPERIMENTAL DETAILS AND RESULTS
We use the algorithms to classify the images based on a set of
pose angles. For this purpose, we use the MULTIPIE dataset
[2]. It contains 337 subjects, captured under 15 view points
and 19 illumination conditions in four recording sessions for
a total of more than 750,000 images.
We construct our set of training images Ai’s (vectorized
to form D) by using a subset of the dataset, consisting of 50
images for each of the pose angles 0o, ±30o, ±60o and ±90o
for the training set. The training dictionary, thus, comprises
of 50 images each from 7 pose classes. We use 20 images of
each of the pose angles for the test set. Block occlusion is
added to the test images by randomly blackening the pixels
in a square area of specified size. Both the training and test
images are cropped to a size of 64 × 64. Using the algo-
rithms described in Section 2, the corresponding optimum
representation coefficient vectors are obtained for each of the
test images. Using the coefficients corresponding to each
particular pose class, 7 corresponding reconstructions are
obtained for each test image. Reconstruction residuals from
each class are computed using the Frobenius norm, and the
pose class is assigned based on the minimum residual error.
The percentage accuracy for an algorithm is calculated as the
percentage of test images correctly classified.
Reconstruction using NR and Modified-NR: As seen in
section 2, the ADMM iterations for NR and Modified-NR
depend on the parameters λ, η and µ. We vary these param-
(a) (b)
(c) (d)
(e) (f)
Fig. 4: (a) Sample image from [4] and (b) test images in angles Left-90◦, Left-60◦, Left-30◦, Frontal, Right-30◦, Right-60◦,
Right-90◦ with block occlusion, (c) and (d): Corresponding reconstructions by NR, (e) and (f): Corresponding reconstructions
by Modified-NR, capturing more facial details than (c) and (d)
eters to obtain the optimal parameter set for which the pose
estimation accuracy is maximum. For NR, λ is varied from
0.001 to 1000 in powers of 10, for fixed η = 40, 000 and µ =
1. Then, η is varied from 0.4 to 40, 000 in powers of 10 for
fixed λ = 100 and µ = 1. The corresponding plots are shown
in Figure 2. Next, µ is varied to be 0.1, 1 and 10 for fixed
η = 4000 and λ = 100. Although from Figure 2, it can be
seen that λ = 1000 gives the highest accuracy, a value of
λ = 100 is chosen to speed up the process. An accuracy of
97.14% is obtained for all the values of µ under this setting.
Thus, the optimal parameters for NR are found to be λ = 100,
η = 40, 000 and µ = 1.
Similarly, for Modified-NR, λ is varied from 0.001 to 1000
in powers of 10 for fixed values of η = 0.1 and µ = 1. Next, η
is varied from 0.0001 to 10 in powers of 10 for fixed values
of λ = 100 and µ = 1. The corresponding plots are shown in
Figure 3. Finally, µ is varied to be 1, 10 and 100 for fixed η =
0.1 and λ = 100. The values of accuracy obtained are 92.86%
for µ = 1, 91.43% for µ = 10 and 92.14% for µ = 100.
From the values, it can be seen that the accuracy does not
vary much for variation in µ. Thus, the optimal parameters
for Modified-NR are found to be λ = 100, η = 1 and µ = 1.
Variation in Percentage Occlusion: After obtaining the
set of optimal parameters, the percentage of occlusion in the
test images is varied from 10% to 80% in steps of 10 along
each image axis. Figure 4 shows the reconstructed images
with correct pose classification from 25% occluded images.
Figure 5 shows the percentage accuracies for both NR and
Modified-NR by varying the percentage occlusion. As ex-
pected, the accuracy decreases with increasing occlusion for
both the algorithms. Although the accuracy of the modified
NR is less, the reconstructed image captures more details.
Fig. 5: Accuracy vs Occlusion for NR and Modified-NR com-
pared with the baseline method RSC [11]
4. CONCLUSION AND FUTURE WORK
In this paper, we propose a modification of existing meth-
ods of reconstruction from occluded images, tailored for ad-
dressing our problem. Extensive experiments demonstrate the
effectiveness of regression based methods for pose estima-
tion. The advantage of accounting for the structure of error
for accurate reconstruction is demonstrated. Finally, the ex-
periments show the effects of parameter selection, percentage
occlusion and type of algorithm on the performance of the
methods.
In our future work, we will consider methods for improved
parameter selection, such as the use of solutions obtained in
the previous iterations for speeding up future iterations. Ad-
ditionally, we will consider methods to increase the number
of pose angles that can be correctly classified.
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