Abstract. Many potential applications exist where a fast and robust detection of human faces is required. Different cues can be used for this purpose. Since each cue has its own pros and cons we, in this paper, suggest to combine several complimentary cues in order to gain more robustness in face detection. Concretely, we apply skin-color, shape, and texture to build a robust detector. We define the face detection problem in a state-space spanned by position, scale, and rotation. The statespace is searched using a Particle Filter where 80% of the particles are predicted from the past frame, 10% are chosen randomly and 10% are from a texture-based detector. The likelihood of each selected particle is evaluated using the skin-color and shape cues. We evaluate the different cues separately as well as in combination. An improvement in both detection rates and false positives is obtained when combining them.
Introduction
The "Looking at people" research field covers applications where cameras observe humans. This ranges from surveillance, HCI, to motion capture and analysis of athletes' performance. All applications require the humans to be segmented in the image and a tremendous amount of research has been conducted in this field due to the potential applications [11] . For some applications only one or a few body parts are required. For example the human face for applications such as identity recognition, facial expression recognition, head pose estimation or simply to detect the presence of a person. The core technology for such applications is first of all to detect human faces in an image or video sequence. Different methods for doing this have been suggested and they can roughly be grouped according to the type of data they operate on.
Many operate by finding skin pixels in the image and group then into headshaped objects [6, 10, 11] . Such methods are sensitive to other skin-color objects present in the scene. A different approach is to look for head-shaped objects in either a silhouette or edge version of the input image [7, [9] [10] [11] 18] . But again, background clutter can disrupt this data type. Yet another approach is to find features inside the face, e.g., eyes, nose, mouth, hair-line, cheeks, etc., and build a classifier based on their structural relationships [10, 14, 17] . Such approaches are indeed affected by background clutter and therefore work best as a verification tool for possible head candidates [10] . Furthermore they tend to operate best on frontal images and can be quite heavy computational-wise. A related approach is to apply the appearance of the entire face, for example using the texture of the face [10, 16, 17] .
No matter which cues one uses background clutter and other noise sources will challenge the detector. A combination of multiple cues can therefore be applied to make a detector more robust. Often this is done by using either a skin-color detector followed by a verification using facial features [6, 10] or using an appearance-based detector followed by a verification using facial features [10, 14] .
In this work we do a parallel fusion of multiple cues in other to benefit directly the complimentary characteristics of the different cues. This is similar to approaches followed in other domains. For example in [13] where persons are detected using color and texture, and in [15] where hands are detected using color and motion, and in [1] where arms are detected using color, motion and shape. Concretely we combine color, shape and texture to build a robust and fast face detector. Furthermore, since we are interested in detecting faces in video, we apply the temporal context to improve the detections. In section 2, 3, and 4, we describe the shape, color and texture cues, respectively. In section 5 we describe how they are integrated and how the temporal context is applied. In section 6 results are presented and in section 7 a conclusion is given.
Shape-Based Detection
Shape-based detection is based on the fact that the contour of the head is a rather distinct feature in a standard image and the face can hence be found by finding this shape.
Shape-based detection (and recognition) is based on as least two key elements: 1) a definition and representation of the shape and 2) a measure for the similarity between the shape model projected into the current image and the edges found in the current image.
Shape Model
A correct model of human heads and their variations can be trained and modeled using for example a Point Distribution Model. However, for the purpose of detecting the human face a rough model will suffice. A rough and very simple model is an ellipse, which in many cases is a rather accurate match, see figure 1. The elliptic shape is not necessarily unique, i.e., other objects in a scene might have this shape. It has therefore been suggested to enhance the uniqueness by including the shoulder-profile [18] , see figure 1. While the contour of a head seldom deform this is not the case for the shoulder and the head-shoulder profile is therefore often modeled using some kind of dynamic contour represented by a Spline. Due to the extra parameters such methods require extra processing and can be sensitive to arm/shoulder movements. We therefore use an elliptic model.
We note that the neck can be hard to identify resulting in a poor match for the lower part of the ellipse. We therefore only apply the elliptic arc seen in figure 1. 
Shape Matching
Matching is here based on edges extracted from the images. When matching a shape to an image, it is desired that a smooth search space is present. This ensures that not only a perfect match results in a high similarity measure but also solutions in the proximity. This is vital since a perfect match is virtually impossible due to noise and an imperfect shape model. We apply Chamfer matching [2] to generate a smooth search space from an edge image.
Chamfer matching can be used to find occurrences of a shape in an image based on edges extracted from the image. The matching is based on a distance map, which is created from the edge image using a distance transformation. This distance map is an image, in which each pixel contains the distance to the nearest edge. The matching is done by projecting the shape into the distance map, and sum the values of the overlapping pixels in the distance map. The sum is normalized by the number of pixels resulting in the average distance, d, for a particular shape x. This average distance is converted into a likelihood measure as
where α is a constant learned during training.
Color-Based Detection
Detecting a face based on color relays on the notion that skin-color is a rather distinct feature in a standard image. Skin color is in fact a strong cue for finding faces, but obviously flawed by the fact that other skin regions, e.g., hands and arms, are often present. As for the shape cue, this cue also requires the choice of an appropriate representation and matching scheme.
We have assessed different color representations (spaces) and matching schemes and found the one suggested by [8] to be the best in terms of sensitivity. Besides, it operates in the RGB color space, which means that there is no computational overhead in transforming the colors from the input image (R,G,B). Furthermore, the method is chosen, because it is able to detect skin color in indoor scenes with changing illumination. The matching scheme is shown below. The Table 1 . Skin classification rules from [8] .
likelihood measure for the color cue is implemented as an AND operation between the thresholded and filtered skin-color image and an ellipse representing a candidate face, see figure 2. When representing a face using an ellipse, not all face pixels will be classified as skin color, due to eyes, hair, and mouth. The likelihood measure is therefore calculated by counting the number of skin pixels within the ellipse and dividing by β of the total number of pixels within the ellipse. 
Texture-Based Detection
A texture-based detector looks for templates having face-like appearance. In its most simple form template matching is applied. However, in recent years a different strategy has been very successful, namely to use a number of simple and generic templates as opposed to merely one specific template. The basic idea was first proposed in [16] , where two key ideas are presented: 1) create a face detector based on a combination of weak classifiers and combine them to a boosted classifier using machine learning, and 2) create a cascade of boosted classifiers resulting in the final face detector.
A weak classifier is constructed of a single Haar-like feature, a boosted classifier is a weighted combination of weak classifiers, and a cascaded classifier is a sequence of boosted classifiers as illustrated in figure 3. To detect faces in images a subwindow is moved across the image in different scales. Each subwindow is then processed by the cascaded classifier. Each boosted classifier in the cascade is denoted a layer, for each of these the subwindow is evaluated by the corresponding boosted classifier. If the subwindow is classified as a face, it is passed to the next layer. A subwindow must be classified as a face by all layers of the cascade to be detected. A cascaded classifier is trained to consists of increasingly more complex boosted classifiers. Each boosted classifier has a very high detection rate and a moderate false acceptance rate, e.g. 99% detection rate and 50% false acceptance rate. This enables the first few layers of the cascaded classifier to reject a majority of the non-face subwindows in the input image. In this way more computation time is spent on more difficult samples.
The detector can process an image relatively fast due to the simple nature of the features and the clever invention of an integral image [16] . However, training the detector takes a very long time due to the massive amount of possible features, positions and scales and a large training set of normally several 1000s positive and negatives samples.
We apply a subwindow size of 24x24 pixels resulting in around 160.000 possible features. We use the AdaBoost algorithm [16] to do the training using around 5000 face images and 7000 non-face images (which took approximately one month of constant processing!) resulting in a detector consisting of 11 boosted classifiers with a total of 587 weak classifiers.
The output of the detector is a number of subwindows likely to contain a face. Overlapping subwindows are merged into only one output.
Combining the Cues
The different detectors can each analyze a particular position, scale, and rotation in the image. In order to represent all possible solutions we define a state-space spanned by the different degrees-of-freedom. These are the two translations in the x-and y-direction, rotation in the image plane and scale. The first two have a resolution of one pixel and are limited to the image plane. The rotation parameter has a resolution of 15
• degrees and is limited to ±30
• [12] . The scale parameter is linked to the two primary axes of the ellipse in the following manner.
The size of an ellipse is defined by the major and minor axes. In order to limit the number of parameters we use the 2006 anthropometric data from NASA [12] to find the ratio between these axes for average humans: Male: 25,7cm(Height) / 16,5cm(Width) = 1,558. Female: 24,3cm(Height) / 16,8cm(Width) = 1,446. Based on this we define a general average ratio of 1.5 and use that to scale the ellipse. The resolution of the scale-factor is 5 and it is limited by height ∈ [48; 144] pixels, corresponding to 1m − 3m from the camera.
The state-space is spanned by four axes and each point in the space corresponds to one particular position, rotation and scale of the head. A detector can now operate by trying each possible state and see how well it matches the current image using the detectors described above. If a state has a high match then a face is located. Due to the size and resolution of the state-space such a brute force approach is not realistic due to the heavy processing.
For most applications where face detection is required the movement of people between frames will typically be limited, hence, temporal knowledge can be used to reduce the state-space. A well-documented framework for this is a Particle Filter [11] .
When a particle filter is used to reduce the state-space, the space is limited to the states, denoted particles, with a high likelihood in the previous frame. This allows for approximating the entire state-space using several magnitudes of fewer possible solutions. A low number of particles may however cause problems if new persons enter the scene or if a person is not detected in all frames. We therefore only sample 80% of the particles from the state-space in the previous frame and as suggested in [4] we randomly sample 10% of the particles to cover random events. The last 10% are sampled from the output of the texture-based detector. This means that the likelihood function used to evaluate each particle will only be based on color and shape. We have tried different combinations and found this to be the most suitable solution since the texture-based detector is the best stand-alone detector and tends to produce many false positives making it suitable to detect new objects and lost objects. Furthermore, the texture-based detector only estimates three of the four state-space parameters. In figure 4 the cue integration is illustrated. To summarize, the particle filter has two main steps for each frame. First a search space is generated, i.e., likely particles are defined. 80% are predicted from the previous frame using Random Walk. 10% are chosen randomly, and the last 10% are taking from the output of the texture-based detector and diffused to create slight variations. This results in N particles likely to contain a correct state of a face in the current image. Each of these N states are now evaluated regarding color and shape using both the color-based detector and the shapebased detector. The output will be a state-space where each entry contains a likelihood of this particular state being present in the current image. By finding the maximum peaks the faces are detected. Since the particle filter is defined in a Bayesian framework the peaks are equal to the MAP (maximum a posteriori).
Results
We define a correct detection as a situation where minimum 50% of the face is inside the ellipse defined by a state and minimum 50% of the pixels inside the ellipse are skin-pixels from the face. A face is defined as the visible region of the head with hair, but without the neck. We use 250 manually annotated frames from a complicated scene containing background clutter, non-human skin color objects and motion in the background. The algorithm is evaluated using 1000 particles corresponding to 0.2% of the total number of possible solutions in the state-space. The framerate is 5.1Hz on a Pentium 1300MHz Centrino.
Five different evaluations are performed:
A: Texture-based detection B: Particle filter using color detection, and 10% randomly sampled particles in each image C: Particle filter using shape detection, and 10% randomly sampled particles in each image D: Particle filter using color and shape detection, and 10% randomly sampled particles in each image E: Particle filter using color and shape detection, and 10% randomly sampled particles in each image, and 10% samples distributed using the texture-based detection
The particle filter is initialized by random sampling all particles. However, in evaluation E the particle filter is initialized by randomly sampling 50% of the particles and distributing the remaining 50% based on the detections from the texture-based detection. In figure 5 the detection rates and the number of false detections for each of the detectors are shown. The results show that detector E has the highest detection rate and has significantly fewer false detections than the other detectors, i.e., using multiple cues outperforms any of the individual detectors. Detector A has significantly higher detection rate than B, C, and D, which underline the current trend in computer vision of using machine learning based on massive training data. The detection rate of detector B is slightly higher than the detection rate of detector D which is unexpected. However, the number of false detections using detector D is remarkably lower than using detector B meaning that detector C is too sensitive as a detector (primarily due to background clutter), but can contribute to eliminating false detections as it compliment detector B. Comparing detector D and E shows the significance of introducing particles selected by the texturebased detector A. Detector A does introduce more false detections, but using the color and shape cues allow us to prune non-supported states resulting in relative few false detections. Figure 6 shows example images containing for detector E. Fig. 6 . Example images containing both true and false detections using detector E.
Discussion
The tests clearly show the benefit of combining several complimentary cues. Most of the errors of detector E are very close to the actual face, see figure  6 , meaning that the detection rate can be increased and the false detections lowered if the definition of detection in section 6 is relaxed. Another possible improvement is to increase the number of particles, but experiments show that significantly more particles are required resulting in a somewhat slower system. Other alternatives are either some kind of postprocessing, e.g., a Mean Shift tracker [3] or to make each particle converge to a local maximum see e.g., [5] . But again, such improvements will reduce the speed of the system.
