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In the ionic Hubbard model, the onsite repulsion U , which drives a Mott insulator and the ionic potential
V , which drives a band insulator, compete with each other to open up a window of charge fluctuations when
U ∼ V . We study this model on square and cubic lattices in the limit of large U and V , with V ∼ U . Using
an effective Hamiltonian and a slave boson approach with both doublons and holes, we find that the system
undergoes a phase transition as a function of V from an antiferromagnetic Mott insulator to a paramagnetic
insulator with strong singlet correlations, which is driven by a condensate of “neutral” doublon-hole pairs.
On further increasing V , the system undergoes another phase transition to a superconducting phase driven by
condensate of “charged” doublons and holes. The superfluid phase, characterized by presence of coherent (but
gapped) fermionic quasiparticle, and hc/e flux quantization, has a high Tc ∼ t which shows a dome shaped
behaviour as a function of V . The paramagnetic insulator phase has a deconfined U(1) gauge field and associated
gapless photon excitations. We also discuss how these phases can be detected in the ultracold atom context.
A dramatic observable effect of strong interactions between
fermions on a lattice is the formation of Mott insulating states,
where charge motion is suppressed due to large on-site repul-
sion [1, 2]. This effect occurs in a large class of materials like
transition metal oxides [3–6], including parent compounds of
cuprate high Tc superconductors [5, 6]. Recently, Mott in-
sulators have been observed in systems of ultracold fermions
on optical lattices [7, 8], where the repulsive Fermi Hubbard
model with tuneable Hamiltonian parameters can be imple-
mented faithfully.
A theoretically challenging problem is to ascertain the fate
of a system in proximity to a Mott insulator, where charge
fluctuations are induced by different means; e.g. by doping
the system away from commensurate filling (high Tc cuprate
superconductors) [9, 10] or by changing ambient pressure (or-
ganic superconductors) [11] or simply by changing the ratio of
the interaction energy scale to the kinetic energy scale (ultra-
cold atomic systems) [12]. Experimentally, when charge fluc-
tuation is induced around a Mott insulator, competing order
parameters lead to a very rich phase diagram [11, 13] with an
ubiquitous presence of superconducting phases [11, 14, 15].
The Ionic Hubbard model is defined on bipartite lat-
tices [16], where, in addition to the kinetic energy (∼ t) and
the local Hubbard repulsion (∼ U ), the fermions are affected
by a constant one-body potential difference between the two
sublattices (∼ V ). This model, originally proposed to explain
ionic to neutral transitions [16, 17], has also been used to de-
scribe ferroelectric transitions [18–20]. It has recently been
implemented in the context of ultracold atoms [21] where the
relative strengths of U and V can be tuned controllably. In
the absence of interactions, this model describes a band insu-
lator at half-filling due to doubling of the unit cell, while, in
the limit of strong interactions and weak potential, the system
goes into the Mott insulating phase. While both V and U , by
themselves, promote insulating behaviour, they compete with
each other leading to a window of charge fluctuations when
they are comparable to each other.
In this Letter, we study the ionic Hubbard model in the limit
of large U and V , with U ∼ V . The ionic Hubbard model
has been studied in the literature using various techniques like
exact diagonalization [22], DMFT [23–27] and DMRG [22,
28]. Most of these works have focused on the regime U ∼ t,
where they have found an ionic to neutral transition in 1D and
a metallic phase between a band insulator and a Mott insulator.
In contrast, we will focus on U  t, so that we approach a
charge fluctuation regime starting from a Mott insulator. For
large U/t, Manmana et. al [28] have studied the model in 1D
using DMRG, while a slave boson approach has been used in
the limit of small V/U [29].
We use a new canonical transformation to derive an ef-
fective dimer-dipole Hamiltonian for U/t, V/t  1, with
U ∼ V , and study its phase diagram at T = 0 at half-filling
within a slave boson mean field theory. Our key results are:
(i) Fermions hop by converting a spin-singlet on a bond to
a charge dipole, with a doublon and a hole on the two sub-
lattices, inducing charge fluctuation. (ii) Since the kinetic
energy prefers spin-singlets, the antiferromagnetic order de-
creases with increasing V and vanishes at a critical potential
Vc1. (iii) Beyond a critical Vc2 the doublons and holes forming
the dipole on the bond delocalize, leading to their Bose con-
densation. This creates a superconducting state with hc/e vor-
tices. (iv) The superfluid stiffness and critical temperature of
this phase shows a non-monotonic dome shaped behaviour as
a function of V . (v) At large U , Vc2 > Vc1 and the intervening
phase is a paramagnetic insulator described by strong singlet
fluctuations and a paired superfluid [30–32] of doublon-hole
pairs. This phase shows deconfinement of gauge degrees of
freedom, which enforce projection constraints in the system,
and associated emergent gapless “photons” [33]. At lower val-
ues of U , the system shows a first order transition from an AF
insulator to a superconductor.
Low Energy Effective Hamiltonian: The ionic Hubbard
Hamiltonian is given by H = H0 +HT ,
H0 = U
∑
i
ni↑ni↓ +
V
2
∑
i
(−1)ini
HT = −t
∑
〈ij〉σ
c†iσcjσ =
∑
n
Tn− + T
n
+ (1)
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2Here H0, the local part of the Hamiltonian, includes the ionic
potential ±V/2 on B(A) sublattice. Tn+(−) hops a Fermion
from the A(B) to the B(A) sublattice and increases the dou-
ble occupancy by n, with n = 0,±1, causing an energy
change ∆Ens = nU + V s. In the regime, U  t, V  t,
U − V ∼ zt, where z is the co-ordination number, T 1− and
T−1+ are low energy hoppings, even at half-filling. They cre-
ate/annihilate a doublon-hole pair, i.e. a charge dipole on a
bond, so that the Hubbard repulsion is offset by the poten-
tial energy gained in the process. The canonical transfor-
mation [34, 35] then eliminates all high energy hopping pro-
cesses and we obtain the low-energy effective Hamiltonian,
H˜ = H0 +T
1
−+T
−1
+ +
1
U + V
[T 1+, T
−1
− ]+
1
V
[T 0+, T
0
−] (2)
We note that this effective Hamiltonian is obtained by an ex-
pansion around the U = V limit, and is notably different from
the effective Hamiltonian obtained by perturbing around the
U  t, V ∼ 0 limit [36]. Our effective Hamiltonian does
not contain terms ∼ 1/(U − V ), i.e. the resonant processes
encountered in the expansion around V = 0 are treated non-
perturbatively (as O(t) hopping terms) in our approach. We
will later see that this new hopping process kills antiferromag-
netism and leads to a superconductivity of doublons and holes
in this regime. The second order terms lead to spin-spin and
density-density interactions, as well as intra-sublattice hop-
ping terms. We will now use a slave boson mean-field theory
to determine the phase diagram of this effective model.
Slave Boson Formalism: In the slave boson formal-
ism [37], the fermion operator c†iσ = f
†
iσhi + σfiσ¯d
†
i , where
fiσ is a spin 1/2 chargeless fermion (spinon), and holes hi
and doublons di are spinless bosons carrying opposite charge,
±1. The physical Hilbert space is obtained by imposing the
constraint d†idi + h
†
ihi +
∑
σ f
†
iσfiσ = 1 at every lattice site.
At low energies, the doublons are projected out of the
B sublattice and holes are projected out of A sublattice as
they cost an energy ∼ U [38]. The low energy degrees
of freedom are fiA(B)σ , diA and hiB , with the constraints
d†iAdiA+
∑
σ f
†
iAσfiAσ = 1 and h
†
iBhiB+
∑
σ f
†
iBσfiBσ = 1
to be implemented by Lagrange multipliers µA and µB re-
spectively. The effective Hamiltonian is
H˜ =
∑
i
µdi n
d
iA + µ
h
i n
h
iB + µ
f
iAn
f
iA + µ
f
iBn
f
iB
− t
∑
〈ij〉σ
σfjBσfiAσd
†
iAh
†
jB + h.c (3)
+
2t2
U + V
∑
〈ij〉
[
~Si · ~Sj − 1
4
nfi n
f
j
]
+
2t2
V
∑
〈ij〉
ndiAn
h
jB
where µdi = U − V − 2µ− µAi , µhi = −µBi , µfiA = −V/2−
µ − µAi and µfiB = V/2 − µ − µBi , and µ is the chemical
potential. The low energy O(t) hopping term is a process
which converts a spinon-singlet on a bond to a charge dipole
(doublon-hole pair) on the bond and vice versa. The super-
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FIG. 1. The staggered magnetization ms and the condensate frac-
tion of the doublons (holes) φ2 as a function of the ionic potential
V for (a) square lattice with U = 20t and (b) cubic lattice with
U = 25t. (c) and (d): the phase diagram in the U − V plane for (c)
square lattice and (d) cubic lattice.
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FIG. 2. Schematic showing delocalization of doublons and holes.
Red (blue) dots denote A(B) sublattice, and the green bonds are
spin-singlets: (a) A dipole is created in the background of singlets
(b) At low density of dipoles, it fluctuates back to a singlet (c) At
high density of dipoles a neighbouring bond can fluctuate to create
a d − h pair (d) The doublon of one dipole and the hole of another
dipole creates a singlet, leaving a delocalized doublon and hole.
exchange interaction has a reduced scale of 2t2/(U + V ) ∼
t2/U , while there is a nearest neighbour repulsion O(t2/V )
between a doublon and a hole [35].
Mean Field Theory and the Phase Diagram: We first
treat the effective Hamiltonian within a mean field theory,
where the constraints are maintained on the average. We
give mean field expectation value to staggered magnetization
ms = στ〈f†iτσfiτσ〉, where τ = ±1 for A(B) sublattice,
the doublon hole pairing amplitude c1 = 〈diAhjB〉 and the
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FIG. 3. (a) The superfluid stiffness as a function of V for the square
and the cubic lattice. (b) The single particle fermion gap together
with the spinon and the doublon/hole gap as a function of V . The
inset shows that the gap always remains finite. (c) and (d): A(k, ω)
as a function of energy ω for k = [pi/2, pi/2] in (c) the paramagnetic
insulator and (d) the superconducting phase.
spinon singlet amplitude c2 = σ〈fiAσfjBσ〉, while the con-
densation of individual doublons/holes are indicated by the
condensate fraction φ2. There are three distinct phases that
are obtained within the slave-boson mean-field theory: (i) an
antiferromagnetic (AF) Mott insulator at small V (ii) a su-
perconducting (SC) phase with a Bose condensate of linear
combination of doublons and holes when V ∼ U and (iii)
an intervening paramagnetic insulator (PI) which is a paired
superfluid of doublon-hole pairs. A charge order exists in all
the phases, but it does not correspond to any spontaneously
broken symmetry for the ionic Hubbard model.
The AF order parameter ms is shown as a function of V
in Fig. 1 for large for (a) square (U = 20t) and a (b) cubic
lattice (U = 25t). It decreases monotonically with V and
vanishes at V = Vc1 through a weakly first order transition.
This can be understood from the fact that the kinetic energy
favours spin-singlets which fluctuate to form charge dipoles
on the bond and the energy cost of forming these dipoles is
decreasing with increasing V . The subsequent dynamics of
doublons and holes are explained schematically in Fig. 2. If
the density of doublon-hole pairs are low, the dipoles fluctu-
ate back to spin singlets before they can delocalize, leading
to a paired superfluid with local charge fluctuations, as shown
in Fig. 2 (a) and (b). If the density of dipoles is high, and
there are dipoles on two neighbouring bonds, the doublon of
one dipole and the hole of the other dipole can fluctuate back
to a singlet leaving a separated doublon and hole, as shown
in Fig. 2 (c) and (d). We note that this process can be eas-
ily visualized in the cold atom context through a quantum gas
microscope [12], which measures the local number parity in
the system. In the PI phase, the even parity sites should occur
in pairs, while the condensed phase would have a large num-
ber of isolated even parity sites. Fig. 1 (a) and (b) also shows
the condensate fraction φ2 as a function of V , which is finite
beyond a Vc2 > Vc1, leading to a SC phase of delocalized
condensed charged bosons. In the region Vc1 < V < Vc2,
the system is a paramagnetic insulator with short range spinon
singlets (c2 6= 0) and local doublon-hole pairs (c1 6= 0, φ = 0)
. Fig. 1 (c) and (d) shows the phase diagram in theU−V plane
for the square (c) and the cubic (d) lattice respectively. At low
U , there is a first order transition between the AF state and the
SC state, while at larger U , there is a weakly first order tran-
sition at Vc1 where the AF order vanishes and a continuous
transition at Vc2 to the SC phase. The later transition should
be in the XY universality class [30].
Gauge Transformations and the phases: The projection
of the slave-boson states to the physical Hilbert space through
local constrains leads to the following gauge invariance of
the ionic Hubbard model: a U(1)+ gauge transform, un-
der which fiAσ → fiAσeiθ+(i), diA → diAeiθ+(i), fiBσ →
fiBσe
iθ+(i), hiB → hiBeiθ+(i) and a U(1)− invariance, un-
der which fiAσ → fiAσeiθ−(i), diA → diAeiθ−(i), fiBσ →
fiBσe
−iθ−(i), hiB → hiBe−iθ−(i). We note that for charged
fermions, under electromagnetic gauge transformations, the
doublons and holes transform according to U(1)− gauge due
to their opposite charges.
The doublon-hole pairing and the spinon singlet amplitude
have charge 2 with respect to the U(1)+ transformations and
their finite expectation leads to gapping out the U(1)+ gauge
fields throughout the phase diagram. The current correspond-
ing to the U(1)− fluctuations is
~jp− = −it
∑
〈ij〉
~rij
[
c2d
†
iAh
†
jB + c1σf
†
iAσf
†
jBσ − h.c
]
(4)
where ~rij = ~ri − ~rj . In the PI phase, the cur-
rent response is given by χjαjβ + Dαβ , with Dαβ =
−t∑〈ij〉 ~rαij~rβij [c2d†iAh†jB + c1σf†iAσf†jBσ + h.c.]. Dαα goes
to zero as q → 0, ω → 0, leading to a paramagnetic insu-
lator with neutral vortices consisting of doublons and holes
flowing in the same direction. The PI phase has deconfined
U(1)− gauge configurations with associated emergent gap-
less “photon” excitations. Beyond mean-field and RPA, the
deconfined phase can: (i) confine due to instanton processes
in 2D (ii) lead to a Z2 gauge theory due to intra-sublattice
hoppings or (iii) break further lattice symmetries. In principle,
additional terms in the Hamiltonian can force a single smooth
transition from the AF to the SC phase, where coupling to the
critical matter fields can lead to a stable deconfined phase for
the gauge fields. We note that our dimer-dipole model closely
resembles a model studied earlier by Moessner et. al [39].
In the Bose condensed phase of the doublons/holes, the
mode that condenses is a linear combination of d†k and h−k
and has a U(1)− charge of 1. The condensation of this
charged mode leads to a superconducting response [35] with
a superfluid stiffness
ρs = (2z − 4)tc2φ2 (5)
4The superfluid stiffness, plotted as a function of V in Fig 3(a),
scales with t and shows a non-monotonic dependence on V .
As V increases, the condensate fraction φ2 increases, while
the singlet amplitude c2 decreases, since increase in doublon
density is compensated by decrease in spinon density. The
stiffness, which is a product of these two, thus shows non-
monotonic behaviour. For the superconducting phase, Tc ∼ t
and will follow the dome-shape of the stiffness as a function
of V , reminiscent of the dependence of superconducting Tc of
cuprate superconductors with doping. Further, the destruction
of the superconducting phase due to vortex proliferation at
finite temperatures would lead to a phase with doublon-hole
pairing showing pseudogap behaviour.
The SC phase is characterized by the presence of a linear
superposition of Cooper pairing and η pairing [40], which
creates doublons on A and holes on B sublattice. The vor-
tices in this phase consist of doublons and holes moving in
opposite directions around the vortex core, resulting in charge
currents. In this picture, the charge 1 of the vortices has a sim-
ple interpretation in terms of charge 2 objects (pair of origi-
nal fermions) flowing through one sublattice, rather than more
exotic topological states [41]. In 3D, the presence of both
the pair condensate and single particle condensate will lead to
non-trivial drag effects and topological excitations [42–44].
Single Particle Spectral Function: The spectral function
A(k, ω), which is the probability density of finding a fermion
with a given momentum k and energy ω contains detailed in-
formation about the single particle excitations in a system,
and is a key measurable quantity both in material and cold-
atom systems. Although the theory is formulated in terms
of spinons and doublons/holes, the measurable quantity is the
spectral function of the original c fermions which is a convo-
lution of the spectral function of the spinons and the bosons.
In the AF insulator phase the spinons are gapped on the
scale of the superexchange interaction ∼ t2/(U + V ). The
kinetic energy, on the other hand, leads to an extended s-
wave pairing of the spinons O(t), where the gap function has
a line node along the magnetic Brillouin zone. The spectral
gap for spinons is shown in Fig. 3 (b). It goes down with V
as AF order weakens and would have gone to zero if there
was a continuous transition. Instead, a first order transition
intervenes, and on the other side, the spectral gap increases
rapidly, driven by the chemical potential, as in the BEC limit
of a BCS-BEC crossover [45]. For the bosons, the quasiparti-
cle spectrum has a minimum at the zone center. The spectral
gap steadily decreases with V till it reaches zero at Vc2 and re-
mains zero in the condensed phase. The gap for the c fermions
is a sum of the two gaps and remains finite, as shown in the
inset of Fig. 3(b). The gap is non-monotonic, dominated by
the bosonic gap at small V and by the spinon gap near V ∼ U ,
with a minimum around Vc1.
In Fig. 3 (c) and (d), we plot A(k, ω) for the square lattice
system, at k = [pi/2, pi/2], which corresponds to the min-
imum gap point in this case. In the AF and PI phase, the
spectral function is completely incoherent, while the conden-
sate leads to a coherent piece of the spectral function, with a
residue proportional to the condensate fraction. The appear-
ance of coherence peaks in the single particle spectral function
can then be used to track the superconducting transition in this
system experimentally.
Conclusion: We have studied the ionic Hubbard model on
the square and cubic lattice, in the limit of large U and large
V , when V ∼ U . Using a low energy dimer-dipole model
and slave boson mean-field theory, we find that the AF order
weakens with increasing V and vanishes at a critical Vc1. At
larger V ∼ U , the system becomes a superconductor, driven
by condensation of charged doublons and holes. This state is
characterized by a coherent but gapped spectral function and
a superfluid stiffness, which is non-monotonic as a function
of V . This state, which has a dome shaped Tc ∼ t, will also
show pseudogap behaviour as temperature is raised above Tc.
At large U , there is a paramagnetic insulating phase between
the AF insulator and the superconductor, which, within the
mean-field theory, is a gauge deconfined phase with its asso-
ciated gapless excitations. This phase can be understood as
a paired superfluid phase of doublons and holes. In ultracold
atomic systems, the superfluid phase is easily detectable ei-
ther through single particle spectral function measurements,
or through quantum microscope, which can directly measure
the delocalization of doublons and holes in real space.
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CANONICAL TRANSFORMATION AND LOW ENERGY
EFFECTIVE HAMILTONIAN
In a system, whose Hilbert space is fragmented into sectors
of energy width ∼ ωl separated by a large energy scale ωh,
a canonical transformation can be used to obtain the effective
low energy Hamiltonian in each sector. The effective Hamil-
tonian is given by
H˜ = eiSHe−iS = H + [iS,H] +
[iS, [iS,H]]
2!
+ .... (6)
where iS has a strong coupling perturbation series in ωl/ωh
and is chosen in a way that the transformed Hamiltonian H˜
does not have any term connecting states belonging to dif-
ferent sectors order by order in ωl/ωh. The ionic Hubbard
Hamiltonian is given by H = H0 +HT ,
H0 = U
∑
i
ni↑ni↓ +
V
2
∑
i
(−1)ini
HT = −t
∑
〈ij〉σ
c†iσcjσ =
∑
n
Tn− + T
n
+ (7)
Here H0 is the local part of the Hamiltonian, which includes
both the Hubbard repulsion and the ionic potential. On the A
sublattice, single fermion states have energy −V/2, doublons
have energy U − V and holes have 0 energy. On the B sub-
lattice, single fermion states have energy V/2, doublons have
energy U+V and holes have 0 energy. Tn+(−) hops a Fermion
from the A(B) to the B(A) sublattice and increases the dou-
ble occupancy by n, with n = 0,±1. The action of Tns on
a configuration causes an energy change ∆Ens = nU + V s,
which can be written as [H0, Tns ] = ∆E
n
s T
n
s .
In the resonant regime, U−V is a low energy, while U+V
and V are large energies. So the strong coupling expansion is
obtained in powers of t/(U + V ) and t/V . In this case, it is
clear that HT l =
(
T 1− + T
−1
+
)
are low energy hopping terms
causing energy change ∼ U − V , while the terms HT h =
HT −HT l should be eliminated by canonical transformation.
This is achieved by
iS(1) =
1
U + V
(
T 1+ − T−1−
)
+
1
V
(
T 0+ − T 0−
)
(8)
Out of the second order terms generated, it is clear that prod-
ucts of the form Tns T
−n
s brings the system back to the sector
it started from, and would survive in second order, while the
rest should be eliminated. This is achieved by
iS(2) =
1
2(U + 2V )
(
1
U + V
− 1
V
)(
[T 1+, T
0
+] + [T
−1
− , T
0
−]
)
+
1
2U
(
1
U + V
+
1
V
)(
[T 1+, T
0
−] + [T
−1
− , T
0
+]
)
+
1
2U
1
U + V
(
[T 1+, T
1
−] + [T
−1
− , T
−1
+ ]
)
+
1
2V
1
U + V
(
[T−1− , T
1
−] + [T
1
+, T
−1
+ ]
)
(9)
− 1
UV
(
[T 1−, T
0
+] + [T
−1
+ , T
0
−]
)
+
1
V (U − 2V )
(
[T 1−, T
0
−] + [T
−1
+ , T
0
+]
)
The effective low energy Hamiltonian upto second order (t2/U ) in the perturbation expansion takes the following form :
H˜ = H0 +HT + [iS
(1), H0 +HT ] + [iS
(2), H0] +
1
2
[iS(1), [iS(1), H0]]
= H0 +
(
T 1− + T
−1
+
)
+
1
U + V
[
T 1+, T
−1
−
]
+
1
V
[
T 0+, T
0
−
]
(10)
EFFECTIVE HAMILTONIAN USING SLAVE BOSON
OPERATORS
In the slave boson formalism, the fermion operator c†iσ is
written in terms of spinful fermions (spinons) f†iσ and charged
bosons, doublons d†i with charge +1 and holons h
†
i with
charge −1. This is given by c†iσ = f†iσhi + σfiσd†i along
with the constraint equation f†iσfiσ + d
†
idi + h
†
ihi = 1. In
the resonant regime, configurations with doublons on B sub-
lattice and holons on A sublattice are projected out of the low
energy subspace and hence we can write c†iAσ = σfiAσd
†
iA
and c†iBσ = f
†
iBσhiB . The constraint equations are then given
by f†iAσfiAσ + d
†
iAdiA = 1 and f
†
iBσfiBσ + h
†
iBhiB = 1.
Using this, we can write different low energy hopping terms
in the Hamiltonian in the following way :
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FIG. 4. Different Mean field parameters as a function of the ionic
potential V for a cubic lattice with U = 25t (a) doublon number
density (ndA) (b) doublon-hole pairing (c1) (c) spin singlet pairing
(c2) (d) chemical potential (µ˜).
O(t) hopping terms :
T 1− + T
−1
+ = −t
∑
〈ij〉σ
σfjBσ¯fiAσd
†
iAh
†
jB + h.c. (11)
It is clearly seen that the low energy hopping process is
equivalent to a spin singlet on a bond fluctuating to a
doublon-holon pair (a charge dipole) and vice-versa.
O(t2/U) terms involving sites on a single bond :
1
U + V
[
T 1+, T
−1
−
]
=
2t2
U + V
∑
〈ij〉
~Si · ~Sj − 1
4
nfi n
f
j (12)
This is the usual superexchange term with a reduced superex-
change scale 2t2/(U + V ). There is a factor of 2 reduction
since the intermediate virtual doublon can only be created on
theB sublattice (doublons onA sublattice are low energy con-
figurations). The other term is given by
1
V
[
T 0+, T
0
−
]
= − t
2
V
∑
〈ij〉σ
[
nσiAn
h
jB + n
d
iAn
σ¯
jB
]
(13)
The attractive interaction between doublons/holes and spinons
can alternatively be thought of as an effective repulsion be-
tween neighbouring doublons and holes by using the con-
straint equations to eliminate the spinons in these terms.
Intra-sublattice O(t2/U) hopping terms : These terms are
given by
t2
V
∑
〈ijl〉σ
[ (
f†lAσfiAσn
σ
jB + f
†
lAσfiAσ¯f
†
jBσ¯fjBσ
)
d†iAdlA
+
(
f†lBσfiBσn
σ
jA + f
†
lBσfiBσ¯f
†
jAσ¯fjAσ
)
h†iBhlB
]
(14)
These terms describe the hopping doublon (holon) from a site
to its next nearest neighbour site on same sublattice with an
associated backflow of spinons. Note that the absence of dou-
blons on B sublattice and holes on A sublattice precludes the
possibility of a t2/(U + V ) term of this kind. In addition to
these terms, we use Lagrange multipliers µAi and µ
B
i to imple-
ment the constraint on te two sublattices. In all the effective
Hamiltonian can be written as
H˜ =
∑
i
[
(U − V − 2µ− µAi )ndiA − µBi nhiB
]−∑
i
[(
V/2 + µ+ µAi
)
nfiA +
(
µ+ µBi − V/2
)
nfiB
]
−t
∑
〈ij〉σ
σ
(
fjBσfiAσd
†
iAh
†
jB + h.c.
)
+
t2
U + V
∑
〈ij〉σ
(
−nσiAnσ¯jB + f†iAσ¯fiAσf†jBσfjBσ¯
)
− t
2
V
∑
〈ij〉σ
(
nσiAn
h
jB + n
d
iAn
σ
jB
)
+
t2
V
∑
〈ijl〉σ
[ (
f†lAσfiAσn
σ
jB + f
†
lAσfiAσ¯f
†
jBσ¯fjBσ
)
d†iAdlA +
(
f†lBσfiBσn
σ
jA + f
†
lBσfiBσ¯f
†
jAσ¯fjAσ
)
h†iBhlB
]
(15)
MEAN FIELD THEORY
We use a mean field theory where we decouple the bosons
and fermions and the constraints are maintained on average.
We take the following mean field parameters : the staggered
magnetization ms = 12 〈SziA − SziB〉 where Sz = 12 〈f†↑f↑ −
f†↓f↓〉, the singlet pairing amplitude c2 = 〈σfiAσfjBσ¯〉, the
doublon-holon pairing amplitude c1 = 〈diAhjB〉. In addi-
tion we consider intra-sublattice hopping amplitude for both
spinons and the bosons, c3 = 〈f†iAσflAσ〉 and c4 = 〈d†iAdlA〉.
We note that individual spinon and boson densities are deter-
mined by the chemical potential and the Lagrange multipliers
which implement the constraints. We have checked that out of
different spatial symmetries for the pairing, the system always
chooses extended s-wave pairing on energetic grounds.
At half-filling, charge neutrality forces equality between the
doublon density nd and the holon density nh. The constraint
8equations then imply that nfA = n
f
B , i.e. the spinon density
on the two sublattices are equal. This gives us : (U − V ) −
2µ − µA = −µB and −µ − µA − V2 = −µ − µB + V2 , i.e.
µ = U2 , and µ
B − V2 = µA + V2 = µ˜. This gives us a bosonic
Hamiltonian
HB =
∑
k
(
d†kA h−kB
)( aBk −tc2γk
−tc2γk aBk
)(
dkA
h†−kB
)
(16)
where, aBk = −µ˜− V2 − zJ3nfA + 12J3(γ2k − z).(c3nfA − c22),
where J1 = t
2
U+V and J3 =
t2
V and γk = 2
∑
α
cos kα. The
Hamiltonian for fermions can be written as
HF =
∑
k,σ
(
f†kAσ f−kBσ¯
)( aFkσ cFkσ
cFFσ −akFσ
)(
fkAσ
f†−kBσ¯
)
(17)
where, aFkσ = −µ˜ − U2 − 12zJ1nfA − zJ1σms − zJ3nd +
1
2J3(γ
2
k − z)nfBc4 + 12z(z − 1)J3c3c4 and cFkσ = −tσγkc1 −
1
2σγkJ1c2 − J3σγk(z − 1)c2c4.
The bosonic Hamiltonian is diagonalized by a Bo-
goliubov transformation to yield the spectrum EBk =
±
√
(aBk )
2 − t2c22γ2k , while the fermionic spectrum is given by
EFkσ = ±
√
(aFkσ)
2 + (cFkσ)
2. If the bosonic spectrum reaches
0 at any point on the Brillouin zone for a set of parameters,
a condensate of the corresponding quasiparticles would form
at that point. We have found that for s-wave symmetry of the
doublon-hole pairing, this always occurs at the zone center. In
that case, half-filling dictates that 〈d†(0, 0)〉 = 〈h†(0, 0)〉 = φ
in 2D and 〈d†(0, 0, 0)〉 = 〈h†(0, 0, 0)〉 = φ in 3D, which the
off-diagonal doublon-holon pairing terms fixing the relative
phase of the condensate. In the condensed phase of the dou-
blons and holons, the mean-field equations are
ndA = φ
2 +
1
N
∑
k′
[
(uBk )
2nB(E
B
k ) + (v
B
k )
2(1 + nB(E
B
k ))
]
ms =
1
2N
∑
k,σ
σ
[
(uFkσ)
2nF (E
F
kσ) + (v
F
kσ)
2
(
1− nF (EFkσ)
)]
c1 = φ
2 − 1
zN
∑
k′
γku
B
k v
B
k
[
1 + 2nB(E
B
k )
]
c2 =
1
zN
∑
k,σ
σ¯γku
F
kσv
F
kσ
[
1− 2nF (EFkσ)
]
c3 =
1
z(z − 1)N
∑
k,σ
(γ2k − z)
[
(uFkσ)
2nF (E
F
kσ) + (v
F
kσ)
2
(
1− nF (EFkσ)
)]
c4 = φ
2 +
1
z(z − 1)N
∑
k′
(γ2k − z)
[
(uBk )
2nB(E
B
k ) + (v
B
k )
2(1 + nB(E
B
k ))
]
ndA +
1
N
∑
k,σ
[
(uFkσ)
2nF (E
F
kσ) + (v
F
kσ)
2
(
1− nF (EFkσ)
)]
= 1 (18)
where k′ are the all other k points except where condensa-
tion occurs and nB and nF are Bose function and Fermi func-
tion respectively. Bosonic coherence factors uBk and v
B
k are
given by (uBk )
2 = 12
(
1 +
aBk
EBk
)
and (vBk )
2 = 12
(
aBk
EBk
− 1
)
respectively and the fermionic coherence factors uFkσ and
vFkσ are given by (u
F
kσ)
2 = 12
(
1 +
aFkσ
EFkσ
)
and (vFkσ)
2 =
1
2
(
1− aFkσ
EFkσ
)
respectively. The equations for the uncon-
densed phase can be obtained by setting φ = 0. In the con-
densed phase, we use the additional equation EBk (0, 0) = 0 in
2D and EBk (0, 0, 0) = 0 in 3D ensuring gaplessness of Gold-
stone modes.
The main features of the mean-field phase diagram together
with the evolution of the order parametersms and φ as a func-
tion of V is discussed in the main text. The evolution of the
other mean fields are shown in Fig. 4 for a cubic lattice with
U = 25t. The dotted points are in the phase where doublons
are not condensed, whereas the condensed phase is shown
with solid line. Fig. 4(a) and (b) show the doublon density
and the doublon-holon pairing amplitude c1. Both these quan-
tities show a rapid rise in the condensed phase, with the tran-
sition point providing a point of inflection. Fig. 4(c) and (d)
show the spinon pairing amplitude and the chemical potential.
The spinon pairing increases as the system moves away from
AF order and then decreases in the condensed phase as rapid
increase of doublons force a smaller density of spinons in the
system. The chemical potential also shows rapid changes with
V in the condensed phase, reflecting the changes in charged
degrees of freedom.
9SUPERFLUID STIFFNESS
Within the slave boson mean field theory, the kinetic energy
term coupled to a U(1)− gauge field is given by
HT→ HT ( ~A) = −tc2
∑
〈ij〉
(
d†iAh
†
jBe
−i ~A.(~ri− ~rj) + h.c.
)
−tc1
∑
〈ij〉σ
σ
(
f†iAσf
†
jBσ¯e
−i ~A.(~ri− ~rj) + h.c.
)
(19)
where, ~A is the corresponding vector potential. The param-
agnetic current on a bond between ~ri and ~rj is
~jp−(q) = tc2
∑
k
(
ρk+ q2 d
†
kAh
†
−k−q,B + h.c.
)
+ tc1
∑
k,σ
σ
(
ρk+ q2 f
†
kAσf
†
−k−q,Bσ¯ + h.c.
)
(20)
with ρk = 2
∑
α
sin kα. The response of the system is given by
〈( ~jp−(q))α( ~jp−(−q))β〉+Dαβ(q) (21)
where the diamagnetic response is given by
Dαβ(q → 0) = t
∑
k
∂2γk
∂kα∂kβ
[
c2
(
〈d†kAh†kB〉+ h.c.
)
+c1
∑
σ
σ
(
〈f†kAσf†kBσ¯〉+ h.c.
) ]
(22)
In the non-condensed phase, the paramagnetic response is
χαα(0) = t2
∑
k
(
∂γk
∂k
)2
α
[
c22
(aBk )
2
(EBk )
3
+ c21
(aFkσ)
2
(EFk )
3
]
(23)
while the diamagnetic response is given by
Dαα = −2t
∑
k
∂2γk
∂k2α
[
c2u
B
k v
B
k + c1
∑
σ
σuFkσv
F
kσ
]
(24)
Using integration by parts, it can be easily shown that the para-
magnetic and diamagnetic responses cancel each other exactly
in the q → 0 limit and hence the superfluid stiffness is 0 in this
phase. Note that the spinon and boson contributions cancel in-
dividually, and the system is an insulator.
In the condensed phase, the above calculation goes through,
except for the fact that the condensation of the bosons add a
new term to the current of the form
δ ~jpB−(q) = −tc2ρ q2 [φ∗(d
†
−qA+hqB)−φ(h†−qB+dqA)] (25)
Working out the paramagnetic current-current correlator from
this additional term we get
δχαα = 4tc2|φ|2 (26)
Similarly, the diamagnetic response gets an additional term
δDαα = −2ztc2|φ|2 (27)
Combining eqn.(26) and (27), we see that the contribution
from paramagnetic and diamagnetic responses in the con-
densed phase do not cancel each other and we obtain the finite
superfluid stiffness, ρs = (2z − 4)tc2|φ|2.
SINGLE PARTICLE SPECTRAL FUNCTIONS
The single particle spectral functionA(k,w), which is pro-
portional to the imaginary part of the Greens function, gives
the probability density that a particle with a certain momen-
tum k has a specific energy ω. The key point to note is that
the original c fermions constitute gauge invariant operators
and hence their single particle Greens functions will be mea-
sured by different experiments like ARPES, STS etc. Since
the c fermions are written as product of f fermions and d/h
bosons, the single particle Greens function calculation for the
c fermions is akin to a bubble calculation of polarization func-
tion, with one fermion and one boson line forming the bubble.
For example, the single particle fermion Green’s function for
a up-spin fermion on A sub-lattice is defined as :
G↑AA(i, j, τ, τ ′) = −Tττ ′
〈
ciA↑(τ)c
†
jA↑(τ
′)
〉
= −Tττ ′
[〈
f†iA↓(τ)fjA↓(τ
′)
〉〈
diA(τ)d
†
jA(τ
′)
〉]
= D11(τ, τ
′)G↓11(τ
′, τ) (28)
where, the angular bracket denotes the expectation value, T is
the time ordering operator, and the boson and spinon Greens
functions are given by
D(k, iωn) =

(uBk )
2
iωn−EBk
− (vBk )2
iωn+EBk
−uBk vBk
(
1
iωn−EBk
− 1
iωn+EBk
)
−uBk vBk
(
1
iωn−EBk
− 1
iωn+EBk
)
(vBk )
2
iωn−EBk
− (uBk )2
iωn+EBk
 (29)
Gσ(k, iωn) =

(uFkσ)
2
iωn−EFkσ
+
(vFk↑σ)
2
iωn+EFkσ
−uFkσvFkσ
(
1
iωn−EFkσ
− 1
iωn+EFkσ
)
−uFkσvFkσ
(
1
iωn−EFkσ
− 1
iωn+EFkσ
)
(vFkσ)
2
iωn−EFkσ
+
(uFkσ)
2
iωn+EFkσ

10
Fourier transforming to the momentum and Matsubara fre-
quency space we get
G↑AA(k, iωn) =
∑
q
1
β
∑
iql
G↓11(q, iql)D11(k + q, iωn + iql)
(30)
where ql = (2l + 1)piT , with integer l, is the fermionic Mat-
subara frequency. Working out the Matsubara sum, and taking
the analytical continuation iωn → ω+i0+, we get the spectral
function
A↑AA(k, ω) =
∑
q
∫
dω′
pi2
[nF (ω
′) + nB(ω′ + ω)]
.(G↓11)
′′(q, ω′)D′′11(q + k, ω + ω
′)(31)
where ′′ denotes imaginary part of the Green’s function. Spe-
cializing to T = 0, we get
A↑AA(k, ω)
=
∑
q
(uBk+q)
2
[
(vFq↑)
2δ(ω − EFq↑ − EBk+q)Θ(ω − EFq↑)
+(uFq↑)
2δ(ω + EFq↑ + E
B
k+q)Θ(|ω| − EFq↑)
]
(32)
In the bose condensed phase of the doublons, the spectral
function picks up an additional contribution from the conden-
sate given by
A↑AA(k, ω) = −
1
pi
φ2(G↓11)
′′(k, ω) (33)
= φ2
[
(uFk↑)
2δ(ω − EFk↑) + (vFk↑)2δ(ω + EFk↑)
]
So, the zero temperature spectral function for fermion on A
sub-lattice are given as following :
AAA(k, ω) =
∑
q,σ
[
(vFqσ)
2(uBk+q)
2δ(ω − EFqσ − EBk+q)Θ(ω − EFqσ)
+(uFqσ)
2(vFk+q)
2δ(ω + EFqσ + E
B
k+q)Θ(|ω| − EFqσ)
]
+ φ2
∑
σ
[
(uFkσ)
2δ(ω − EFkσ) + (vFkσ)2δ(ω + EFkσ)
]
(34)
Similarly, we can calculate ABB(k, ω) and AAB(k, ω). The
full single particle spectral function is given by A(k, ω) =
AAA(k, ω) + ABB(k, ω) + AAB(k, ω) + ABA(k, ω). It is
clear that in the non-condensed phase the convolution gives
rise to an incoherent spectral function. The gauge fluctua-
tions, which will provide vertex corrections, will not change
the incoherent nature of the spectral function. On the other
hand, the condensate provides a coherent part to the spectral
function, which is simply proportional to the spinon spectral
function. Here, we see that the fermion spectral function has
peaks at |ω| = EFqσ + EBk+q , which corresponds to the gap
of the spectral function and the minimum gap is given by
ωc = E
F
kσ(pi/2, pi/2) + E
B
k (0, 0).
