In this paper, an improved adaptive monopulse scheme based on modified projection approximation subspace tracking deflation (MPASTd) 
Introduction
The monopulse is a well established technique to obtain the target angle for radars high precision tracking, but its performance will be severely degraded in the presence of interference. Adaptive monopulse tracking system can produce a beam according to the target location adaptively while eliminating the external influence and thus becomes an effective angle estimation method. Davis, Brennan and Reed [1] were first to propose the adaptive monopulse technique and derive three different adaptive monopulse formulas based on the maximum likelihood estimation for the case of a linear array. Nickel derived the adaptive monopulse formula based on the radar scanning power function, and generalized it to arbitrary planar or volume arrays of arbitrary structure and then presented the correction formula of monopulse ratio and slope value [2, 3] . Performance analysis of the adaptive monopulse has been described in [4, 5] . However, the performance of adaptive monopulse angle measurement may decrease significantly under the condition of small number of training samples, due to the poor estimation of the interference plus noise covariance matrix which is ultimately estimated by making use of L training samples. According to Reed's rule [6] , to achieve good performance, L has to be larger or at least equal to 2 N , where N is the dimension of the input vector. But in an operational situation, this condition is difficult to satisfy. One way to overcome this is to reduce the dimension, which means that the subspace projection methods [7, 8] can be introduced into the adaptive monopulse technique to improve the performance.
In this paper, we will show that implementing a subspace-based approach in conjunction with the adaptive monopulse algorithm can improve the convergence speed. Moreover, we will then present a fast implementation of the subspace-based approach that reduces the computational complexity load.
The Principle of the Adaptive Monopulse Estimation
Consider an airborne radar system utilizing an N isotropic elements array with uniform element spacing d . We wish to estimate the target angle from a single data snapshot z , which is the complex output of the array. The data z consists of the target u b a plus the receiver interference and noise n which is assumed to be uncorrelated with the target signal. That is
where u describes the unknown direction of the target and could be the sine of the angle of the incidence, i.e.,
[1 ]
is the output of the array from the direction u , and b denotes the complex amplitude. The superscript T denotes transposition and  is the signal wavelength. We assume that the interference and noise is Gaussian distributed with zero mean and covariance matrix Q . The adaptive monopulse processor uses the sample matrix inversion (SMI). To give a quantitative analysis, the outputs of the adaptive sum and difference beams can be defined as . Therefore, the monopulse ratio of the adaptive sum and difference beam outputs is
where  
Re  represents the operation of taking the real part of the ratio. As shown in Figure 1 , because of the adaptation, the shape of the sum and difference beam is perturbed, which consequently results in a distorted value of the adaptive monopulse ratio. Therefore, the usual monopulse formula produces errors if applied directly to the adaptive sum and difference beam outputs. A general corrected adaptive monopulse formula is proposed in reference [2] . It can be summarized as follows. Since a null is produced in the direction of the interference and the output signal to noise ratio (SNR) value is enhanced to be very high, the monopulse ratio can be replaced by the function of the target direction vector 
Consider that the location of the target is close to the look direction 0 u , we evaluate the monopulse ratio at the look direction by a first-order Taylor series [2] r is the bias of the monopulse ratio. However, this adaptive monopulse processor may be limited in real-time application for a high degrees of freedom (DOF) system with large number of elements, due to the heavy computation load and slow convergence speed, which motivates the following investigation of implementing a subspace-based approach [7, 8] in conjunction with the adaptive monopulse algorithm.
MPASTD-Based Subspace Method for Adaptive Monopulse
In this section, we will introduce the subspace methods into the adaptive monopulse for weights calculation. In reference [9] , it is pointed out that the dominant eigenvectors of the covariance matrix contain all the information about the distribution of the interference. Therefore, if the number of the interference signals is P and all training data is independent and identically distributed, choosing 2 LP  training samples yields an average performance loss of roughly 3dB [10] [11] [12] 
where I is an identity matrix and s denotes the signal steering vector. The eigencanceller can reduce the convergence time but its operation corresponding to ED is almost the same as the SMI method. To avoid ED procedure, the interference subspace can be estimated by subspace tracking techniques. Owing to the efficiency and robustness, the MPASTd approach [10, 13, 14] which can avoid sequential tracking of the multiple dominant eigenvectors and accelerate the convergence speed, then becomes a good candidate.
To apply the MPASTd-based eigencanceller with adaptive monopulse, we firstly estimates the most dominant eigenvector 1 e (the eigenvector corresponding to the maximum eigenvalue) using all sample data while calculating the eigenvalue so as to estimate the rank of the interference signal subspace. For (10) where L represents the number of the training samples   itself, and then estimate the second eigenvector in the same way, which becomes the dominant one in the process of the update. Applying this procedure repeatedly and all the eigenvectors corresponding to the interference can be sequentially determined [10] .
In practice, it is highly desirable to automatically determine the rank of the interference subspace. In this case, we can estimate the residual average projection power by subtracting successively larger sums of the estimated eigenvalues from the total sample matrix power, which is defined as
until the difference lies below the chosen threshold defined in [15] (usually chosen to be twice of the noise power of system). That is 
where J U is the estimated interference subspace which comprises eigenvectors of 12 P e e e . We insert the newly obtained adaptive sum and difference beam weights into the adaptive monopulse algorithm, then the slope and the bias of monopulse ratio in equation (5) (16) From equations (13)- (16), it is clear that all variables have been determined to calculate the direction of the target in according to the equation (5) . The detailed performance assessments will be given in the next section.
Simulation Results and Analysis
The Monte Carlo simulation is performed to investigate the performance of the proposed adaptive monopulse scheme via MPASTd-based eigencanceller. In the simulation, a uniform linear array with 32 half-wavelength spaced elements is used, and the beam direction is -3°. There are three interference signals located at the -30°、-18° and 20°, respectively, and the interference to noise ratio (INR) on the element level is 30 dB. A target is injected, and its direction is -4.5°, which has a -1.5° offset angle from the look direction. The SNR of the target is 30 dB.
The estimation of the rank of the interference subspace is vital important to the whole signal processing scheme. In order to further study the merits of the proposed MPASTdbased subspace algorithm, we firstly give the rank estimation result. From Figure 2 , it is obviously that the residual average projection power is nearly zero after three components have been removed from the total sample matrix power which means that there are no more dominant signals remained. Therefore, the rank of the interference can be correctly determined to be Typically, the number of the samples L is selected to be the twice the dimension of the interference subspace, that is 6 L  , so that performance is within 3dB loss. Figure 3 shows the resulting sum and difference beampatterns for the three approaches used in adaptive monopulse, which are SMI, ED and MPASTd, respectively. It is interesting to note that the shape of sum and difference beams obtained by our methods are roughly equal to the quiescent beampatterns, while the beampatterns for the adaptive monopulse which uses SMI are severely distorted. This highlights the fact that restricting the sample data severely effects the covariance matrix estimation and the following weights calculation. Therefore, in this situation, the original adaptive monopulse detector can hardly give accurate angle orientation estimation under low sample counts. A note about this is that the SMI weights are obtained by means of the pseudo-inverse matrix technique, since the actual matrix is not full-rank and can't be allowed to take the inversion. 
where M is the number of the Monte Carlo trials, ˆm  denotes the estimated target angle and  is the real target angle. Figure 4 shows the DOA estimation RMSE as a function of the number of training samples for the three approaches, i.e., SMI, ED and MPASTd, used in adaptive monopulse. The results were average of 200 independent Monte Carlo experiments. It can be observed form Figure 4 that both the original adaptive monopulse and subspace reduced-rank adaptive monopulse have good performance for large numbers in this simulation. It can also be noted that the ED and MPASTd methods can achieve comparable performance and have a faster convergence speed in contrast to the original adaptive monopulse. Apparently, in the case of low availability of samples, the performance of the proposed algorithm is far superior to that of the original method. For instance, when 6 training samples are used, the RMSE for the improved application is only 0.03°, which is great smaller than that of the original adaptive monopulse. However, if the training data is sufficient, the adaptive monopulse can attain slightly better accuracy than our method, due to its precise estimation of the interference and noise covariance and the increased performance of interference cancellation. Figure 5 exhibits the RMSE of the DOA estimates as a function of SNR for the aforementioned three methods, where 6 training samples are used for calculating the adaptive weights. As expected, the ED and MPASTd methods can achieve comparable performance and converge much more rapidly than the adaptive monopulse. 
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As shown in references [2, 16] , a multistep monopulse procedure can further reduce the bias between the estimated target angle and the real one. The estimated target angle as a function of iteration index for the subspace-based algorithms are given in Figure 6 , similarly, 6 L  is employed. It can be noted that by a second step, with the previous estimate as the initial value, the bias introduced by the adapted pattern can be almost completely removed for both subspace-based methods. The primary objective of adaptive monopulse processing is to cancel interference signals while keeping the response of the array in the desired signal direction [17] . Assume that 6 L  , we compare the outputs of 30 range gate for both the classic and subspace-based adaptive monopulse approaches. A target is added into the 15 th range cell, and its SNR is 30dB. In Figure 7 , we can see that MPASTd based method provides an interference suppression capability quite comparable with ED method and yields Figure 8 (a), respectively. If the number of interference signals P is selected to be 3, see Figure 8 (b), the computational cost of MPASTd will be further reduced compared to ED when we choose to increase the number of elements, i.e., N . Thus, using the MPASTd algorithm to calculate the weight vectors of the adaptive monopulse can significantly reduce the computational cost relative to the ED approach. That is, in fact, considering the sufficiently good angle measuring accuracy for MPASTd, the advantage to use MPASTd in the adaptive monopulse is evident for low sample counts.
Conclusion
In practice, the traditional adaptive monopulse method usually lacks training data and the performance is impacted negatively. Therefore, a novel, low-complexity, iterative adaptive monopulse estimation scheme based on MPASTd eigencanceller is proposed in this paper. Firstly, the proposed scheme recursively estimates the interference subspace. And then we recalculate the adaptive sum and difference beam weights. Finally, we apply the newly obtained weights into the original adaptive monopulse algorithm to estimate signal source orientation. By simulation, the proposed method is shown to provide better DOA estimates than the adaptive monopulse, while being capable of attaining lower complexity under certain condition of low sample counts. In addition, the method proposed here is also suitable for the applications of plane array and sub-array antennas.
