Abstract. A second-order abstract problem with derivatives of non-integer order is investigated. The nonlinearity involves fractional derivatives between 1 and 2. Existence and uniqueness of mild and classical solutions are established in appropriate spaces. This work extends similar works with or without a derivative of first order and also a work of the present author, where the order of the derivatives were between 0 and 1.
Introduction
Of concern in this paper is the following problem u (t) = Au(t) + f t, u(t), t γ D β u(t) , t > 0, u(0) = u 0 ∈ X, u (0) = u 1 ∈ X (1.1) with 1 < β < 2 and γ ≥ 0. Here the prime denotes time differentiation and D β denotes fractional time differentiation (in the sense of Riemann-Liouville). The operator A is the infinitesimal generator of a strongly continuous cosine family C(t), t ≥ 0 of bounded linear operators in the Banach space X and f is a nonlinear function from R + × X × X to X, u 0 and u 1 are given initial data in X.
This problem has been studied in case β = 0 or 1 (and γ = 0) (see for instance [14, 25] ). Well-posedness has been proved using different methods such as fixed point theorems and the theory of strongly continuous cosine families in Banach spaces. We refer the reader to [25, 26] for an introduction to the theory of the cosine family. Several results on classical solutions and mild solutions have been proved under different conditions on the nonlinearities and the initial data [4, 6, 7, 8, 9, 13, 14, 27] . In case β = 1, the natural underlying space where to look for mild solutions is the space of continuously differentiable functions.
Here we consider the case, where 1 < β < 2. This work clearly extends the cases β = 0 and β = 1 and also the case 0 < β < 1 studied by the present author in [24] . In that work we were not able to consider derivatives of higher order (1 < β < 2). The reason is simple: the method adopted there used a differentiation by the chain rule of the nonlinearity f which of course leads to a fractional derivative of order greater than 2 (namely of order β + 2). This causes a problem of regularity and prevents the existence and continuity of the second derivative of u at zero. In this work we prove solvability of the problem provided that the nonlinearity is an E-valued function (see (2.1) below) in a space of minimum regularity.
We mention here that fractional derivatives appear in many engineering problems. They arise naturally in many fields such as in probability, physics, astrophysics, chemical physics, anomalous diffusion, seismic analysis, finance, optic and signal processing, robust control, electromagnetism, biology, viscoelasticity, acoustics (see [12, 15, 21, 22, 23 ] to cite but a few). In mechanics, for instance, fractional derivatives are more adequate to model the damping than the usual frictional or structural dampings (described by the time derivative of order one or the time derivative of the Laplacian, respectively). This has been clearly shown by experiments (see [1, 2, 3] ). We can also cite the references [5, 10, 17, 18] , where fractional derivatives appear in a natural way. In many situations the fractional derivatives appear in a simple and linear form so that some of the well-known methods (such as the Laplace transform) provide the explicit solutions. Here in this paper we consider a somewhat general nonlinear situation.
The next section of this paper contains some notation and preliminary results needed in our proofs. Section 3 treats the existence and uniqueness of a mild solution in an appropriate space. Section 4 is devoted to the existence and uniqueness of a classical solution.
Preliminaries
In this section we present some notation, assumptions and results needed in our proofs later. 
whenever the right side is pointwise defined.
In particular
We will also need the following lemma which can be found in [15, 23] .
The expression ( C D α a h)(x) is known as the fractional derivative of order α in the sense of Caputo. Therefore this lemma provides a relationship between these two types of fractional derivatives. See [11, 15, 19, 20, 22, 23] for more on fractional derivatives and fractional integrals.
A one parameter family of bounded operators C(t) : X → X, t ∈ R, where X is a Banach space is called a strongly continuous cosine family if
The infinitesimal generator of a strongly continuous family C(t), t ∈ R is the operator A on X defined by
The operator A is assumed to satisfy (H1) A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R, of bounded linear operators in the Banach space X.
The associated sine family S(t), t ∈ R is defined by
It is known (see [25, 26] ) that there exist constants M ≥ 1 and ω ≥ 0 such that
e ω|s| ds , t, t 0 ∈ R.
For simplicity we will write |C(t)| ≤M and
1) then we have
Lemma 2 [see [25, 26] ]. Assume that (H1) is satisfied. Then
exists and is continuous on I, is called a classical solution of (1.1) if u(.) ∈ D(A), satisfies the equation in (1.1) and the initial conditions are verified.
Lemma 3 [see [25] ]. Suppose that (H1) holds, v : R → X a continuous function and q(t) = t 0
has a classical solution for every u 0 ∈ D(A) and u 1 ∈ E if and only if q(t) is twice continuously differentiable for t ∈ R. In particular, if q(t) is twice continuously differentiable then q(t) ∈ D(A), t ∈ R and Aq(t) = q (t) − v(t).
We mention here that, even for twice continuously differentiable functions u the problem of singularity at zero of D β u remains an issue.
Definition 4.
A continuous function u such that t γ D β u(t) ∈ C(I, X) and which satisfies the integro-differential equation
is called a mild solution of problem (1.1).
It is known from [27] that, in case of continuity of the nonlinearity, solutions of (1.1) are solutions of the more general problem (2.2). That is, they are also mild solutions.
Existence of Mild Solutions
In this section we prove existence and uniqueness of a mild solution in the space
equipped with the norm v β,γ :
. For the initial data we define
The assumption on f is (H2) f : R + × X × X → X is continuous and satisfies the Lipschitz condition
for x 1 , y 1 , x 2 , y 2 ∈ X and some continuous real-valued function F (t).
The next lemma can be found in [24] in case 0 < ν < 1.
Lemma 4. If R(t) is a linear operator such that
Proof. By Definition 2 and Fubini's theorem we have
These steps are justified by the assumption
Moreover, a change of variable σ = τ − s leads to
This is the formula stated in the lemma.
Below we state and prove a similar result in case 1 < ν < 2.
Lemma 5. Let S(t) be the sine family associated with the cosine family C(t) and g be a continuous E ν−1 -valued function (E ν−1 := E ν−1,0 , see (3.2)). Then, for 1 < ν < 2, we have
Proof. By formula (2.122) in [22] 
for n = 1 we see that
Therefore, by the continuity of S and g, the fact that S(0) = 0 and Lemma 2
where we have used the assumption that g(t) is an E ν−1 -valued function that is I 2−ν C(t)g(t) ∈ C 1 ([0, T ]) which allowed us to apply the previous lemma (Lemma 4) in the last step of (3.3). This completes the proof.
We are now ready to state and prove our first main result. 
Proof. First note that for
is continuous. Recalling that S(0) = 0 and by Lemma 5 we infer that
Therefore, by our hypotheses on u 0 , u 1 and f we have t γ D β ψ ∈ C[0, T ]. Put u 0 (t) := C(t)u 0 + S(t)u 1 and define for n = 1, 2, . . .
Clearly, u n , n = 0, 1, 2, . . . are well-defined, u n ∈ C RL β,γ ([0, T ]) and
where K 1 =Ñ T W and by Lemma 5, we have
where K is a bound for D β−1 C(t) and W is a bound for f (so K 1 and K 2 depend on T ). Moreover, (3.4) and (3.5) imply
The next step is
Continuing in this way, we find
The limit u(t) satisfies (2.2). This follows from
To see the uniqueness, assume that there are two mild solutions u 1 (t) and u 2 (t), then
and
Gronwall inequality implies that
for some positive constants C 1 and C 2 (depending on T ). Hence u 1 (t) ≡ u 2 (t).
Remark 1.
If we are to prove the existence of mild solutions only then we would not have bothered ourselves with the term t γ . This means that our previous result holds for γ = 0, that is in C RL β,0 ([0, T ]) and with initial data in E β,0 × X (see (3.1) and (3.2) ). The term t γ is there to avoid the singularity of the fractional derivative in case of smoothness of the solution and the initial data. In particular, this would be the case when we deal with classical solutions (see next section).
Classical Solutions
In this section we prove the existence and uniqueness of classical solutions to problem (1.1). Proof. Thanks to Lemma 2, (u 0 , u 1 ) ∈ D(A) × E implies that (u 0 , u 1 ) ∈ E β,γ × E β−1,γ with γ ≥ β and, as f is an E-valued function, t β−1 D β−1 C(t)f is continuous and therefore
Hence, the previous theorem applies and we have existence and uniqueness of a mild solution i.e.
By Lemma 2, we may write
Let us now consider the expression
Observe that by our assumptions u 0 ∈ D(A), u 1 ∈ E and Lemma 2 (iv) and (ii) the terms C(t)Au 0 and AS(t)u 1 are well-defined. Moreover, as f is an E-valued function, it is clear that ϕ(t) is a continuous function on [0, T ] (Lemma 2 (iii)) and w(t) = u (t), where w(t) = u 1 + t 0 ϕ(s) ds, t ∈ [0, T ]. Finally, as w(t) is continuously differentiable, the function u(t) is twice continuously differentiable, u(.) ∈ D(A) (see Lemma 3) and clearly it satisfies problem (1.1).
Remark 2. The regularity of solutions for the linear inhomogeneous equation u (t) = Au(t) + f (t) corresponding to (1.1) is studied in [26] . It has been proved that if u 0 ∈ D(A) and u 1 ∈ E then the mild solution u(.) ∈ D(A), u is twice continuously differentiable and is a classical solution (See Prop. 2.4) (see also Prop. 3.6 for the nonlinear case f (t, u)), provided that f is continuously differentiable (see also [25, Corollary 3.5] ). In case f is continuous an alternative to this condition (of continuous differentiability) is "q(t) = t 0 S(t − s)f (s) ds twice continuously differentiable" (see Prop. 3.4) which is in fact a necessary and sufficient condition. If this function q(t) is twice continuously differentiable then it is in D(A) and Aq(t) = q (t) − f (t) (see Lemma 3) . Another alternative is "q(t) ∈ D(A) and Aq(t) is a continuous function" (see [25, Prop. 3.6] ). We also obtain the regularity of the mild solution when f (t) ∈ D(A) and the function Af (t) ∈ D(A) is continuous (this is a corollary to Prop. 3.6). Example 1. Some special cases of the present problem are some fractionally damped wave problems and viscoelastic problems [16] , the (fractional) telegraph equation [10, 21] , the Langevin problem [12] , the Szabo's model, the Webster-Lokshin model, etc.
As an example we consider the Cauchy problem
. This problem can be reformulated in the abstract setting (1.1). To this end we define the operator Ay = y with domain
The operator A has a discrete spectrum with −n 2 , n = 1, 2, . . . as eigenvalues and z n (s) = 2/π sin(ns), n = 1, 2, . . . as their corresponding normalized eigenvectors. So we may write Ay = − ∞ n=1 n 2 (y, z n )z n , y ∈ D(A).
Since −A is positive and self-adjoint in L 2 ([0, π]), the operator A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R which has the form C(t)y = ∞ n=1 cos(nt)(y, z n )z n , y ∈ X.
The associated sine family is found to be C(t)y = ∞ n=1 sin(nt) n (y, z n )z n , y ∈ X.
We assume (A) g : R + × [0, π] × R × R → R is continuous and satisfies the Lipschitz condition g(t, ξ, x 1 , y 1 ) − g(t, ξ, x 2 , y 2 ) ≤ G(t, ξ) |x 1 − x 2 | + |y 1 − y 2 | for t > 0, x 1 , y 1 , x 2 , y 2 ∈ R, ξ ∈ [0, π] and some continuous real-valued function G(t, ξ). Next, defining f t, u(t), t γ D β u(t) (ξ) := g t, ξ, u(t, ξ), t γ D β u(t, ξ) , the problem (4.1) can be written abstractly as u (t) = Au(t) + f t, u(t), t γ D β u(t) , t > 0,
that is in the form of problem (1.1). Its mild solution is given by u(t) = C(t)u 0 + S(t)u Under the assumptions u 0 ∈ D(A) and u 1 ∈ E, γ ≥ β and f is an E-valued continuous function the second theorem ensures that the mild solution found in the first theorem is actually twice continuously differentiable and is a classical solution of problem (1.1).
