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We study the optimal performance of a three-level quantum refrigerator using a trade-off objective
function, Ω function, which represents a compromise between the energy benefits and the energy
losses of a thermal device. First, we optimize the performance of our refrigerator by employing a
two-parameter optimization scheme and show that the first two-terms in the series expansion of the
obtained coefficient of performance (COP) match with those of some classical models of refrigerator.
Then, in the high-temperature limit, optimizing with respect to one parameter while constraining
the other one, we obtain the lower and upper bounds on the COP for both strong as well as weak
(intermediate) matter-field coupling conditions. In the strong matter-field coupling regime, the
obtained bounds on the COP exactly match with the bounds already known for some models of
classical refrigerators. Further for weak matter-field coupling, we derive some new bounds on the the
COP of the refrigerator which lie beyond the range covered by bounds obtained for strong matter-
field coupling. Finally, in the parameter regime where both cooling power and Ω function can be
maximized, we compare the cooling power of the quantum refrigerator at maximum Ω function with
the maximum cooling power.
I. INTRODUCTION
The first theoretical study of a heat engine, operat-
ing between two thermal reservoirs at temperature Tc
and Th (Th > Tc), was carried out by Carnot back in
1824. The abstract Carnot cycle operates at Carnot effi-
ciency, ηC = 1−Tc/Th, which serves as theoretical upper
bound on the efficiency of all classical macroscopic heat
engines. On operating heat cycle in a reverse order, it
turns into a refrigerator and the corresponding perfor-
mance measure is known as coefficient of performance
(COP), ζC = Tc/(Th−Tc). The practical implications of
Carnot efficiency are limited as it can be obtained only
in reversible process which is infinitesimally slow, thereby
producing vanishing power output, which makes it quite
impractical. The search for realistic operational regime of
heat engines operating at finite power in finite time gave
rise to the development of finite time thermodynamics
(FTT) [1–3]. FTT establishes the best mode of operation
of heat engines by conveniently modelling the constraints
arising due to the sources of irreversibilities, finite time
etc., and then optimizing a suitable objective function
with respect to the system parameters. The freedom in
choosing the objective function lead the researchers to
look for variety of criteria considering thermodynamic
sustainability, environmental and economic aspects [4].
For instance, Yvon [5] and Novikov [6] derived the ex-
pression for the efficiency at maximum power of nuclear
power plants in mid 1950s. This expression was rederived
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by Curzon and Ahlborn (CA) [7] in 1975 for an endore-
versible heat engine, obeying Newtonian heat transfer
law between the reservoirs and the working material, by
using the assumption of instantaneos adiabats [8, 9], and
is given by ηCA = 1−
√
1− ηC . It is a remarkable result
as it is independent of system parameters and is in good
agreement with the efficiency of actual thermal power
plants [7]. Further, Esposito et al. obtained the same
expression for the efficiency at maximum power for the
optimization of a symmetric low-dissipation heat engine
[10].
Many attempts have been made to set a similar model
independent benchmark for the optimal COP for refrig-
erators [11–14], but it turns out that it is not straight-
forward to perform optimization analysis of the refriger-
ators . For many models of refrigerator, optimization of
the cooling power (CP) of the refrigerator [11, 13, 15, 16],
which replaces power as the figure of merit, is not an ap-
propriate objective function to optimize [11, 17, 18]. For
instance, optimization of CP with Newton’s heat trans-
fer laws for the endoreversible model results in vanishing
COP, which does not have any practical significance. It
can be numerically optimized to produce finite value of
the COP only when one accounts for the time spent on
the adiabatic branches of the cycle [12]. Similarly, for the
low-dissipation refrigerators, a generic maximum for CP
does not exist. However, by minimizing the input work
first, the CP can be maximized for a given cycle time
[18].
Working along the lines of FTT, Yan and Chen [11]
proposed a new criterion, χ = ζQ˙c which gives equal em-
phasis on COP and CP, for the optimization of endore-
versible refrigerators. The COP for optimal χ criterion,
using Newtons heat transfer law within endoreversible
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2approximation, is given by
ζCA =
√
1 + ζC − 1. (1)
This expression holds for both classical [11, 13] and quan-
tum [16, 17, 19] models of refrigerator. Taking the
optimization analysis of refrigerators one step ahead,
Herna´ndez et al. [20] proposed a new unified trade-
off optimization criterion, Ω-criterion, which is easy to
implement both in heat engines and refrigerators, and
amenable to analytic results. Ω function is a trade-off ob-
jective function which represents a compromise between
the energy benefits and the energy losses. The optimiza-
tion of Ω function yields the COP that lies in between
the region of maximum COP and the COP at maximum
CP. For steady state refrigerators, Ω function is defined
as follows [20]
Ω = (2ζ − ζmax)Q˙c/ζ, (2)
where Q˙c is cooling power; ζ and ζmax are the COP and
maximum value of COP for the given setup. In this work,
we make a detailed study of the three-level refrigerator
operating under the conditions of maximum Ω function
(MOF), and obtain analytic expressions for the COP un-
der various operational conditions. The choice of the
model is motivated by its simplicity and amenability to
analytic results.
The paper is organized as follows. In Sec. II we discuss
the model of three-level quantum refrigerator(SSD).
In Sec. III we obtain the general expression for COP
operating at MOF and find the lower and upper bounds
of COP for two optimization schemes in different tem-
perature and coupling regimes. WE compare the CP at
MOF with the optimal CP in Sec. IV We conclude in
Sec. V.
II. MODEL OF THREE LEVEL LASER
QUANTUM REFRIGERATOR
A three-level heat engine (refrigerator) is one of the
simplest model of quantum and has been studied ex-
tensively in the literature [19, 21–53]. It consists of a
three-level system coupled simultaneously to two ther-
mal reservoirs and a single mode classical field (Fig.
1). The system absorbs energy from the cold bath and
jumps from level |g〉 to level |0〉. The power input mech-
anism, which consists of an external single mode field
coupled to the levels |0〉 and |1〉, excites the transi-
tions between |0〉 and |1〉. The population in level |1〉
then relaxes to level |g〉 by rejecting the heat to the
hot bath. The Hamiltonian of the system is given by:
H0 = ~
∑
ωk|k〉〈k|, where the summation is taken over
all the three states and ωk’s represent atomic frequency
of the particular state. Under the rotating wave approx-
imation, the interaction with the single mode lasing field
|1〉
|0〉
|g〉
λ
ωh
Γh
Γc
ωc
Tc
Th
FIG. 1. Schematic of three-level refrigerator continuously
coupled to two heat reservoirs at temperatures Tc and Th
with coupling constants Γc and Γh, respectively. A single
mode classical field drives the transition between |0〉 and |1〉,
and λ represents the strength of matter-field coupling.
of frequency ω is described by the semiclassical Hamilto-
nian V (t) = ~λ(e−iωt|1〉〈0| + eiωt|0〉〈1|), where λ is the
matter-field coupling constant. The time evolution of the
system is governed by the following GKSL master equa-
tion [54, 55]:
ρ˙ = − i
~
[H0 + V (t), ρ] + Lh[ρ] + Lc[ρ], (3)
where Lh(c) represents the dissipative Lindblad superop-
erator and describes the interaction of the system with
hot(cold) reservoir:
Lh[ρ] = Γh(nh + 1)(2|g〉〈g|ρ11 − |1〉〈1|ρ− ρ|1〉〈1|)
+ Γhnh(2|1〉〈1|ρgg − |g〉〈g|ρ− ρ|g〉〈g|), (4)
Lc[ρ] = Γc(nc + 1)(2|g〉〈g|ρ00 − |0〉〈0|ρ− ρ|0〉〈0|)
+ Γcnc(2|0〉〈0|ρgg − |g〉〈g|ρ− ρ|g〉〈g|). (5)
Here Γh and Γc are the Weisskopf-Wigner decay con-
stants, and nh(c) = 1/(exp[~ωh(c)/kBTh(c)] − 1) is the
average number of photons in the hot(cold) reservoir sat-
isfying the relations ωc = ω0−ωg, ωh = ω1−ωg. We can
find a rotating frame for this model in which the steady-
state density matrix is time-independent[30]. Defining
H¯ = ~(ωg|g〉〈g| − ω2 |0〉〈0| + ω2 |1〉〈1|), an arbitrary oper-
ator A in this frame is given by AR = e
iH¯tAe−iH¯t. It
can be verified that Lh[ρ] and Lc[ρ] remain unchanged
under this transformation. Time evolution of the density
matrix in this frame can be written as:
˙ρR = − i~ [H0 − H¯ + VR, ρR] + Lh[ρR] + Lc[ρR], (6)
where VR = ~λ(|1〉〈0| + |0〉〈1|). Following the work of
Boukobza and Tannor [28–30], in the following we define
the input power and CP of the refrigerator foe a weak
system-bath coupling [56]:
P =
i
~
Tr([H0, VR]ρR), (7)
3Q˙c = Tr(Lc[ρR]H0). (8)
Calculating these traces (see Appendix A), the input
power and heat flux can be written as:
P = i~λ(ωh − ωc)(ρ10 − ρ01), (9)
Q˙C = i~λωc(ρ10 − ρ01), (10)
where ρ10 = 〈1|ρR|0〉 and ρ01 = 〈0|ρR|1〉. Then, the COP
is given by
ζ =
Q˙c
P
=
ωc
ωh − ωc , (11)
which satisfies ζ ≤ ζC . Hence ζmax = ζC . The COP
of the SSD refrigerator depends upon ωc and ωh only.
Therefore, we choose them as control parameters to study
the performance of SSD refrigerator.
III. OPTIMIZATION OF Ω FUNCTION
In this section, we optimize Ω function under various
operational regimes and find the analytic expressions for
the corresponding COPs. Using Eqs. (9) and (10) in
equation (2), we can write Ω function as
Ω = i~λ[(2 + ζC)ωc − ζCωh](ρ10 − ρ01). (12)
The general expression for Ω function is obtained in Ap-
pendix A and is given by Eq. (A12). It is not possible
to find an analytic expression for the optimal COP by
optimizing Eq. (A12). Therefore, we study the perfor-
mance of our refrigerator in low- and high-temperature
regimes in which it is possible to obtain closed form of
the COP. Henceforth, for the calculation purposes, we
set ~ = kB = 1.
A. Optimization in low temperature regime
We begin our optimization analysis in the low tempera-
ture regime by assuming ωc(h)  Tc(h) and hence setting
nc(h) = e
−ωc(h)/Tc(h)  1. Under these conditions, Eq.
(A12) takes the following form:
Ω =
2λ2ΓcΓh(nc − nh)[(2 + ζC)ωc − ζCωh]
(Γc + Γh)(λ2 + ΓcΓh)
. (13)
Here we will perform a two-parameter optimization of the
Ω function by setting ∂Ω/∂ωc = ∂Ω/∂ωh = 0. Solving
the resulting equations, we obtain the optimal values of
ωc and ωh as (see Appendix C)
ω∗c = [1− (1 + ζC)k]Tc, ω∗h =
(1 + ζC)[1− (2 + ζC)k]Tc
ζC
,
(14)
where k = ln[(1 + ζC)/(2 + ζC)]. The expression for the
COP can be obtained by substituting above expressions
for ω∗c and ω
∗
h in Eq. (11), and is given by
ζSSD =
1− (1 + ζC)k
1− 2(1 + ζC)k ζC . (15)
Note that the expression for the COP of SSD refrigera-
tor, ζΩSSD, depends on the ratio of reservoir temperatures
only and does not show any dependence on the system
parameters. The expression also holds for the optimiza-
tion of Feynman’s ratchet and pawl model [57], a classical
heat engine based on the principle of Brownian fluctua-
tions. We are also interested in comparing the behavior
of the SSD model with some classical models of refrigera-
tor. This can be done by observing the series behavior of
the respective forms of the COP near equilibrium. The
series expansions for the COPs of the SSD model, clas-
sical endoreversible (low-dissipation) [11, 58] and mini-
mally nonlinear irreversible (MNI) models [59] are given
by following expressions, respectively:
ζSSD =
1− (1 + ζC)k
1− 2(1 + ζC)k ζC =
2ζC
3
+
1
18
− 16
216ζC
+O
(
1
ζ2C
)
, (16)
ζYC =
√
1 + ζC − 1 = 2ζC
3
+
1
18
− 17
216ζC
+O
(
1
ζ2C
)
, (17)
ζMNI =
3 + 4ζC
4 + 6ζC
ζC =
2ζC
3
+
1
18
− 8
216ζC
+O
(
1
ζ2C
)
. (18)
Remarkably, the first two terms of the above equations are same and the model dependent difference appears in
4the third term only, owing to which ζSSD, ζYC and ζMNI
lie very close to each other. In fact, for heat engines
obeying tight-coupling condition (no heat leaks) and pos-
sessing a certain left-right symmetry in the system, the
universality of first two terms has already been proved
formally [60, 61]. However, such universal behavior is
not common for the optimal performance of the refriger-
ators, and is exclusive to the optimization of Ω function.
Such universal behavior absent in the optimization of χ-
criterion (see Sec. 3B).
B. Optimization in the high-temperature limit
In many models of quantum thermal devices, high-
temperature regime (classical regime) is employed to ob-
tain the analytic results and then the obtained results
are compared with the corresponding classical models
[19, 62–64]. In our model, in order to obtain model-
independent bounds on the COP, we have to complement
high-temperature regime with some restrictions on the
matter-field coupling constant λ. First, we will discuss
the case in which matter-field coupling is very strong as
compared to the system bath coupling, i.e., λ Γh,c.
1. Strong coupling and high-temperature regime
In the high-temperature limit, nh and nc are approxi-
mated by: nh = Th/ωh  1 and nc = Tc/ωc  1, respec-
tively. Further, in the presence of a strong matter-field
coupling (λ  Γh,c), the expression for Ω [Eq. (A12)]
reduces to the form:
Ω =
2Γh(τωh − ωc)((2 + ζC)ωc − ζCωh)
3(γωc + τωh)
, (19)
where τ = Tc/Th and γ = Γh/Γc. A two-parameter
optimization scheme of Ω function with respect to ωc and
ωh simultaneously leads to the trivial result, ωc = ωh =
0. Therefore, the choice we are left with is to optimize
the Ω function with respect to one control parameter only
while keeping the other one fixed at a constant value.
First we optimize Eq. (19) with respect to ωc (fixed
ωh), and the resulting form of the COP is given by (see
Appendix B)
ζωh =
τ
(
2− τ −√(1 + γ)(2− τ)(2 + γ − τ))
γ(τ − 2)− τ
(
2− τ −√(1 + γ)(2− τ)(2 + γ − τ)) ,
(20)
We are interested in the extreme dissipation cases for
which γ → and γ → ∞. Since Eq. (B3) is monotonic
decreasing function of γ, taking the limits γ → ∞ and
γ → 0, and writing in terms of ζC , we find that the COP
lies in the range:
ζYC ≡ ζC√
(2 + ζC)(1 + ζC)− ζC
≤ ζωh ≤
3 + 2ζc
4 + 3ζC
ζC ≡ ζ+.
(21)
The lower bound ζYC obtained here was first obtained by
Yan-Chen (YC) for the ecological optimization of a clas-
sical endoreversible refrigerator [65]. Hence, we name
it after them. ζYC can also be obtained for the unified
trade-off optimization of symmetric low-dissipation re-
frigerators [58] and Carnot-like refrigerators with non-
isothermal heat exchanging processes [66]. The upper
bound ζ+ obtained here also serves as the upper bound
on the COP of the low-dissipation refrigerators [58] and
minimally nonlinear irreversible refrigerators [59].
Similarly, when we optimize Ω function with respect
to ωh for a fixed ωc, the lower and upper bounds on the
COP are given by
ζ− ≡ 2ζC
3
≤ ζωc ≤ ζYC. (22)
Again, under the extreme dissipation conditions, the
lower bound ζ− = 2ζC/3 obtained here also serve as the
lower bounds on the COP of above-mentioned classical
models of refrigerators.
The corresponding COP bounds for the optimization
of χ-function of the SSD refrigerator are given by [19]:
ζχ− ≡ 0≤ ζχωc ≤ ζCA, (23)
ζCA ≤ ζχωh≤
1
2
(
√
9 + 8ζC − 3) ≡ ζχ+. (24)
In Fig. 2, we have plotted Eqs. (21)-(24). From the
Fig. 2, we can see that except for very small values of ζC
(ζC < 1), the refrigerator operating under MOF is more
efficient than the refrigerator operating at maximum χ-
function.
2. High temperature and weak or intermediate-coupling
regime
Besides strong matter-field coupling, we can obtain the
closed form analytic expressions for COP in the interme-
diate weak matter-field coupling (λ  Γh,c) regime or
intermediate-coupling (λ2 = ΓhΓc) regime. Under the
above-said condition of weak or intermediate matter-field
coupling, Eq. (A12) can be approximated by the follow-
ing equation:
Ω =
2λ2(nc − nh)[(2 + ζC)ωc − ζCωh]
3nhn2cΓc + 3ncn
2
hΓh
. (25)
To proceed further, we will use extreme dissipation
conditions, i.e., either Γc  Γh (γ → ∞) or Γc  Γh
(γ → 0). For the first case (Γc  Γh), we can drop
second term in the denominator of Eq. (25), and the
resulting form of Ω is given as,
Ωγ→∞ =
2λ2(nc − nh)[(2 + ζC)ωc − ζCωh]
3ncn2hΓh
. (26)
5TABLE I. Comparison of series expansions for the several forms of COP (efficiency) obtained at MOF and Maximum χ-function.
COP at MOF Efficiency at MOF COP at Maximum χ criteria
ζ−− = 23ζC − 118 + 19216 1ζC +O
(
1
ζC
)2
η−− = 34ηC − 132η2C − 3128η3C +O(ηC)4 ζχ−− = 0
ζ− = 2
3
ζC η− = 34ηC ζ
χ
− = 0
ζY C =
2
3
ζC +
1
18
− 17
216
1
ζC
+O
(
1
ζC
)2
η = 3
4
ηC +
1
32
η2C +
3
128
η3C +O(ηC)
4 ζχCA = ζ
1/2
C − 1 + 12
(
1
ζC
) 1
2
+O
(
1
ζC
) 3
2
ζ+ =
2
3
ζC +
1
9
− 4
27
1
ζC
+O( 1
ζC
)2 η+ =
3
4
ηC +
2
32
η2C +
3
64
η3C +O(ηC)
4 ζχ+ =
√
2ζ
1/2
C − 32 + 98√2
(
1
ζC
)1/2
+O
(
1
ζC
)3/2
ζ++ =
2
3
ζC +
1
6
− 5
24
1
ζC
+O
(
1
ζC
)2
η++ =
3
4
ηC +
3
32
η2C +
9
128
η3C +O(ηC)
4 ζχ++ =
√
3ζ
1/2
C − 2 + 2√3
(
1
ζC
)1/2
+O
(
1
ζC
)3/2
ζ--ζ-ζYCζ+ζ++ζ-χζCAζ+χζ++χ
0.0 0.5 1.0 1.5 2.0 2.5
0.0
0.5
1.0
1.5
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ζΩ,χ
FIG. 2. COP at MOF versus ζC for a quantum SSD refrig-
erator in extreme dissipation conditions in high temperature
limit and its comparison with COP at maximum χ function.
Under another extreme dissipation condition Γh  Γc
(γ → 0), Eq. (23) reads as
Ωγ→0 =
2λ2(nc − nh)[(2 + ζC)ωc − ζCωh]
3nhn2cΓc
. (27)
Optimization of Eqs. (26) and (27) with respect to ωh
(ωc fixed) yields the following bounds on the COP:
ζ−− ≡ ζC [ζC − 3 +
√
3 + ζC(3 + ζC)]
3ζC − 2 ≤ ζωc ≤ ζ−.
(28)
The bounds obtained above lie below the parametric re-
gion bounded by COP curves given in Eq. (22). It is
worthful to mention that these bounds have not been
previously obtained for any classical or quantum model
of refrigerator. In the similar manner, optimizing Eqs.
(24) and (25) with respect to ωc (ωh fixed), we obtain
following bounds on the COP:
ζ+ ≤ ζωh ≤
ζC [3 + ζC +
√
3 + ζC(3 + ζC)]
3(2 + ζC)
≡ ζ++.
(29)
Here also, the above bounds obtained on COP are new
bounds which are not previously reported elsewhere.
Comparing Eqs. (21) and (29), we can conclude that
the bounds obtained above lie above the parametric re-
gion covered by the COP curves given in Eq. (21). We
also obtain the corresponding expression for the COP of
the SSD refrigerator for the optimization of χ-criterion.
It is given by, ζχ++ =
√
4 + 3ζC − 2.
3. Series behavior of the COPs
We further extend our study by analyzing the near-
equilibrium series expansions of various COP expressions
obtained at MOF (summarized in Table I, Column I).
These series expansions show very interesting behavior
which is absent in the series expansions of various cor-
responding COPs obtained in the optimization of χ cri-
teria [Table I, Column III] [19]. The first term (2ζC/3)
is same for all the COPs and the second terms form an
arithmetic series with a common difference of 1/18. More
interestingly, the differences of third terms constitute an
arithmetic series with a common difference 1/216ζC . To
complement our findings, we also report the series expan-
sions of various forms of efficiencies [Table I, Column II]
obtained under the similar conditions for the optimiza-
tion of Ω function for the SSD engine[43], and observe
exactly similar behavior. Although in Ref. [43], the au-
thors derived the various forms of efficiencies, they did
not analyze the series behavior. Further, for the opti-
mization of χ-criterion, we can only say that the leading
order term in the series is proportional to
√
ζC [67].
IV. COOLING POWER AT MAXIMUM Ω
FUNCTION VERSUS MAXIMUM COOLING
POWER
In this section, we compare the CP obtained at MOF to
the maximum CP. As CP can be optimized with respect
to ωc only [19], we can compare this case only. As a
representative of our results, we confine our discussion to
the high-temperature and strong matter-field coupling
regime. In this regime, the expressions for optimal CP
60 2 4 6 8 10
0.0
0.2
0.4
0.6
ζC
R
FIG. 3. Ratio of the CP at MOF to the maximum CP. Red
and blue curves represent Eqs. (31) and (32), which approach
the value 1 − 1/√2 and 3/4, respectively for ζC → 0, and
vanish for ζC →∞.
were derived in Ref. [19], and are given by:
Q˙∗c(γ→∞) =
2~Γcωh
3
ζC
1 + ζC
, Q˙∗c(γ→0) =
~Γhωh
6
ζC
1 + ζC
.
(30)
Dividing Eq. (B8) by equation on left hand side of Eq.
(30), we obtain the ratio of CP at MOF to the optimal
CP,
Rγ→∞ = 1−
√
1 + ζC
2 + ζC
, (31)
which approaches the value 1 − 1/√2(= 0.29) for small
values of ζC , while it vanishes for large ζC .
Similarly, dividing Eq. (B9) by equation on right hand
side of Eq. (30), we obtain the corresponding ratio for
γ → 0,
Rγ→0 =
3 + 2ζC
(2 + ζC)2
, (32)
which approaches the value 3/4 for small ζC , while it
vanishes for large ζC . We have plotted the Eqs. (31)
and (32) in Fig.3, from which it is clear that ratio is
greater for the limiting case γ → 0. Interestingly, though
both ratios vanish as ζC → ∞, their ratio Rγ→0/Rγ→∞
is finite and approaches to 4 for ζC → ∞. Comparing
Eqs. (31) and (32), we can conclude that a relatively
large system-bath coupling (Γc >> Γh or γ → 0) yields
a higher relative value of the CP (see Fig. 3).
Further, to observe the behavior of the CP at MOF,
we plot Eqs. (B8) and (B9) as a function of ζC in Fig. 4.
It is clear from Fig. 4 that the maximum of the CP exists
at some value of Carnot COP ζC for both limiting cases
(γ → 0,∞). This suggests that when we operate our
refrigerator at MOF, temperatures of the reservoirs can
always be chosen in such a way that they correspond to
0 5 10 15 20
0.00
0.05
0.10
0.15
0.20
0.25
0.30
ζC
C
P
at
m
ax
im
um
Ω
FIG. 4. Plot of the scaled CP at MOF as a function of Carnot
COP ζC . Blue and red curves represent Eqs. (B8) and (B9),
respectively.
the maximum CP achievable. In this way, we can choose
set the optimal operational point for the thermal device
under consideration.
V. CONCLUSION
In this paper, we have analyzed the performance of a
three-level quantum refrigerator operating under a uni-
fied trade-off objective function known as Ω function.
First, we carried out a two-parameter optimization of
the Ω function with respect to the control frequencies ωc
and ωh) in the low-temperature regime. The obtained
form of the COP is independent of the parameters of the
system under consideration and depends only on the ra-
tio, τ , of reservoir temperatures. Interestingly, the first
two terms in the series expansion of the COP match ex-
actly with the COPs of endoreversible (low-dissipation)
and minimally nonlinear irreversible models of refrigera-
tor. Then, by employing the one-parameter optimization
scheme in the high temperature regime, we obtained an-
alytic expressions for the lower and upper bounds on the
COP in strong as well as weak (intermediate) matter-field
coupling conditions. Under the strong matter-field cou-
pling condition, the obtained bounds match with those of
classical models of refrigerators. However, for weak (in-
termediate) matter-field coupling condition, we obtained
new bounds on the COP which lie beyond the area cov-
ered by COP bounds obtained in strong matter-field cou-
pling regime. Further, we observed that the first term is
same in series expansions of the various forms of COPs
obtained in high temperature regime, which is quite re-
markable. Finally, we closed our analysis by making a
comparison between the SSD refrigerator operating in
the maximum CP regime and the refrigerator operating
at MOF.
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Appendix A: Steady state solution of density matrix
equations
Here we solve density matrix in steady state. Substi-
tuting expressions for H0, H¯, VR and using Eqn.(5) and
(6) in (7) the time evolution of elements of density matrix
are governed by following equations
˙ρ11 = ιλ(ρ10 − ρ01)− 2Γh[(nh + 1)ρ11 − nhρgg], (A1)
˙ρ00 = −ιλ(ρ10 − ρ01)− 2Γc[(nc + 1)ρ00 − ncρgg], (A2)
˙ρ10 = −[Γh(nh+1)+Γc(nc+1)]ρ10+ιλ(ρ11−ρ00), (A3)
ρ11 = 1− ρ00 − ρgg, (A4)
˙ρ01 = ˙ρ?10. (A5)
Solving Eqns.(A1) to (A5) in steady state by setting
˙ρmn = 0(m,n = 0, 1), we obtain
ρ10 =
iλ(nh − nc)ΓcΓh
λ2[(1 + 3nh)Γh + (1 + 3nc)Γc] + ΓcΓh[1 + 2nh + nc(2 + 3nh)][(1 + nc)Γc + (1 + nh)Γh]
, (A6)
and
ρ01 = ρ
?
10. (A7)
Calculating the trace in Eqns.(10) and (11) the output
power and cooling power are written as
P = i~λ(ωh − ωc)(ρ01 − ρ10), (A8)
Q˙C = i~λωc(ρ10 − ρ01). (A9)
Now Ω is given by
Ω = 2Q˙c − ζCP. (A10)
Using Eqn.(A8) and (A9) we can write (A10) as
Ω = i~λ((2 + ζC)ωc − ζCωh)(ρ10 − ρ01). (A11)
Using Eqns.(A6) and (A7) in this and (A9) we obtain the
following expressions for Ω and CP respectively
Ω =
2λ2(nc − nh)[(2 + ζC)ωc − ζCωh]ΓcΓh
λ2[(1 + 3nh)Γh + (1 + 3nc)Γc] + ΓcΓh[1 + 2nh + nc(2 + 3nh)][(1 + nc)Γc + (1 + nh)Γh]
, (A12)
Q˙c =
2~λ2ΓcΓh(nc − nh)ωc
λ2[(1 + 3nh)Γh + (1 + 3nc)Γc] + ΓcΓh[1 + 2nh + nc(2 + 3nh)][(1 + nc)Γc + (1 + nh)Γh]
. (A13)
Appendix B: Optimization in the high-temperature
regime
In high-temperature and strong matter-field coupling
regime, we set nh,c = 1/(e
ωh,c/Th,c − 1) ≈ Th,c/ωh,c  1.
Then Eq. (A12) can be approximated by the following
equation
Ω =
2Γh(τωh − ωc)((2 + ζC)ωc − ζCωh)
3(γωc + τωh)
, (B1)
Setting ∂Ω/∂ωc = 0, the optimal solution for ωc is ob-
tained as
ω∗c =
τ
(
2− τ −√(1 + γ)(2− τ)(2 + γ − τ))ωh
γ(τ − 2) , (B2)
Substituting Eq. (B2) in Eq. (11), we obtain the follow-
ing expression for the COP at MOF:
ζωh =
τ
(
2− τ −√(1 + γ)(2− τ)(2 + γ − τ))
γ(τ − 2)− τ
(
2− τ −√(1 + γ)(2− τ)(2 + γ − τ)) ,
(B3)
8Now, we will make use of the limiting forms of ω∗c which
can be obtained by taking the limits γ → ∞ and γ →
0 in Eq. (B2), and are given by following equations,
respectively:
ω∗c (∞) =
ζC
(1 + ζC)(2 + ζC)
ωh, (B4)
ω∗c (0) =
ζC(3 + 2ζC)
4(1 + ζC)(2 + ζC)2
ωh, (B5)
Further, using Eqs. (B4) and (B5) in Eq. (B1), we obtain
following expressions for the optimal Ω function for the
limiting cases γ →∞ and γ → 0, respectively:
Ω∗γ→∞ =
2~Γc
3
(
ζC
(
3 + 2ζC − 2
√
(1 + ζC)(2 + ζC)
)
(1 + ζC)
)
ωh,
(B6)
Ω∗γ→0 =
~Γh
6
(
ζC
(1 + ζC)(2 + ζC)
)
ωh. (B7)
The corresponding expressions for the cooling power,
Q˙c = 2~Γh(τωh − ωc)/3(γωc + τωh) , at optimal Ω func-
tion are given by:
Q˙Ωc(γ→∞) =
2~Γc
3
(
ζC
1 + ζC
− ζC√
(1 + ζC)(2 + ζC)
)
ωh,
(B8)
Q˙Ωc(γ→0) =
~Γh
6
(
ζC(3 + 2ζC)
(1 + ζC)(2 + ζC)2
)
ωh. (B9)
Appendix C: Two parameter optimization in the
low-temperature limit
Using Eq. (13), setting ∂Ω/∂ωc = 0 and ∂Ω/∂ωh = 0,
we get the following set of equations:
ωc − ζC
2 + ζC
ωh =
(
1− eωc/Tc−ωh/Th
)
Tc (C1)
ωc − ζC
2 + ζC
ωh =
(
e−ωc/Tc+ωh/Th − 1) ζCTh
2 + ζC
(C2)
On comparing Eqs. (C1) and (C2), we get
e
ωc
Tc
−ωhTh =
1 + ζC
2 + ζC
(C3)
Taking log on both sides, we have
ωc
Tc
− ωh
Th
= ln
(
1 + ζC
2 + ζC
)
(C4)
Substitute Eq. (C4) in Eq. (C1), we get
ωc
Tc
− 1 + ζC
2 + ζC
ωh
Th
=
1
2 + ζC
(C5)
Now, solving Eqs. (C4) and (C5) simultaneously, we ob-
tain the optimal expressions for ωc and ωh given by Eq.
(14).
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