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Two-dimensional structures are present in almost all known superconductors with high critical
temperatures, but the role of the reduced dimensionality is still under debate. Recently, ultracold
atoms have emerged as an ideal model system to study such strongly correlated 2D systems. Here,
we report on the realisation of a Josephson junction in an ultracold 2D Fermi gas. We measure
the frequency of Josephson oscillations as a function of the phase difference across the junction and
find excellent agreement with the sinusoidal current phase relation of an ideal Josephson junction.
Furthermore, we determine the critical current of our junction in the crossover from tightly bound
molecules to weakly bound Cooper pairs. Our measurements clearly demonstrate phase coherence
and provide strong evidence for superfluidity in a strongly interacting 2D Fermi gas.
One of the most striking macroscopic manifestations of
quantum mechanics is the DC Josephson effect [1, 2],
where a phase difference φ between two superconductors
separated by a weak link drives a current I(φ) with-
out any applied voltage. For an ideal Josephson junc-
tion, this current phase relation takes a sinusoidal form
I(φ) = IC sin(φ) [3], where IC is the maximum super-
current that can flow through the junction. This direct
connection between the superfluid current and the phase
of the macroscopic wave function makes Josephson junc-
tions a powerful tool for probing properties of supercon-
ductors, providing e.g. clear evidence for the d -wave sym-
metry of the order parameter in cuprate superconductors
[4].
Recently, ultracold quantum gases have been estab-
lished as ideal model systems to study such strongly cor-
related two-dimensional (2D) fermionic systems [6–13].
However, while pair condensation of fermions has been
reported [14], fermionic superfluidity in 2D has not been
directly observed. Here, we use a Josephson junction to
unambiguously show phase coherence and provide strong
evidence for superfluidity in an ultracold 2D Fermi gas.
Josephson junctions have already been extensively stud-
ied in ultracold quantum gases [15–23], but the ideal sinu-
soidal current phase relation that directly links the phase
difference to the supercurrent across the junction [24–26]
has not been observed [27]. Hence, we first confirm that
our junction follows an ideal current phase relation. This
implies that the current across the junction is a supercur-
rent that is driven by the phase difference between two
superfluids. We then proceed to measure the evolution
of the critical current of the junction as a function of in-
teraction strength and thereby realise a probe for 2D su-
perfluidity in the crossover from tightly bound molecules
to weakly bound Cooper pairs. This measurement of
the critical current also constitutes a novel probe for
phase coherence in a 2D superfluid and enables us to per-
form the first measurement of the Berezinskii-Kosterlitz-
Thouless scaling exponent in an ultracold quantum gas
which is not limited by a harmonic trapping potential
[28, 29].
For our experiments we use a homogeneous Fermi gas
of 6Li atoms in a spin-balanced mixture of the lowest two
hyperfine states, trapped in a box potential [5, 30]. A
strong vertical confinement with trap frequency ωz/2pi =
8.8(2) kHz ensures that the gas is kinematically 2D with
the chemical potential µ and temperature T being smaller
than the level spacing ~ωz. We create a Josephson junc-
tion by using a narrow repulsive potential barrier with
a 1/e2 waist of w = 0.81(6)µm to split the system into
two homogeneous 2D pair condensates connected by a
weak link (Fig. 1 A, B). We imprint a relative phase
φ0 between the two sides of the junction by illuminat-
ing one half of the system with a spatially homogeneous
optical potential for a variable time between 0 and 20
µs [5]. We then let the system evolve for a time t and
extract the population imbalance ∆N = (NL −NR) and
the phase difference φ between the two sides using either
in situ or time of flight imaging. A typical Josephson
oscillation of a molecular condensate at a magnetic field
of B = 731 G [31] and a barrier height of V0/µ = 1.08(5)
featuring the characteristic pi/2 phase shift between im-
balance and phase is shown in Fig. 1 (C, D). The os-
cillations are weakly damped with a relative damping of
Γ/ω = 0.07, which according to a full numerical simula-
tion of our system can be explained by phononic excita-
tions in the bulk and the nucleation of vortex-antivortex
pairs in the junction (see Fig. S 3 and [32]).
To understand these Josephson oscillations quantita-
tively, we use a simple circuit model commonly used
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2FIG. 1. Josephson oscillations in a homogeneous 2D Fermi gas. (A) Sketch of a Josephson junction consisting of
two Fermi gases with chemical potential µ, particle numbers NL, NR and phases φL, φR separated by a tunnelling barrier
with height V0. (B) Absorption images of cold atom Josephson junctions. The width of the barrier is held fixed at a waist
of w = 0.81(6)µm, while the size l⊥ of the system is increased. (C, D) Time evolution of the phase difference ∆φ (C) and
relative particle number difference ∆N/N (D) between the left and right side of the box after imprinting a relative phase
difference of φ0 ≈ pi/4. The red lines are the result of a damped sinusoidal fit. (E) Oscillation frequency as a function of barrier
height V0 for different system sizes, where the error bars denote the 1σ fit error. The inductance LB and capacitance C of
the bulk system are proportional to the length l⊥ of the box and therefore the oscillation frequency decreases with increasing
system size for V0 = 0. For nonzero values of V0, the barrier adds a nonlinear Josephson inductance LJ to the system and the
oscillation frequency decreases as a function of barrier height. (F) Josephson inductance LJ,0(V0) extracted from the frequency
measurements using an LC circuit model. The Josephson inductances for all system sizes collapse onto a single curve, which
shows that the inductance of the junction depends only on the height of the barrier and validates our LC circuit model. We
obtain the calibration of the barrier height V0 by matching the data to a full numerical simulation (dotted line) [5]. The data
is obtained by averaging 20 (B), 42 (C), 130 (D) and 7 (E, F) individual measurements.
to describe superconducting Josephson junctions [22, 33,
34]. In this model, we describe our junction as a non-
linear Josephson inductance LJ which is connected in se-
ries to a linear bulk inductance LB and a capacitance
C (Fig. 1F), where the bulk inductance LB charac-
terises the inertia of the gas and the capacitance C
its compressibility. For vanishing Josephson inductance,
the model reduces to a linear resonator with frequency
ωs = 1/
√
LBC = 2pivs/2l⊥, which corresponds to the
frequency of a sound mode propagating with the speed
of sound vs across the length l⊥ of the system. Introduc-
ing a barrier with height V0 adds a nonlinear inductance
LJ to the system and reduces the oscillation frequency
ω. Due to the nonlinearity of the current phase rela-
tion, this LJ depends on the phase difference φ(t) across
the junction, but for small phase excitations there is a
linear regime where LJ(φ(t)) can be approximated by a
time-independent Josephson inductance LJ,0 and the os-
cillation frequency is given by ω = 1/
√
(LB + LJ,0)C.
To confirm that our physical system is described by
this model, we prepare a gas of deeply bound dimers,
perform measurements of the oscillation frequency in the
linear regime as a function of the barrier height for dif-
ferent system sizes (Fig. 1E), and extract the Josephson
inductance LJ,0 (Fig. 1F). Since our system has a uni-
form density, the bulk inductance is given by the sim-
ple expression LB = 8ml⊥/pi2nl||, where n is the den-
sity per spin state, m is the mass of a 6Li atom, and l⊥
(l||) is the diameter of the box perpendicular (parallel)
to the barrier [5]. Consequently, the Josephson induc-
tance LJ,0(ω) = LB(ω
2
s/ω
2 − 1) can be extracted from
the frequency difference between the Josephson oscilla-
tions and the sound mode. While the oscillation fre-
quency is strongly dependent on the size of the box due
to the change in the bulk inductance LB and the capaci-
tance C, the measured Josephson inductance LJ,0 should
depend only on the coupling between the two reservoirs.
As can be seen from Fig. 1 F, all measurements of LJ,0
versus barrier height collapse onto a single curve regard-
less of the system size, which confirms that our Josephson
junction can be described by an LC circuit model. For
the barrier heights used in our experiments we also find
very good agreement with a full numerical simulation of
our system [5].
Next, we probe the fundamental property of Joseph-
son junctions: the nonlinearity of the current phase
relation[3, 27]. For large phase excitations, the nonlin-
ear current phase relation leads to anharmonic oscilla-
3FIG. 2. Current phase relation. Josephson oscillations
through a tunnelling barrier with height V0/µ = 1.51(8) at ini-
tial phase imprints of φ0 = 0.14pi (A), 0.42pi (B) and 0.62pi
(C). The amplitude of the oscillations increases for stronger
phase imprints, while the frequency is reduced. (D) Oscil-
lation frequency as a function of imprinted phase, where the
error bars denote the 1σ fit error. (E) Inductance of the
junction calculated from the measured oscillation frequencies.
(F) Effective current I0 through the junction obtained by
performing a Riemann sum over the measured values of LJ,0
shown in (E) according to ∂I/∂φ = ~/LJ [5]. Our data is in
excellent agreement with the rescaled current phase relation
I0 = 2IC sin(φ0/2) expected for an ideal Josephson junction
(red solid lines), where the initial slope IC is determined from
the first three data points. Each data point in (A, B, C) is
obtained by averaging 20 individual measurements.
tions with an increased oscillation period. Our ability to
imprint arbitrary phase differences φ0 across the barrier
enables us to measure this reduction of the fundamen-
tal frequency ω(φ0) as a probe of the nonlinearity (Fig.
2). To extract the nonlinear response of the current from
our measurements of ω(φ0), we first calculate LJ,0(ω(φ0))
and then apply the relation ∂I/∂φ = ~/LJ to LJ,0(φ0) to
obtain an effective current I0(φ0). For an ideal Joseph-
son junction, I0 follows a rescaled current phase relation
I0(φ0) ≈ 2IC sin(φ0/2) [5]. We find that our measure-
ment is in excellent agreement with this current phase
relation, indicating that our junction is an ideal Joseph-
son junction [3, 27]. This implies that the current across
the junction is indeed a supercurrent, driven by the phase
difference between two superfluids.
FIG. 3. Interaction dependence of the critical current.
Josephson oscillations for interaction strengths of ln(kFa2D) =
−2.4 (A), ln(kFa2D) = 0.7 (B) and ln(kFa2D) = 1.9 (C),
where kF is the Fermi wave vector and a2D is the 2D scattering
length as defined in [5, 14]. The measurements are performed
in the linear regime with constant density n = 1.21(9)µm−2
and relative barrier height V0/µ = 1.4(2). (D) Oscillation fre-
quency for sound (red diamonds) and Josephson (blue dots)
oscillations as a function of the 2D interaction parameter
ln(kFa2D). The frequency increase of the bare sound mode
when going from the molecular to the BCS regime reflects
the interaction dependence of the chemical potential. (E)
Critical current of the junction extracted from the frequency
difference between the sound mode and the Josephson oscil-
lations. The error bars denote the 1σ fit error. The blue line
is the critical current IC ∝ nctk=0 calculated for a conden-
sate fraction of nc/n = 0.72 and a tunnelling amplitude tk=0
obtained from a mean field calculation of the transmission
through the barrier [5]. To calculate the tunnelling amplitude
we approximate our junction with a rectangular barrier with
a width b = 0.81µm, which is a reasonable approximation
for the Gaussian barrier used in the experiment. The shaded
region denotes the systematic uncertainty resulting from the
15% uncertainty in V0/µ. The dashed grey lines indicate the
upper (T = 0) and lower (T = Tc) bound for the critical cur-
rent obtained from our theory. While it is unclear how far into
the strongly correlated regime our bosonic theory is quanti-
tatively accurate [5], it reproduces the qualitative behaviour
of our data across the entire BEC-BCS crossover. Each data
point in (A, B, C) is obtained by averaging 42 individual
measurements.
Following this result, we can now use our Joseph-
son junction as a probe for 2D superfluidity in the
strongly correlated regime. We observe Josephson oscil-
lations over a wide range of interaction strengths, indicat-
ing the presence of superfluidity in the entire crossover
from tightly bound molecules to weakly bound Cooper
pairs (Fig. 3). To quantify the effect of interactions
4on our system we extract the critical current IC from
the frequency of the Josephson oscillations. Since for
a fixed barrier height V0 the change in the critical cur-
rent would be dominated by the interaction dependence
of the chemical potential, we instead maintain a con-
stant V0/µ = 1.4(2) by adjusting the barrier height V0
for each interaction strength according to a reference
measurement of the equation of state (Fig. S4). We
observe that, within the uncertainty of our measure-
ment, the critical current stays nearly constant with a
tendency towards smaller values of IC when approach-
ing the BCS (Bardeen-Cooper-Schrieffer) side of the res-
onance. While there is currently no theory available
that quantitatively describes a 2D Josephson junction
in the whole BEC-BCS crossover, in the bosonic limit
we can calculate the critical current from the conden-
sate density nc and the overlap of the condensate wave
functions [5, 35]. We use this theory to determine the
condensate fraction from the measured critical current
for interaction strengths ln(kFa2D) ≤ −0.9 and obtain
nc/n = 0.72(8)stat.
(
+0.1
−0.2
)
sys.
, where the systematic error
arises from the 15% uncertainty in V0/µ. For our homo-
geneous 2D system, Berezinskii-Kosterlitz-Thouless the-
ory relates the condensate fraction nc/n ≈ (l⊥/ξ)−η to
the algebraic decay of phase coherence over the finite size
l⊥ of the box, where ξ is the healing length of the con-
densate and η is the algebraic scaling exponent[36, 37].
Our measured critical current therefore corresponds to
a scaling exponent of η = 0.08(3)stat.
(
+0.07
−0.04
)
sys.
, which
agrees well with the scaling exponent η ≈ 14 TTc ≈ 0.075
expected for our temperature of T/TF ≈ 0.03 [36, 38].
In conclusion, we have presented the first observation
of Josephson oscillations in an ultracold 2D Fermi gas.
We find that our junction follows the sinusoidal current
phase relation of an ideal Josephson junction, which im-
plies that the current across the junction is driven by
the phase difference between two superfluids. Finally, we
probe 2D superfluidity in the strongly correlated regime
and measure the critical current of the junction in the
crossover from tightly bound molecules to weakly bound
Cooper pairs.
Our homogeneous 2D Fermi gas provides an excel-
lent starting point to study the influence of reduced di-
mensionality on strongly correlated superfluids in the
crossover between two and three dimensions. The unique
combination of reduced dimensionality, uniform density,
low entropy and high-resolution imaging makes our sys-
tem a perfect platform to observe exotic phases such as
the elusive Fulde-Ferrell-Larkin-Ovchinnikov state [39].
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6Supplementary materials
Preparation of homogeneous 2D Fermi gases
We prepare our homogeneous 2D Fermi gas follow-
ing the scheme described in [30]. We start by evap-
oratively cooling a spin mixture of 6Li atoms in the
|F = 1/2,mF = 1/2〉 and |F = 1/2,mF = −1/2〉 hyper-
fine states in a highly elliptical optical dipole trap at
a magnetic field close to the 832 G Feshbach resonance
of 6Li. We then ramp to a magnetic field of 730 G
and project our box potential onto the atoms using
a digital micromirror device (DMD1) illuminated with
blue-detuned (λ = 532 nm) light, which we refer to as
DMD 1. Additionally, we briefly ramp up a second
DMD (DMD 2), also illuminated with 532 nm light, that
covers a larger area to push away residual atoms still
trapped outside of the box. Finally, we load the atoms
into a single node of an optical standing wave poten-
tial with a lattice spacing of approximately 3µm and a
trap frequency of ωz = 2pi · 8.8(2) kHz and thereby bring
the atoms into the 2D-regime. For all measurements,
the chemical potential is well below the trap frequency
(µ < 0.7 ~ωz) and we can therefore parametrise the in-
teraction strength by an effective 2D scattering length
a2D = lz
√
pi/0.905 exp(−√pi/2 · lz/a3D) [40], where lz =√
~/mωz is the harmonic oscillator length and a3D is the
3D scattering length.
We note that performing thermometry of our homoge-
neous Fermi gas is challenging, since, in contrast to har-
monic traps, there is no low density region where the gas
is thermal. This makes it very difficult to observe and fit
the thermal fraction of the cloud. We obtain an estimate
of the temperature of the system by performing a time of
flight measurement after DMD 1 has been ramped on and
the atoms have been loaded into the lattice, but without
pushing away the atoms outside the box with DMD 2.
This measurement yields a temperature of T/TF ≈ 0.03,
where TF = EF/kB is the Fermi temperature of a system
with Fermi energy EF = ~2k2F/2m = ~24pin/2m using
the density n inside the box potential. However, it is a
priori unclear whether the atoms inside and outside the
box potential are fully thermalised, so a better method to
perform thermometry is to measure the density equation
of state µ(n, T ) of a molecular condensate and compare
it to a full numerical simulation (Fig. S4). This method
yields the same temperature of T/TF ≈ 0.03 as the time
of flight measurement.
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Fig. S 1. Calibration of the barrier. Line sum through an
image of a box potential with a barrier in the center. The box
has a width of 300 pixels on the DMD, which corresponds to a
box size of 30µm in the plane of the atoms. The barrier has a
width of 4 pixels, which is broadened by the finite resolution of
the imaging system used to project the image onto the atoms.
From a Gaussian fit to the barrier (red line), we determine a
1/e2 waist of w = 0.81(6)µm.
Generation of arbitrary potentials
To create the box potential and the tunnelling barrier,
we image DMD 1 directly onto the atoms using a high res-
olution microscope. The DMD has a pixel size of 7.56µm
and is demagnified by a factor of 75 by the imaging sys-
tem, so that each DMD pixel has a width of 0.1µm in the
image plane, which is much smaller than the resolution
of the imaging system. For narrow barriers with a width
W . 10 pixel, we can therefore adjust the height of the
barrier by increasing the width of the barrier on the DMD
image. We characterise the tunnelling barrier by using a
second high resolution microscope to image the intensity
distribution in the plane of the atoms (Fig. S 1) for all
barrier widths W used in our experiments. From these
images, we obtain a calibration of the relative change of
the barrier height as a function of W as well as a deter-
mination of the barrier width w = 0.81(6)µm, which is
independent of W for W ≤ 11 pixel (deviation < 10%).
Phase control
To imprint a relative phase between the two sides of
our Josephson junction, we briefly apply an optical po-
tential ∆V0 to the condensate in one of the reservoirs,
which advances its phase by φ0 = e
i
∆V0
~ t. The time t is
much shorter than the Fermi time h/EF, which ensures
an almost pure phase excitation. The spatially homoge-
neous optical potential is created by DMD 2 and imaged
onto the atom plane. We perform matter wave imaging
[30, 41] and observe the relative phase difference between
the reservoirs in the displacement of the pair condensa-
tion peak. We calibrate this procedure by measuring
the periodic displacement of the momentum peak as a
function of the time for which the imprinting potential is
7Fig. S 2. Calibration of phase imprinting We vary the
time for which the imprinting potential is switched on and
measure the shift in the position of the central momentum
peak. From its periodic displacement, we obtain the height
of the optical potential ∆V0 = h · 16.0(5) kHz. Each column
represents a slice through the momentum distribution. The
data shown is obtained by averaging over 38 realisations.
switched on. From the measurement shown in Fig. S 2,
we obtain ∆V0 = h ·16.0(5) kHz for the potential height2
and a displacement ∆x = 5.5(3)µm/pi.
LC Circuit Model
We use an electrical circuit model similar to the one
used in [22, 33, 34] to model the dynamics of our Joseph-
son junction. We describe our system as a capacitance
C and a bulk inductance LB connected in series to a
Josephson junction, which is modelled as a nonlinear in-
ductance LJ(φ), see Fig. 1F. In this circuit, the current
I = 12
d(∆N)
dt is the instantaneous particle current across
the junction determined by the change in the particle
number imbalance ∆N = NL−NR. The voltage over the
capacitor is given by UC = ∆N/2C, where ∆N/2 corre-
sponds to the charge of the capacitor. The voltage across
the junction UJ = LJ
dI
dt is related to the phase difference
φ via the Josephson-Anderson relation UJ = ~dφdt and
hence the junction has an inductance of LJ(φ) = ~/dI(φ)dφ .
According to Kirchhoff’s law, the voltages across the ca-
pacitor, the bulk inductance and the junction add to zero
and therefore the LC circuit is described by the differen-
tial equation
∆N
C
+ (LB + LJ(φ))
∂2(∆N)
∂t2
= 0. (1)
2 We define ∆V0 as the potential experienced by a pair of atoms,
which has two times the polarisability and therefore experiences
twice the optical dipole potential as a single atom.
Linear Regime
For small phase excitations, LJ(φ) can be approxi-
mated by a constant, phase independent inductance LJ,0
and Eq. 1 yields harmonic oscillations with frequency
ω = 1√
(LB+LJ,0)C
. For a vanishing barrier, the oscilla-
tions correspond to a phononic excitation propagating
between the boundaries of the box at the speed of sound
vs. In the circuit model, this corresponds to LJ = 0 and
the frequency is given by ωs =
1√
LBC
= 2pi vs2l⊥ . Hence,
we can calculate LJ,0 from the ratio of the oscillation
frequencies
LJ,0 = LB
(
ω2s
ω2
− 1
)
. (2)
For our homogeneous box system, the speed of sound
vs =
√
n
m
∂µ
∂n and the capacitance C =
1
2
∂N
∂µB
= 14
∂N
∂µ =
1
8 l⊥l||
∂n
∂µ are related to each other by the compressibility
κ = ∂µ∂n , where µB = 2µ is the chemical potential of a gas
of bosonic dimers. Therefore, we can simply calculate
the bulk inductance LB = 1/ω
2
sC = 8ml⊥/pi
2n l|| and
thereby obtain the Josephson inductance LJ,0 without
using the equation of state µ(n).
Current Phase Relation
For a phase excitation that is not small, the non-
linearity of the Josephson inductance leads to anhar-
monic oscillations. This nonlinear oscillation consists of
a down-shifted fundamental frequency ω(φ0) and higher
harmonics of this frequency. One possibility to extract
the current phase relation from this anharmonic oscilla-
tion would be to obtain the instantaneous current I(φ(t))
and relating it to the corresponding φ(t). However,
this approach has the significant drawback that obtain-
ing I(φ(t)) requires numerical differentiation of ∆N(t),
which is extremely sensitive to noise. Hence, we use
the information contained in the shift of the fundamen-
tal frequency ω(φ0) to probe the current phase relation.
We do this by extracting LJ,0(φ0) from ω(φ0) accord-
ing to Eq. 2 and then calculating an effective current
I0(φ0) =
∫ φ0
0
~
LJ,0(φ′0)
dφ′0 by performing a Riemann sum
over all experimentally determined values of ~LJ,0(φ′0)
for
which φ′0 ≤ φ0. While this effective current is differ-
ent from the instantaneous current, we can still relate
the effective current phase relation I0(φ0) and the in-
stantaneous current phase relation I(φ) by inserting the
ideal current phase relation I(φ) = IC sin(φ) into Eq.
1. In principle, I0(φ0) can be found by solving Eq. 1
numerically, but it is instructive to consider a simplified
case which can be solved analytically. If we assume that
the dynamics of the system is dominated by the barrier
8(LJ  LB), we can neglect the bulk inductance LB in
the LC circuit and write ~φ˙ + ∆N2C = 0. Differentiating
this equation, we get
φ¨+
IC
~C
sin(φ) = 0 , (3)
which is equivalent to the equation of motion of a math-
ematical pendulum. To first order, the oscillation fre-
quency is given by ω(φ0)
2 ≈ IC~C (1 − φ20/8) ≈ IC~C cos φ02
and we can extract the corresponding inductance
LJ,0(φ0) ≈ LJ,0,φ0→0
(
ωφ0→0
ω(φ0)
)2
≈ ~
IC cos (φ0/2)
. (4)
After integration, we get a simple rescaled expression for
the effective current
I0(φ0) ≈ 2IC sin φ0
2
. (5)
We compare this result with the current I0(φ0) extracted
from the numerical solution of Eq. 1 for a system with
LJ,0/LB = 1.3, which is the value of LJ,0/LB for the
system that was used for the measurements in Fig. 2.
We find that for initial phase excitations φ0 . 0.7pi, Eq.
5 and the numerical solution agree within 2%. Hence, we
compare our data to Eq. 5.
Numerical simulations
We simulate the dynamics of a two-dimensional (2D)
bosonic Josephson junction with the c-field simulation
method that was used in Ref. [42]. Our homogeneous
2D system is described by the Hamiltonian
Hˆ0 =
∫
dr
[
~2
2M
∇ψˆ†(r) · ∇ψˆ(r) + g
2
ψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r)
]
,
(6)
where ψˆ and ψˆ† are the bosonic annihilation and cre-
ation operators, respectively. The interaction g is given
by g = g˜~2/M , where g˜ is the dimensionless interaction
and M the mass of a 6Li2 molecule. Here, g˜ is determined
by g˜ = g˜0/
(
1 − g˜02pi ln(2.09kF`d)
)
, with g˜0 =
√
8pias/`d
[43], where as is the molecular s-wave scattering length,
`d =
√
~/(Mωz) is the harmonic oscillator length in the
transverse direction, and kF is the Fermi wave vector.
Analogous to the experiments, we consider 2D clouds of
6Li2 molecules confined in a box of dimensions Lx × Ly.
We discretise the space with a lattice of size Nx × Ny
and a discretisation length l = 0.5µm. Within our c-
field representation, we describe the operators ψˆ in Eq.
6 and the equations of motion by complex numbers ψ.
We sample the initial states in a grand canonical ensem-
ble with chemical potential µ and temperature T via a
classical Metropolis algorithm. The system parameters,
such as the density n, g˜, and T are chosen in accordance
with the experiments. To simulate the Josephson junc-
tion we add the term Hex =
∫
drV (r)n(r), where n(r)
is the density at the location r = (x, y). The barrier
potential V (r) is given by
V (r) = V0 exp
(−2(x− x0)2/w2), (7)
where V0 is the barrier height and w the width. The po-
tential is centered at the location x0 = Lx/2. We choose
w = 0.85µm and V0/µ in the range 0− 2, where we use
µ = gn. This splits the system in x-direction into two
equal 2D clouds, which we refer to as the left and right
reservoir. We then imprint a fixed value of the phase
on one of the reservoirs, which creates a phase difference
∆φ = φL − φR, where φL (φR) is the mean value of the
phase of the left (right) reservoir. The sudden imprint
of phase results in oscillations of ∆φ and the density im-
balance ∆N = NL − NR, where NL (NR) is the num-
ber of molecules in the left (right) reservoir. We analyse
the time evolution of ∆N and ∆φ for system parameters
close to the ones used in the experiments. Fig. S 3 A-C
shows simulations of ∆φ(t) at three different tempera-
tures of T/TF ≈ 0.01, 0.03, and 0.06 for n = 2.25µm−2,
g˜ = 1.8 and a system size of Lx×Ly = 20×40µm2. The
damping of the oscillations increases with temperature.
To quantify this observation, we fit ∆φ(t) with a damped
sine function f(t) = A0e
−Γt sin(ωt+ θ), where A0 is the
amplitude, ω is the oscillation frequency, Γ is the damp-
ing, and θ is the phase shift. The determined ratio of Γ/ω
is 0.05, 0.09, and 0.45 for T/TF ≈ 0.01, 0.03, and 0.06,
respectively. As the experimentally observed damping
is on the order of Γ/ω ≈ 0.07, this suggests an experi-
mental temperature on the order of T/TF . 0.03, which
is consistent with the results from measurements of the
momentum distribution and the equation of state shown
in Fig. S 4. To obtain a calibration of the experimental
barrier height, we simulate the system for a wide range
of barrier heights V0 and match the simulated and ex-
tracted Josephson inductances by fitting the calibration
factor between the width W of the barrier on the DMD
and the simulated barrier height V0.
To understand the mechanism for the thermal damp-
ing of the oscillations, we examine the phase evolution
of a single sample of our ensemble. Figure S 3D shows
the phase φ(x, y) at a point in time which is 3.9 ms after
a phase imprint of pi/4 for the same n, g˜ and box size
as above, and T/TF ≈ 0.03. At this time the system
exhibits distinct values of the mean phase for the left
and right reservoir and a strong phase gradient across
the barrier. As expected for a 2D system, the phase is
weakly fluctuating within the reservoirs due to thermal
phonons. In addition to the phonons, we identify the nu-
cleation of vortex-antivortex pairs as an additional mech-
anism of dissipation. We calculate the phase winding
around a lattice plaquette of size l×l using∑ δφ(x, y) =
δxφ(x, y) + δyφ(x+ l, y) + δxφ(x+ l, y+ l) + δyφ(x, y+ l),
where the phase differences between sites is taken to be
9Fig. S 3. Temperature dependence of Josephson os-
cillations. (A-C) Time evolution of the simulated ∆φ for
V0/µ ≈ 1.0 and a phase imprint of pi/4 at three different
temperatures. (D) Simulated phase evolution of one sam-
ple of the ensemble, 3.9 ms after a phase imprint of pi/4,
for n = 2.25µm−2 and T/TF ≈ 0.03. The barrier height
is V0/µ ≈ 2 and its width of 0.85µm is denoted by the two
vertical dotted lines. The dots and the crosses represent vor-
tices and antivortices, respectively. The box dimensions are
20× 40µm2.
δx/yφ(x, y) ∈ (−pi, pi]. We show the calculated phase
winding in Fig. S 3D. A vortex and an antivortex are
identified by a phase winding of 2pi and −2pi, respec-
tively. The vortex pairs are nucleated mainly inside the
barrier in the regions of low densities. Both the phonons
and vortices lead to the damping of oscillations shown in
Fig. S 3 A-C.
Equation of state
To keep our relative barrier height V0/µ constant dur-
ing measurements over the crossover, we need to mea-
sure the chemical potential µ as a function of interaction
strength. We do this by following the approach estab-
lished by Ref. [44]. We therefore define our chemical
potential as µ = µ0 + B/2, where µ is the chemical po-
tential per atom and the contribution of the two-body
binding energy B is subtracted from the bare chemical
potential µ0. We use DMD 2 to introduce a potential
offset ∆V between the two sides of the box and measure
the resulting density difference ∆n. For sufficiently small
temperatures, the Thomas-Fermi approximation predicts
EF = c ·µ, and we can obtain µ/EF = 1/c from the linear
Fig. S 4. Equation of state. (A) Density difference ∆n
(dark blue dots) created by a potential step ∆V , compared
to numerical simulations performed at T/TF = 0.019 (dashed
blue line), T/TF = 0.033 (solid red line) and T/TF = 0.047
(dotted dark red line). (B) Residual sum of squares between
the numerical simulations performed at different tempera-
tures and the measured EOS. The dashed blue line is a guide
to the eye. The best agreement between our measured equa-
tion of state and the simulation is achieved at a temperature of
T/TF = 0.03. (C) Relative change of the chemical potential
of our system for different magnetic fields, normalized to the
chemical potential at a field of 730 G. The chemical potential
is extracted from the initial slope of the EOS measurements
shown in (A). The red line is a heuristic fit we use to keep
V0/µ constant during our measurement across the crossover
(Fig. 3). The data shown is obtained by averaging over 7 (A)
and 3 (C) realisations.
slope of ∆n(∆V ). The relative change in the measured
chemical potential for different magnetic fields is shown
in Fig. S 4 C.
To determine the temperature of our system we com-
pare the measured ∆n(∆V ) of the bosonic system with
interaction strength ln(kFa2D) = −2.9 with simulated
curves for different temperatures obtained using the c-
field method outlined above. The discrepancy between
the measurement and the numerical simulations is min-
imised for a temperature of T ≈ 0.03TF (Fig. S 4A,B).
Calculation of the critical current
In the following we derive an analytic expression for
the critical current IC of our 2D Josephson junction in
the bosonic limit including phase fluctuations, motivated
by recent work for 3D systems [35]. Generally, we can
express the current between the left and right reservoir
I = − i
~
(∑
k
tk(a
†
l (k)ar(k)− a†r(k)al(k))
)
(8)
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via the tunnelling amplitudes tk and the bosonic creation
and annihilation operators acting on the left and right
reservoir. In the phase-density representation, neglecting
density fluctuations, the annihilation operators are given
by
al/r(k) =
∫
d2r√
A
exp(−ikr)√nl/r exp(iφl/r + iδφl/r(r)) ,(9)
where A = L2 is the area of a box of size L, nl (nr)
is the density, φl (φr) is the phase, and δφl (δφr) is the
fluctuation of the phase in the left (right) reservoir. To
calculate the expectation value 〈I〉, we insert Eq. 9 in
Eq. 8 and assume independent Gaussian fluctuations of
the phase in both reservoirs 〈eiδφl/r(r)〉 = e− 12 〈δφ2l/r(r)〉.
For a 2D system, we can further approximate the phase
fluctuations to lowest order as 〈δφ2l/r(r)〉 = η log(L/r0),
where η = MkBT2pi~2ns = 2
n
ns
T
TF
is the algebraic scaling expo-
nent and r0 ≈ ξ is a short range cutoff on the order of
the system’s healing length ξ. To lowest order in k, we
obtain
〈I〉 = 2nAtk=0
~
(
L
r0
)−η
sinφ , (10)
where φ = φr − φl is the phase difference across the bar-
rier. This result reproduces the ideal current phase re-
lation I(φ) = IC sin(φ), where the critical current IC is
reduced by a factor of
(
L
r0
)−η
. Therefore, the critical
current IC is directly related to the algebraic decay of
phase coherence in a 2D superfluid. Using the the con-
densate density
nc ≈ n(L/r0)−η (11)
of a finite size 2D gas as defined in ref. [36] we finally get
the critical current
IC =
2ncAtk=0
~
. (12)
We calculate the tunnelling amplitude tk=0 for a rectan-
gular potential barrier of width d and height VB , centered
around x = 0, with the following mean field ansatz
ψ(x) =
{
− 1√
L
tanh((x+ δ)/(
√
2ξ)) x < −d/2
B exp(−κ(x+ d/2)) x > −d/2 ,(13)
with
δ =
d
2
− ξ√
2
arcsinh
(√2
κξ
)
(14)
B =
1√
L
tanh
(1
2
arcsinh
(√2
κξ
))
(15)
where ξ = ~/
√
2MµB is the healing length for a gas of
bosons with mass M and chemical potential µB . Out-
side the barrier (x < −d/2), ψ(x) is the exact solu-
tion to the Gross-Pitaevskii equation. Inside the barrier
(x > −d/2), we obtain the approximative solution by
minimising the energy
E =
B2
2κ
(~2κ2
2M
+ VB − µB
)
+
g
2
B4
4κ
(16)
which yields the characteristic decay exponent κ =√
k20 + k
2
B with k
2
0 = 2M(VB − µB)/~2 and k2B =
MgB2/2~2. Using the continuity of the wave function
and its derivative at z = −d/2 we further get
κ2 = k20 +
MgB2
2~2
=
n
2ξ2
(
1− B
2
n
)2 1
B2
(17)
and obtain
B2 =
n
1 + k20ξ
2 +
√
1/2 + 2k20ξ
2 + (k20ξ
2)2
(18)
= n
µB
V +
√
V 2B − µ2B/2
. (19)
Therefore, we finally obtain the tunnelling energy
tk=0 =
1
L
~2κ
m
µB
VB +
√
V 2B − µ2B/2
exp(−κd) , (20)
which we insert into Eq. 12 to obtain the critical current
IC.
We note that Eq. 12 which relates the critical current
to the condensate density has previously been derived for
a 3D system [45] and was found to quantitatively describe
the behaviour across the 3D BEC-BCS crossover for high
barriers (V  µ) [35]. Our derivation of the critical cur-
rent extends the validity of this relation in the bosonic
limit to V & µ by including the mean field contribution
to the tunnelling amplitude inside the barrier. Follow-
ing the same reasoning and assumptions given in [35], it
seems plausible that Eq. 12 is quantitatively accurate
beyond the bosonic case discussed above, but verifying
this is beyond the scope of this paper. A more detailed
discussion of Eq. 12 and its derivation will be given else-
where.
