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Networks of Kuramoto oscillators with a positive correlation between the oscillators frequencies and the
degree of their corresponding vertices exhibits the so-called explosive synchronization behavior, which is now
under intensive investigation. Here, we study and report explosive synchronization in a situation that has not
yet been considered, namely when only a part, typically small, of the vertices is subjected to a degree-frequency
correlation. Our results show that in order to have explosive synchronization, it suffices to have degree-frequency
correlations only for the hubs, the vertices with the highest degrees. Moreover, we show that a partial degree-
frequency correlation does not only promotes but also allows explosive synchronization to happen in networks
for which a full degree-frequency correlation would not allow it. We perform a mean-field analysis and our
conclusions were corroborated by exhaustive numerical experiments for synthetic networks and also for the
undirected and unweighed version of a typical benchmark biological network, namely the neural network of the
worm Caenorhabditis elegans. The latter is an explicit example where partial degree-frequency correlation leads
to explosive synchronization with hysteresis, in contrast with the fully correlated case, for which no explosive
synchronization is observed.
PACS numbers: 05.45.Xt, 89.75.Hc, 89.75.Fb
I. INTRODUCTION
Synchronization phenomena [1, 2] manifest themselves in
many and diverse areas. Some examples of current interest
include the biology of interacting fireflies [3], cellular pro-
cesses in populations of yeast [4], audience clapping [5], and
power grids [6], among many others. Perhaps the most suc-
cessful attempt to understand synchronization theoretically is
the Kuramoto model [7]. It has been heavily employed in the
last decades as the paradigm to study the onset of synchro-
nized behavior among nonidentical interacting agents, since it
is one of the few models, together with some generalizations
[8], that captures the essential mechanisms of synchronization
and are still amenable to some analytical approaches [9, 10].
The so-called Kuramoto model consists in an ensemble of
N oscillators, with phases and natural frequencies given, re-
spectively, by θi and ωi, placed on the vertices of a complex
network [11]. The network topology is described by the usual
symmetric adjacency matrix Ai j, with elements Ai j = 1 if the
vertices i and j are connected by an edge, and Ai j = 0 other-
wise. The oscillators interact according to the equation
dθi
dt
= ωi + λ
N∑
j=1
Ai j sin(θ j − θi), (1)
where λ is the coupling constant. The global state of the os-
cillators (1) can be conveniently described by using the order
parameter r defined as
reiψ =
1
N
N∑
j=1
eiθ j , (2)
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which corresponds to the centroid of the phases if they are
considered as a swarm of points moving around the unit circle.
For incoherent motion, the phases are scattered on the circle
homogeneously and r ≈ N−1/2 for large N, as a consequence
of the central limit theorem, while for a synchronized state
they should move in a single lump and, consequently, r ≈ 1.
The general picture for the Kuramoto model is that, with very
few exceptions, for small coupling strength λ there is no syn-
chronization and therefore r ≈ 0 for large N. However, as one
increases continuously the coupling constant λ, after passing
a critical value λc, whose precise value depends both on the
topology of the network and on the natural frequencies ωi dis-
tribution, the order parameter r starts to increase continuously.
A sort of smooth second order phase transition from incoher-
ence to synchronization takes place here.
Very recently, a new behavior for the Kuramoto model was
discovered. In [12], it was shown that in scale free networks,
when there is a positive correlation between the natural fre-
quencies of the oscillators and the degree of the vertices on
which they lie, an abrupt first order transition from inco-
herence to synchronization, named explosive synchronization
(ES), takes place. Typically, we also have a hysteresis behav-
ior, and the forward and backward continuations (r versus λ
diagram) do not coincide. In the simplest case exhibiting ES,
the natural frequency ωi of a given oscillator equals its vertex
degree ki,
ωi = ki =
N∑
j=1
Ai j. (3)
Explosive synchronization has also been observed in many
other systems, as the retarded Kuramoto model [13], the
second-order Kuramoto model [14], in networks of FitzHugh-
Nagumo oscillators [15], and also in a network of chaotic
Ro¨sller oscillators [16], allowing, in this case, an experimental
observation of ES in electronic circuits. A mean-field approx-
imation to explosive synchronization was applied in [17]. We
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2can also mention that a relation between explosive percolation
[18] and the generalized Kuramoto model proposed in [19]
was discussed in [20]. We stress that there are other mech-
anisms capable of inducing first order phase transitions. For
instance, in [21], an analytical treatment for first order phase
transitions for synchronization is presented for the case of a
Kuramoto model with uniform distribution of the natural fre-
quencies. The situation corresponding to ES is different, the
frequencies are not randomly distributed, but subjected to the
restriction (3).
Many works have recently been devoted to understand and
to generalize the occurrence of explosive synchronization to
other settings as, for instance, for weighted networks [19, 22],
where the coupling constant is no longer the same for all ver-
tices, but its value varies for each pair of connected oscillators
and may depend on the values of their natural frequencies. In
[23], starting from a given natural frequencies distribution, an
algorithm was described to construct a network of oscillator
exhibiting ES. However, in all these cases, rather strong con-
ditions to obtain ES are assumed. A first step to overcome
this limitation was proposed in [24], where its shown that the
addition of a quenched disorder to the degree-frequency cor-
relation not only could maintain the ES, but could also induce
ES in some kinds of networks without heterogeneous degree
distributions.
In this paper, we take another route and investigate ES in
a Kuramoto model where only a few of the vertices have a
degree-frequency correlation. We notice that the problem of
partial correlation was briefly analyzed in [12] for the case of
random correlations. They have shown that for a scale free
network with exponent γ = 2.4, no ES was seen when less
than around 50% of the vertices had degree-frequency corre-
lation. By means of a mean-field analysis, corroborated by
exhaustive numerical experiments, we show that, in order to
have ES, it suffices that the degree-frequency correlation holds
only for the hubs, the vertices with highest degree. We have
found ES, for instance, in Barabasi-Albert networks with only
10% of the vertices subjected to degree-frequency correlation.
More interestingly, we show that by restricting the degree-
frequency correlation to the hubs does not only promotes ES,
but also allows it to happen in networks where the full degree-
frequency correlation would not allow it. As we will see, this
is the case, for instance, of a typical benchmark biological net-
work in the field: the neural network of the worm Caenorhab-
ditis elegans.
II. A MEAN-FIELD APPROACH
We will follow here the approach employed, for instance,
in [25]. For our networks, only vertices with degree k larger
than a threshold k∗ exhibit the degree-frequency correlation
(3), whereas the other vertices have random natural frequen-
cies with distribution g(ω). For these cases, the correspond-
ing joint probability distribution for a vertex with degree k and
natural frequency ω is given by
G(ω, k) =
[
δ(ω − k)P(k) − g(w)P(k)] H(k − k∗) + g(w)P(k),
(4)
where δ(x), H(x), and P(k) are, respectively, the Dirac delta
and the Heaviside step functions, and the network degree dis-
tribution. Notice that∫
dωG(ω, k) = P(k) (5)
and ∫
dk G(ω, k) = P(ω)H(ω − k∗) + αg(w), (6)
where
α =
∫ k∗
kmin
P(k) dk, (7)
with kmin standing for the network minimal degree. Further-
more, the network averages degree and frequency are given,
respectively, by
〈k〉 =
∫
dk k
∫
dωG(ω, k) =
∫ ∞
kmin
kP(k) dk (8)
and
Ω =
∫
dk
∫
dωωG(ω, k) =
∫ ∞
k∗
kP(k) dk + α〈ω〉, (9)
where
〈ω〉 =
∫ ∞
−∞
ωg(ω) dω. (10)
Let us now consider the usual mean field [25] distribution
density of oscillators ρ(k, ω, θ, t) of vertices with phase θ at a
time t, for given values of the degree k and frequencyω, which
is assumed to be normalized as∫ 2pi
0
ρ(k, ω; θ, t) dθ = 1. (11)
The probability P of a randomly chosen edge be attached to a
degree k vertex with phase θ and frequency ω at time t is given
by
P = kG(ω, k)ρ(k, ω; θ, t)〈k〉 . (12)
The usual mean-field limit [25] for the Kuramoto network
consists in employing (12) in the approximation of the right
handed side of (1) for the description of the network average
phase θ(t)
dθ
dt
= ω +
λk
〈k〉
∫
dω′
∫
dk′ k′G(ω′, k′) × (13)∫
dθ′ρ(k′, ω′; θ′, t) sin(θ − θ′).
We now introduce the order parameter
reiψ(t) =
1
〈k〉
∫
dω′
∫
dk′ k′G(ω′, k′)
∫
dθ′ρ(k′, ω′; θ′, t)eiθ
′
,
(14)
3which incidentally does not correspond exactly to the contin-
uous version of (2), but it is indeed the more convenient one
for a mean-field analysis, see [25], for instance, for further de-
tails. Of course, the onset of synchronization can be detected
by using any of the order parameters. As in (2), r is assumed
to be real. By inserting the definition (14) in (13) we have
finally the simple expression
dθ
dt
= ω + λkr sin(ψ − θ), (15)
which is the standard mean-field equation for the Kuramoto
network. A convenient choice for studying the synchroniza-
tion regime in our network is ψ(t) = Ωt + ψ0, where Ω is the
network average frequency given by (9) and ψ0 is an arbitrary
phase. By introducing φ(t) = θ(t) − ψ(t), one has
dφ
dt
= ω −Ω − λkr sin φ. (16)
In terms of the new average phase φ, the distribution density
of oscillators must obey the continuity equation [17, 25]
∂
∂t
ρ(k, ω; φ, t) +
∂
∂φ
(
dφ
dt
ρ(k, ω; φ, t)
)
= 0, (17)
which stationary solution ρ(k, ω; φ) is given bye the usual ex-
pression
ρ(k, ω; φ) =
 δ
(
φ − arcsin ω−Ω
λkr
)
, for |ω −Ω| ≤ λkr,
C1(k,η)
|ω−Ω−λkr sin φ| , otherwise,
(18)
where
C1(k, ω) =
√
(ω −Ω)2 − (λkr)2
2pi
, (19)
is a normalization constant. From (14) and (18), we have for
the stationary regime
reiψ0 =
1
〈k〉
∫ ∞
kmin
dk k × (20)[∫ ∞
Ω+λkr
dωG(ω, k)
∫
dφ
C1(ω, k)eiφ
ω −Ω − λkr sin φ
+
∫ Ω+λkr
Ω−λkr
dωG(ω, k) exp
(
i arcsin
ω −Ω
λkr
)
+
∫ Ω−λkr
−∞
dωG(ω, k)
∫
dφ
C1(ω, k)eiφ
Ω − ω + λkr sin φ
]
.
The first and third integral can be combined in an imaginary
term we call iλrI1(λr), while the second one gives origin to
the real function λrI2(λr). From (20), we have
〈k〉2 = λ2
[
(I1(λr))2 + (I2(λr))2
]
(21)
for r , 0. The calculation details for I1 and I2 are presented in
the Appendix. The corresponding mean-field approximation
[25] for the critical coupling λc in arises from the limit r → 0+
of equation (21)
λ2c = limr→0+
〈k〉2
(I1(λr))2 + (I2(λr))2
, (22)
where
lim
r→0+
I1(λr) =p.v.
(
1
2
∫ ∞
k∗
dk
k2P(k)
k −Ω
)
(23)
+p.v.
(
β
2
∫ ∞
−∞
dω
g(ω)
ω −Ω
)
where p.v. stands to the Cauchy principal value for the inte-
grals, with
β =
∫ k∗
kmin
k2P(k) dk, (24)
and
lim
r→0+
I2(λr) =
pi
2
(
βg(Ω) + Ω2P(Ω)H(Ω − k∗)
)
. (25)
There are several special cases we might consider now in
order to test the predictions of our mean-field analysis. For a
Baraba`si-Albert (BA) network (P(k) ∝ k−3), for instance, we
would have
p.v.
(∫ ∞
k∗
dk
k2P(k)
k −Ω
)
=
2k2min
Ω
log
∣∣∣∣∣ k∗k∗ −Ω
∣∣∣∣∣ . (26)
If we assume now a symmetrical g around Ω, i.e., g(Ω +ω) =
g(Ω − ω), implying of course that Ω = 〈ω〉, we have from (9)
Ω =
∫ ∞
k∗
kP(k) dk∫ ∞
k∗
P(k) dk
= 2k∗. (27)
For this case, both integrals in (23) vanish, leading to the fol-
lowing critical coupling λc for a BA network with Ω = 〈ω〉
λc =
2〈k〉
pi
(
βg(Ω) + Ω2P(Ω)
) . (28)
The other cases we will consider here are those ones with van-
ishing 〈ω〉. For these cases, we have typically Ω < k∗. We can
evaluate easily the second integral in (23), for instance, in the
case of a homogeneous g(ω) with null average and compact
support, i.e., for
g(ω) =
{
σ−10 for |ω| ≤ σ02 ,
0 otherwise. (29)
In this case, we have for a BA network with Ω < k∗
λ2c =
4〈k〉2
pi2β2g(Ω)2 +
(
2k2min
Ω
log k∗k∗−Ω +
β
σ0
log
∣∣∣∣σ0−2Ωσ0+2Ω ∣∣∣∣)2 . (30)
On the other hand, for a standard Gaussian distribution
g(ω) =
1
σ0
√
2pi
exp
− (ω − 〈ω〉)2
2σ20
 (31)
we have (see the Appendix for the calculation details)
p.v.
(∫ ∞
−∞
dω
g(ω)
ω −Ω
)
=
1
σ0
√
pi
2
erfi
( 〈ω〉 −Ω√
2σ0
)
×
exp
− (〈ω〉 −Ω)2
2σ20
 , (32)
4giving origin consequently to another expression for λc in the
mean-field approximation. Notice that the first integral in (23)
cannot be evaluated in general in term of elementary functions
as it was done for BA networks. Generic power laws degree
distributions P(k) ∝ k−λ, with real λ > 2, for instance, are
examples of cases where the integral cannot be evaluated in
closed form. However, a series solution is indeed available,
see the Appendix. For P(k) ∝ k−n with integer n > 2, we have
p.v.
(∫ ∞
k∗
dk
k2P(k)
k −Ω
)
=(n − 1)k∗
(
k∗
Ω
)n−2 (
log
∣∣∣∣∣ k∗k∗ −Ω
∣∣∣∣∣
−
n−3∑
`=1
1
`
(
Ω
k∗
)` , (33)
For a exponential distribution (P(k) ∝ e−γk) , on the other
hand, it is also possible to evaluate the integral exactly, leading
to
p.v.
(∫ ∞
k∗
dk
k2P(k)
k −Ω
)
=
k∗ + 1
γ
+Ω−γΩ2e−γΩ+k∗Ei(γ(Ω−k∗)),
(34)
where
Ei(x) = −
∫ ∞
−x
e−t
t
dt (35)
is the standard exponential integral function.
Several important conclusions arises from our predicted
value of λc. For instance, consider the case k∗ → ∞ or,
in other words, the case without any degree-frequency cor-
relation. Let us also assume g(ω) = g(−ω) and, hence
Ω = 〈ω〉 = 0. In this case, we recover the usual result [25]
λc =
2〈k〉
piβg(0)
, (36)
with β = 〈k2〉. For a network such that β = 〈k2〉 → ∞ (this
is the case, for instance, of BA networks), we would have
the well known result λc → 0, meaning that no phase transi-
tion should be present at all, i.e., synchronization should ap-
pear continuously as λc increases starting from zero. This is
a case where we should expect neither explosive synchroniza-
tion nor second order transitions. Let us now consider in this
same network a partial degree-frequency correlation, i.e., let
us consider the case of finite k∗. Notice that β now is finite.
In fact, with only one possible exception, all the terms con-
tributing to the denominator of λc in (22) will be finite in this
case, implying that λc > 0, i.e., there must exist a sudden tran-
sition from r = 0 (incoherence) to r , 0 (synchronization).
In other words, a partial degree-frequency correlation suffices
to induce a phase transition in this network. As we will see,
this transition can be an explosive synchronization or a second
order phase transition, depending on the value of Ω. The ex-
ception quoted above corresponds to the case where Ω = k∗,
which from (26) implies in I1(0+) → ∞ and, hence, the sup-
pression of ES. See the Appendix for further details.
We need also to comment the case k∗ = kmin, i.e., the case
of total correlation considered, for instance, in [17]. For this
case, β = 0 and all references to g(ω) in the critical coupling
expressions disappear, as it is indeed expected, and we have,
for a BA network,
λc =
2〈k〉
pi〈k〉2P(〈k〉) , (37)
since Ω = 〈k〉 = 2k∗. This is the expression obtained in [17].
However, it is valid only for BA networks, for which (26) van-
ishes. For any other degree distribution function, one needs to
include the term corresponding to I1(0+). This extra term is
absent in the analysis of [17]. Anyway, it does not alter the
prediction of finite λc, i.e., the presence of a phase transition
in the fully correlated case for any degree distribution func-
tion. For a fully correlated network with a degree distribution
P(k) ∝ k−n, n > 2, we have
Ω = 〈k〉 = n − 1
n − 2kmin, (38)
and the correct expression for the critical coupling λc is
λc =
2 (n−1)
n−2
(n−2)n−1√
pi2 +
(
log(n − 2) −∑n−3`=1 1` ( n−1n−2 )`)2
, (39)
valid for any integer n > 2.
III. NUMERICAL RESULTS
We have performed exhaustive numerical experiments not
only to test our mean-field analysis, but mainly to gain some
knowledge in situations for which the mean-field approach
cannot be directly employed. This is the case, for instance, of
networks which we do not know a priori the degree distribu-
tion P(k). Another situation is the discerning of first and sec-
ond order phase transitions, as we will see below. In general,
the process of synchronization can be numerically analyzed
by computing the forward and backward synchronization di-
agrams r(λ) according to Ref. [12]. The forward continua-
tion is performed by starting with an initial value λ0 of the
coupling constant. We numerically solve equations (1) with
random initial conditions for λ = λ0 and evaluate the order
parameter r(λ) in the stationary regime. Then we increase the
coupling by a small value δλ and, using the outcome of the
last run as the initial condition, calculate the new value of the
stationary order parameter r(λ + δλ). We repeat these steps
until a maximal value λ1 is reached. In the same way, the
backward continuation is done by decreasing the coupling by
steps of size δλ from the maximal value of λ1. In all of the re-
sults presented here, we used δλ = 0.02, but our conclusions
do not depend on the value of the increment. We also compute
how the oscillator effective frequencies Ωi, defined as
Ωi =
1
T
∫ τ+T
τ
θ˙i(t)dt, (40)
vary as function of the coupling constant λ. In all of the nu-
merical experiments performed in this work, both r(λ) and Ωi
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FIG. 1. Synchronization diagrams r(λ) for a Barabasi-Albert net-
work with kmin = 3 and 〈k〉 = 6, with N = 1000 vertices, and
k∗ = 10, corresponding approximately to only 10% of vertices with
degree-frequency correlation. The left panel corresponds to a situ-
ation where the frequencies of the uncorrelated vertices were drawn
from the null average homogeneous probability distribution (29) with
σ0 = 1, while the right one corresponds to the Gaussian (31) with Ω
given by (9) andσ0 = 1/2. In both cases, the mean-field analysis pre-
dicts λc (the vertical line), but cannot discern between the explosive
synchronization (first order phase transition) of the left panel from
the continuous second order phase transition of the right panel. Our
numerical analysis shows that, typically, greater values of Ω tend to
favor second order phase transitions instead of ES. The simulations
corresponding to the 〈ω〉 = 0 case (left panel) were plagued by large
statistical fluctuations for small λ which origin is unclear. For small
λ, forward and backward continuation do not coincide and large de-
viations are observed for different runs. Both panel depicts only one
run to put in evidence these discrepancies.
were evaluated by solving the system (1) up to a time τ = 340
time units. Then all quantities were averaged over the next
time interval of length T = 110 time units. Again, our results
does not depend considerably on the choices of τ and T , pro-
vided that τ is large enough to assure that the system is in a
stationary regime and that T is compatible with our statisti-
cal analysis. Our numerical computations were done by using
the SciPy package for python [26]. The system of ordinary
differential equations (1), in particular, is solved with SciPy
odeint routine, which is indeed an implementation of lsoda
from the FORTRAN library odepack, and it is known to be
effective and efficient for stiff system of ordinary differential
equations. Since the oscillator frequenciesωi can vary consid-
erably over the network, the numerical integration of (1) must
be done cautiously.
We perform many numerical simulations in order to test the
predictions of the mean-field analysis of the last section. Fig-
ure (1) depicts a typical situation where λc is calculated for a
explosive synchronization case and for a second order phase
transition. Although one can predict the occurrence of phase
transitions by evaluating the critical coupling λc in the mean-
field approximation, one cannot advance if the correspond-
ing transition is a continuous second order phase transition or
an explosive synchronization phenomenon. Also, the mean-
field analysis cannot predict the intensity, i.e., the size of the
hysteresis loop, for the case of ES. We use our numerical ex-
periments not only to corroborate the mean-field analysis, but
mainly to explore these points that are, in principle, inacces-
sible analytically with the approach of the last section. In our
numerical experiments we will present here, we consider ba-
sically two kinds of networks. First, we analyze the existence
of ES in synthetic networks constructed with the mechanism
proposed in [27], and later we will also study the existence of
explosive synchronization in the neural network of the worm
Caenorhabditis elegans.
A. Synthetic Networks
The synthetic networks considered here were constructed
according to the mechanism introduced in [27], which de-
pends only upon the parameter α, with 0 ≤ α ≤ 1. It is es-
sentially a growing mechanism where the newly added vertex
attaches to a randomly chosen vertex with probability α, or to
higher degree vertices with probability 1 − α. In this way, by
tuning a single parameter, we can build networks with vary-
ing heterogeneity, measured by the degree distribution p(k).
For α = 1, we have Erdo˝s-Re´nyi networks with a exponen-
tial decaying degree distribution, while for α = 0 we have
Baraba`si-Albert networks with a power law degree distribu-
tion p(k) ∝ k−3. We have considered networks with N = 500
vertices and mean degree 〈k〉 = 6, but our results do not de-
pend on the networks details, provided they are sufficient to
our statistical analyses.
The top panels (a), (b), and (c) of Figure 2 show the
synchronization diagrams for networks with full degree-
frequency correlation according to (3). The values of α are,
respectively, α = 0.2, α = 0.1 and α = 0. On the other
hand, the bottom panels, (d), (e), and (f) depict synchro-
nizations diagrams for the same networks, but now having
degree-frequency correlation only for 50 largest degree ver-
tices, while for the remaining ones their natural frequencies
ωi were drawn from a power law distribution g(ω) ∝ ω−γ with
exponent γ = 3. The frequencies ωi are obtained by using the
standard inversion method (see, for instance, [28]), i.e., if x
is a random variable with uniform distribution on the interval
[0, 1), then
ω =
ω0
(1 − x)1/(γ−1) (41)
is a random variable with a power law distribution g(ω) =
ω−γ on [ω0,∞), with γ > 1. We have used ω0 = 3 in the
simulations of Figure 2.
It is interesting to notice that by imposing a partial degree-
frequency correlation, not only we keep the explosive syn-
chronization in the cases it already happens with full corre-
lation, i.e., panels (b)-(e) and (c)-(f), but somehow unexpect-
edly, ES emerges when the full correlation case would not
exhibit it, i.e, panels (a)-(d). The results do not depend quali-
tatively on the value of γ. In order to characterize the range of
values where partial degree-frequency correlation leads to ex-
plosive synchronization, Figure 3 shows the area A between
the forward and backward continuations of the synchroniza-
tion diagrams r(λ) for different values of the fraction f of ver-
tices for which degree-frequency correlation holds. The re-
maining vertices have natural frequencies draw from a power
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FIG. 2. The graphics show the synchronization diagrams r(λ) for networks built with the mechanism proposed in [27]. The panels (a), (b),
and (c) show, respectively, the forward and backward continuations for full degree-frequency correlation and α = 0.2, α = 0.1, and α = 0. The
bottom panels (d), (e) and (f) are the diagrams when only 10% of the vertices with largest degree have degree-frequency correlation. See the
text for further details.
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FIG. 3. The graphic shows the area A between the forward and back-
ward continuations of the synchronization diagrams r(λ) as a func-
tion of the fraction f of vertices for which degree-frequency correla-
tion holds for networks built with the mechanism proposed in [27].
Different curves show the behaviour of A for different values of the
parameter α that measures the heterogeneity of the degree distribu-
tion. Each point corresponds to an average over 10 different sets of
networks and natural frequencies and the errorbars represent the cor-
responding standard deviations.
law distribution with γ = 3.0 and ω0 = 3. For values of the
parameter α > 0.3, leading to network topologies with very
mild heterogeneities, partial correlation does not promote ES
and a second order phase transition is observed always. How-
ever, for α ≤ 0.3, some realizations of networks and natural
frequencies start to show a small hysteresis loop. As the pa-
rameter α decreases further, the frequency of realizations that
show ES, as well as the area of the hysteresis loop, start both
to grow.
For the cases shown in Figure 3, the optimal fraction of
vertices f that must be correlated in order to maximize the
hysteresis area seems to be around f = 0.1 and are roughly
independent of the parameter α. However, for α = 0.0, that
corresponds to a scale free network, the average area of the
hysteresis loop attains higher values than when full degree-
frequency correlation holds.
B. A benchmark biological network
We performed also some numerical experiments with a real
biological network, namely the neural network of the worm
Caenorhabditis elegans [29]. We note that we do not claim
that the Kuramoto model and explosive synchronization play
any role in the biology of the neural system of the worm C.
Elegans. We use this network only as an example of a real
world network [24].
We considered here the undirected and unweighted version
of the network, which consists of N = 297 vertices represent-
ing the neurons of the worm and M = 2148 edges that roughly
represent the synapses between the neurons. The graphics in
the left side of the Figure 4 depicts the diagram r(λ) for the
case of full degree-frequency correlation, again according to
(3). We observe clearly a smooth second order phase transi-
tion, in agreement with previous works [24]. However, when
the degree-frequency correlation holds only for the 20 vertices
with largest degree (7% of all vertices), whereas for the other
oscillators their natural frequencies are drawn from either a
power law or a normal distributions, we observe, remarkably,
a very pronounced first order, explosive, transition with the
typical hysteresis loop. Note that the hysteresis loop is present
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FIG. 4. The graphics show the synchronization diagrams r(λ) for
the neural network of the worm C. elegans. The diagram on the left
was calculated assuming ωi = ki for every vertex i of the network.
The inset shows the degree distribution of the network. The diagram
at right corresponds to a partial degree-frequency correlation: the
correlation holds only for the 20 vertices with largest degrees. The
natural frequencies for the remaining vertices were drawn from two
different distributions, either from a power law distribution g(ω) ∝
ω−γ, with γ = 2.5 and ω0 = 3 according to (41), or from a normal
distribution with 〈ω〉 = 10 and σ0 = 4, see the insets. For the case of
a power law, explosive synchronization holds also for other values of
γ (not shown).
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FIG. 5. The Figure shows the evolution of the effective frequen-
cies Ωi of the oscillators on the forward continuation for the C. ele-
gans neural network, for the case with γ = 2.5 of Figure 4. The red
lines correspond to the vertices for which degree-frequency correla-
tion holds, whereas black lines represent the remaining ones.
for two distributions with very different characteristics, sug-
esting that explosive synchronization may be seen for a very
large range of parameters.
The effective frequencies (40) of the oscillators on the for-
ward continuation of Figure 4 with γ = 2.5 are shown in Fig-
ure 5. Above the critical coupling, almost all the oscillators,
including all of which have frequency-degree correlation, col-
lapse to a common frequency. However, at this point some os-
cillators (which correspond to less than 15%) still rotate with
their own effective frequencies, only locking to the mean fre-
quency at higher values of the coupling.
IV. FINAL REMARKS
Here, we have studied the existence of explosive synchro-
nization in Kuramoto models when the degree-frequency cor-
0 20 40 60 80 100 120 140
ki
20
0
20
40
60
80
100
120
140
160
ω
i
g(ω) =N(10,4)
g(ω)∝ω−2.5
ωi =ki +U(−12,12)
0 5 10 15 20 25 30
ki
5
0
5
10
15
20
25
ω
i
FIG. 6. The Figure shows the natural frequencies ωi of the oscilla-
tors as a function of their degrees ki for the cases analysed in Figure
4. Three different cases are depicted, when there is partial corre-
lation, with the non-correlated vertices having a natural frequency
draw from either a power law or a normal distribution as well as
when there is a quenched disorder, ωi = ki + ζi, where ζi is a random
variable drawn from the uniform distributionU(−, ), with  = 12.
The inset shows the region for small degrees and frequencies.
relation holds only for a small set of the vertices of the net-
work. We have performed a mean-field analysis and calcu-
lated the critical coupling λc corresponding to the onset of
synchronization for several situations. We have found that
when the correlations holds for the hubs, the vertices with
the highest degrees, explosive synchronization not only still
holds, but can also emerge in situations which otherwise it
would be absent, as seen in the panels (a) and (d) of Figure
2, as well as in the case of the neural network of C. elegans,
Figure 4.
We use our numerical simulations to go further the mean-
field analysis. In particular, we found that partial degree-
frequency correlation results in discontinuous synchroniza-
tion transitions in a large range of parameters, caracterizing
both the network and the natural frequency distribution, as we
found ES in networks with only mild heterogeneities (parame-
ters α ≥ 1 in Figure 3) or in real world networks as in the case
of the C. elegans neural network. With respect to the natural
frequencies of the non-correlated oscillators, ES is observed
for different values of γ in Figure 2 and even for Gaussian dis-
tributions in the case of Figure 4. It is also interesting to notice
that comparing with the case of full correlation, the synchro-
nization deteriorates when partial degree-frequency correla-
tion holds. This can be seen from the smaller values of r in
the lower panels of Figure 2 as well as in Figure 5, where
drifting oscillators remain even after the threshold.
The problem of partial correlation was already analyzed in
[12], but for the case of random correlations. They showed
that for a scale free network with exponent γ = 2.4, no ES
is observed when less than around 50% of the vertices were
subjected to degree-frequency correlation. We indeed con-
firm that for a Barabasi-Albert network with 〈k〉 = 6 and
N = 400 vertices, the threshold for ES is around 80% when
the correlated vertices are chosen randomly. On the other
hand, when considering the hubs, ES appears with only 10%
of the vertices subjected to degree-frequency correlation. One
can understand qualitatively these results by analyzing how
synchronization is achieved in heterogeneous topologies. It
8is known that for scale free networks [30], the synchroniza-
tion emerges from a central core made by the hubs. As the
coupling strength increases, this core recruits the poorly con-
nected vertices to the synchronized cluster. With the degree-
correlation for hubs, the frequency mismatch prevents as long
as possible the central core of forming. However, when the
central core forms, it has such a high value of λ that a sub-
stantial fraction of vertices synchronize together.
Our results also agree with, and indeed expand, those ones
presented in [24], where it is shown that when the correla-
tion has a quenched disorder, ωi = ki + ζi, where ζi is a ran-
dom variable uniformly drawn from the range (−, ), explo-
sive synchronization is still observed and, moreover, it can be
seen in networks such as the C. elegans neural network. This
happens mainly because, as we have shown here, the hubs
have a key role in the synchronization process. The quenched
disorder effectively uncorrelates the frequency and degree for
small degree vertices, but the hubs, with their higher degrees,
are still fairly correlated, even with the quite large values of 
values used in [24]. We can see it from Figure 6, where we
show the natural frequencies ωi as a function of the degree
ki for the cases analysed in Figure 4, when the network has
partial degree-frequency correlation, with the non-correlated
vertices having a natural frequency draw either from a power
law or from a normal distribution. The figure also show the
case of quenched disorder of [24]. For vertices with high de-
gree, the natural frequencies for the three cases are all very
similar, whereas in the region of small values of degree, the
distributions of frequencies overlap over a considerably area
for the three cases. These conclusions do not depend on the
network details and could be indeed considered universal.
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APPENDIX
We compile in this Appendix the evaluation of the pertinent
integrals of the mean-field analysis of the Section 2. We start
with the simpler integral I2(λr) given by
λrI2(λr) =
∫ ∞
kmin
dk k
∫ Ω+λkr
Ω−λkr
dωG(ω, k) exp
(
i arcsin
ω −Ω
λkr
)
.
(42)
By introducing the new variable ω = Ω + λkrη, one has
I2(λr) =
∫ 1
−1
dη exp (i arcsin η)
∫ ∞
kmin
dk k2G(Ω + λkrη, k).
(43)
Let us now perform the integration in k taking into account
the definition (4) of G(ω, k). We get
∫ ∞
kmin
k2G(Ω + λkrη, k) dk =
1
|1 − λrη|
(
Ω
1 − λrη
)2
P
(
Ω
1 − λrη
)
H
(
Ω
1 − λrη − k∗
)
+
∫ k∗
kmin
k2g(Ω + λkrη)P(k) dk. (44)
Since the integration interval in η is bounded and the inte-
grand is regular, one can commute the limit r → 0+ and the
integration operations to obtain easily (25).
The evaluation of I1(λr) given by
iI1(λr) =
1
2pi
∫ ∞
kmin
dk k2
∫ ∞
1
dη
√
η2 − 1
∫ 2pi
0
dφ eiφ
(
G(Ω + λkrη, k)
η − sin φ +
G(Ω − λkrη, k)
η + sin φ
)
, (45)
in the new variable ω = Ω + λkrη is quite more intricate.
Notice that one can reduce the φ-integration to an integral on
the complex plane to obtain
∫ 2pi
0
eiφdφ
η + sin φ
= −2pii |η| −
√
η2 − 1√
η2 − 1
, (46)
valid for |η| ≥ 1, reducing I1(λr) to
I1(λr) =
∫ ∞
kmin
dk k2 (47)
×
∫ ∞
1
dη f (η) (G(Ω + λkrη, k) −G(Ω − λkrη, k))
where
f (η) = η −
√
η2 − 1. (48)
9Due to the definition (4) of G(ω, k), this integral can separated
in two parts
I1(λr) = Ia1 (λr) + I
b
1 (λr) (49)
with
Ia1 (λr) =
∫ ∞
max(k∗ Ω1−λr )
dk kP(k)
1
λr
f
(
k −Ω
λkr
)
(50)
−
∫ max(k∗ Ω1+λr )
k∗
dk kP(k)
1
λr
f
(
Ω − k
λkr
)
,
where we have already performed the integration in η, and
Ib1 (λr) =
∫ k∗
kmin
dk k2P(k) (51)
×
∫ ∞
1
dη f (η) (g(Ω + λkrη) − g(Ω − λkrη))
Since we are interested mainly in the limit r → 0+ for both
integrals, let us consider the approximation
1
λr
f
( |k −Ω|
λkr
)
≈ 1
2
k
|k −Ω| (52)
first in (50), valid for r → 0+ and k , Ω. Assuming P(k)
regular at k = Ω, we have that (50) can be approximated in
the limit r → 0+ by
lim
r→0+
Ia1 (λr) = p.v.
(
1
2
∫ ∞
k∗
dk
k2P(k)
k −Ω
)
, (53)
where p.v. stands to the Cauchy principal value for the inte-
gral. Notice that a finite limit for this integral will typically
require that Ω , k∗.
In order to evaluate Ib1 (λr) for r → 0+, let us restore the
original variable ω in (51)
Ib1 (λr) =
∫ k∗
kmin
dk k2P(k)
[∫ ∞
Ω+λkr
dω
g(ω)
λkr
f
(
ω −Ω
λkr
)
−
∫ Ω−λkr
−∞
dω
g(ω)
λkr
f
(
Ω − ω
λkr
)]
. (54)
Since the integration interval in k is bounded, one can take the
limit r → 0+ directly. By using essentially the same approxi-
mation (52), we have
lim
r→0+
Ib1 (λr) = p.v.
(
β
2
∫ ∞
−∞
dω
g(ω)
ω −Ω
)
, (55)
with β given by (24). Notice that, as expected, the limit (55)
vanishes for symmetrical g around Ω, i.e., for g(Ω + ω) =
g(Ω − ω).
The evaluation of the principal value (32) for the standard
Gaussian distribution involves the evaluation of the principal
value of the integral
I =
∫ ∞
−∞
e−s2
s − s0 ds, (56)
which one can calculate by using the trick of differentiating
under the integral sign. Notice that I = g(1) with
g(x) = p.v.
∫ ∞
−∞
e−x(s+s0)2
s
ds
 (57)
and that
g′(x) = −s0
√
pi
x
− s20g(x), (58)
which is a linear differential equation for g(x). The solution
of the homogeneous equation is simply Ae−s20 x and a particular
solution can be obtained easily by setting g(x) = e−s20 xh(x),
leading to the equation
h′(x) = −s0
√
pi
x
es
2
0 x, (59)
which can be integrated forwardly. The general solution for
(58) is
g(x) = e−s
2
0 x
(
A − pierfi
(
s0
√
x
))
, (60)
where
erfi(x) =
2√
pi
∫ x
0
et
2
dt (61)
is the standard imaginary error function. The integration con-
stant A can be determined from the requirement that g(x) = 0
for s0 = 0, leading to A = 0. Taking x = 1 one gets
p.v.
∫ ∞
−∞
e−s2
s − s0 ds
 = −pie−s20 erfi (s0) (62)
and (32) follows for the standard Gaussian distribution (31).
Finally, we have the evaluation of the integral
Aγ = p.v.
(∫ ∞
k∗
k2−γ
k −Ω dk
)
, (63)
which appears in the first term of (45) for a power law degree
distribution P(k) ∝ k−γ, with γ > 2. Let us consider first the
case of integer γ = n > 2. Since
1
kn−2(k −Ω) =
1
Ω
(
1
kn−3(k −Ω) −
1
kn−2
)
, (64)
we have
An =
1
Ω
(
An−1 − k
3−n∗
n − 3
)
, (65)
for n > 3. This recurrence can be easily solved. Taking into
account that
A3 = Ω−1 log
∣∣∣∣∣ k∗k∗ −Ω
∣∣∣∣∣ , (66)
we have finally
An = Ω2−n
log ∣∣∣∣∣ k∗k∗ −Ω
∣∣∣∣∣ − n−3∑
`=1
1
`
(
Ω
k∗
)` , (67)
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valid for any integer n > 2, from where (33) follows straight-
forwardly. The evaluation of (63) for non integer values of γ
can be done by exploiting, for instance the series representa-
tion of (k −Ω)−1 for k > Ω. We have
Aγ = k
2−γ
∗
∞∑
`=0
(
Ω
k∗
)`
` + γ − 2 , (68)
valid for k∗ > Ω. For 0 < k∗ < Ω we obtain analogously
Aγ = −k2−γ∗
∞∑
`=0
(
k∗
Ω
)`+1
` − γ + 3 . (69)
Notice that the principal value of the integral
∫
dω g(ω)
ω−Ω for the
case g(ω) ∝ ω−γ employed in Section III can be evaluated
analogously.
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