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Abstract
This thesis focuses on Evolutionary Algorithm (EA) as one of meta-heuristic op-
timization approaches that explore an optimal solution not depending on properties
or prior knowledge of given problems, proposes a novel asynchronous EA that asyn-
chronously evolves solutions without waiting for evaluations of all solutions, and aims
at investigating the eectiveness of the proposed asynchronous EAs. Concretely, this
thesis proposes (1) Tierra-based Asynchronous EA (TAEA) that evolves solutions ac-
cording to the absolute evaluation, employing the essential mechanism of the biolog-
ical evolution simulator, Tierra, where digital creatures are asynchronously evolved,
and adaptive TAEA (TAEA+) that introduces the mechanism to adjust tness values
during evolution process; and (2) EA using Asynchronous Reference-based Evaluation
(ARE-EA) that evolves solutions according to the relative evaluation which is asyn-
chronously updated by evaluation of partial solutions. To investigate the eectiveness
of the proposed asynchronous EAs, this study conducts experiments on the following
three problems: (1) the symbolic regression problems as well known GP testbeds; (2)
the assembly language programs evolution problems for practical applications; and
(3) the assembly language programs evolution problems under the environment where
bit inversions of programs occur for an application of spacecraft.
The intensive experiments by applying Genetic Programming (GP) as one of well-
known EA into the proposed methods, TAGP (including TAGP+) and ARE-GP,
have revealed the following implications: (i) the proposed asynchronous EAs have
the same or better regression ability than the conventional synchronous EAs even
though the proposed EAs evolve the solutions according to only evaluations of partial
solutions unlike the conventional ones evolve the solutions according to evaluations of
all solutions; (ii) the proposed asynchronous EAs have a possibility to improve its re-
gression ability when the evaluation times of the solutions dier from each other; (iii)
the proposed asynchronous EAs cannot only maintain the correct programs, but also
can evolve them to minimize their execution steps; (iv) the proposed asynchronous
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EAs can evolve the programs even though the programs change and variable error of
programs occurs due to bit inversions. The concrete result of the above four impli-
cations are summarized as follows: (i) in the symbolic regression problems, TAGP+
and ARE-GP have better regression ability than ( + )-GP as a synchronous EA
and has the same or better regression ability than ASSGP as an asynchronous EA;
(ii) ARE-GP has a possibility to improve its regression ability in a case where eval-
uation times of the solutions dier from each other; (iii) in the assembly language
programs evolution problems, TAGP, ARE-GP, and steady-state GP (SSGP), which
is a conventional synchronous GP, can maintain the correct programs. In particular,
TAGP and ARE-GP can evolve programs that have shorter execution steps than ones
evolved by SSGP; and (iv) in the environment where bit inversions of programs occur,
TAGP and ARE-GP cannot only maintain the correct programs, but also evolve the

























関しては，関数同定問題において，TAGP+ と ARE-GPは同期 GPの (+ )-GPを上





いて，TAGPと ARE-GP，同期 GPである SSGPはいずれも与えられた正常なプログラ
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的な方法として NSGA-II（Non-dominated Sorting GA-II）[7] や MOEA/D（MOEA
on decomposition）[8]などが提案されている．
このような EA は，多数の最適解候補を生成して解探索する多点探索を基本としてお













EA：PEA）が多数提案されている [12, 13, 14, 15]．これらの PEAでは，各並列計算機
に解の評価，あるいは解集団を分散することで解評価の効率化を目指している．例えば，




















させる方法（非同期 steady-state GP[17]，非同期 PSO[18, 19]，Jinetic[20]，NEX[21]，
多目的非同期 PSO[16]など）が提案されている．非同期進化では，各個体を独立に進化
させるため，評価時間の長い個体を待たずに進化を継続でき，計算時間を無駄にせず効率





















従来の EA との性能を比較する．具体的には，(1)GP の一般的なベンチマーク問題であ









する．続いて，EA を並列計算環境で実行する並列型 EA（Parallel EA：PEA）を紹介
する．
第 3 章では，従来の EA において解の評価時間にばらつきがある場合の問題点につ
いて述べ，それに対するアプローチとして解を非同期に進化させる非同期 EA として差
分進化（Dierential Evolution：DE），粒子群最適化（Particle Swarm Optimization：
PSO），MOEA/D（MOEA on decomposition），非同期粒子群最適化（asynchronous























センブリプログラムの進化を扱う例題において，従来手法と TDTS を用いる TAEA と
TDTS を用いない TAEA を比較し，TDTS を用いる TAEA の有効性を示すとともに，
これらを適応型 TAEA（TAEA+）と比較し，TAEA+ の有効性を検証する．従来手法と
















マーク問題である関数同定問題において，従来手法である同期 GPの (+ )-GP，従来
























































以下で具体的に，(+ )-GAと SSGAについて説明する．まず，(+ )-GAの概略
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図 2.2 (+ )-GAの概略図













図を図 2.2，その流れを Algorithm 2に示す．図 2.2において，各長方形は個体を表す．
(+ )-GAでは，母集団サイズを ，生成子個体数を とし，はじめに 個体の母集団
の中から 個の親個体を選択する．その後，個の親個体から遺伝的操作によって子個体
を 個生成する．最後に 個の親個体と 個の子個体を合わせた ( + )個の個体の中
から適合度の上位 個を次世代の母集団とする．以降，この操作を終了条件を満たすまで
繰り返す．





択の勝者（親個体）を winner，敗者を loser とする．選択された 2個の親個体から，遺









Tree GP（TGP）（図 2.4(a)），命令語の列として配列構造で表現した Linear GP（LGP）



























先探索で各ノードに示された命令を実行する．例えば，図 2.4(a)では，「(x1  x2) + x3」
が実行される．






































すオペランド（operand）からなり，一般に「opcode dst src1 src2」のような形で表され
る．ここで，opcodeはオペコード，dstは実行結果を出力するレジスタ，src1，src2はそ
れぞれオペコードの入力となるレジスタを表す．例えば，図 2.8に示す「ADD r0 r1 r2」

















































最大 Slave ノードの台数倍の解探索速度を実現することが可能になる．Master-Slave 型
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図 2.12 Master-Slave型 PEAの概略図












を Algorithm 6に示す．島モデル型 PEAでは，母集団を複数の島での最適化と移住を繰
り返すことにより，解の多様性を維持することが可能である．
2.2.3 セルラー型
セルラー型（cellular，または ne-grained）の PEA[30, 31] は，各解は平面上のセル
にそれぞれ配置され，近隣のセルとの間での情報交換によって選択や遺伝的操作を実行す
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図 2.13 島モデル型 PEAの概略図
る．具体的には，図 2.14に示すように，各解が平面上の各セル（図 2.14上の丸）に 1個
体ずつ割り当てられ，その位置関係に基づいて周囲の個体との間で親選択や交叉相手が決



















































せる方法 [6, 5, 8]や全個体の評価値を待たずに非同期（asynchrnous）に解を進化させる
非同期 EAが提案されている [17, 18, 19, 20, 21, 16]．
3.2.1 差分進化
差分進化（Dierential Evolution：DE）[6] は，実数値の最適化問題を扱う EA であ
り，単純なベクトル演算による更新によって解を探索する．DEでは，Algorithm 7に示
す手順で解を更新する．式 (3.1)において，vi は突然変異ベクトル，xr1，xr2，xr3 はそ
れぞれ異なる個体（i 6= r1 6= r2 6= r3）を表し，F はパラメータ（0  F  2）である．
式 (3.2)において，ui は生成される子個体，j は遺伝子中の j 番目の要素，rand()は 0か
ら 1の乱数，Irand は遺伝子中のランダムに選択された要素をそれぞれ表し，CRは交叉
率を表すパラメータ（0  CR  1）である．具体的に，DEにおける子個体生成の概略
を図 3.5に示す．図 3.5のように，生成される子個体 ui は親個体 xi と突然変異ベクトル






3: for i=1から全個体分 do
4: 突然変異ベクトルを生成






















Swarm Optimization：PSO）[5]がある．PSOの具体的な流れを Algorithm 8に示す．
PSOでは解を粒子と呼び，各粒子 iは位置 xi と速度 vi を持つ．そして，各粒子は下記
の更新式に従って世代ごとに位置と速度を更新する．
vt+1i  vti + w1  rand() (ptbest   xti) + w2  rand() (gtbest   xti) (3.3)
xt+1i  xti + vt+1i (3.4)
ここで，式 (3.3) において，pbest は粒子 i がこれまで探索した中で最も評価値の高い位
置（パーソナルベスト，personal best），gbest は全粒子の中で最も評価値の高い位置（グ
ローバルベスト，global best）を表し，w1，w2 は重みパラメータ，rand()は 0から 1の
乱数である．上記更新式を図式化すると図 3.6のようになる．図 3.6に示すように，各粒






xt+1i が決定する． PSOは，生存選択は行わず，必ず現在の位置 x
t
i と式 (3.3)によって


























提案している [18]．従来の PSOでは，グローバルベスト gbest は全粒子の評価値をもと
に決定するため，他の EAと同様に世代に基づいて解を更新する．そのため，解の評価時
間差がある場合に最も評価時間の長い個体を待機する必要が生じる．これに対し，APSO
では gbest を各粒子の評価が完了するごとに更新する．具体的には，Algorithm 9 に示










1: 全粒子の位置 xi と速度 vi を初期化
2: pbest を現在位置で初期化
3: for i = 1から粒子数分 do
4: i番目の粒子を評価
5: i番目の粒子の pbest を更新
6: gbest を更新




3.2.5 非同期 steady-state GP
Maxwellは，SSGAを GPに適用した steady-state GP（SSGP）[32]を非同期に拡張























表 3.1 従来 EAの特徴と本研究の位置づけ
手法 同期 EA SSGA PEA DE MOEA/D (P)APSO
PSO ASSGP
本研究
評価 同期 同期 非同期 同期/非同期 同期/非同期 非同期
子個体生成 同期 同期 同期 同期 非同期 非同期







































ス評価を用いる EA（Asynchronous Reference-based Evaluation EA：ARE-EA）を提
案する．
図 3.9，3.10，3.10に従来の同期 EA，本研究で提案する (1)絶対評価に基づく非同期















本研究が対象とする問題領域を図 3.12 にまとめる．本研究では，TAEA と ARE-EA





図 3.9 同期 EAの概念図






















Tierra [33, 22, 34]は T. S. Rayによって提案されたデジタル生物の進化シミュレータ






























































































出する（図 4.4 中 Step1）．適合度がある閾値を超えると，その個体が親個体として選択
され，交叉や突然変異などの遺伝的操作を通して子個体が生成される（図 4.4中 Step2）．
生成された子個体はリーパーキュー内の最下位の最も削除から遠い位置に追加される（図





図 4.4において，ind3 が最大適合度を持つ場合，ind3 はエリート個体として複製される．
リーパーキュー内の順位は，各個体の適合度が閾値を超えたかどうかによって変動する．
もし閾値を超えていればその個体の位置はリーパーキューの下位に移動し，超えていなけ
れば上位に移動する（図 4.4中 Step4）．例えば，図 4.4において，ind1 と ind3 は適合度
が閾値を超えているためリーパーキューの下位に移動し，ind2 は閾値を超えていないた
め上位に移動する．子個体の生成によって集団内の個体数が集団サイズを超過した場合，





























 N   1
N
(4.2)
式 (4.1)，(4.2)において N はリーパーキュー内の個体数を表す．式 (4.1)，(4.2)で算出
された確率をもとに Algorithm 11 に示す手順でリーパーキュー内の位置が制御される．























うになる．ここで，表 4.1，および図 4.5 において，H は適合度が高い場合（High），L
は適合度が低い場合（Low），Fは評価時間が短い場合（Fast），Sは評価時間が長い場合
（Slow）をそれぞれ表し，それぞれのアルファベットを組み合わせて表現する（例えば，





























対象とするかを決定するパラメータである． = 0の場合は TDTSなしと同一の比較な
しの選択であり，が大きくなるほどより過去の個体までを比較対象とするようになる．
TDTSのアルゴリズムを Algorithm 12に示す．








1: T [ findtgから最も優れた個体を親個体（winnert）として選択
2: 遺伝的操作を行い現在の親個体（winnert）と直前の親個体（winnert 1）から子個
体を生成
3: T  T [ findtg n indt 
4: winnert 1  winnert
(a) TAEAにおける従来の親選択法
(b)  = 1の TDTSによる親選択


















TAEAのアルゴリズムを Algorithm 13に示す．Algorithm 13において，indは評価
が完了した個体，ind:f，ind:facc はそれぞれ indの適合度と累積適合度，MAX POPは
最大集団サイズを示す．indelite は直前に適合度（ind:f）が最大適合度（fmax）であった
個体を表す．各個体は（擬似的に）並列に評価され（1行目），評価が完了するごとに各個























2: ind:facc  ind:facc + ind:f
3: if ind:facc  fmax then
4: ind:facc  ind:facc   fmax
5: indのリーパーキュー内の位置を下位へ移動
6: 遺伝的操作を行い indの子個体を生成
7: if ind:f  fmax then





13: indelite  ind
14: end if








本研究では，この 2 つの課題を解決するために 4.3 で示した TAEA/TDTS を基礎とし
て，(1)適合度関数の自動調整，(2)リーパー制御パラメータ Pdown の自動調整を加えて
拡張した適応型 TAEA（TAEA+）を提案する．まず，4.4.1章で (1)適合度関数の自動調
整として四分位数に基づく適合度スケーリング（Quartile based Fitness Scaling：QFS）
について説明し，続いて 4.4.2章で (2)Pdown の自動調整としてエリート割合に基づく適
応的 Pdown を説明する．以降，これら 2つの方法を加えた TAEA/TDTSを TAEA+ と
記述し，特に断りが無い限り最小化問題を用いて説明する．
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を最大適合度 fmax，最小適合度 0にスケーリングする線形の適合度関数 s(f)を
s(f) =
8>><>>:
fmax if f < f1
fmax  f0   f
f0   f1 if f1  f  f0
0 otherwise
(4.3)












の数値集合 xi(i 2 f1;    ; ng; x1  x2      xn) のうち，数値集合を 4 等分する区
切りの上位 1=4番目，2=4(= 1=2)番目，3=4番目の数値を指し，それぞれ第 1四分位数
（Q1と表記），第 2四分位数（または一般に中央値），第 3四分位数（Q3と表記）と呼ぶ．
四分位数は図 4.7に示すような箱ひげ図で表すことができ，Q1と Q3を箱の両端として
そこから最大値と最小値に向けてひげを伸ばして記される．具体的に，図 4.7では x1 か
ら x9 の 9つのデータに対し，1=4番目 = x3，1=2番目 = x5，3=4番目 = x7 がそれぞれ
Q1，中央値，Q3となる．また，集合のばらつきを表す値として Q3と Q1の差 Q3 Q1








四分位数に基づく適合度スケーリング（Quartile based Fitness Scaling：QFS）の
アルゴリズムを Algorithm 14，その概略図を図 4.8 に示す．Algorithm 14 において
listf は評価値を蓄積する配列，listf :Min，listf :Q3，listf :IQR はそれぞれ listf の最
小値，第 3 四分位数（Q3），四分位範囲（IQR = Q3   Q1）を表し，min(x; y) は x
と y のうち小さい値を返す関数を表す．QFS では，非同期な進化の過程で評価が完了
した順に一定数（Algorithm 14 中 Nf）の評価値を配列（Algorithm 14 中 listf）に蓄
積し（Algorithm 14 中 1 行目から 2 行目），その評価値集合の四分位数に基づいて式
(4.3) の f1 に listf の最小値，f0 に極度の外れ値の閾値となる Q3 + 3:0  IQR を割り
当てる（Algorithm 14 中 3 行目から 13 行目）．具体的に，f1 は listf 中の最小値と現
在の f1 のうち小さい値（Algorithm 14 中 3 行目），f0 は listf から求められる外れ値
の閾値（listf :Q3 + 3:0  listf :IQR）のうち小さい値（4 行目から 8行目）にそれぞれ
設定する．ただし，f1 と f0 が同値になる場合には，式 (4.3)（s(f) ）の分母が 0 にな
ることを防ぐために f0 は更新せず直前の値を使用する（5 行目）．また，f1 が一定回数
（Algorithm 14中 Nupdate）更新されない場合，f1 の値を現在の最小値（listf :Min）に
設定する（Algorithm 14中 9行目から 16行目）．以降，設定した f0 と f1 を用いて算出
された適合度を用いて同様の操作を行う．
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Algorithm 14 四分位数に基づく適合度スケーリング（Quartile based Fitness Scaling：
QFS）のアルゴリズム
1: listf に ind:f を追加
2: if jlistf j = Nf then
3: f1 = min(f1; listf :Min)
4: pref f0 = f0
5: f0 = min(f0; listf :Q3 + 3:0 listf :IQR)
6: if jf1   f0j = 0 then
7: f0 = prev f0
8: end if
9: if f1  listf :Min then
10: f1 not updated = 0
11: else
12: f1 not updated++
13: if f1 not updated  Nupdate then
14: f1 = listf :Min
15: end if
16: end if
17: listf = ;
18: end if
4.4.2 リーパー制御パラメータ Pdown の適応的調整




は，QFSでサンプルした評価値（Algorithm 14中 listf）の分布に基づいて Pdown を適
応的に調整する方法を提案する．以降，適応的 Pdown を Pdown と表す．












QFSと Pdown を加えた TAEA
+ のアルゴリズムを Algorithm 15に示す．TAEAと同
様に，各個体は（擬似的に）並列に評価され（1行目），評価が完了するごとに indの評
価値 ind:f を listf にサンプルする（2行目）．listf は初期は空の状態から開始し，listf
の要素が Nf に達した時に QFS の f1 と f0 を算出する（3 行目から 15 行目）．同時に




Algorithm 15 適応型 TAEA（TAEA+）のアルゴリズム
1: indの適合度（ind:f）を計算
2: listf に ind:f を追加
3: if jlistf j = Nf then
4: f1 = min(f1; listf :Min)
5: tmp f0 = min(f0; listf :Q3 + 3:0 listf :IQR)
6: if jf1   tmp f0j 6= 0 then
7: f0 = tmp f0
8: end if
9: if f1  listf :Min then
10: f1 not updated = 0
11: else
12: f1 not updated++
13: if f1 not updated  Nupdate then
14: f1 = listf :Min
15: end if
16: end if
17: Pdown の算出（式 (4.4)）
18: listf = ;
19: end if
20: ind:fs = fmax  f0   ind:f
f0   f1
21: ind:facc  ind:facc + ind:fs



















































表 5.1 に ARE-EA と TAEA の差異をまとめる．ARE-EA と TAEA の主な違いは，
(1)TAEAでは進化のために累積適合度と選択のための閾値が必要であるが，ARE-EAで
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選択する（図 5.1中 Step1）．親個体の選択は，評価が完了した 2個体とアーカイブから
ランダムに選択されたリファレンス個体の 3個体によるトーナメント選択によって選択さ
れる（図 5.1中 Step2）．例えば，図 5.1では，ind1 と ind2 の 2個体の評価が完了した段
階でアーカイブからランダムに選択されたリファレンス個体 indref の 3個体からトーナ
メント選択によって 2個体の親個体 par1 と par2 を選択する．親選択後，2体の親個体か
ら交叉や突然変異などの遺伝的操作を適用して 2体の子個体を生成し（図 5.1中 Step3），








も劣る場合，一定の確率 Pd で削除される．以降，適合度削除に用いる確率 Pd を適合度


















ARE-EAでは，評価の完了した 2個体（一時個体 T と呼ぶ）とアーカイブからランダム












ARE-EAでは，一時個体 T とリファレンス個体 indref の比較に基づいて適合度削除，
およびアーカイブの生成を行う．具体的な流れを Algorithm 16 に示す．ここで，一時
個体の 2 個体をそれぞれ indT1，indT2（indT1  indT2），リファレンス個体を indref
とする．基本的な流れは，(1)indref よりも劣る個体は適合度削除確率 Pd に基づいて削
除，(2)indref よりも優れている場合にはアーカイブに移動，(3) アーカイブサイズを超
える場合には indref をリーパーキューの最下位（リーパー削除から最も遠い）に移動と
なる．まず，indref より劣る個体は適合度削除確率 Pd でリーパーキューから削除する









位に移動する（9，16行目）．indT1 が indref より優れる場合は indT1 もアーカイブの候
補となる（11行目以降）．もし indT2 がアーカイブ条件を満たしてアーカイブに移動して
いる場合には indT1 はリーパーキューの最下位に移動し，indT2 がアーカイブ条件を満た
さない場合には indT1 に同様にアーカイブ条件を適用し，アーカイブに移動するか，リー
パーキューの最下位に移動するかを決定する（17行目から 21行目）．最後にアーカイブ









ARE-EAのアルゴリズムを Algorithm 17に示す．Algorithm 17において，indは評
価の完了した個体を示し，ind:f は個体 indの適合度，MAX POPは最大集団サイズを
示す．indref はリファレンス個体をあらわす．各個体は（擬似的に）並列に評価され（1
行目），2個体（これらを一時個体 T と呼ぶ）の評価が完了した段階で親個体を選択する










1: if indT1 < indT2 < indref then
2: indT1 を確率 Pd で削除
3: indT2 を確率 Pd で削除
4: else if indT1 < indref < indT2 then
5: indT1 を確率 Pd で削除





11: else findref < indT1 < indT2g


















2: T  ind
3: if jT j = 2 then
4: indref（リファレンス個体）をアーカイブからランダムに選択
5: C  T [ findrefg




10: if 集団内の個体数 >MAX POP then
11: リーパーキューの最上位個体から削除
12: end if















を生成することが目的となる．本研究では，各プログラムはそれぞれ r0 から r7 の 8 つ
の実数値レジスタ（変数）と f1;    ; 9gの定数を使用可能とし，命令セットとして表 6.1
に示す 8 命令を用いる．ここで，表 6.1 において，dst，src1 には r0 から r7 のいずれ
かのレジスタが与えられ，src2には r0から r7のいずれかのレジスタか定数が与えられ
る．例えば，ADD r0 r1 r2は r0 r1 + r2を表す．また，PDIV (%)は保護付き除算
（protected division）を表し，分母が 0の場合は予め定めた最大値を dstに代入し，それ
以外の場合は通常の除算を行う．
例題として表 6.2に示す 8種類の関数を用いる [38]．入出力データ数はすべて 100個と
し，データ点は R1，R2，R3，R5，R6では 1  x  1の間で均等に，R7では 0  x  2
























ADD dst src1 src2 dst src1 + src2(const)
SUB dst src1 src2 dst src1  src2(const)
MUL dst src1 src2 dst src1 src2(const)
PDIV dst src1 src2 dst src1%src2(const)
SIN dst src1 dst sin(src1)
COS dst src1 dst cos(src1)
LN dst src1 dst ln(jsrc1j)
EXP dst src1 dst exp(src1)
6.2 アセンブリプログラム進化問題
本例題では，アセンブリ命令で記述されたプログラムの進化を扱う．具体的には，
Microchip Technology 社が製造している PIC10 [1] に組み込まれている 12 ビット，33
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表 6.2 関数同定問題の例題
R1 f(x) = x4 + x3 + x2 + x
R2 f(x) = x5   2x3 + x
R3 f(x) = x6   2x4 + x2
R4 f(x; y) = xy
R5 f(x) = sin(x2) cos(x)  1
R6 f(x) = sin(x) + sin(x+ x2)
R7 f(x) = ln(x+ 1) + ln(x2 + 1)
R8 f(x; y) = sin(x) + sin(y2)
命令のアセンブリ言語で記述されたプログラムの実行ステップ数の最小化を目的とする．




のループが必要となる．ここで，表 6.3において f は r0から r15の汎用レジスタ，dは
0か 1のビット，bは 5ビットの符号なし整数値，k は 8ビットの符号なし整数値で表さ
れる．1番目から入力数分の汎用レジスタに入力値，それ以外の汎用レジスタに 0を入力
し，出力値は 0番目の汎用レジスタの値を用いる．
例題として表 6.4 に示す 8 種類の計算を実行するプログラムを扱う．具体的には，
4 種類の数値計算プログラムと 4 種類の論理演算プログラムを扱う．A1，A2，A3 の
例題では，入力値は f0;    ; 15g の符号なし整数値とする．A4 の例題では，入力値は
r1 = f1;    ; 5g，r2 = f1;    ; 5g の符号なし整数値の組み合わせ (r1; r2) とする．B1
の 8bit-Parityは，図 6.2に示すように r1から r8に 0または 1が入力され，1の数が偶
数の場合には r0に 0，1の数が奇数の場合には r0に 1を出力するプログラムである．例
えば，図 6.2では，入力された 1の数が 4個で偶数のため，r0には 0を出力する．B2の
7bit-DigitalAdderは，図 6.3に示すように r1から r7に 0または 1が入力され，r1から
r3の三桁のビット列と r4から r6の三桁のビット列を r7をキャリー（桁上げ）ビットと
して加算した 4ビットの結果を r8から r11に出力するプログラムである．例えば，図 6.3
では，r1から r7に \0111011"が入力されていることから，011+101+1 = 1001を計算
し，r8から r11にそれぞれ，\1"，\0"，\0"，\1"を出力する．B3の 6bit-Multiplexer
は，図 6.4に示すように r1から r6に 0または 1が入力され，上位 2ビット（r1と r2）
をアドレスビット，下位 4ビット（r3から r6）をデータビットと呼び，データビットは
先頭から 0番目，1番目，2番目，3番目と数えられる．6bit-Multiplexerではアドレス
ビットの 2進数の値を 10進数に変換し，その値が指し示すデータビットの値を r0に出力
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表 6.3 アセンブリプログラム進化で扱う PICマイコン命令セット（[1]をもとに一部変更）
命令 操作
ADDWF f, d W  W + f (d = 0) f  W + f (d = 1)
ANDWF f, d W  W AND f (d = 0) f  W AND f (d = 1)
CLRF f f  0
CLRW W  0
COMF f, d W   f (d = 0) f   f (d = 1)
DECF f, d W  f   1 (d = 0) f  f   1 (d = 1)
DECFSZ f, d DECFを実行後，結果が 0なら次命令をスキップ
INCF f, d W  f + 1 (d = 0) f  f + 1 (d = 1)
INCFSZ f, d INCFを実行後，結果が 0なら次命令をスキップ
IORWF f, d W  W OR f (d = 0) f  W OR f (d = 1)
MOVF f, d W  f (d = 0) f  f (d = 1)
MOVWF f f  W
RLF f, d W  f << 1 (d = 0) f  f << 1 (d = 1)
RRF f, d W  f >> 1 (d = 0) f  f >> 1 (d = 1)
SUBWF f, d W  f  W (d = 0) f  f  W (d = 1)
SWAPF f, d f の上位ビットと下位ビットを入れ替え
XORWF f, d W  W XOR f (d = 0) f  W XOR f (d = 1)
BCF f, b f の bビット目を 0
BSF f, b f の bビット目を 1
BTFSC f, b f の bビット目が 0の場合，次命令をスキップ
BTFSS f, b f の bビット目が 1の場合，次命令をスキップ
LABEL k k 番のラベル
GOTO k k 番の label命令に無条件ジャンプ
ANDLW k W  W AND k
IORLW k W  W OR k
MOVLW k W  k
XORLW k W  W XOR k
する．例えば，図 6.4では，アドレスビットが \01"（= 1）であることから，データビッ
トの 1番目（r4）の値を r0に出力する．B4の 7bit-Majorityは，図 6.5に示すように r1
から r7に 0または 1が入力され，入力された値の多い方を r0に出力するプログラムで
ある．例えば，図 6.5では，入力値のうち，0の数が 3個，1の数が 4個であり 1の入力
が多いため，r0に 1を出力する．B1，B2，B3，B4の例題では，各入力値は 0または 1
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表 6.4 アセンブリプログラム進化問題の例題
数値計算 入力数 出力数 データ数
A1 f(x) = x4 + x3 + x2 + x 1 1 16
A2 f(x) = x5   2x3 + x 1 1 16
A3 f(x) = x6   2x4 + x2 1 1 16
A4 f(x; y) = xy 2 1 25
論理演算 入力数 出力数 データ数
B1 8bit-Parity 8 1 256
B2 7bit-DigitalAdder 7 4 128
B3 6bit-Multiplexer 6 1 64




































数値計算 入力数 出力数 データ数
A1 f(x) = x4 + x3 + x2 + x 1 1 16
A2 f(x) = x5   2x3 + x 1 1 16
A3 f(x) = x6   2x4 + x2 1 1 16
A4 f(x; y) = xy 2 1 25
パリティチェック 入力数 出力数 データ数
E5 5bit-Parity 5 1 32
E6 6bit-Parity 6 1 64
E7 7bit-Parity 7 1 128











の最小化を目的とする．具体的には，4 種類の数値計算プログラムと 4 種類の偶数パリ
ティプログラムを扱う．A1，A2，A3の例題では，入力値は f0;    ; 15gの符号なし整数
値とする．A4の例題では，入力値は r1 = f1;    ; 5g，r2 = f1;    ; 5gの符号なし整数




















 Case2: TDTSにおけるトーナメントサイズ の比較
 Case3: TAGP/TDTSと適応的 TAGP（TAGP+）の比較
 Case4: TAGP+ と従来手法の比較
Case4では，従来手法として同期GPの steady-state GP（SSGP）[32]と (+)-GP，
非同期 GPの ASSGP[17]を扱う．Case1と Case3，Case4では，TDTSにおけるトーナ
{ 62 {
表 7.1 アセンブリプログラム進化の例題（6.2章より再掲）
数値計算 入力数 出力数 データ数
A1 f(x) = x4 + x3 + x2 + x 1 1 16
A2 f(x) = x5   2x3 + x 1 1 16
A3 f(x) = x6   2x4 + x2 1 1 16
A4 f(x; y) = xy 2 1 25
論理演算 入力数 出力数 データ数
B1 8bit-Parity 8 1 256
B2 7bit-DigitalAdder 7 4 128
B3 6bit-Multiplexer 6 1 64
B4 7bit-Majority 7 1 128
表 7.2 パラメータ設定
最大評価回数 106 交叉率 0.7
最大プログラムサイズ 256 突然変異率 0.1
母集団サイズ 100 命令挿入率 0.1
fmax 100 命令削除率 0.1
メントサイズは最小の  = 1 に設定する（i.e., indt と indt 1 のみ比較）．Case2 では，
 = f1; 2; 3; 4; 5; 10; 20gを比較する．例えば， = 5の場合は，indt から indt 5 の中か
ら親個体が選択される． = 1の場合は，Case1，Case3と同様の設定である．Case3で
は，TAGP/TDTSと TAGP+ に加え，TAGP+ において固定のリーパー制御パラメータ
Pdown を用いる STAGP+（Static TAGP+ の意）を比較し，適合度スケーリング，およ
び適応的リーパー制御の有効性を検証する．
例題としては，表 7.1に示す 4種類の数値計算プログラムと 4種類の論理演算プログラ
ムの計 8種類のアセンブリプログラムの進化を扱う．
7.2.2 評価基準と設定
各種法の共通のパラメータ設定を表 7.2に示す．従来手法である SSGP，(+ )-GP，
ASSGPにおいて，無限ループにより評価が完了しない個体が存在する場合，途中で評価
を打ち切る必要があるため，その上限を各例題において正常なプログラムが十分実行を完
了可能な 50; 000命令とし，上限を超えた個体の適合度は  1とする．TAGP(/TDTS)，








jy^i   yi j (7.1)




(y^i; yi )); (x; y) =
(
1 x = y
0 x 6= y ; (7.2)
ここで，y^i は i番目の入力に対するプログラムの出力結果，yi は i番目の入力に対する目
標値，nはデータ数を表す．上記の適合度関数は，出力結果と目標値の誤差が 0になる時
に最大適合度 fmax となり，誤差が大きくなるほど適合度が小さくなるように設定してい













(y^i; yi ); (x; y) =
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各実験は 30試行ずつ実施し，(1)目的を達成可能な（i.e., fmax の適合度を持つ）プログ















表 7.3 最大評価回数後の実行ステップ数減少割合の 30試行平均
例題 TAGP TAGP/TDTS p値
A1 61.1% (7.9%) 71.2% (6.6%) < 0:01
A2 48.5% (5.4%) 71.0% (4.9%) < 0:01
A3 49.7% (7.6%) 70.5% (6.6%) < 0:01
A4 63.3% (13.3%) 72.3% (13.0%) < 0:01
B1 8.0% (2.9%) 7.8% (3.0%) 1:25
B2 4.8% (2.6%) 4.2% (3.2%) 1:43
B3 56.2% (12.2%) 57.5% (10.5%) 0:65




るマン{ホイットニーの U 検定（Mann{Whitney U test）[44] を用いて検定を行った結













題 A1では進化の過程を通じて TAGP/TDTSの実行ステップ数減少割合が TAGPを常
に上回っており，TDTS を用いることで進化が促進されていることがわかる．一方，図

























































図 7.1 TAGPと TAGP/TDTSにおける実行ステップ数減少割合の推移：例題 A1と例題 B4
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Case2: TDTSにおけるトーナメントサイズ の比較
表 7.4 に TDTS のトーナメントサイズ  を変更した場合の最大評価回数後の実行ス




B1 において  = 1 が最も実行ステップ数を減少できており，他の例題においては，よ
り大きなトーナメントサイズが優れた性能を示すことがわかる．しかし，マン{ホイット
ニーの U検定の結果，これらのトーナメントサイズによる有意差は見られなかった．
表 7.4 TDTS のトーナメントサイズ  を変更した場合の最大評価回数後の実行ス
テップ数減少割合の 30試行平均
トーナメントサイズ 
例題 1 (=Case1) 2 3 4 5 10 20
A1
71.2% 70.5% 70.0% 70.1% 69.1% 70.4% 70.9%
(5.2%) (5.7%) (5.6%) (5.5%) (6.3%) (5.5%) (4.7%)
A2
71.0% 69.3% 70.8% 72.5% 70.8% 69.0% 70.5%
(4.7%) (4.7%) (5.1%) (4.2%) (3.8%) (4.3%) (4.5%)
A3
70.5% 67.4% 68.1% 68.1% 69.5% 69.3% 66.2%
(5.5%) (5.2%) (5.9%) (6.3%) (6.4%) (4.6%) (5.1%)
A4
72.3% 75.4% 69.9% 71.3% 71.6% 69.7% 72.4%
(11.5%) (5.4%) (11.4%) (11.3%) (10.7%) (12.7%) (8.7%)
B1
7.8% 6.7% 6.3% 6.7% 7.5% 6.7% 7.2%
(2.7%) (3.0%) (3.4%) (3.5%) (4.4%) (4.2%) (4.5%)
B2
4.2% 6.0% 6.0% 6.1% 6.1% 5.3% 5.1%
(3.0%) (3.4%) (3.4%) (4.1%) (3.9%) (3.5%) (3.8%)
B3
57.5% 59.4% 62.8% 59.9% 57.1% 59.9% 59.9%
(10.2%) (12.2%) (11.3%) (10.0%) (9.4%) (9.1%) (9.6%)
B4
30.1% 34.3% 32.8% 35.1% 33.2% 35.8% 33.8%
(17.6%) (15.4%) (17.9%) (16.8%) (16.4%) (15.6%) (16.8%)




結果から，トーナメントサイズの大きな  = 10; 20の場合（図中最も色の薄い 2本の線）
は初期収束が早いものの，その後は実行ステップ数の減少量が少なくなり，最終的な実行










表 7.5に TAGP/TDTSと固定のリーパー制御パラメータ Pdown を用いる STAGP+，
適応的リーパー制御パラメータ Pdown を用いる TAGP
+ の最大評価回数後の実行ステッ






ン{ホイットニーの U検定の結果，すべての例題において有意水準 5%で TAGP/TDTS
と TAGP+ に有意差が見られないことが明らかになった．このことから，TAGP+ が適
合度関数と閾値の事前の調整なしに最適化が可能であるといえる．
Case4: TAGP+ と従来手法の比較
表 7.6に従来手法である SSGP，( + )-GP，ASSGPと TAGP+ の最大評価回数後
の実行ステップ数減少割合の 30試行平均を示す．各例題において最も減少割合の高い値





































































(b) 例題 A2：f(x; y) = x5   2x3 + x
図 7.2 トーナメントサイズごとの実行ステップ数削減割合の平均の推移：例題 A1と例題 A2
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表 7.5 TAGP/TDTSと STAGP+，TAGP+ の最大評価回数後の実行ステップ数減
少割合の 30試行平均

































結果の詳細を示すために，図 7.3 に SSGP と TAGP+ で有意な差が見られた例題 A1
と B3の実行ステップ数減少割合の推移，図 7.4に有意な差が見られなかった例題 A4と
B1の実行ステップ数減少割合の推移をそれぞれ示す．なお，ここでは減少割合の大きい
SSGPと TAGP/TDTSのみを比較する．図 7.3，7.4において，横軸は評価回数，縦軸は
実行ステップ数減少割合を表す．破線は SSGPの結果，実線は TAGP+ の結果をそれぞ
れ示す．
図 7.3 から，TAGP+ の実行ステップ数減少割合が常に SSGP を上回っていることが
わかる．この結果から，TAGP+ は SSGP と比較して優れた進化性能を示していること

















































































































図 7.4 SSGPと TAGP+ における平均実行ステップ数の推移：例題 A4と例題 B1
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表 7.6 各手法の最大評価回数後の実行ステップ数減少割合の 30試行平均
例題 SSGP (+ )-GP ASSGP TAGP+ p値
A1
59.3% 5.7% 43.2% 72.5% < 10 3
(4.6%) (1.5%) (8.4%) (6.6%)
A2
58.6% 5.8% 44.3% 72.9% < 10 3
(4.4%) (1.6%) (6.5%) (4.9%)
A3
56.9% 6.1% 44.3% 71.4% < 10 3
(4.3%) (2.2%) (7.8%) (6.6%)
A4
73.0% 21.3% 59.7% 76.4% 0.28
(9.6%) (5.6%) (12.7%) (13.0%)
B1
7.2% 4.9% 5.8% 8.3% 0.69
(3.6%) (0.0%) (2.3%) (3.0%)
B2
1.8% 0.4% 1.4% 6.3% < 10 3
(2.3%) (0.6%) (2.3%) (3.2%)
B3
32.8% 4.2% 37.3% 54.6% < 10 3
(8.4%) (1.1%) (10.4%) (10.5%)
B4
17.9% 0.6% 8.1% 26.7% 0.042
(16.7%) (0.0%) (10.8%) (13.6%)
以上の結果から，TAGP+ は数値計算プログラム，論理演算プログラムの両方において




な探索を実現できると考えられる．計算時間に対する TAGP+ と同期 EAの SSGP，従
来の非同期 EA の ASSGP の解探索性能の違いを明らかにする．ここでは，並列計算環
境において各個体を並列に評価可能な環境を想定し，100 命令実行可能な時間を 1 単位
時間とした時の経過単位時間における実行ステップ数の減少割合の 30試行平均を比較す
る．表 7.7 に 107 単位時間経過後の各手法，各例題の実行ステップ数の平均減少割合を
示す．各例題において最も減少割合の高い値を太字で示し，括弧の中は標準偏差を表す．
表 7.7 において，p 値は TAGP+ と従来手法で最も減少割合の高い ASSGP についての
マン{ホイットニーの U検定の結果を示す．これらの結果から，TAGP+ が 107 単位時間
で Case4で示した 106 評価回数と同等の実行ステップ減少割合を達成しているのに対し，
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SSGP は減少割合が著しく低下していることがわかる．このことから，同期 EA である
SSGPと比べて，TAGP+ は非同期な進化によって評価時間の無駄なく効率的な進化を実
現できていることが明らかになった．また，従来の非同期 EA である ASSGP と比べて
も，TAGP+ がすべての例題で高い減少割合を示していることがわかる．マン{ホイット
ニーの U 検定の結果，B1を除くすべての例題で有意水準 5% で TAGP+ と ASSGPに
有意差が見られることが明らかになった．
以上の結果から，TAGP+ は実行時間の観点から特に同期 EAと従来の非同期 EAを上
回る高い進化性能を示すことが明らかになった．
表 7.7 各手法の 107 単位時間経過後の実行ステップ数減少割合の 30試行平均
例題 SSGP ASSGP TAGP+ p値
A1
16.4% 37.7% 68.5% < 10 3
(2.5%) (5.8%) (7.7%)
A2
4.0% 35.8% 68.0% < 10 3
(16.7%) (6.5%) (6.4%)
A3
16.5% 35.8% 65.6% < 10 3
(3.9%) (5.9%) (6.2%)
A4
38.0% 52.9% 73.4% < 10 3
(2.5%) (10.6%) (9.8%)
B1
5.5% 7.3% 7.5% 0.93
(2.1%) (2.7%) (3.3%)
B2
0.0% 0.5% 4.1% < 10 3
(0.2%) (1.1%) (6.7%)
B3
16.3% 34.3% 68.3% < 10 3
(4.1%) (12.0%) (10.0%)
B4







A1：f(x) = x4 + x3 + x2 + x
図 7.5，7.6，7.7 に例題 A1 で最終的に獲得されたプログラムの一部を示す．図 7.5，
7.6，7.7 に示すプログラムはいずれも SSGP，TAGP/TDTS，TAGP+ で 30 試行の
中で最も実行ステップ数の短いプログラムである．図 7.5，7.6 では例題 A1 において
f(x) = x4 + x3 + x2 + x（xは 0から 15の 4ビットが入力される）の x2 を計算する部
分，図 7.7は x4 を計算する部分をそれぞれ示している．各図のプログラムにおいて，R1，
R2，R4，R5，R6，R7はそれぞれ汎用レジスタを表しており，Wはワーキングレジスタ
を表している．入力値（x）は R1レジスタに入力され，x2 の計算結果は一時的に R2レジ
スタに，x4 の計算結果は一時的に R4レジスタにそれぞれ記憶される（最終的には出力用
の R0レジスタに加算される）．\<  "は数値の代入を表し，\>> 1"は右シフトを表す．
 1: MOVF    R1 0// W <- R1
 2: MOVWF   R5 1// R5 <- W
 3: MOVWF   R7 1// R7 <- W
 4: MOVLW   32  // W <- 32
 5: MOVWF   R6 1// R6 <- W
 6: MOVF    R5 0// W <- R5
 7: BTFSC   R7 0// if R7[0] == 0 then skip
 8: ADDWF   R2 1// R2 <- R2 + W
 9: RRF     R2 1// R2 <- R2 >> 1
10: RRF     R7 1// R7 <- R7 >> 1
11: DECFSZ  R6 1// R6 <- R6 - 1 and if R6 = 0 then skip
12: BTFSC   R7 0// if R7[0] == 0 then skip
13: ADDWF   R2 1// R2 <- R2 + W
14: RRF     R2 1// R2 <- R2 >> 1
15: RRF     R7 1// R7 <- R7 >> 1
16: DECFSZ  R6 1// R6 <- R6 - 1 and if R6 = 0 then skip
17: BTFSC   R7 0// if R7[0] == 0 then skip
18: ADDWF   R2 1// R2 <- R2 + W
19: RRF     R2 1// R2 <- R2 >> 1
20: RRF     R7 1// R7 <- R7 >> 1
21: DECFSZ  R6 1// R6 <- R6 - 1 and if R6 = 0 then skip
22: BTFSC   R7 0// if R7[0] == 0 then skip
23: ADDWF   R2 1// R2 <- R2 + W
24: RRF     R2 1// R2 <- R2 >> 1
25: DECFSZ  R6 1// R6 <- R6 - 1 and if R6 = 0 then skip
26: NOP     16 0// label(0)
27: RRF     R2 1// R2 <- R2 >> 1
28: DECFSZ  R6 1// R6 <- R6 - 1 and if R6 = 0 then skip
29: RRF     R2 1// R2 <- R2 >> 1
30: DECFSZ  R6 1// R6 <- R6 - 1 and if R6 = 0 then skip
31: GOTO    16  // goto label(0)
図 7.5 SSGPによって得られたプログラムの一部（例題 A1）
SSGPによって得られたプログラム（図 7.5）では，1行目から 6行目でレジスタを初
期化し，続く 7行目から 11行目で入力値の 1ビット目（最下位ビット），12行目から 16
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 1: MOVF    R1 0// W <- R1
 2: MOVWF   R5 1// R5 <- W
 3: MOVWF   R7 1// R7 <- W
 4: BTFSC   R7 0// if R7[0] == 0 then skip
 5: ADDWF   R2 1// R2 <- R2 + W
 6: RRF     R2 1// R2 <- R2 >> 1
 7: RRF     R7 1// R7 <- R7 >> 1
 8: BTFSC   R7 0// if R7[0] == 0 then skip
 9: ADDWF   R2 1// R2 <- R2 + W
10: RRF     R2 1// R2 <- R2 >> 1
11: RRF     R7 1// R7 <- R7 >> 1
12: BTFSC   R7 0// if R7[0] == 0 then skip
13: ADDWF   R2 1// R2 <- R2 + W
14: RRF     R2 1// R2 <- R2 >> 1
15: RRF     R7 1// R7 <- R7 >> 1
16: BTFSC   R7 0// if R7[0] == 0 then skip
17: ADDWF   R2 1// R2 <- R2 + W
18: RRF     R2 1// R2 <- R2 >> 1
19: RRF     R2 1// R2 <- R2 >> 1
20: RRF     R2 1// R2 <- R2 >> 1
...[RRF     R2 1] x 17 ...
37: RRF     R2 1// R2 <- R2 >> 1
38: RRF     R2 1// R2 <- R2 >> 1
39: RRF     R2 1// R2 <- R2 >> 1
40: RRF     R2 1// R2 <- R2 >> 1
41: RRF     R2 1// R2 <- R2 >> 1
42: RRF     R2 1// R2 <- R2 >> 1
43: RRF     R2 1// R2 <- R2 >> 1
44: RRF     R2 1// R2 <- R2 >> 1
45: RRF     R2 1// R2 <- R2 >> 1
46: RRF     R2 1// R2 <- R2 >> 1
図 7.6 TAGP/TDTSによって得られたプログラムの一部（例題 A1）
行目で 2ビット目，17行目から 21行目で 3ビット目，22行目から 25行目で 4ビット目
に対して 1ビットずつ右シフトをしながら計算を実行する（入力は最大 4ビット）．その
後，出力結果を計算するために 26行目から 31行目のループによって 4ビット右シフト
されたレジスタ値をもとに戻す操作を実行し，計算結果が R2レジスタに記憶される．一
方，TAGP/TDTSによって得られたプログラム（図 7.6）では，1行目から 3行目でレジ
スタを初期化し，続く 4行目から 7行目で入力値の 1ビット目（最下位ビット），8行目
から 11行目で 2ビット目，12行目から 15行目で 3ビット目，16行目から 18行目で 4
ビット目に対して 1ビットずつ右シフトをしながら計算を実行するその後，SSGPで得ら
れたプログラムと同様に 4ビット右シフトされたレジスタ値をもとに戻すために，図 7.6





図 7.7 TAGP+ によって得られたプログラムの一部（例題 A1）
実行してレジスタ値を戻しているのに対し，TAGP+ で得られたプログラムはこの操作
をより簡略化している．具体的には，図 7.7では右シフトを 4回だけ実行し，合計で 16









なっており，さらに実行ステップ数も SSGP が 3563 ステップ，TAGP/TDTS が 2599










いる入力値が最大 4 ビットであるため，その目的を達成するためには TAGP/TDTS で
得られたプログラムのようにその 4ビット以外を無視して実行することが最も効率的であ






および TAGP+ で 30 試行の中で最も実行ステップ数の短いプログラムである．図 7.8，
7.9，7.10，7.11のプログラムにおいて，R0から R7はそれぞれ汎用レジスタを表してお
り，Wはワーキングレジスタを表している．6つの 0または 1の入力値は R1から R6レ
ジスタに入力され，R0レジスタに結果が出力される．\<  "は数値の代入を表す．
まず，初期プログラム（図 7.8）では，出力結果を計算するために r0 (:r1 ^ :r2 ^ r3)_
(:r1 ^ r2 ^ r4) _ (r1 ^ :r2 ^ r5) _ (r1 ^ r2 ^ r6) という論理演算を実行している．具
体的には，図中で色分けされた各処理において，それぞれ (:r1 ^ :r2 ^ r3)（2行目から
12行目），(:r1 ^ r2 ^ r4)（13行目から 22行目），(r1 ^ :r2 ^ r5)（23行目から 32行
目），(r1 ^ r2 ^ r6)（33行目から 41行目）を算出し，IORWF 命令を用いてそれぞれの
実行結果の論理和を r0に代入している．これに対し，SSGPで得られたプログラム（図




を決定している．具体的には，入力値の 1 ビット目（r1）が 1 の場合には，入力値の 2
ビット目（r2）の値に応じて 0であれば r5の値，1であれば r6の値が出力値となるため，
SSGP の進化後のプログラムでは 19 行目の BTFSC 命令を用いて条件分岐し，出力結
果を決定する．本実験で使用している PICアセンブリプログラムでは，汎用レジスタ間
{ 78 {









図 7.9 SSGPによって得られたプログラム（例題 B3）
図 7.10 TAGP/TDTSによって得られたプログラム（例題 B3）
グラムから更に最初の 2 つの論理演算も条件分岐で実行することによって実行ステップ
数を削減している．具体的には，1行目から 4行目で入力値の 1ビット目（r1）の値に応
じて 0であれば r3，1であれば r4の値をワーキングレジスタ（W）に代入し，5行目と
6行目の条件分岐で入力値の 2ビット目（r2）の値を検査し，0であれば出力結果である
r0 レジスタにワーキングレジスタの値を代入している．次に，7 行目から 9 行目で入力
値の 2ビット目（r2）の値に応じて 0であれば r5，1であれば r6の値をワーキングレジ
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図 7.11 TAGP+ によって得られたプログラム（例題 B3）
(a) 2 つの連続した条件分岐命令を用いる条
件分岐（TAGP/TDTSで得られたプログラ












の 1行目から 4行目では図 7.12(a)に示すように r1のレジスタの値に応じてワーキング
レジスタ（W）に値を代入しているが，このとき 2つの連続した条件分岐命令，「r1の値
が 1の時に 1命令スキップする命令」と「無条件に 1命令スキップする命令」を用いて条
件分岐の処理を実行している．しかし，この 2つの連続した条件分岐命令は図 7.12に示








数値計算 入力数 出力数 データ数
A1 f(x) = x4 + x3 + x2 + x 1 1 16
A2 f(x) = x5   2x3 + x 1 1 16
A3 f(x) = x6   2x4 + x2 1 1 16
A4 f(x; y) = xy 2 1 25
パリティチェック 入力数 出力数 データ数
E5 5bit-Parity 5 1 32
E6 6bit-Parity 6 1 64
E7 7bit-Parity 7 1 128








例題としては，表 7.8に示す 4種類の数値計算プログラムと 4種類の偶数パリティプロ
グラムの計 8種類のアセンブリプログラムの進化を扱う．
7.3.2 評価基準と設定








最大単位時間 2:0 108 交叉率 0.7
最大プログラムサイズ 256 突然変異率 0.1
母集団サイズ 20 命令挿入率 0.1
fmax 100 命令削除率 0.1
は数値計算プログラムでは式 (7.5)，論理演算プログラムでは式 (7.6)をそれぞれ用いる．




jy^i   yi j (7.5)




(y^i; yi )); (x; y) =
(
1 x = y
0 x 6= y ; (7.6)




各実験は 30試行ずつ実施し，(1)目的を達成可能な（i.e., fmax の適合度を持つ）プログ
ラムを維持できた割合，(2) 初期プログラムからのプログラムサイズの減少割合の 30 試






表 7.10に (1)目的を達成可能なプログラムを維持できた割合，表 7.11に (2)プログラ
ムサイズの減少割合の 30試行平均，表 7.12に (3)実行ステップ数の減少割合の 30試行
平均をそれぞれ示す．なお，表 7.11，7.12 において，負値は減少率，正値は増加率を表
す．まず，表 7.10の結果から，TAGPはビット反転率が最も高い 10 3 の場合を除く全
てのケースで目的を達成可能なプログラムを維持できていることがわかる．また，ビット







10 3 10 4 10 5 10 6
A1 1.0 1.0 1.0 1.0
A2 0.97 1.0 1.0 1.0
A3 1.0 1.0 1.0 1.0
A4 0.97 1.0 1.0 1.0
E5 1.0 1.0 1.0 1.0
E6 1.0 1.0 1.0 1.0
E7 1.0 1.0 1.0 1.0
E8 1.0 1.0 1.0 1.0
表 7.11 (2)プログラムサイズの減少割合の 30試行平均
10 3 10 4 10 5 10 6
A1  27:3%  26:6%  27:2%  26:8%
A2  18:4%  19:5%  21:9%  22:3%
A3  24:6%  25:2%  23:9%  15:5%
A4 32:4%  5:9%  9:9% 20:4%
E5  21:8%  23:6%  22:4%  19:6%
E6  10:2%  14:7%  12:0%  12:9%
E7  7:9%  7:4%  7:0%  5:8%
E8  5:4%  4:4%  5:1%  5:1%
表 7.12 (3)実行ステップ数の減少割合の 30試行平均
10 3 10 4 10 5 10 6
A1 13:4% 17:8% 12:4% 18:6%
A2 16:2% 13:0% 9:6% 19:7%
A3 10:5% 17:4% 14:5% 13:8%
A4  0:3% 4:8% 7:4% 4:8%
E5  3:6%  4:1%  8:4%  4:8%
E6 16:6% 13:3% 15:2% 11:0%
E7 20:0% 17:0% 17:5% 18:3%
E8 16:0% 32:9% 31:8% 25:9%
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率においてプログラムサイズを減少できていることがわかる．A4においてプログラムサ









題 A1（f(x) = x4 + x3 + x2 + x）における初期プログラムと進化後のプログラム，図
7.14は，例題 E5（5bit-Parity）における初期プログラムと進化後のプログラムをそれぞ
れ表す．
まず，例題 A1において，初期プログラムでは x2，x3，x4 の計算をそれぞれ 3つのルー
プ（初期プログラム 9行目から 17行目，27行目から 35行目，45行目から 53行目）で
実行し R2，R3，R4レジスタに記憶している．そして，最後に ADDWF命令を 4回実行
し，R1（入力値 x），R2，R3，R4の値を順に出力用のレジスタである R0に加算してい
る．それに対し，進化後のプログラムでは，交叉によって初期プログラムにおける 1番目
のループ（初期プログラム 9行目から 17行目）が 3番目のループの箇所（進化後プログ
ラム 31行目から 37行目）にコピーされている．これにより，x2 の値が R2レジスタに
記憶された状態からさらに 3番目のループで R2レジスタに x4 の計算結果が順次加算さ
れている．そして，最終的に ADDWF命令によって R0レジスタに出力結果を計算する
際に R2レジスタに x4 + x2 が計算されているため，ADDWF命令を 1回分削減するこ
とができており，その分のプログラムサイズを削減されている．
次に，例題 E5において，初期プログラムでは R6レジスタに入力値である R1から R5










図 7.13 例題 A1（f(x) = x4 + x3 + x2 + x）における初期プログラムと進化後のプ
ログラム（1/2）
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R1 f(x) = x4 + x3 + x2 + x
R2 f(x) = x5   2x3 + x
R3 f(x) = x6   2x4 + x2
R4 f(x; y) = xy
R5 f(x) = sin(x2) cos(x)  1
R6 f(x) = sin(x) + sin(x+ x2)
R7 f(x) = ln(x+ 1) + ln(x2 + 1)





100 命令であり，命令数（プログラムサイズ）が 100 命令の個体の場合には 1 単位時間
ですべての命令を実行可能である．例題のデータ数が 100個であることから 100単位時
間で 1 回の評価が完了できることを意味する．なお，本実験では 100 個体の並列評価を






























Case4 では，Case2 と Case3 が同時に起こる場合を想定する．具体的には，単位時間








(y^i   yi )2 (7.7)




TAGP+ と同期 GPの (+ )-GP，従来の非同期 GPの ASSGPを比較する．評価回数
は 1:0 106 回，経過時間は 1:0 107 単位時間を上限とする．実験は各ケース 30試行ず
つ行い，集団内の最小適合度の平均をもとに評価する．
パラメータ設定は TAGP+，(+ )-GP，ASSGPのすべての手法で共通に表 7.15に
示す値を使用する．TAGP+ において，適合度スケーリングと Pdown の調整に用いるパ
ラメータ Nf と Nupdate はともに 100に設定する．
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表 7.15 実験パラメータ
最大命令数 256命令 突然変異率 0.1
集団サイズ 100 命令挿入率 0.1




図 7.15 に Case1 において同一の評価回数における TAGP+ と ( + )-GP，ASSGP
の平均適合度の変化を示す．図 7.15において，横軸は評価回数，縦軸は 30試行の平均適
合度を示す．四角プロットは TAGP+ の結果，三角プロットは (+ )-GPの結果，逆三
角プロットは ASSGPの結果を表す．図 7.15の結果から，TAGP+ は同一の評価回数で
は ( + )-GPと比較すると同等以上の性能を示しているが，ASSGPと比較すると R1
と R8 を除く全ての例題で性能が劣ることがわかる．
これに対し，同一の経過単位時間における TAGP+ と (+ )-GP，ASSGPの平均適
合度の変化を図 7.16に示す．図 7.16において横軸は経過単位時間，縦軸は 30試行の平
均適合度を示し，四角プロットが TAGP+ の結果，三角プロットが (+ )-GPの結果，
逆三角プロットは ASSGPの結果を表す．










以上の結果から，TAGP+ は同一の評価回数では従来の非同期 EA である ASSGP に
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る，これに対し，TAGP+ と ASSGPを比較すると，Case1ではすべての例題で TAGP+








変化を図 7.18に示す．図 7.18において，各軸，各プロットは図 7.16と同一である．本実
験では，個体（プログラム）中の最大命令数を 256命令，単位時間あたりの実行可能命令
数を 100命令，データ数を 100個としているため，最適な待機時間は 256単位時間とな
る．各例題において，最大待機時間は 256単位時間に設定しており，その時間を超えた個
体の評価値は  1とする．なお比較のために，最適値の 10倍に当たる 2560単位時間の
結果も示している（図 7.18中の塗りつぶしのプロット）．
まず，2種類の上限値を設定した結果から，( + )-GPは上限値の設定によって解探







































































































































elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP









elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP










elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP








elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP











elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP










elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP











elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP








elapsed unit time (x105)
TAGP+(µ+λ)-GP
ASSGP





化を図 7.19に示す．図 7.19 において，各軸，各プロットは図 7.16と同一である．本実








R8では TAGP+ の性能が ASSGPを上回っているものの，Case2で TAGP+ が ASSGP
よりも劣る結果となった R1，R3，R5において同様に TAGP+ が劣る結果となっている
ことがわかる．しかし，R1と R5については最終世代の適合度に大きな差が見られない






TAGP+ と ( + )-GP，ASSGP の結果の有意差を統計的に示すために，107 単位時
間経過後の平均適合度についてノンパラメトリック検定の一つであるマン{ホイットニー
の U 検定（Mann{Whitney U test） [44] を用いて検定を行った結果の P 値を表 7.16
に示す．検定の結果，( + )-GP との比較ではすべての例題，ケースにおいて有意水
準  = 0:05で有意差があることが確認された．また，ASSGPとの比較では，Case1と
Case3においては多くの例題とケースで有意水準  = 0:05で有意差があることが確認さ
れ，TAGP+ が平均適合度で劣る Case3の R6では有意差が見られないことから，Case1
と Case3 では ASSGP と比較して同等以上の性能を実現できていることが確認された．
一方，計算速度に差がある Case2と Case4においては，Case2の R1，および Case4の
R1と R5を除いては TAGP+ が ASSGPと比較して同等以上の性能を示すことが確認さ




表 7.16 各実験ケースにおける 107 単位時間経過後の平均適合度とマン{ホイットニー
の U検定によって得られた P値（1/2）
R1 R2 R3 R4
Case1
TAGP+ 2:7 10 3 3:3 10 4 1:5 10 4 5:8 10 3
(+ )-GP 3:6 10 2 8:6 10 3 1:5 10 3 2:8 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 1:3 10 2 6:1 10 4 1:6 10 4 7:2 10 3
（P値） (< 0:01) (0:69) (0:50) (0:0496)
Case2
TAGP+ 2:0 10 2 2:0 10 4 4:8 10 4 6:2 10 3
(+ )-GP 7:7 10 2 6:7 10 3 2:0 10 3 3:0 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 1:0 10 2 1:5 10 3 1:1 10 4 1:4 10 2
（P値） (< 0:01) (0:0496) (0:096) (< 0:01)
Case3
TAGP+ 6:4 10 3 2:4 10 4 8:9 10 5 4:5 10 3
(+ )-GP 4:3 10 2 1:1 10 2 1:7 10 3 3:1 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 2:3 10 2 2:3 10 3 2:2 10 4 1:0 10 2
（P値） (0:10) (0:079) (0:045) (< 0:01)
Case4
TAGP+ 1:0 10 2 3:7 10 4 5:1 10 4 6:8 10 3
(+ )-GP 8:0 10 2 1:3 10 2 2:0 10 3 3:7 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 8:0 10 3 1:3 10 3 1:6 10 4 1:1 10 2
（P値） (0:033) (0:80) (0:46) (0:041)
された．この原因を分析するために，Case2の R1において 30試行の中で最も適合度の
値が悪い（高い）1試行について分析する．図 7.20に対象となる試行の四分位数を適合度





fmax は 100として算出している．図 7.21において横軸は同じく経過単位時間を表し，縦
軸は Pdown の値を表す．図 7.20から，進化の過程を通して第 1四分位数は fmax = 100
に近い値にスケーリングされており，中央値も進化の前半では 80 = 0:8 fmax 以上の値
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表 7.16 各実験ケースにおける 107 単位時間経過後の平均適合度とマン{ホイットニー
の U検定によって得られた P値（2/2）
R5 R6 R7 R8
Case1
TAGP+ 1:1 10 3 6:2 10 4 7:1 10 4 2:3 10 3
(+ )-GP 3:0 10 3 2:9 10 2 7:5 10 3 2:0 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 1:3 10 3 4:1 10 3 1:2 10 3 7:4 10 3
（P値） (0:87) (0:90) (0:077) (< 0:01)
Case2
TAGP+ 6:6 10 4 2:2 10 3 1:7 10 3 3:8 10 3
(+ )-GP 5:2 10 3 2:7 10 2 1:3 10 2 2:3 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 5:0 10 4 3:6 10 3 1:0 10 3 1:1 10 2
（P値） (0:52) (0:99) (0:31) (< 0:01)
Case3
TAGP+ 3:4 10 4 6:7 10 3 1:6 10 3 3:5 10 3
(+ )-GP 2:4 10 3 4:8 10 2 5:6 10 3 1:6 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 5:9 10 4 3:8 10 3 2:9 10 3 1:1 10 2
（P値） (0:77) (0:79) (0:19) (< 0:01)
Case4
TAGP+ 3:5 10 4 5:2 10 4 2:2 10 3 2:4 10 3
(+ )-GP 6:1 10 3 4:9 10 2 2:3 10 2 3:2 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 3:0 10 4 6:4 10 3 3:2 10 3 8:6 10 3





これは，Pdown を決定する式 (4.4)において listf 内の最小値（listf :Min）と同値の要素
の個数 nを用いているため，同値ではなく適合度の非常に近い個体で集団内が満たされる



















































Case1 から Case4 の R1 における実験結果を図 7.22，7.23，7.24，7.25 に示す．各図
は同一経過単位時間における TAGP+，(+ )-GP，ASSGPと修正版のリーパー制御パ
ラメータ Pdown を用いる TAGP
+（TAGP+ w/ Pdown と表記）の平均適合度の変化を
示し，横軸は経過単位時間，縦軸は 30試行の平均適合度を示す．白抜き四角プロットは
TAGP+ の結果，三角プロットは (+ )-GPの結果，逆三角プロットは ASSGPの結果
を表し，黒塗り四角プロットは TAGP+ w/ Pdown の結果を表す．結果から，すべての
ケースにおいて修正版のリーパー制御パラメータを用いる TAGP+ w/ Pdown が他の例
題を上回る性能を示すことがわかる．特に，TAGP+ で ASSGPよりも性能の劣る Case2
と Case4についても結果が改善し，ASSGPを上回っていることが確認できる．TAGP+
w/ Pdown と ASSGPの結果の有意差を統計的に示すために，10
7 単位時間経過後の平均
適合度についてマン{ホイットニーの U検定（Mann{Whitney U test）を用いて検定を
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本実験では，提案手法である ARE-GPと TAGP+，従来の同期型 GPとして steady-
state GP（SSGP）[32]を比較する．なお，他の従来手法である (+ )-GPと ASSGP
に関しては，7.2 章の Case4 の結果からいずれも SSGP と比べて性能が劣ることが確認
されたため割愛する．







数値計算 入力数 出力数 データ数
A1 f(x) = x4 + x3 + x2 + x 1 1 16
A2 f(x) = x5   2x3 + x 1 1 16
A3 f(x) = x6   2x4 + x2 1 1 16
A4 f(x; y) = xy 2 1 25
論理演算 入力数 出力数 データ数
B1 8bit-Parity 8 1 256
B2 7bit-DigitalAdder 7 4 128
B3 6bit-Multiplexer 6 1 64
B4 7bit-Majority 7 1 128
表 8.2 実験パラメータ
最大評価回数 106 交叉率 0.7
最大命令数 256 突然変異率 0.1
集団サイズ 100 命令挿入率 0.1
fmax 100 命令削除率 0.1
め，その上限を各例題において正常なプログラムが十分実行を完了可能な 50; 000命令と
し，上限を超えた個体の適合度は  1とする．TAGP+ において，トーナメントサイズ
 = 1，QFSのパラメータ NF と Nupdate はいずれも 100に設定する．ARE-GPにおい
て，アーカイブサイズは f5; 10; 20; 30gに設定し，アーカイブサイズが 5のケースについ
ては適合度削除確率 Pd = f0:1; 0:3; 0:5; 0:7; 0:9gを実施し，それ以外は Pd = 0:5に設定
する．数値計算プログラムでの適合度関数を式 (8.1)，論理演算プログラムでの適合度関
数を式 (8.2)にそれぞれ示す．ここで，y^ はプログラムの出力結果，y は目標値を表す．




jy^   yj (8.1)




(y^i; yi )); (x; y) =
(
1 x = y







各実験は 30試行ずつ実施し，(1)目的を達成可能な（i.e., fmax の適合度を持つ）プログ













イズが 5 の結果と適合度削除確率が 0:5 の結果は同一である．また，SSGP と TAGP+
の結果は 7.2章の Case4と同値である．
表 8.3の結果から，ARE-GPがすべての例題において TAGP+ のような適合度関数の
調整なしにリファレンス個体との相対的な比較のみで非同期な進化が可能であることが
確認できる．さらに，A4を除くすべての例題において適切なアーカイブサイズと適合度
削除確率を設定することで ARE-GPが SSGPと TAGP+ より優れた結果を示しており，







適合度削除確率 Pd の影響に着目すると，Pd  0:5 の時にほとんどの問題で TAGP+
を上回る性能を示していることがわかる．一方，数値計算プログラムの例題において Pd






表 8.3 最終世代の実行ステップ数減少割合の 30試行平均（1/2）
例題 SSGP TAGP+ ARE-GP
アーカイブサイズ
5 10 20 30
A1
59.3% 72.5% 75.5% 75.3% 72.4% 70.7%
(4.6%) (6.6%) (3.1%) (3.2%) (3.4%) (3.9%)
A2
58.6% 72.9% 74.5% 74.4% 72.1% 67.5%
(4.4%) (4.9%) (3.3%) (3.5%) (4.3%) (4.0%)
A3
56.9% 71.4% 74.6% 72.5% 69.7% 65.4%
(4.3%) (6.6%) (3.0%) (4.5%) (4.9%) (4.4%)
A4
73.0% 76.4% 75.6% 75.9% 74.6% 75.0%
(9.6%) (13.0%) (5.7%) (5.3%) (9.7%) (7.8%)
B1
7.2% 8.3% 8.6% 9.8% 9.1% 5.7%
(3.6%) (3.0%) (3.6%) (4.4%) (5.2%) (2.2%)
B2
1.8% 6.3% 7.5% 8.7% 7.5% 7.3%
(2.3%) (3.2%) (3.2%) (4.4%) (3.9%) (3.3%)
B3
32.8% 54.6% 63.3% 61.7% 60.8% 61.0%
(8.4%) (10.5%) (10.4%) (10.2%) (9.1%) (10.5%)
B4
17.9% 26.7% 37.7% 36.4% 42.7% 30.8%














表 8.3 最終世代の実行ステップ数減少割合の 30試行平均（2/2）
例題 ARE-GP
適合度削除確率 Pd
0.1 0.3 0.7 0.9
A1
34.6% 74.7% 76.5% 75.0%
(14.9%) (5.0%) (2.3%) (4.4%)
A2
30.4% 74.5% 75.0% 75.8%
(11.8%) (3.1%) (2.3%) (1.2%)
A3
23.2% 73.9% 74.6% 74.1%
(13.4%) (4.8%) (2.8%) (3.7%)
A4
0.0% 0.0% 74.3% 68.7%
(0.0%) (0.0%) (6.8%) (13.3%)
B1
6.2% 10.3% 11.9% 9.4%
(2.8%) (6.0%) (5.4%) (5.1%)
B2
7.5% 8.2% 7.7% 8.5%
(2.4%) (2.9%) (3.0%) (3.9%)
B3
63.6% 62.5% 62.3% 62.2%
(10.5%) (8.8%) (8.3%) (8.1%)
B4
37.7% 28.3% 32.5% 35.8%
(19.4%) (15.1%) (16.4%) (17.7%)
て最も減少割合の高い値を太字で示し，括弧の中は標準偏差を表す．表 8.4において，p
値は ARE-GPと従来手法で最も減少割合の高い ASSGPについてのマン{ホイットニー
の U検定の結果を示す．これらの結果から，ARE-GPが同期 EAである SSGP，および
従来の非同期 EA である ASSGP と比べて，評価時間の無駄なく効率的な進化を実現で
きていることがわかる．実際，マン{ホイットニーの U 検定の結果，すべての例題で有
意水準 5%で ARE-GPと ASSGPに有意差が見られることが明らかになった．さらに，
TAGP+ と比較しても A4を除くすべての例題で ARE-GPが高い進化性能を示している
といえる．




表 8.4 各手法の 107 単位時間経過後の実行ステップ数減少割合の 30試行平均
例題 SSGP ASSGP TAGP+ ARE-GP p値
A1
16.4% 37.7% 68.5% 68.8% < 10 3
(2.5%) (5.8%) (7.7%) (7.8%)
A2
4.0% 35.8% 68.0% 71.9% < 10 3
(16.7%) (6.5%) (6.4%) (4.9%)
A3
16.5% 35.8% 65.6% 68.8% < 10 3
(3.9%) (5.9%) (6.2%) (7.0%)
A4
38.0% 52.9% 73.4% 70.3% < 10 3
(2.5%) (10.6%) (9.8%) (12.0%)
B1
5.5% 7.3% 7.5% 10.1% 0.035
(2.1%) (2.7%) (3.3%) (5.0%)
B2
0.0% 0.5% 4.1% 7.0% < 10 3
(0.2%) (1.1%) (6.7%) (2.3%)
B3
16.3% 34.3% 68.3% 68.8% < 10 3
(4.1%) (12.0%) (10.0%) (8.6%)
B4
1.5% 2.1% 5.0% 15.2% < 10 3
(2.7%) (4.9%) (9.7%) (11.0%)
8.2.5 考察 2：生成されたプログラム
ARE-GPと TAGP+ の性能の違いを明らかにするために，各手法で例題 A1と例題 B3
において最終的に獲得されたプログラムを示す．プログラムは各手法 30試行の中で最も
実行ステップ数の短いプログラムを示している．
A1：f(x) = x4 + x3 + x2 + x
図 8.1に例題 A1で最終的に獲得されたプログラムの一部を示す．図 8.1に示すプログ
ラムは ARE-GPで得られた最も実行ステップ数の短いプログラムの一部である．図 8.1
では，例題 A1において f(x) = x4 + x3 + x2 + x（xは 0から 15の 4ビットが入力され
る）の x4 を計算する部分を示している．図 8.1のプログラムにおいて，R4，R7はそれぞ
れ汎用レジスタを表しており，Wはワーキングレジスタを表している．x4 の計算の際に
は，R4レジスタに事前に計算されている x3 の値が記憶されており，x3  xを実行して
x4 を R4レジスタに記憶する（最終的には出力用の R0レジスタに加算される）．\<  "
は数値の代入を表し，\>> 1"は右シフトを表す．
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図 8.1 ARE-GPによって得られたプログラムの一部（例題 A1）
7.2章で示したように，TAGP+ では掛け算を計算するためのループを展開することに
よってループカウンタや GOTO 命令の実行分のステップ数を削減し，さらに SWAPF
命令を用いてレジスタの上位 16 ビットと下位 16 ビットを入れ替えることによって右シ
フトの実行回数を削減し，結果として実行ステップ数を大幅に削減することができた．








図 8.2，8.3に例題 B3で最終的に獲得されたプログラムを示す．図 8.2，8.3に示すプ
ログラムはどちらも TAGP+，ARE-GP双方で得られた最も実行ステップ数の短いプロ




図 8.2 TAGP+ によって得られたプログラム（例題 B3）（図 7.11再掲）










数値計算 入力数 出力数 データ数
A1 f(x) = x4 + x3 + x2 + x 1 1 16
A2 f(x) = x5   2x3 + x 1 1 16
A3 f(x) = x6   2x4 + x2 1 1 16
A4 f(x; y) = xy 2 1 25
パリティチェック 入力数 出力数 データ数
E5 5bit-Parity 5 1 32
E6 6bit-Parity 6 1 64
E7 7bit-Parity 7 1 128
E8 8bit-Parity 8 1 256




本実験では，SEU によるビット反転が生じる環境において ARE-EA を GP に適用し
た ARE-GPが PICアセンブリプログラムを進化させられるかどうかを検証する．
例題としては，表 8.5に示す 4種類の数値計算プログラムと 4種類の偶数パリティプロ
グラムの計 8種類のアセンブリプログラムの進化を扱う．
8.3.2 評価基準と設定








最大単位時間 2:0 108 交叉率 0.7
最大プログラムサイズ 256 突然変異率 0.1
母集団サイズ 20 命令挿入率 0.1














(y^i; yi ); (x; y) =
(
1 x = y
0 x 6= y ; (8.4)





各実験は 30試行ずつ実施し，(1)目的を達成可能な（i.e., fmax の適合度を持つ）プログ
ラムを維持できた割合，(2)初期プログラムからのプログラムサイズの減少割合の 30試行








表 8.7に (1)目的を達成可能なプログラムを維持できた割合，表 8.8に (2)プログラム
サイズの減少割合の 30試行平均，表 8.9に (3)実行ステップ数の減少割合の 30試行平均
をそれぞれ示す．なお，表 8.8，8.9 において，負値は減少率，正値は増加率を表す．ま





10 3 10 4 10 5 10 6
A1 0.8 1.0 1.0 1.0
A2 0.53 1.0 1.0 1.0
A3 0.53 1.0 1.0 1.0
A4 1.0 1.0 1.0 1.0
E5 1.0 1.0 1.0 1.0
E6 1.0 1.0 1.0 1.0
E7 1.0 1.0 1.0 1.0
E8 0.93 1.0 1.0 1.0
表 8.8 (2)プログラムサイズの減少割合の 30試行平均
10 3 10 4 10 5 10 6
A1  15:7%  29:1%  29:7%  29:6%
A2  11:2%  24:7%  25:1%  24:9%
A3  15:3%  27:9%  27:9%  28:0%
A4  29:5%  30:7%  33:5%  28:9%
E5  28:0%  29:3%  31:6%  27:6%
E6  17:5%  14:9%  16:3%  20:0%
E7  13:5%  10:7%  9:5%  8:8%
E8  8:3%  6:0%  5:2%  6:3%
表 8.9 (3)実行ステップ数の減少割合の 30試行平均
10 3 10 4 10 5 10 6
A1 24:9% 1:4% 2:1%  4:7%
A2 19:3% 13:4%  0:5%  0:5%
A3 20:6% 1:9% 3:0%  1:3%
A4 4:4%  28:1%  13:5%  3:8%
E5  13:0%  16:8%  21:0%  19:3%
E6  0:2% 1:9% 1:2%  5:7%
E7 7:8% 2:5% 0:8% 6:6%















進化によって実際に獲得されたプログラムの例を図 8.4，8.5 に示す．図 8.4 は，例題
A1（f(x) = x4+x3+x2+x）における初期プログラムと進化後のプログラム，図 8.5は，
例題 E5（5bit-Parity）における初期プログラムと進化後のプログラムをそれぞれ表す．
まず，例題 A1において，初期プログラムでは x2，x3，x4 の計算をそれぞれ 3つのルー
プ（初期プログラム 9行目から 17行目，27行目から 35行目，45行目から 53行目）で
実行し R2，R3，R4レジスタに記憶している．そして，最後に ADDWF命令を 4回実行
し，R1（入力値 x），R2，R3，R4の値を順に出力用のレジスタである R0に加算してい
る．それに対し，進化後のプログラムでは，交叉によって初期プログラムにおける 2番目
のループ（初期プログラム 27行目から 35行目）が 3番目のループの箇所（進化後プログ










次に，例題 E5において，初期プログラムでは R6レジスタに入力値である R1から R5





図 8.4 例題 A1（f(x) = x4 + x3 + x2 + x）における初期プログラムと進化後のプロ
グラム（1/2）
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本実験では，提案手法である ARE-GP と TAGP+，同期進化型 GP として個体の
評価を並列に実行することで容易に並列化が可能な ( + ) 選択を用いる GP（以下，
{ 133 {
図 8.5 例題 E5（5bit-Parity）における初期プログラムと進化後のプログラム
表 8.10 関数同定問題の例題（6.1章より再掲）
R1 f(x) = x4 + x3 + x2 + x
R2 f(x) = x5   2x3 + x
R3 f(x) = x6   2x4 + x2
R4 f(x; y) = xy
R5 f(x) = sin(x2) cos(x)  1
R6 f(x) = sin(x) + sin(x+ x2)
R7 f(x) = ln(x+ 1) + ln(x2 + 1)
R8 f(x; y) = sin(x) + sin(y2)



















100 命令であり，命令数（プログラムサイズ）が 100 命令の個体の場合には 1 単位時間
ですべての命令を実行可能である．例題のデータ数が 100個であることから 100単位時
間で 1 回の評価が完了できることを意味する．なお，本実験では 100 個体の並列評価を



















最大命令数 256命令 突然変異率 0.1
集団サイズ 100 命令挿入率 0.1







Case4 では，Case2 と Case3 が同時に起こる場合を想定する．具体的には，単位時間








(y^i   yi )2 (8.5)
ここで，y^i は i番目の入力に対するプログラムの出力結果，yi は i番目の入力に対する
目標値，nはデータ数（= 100）を表す．
パラメータの影響分析では，同一評価回数（1:0  106 回）における集団内の最小適合
度をもとに評価する．
同期 GP との比較では，100 台の並列計算機で並列に評価可能な並列計算環境におい
て各個体の評価時間が異なる環境を模擬した実験を行う．本実験では，同一評価回数に
おける比較と，同一経過時間における比較の 2 種類の尺度で ARE-GP と ( + )-GP，
ASSGPを比較する．評価回数は 1:0  106 回，経過時間は 1:0  107 単位時間を上限と
する．なお，単位時間は並列な時間経過をもとに算出する．実験は各ケース 30試行ずつ
行い，集団内の最小適合度の平均をもとに評価する．
パラメータ設定は ARE-GP，TAGP+，( + )-GP，ASSGP のすべての手法で共通
に表 8.12 に示す値を使用する．ARE-EA と ( + )-GP，ASSGP を比較する実験で，
ARE-EAでは適合度削除確率 Pd = 0:9，アーカイブサイズ as = 5の設定を使用し，アー
カイブ生成の際の重複判定は適合度，プログラムサイズがともに一致した場合に同一個体
であると判定する．TAGP+ において，適合度スケーリングと Pdown の調整に用いるパ
{ 136 {
ラメータ Nf と Nupdate はともに 100に設定する．
8.4.3 結果
Case1：全個体が同一の評価速度を持つ場合
図 8.6に Case1において同一の評価回数における ARE-GPと TAGP+，(+ )-GP，
ASSGPの平均適合度の変化を示す．図 8.6において，横軸は評価回数，縦軸は 30試行
の平均適合度を示す．丸プロットは ARE-GPの結果，四角プロットは TAGP+ の結果，





の平均適合度の変化を図 8.7に示す．図 8.7において横軸は経過単位時間，縦軸は 30試
行の平均適合度を示し，丸プロットが ARE-GP の結果，四角プロットは TAGP+ の結




































































































































































































































































































































































変化を図 8.9に示す．図 8.9において，各軸，各プロットは図 8.7と同一である．本実験
では，個体（プログラム）中の最大命令数を 256命令，単位時間あたりの実行可能命令数
を 100命令，データ数を 100個としているため，最適な待機時間は 256単位時間となる．
各例題において，最大待機時間は 256単位時間に設定しており，その時間を超えた個体の










化を図 8.10 に示す．図 8.10 において，各軸，各プロットは図 8.7 と同一である．本実





























































































































































































































































ARE-GP において，適合度削除確率 Pd とアーカイブサイズ as の影響を分析する
ために，それぞれを Pd = f0:0; 0:1; 0:3; 0:5; 0:7; 0:9g，as = f1; 5; 10; 15; 20g に設定し，
Case1，および Case4 において各例題，各パラメータの組み合わせを 30 試行ずつ行う．
なお，Pd = 0:0の結果は適合度削除は実行されずにリーパー削除のみによって個体削除
が行われることを意味する．Pd = 0:9，as = 5の結果は前節での結果と同一である．
はじめに，適合度削除確率 Pd の影響を分析するために，図 8.11，8.13，8.12，8.14に
各適合度削除確率 Pd においてアーカイブサイズ as = f1; 5; 10; 15; 20g に設定した際の
適合度の平均とそれらのプログラムサイズの平均を示す．図 8.11，8.12において横軸は




に Case4においては R8を除くすべての例題で Pd が高い（Pd  0:5）時に適合度の低い
（優れた）個体が多く生成されていることがわかる．このことから，特に評価時間差の大
きい場合に適合度削除確率は大きく設定することが有効であるといえる．次にプログラム
サイズについて，図 8.13，8.14の結果から，すべての例題において Pd が小さいほどプロ
グラムサイズの小さな個体が生成される傾向があることがわかる．特に，評価時間のばら





























































































































































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）






















































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）




































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）



























































































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）

































ASSGP は，各個体の計算速度にばらつきがある場合でも，親選択に必要な 4 個体の


























































































































































































































































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）


















































































































































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）











































































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）
















































































































































































































































































































































































































































































































































































































































































































































(h) R8（f(x; y) = sin(x) + sin(y2)）
図 8.18 アーカイブサイズ asの変化によるプログラムサイズの変化（Case4）
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(+ )-GPと同様に待機時間の上限値を設定する必要がある．適切な上限値が設定でき





ある．さらに，全個体の評価値を使用可能な同期進化の ( + )-GP に比べ短い時間で
効率的な解探索が可能であり，かつ適切なパラメータ設定によって従来の非同期進化法
である ASSGP よりも優れた解探索性能を示す．ARE-GP と ASSGP の大きな違いは，
(1) 親個体の選択方法と (2) 個体削除の方法である．(1) 親個体の選択方法については，
ASSGPが評価が完了した 2個体間のみで親個体を選択するのに対して，ARE-GPが評









ARE-GPと (+ )-GP，ASSGPの結果の有意差を統計的に示すために，107 単位時
間経過後の平均適合度とノンパラメトリック検定の一つであるマン{ホイットニーの U検
定（Mann{Whitney U test） [44] を用いて検定を行った結果の P 値を表 8.13 に示す．
検定の結果，(+ )-GPとの比較ではすべての例題，ケースにおいて有意水準  = 0:05
で有意差があることが確認された．また，ASSGPとの比較でも，多くの例題とケースで





らかにするために，図 8.19 に Case1 と Case4 の同一経過単位時間における平均適合度
の比率を示す．具体的には，同一の手法（ARE-GP，および ( + )-GP，ASSGP）に
おいて Case1 の経過単位時間 t における平均適合度 fCase1(t) と Case4 における平均適
合度 fCase4(t)の比率 r(t) = fCase4(t)=fCase1(t)を示す．図 8.19において，横軸は経過
単位時間，縦軸は対数スケールで r(t) の値を表す．丸プロットは ARE-GP の結果，四
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表 8.13 各実験ケースにおける 107 単位時間経過後の平均適合度とマン{ホイットニー
の U検定によって得られた P値（1/2）
R1 R2 R3 R4
Case1
ARE-GP 5:9 10 3 1:7 10 4 1:5 10 4 5:9 10 3
(+ )-GP 3:6 10 2 8:6 10 3 1:5 10 3 2:8 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 1:3 10 2 6:1 10 4 1:6 10 4 7:2 10 3
（P値） (0:0072) (0:41) (0:35) (0:39)
Case2
ARE-GP 9:1 10 3 1:8 10 4 3:6 10 4 5:1 10 3
(+ )-GP 7:7 10 2 6:7 10 3 2:0 10 3 3:0 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 1:0 10 2 1:5 10 3 1:1 10 4 1:4 10 2
（P値） (0:17) (0:29) (0:45) (< 0:01)
Case3
ARE-GP 7:0 10 3 1:8 10 4 1:6 10 4 5:9 10 3
(+ )-GP 4:3 10 2 1:1 10 2 1:7 10 3 3:1 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 2:3 10 2 2:3 10 3 2:2 10 4 1:0 10 2
（P値） (0:068) (0:14) (0:73) (0:013)
Case4
ARE-GP 5:4 10 3 7:9 10 4 1:1 10 4 6:6 10 3
(+ )-GP 8:0 10 2 1:3 10 2 2:0 10 3 3:7 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 8:0 10 3 1:3 10 3 1:6 10 4 1:1 10 2
（P値） (0:19) (0:41) (0:021) (0:019)
角プロットは TAGP+ の結果，三角プロットは ( + )-GP の結果，逆三角プロットは
ASSGPの結果を表す．r(t)の値が 1よりも大きい場合（図 8.19において 1よりも上に
プロットされる場合），Case1の平均適合度が Case4の平均適合度よりも小さいことを意
味し，経過単位時間 tにおいて Case1が Case4を上回ることを示す．逆に r(t)が 1より
も小さい場合（図 8.19 において 1 よりも下にプロットされる場合），経過単位時間 t に




も 1付近にプロットされていることから Case4と Case1が同等の結果を示していること
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表 8.13 各実験ケースにおける 107 単位時間経過後の平均適合度とマン{ホイットニー
の U検定によって得られた P値（2/2）
R5 R6 R7 R8
Case1
ARE-GP 8:3 10 5 1:1 10 2 1:1 10 3 2:9 10 3
(+ )-GP 3:0 10 3 2:9 10 2 7:5 10 3 2:0 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 1:3 10 3 4:1 10 3 1:2 10 3 7:4 10 3
（P値） (0:021) (0:36) (0:012) (< 0:01)
Case2
ARE-GP 7:7 10 5 7:0 10 3 2:8 10 3 4:6 10 3
(+ )-GP 5:2 10 3 2:7 10 2 1:3 10 2 2:3 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 5:0 10 4 3:6 10 3 1:0 10 3 1:1 10 2
（P値） (< 0:01) (0:85) (0:42) (< 0:01)
Case3
ARE-GP 3:3 10 4 3:848 10 3 9:5 10 4 4:4 10 3
(+ )-GP 2:4 10 3 4:8 10 2 5:6 10 3 1:6 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 5:9 10 4 3:842 10 3 2:9 10 3 1:1 10 2
（P値） (0:39) (0:31) (0:92) (< 0:01)
Case4
ARE-GP 1:4 10 4 9:4 10 3 8:9 10 4 5:5 10 3
(+ )-GP 6:1 10 3 4:9 10 2 2:3 10 2 3:2 10 2
（P値） (< 0:01) (< 0:01) (< 0:01) (< 0:01)
ASSGP 3:0 10 4 6:4 10 3 3:2 10 3 8:6 10 3
（P値） (0:29) (0:84) (< 0:01) (0:030)
がわかる．TAGP+ は，R5 と R6 において 1 よりも下にプロットされていることから，













































(b) R2（f(x) = x5   2x3 + x）





































(d) R4（f(x; y) = xy）






































(j) R6（f(x) = sin(x) + sin(x+ x2)）





































(h) R8（f(x; y) = sin(x) + sin(y2)）


















非同期 EA（Tierra-based Asynchronous EA：TAEA）を提案し，進化を促進するため
に親選択時に過去数個体との比較によって優良個体の選択を促す TD トーナメント選択

































1. アセンブリプログラム進化を扱う例題において，TDTS を用いる TAGP
（TAGP/TDTS）が TDTS を用いない TAGP に比べて実行ステップ数の少ない
プログラムを獲得可能である．
2. TDTS において過去の個体との比較数によって大きな性能差はなく，最小の 1 個
体前との比較で十分な進化性能が実現可能である．
3. TAGP/TDTS に四分位数に基づく適合度スケーリング（Quartile based Fitness






4. TAGP+ がすべての例題において同期 GP の SSGP，( + )-GP，非同期 GP
の ASSGP と同等以上の進化性能を示す．獲得されたプログラムを比較すると，




(2)評価の完了しない解がある場合にも TAGP+ は同期 GPの (+ )-GPを上回
る性能を示し，従来非同期 GPの非同期 steady-state GP（ASSGP）と比較して
も同等以上の性能を示した．一方，(1)計算速度にばらつきがある場合には，一部










含まれる 2つのパラメータ（適合度削除確率 Pd とアーカイブサイズ as）について


















































































提案手法は EAのフレームワークであるため，GPのみならず GAなど他の EAにも適

































の命令語では，ADDWF やMOV F 等の算術命令は 1 サイクルで実行可能であるのに




る．そのため，例えば関数同定問題における R3（f(x) = sin(x2)  cos(x)   1）や R4































[1] Microchip Technology Inc. PIC10F200/202/204/206 Data Sheet 6-Pin, 8-bit
Flash Microcontrollers. Microchip Technology Inc., 2007.
[2] David E. Goldberg. Genetic Algorithms in Search, Optimization and Machine
Learning. Addison-Wesley Longman Publishing Co., Inc., Boston, MA, USA, 第
1版, 1989.
[3] John Koza. Genetic Programming On the Programming of Computers by Means
of Natural Selection. MIT Press, 1992.
[4] Hans-Paul Paul Schwefel. Evolution and Optimum Seeking: The Sixth Genera-
tion. John Wiley & Sons, Inc., 1993.
[5] James Kennedy and Russell C. Eberhart. Particle swarm optimization. In Pro-
ceedings of the IEEE International Conference on Neural Networks, pp. 1942{
1948, 1995.
[6] Rainer Storn and Kenneth Price. Dierential Evolution - A Simple and E-
cient Heuristic for Global Optimization over Continuous Spaces. J. of Global
Optimization, Vol. 11, No. 4, pp. 341{359, December 1997.
[7] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan. A fast and elitist multiobjec-
tive genetic algorithm: NSGA-II. Evolutionary Computation, IEEE Transactions
on, Vol. 6, No. 2, pp. 182{197, apr 2002.
[8] Qingfu Zhang and Hui Li. MOEA/D: A Multiobjective Evolutionary Algorithm
Based on Decomposition. IEEE Trans. Evolutionary Computation, Vol. 11, No. 6,
pp. 712{731, 2007.
[9] M. Ueno, S. Usui, H. Tanaka, and A. Watanabe. Technological overview of the
next generation Shinkansen high-speed train Series N700. 2008.
[10] Shigeru Obayashi, Shinkyu Jeong, Koji Shimoyama, Kazuhisa Chiba, and Hi-
royuki Morino. Multi-Objective Design Exploration and its Applications. Inter-
national Journal of Aeronautical and Space Sciences, Vol. 4, No. 4, Dec 2010.
[11] Christina Bonnington. Teen's iOS App Uses Complex Algorithms to Sum-
{ 186 {
marize the Web. http://www.wired.com/2011/12/summly-app-summarization/,
Dec 2011.
[12] A Chippereld and P Fleming. Parallel genetic algorithms. Parallel and dis-
tributed computing handbook, pp. 1118{1143, 1996.
[13] D.K. Tasoulis, N.G. Pavlidis, V.P. Plagianakos, and M.N. Vrahatis. Parallel
dierential evolution. In Evolutionary Computation, 2004. CEC2004. Congress
on, Vol. 2, pp. 2023 { 2029 Vol.2, june 2004.
[14] Jui-Fang Chang, Shu-Chuan Chu, John F. Roddick, and Jeng-Shyang Pan. A
parallel particle swarm optimization algorithm with communication strategies.
Journal of Information Science and Engineering, pp. 809{818, 2005.
[15] Juan J. Durillo, Qingfu Zhang, Antonio J. Nebro, and Enrique Alba. Distribution
of Computational Eort in Parallel MOEA/D. In Carlos A. Coello Coello, editor,
Learning and Intelligent Optimization, Vol. 6683 of Lecture Notes in Computer
Science, pp. 488{502. Springer Berlin Heidelberg, Berlin, Heidelberg, 2011.
[16] Andrew Lewis, Sanaz Mostaghim, and Ian Scriven. Asynchronous multi-objective
optimisation in unreliable distributed environments. In Andrew Lewis, Sanaz
Mostaghim, and Marcus Randall, editors, Biologically-Inspired Optimisation
Methods, Vol. 210 of Studies in Computational Intelligence, pp. 51{78. Springer
Berlin Heidelberg, 2009.
[17] Sidney R. Maxwell III. Experiments with a coroutine model for genetic pro-
gramming. In Proceedings of the 1994 IEEE World Congress on Computational
Intelligence, Vol. 1, pp. 413{417a, Orlando, Florida, USA, 27-29 June 1994. IEEE
Press.
[18] A. Carlisle and G. Dozier. An o-the-shelf PSO. In PSO Workshop. Indianapolis,
IN, April 2001.
[19] Byung il Koh, Alan D. George, Raphael T. Haftka, and Benjamin J. Fregly. Paral-
lel asynchronous particle swarm optimization. In INTERNATIONAL JOURNAL
FOR NUMERICAL METHODS IN ENGINEERING 67(4), pp. 578{595, 2006.
[20] J. Atienza, M. Garca, J. Gonzlez, and J.J. Merelo. Jinetic: a distributed, ne-
grained, asynchronous evolutionary algorithm using jini, 2000.
[21] Tobias Glasmachers. A natural evolution strategy with asynchronous strategy
updates. In Proceeding of the fteenth annual conference on Genetic and evolu-
tionary computation conference, GECCO '13, pp. 431{438, New York, NY, USA,
2013. ACM.
[22] Thomas S. Ray. An approach to the synthesis of life. Articial Life II, Vol. XI,
{ 187 {
pp. 371{408, 1991.
[23] Markus Brameier and Wolfgang Banzhaf. A Comparison of Linear Genetic Pro-
gramming and Neural Networks in Medical Data Mining. IEEE TRANSAC-
TIONS ON EVOLUTIONARY COMPUTATION, Vol. 5, pp. 17{26, 2000.
[24] Wolfgang Banzhaf, Frank D. Francone, Robert E. Keller, and Peter Nordin.
Genetic programming: an introduction: on the automatic evolution of computer
programs and its applications. Morgan Kaufmann Publishers Inc., San Francisco,
CA, USA, 1998.
[25] Markus F. Brameier and Wolfgang Banzhaf. Linear Genetic Programming.
Springer, 2007.
[26] Julian F. Miller. An empirical study of the eciency of learning boolean func-
tions using a cartesian genetic programming approach. In Wolfgang Banzhaf,
Jason Daida, Agoston E. Eiben, Max H. Garzon, Vasant Honavar, Mark Jakiela,
and Robert E. Smith, editors, Proceedings of the Genetic and Evolutionary Com-
putation Conference, Vol. 2, pp. 1135{1142, Orlando, Florida, USA, 13-17 July
1999. Morgan Kaufmann.
[27] Advances in genetic programming. chapter A Compiling Genetic Programming
System That Directly Manipulates the Machine Code, pp. 311{331. MIT Press,
Cambridge, MA, USA, 1994.
[28] Peter Nordin and Wolfgang Banzhaf. Evolving Turing-complete programs for a
register machine with self-modifying code. In Larry J. Eshelman, editor, Genetic
Algorithms: Proceedings of the Sixth International Conference (ICGA95), pp.
318{325, Pittsburgh, PA, USA, 15-19 July 1995. Morgan Kaufmann.
[29] J. C. Bear. Basic concepts in population, quantitative, and evolutionary genetics.
Cell, Vol. 48, No. 1, p. 9, 2014/10/19.
[30] H. Muhlenbein. Parallel genetic algorithms, population genetics and combina-
torial optimization. In J.D. Becker, I. Eisele, and F.W. Mundemann, editors,
Parallelism, Learning, Evolution, Vol. 565 of Lecture Notes in Computer Sci-
ence, pp. 398{406. Springer Berlin Heidelberg, 1991.
[31] Bernard Manderick and Piet Spiessens. Fine-grained parallel genetic algorithms.
In Proceedings of the 3rd International Conference on Genetic Algorithms, pp.
428{433, San Francisco, CA, USA, 1989. Morgan Kaufmann Publishers Inc.
[32] Craig W. Reynolds. An evolved, vision-based behavioral model of coordinated
group motion. In Proc. 2nd International Conf. on Simulation of Adaptive Be-
havior, pp. 384{392. MIT Press, 1993.
{ 188 {
[33] Thomas S. Ray. Documentation for the Tierra Simulator.
http://life.ou.edu/pubs/doc/index.html, 1991.
[34] 木目沢司, T.S.Ray. 人工生命システム Tierra. テクニカルレポート TR-H-268, ATR
人間情報通信研究所, 1999.
[35] ATR進化システム研究室. 人工生命と進化システム. 東京電機大学出版局, 1998.
[36] C. G. Langton. Articial Life. Addison-Wesley, 1989.
[37] De Jong and Kenneth Alan. An Analysis of the Behavior of a Class of Genetic
Adaptive Systems. PhD thesis, Department of Computer and Communications
Sciences, University of Michigan, 1975.
[38] James McDermott, David R. White, Sean Luke, Luca Manzoni, Mauro Castelli,
Leonardo Vanneschi, Wojciech Jaskowski, Krzysztof Krawiec, Robin Harper,
Kenneth A. De Jong, and Una-May O'Reilly. Genetic Programming Needs Better
Benchmarks. In GECCO, pp. 791{798, 2012.
[39] リード・ビジネス・インフォメーション株式会社. EDN Japan 2月号. EDN Japan,
2005.
[40] G.M. Swift and S.M. Guertin. In-ight observations of multiple-bit upset in
DRAMs. Nuclear Science, IEEE Transactions on, Vol. 47, No. 6, pp. 2386{2391,
dec 2000.




[42] Naomi IKEDA, Hiroyuki SHINDOU, Yoshiya IIDE, Hiroaki ASAI, Satoshi
KUBOYAMA, and Sumio MATSUDA. Evaluation of the Errors of Commer-
cial Semiconductor Devices in a Space Radiation Environment. The transactions
of the Institute of Electronics, Information and Communication Engineers. B,
Vol. 88, No. 1, pp. 108{116, 2005.
[43] J. Justesen and T. Hoholdt. A Course In Error-Correcting Codes. European
Mathematical Society, 2004.
[44] H. B. Mann and D. R. Whitney. On a test of whether one of two random variables
is stochastically larger than the other. The Annals of Mathematical Statistics,




1. 全著者名：Tomohiro Harada, Masayuki Otani, Yoshihiro Ichikawa, Kiyohiko
Hattori, Hiroyuki Sato, Keiki Takadama
論文題目：Robustness to Bit Inversion in Registers and Acceleration of Program
Evolution in On-Board Computer
印刷公表の方法および時期：Journal of Advanced Computational Intelligence
and Intelligent Informatics (JACIII), Vol.15, No.8, 2011
（第 4章，第 6.3章に関連）
2. 全著者名：Tomohiro Harada, Keiki Takadama
論文題目：Asynchronously Evolving Solutions with Excessively Dierent Eval-
uation Time by Reference-based Evaluation
印刷公表の方法および時期：Genetic and Evolutionary Computation Conference
2014 (GECCO2014), pp. 911-918, Vancouver, Canada, Jul, 2014
（第 5章，第 6.1章，第 8.4章に関連）
3. 全著者名：Tomohiro Harada, Keiki Takadama
論文題目：Maintaining, Minimizing, and Recovering Machine Language Pro-
gram through SEU in On-Board Computer
印刷公表の方法および時期： International Symposium on Articial Intelligence,
Robotics and Automation in Space (i-SAIRAS2014), Montreal, Canada, Jun,
2014
（第 4章，第 6.3章，第 7.3章に関連）
4. 全著者名：Tomohiro Harada, Keiki Takadama
論文題目：Asynchronous Evolution by Reference-based Evaluation: Tertiary
Parent Selection and its Archive
印刷公表の方法および時期：17th European Conference on Genetic Programming
(EuroGP2014), Lecture Notes in Computer Science, Vol. 8599, Springer-Verlag,
{ 190 {
pp. 198-209, Granada, Spain, Apr, 2014
（第 5章，第 6.2章，第 8.2章に関連）
5. 全著者名：Tomohiro Harada, Keiki Takadama
論文題目：Analyzing Program Evolution in Genetic Programming using Asyn-
chronous Evaluation
印刷公表の方法および時期：In Pietro Lio, Orazio Miglino, Giuseppe Nicosia,
Stefano Nol and Mario Pavone editors, Proceedings of the Twelfth European
Conference on the Synthesis and Simulation of Living Systems, ECAL 2013,
pp. 713-720, Taormina, Italy, Sep, 2013
（第 4章，第 7.3章に関連）
6. 全著者名：Tomohiro Harada, Keiki Takadama
論文題目：Asynchronous Evaluation based Genetic Programming: Comparison
of Asynchronous and Synchronous Evaluation and its Analysis
印刷公表の方法および時期：16th European Conference on Genetic Programming
(EuroGP2013), Lecture Notes in Computer Science, Vol. 7831, Springer-Verlag,
pp. 241-252, Apr, 2013
（第 4章，第 6.2章，第 7.2章に関連）
7. 全著者名：Tomohiro Harada, Yoshihiro Ichikawa, Keiki Takadama
論文題目：Evolving Conditional Branch Program in Tierra-based Asynchronous
Genetic Programming
印刷公表の方法および時期：The 6th International Conference on Soft Computing
and Intelligent Systems, and the 13th International Symposium on Advanced
Intelligent Systems (SCIS-ISIS2012), Sep, 2012
（第 4章，第 6.2章に関連）
8. 全著者名：Tomohiro Harada, Keiki Takadama
論文題目：Adaptive Mutation Depending on Program Size in Asynchronous
Program Evolution
印刷公表の方法および時期： The Third World Congress on Nature and Biolog-
ically Inspired Computing (NaBIC2011), Oct, 2011
（第 4章，第 6.3章に関連）
9. 全著者名：Tomohiro Harada, Masayuki Otani, Hiroyasu Matsushima, Kiyohiko
Hattori, Keiki Takadama
論文題目：Evolving Complex Programs in Tierra-based On-Board Computer
on UNITEC-1




10. 全著者名：Tomohiro Harada, Masayuki Otani, Yoshihiro Ichikawa, Kiyohiko
Hattori, Hiroyuki Sato, Keiki Takadama
論文題目：Robustness to Bit Inversion in Registers and Acceleration of Program
Evolution in On-Board Computer
印刷公表の方法および時期：The 10th International Symposium on Articial











印刷公表の方法および時期：第 6 回進化計算研究会，進化計算学会，pp. 23-32，
Mar，2014

































PSO 粒子群最適化．Particle Swarm Optimization．
DE 差分進化．Dierential Evolution．




MOEA/D 集約関数を用いる多目的進化的アルゴリズム．MOEA on decomposition．
PEA 並列型進化的アルゴリズム．Parallel EA．
TAEA Tierra型非同期進化的アルゴリズム．Tierra-based Asynchronous EA．
TAGP Tierra型非同期遺伝的プログラミング．Tierra-based Asynchronous GP．
TDTS 時間差分トーナメント選択．temporal dierence tournament selection．
ARE-EA
非同期リファレンス評価を用いる進化的アルゴリズム．
Asynchronous Reference-based Evaluation EA．
ARE-GP
非同期リファレンス評価を用いる遺伝的プログラミング．
Asynchronous Reference-based Evaluation GP．
SSGA steady-state GA．
SSGP steady-state GP．




TGP 木構造を用いる GP．Tree GP．








図 B.1 A1 (f(x) = x4 + x3 + x2 + x)の初期プログラム
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図 B.2 A2 (f(x) = x5   2x3 + x)の初期プログラム
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図 B.3 A3 (f(x) = x6   2x4 + x2)の初期プログラム
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図 B.4 A4 (f(x; y) = xy)の初期プログラム
図 B.5 B1 (8bit-Parity)の初期プログラム
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図 B.6 B2 (7bit-DigitalAdder)の初期プログラム
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図 B.7 B3 (6bit-Multiplexer)の初期プログラム
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図 B.8 B4 (7bit-Majority)の初期プログラム（1/3）
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図 B.8 B4 (7bit-Majority)の初期プログラム（2/3）
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図 B.8 B4 (7bit-Majority)の初期プログラム（3/3）
{ 205 {
