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The donor/acceptor D/A substituted -conjugated organic molecules possess extremely fast
nonlinear optical NLO response time that is purely electronic in origin. This makes them
promising candidates for optoelectronic applications. In the present study, we utilized four hybrid
density functionals B3LYP, B97-2, PBE0, BMK, Hartree–Fock, and second order Møller–Plesset
correlation energy correction, truncated at second-order MP2 methods with different basis sets to
estimate molecular first hyperpolarizability  of D/A-substituted benzenes and stilbenes D
=OMe, OH, NMe2, NH2; A=NO2, CN. The results of density functional theory DFT calculations
are compared to those of MP2 method and to the experimental data. We addressed the following
questions: 1 the accurate techniques to compare calculated results to each other and to experiment,
2 the choice of the basis set, 3 the effect of molecular planarity, and 4 the choice of the method.
Comparison of the absolute values of hyperpolarizabilities obtained computationally and
experimentally is complicated by the ambiguities in conventions and reference values used by
different experimental groups. A much more tangible way is to compare the ratios of ’s for two or
more given molecules of interest that were calculated at the same level of theory and measured at
the same laboratory using the same conventions and reference values. Coincidentally, it is the
relative hyperpolarizabilities rather than absolute ones that are of importance in the rational
molecular design of effective NLO materials. This design includes prediction of the most promising
candidates from particular homologous series, which are to be synthesized and used for further
investigation. In order to accomplish this goal, semiquantitative level of accuracy is usually
sufficient. Augmentation of the basis set with polarization and diffuse functions changes  by 20%;
however, further extension of the basis set does not have significant effect. Thus, we recommend
6-31+G* basis set. We also show that the use of planar geometry constraints for the molecules,
which can somewhat deviate from planarity in the gas phase, leads to sufficient accuracy with an
error less than 10% of predicted values. For all the molecules studied, MP2 values are in better
agreement with experiment, while DFT hybrid methods overestimate  values. BMK functional
gives the best agreement with experiment, with systematic overestimation close to the factor of 1.4.
We propose to use the scaled BMK results for prediction of molecular hyperpolarizability at
semiquantitative level of accuracy. © 2008 American Institute of Physics.
DOI: 10.1063/1.2936121
I. INTRODUCTION
Over the past two decades, organic materials are rapidly
gaining practical interest for nonlinear optical NLO
applications.1 The donor and/or acceptor substituted
-conjugated organic molecules possess extremely fast NLO
response time that is purely electronic in origin. This makes
them promising candidates for optoelectronic applications.
Design of the molecules with high molecular first hyperpo-
larizabilities  and appropriate optical transparency is an
important step in the quest for effective NLO materials. The
use of quantum chemical methods for prediction of the mo-
lecular NLO properties is expected to provide a guidance and
accelerate subsequent experimental studies.
The reliable estimation of NLO properties requires
theory levels that include electron correlation and large basis
sets with polarization as well as diffuse functions.2,3 It was
shown that second-order Møller–Plesset correlation energy
correction, truncated at second-order MP2 and coupled
cluster methods can reproduce molecular hyperpolarizabili-
ties with high accuracy.4,5 However, their application to mol-
ecules of practical interest built up of more than dozen of
atoms can hardly be considered a routine task. Taking into
aElectronic mail: kirshik@yahoo.com.
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account the feasibility of the density functional theory DFT
to large molecules,6 this method presents a promising tool
for this purpose.
The reliability of DFT for estimation of the molecular
NLO properties was criticized.7–9 Inadequacies of pure DFT
functionals both the local density approximation and the
generalized gradient approximation GGA were identified
as wrong asymptotic behavior of the functional and self-
interaction error. Since these sources of error are absent in
Hartree–Fock HF method, the fraction of HF exchange pro-
portionally reduces but does not eliminate the inaccuracies of
pure DFT. Several approaches were proposed to improve the
situation. Asymptotically corrected LB94 functional was
shown to significantly overestimate the molecular hyperpo-
larizability of highly polarizable systems such as
NH2 /NO2-terminated long-chain polyenes. In another ap-
proach, gradient-regulated asymptotic connection procedure
was applied to Becke and Perdew GGA potential termed
BP-GRAC shape-corrected10 method. Its success in the es-
timation of hyperpolarizabilities of small molecules was
demonstrated.9 However, in the recent study11 of solvent de-
pendence of para-nitroaniline p-NA, BP-GRAC method
was shown to twice overestimate the value of first hyperpo-
larizability. At the same time, according to comparison given
in Ref. 5, conventional DFT methods B3LYP and B971 give
similar quality results for small molecules.
Based on comparison with MP2 results, both pure
DFT and hybrid GGA DFT methods overestimate ,8 but
hybrid GGA performs better. In the study of
4-amino-4-nitrostilbene ANS, the ratio of  for ANS/pNA
was reported to be 5.2 for MP2 and 11.8 for B3LYP, while
for the NH2u CHvCH12uNO2 molecule B3LYP hyper-
polarizability is greater than that of MP2 method by the fac-
tor of 3.2. Based on these data, Champagne et al.8 concluded
that DFT fails to correctly reproduce molecular hyperpolar-
izability; however, no experimental data were used for its
verification. One may also doubt if MP2/6-31G level of
theory is accurate enough to serve for the benchmarking
purposes. The reported experimental values of the
D/A-substituted stilbene /D/A-substituted benzene ratio vary between
5 and 10,5,12 depending on D/A strength and solution used in
electric field-induced second harmonic generation EFISH
measurements. Based on these experimental ratios, MP2/6-
31G level of theory somewhat underestimates hyperpolariz-
abilities of long-chain -conjugated systems. While D/A-
substituted polyenes often have low thermal stability and are
not optically transparent, the molecules of practical interest
usually contain combination of aromatic and ethylene frag-
ments. The representative series of such molecules was re-
cently considered by Robinson et al.13 The authors came to
conclusion that molecules containing up to eight conjugated
double bonds in the -system are in the “safe domain” to be
systematically studied by conventional DFT methods at least
at a qualitative level. This should be sufficient for the prac-
tical purposes, as the systematic design of the improved ma-
terials for NLO applications primarily requires the knowl-
edge of structure-activity relations in hyperpolarizabilities
and the trends rather then absolute values to provide a guid-
ance to the experimentalists.
Another important question is the choice of a basis set.
An accurate description of hyperpolarizabilities may require
basis sets of high quality. One approach is to use multipur-
pose basis sets obtained from variational principle of mini-
mal total energy and systematically converging to the infinite
basis limit. The examples are the augmented correlation-
consistent basis sets aug-cc-pVXZ of Dunning14 or
polarization-consistent sets pc-X of Jensen.15 Another ap-
proach is to keep a medium-sized basis set and optimize the
exponents of the basis functions to accurately reproduce spe-
cific molecular property of choice. An example of such a
custom-designed basis sets was given by Chong et al.16 They
used perturbation theory approach to derive field-induced po-
larization FIP functions for hydrogenic atom17 and extrapo-
lated the STO exponents to the atoms from H to Kr. The
first-order functions FIP1 were designed for calculations of
 and , while second-order functions FIP2 are necessary
for calculations of the second hyperpolarizability . For sev-
eral small molecules, where the sum of atomic polarizabil-
ities presents a good estimate for molecular polarizability,
the results were found encouraging. However, for alkali di-
atomics, where charge redistribution between the atoms
dominates polarizability and hyperpolarizability, the addition
of FIP yields poor results, deteriorating with the size of the
basis set. Similarly, static second hyperpolarizability of ben-
zene and borazine was found18 to be 30% smaller with FIP
functions than respective predictions obtained in a large
even-tempered basis set.
A more successful approach to the design of basis sets
for description of dipole moments and polarizabilities was
suggested by Sadlej Pol basis.19 In this basis set, generation
of polarization functions follows from the well-defined
physical model for the dependence of the electron density
distribution on the strength of the external electric field.20
Nonlinear polarizabilities require an extension of the Pol ba-
sis set: Pol++ by Bartlett et al.21,22 and HyPol by Sadlej
et al.23 The theoretical study on urea and thiourea24 demon-
strates that this extension is essential to obtain the accurate
second hyperpolarizability values. However, such a large ba-
sis set can become impractical to handle big-size molecules.
Recently, the reduction in Pol basis to ZmPol was suggested
by Sadlej et al.25 The Zm3Pol basis was tested versus aug-
cc-pVTZ by Leszczynski et al.3 and provided the reasonable
agreement with larger basis set results for NLO properties of
urea, fluoroacetylene, and diformamide.
In their time-dependent DFT TD-DFT study of the
third-order polarizabilities, Masunov and Tretiak26 have
shown that split-valence basis set 6-31G is sufficient, and the
results do not significantly change when standard polariza-
tion * and diffuse functions  are added. This is in agree-
ment with some of the data from Ref. 2. One may notice that
for multiconfigurational methods as opposed to HF and
DFT the use of 6-31G basis may lead, in some cases, to
completely unrealistic results while 6-31+G* is sufficient for
qualitative predictions.2
The main goal of the present study is to analyze the
predictive capability of hybrid DFT methods based on com-
parison with the results of experimental measurements. An
important aspect is internal consistency in the benchmark set
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of the experimental data. Comparison of the calculated hy-
perpolarizabilities to experimental values could be problem-
atic due to the use of different conventions in the definitions
of  and standards by experimentalists. This problem was
specially addressed recently.27–29 In review,29 it was not rec-
ommended to compare results obtained by different authors.
For p-NA molecule, most of experimental NLO data were
critically analyzed and tabulated in unified scale by Reis.28
At the present time, para-nitroaniline is the only prototype of
a push-pull molecule with D/A substituents connected by the
-conjugated bridge that has a reliably determined value of
molecular hyperpolarizability in the gas phase. This allows
for a direct comparison with the absolute  values calculated
for an isolated molecule. Unfortunately, all the other accurate
gas-phase measurements were carried out for small mol-
ecules such as water, acetonitrile, etc., and may be of interest
only for the benchmarking of higher theory levels.
The NLO properties of p-NA have been the subject of
theoretical study in several publications. Salek et al.30 have
found that the B3LYP value of  of p-NA is in good agree-
ment with that of the CCSD method. Yang et al.31 have re-
cently calculated hyperpolarizability of p-NA using the TD-
DFT/sum over state SOS formalism. They considered
several functionals, including pure DFT as well as hybrid
GGA. The hybrid functionals were shown to perform better,
in agreement with the other literature data.8 Yang et al. also
concluded that  of p-NA is nearly insensitive to the choice
of a basis set, in contrast to the earlier findings,2,3 which
showed that augmentation of the basis set with both polar-
ization and diffuse functions is necessary to obtain reliable
values of NLO properties. At the same time, another study
by Soscun et al.32 found that hyperpolarizability of p-NA do
not significantly vary in the series of basis sets with both
polarization and diffuse functions.
Several computational works33–35 investigated the sol-
vent dependence of molecular geometry and  for p-NA,
using polarizable continuum model PCM. The geometry
characteristics of p-NA, most sensitive to solvent effect,
were found to be CuN bond lengths.33,35 For instance, tran-
sition from the gas phase to the acetone solution changes the
CuN bonds by 0.01–0.02 Å.35 These changes are accom-
panied by a strong enhancement of hyperpolarizability,
which is in agreement with the earlier experimental observa-
tions see, for instance, Ref. 28. At the same time, more
recent measurements found the peak resonant hyperpolariz-
ability and the two-photon absorption cross section of
N ,N-dipropyl substituted p-NA to be nearly solvent
independent.36
In the present work, we report the systematic study of
the basis set and DFT functional dependence on the static
first hyperpolarizability. The reliability of different DFT
methods for prediction of hyperpolarizability enhancement
with the increasing length of a conjugated -system is also
studied. To compensate the ambiguity in experimental data,
we compare ratios of calculated hyperpolarizabilities for two
molecules with experimental ratios measured in the same
laboratory rather than absolute values. Among the available
experimental data, we have selected several pairs of D--A
molecules: One with the benzene -system and the other
with the stilbene -system. Hyperpolarizabilities for those
molecules Scheme 1 were calculated taking into account
both solvent and frequency dependence for a rigorous com-
parison with the experiment. Frequency-dependent hyperpo-
larizabilities are estimated with both coupled perturbed HF
CPHF Ref. 37 and SOS Ref. 38 methods and their nu-
merical results are compared.
To study the basis set dependence, we have chosen two
benchmark molecules. The first molecule is p-NA, which is a
representative of the medium-sized -systems. Both
experimental28,39 and theoretical hyperpolarizabilities, as
SCHEME 1.
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well as the X-ray structure40 are available for p-NA. Our
second benchmark molecule with a longer -system is
4-hydroxy-4-nitrostilbene HONS. Its NLO properties are
also well characterized41 and its crystal structure is also de-
termined by the X-ray method.42
II. THEORY
The dipole moment vector i i=x ,y ,z can be defined
as a negative derivative of energy with respect to the external
electric field in the limit of a vanishing field strength,
i = − WEEi E=0.
When a molecule is placed in an electric field of the strength
Ei, its dipole moment can be expressed as the Taylor expan-
sion series in the order of the field strength,
i = i
0 + ijEj + ijkEjEk + ijklEjEkEl + ¯ , 1
where i
0 is the dipole moment of the unperturbed molecule,
ij is the linear polarizability, and ijk and ijkl are the first
and second hyperpolarizabilities, respectively. Therefore, in
computational chemistry tools, hyperpolarizabilities are es-
timated as derivatives of the dipole moment with respect to
the applied field. This can be done numerically finite field
FF approach or analytically with CPHF method. Hyperpo-
larizability is also the third derivative of energy W with
respect to the applied field,
ijk = − 3WEEiEjEkE=0. 2
Only certain components of this third-order tensor are avail-
able from experiment. Specifically, the measurements of
EFISH yields the product of the dipole moment and vectorial
part of  vect,
vect = x
2 + y
2 + z
21/2,
where
 j =
1
3i=1
3
 jii + iji + iij, i, j = x,y,z . 3
If a dipole moment value is available from independent mea-
surements, EFISH results are reported as vect in assumption
of collinearity between  and vect.
An external electric field can be either static =0 or
dynamic, characterized by the frequency  in the optical
range. The frequency dependence of hyperpolarizability is
also known as dispersion. EFISH experiments are typically
performed at =0.65 eV =1907 nm or 1.17 eV 
=1064 nm. Within the GAUSSIAN 2003 program,43 employed
in the present study, analytic dynamic hyperpolarizability is
implemented only at the HF level of theory. For the DFT,
MP2, and CCSD methods, which do account for the electron
correlation, one can use the multiplicative HF correction to a
static correlated property.21,44 In this approximation, dynamic
hyperpolarizability can be expressed as
corr2,, = corr0
HF2,,
HF0
= corr0	
 ,
4

 =
HF2,,
HF0
,
where corr0 and corr2 , , are static and dynamic hy-
perpolarizabilities at the correlated level of theory, and
HF0 and HF2 , , are the same properties calculated
at HF level; 
 is the multiplicative correction factor.
Another method to calculate hyperpolarizability is given
by the SOS approach.38 Its advantage over the FF method is
that the frequency dependence is explicitly included in the
expression for the components of the first hyperpolarizability
tensor, which can be written as
ijk = −
1
2

n

n
rgnj rnni rgnk + rgnk rnni rgnj  1ng − ng +  + 1ng + ng − 	
+ rgn
i
r
nn
j
rgn
k + rgn
i
r
nn
k
rgn
j  1ng + 2ng +  + 1ng − 2ng − 	
+ rgn
j
r
nn
k
rgn
i + rgn
k
r
nn
j
rgn
i  1ng − ng − 2 + 1ng + ng + 2	
 , 5
where the transition dipole moment operator r and the fre-
quencies  with subscripts correspond to the transitions be-
tween the ground g and excited n ,n states. Although the
expectation values of state-to-state and permanent excited
state dipole moment operators can be readily evaluated in
configuration interaction CI singles method, these expecta-
tion values are not available in full linear response approach,
such as TDHF and TDDFT. In order to estimate these values,
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one must apply quadratic response approach,45 or resort to
the a posteriori Tamm–Dancoff approximation, which was
recently introduced, implemented, and validated against
Symmetry Adapted Cluster/Configuration Interaction SAC-
CI benchmarking results.46
III. COMPUTATIONAL DETAILS
The GAUSSIAN 2003 program43 was used for all calcula-
tions. Several exchange-correlation functionals such as
B97-2,47 B3LYP,48 PBE0 Ref. 49 hybrid GGA, and BMK
Ref. 50 hybrid meta-GGA in DFT, as well as HF and
correlated methods MP2 and CCSD were chosen for this
study. As hybrid functionals are more suitable for calcula-
tions of NLO properties, we did not consider pure exchange-
correlation functionals, which do not include a fraction of
HF exchange. Detailed study of the basis set effects was
carried out using the B97-2 functional. This method was cho-
sen as an improvement over B97-1, recommended for esti-
mation of second-order optical properties and being superior
to the widely used B3LYP functional.5,51 The FF method was
used to calculate hyperpolarizabilities with DFT, MP2, and
CCSD methods Freq=Raman keyword. At the HF level,
the CPHF method with analytical derivatives was used
Polar=DCSHG keyword. The SOS method was utilized for
calculation of hyperpolarizabilities static and dynamic at
TDHF and TDDFT levels using the in-house FORTRAN code
NLO.52 State-to-state and permanent excited state dipoles
that are input to NLO, were calculated in the a posteriori
Tamm–Dancoff approximation, implemented in the locally
modified version of GAUSSIAN 2003.46
Availability of reliable experimental values of the gas-
phase hyperpolarizability of p-NA allows a direct compari-
son with our calculated data. For the HONS, we used the
ratio D/A-substituted stilbene /D/A-substituted benzene, where both
values were taken from the same study in the same solvent
and at the same wavelength of the incident beam so that
uncertainties associated with a particular convention, a
benchmark choice, and the experimental setup cancel. For
other pairs of the molecules on Scheme 1, static hyperpolar-
izabilities in solution were corrected for dispersion using Eq.
4, while solvation effects were accounted for using the po-
larizable continuum model SCRF=IEFPCM with the option
NoAddSph.
IV. RESULTS AND DISCUSSION
A. p-NA
The properties of the p-NA calculated with B97-2 func-
tional are presented in Table I the structure and properties
predicted with other methods, basis sets, and symmetry are
deposited with the Electronic Physics Auxiliary Publication
Service EPAPS of the American Institute of Physics53. In
order to separate the effect of molecular geometry from one
of the theory level, we carried out calculations with both
optimized and fixed geometry. The X-ray geometry was used
to investigate the dependence of hyperpolarizability on the
theory level. In a crystal, p-NA adopts nearly planar geom-
etry with the planar amino group slightly rotated out of the
plane of the benzene ring. On the contrary, the optimized
structures of p-NA with all basis sets except for those with-
out polarization functions predict the amino group to be
pyramidalized. This is in agreement with the recent studies
by Reis et al.54 and Rashid,55 who have concluded from in-
direct evidence that the gas-phase structure of the p-NA is
not planar characterized by the Cs symmetry. Unfortu-
nately, there are no experimental data that can quantify the
nonplanarity of p-NA in the gas phase. Planarization of the
amino group in the absence of polarization functions was
reported earlier56 and polarization functions are required at
least for the nitrogen atom. On the other hand, a further
extension of the basis set to G3 at the MP2 theory level led
to planarization of the amino group in an urea molecule after
TABLE I. Main geometry characteristics Å, deg, hyperpolarizabilities , a.u., dipole moment , D, and
charge distribution q, e dependence on the variation of the basis set for p-NA in Cs geometry the values of
 are also presented for C2v and X-ray geometries calculated with B97-2 functional.
Geometry characteristic
or property 6-31G 6-31Gd 6-31G2d 6-31+G 6-31+Gd
N1uC1 1.368 1.375 1.380 1.370 1.376
C1uC2 1.414 1.409 1.405 1.415 1.409
C2uC3 1.384 1.383 1.381 1.385 1.384
C3uC4 1.399 1.394 1.391 1.400 1.396
C4uN2 1.442 1.452 1.454 1.441 1.453
NH2,Ph 0.0 31.1 38.2 0.0 30.1
Cs 1683 1257 1158 2116 1596
C2v 1683 1299 1226 2116 1655
x ray 1558 1326 1280 1940 1675
 8.3 7.1 6.6 8.6 7.4
qNH2 0.029 0.003 −0.004 0.028 0.005
qC1 0.196 0.198 0.184 0.189 0.189
qC2H −0.045 −0.045 −0.040 −0.040 −0.041
qC3H 0.086 0.081 0.083 0.091 0.085
qC4 0.021 0.011 0.004 0.031 0.016
qNO2 −0.329 −0.283 −0.270 −0.350 −0.299
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including the zero-point vibrational correction, as reported
by Masunov and Dannenberg.57 To study the effect of pyra-
midalization on the geometry and hyperpolarizability we also
carried out calculations for the optimized planar C2v struc-
ture of p-NA.
If one considers the effects of the basis set on hyperpo-
larizability, the most pronounced changes in  occur when
the 6-31G basis set is augmented with polarization or diffuse
functions. Addition of the first set of d-functions on C, N, O
atoms causes a decrease in hyperpolarizability by 18%,
which is related to sizable changes in geometry pyramidal-
ization of the amino group, elongation of the CuN bonds,
shortening of the CuC bond and to a decrease in conjuga-
tion. The second set of d-functions leads to a decrease in 
by 4% only and further decrease in conjugation. At the same
time, even larger effect is observed when diffuse functions
are added to the 6-31G basis set; the increase in  is 25%
while only minor changes in geometry are observed. Below,
we discuss these findings in more detail using the atomic
charges and the dipole moments that are also reported in
Table I.
The addition of the first set of d-functions leads to a
decrease in the negative charge of the acceptor nitro group
by 0.05e and a decrease in the positive charge on the donor
amino group by 0.02e. Also, a decrease in the positive
charge of the C4 atom by 0.01e is observed. This leads to
the 17% decrease in the dipole moment and corresponding
decrease in the electron delocalization. The addition of the
second set of d-functions causes significantly smaller
changes in the atomic charges 0.01e and the 8% decrease
in the dipole moment. These changes can be interpreted as a
balance shift in description of the interatomic and intra-
atomic polarization while charges reflect interatomic effects
and  reflects both. With the small 6-31G basis set, the basis
functions centered on the neighboring atoms are used to es-
sentially compensate for the deficiency of the basis set. This
leads to the artifactual delocalization. The addition of the
second set of d-functions mostly improves intra-atomic po-
larization, and has a smaller effect on the delocalization.
The situation with the diffuse functions is more compli-
cated. Augmentation of the basis set with diffuse functions
leads to the 0.02e increase in the negative charge of the
acceptor group and the 0.01e increase in the positive charge
of the C4 atom. Changes in the other charges are less than
0.01e and dipole moment increase is marginal 0.3 D. Thus,
only a small increase in conjugation is observed, while a
significant increase in the  value is found. This can be in-
terpreted as an intra-atomic charge redistribution that leads to
the weakening of the electron-nucleus interaction. This
weakening does not affect the integral atomic properties of
the ground state while the effect on the properties related to
an electron excitation is significant. The results obtained with
the 6-31+G* basis display a nearly additive cancellation of
the opposite effects originating from polarization and diffuse
functions.
The addition of * and  functions to the basis set causes
the most pronounced changes in the molecular geometry and
hyperpolarizability. All the other modifications do not lead to
significant changes in the predicted properties Table I in
Ref. 53. The addition of polarization and diffuse functions
on hydrogen atoms has a negligible effect on both geometry
and hyperpolarizability. The minor effect is observed when a
set of f-functions is added. Switch from the 6-31 family to
6-311 one causes a decrease in hyperpolarizability by 1.5%.
The augmentation of the basis with the second set of diffuse
functions, or with Rydberg functions suggested by
Kaufmann,58 results in a marginal decrease in hyperpolariz-
ability less than 2%.
From Table I in Ref. 53, one can conclude that hyperpo-
larizability does not depend significantly on a choice of the
geometry. Dependence of  on the basis set has the same
trends for Cs, C2v, and X-ray structures. All basis sets show a
small increase 2% –4%  in the series CsC2vX-ray
except for the basis sets without polarization functions.
This may be explained by increased electron conjugation in
X-ray structure due to the effect of the crystal field, and
decreased conjugation in the bent Cs structure. The decreases
in  from 6-31G to 6-31Gd are 25%, 23%, 15% for Cs,
C2v, and X-ray geometries, respectively. This change is much
smaller from 6-31Gd to 6-31G2d and a further basis set
expansion. This observation clearly shows that for series of
molecules with similar structures or for the study of the basis
set dependence for the same molecule, the choice of the pla-
narity constraints is insignificant smaller than the accuracy
of theoretical predictions.
The values of  estimated by other methods with the
6-31+G* basis set are 1571, 1745, 1557, 1725, 1430, and
726 a.u. for PBE0, B3LYP, BMK, MP2, CCSD, and HF
methods, respectively. The dependence of p-NA geometry
and properties on a basis set for those methods agree with
trends found for the B97-2 functional Tables II and III in
Ref. 53. One can notice that the HF method significantly
underestimates hyperpolarizability and produces the bond
lengths distribution and dipole moments that are inconsistent
with DFT and MP2 data. For instance, HF /6-31+Gd ap-
proximation leads to the shortening of CuNO2 and all
aromatic CuC bonds, and to the slight elongation of
CuNH2 bonds compare to B97-2 results. At the same
time, the the HF dipole moment is only slightly lower than
the one obtained at the B97-2 /6-31+Gd level. The advan-
tage of the HF method, however, is that it allows an analyti-
cal evaluation of the frequency dependence of
hyperpolarizability.21,44 For the basis sets with a single set of
polarization and diffuse functions, a further extension of the
basis set does not lead to any sizable changes in correction
for the frequency dependence Table III in Ref. 53. Thus,

=1.33 can be used for p-NA.
The fact that for all the methods considered the most
pronounced changes in  are found when the basis set is
augmented with the first set of polarization and diffuse func-
tions for heavy atoms C, N, O for p-NA allows us to rec-
ommend the 6-31+Gd basis set for the estimation of hy-
perpolarizability while 6-31Gd basis set seems to provide
enough accuracy for estimation of the molecular geometry.
B. 4-hydroxy-4-nitrostilbene
The experimental geometry of HONS is available from
X-ray study of its cocrystals with 4-cyano- and
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4-methyl-pyrindine-1-oxide.42 In both structures, the OH
group is nearly coplanar to the adjacent benzene ring and is
in trans orientation to the central C3vC4 double bond. This
is in agreement with the findings based on fluorescent
spectroscopy.59 Similar to the case of p-NA, there is no di-
rect experimental data on the conformation of D/A-stilbenes
in the gas phase. Based on fluorescence spectroscopic study,
the planar C2h structure was proposed for the unsubstituted
stilbene.60 One should expect that substitution of stilbene
with D/A groups results in enhanced conjugation and,
therefore, planarization. However, fluorescence spectro-
scopic studies suggested nonplanar structure for
4-dimethylamino-4-cyanostilbene DACS,61 and planar
structures for 4-methoxystilbene and 4-hydroxystilbene.59
Nearly planar conformation of HONS found in the X-ray
study42 implies a strong conjugation. However, in both struc-
tures the lengths of C2uC3 1.4775, 1.5085 Å and
C4uC5 1.4694, 1.4785 Å bonds are too long, while
the central double bond is extremely short 1.3195,
1.2955 Å. This is probably related to the disorder that is
not mentioned in Ref. 42 and makes it impossible to compare
the hyperpolarizabilities of the optimized and X-ray struc-
tures. However, our findings reported in the previous section
indicate that it is sufficient to consider only optimized geom-
etries to elucidate the influence of the basis set on . We
have calculated the geometry of HONS starting from nonpla-
nar C1 symmetry as well as constrained Cs planar symmetry
with trans and cis-orientation of the hydroxy group.
The results see Ref. 53 for details show nearly identical
hyperpolarizabilities and a small difference in energies
0.5 kcal /mol for considered conformations. Therefore,
for all the other calculations, the geometry optimization was
carried out assuming the planar structure of the Cs symmetry
with the trans orientation of the OH group as being the glo-
bal minimum.
The changes in ’s with the extension of the basis set
from the simplest 6-31G to three split valence with polariza-
tion and diffuse functions demonstrate the same trends found
for p-NA Fig. 1 and Tables V and VI in Ref. 53. The most
pronounced increase/decrease in hyperpolarizability is ob-
served when first sets of diffuse and polarization functions
are added 19% and 24%. Addition of d-functions also leads
to a decrease in conjugation, which is reflected in the
changes in the bond length distributions and the decrease in
the dipole moment. The addition of the second set of
d-functions leads to 5% decrease in . The augmentation of
6-31G with diffuse functions results in negligible changes in
the geometry and a small increase in the dipole moment.
This is in agreement with the results on p-NA from the pre-
vious section. Again, in agreement with p-NA, the addition
of polarization and diffuse functions on hydrogen atoms
changes neither geometry nor hyperpolarizability. The addi-
tion of the f-functions and extension to the triple-zeta basis
set leads to a small decrease in .
The results obtained for HONS with other DFT function-
als as well as with the HF method show the same trends in
hyperpolarizabilities as reported in the previous section.
PBE0 and BMK give 6% and 21% lower values, respec-
tively, while B3LYP yields a 10% higher value. The HF
method significantly underestimates hyperpolarizability even
more so than for p-NA. The multiplicative dispersion correc-
tion 
=1.58 is found to be 18% higher than that for p-NA.
This is expected because the stilbene -bridge is more po-
larizable than the benzene one and is, therefore, character-
ized by more pronounced susceptibility to any changes.
One can see from Fig. 1 that the relative changes from
one basis set to another are nearly the same for p-NA and
HONS both less than 5%. One can conclude that for D/A
benzenes, stilbenes, and probably all other conjugated or-
ganic chromophores, it is sufficient to carry out calculations
with a smaller basis set, followed by an appropriate rescal-
ing. From our results, one may also conclude that the quali-
tative picture of variation of the geometry, dipole moment,
hyperpolarizability with changes in the basis set for HONS is
the same as for p-NA.
The relative increase in  from p-NA to HONS at static
limit with the 6-31+Gd basis set is equal to 3.73.3,
8.38.0, 7.97.6, 8.38.1, 6.96.4, 5.34.5 for HF, B97-2,
PBE0, B3LYP, BMK, and MP2, respectively values in pa-
renthesis correspond to planar C2v structure of p-NA.
FIG. 1. Basis set dependence of
p-NA multiplied by a factor of 5
for better visualization and HONS
for the B97-2 functional.
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Among DFT methods, BMK yields the lowest increase upon
elongation of the -system, which is still somewhat higher
than that of MP2 method. The other three exchange-
correlation functionals give nearly the same results. The ratio
obtained at the HF level is significantly smaller than all the
other ratios. In the next section, we present a more rigorous
comparison, which takes into account both solvation effects
and the frequency dependence.
C. Comparison of the results: Solvent
and frequency dependence
To determine the reliability of the methods considered in
this work, we have compared our results with the most ac-
curate experimental values available in the literature. For a
p-NA molecule, there is an experimental gas-phase value as
well as results for different solvents. These data were re-
cently analyzed and presented in the unified scale by Reis,28
who used the most recent and reliable value of  of liquid
CCl4 from Ref. 62 as a benchmark. This benchmark value
uses the experimental data from Refs. 63 and is calibrated
against the accurately known theoretical predictions of the
third harmonic generation for helium. We believe that the set
of these experimental data presented in the Taylor conven-
tion is the most accurate for comparison with our theoretical
predictions.
In Table II, we have compared hyperpolarizabilities of
p-NA calculated in different solvents. The B97-2, B3LYP,
and PBE0 functionals behave in nearly the same manner.
B3LYP gives systematically higher values than B97-2, while
PBE0 results show somewhat more rapid increase with the
change in the solvent polarity.
Among GGA functionals, PBE0 shows the best agree-
ment with the experiment maximum error does not exceed
35%. The BMK functional provides the smallest value for
an isolated p-NA molecule while it leads to the highest hy-
perpolarizability upon solvation. Maximum error 42%  is
found for three solvents except 1,4-dioxane and methanol,
while BMK shows the best agreement among all DFT meth-
ods for isolated gas-phase molecule. The results obtained at
the MP2 level appear to be higher by factor 1.5 the maxi-
mum error is 71% for acetone for both isolated and solvated
molecule, while the HF method leads to a systematic under-
estimation of experimental hyperpolarizabilities the maxi-
mum error is 41% for acetonitrile.
In spite of some differences in comparison of the abso-
lute values, the relative increase in  upon solvation is well
reproduced by DFT. Comparison of the ratios of ’s in the
polar solvent CH3CN methanol is not taken because of a
possible H-bonds formation, which complicates the compari-
son to ’s in the gas phase shows the following values: 4.7,
4.7, 5.0, 4.8, 5.2, 5.1, and 5.7 for experimental data, B97-2,
PBE0, B3LYP, BMK, HF, and MP2, respectively. The HF
method also agrees well with experimental trends, while the
MP2 method somewhat overestimates the solvent depen-
dence of  for p-NA. The most significant conclusion is that
the polarizable continuum model appears to describe the sol-
vent effect successfully.
The gas phase values of  predicted with both 6-31
+Gd and 6-311+G2df , pd basis sets are compared to the
experimental one on Table II. The best agreement is found
for the CCSD method. It overestimates the experiment by
6.4% only. Hyperpolarizability values predicted using the
larger basis set are in better agreement with experiment, ex-
cept for the HF method, which underestimates hyperpolariz-
ability even more. However, our recommendation to use the
6-31+Gd basis set still holds because the relative trends in
 values upon variation of the basis set are rather similar and
the relative changes in hyperpolarizability for short and long
-systems p-NA and HONS, respectively do not change
significantly.
In order to access the dynamic hyperpolarizability values
directly, we applied SOS approach in conjunction with the
aposteriori Tamm-Dancoff approximation ATDA46 to esti-
mate the properties of the excited states. The results are sum-
marized in Table III. The static SOS hyperpolarizabilities
second line agree well with the results of FF calculations,
collected in the top line. When 24 states are taken into ac-
count in the SOS formula, the values are only 2%–10%
higher than the respective FF values. The frequency correc-
tion 
 calculated at HF level is less than 10% below the
CPHF value for dynamic hyperpolarizability, presented in
the last column for comparison. However, the SOS/ATDA-
DFT values for the frequency correction appear to be signifi-
cantly higher than the CPHF value used to predict frequency
dependent hyperpolarizability reported in Table II. One can
see that the agreement in the absolute values with experiment
is a result of an error cancellation between the overestimated
DFT static hyperpolarizability and underestimated CPHF
dispersion correction values. However, the relative changes
TABLE II. Dependence of 2 , , obtained with the HF multiplicative factor 
=1.33; given in a.u. on a solvent for different DFT functionals, MP2
and CCSD methods in comparison with experimental data from Ref. 28 obtained at =1064 nm.
Solvent Expt.
6-31+Gd 6-311+G2df , pd
B97-2 PBE0 B3LYP BMK HF MP2 CCSD B97-2 PBE0 B3LYP BMK HF MP2
Gas-
phase
1787 2 201 2 089 2 320 2 070 964 2 294 1902 1887 1835 2059 1817 843 1940
p-dioxane 4530–4694 4 329 4 289 4 741 4 365 1967 4 851 ¯ ¯ ¯ ¯ ¯ ¯ ¯
CHCl3 4950 6 830 6 823 7 453 7 056 3139 8 031 ¯ ¯ ¯ ¯ ¯ ¯ ¯
Acetone 7195 9 789 9 817 10 550 10 244 4620 12 306 ¯ ¯ ¯ ¯ ¯ ¯ ¯
CH3CN 8320 10 321 10 365 11 113 10 842 4912 13 174 ¯ ¯ ¯ ¯ ¯ ¯ ¯
Methanol 8890-10186 10 233 10 274 11 020 10 744 4862 13 029 ¯ ¯ ¯ ¯ ¯ ¯ ¯
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in ’s with the molecular size would remain the same. There-
fore, the use of Eq. 4 improves only the absolute values of
’s.
As we have mentioned, unequivocal experimental values
are available for p-NA only. It means that the only way for
comparison of the calculated results for the set of molecules
presented in Scheme 1 with experiment would be compari-
son of ratios a relative increase/decrease in  for a given
molecule to  of p-NA. This technique results in the elimi-
nation of ambiguities. Thus, it should be expected that the
ratios of ’s for two given molecules measured with the
same method and at the same conditions would be nearly the
same. Incidentally, the relative values rather than absolute
values of hyperpolarizability is of importance in the rational
molecular design of effective NLO materials. In Table IV,
we present the comparison of the relative changes in hyper-
polarizability for D/A-substituted benzenes and stilbenes in
planar geometry. Experimental data were taken from Ref. 29
so that two comparable molecules D/A substituted benzene
and D/A-substituted stilbene are studied under the same
conditions and in the same laboratory.
One can see from Table IV that all DFT methods over-
estimate the increase in hyperpolarizability from the benzene
to stilbene -system. BMK is the most accurate of all con-
sidered functionals; its overestimation is 1.5–2.0. Among the
three GGA functionals utilized, PBE0 seems to perform bet-
ter than others.
Unfortunately, even the ratios of hyperpolarizabilities
vary from one reference to another. For instance, in columns
2 and 3 of Table IV the ratio of MONS /HONS would be 1.13
in weakly polar CHCl3, while from the last two columns, this
ratio is 1.65 in nonpolar p-dioxane. In Ref. 67 the ratio of 
product for MONS and MONB is equal to 15.3 while a
nearly twice lower value was obtained in Ref. 66. We use the
latter for comparison because it seems to be more consistent
with the other data. If we consider the ratio of DANS /DACS
4200 /820=5.1; the fourth and fifth columns, then it would
appears that our DFT calculations underestimate this ratio.
Also from our results it follows that the higher the value is of
, the more it is overestimated by DFT methods. However,
GGA functionals overestimate the ratio of DANS /DANB
nearly twice, while for molecules with weaker substituents
HONS/HONB and MONS/MONB they demonstrate even a
larger nearly threefold overestimation instead of expected
smaller one. The results obtained at the HF level show a
significant underestimation for the first four molecular pairs
columns 2–5 while experimental ratios in the last two col-
umns are overestimated by HF. It seems that one can find a
pair of molecules with the measured hyperpolarizability ratio
that matches the results of any given quantum chemical
method. In part, this variety may be explained by specific
solvation effects i.e., the formation of H-bonded associates
that affect hyperpolarizability, but are not taken into account
in our calculations.
TABLE III. Static and dynamic =1064 nm hyperpolarizabilities of p-NA predicted by FF and TD/SOS
methods with the 6-31+G* basis set. The values calculated using the analytical derivatives with the CPHF
method are reported in the last column.
B97-2 PBE0 B3LYP BMK HF CPHF
0, FF 1596 1571 1745 1557 726 726
0, SOS 1735 1661 1938 1537 687
2 , , 2940 2754 3433 2409 863 964

, FF 1.69 1.66 1.77 1.57 1.26 1.33
TABLE IV. Comparison of calculated and experimental ratios of 2 , ,D/A-stilbene /2 , ,D/A-benzene.
MONS /pNA HONS /pNA DACS/DACB DANS/DANB MONS/MONB HONS/HONB
Expt.
	10−30 esu
105 /23=4.6a
=1064, CHCl3
93 /23=4.1a
=1064, CHCl3
28 /5.1=5.5b
=1064, p-dioxane
17 /3.0=5.7b
=1064, p-dioxane
B97-2 657 /59.1=11.1 623 /59.1=10.5 423 /27.5=15.4 382 /22.3=17.1
PBE0 596 /58.9=10.1 572 /58.9=9.7 390 /26.6=14.7 356 /21.8=16.3
B3LYP 762 /64.4=11.8 719 /64.4=11.2 480 /30.5=15.7 433 /24.7=17.5
BMK 469 /60.9=7.7 452 /60.9=7.4 313 /25.0=12.5 288 /20.9=13.8
HF 111 /32.2=3.4 110 /32.2=3.4 85 /10.3=8.3 81 /9.0=9.0
MP2 332 /81.1=4.1 311 /81.1=3.8 232 /27.2=8.5 226 /23.0=9.8
Expt.
	10−48 esu
820 /94=8.7c
=1890, DMSO
4200 /355=11.8c
=1890, DMSO
450 /55=8.2d
=1064, CHCl3
B97-2 7377 /424=17.4 27598 /1238=22.3 6772 /310=21.8
PBE0 6818 /416=16.4 24551 /1217=20.2 6017 /296=20.3
B3LYP 7575 /440=17.2 34018 /1382=24.6 8144 /356=22.9
BMK 5096 /382=13.3 18762 /1293=14.5 4721 /296=15.9
HF 1257 /226=5.6 2090 /519=4.0 960 /107=9.0
MP2 ¯ ¯ 2619 /267=9.8
aReference 41.
bReference 64.
cReference 65.
dReference 66.
044109-9 Calculation of molecular hyperpolarizability J. Chem. Phys. 129, 044109 2008
The values obtained at the MP2 level of theory appear to
be in better agreement with the experimental data in general.
However, the difference between MP2 and BMK ratios is
rather small. For pairs MONS /p-NA, HONS /p-NA, MONS/
MONB, and HONS/HONB the BMK/MP2 ratios are equal
to 1.88, 1.93, 1.47, and 1.41, correspondingly. Thus, BMK
yields an overestimation of MP2 results by a factor of 1.4–
1.9, which can be used to scale BMK results for other
D--A molecules with the stilbene -system. A similar res-
caling procedure can be done for other functionals. Before
frequency and solvent dependence is taken into account, the
BMK/MP2 ratios are even more uniform 1.42, 1.42, 1.26,
1.27 for the pairs of stilbenelike systems studied.
V. CONCLUSIONS
This study answers four essential questions in the ratio-
nal design of NLO materials: 1 the choice of the method,
2 the choice of the basis set, 3 the effects of molecular
planarity, and 4 the best technique to compare the calcu-
lated results to each other and to experiment. Our calcula-
tions show that the results obtained with the 6-31G basis set
are nearly identical to those calculated with the 6-31+G*
basis, in agreement with observation by Masunov and
Tretiak.26 However, a detailed analysis demonstrates that this
originates from the error cancellation. While the use of po-
larization functions leads to the interatomic charge redistri-
bution, the use of diffuse functions results in the predomi-
nantly intra-atomic charge redistribution. We found the
addition of one set of polarization and diffuse functions suf-
ficient and recommend the use of the 6-31+G* basis set to
obtain the hyperpolarizability ratios in the series of mol-
ecules. We recommend the smaller 6-31G* basis set for de-
scription of the ground state geometry. A further extension of
the basis allows one to obtain more accurate absolute hyper-
polarizabilities, while relative values remain nearly the same.
We also found that the planar geometry constraints do
not significantly affect molecular hyperpolarizabilities. Most
NLO-active molecules are -conjugated, and their structures
are usually planar. In some cases, planarity can be distorted
by pyramidalization of the amino groups, rotation of the al-
coxy groups, or steric repulsion of hydrogen atoms across
the -conjugated bridge. In these or similar cases, planar
geometry constraints can be applied, which can increase the
absolute value of  up to 10% but does not affect the relative
hyperpolarizabilities.
The most significant question is the choice of the appro-
priate method for calculation. We have found that HF under-
estimates both absolute values of hyperpolarizability and the
relative increase/decrease in  in the series of molecules. At
the same time, DFT methods were found to be more accurate
without a significant computational overhead. A fast devel-
opment of new and improved exchange-correlation function-
als resulted in the hybrid meta-GGA functional BMK, which
we found to overestimate the hyperpolarizability to the lesser
extent than the other functionals. We expect the functionals
with a larger fraction of the HF exchange to perform even
better. Among the three hybrid GGA functionals that do not
explicitly include the electron kinetic energy, PBE0 seems to
perform slightly better than others. MP2 results are found to
be more accurate than those obtained with DFT methods.
However, even the MP2 level of theory does not appear to be
perfect. The best agreement with experiment is found for the
HONS /p-NA molecular pair 8% underestimation while the
worst is for the HONS/HONB molecular pair 72% overes-
timation. However, the difference in the relative values of 
for DFT and MP2 does not vary significantly. We argue that
the use of an appropriate scaling factor for DFT functionals
will improve the accuracy.
The choice of the appropriate method is closely related
to the problem of comparison of the results, effects of the
solvent, and frequency dependence. We argue that compari-
son of absolute values of molecular hyperpolarizabilities is
not very meaningful due to systematic errors in the experi-
mental data. Comparison of the ratios for molecules studied
in the same laboratory can compensate the ambiguities in
conventions and standards used by different experimental
groups. However, comparison of the calculated values with
the experimental ones remains somewhat ambiguous even
though conventions and standards are taken into account in
an appropriate way. Since the main goal of calculations is to
select more efficient molecules from a particular series, a
semiquantitative level of accuracy in the prediction of mo-
lecular NLO properties should be sufficient.
We found that the error due to neglect of the solvent and
frequency effects can be in the 15%–45% range, which is
comparable with the uncertainty in experimental data. There-
fore, the solvent and frequency dependence may be ne-
glected. The static gas-phase hyperpolarizability ratio of
BMK to MP2 is nearly constant for different molecular pairs
D/A-benzene/D/A-stilbene. Therefore, we can suggest to
scale BMK hyperpolarizabilities for stilbenelike D--A mol-
ecules by 1.35 to obtain the MP2 accuracy at a low compu-
tational cost. The other DFT methods can also be used with
an appropriate scaling.
Finally, we would like to reiterate the great need in the
development of more accurate DFT functionals, as well as
databases of consistent experimental data, which can be used
for benchmarking purposes. Studies along these lines are
underway.
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