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Abstract
In many real-world applications, data come with
corruptions, large errors or outliers. One popular
approach is to use -norm function. However,
the robustness of -norm function is not well un-
derstood so far. In this paper, we present a new
outlier regularization framework to understand and
analyze the robustness of -norm function. There
are two main features for the proposed outlier reg-
ularization. (1) A key property of outlier regular-
ization is that how far an outlier lies away from
its theoretically predicted value does not affect the
other important feature of outlier regularization is
that it has an equivalent continuous representation
that closely relates to function. This provides
a new way to understand and analyze the robust-
ness of function. We apply our outlier regular-
ization framework to PCA and propose an outlier
regularized PCA (ORPCA) model. Comparing to
the trace-norm based robust PCA, ORPCA has sev-
suppression. (2) It can retain small high rank com-
1 Introduction
In many real-world applications, data often come with noise.
The most common are Gaussian type noises, where the mag-
nitude of noise are usually small (the chances for them to
deviate from the mean by more than 3 standard deviations
are only 0.3%). Most machine learning algorithms use error-
squared cost functions that amount to maximize the log-
likelihood of the data distribution [Duda et al., 2001]. In
rors, due to different reasons, for example images are cor-
rupted, data entry/component are missing, errors due to hu-
man recording or machine malfunction, and environments
where noises are simply non-Gaussian. For these data, the
usual error-squared cost functions are no longer appropriate
[Kwak, 2008; Wright et al., 2009; Liu et al., 2010]
Corresponding author
Recently, a popular approach to deal with data which have
large/gross errors or outliers is to use the norm, i.e., the
sum of absolute values of the errors, instead of squares of er-
rors [Baccini et al., 1996; Wang et al., 2012; Ke and Kanade,
2005; Kwak, 2008; Wright et al., 2009; Peng et al., 2010;
Wagner et al., 2012; Lu et al., 2013]. The most intuitive mo-
tivation is that for outliers, the errors are large and thus the
squared error are even larger and thus dominate the cost func-
tion. Using absolute values in cost function diminishes the
ing more robust or stable. This understanding is only par-
tially correct. Although the large errors due to outliers are
not squared in , they are still large and thus one would ex-
l
formu-
lations are small. Thus, although function is widely used
for its robustness, to the best of our knowledge, the precise
nature of this robustness is not well understood. Other ap-
proaches also use -norm function on vector data to make
the learning more robust to the outliers [Ding et al., 2006;
Liu et al., 2010].
In this paper, we study the -norm robustness from a
new framework of outlier regularization. Toward this goal,
we propose an outlier-regularization function. This function
detects whether a data point is an outlier and, if it is, min-
line. This process of pulling it back is equivalent to regular-
izing it. There are two main aspects of the proposed outlier
regularization. (1) One property of the proposed outlier reg-
ularization is that as long as a data point is an outlier, how
far away it lies from the theoretical predicted value (outly-
s
e
theoretical prediction is the same as non-outliers. This agrees
with the results of function. (2) Another important feature
of outlier regularization is that it has an equivalent continu-
ous representation that closely relates to function. This
provides a new way to understand and analyze the robustness
of function.
As an application, we apply our regularization function
to data reconstruction using principal component analysis
(PCA) and propose a new outlier-regularized PCA (ORPCA)
model. The small tolerance limit of ORPCA model leads to
pure -PCA [Ke and Kanade, 2005]. We also compare our
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Figure 1: Illustration of outlier regularization. Data points are
denoted as circles. Center solid line is the theoretical predic-
tion. Two outliers are regularized: they are pull back to the
threshold (dashed) lines.
ORPCA and with trace norm based robust PCA [Wright et
al., 2009; Chandrasekaran et al., 2009] and perform experi-
ments to validate our approach.
2 Outlier-Regularization Function and
Continuous Representation
n
and then provide a continuous representation for it.
2.1 Outlier-regularization function
Our outlier regularization function is motivated by consid-
, as shown in Figure 1. Most data points
are associated with the usual small Gaussian random noises.
However, two data points are outliers, i.e., the measured
or-
rect values. The correct values are theoretical predictions or
outlier if the difference between the measured signal and
the theoretical prediction is bigger than the tolerance .
The two dashed lines indicate the tolerance limits in Figure 1.
Now we wish to correct these outliers. One intuitive and
effective way is to move the outliers towards the prediction
line, but keep them at the boundary (tolerance limit). This is
done by the following outlier regularization function,
if
sign if (1)
where is a tolerance parameter, are scalars.
After this outlier regularization, the outliers no longer in-
) the
residual (difference between corrected signals and prediction)
are much smaller, and (2) the fact that the number of outliers
are in general much less than those non-outlier data points.
We will show in the following section that this outlier reg-
ularization is closely related to -norm function which has
been widely used in many applications.
Comparison with related works. Note that, as statis-
tic robust methods, Huber loss function [Huber, 1964] and
random sample consensus (RANSAC) [Fischler and Bolles,
1981] have been widely used. Different from these models:
(1) Our outlier regularization function Eq.(1) provides a way
to identify and regularize/correct the outliers using theoret-
ical prediction, i.e., the outliers are pulled back to thresh-
old line, as shown in Eq.(1) and Figure 1. This is different
from RANSAC method in which the outliers have been re-
moved using some theoretical estimated model. (2) The error
function for outlier in outlier regularization function is not
changed which is different from Huber loss function. In out-
lier regularization, if the threshold is proper set, the severity
of outlier is reduced to that of non-outliers .
2.2 Variational representation
The outlier regularization/correction function Eq.(1) is dis-
crete. One important feature of this function is that it also has
an equivalent continuous/variational representation. We have
the following:
Proposition 1 of Eq.(1) is the optimal solution to the
following optimization problem:
(2)
Proof. Setting , Eq.(2) can be written as
The solution of this proximal operator for Lasso is known to
be
sign (3)
Thus . If is a non-outlier, , ,
thus which is the same as Eq.(1). If is an outlier,
,
sign
sign sign
sign
Thus sign sign which
is the same as Eq.(1).
3 Prediction Learning and Norm Function
is assumed to be known. In
some situations, is known before hands. But in many ap-
plication, is not known before hands. We need to learn
simultaneously as we do outlier regularization. This can be
done in a successive improvement algorithm as below.
3.1 Learning prediction function while
outlier-regularization
Here we use linear regression as an example. We set
, where are the slope and intercept, the model
parameters to be learned. We cast this simultaneously learn-
ing of the prediction and outlier regularization as outlier-
regularized linear regression (ORLR) using the following op-
timization problem:
(4)
satisfy
Figure 2: Solution of outlier regularized linear regression. Initial is the blue line. Second and third improved are dashed
lines. Final converged is red line. The data in left panel and right panel have same non-outliers, but the three outliers are dif-
ferent. The converged outlier-regularization results are same on both sides, indicating the insensitivity of outlier-regularization
w.r.t. the outlyingness of the outliers.
This problem can be solved by the following algorithm:
(A0) Initialize .
Repeat Step (A1) and (A2) until convergence:
.
(A2) Compute regularized .
In this algorithm, both (Step 1) learning the prediction
e
successively improved. We note that similar successive up-
have
also been used in RANSAC method[Fischler and Bolles,
1981]. The main difference is that the outliers are not only
the above algorithm. Figure 2 shows ORLR on a simple
dataset with 13 data points including 3 outlier points.
3.2 Continuous representation
Using Proposition 1, the prediction function learning step
and outlier regularization step in solving Eq.(4) can be com-
bined into a coherent formulation. The new formulation also
demonstrates the connection between outlier regularization
and function based learning problem.
Using Proposition 1, we substitute into
Eq.(2), the optimization problem Eq.(4) becomes
(5)
The equivalence of this formulation and Eq.(2) can be seen
from the solution algorithm point of view. We can (B0) Ini-
tialize ; (B1) Solve for and (B2)
Solve for . One can see this leads to the
same algorithm as in (A0) - (A2) above. Since Eq.(2) is con-
vex, in (B0) can be initialized to any values.
3.3 Small tolerance limit: function
It is noted that the above continuous formulation of outlier
regularized linear regression (ORLR) Eq.(5) provides an in-
tuitive understanding of the robustness of -norm. Setting
the threshold , the regression term is weighted with an
and the ORLR problem
becomes the -norm linear regression
(6)
This relationship is important because it provides a new ex-
planation on the robustness of -norm function, i.e., results
of regression is insensitive to how far an outlier lies away
from the theoretical prediction line as long as it is an outlier.
We will further discuss it in 5.
4 Outlier-Regularized PCA
In this section, we apply outlier regularization to PCA. We
o ma-
trix case. We have
if
sign if (7)
where is a tolerance parameter.
Similar to Proposition 1, the discrete regularization func-
tion Eq.(7) on matrix elements also has a continuous repre-
sentation. We can prove the following Proposition 2 in much
the same way we prove Proposition 1.
Proposition 2 The regularization function of Eq.(7) is iden-
tical to the following problem
(8)
denotes the sum of absolute values of matrix entries.
In the following, we apply outlier regularization to PCA to
produce a robust formulation of PCA. In PCA, the theoretical
prediction is: , where . Thus,
our Outlier-Regularized PCA (ORPCA) can be formulated as,
ORPCA: (9)
satisfy Eq.(7)
ORPCA has several features. (1) It is a robust data represen-
tation: the main result of ORPCA is outlier-regularized data
. (2) is close to low rank- subspace; however, also
contains high rank components. (3)
puted with computational complexity of . We defer
detailed analysis of robustness to the next section. Below, we
show that ORPCA becomes -PCA at small tolerance limit.
At last, we discuss the computational algorithm of ORPCA.
4.1 Continuous representation of ORPCA
Using the continuous representation of outlier-regularization
function Eq.(8), ORPCA can be equivalently expressed as
ORPCA: (10)
We note that although has exactly rank , has much
higher rank. More precisely, has large components at lower
ranks upto rank- , and small components at higher ranks (see
6 in detail).
4.2 Small tolerance limit of ORPCA and -PCA
We study ORPCA at the small tolerance limit . It is not
the limit. However, from the continuous ORPCA representa-
tion of Eq.(10), setting tolerance , the 2nd term has an
low-rank -norm based PCA:
(11)
This -PCA is a simple and elegant robust formulation of
PCA and has been previously investigated [Ke and Kanade,
2005; Baccini et al., 1996; Bolton and Krzanowski, 1999].
The main difference between -PCA and ORPCA is that
ORPCA retains higher rank components.
The fact that -PCA is the small tolerance limit of OR-
PCA offers some insights into -norm property. This pro-
cess is shown in several steps in Figure 3. At small , we are
still using the least squares ( norm) as the error function as
in Eq.(9), but most data points become outliers and are reg-
ularized using the regularization function, i.e, pulled towards
the theoretical prediction. Clearly, true outliers do not affect
the results, and furthermore, the outlyingness of true outliers
do not matter either. A deeper understanding of the close re-
lationship between norm and outlier regularization is an
important topic to be further investigated.
4.3 Computational algorithm for ORPCA
gorithm.
(C0) Initialize and .
Repeat Steps (C1) and (C2) until convergence.
(C1) Fixing . Compute using the outlier regular-
ization Eq.(7).
(C2) Fixing in Eq.(9), the optimization for and is
We minimize alternatively. Fixing
, we compute
(12)
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Figure 3: ORPCA on a toy data with 3 outlier. Orig-
inal data are shown in black dots. Reconstructed
data are shown as red-circles (non-outliers) and blue-
squares(outliers). As the tolerance becomes smaller, the
three outliers are pulled closer towards the prediction line.
Note is a -by- matrix and its inverse is easily com-
puted because . Fixing , we compute
(13)
Here, again, is a -by- matrix and its inverse is eas-
ily computed. The algorithm’s computational complexity is
mainly computing , which is . In summary, OR-
is its non-convexity. In this paper, we initialize in step
(C0) using the solution of standard PCA.
5 Robustness:Insensitivity w.r.t. Outlyingness
One interesting property of outlier regularization function is
the insensitivity of the results w.r.t. outlyingness of the out-
liers (how far away they lie from the theoretical prediction):
as long as a data point is an outlier, how far away
lies does no matter any more, because it is pulled to the tol-
retical prediction/data analysis result remains the same. This
can be clearly seen from the discrete formulation of outlier
regularization (Eqs.(1,7)). It can also be shown from the fol-
lowing intuitive result.
(1) In Figure 1, we can move the two outliers further away
from the prediction function, the outlier-regularization result
remains the same: they are on the threshold line.
(2) In Figure 2, the three outliers on the left panel differ from
the three outliers on the right panel (the non-outliers are the
same). But the results of the outlier regularization (shown as
black squares) are the same on both panels.
(3) In Figure 3, the three outliers are pulled towards the pre-
diction. How far away these outliers lie do not matter.
are equal to that of non-outliers. We have the following prop-
erty:
Property 1 Outlier regularization result is insensitive w.r.t.
o
the prediction are equal to that of non-outliers.
Clearly, this property is a form of robustness. As discussed,
at small tolerance limit, outlier regularization is equivalent
to -norm function. Thus -norm function has the same
outlyingness-insensitivity robustness. Therefore, outlier reg-
ularization provides a new understanding of robustness
from this outlyingness insensitivity point of view. This view
differs from the usual understanding of robustness, i.e., in
formulation, the residual error (difference between mea-
sured data and theoretical prediction) is not squared (as in
norm). Thus large residuals due to outliers no longer signif-
y
partially correct. Although the large residual errors due to
outliers are not squared in , they are still large and thus
greater than non-outliers. However, the outlier regularization
equal to
that of non-outliers. This type of robustness of outlier outly-
ingness insensitivity is one main contribution of this work.
6 Comparison of ORPCA and RPCA
Outlier regularization is new approach which differs funda-
mentally from previous approaches in which it (1) provides
pulls
them back towards the theoretical prediction in concise form.
Thus outlier-regularized PCA (ORPCA) has ability to cor-
rect gross/large errors in data through outlier-regularization.
This is a form of robust data reconstruction which have been
studied in many previous works [Torre and Black, 2003;
Aanas et al., 2002; Eriksson and van den Hengel, 2010].
Based on the continuous ORPCA formulation of Eq.(10), our
ORPCA is close to Robust PCA (RPCA) [Wright et al., 2009]
which is
(14)
Here, is a positive weighting parameter. The second term
is trace norm guarantees that the matrix is low rank
reduction[Fazel, 2002; Recht et al., 2010]. RPCA has shown
good results in recovering underlying low-rank structure
from the data . A similar work [Liu et al., 2010] is using
norm. Below, we provide a detailed comparison between
ORPCA (Eq.(9) or Eq.(10)) and RPCA.
6.1 Computational speed
ORPCA algorithm in 4.3 is easy to implement and fast.
It does not involve expansive SVD/eigenvector computa-
tion. RPCA uses augmented Lagrangian method [Peng et al.,
2010; Lin et al., 2010] and it requires repeated SVD com-
putation. We implemented both methods in MTALAB on a
2.5GHz Pentium computer and compared the running time.
The timing results for converging to same tolerance
are reported in Table 1. The sizes of different datasets are
0 20 40 60 80 100
0
2
4
6
8
10
RPCA
ORPCA
Original data
0 20 40 60 80 100
0
0.5
1
1.5
RPCA
ORPCA
Original data
Figure 5: Left: singular values of reconstructed data ( ) on
AT&T face data. Middle: Vertical axis enlarged singular val-
ues. Right: Noise-free residuals from ORPCA and RPCA
on AT&T face data. Each class refers to the 10 images of a
person.
given in Experiments. The regularized parameter in OR-
PCA was set to make have similar rank with RPCA. Here,
different datasets
AT&Tocc USPS MNIST BinAlpha COIL
RPCA 58.02 17.14 668.18 72.52 69.08
ORPCA 7.78 2.98 23.79 7.25 8.14
6.2 Image reconstruction
To help illustrate the main points, we run both ORPCA and
RPCA on the occluded images fromAT&T face dataset (more
details are given in 7). The original face images are cor-
rupted by gross errors (large square occlusions). Figure 4
shows data reconstruction from RPCA and ORPCA. Due to
space limit, we show only two persons with 20 images. Here
we observe that (1) Both ORPCA and RPCA reconstruction
are robust w.r.t. large occlusion errors. (2) Finer details of
individual images are mostly suppressed in RPCA, but are
partially retained in ORPCA.
6.3 Higher and lower rank components
Figure 5 (left) shows the singular values of reconstructed data
for ORPCA and RPCA, respectively. We can note that:
First, the singular values of RPCA are substantially sup-
pressed, i.e., almost a constant downshift of the original sin-
gular values of the input data. Thus, the important lower
ranks ( in this example) are partly
suppressed. This can also be seen from the shrinkage result
shown in Figure 6. However, in ORPCA model of Eq.(10),
the lower rank singular values of ORPCA nearly remain iden-
tical to that of input data, i.e., the important lower ranks
are not suppressed.
Second, due to the downshift of singular values in RPCA,
higher rank terms ( ) are completed suppressed. In
contrast, in ORPCA higher rank components do not appear
directly in cost function. They are suppressed, but not com-
pletely eliminated. Small but non-zero higher ranks help re-
een
Figure 4: Reconstructions of ORPCA and RPCA on AT&T face data. Top line: original occluded images; middle line:
reconstruction from RPCA; bottom line: reconstruction from ORPCA. Finer details of individual images are suppressed in
RPCA, but partially retained in ORPCA.
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Figure 6: RPCA on the same data in Fig.3. As of Eq.(15)
increases, outliers move towards the subspace. But the nor-
mal data points shrink due to singular value suppression.
In general, data should lie in a low-dimensional manifold
(low-rank subspace). But this is not absolute. Data should
be allowed to have small higher rank components in order to
retain certain details. ORPCA is one example of this “mostly
low-rank + small higher rank components” model.
7 Experiments
We tested ORPCA on several image datasets, as shown in
Table 2. In experiments, the parameter in ORPCA was set
to 0.003. Our experience is that ORPCA is not sensitive to
this parameter. It can return consistent better performance
when varies from 0.002 to 0.005. For each image in AT&T
face data, we add one 4 5 corruption. We denote this as
AT&Tocc.
compare our method with some other data representations
including original data, standard PCA, RPCA (Eq.(14)),
ns
AT&Tocc USPS MNIST BinAlpha COIL
Original 0.825 0.551 0.585 0.511 0.846
PCA 0.690 0.503 0.655 0.788 0.878
L2TrN-PCA 0.805 0.549 0.630 0.762 0.832
RPCA 0.887 0.611 0.690 0.551 0.905
L1-PCA 0.864 0.606 0.651 0.809 0.850
ORPCA(Z) 0.893 0.637 0.725 0.559 0.917
ORPCA(V) 0.908 0.614 0.715 0.816 0.916
Table 3: Clustering results on seven data representations
AT&Tocc USPS MNIST BinAlpha COIL
Original 0.647 0.488 0.495 0.638 0.512
PCA 0.614 0.494 0.523 0.659 0.532
L2TrN-PCA 0.647 0.513 0.528 0.656 0.525
RPCA 0.695 0.532 0.565 0.658 0.608
L1-PCA 0.671 0.520 0.511 0.665 0.580
ORPCA(Z) 0.715 0.542 0.567 0.666 0.621
ORPCA(V) 0.724 0.545 0.575 0.679 0.638
L2TrN-PCA (Eq.(14) with norm changed to norm),
L1-PCA (Eq.(11)), ORPCA (Z) of Eq.(11), ORPCA (V) of
Eq.(11). In ORPCA, we can either work directly on which
is ORPCA (Z) above. We can also work on which is OR-
-
uation. All the experiments are performed using 5-fold cross-
m
clustering task using different data representations. Here, we
run K-means with random initialization 50 times and com-
pute the average clustering accuracy result. Table 2, 3 sum-
marize results. Here, we can note that that (1) PCA performs
poorly on occluded data (AT&T), demonstrating PCA is sen-
sitive to large corruption/occlusion noise. (2) Both -PCA
and RPCA can obtain better performance than PCA, which
indicates the robustness of -norm function. (3) Compared
with RPCA, ORPCA(Z) obtains slightly better performance
he
robustness of the proposed outlier regularization function and
thus ORPCA model. (4) ORPCA(V) generally performs bet-
ter than -PCA and other data representations.
8 Summary
We present a new outlier regularization framework to under-
stand and analyze the robustness of L1 nor function. A key
property of outlier regularization is that how far an outlier lies
away from its theoretically predicted value does not affect the
he na-
ture L1-norm robustness. We apply outlier regularization to
PCA. Comparing to trace-norm based PCA, outlier regular-
ized PCA does not suffer shrinkage effects, retain small high
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