Energy-based localization theory part i basic framework by Cherukuri, Harish P. & Shawki, Tarek G.
An Energy-Based Localization Theory1 
Part I - Basic Framework 
By 
H.P. Cherukuri and T.G. Shawki 
Department of Theoretical and Applied Mechanics 
University of Illinois at Urbana-Champaign 
JJrbana, Illinois 61801 
ABSTRACT 
The basic framework for an energy-based theory of localization is developed through the 
analysis of dynamic simple shearing motion of a thermal viscoplastic solid. The key role of the 
kinetic energy of the deforming body as far as the characterization of shear band initiation was 
illustrated by Shawki (1988, 1992). In the former works, a modified linear stability analysis 
takes full account of the time dependence of the dynamic simple shear homogeneous solution 
consistent with constant boundary velocities. This analysis points out that the onset of localiza-
tion is tied to positive rates of change of the kinetic energy of absolute perturbations. Subse-
quently, Shawki, Sherif and Cherukuri (1992) illustrated that the fundamental role of the 
kinetic energy extends far beyond the initiation of shear localization. In this paper, we present 
the general, energy-based framework for localization analysis in which the total kinetic 
energy serves as a single parameter for the characterization of the full localization history. A 
characteristic evolution profile of the kinetic energy is shown to correspond to a localizing 
deformation. The various stages oflocalization are re-defined in view of the foregoing evolu-
tion profile. Furthermore, we present a convergence analysis for the finite difference algo-
rithm which benefit significantly from the current characterization of shear localization. We 
also illustrate that numerical schemes may converge to incorrect late-time solutions due to 
the insufficiency of the classical Von-Neumann stability constraints. 
1 This paper is submitted for publication in the/ nternational Journal of Plasticity (A. Khan, Editor), April 1993. 
1. Introduction 
A common failure mechanism in many engineering materials subjected to high strain rate 
loads is associated with the formation of narrow regions of highly localized plastic deforma-
tion, widely referred to as shear bands. Subject to favorable conditions, the formation of shear 
bands is often followed by ductile fracture. Thus, it is important that the mechanisms leading to 
adiabatic shear bands be understood. Observations of shear band formation are documented 
for a large number of engineering materials subject to a wide spectrum of loading conditions. 
Hence, there are various mechanisms that are sought to explain shear flow localization in a 
variety of frameworks (see Shawki and Clifton (1989) for more details). In this paper, we are 
concerned with the mechanism underlying shear band formation in polycrystalline metals 
deforming at high loading rates (widely referred to as the thermo-mechanical mechanism). 
The thermo-mechanical mechanism is believed to provide satisfactory description of shear 
flow localization in temperature-sensitive materials at high loading rates. This mechanism 
postulates that, subject to ultra - high loading rates, the lack of time for global heat conduction 
combined with extensive plastic deformation rates create conditions in which heat generation 
is highest at sites of highest strain rates. For thermally-softening materials ( e.g. metals), local-
ly-high temperatures cause locally-intense plastic flow which tends to raise the temperature 
further. The thermally-induced softening is often counter-balanced by strain as well as strain 
rate hardening. The thermo-mechanical mechanism relates the onset of shear band forma-
tion to the attainment of a net softening effect caused by thermal softening which overwhelms 
the combined effects of strain hardening and strain rate hardening. Here, it is useful to note 
that the foregoing mechanism explains the evolution of inhomogeneous deformation fields 
provided the existence of an initial inhomogeneity. In fact, numerous factors may lead to ini-
tially-inhomogeneous deformations. Such factors include geometric defects, material 
imperfections and/or loading as well as boundary conditions. 
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Since the primary deformation mode within a developing shear band is that of simple 
shear, several experimental methods are developed to study material response in dynamic 
simple shear. A widely-used experimental technique is the split Hopkinson bar method, 
modified and extensively used by Duffy and co-workers ( see Marchand and Duffy (1988) and 
the references therein). This technique is successfully used to examine material response sub-
ject to strain rates in the range of 103/s to 104/s. The method involves propagating a suddenly 
released torsional pulse through a thin tubular specimen made up of the tested material. A grid 
of thin lines is etched on the surface of the specimen parallel to the tube axis to measure the 
nominal shear strain distribution. For localization-sensitive materials, the history of shear 
band formation is found to consist of three stages: (i) an initial stage, dominated by hardening 
mechanisms, in which the strain distribution is essentially homogeneous. The grid lines tilt 
uniformly across and along the circumference. (ii) a second stage, during which the nominal 
stress decreases with increasing no;minal strains. In this stage, a strong inhomogeneous de-
formation develops along the tube axis. However, the deformation remains homogeneous 
along the specimen circumference. Hence, the one-dimensional nature of the deformation is 
still maintained. (iii) a final stage, during which the flow stress - and hence the load carrying 
capacity - drops sharply. During this late stage, the deformation ceases to remain uniform 
along the circumference. Plastic strain localizes into a narrow shear band at some location 
(presumably where the inhomogeneity is the strongest) on the circumference. The evolving 
shear band then propagates across the circumference to cause either partial or total fracture. 
In view of the relatively large database of experimental findings related to dynamic simple 
shear combined withthe mathematical tractability of the problem, most of the analytical work 
- to date - has been focused on studying the shear band formation in a thin walled tube sub-
jected to various boundary conditions which are assumed to simulate the experimental condi-
tions. The normal stresses required to maintain simple shear conditions are assumed to have 
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negligible effect on the formation of the shear bands. Subject to this assumption, a set of non -
linear governing equations is derived supplemented by an empirical constitutive equation 
(typically, a power law in which the logarithm of stress is expressed as a linear combination of 
the logarithms of strain, strain rate and temperature). The boundary conditions consistent with 
Kolsky-bar experiments are assumed to consist of constant prescribed velocity applied at 
thermally insulated boundaries. Evolution of an inhomogeneous deformation, under these 
conditions, is assumed to be due to the presence of initial thermal gradients or due to variation 
in the thickness of the specimen along the tube axis. Both notch-type geometric imperfections 
(assumed to have formed during specimen machining and preparation) and continuous varia-
tion of the thickness of the specimen along the tube axis ( assumed to be introduced during the 
polishing phase of the specimen preparation) have been considered in various simulations. 
Examination of the mechanics of shear flow localization has received wide attention in 
recent years. Diagram 1 provides a graphical illustration of most analytical and computational 
efforts directed at improving the understanding of shear band formation in dynamic viscoplas-
ticity. This diagram includes a partial list of references and it is by no means exhaustive. Ana-
lytical efforts have been often concerned with the derivation of necessary and/or sufficient 
conditions for localization. Analytical solutions of initial boundary-value problems of 
dynamic simple shear are available only for a limited number of special deformations and 
constitutive descriptions. As illustrated in Diagram 1, the linear stability analysis has been a 
useful tool as far as the examination of sufficient stability conditions and/or necessary condi-
tions for localization. Clifton (1979), Bai (1981,82), Fressengeas and Molinari (1985) and 
Anand et al. (1987) - among many other authors - have presented various studies based on 
the classical linear stability theory. Most of the early works based on linear stability techniques 
have not accounted for the time dependence of the homogeneous simple shear solution. In 
such case, the onset of localization ( or deformation stability) was tied to the positive rate 
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growth of absolute perturbations. Fressengeas and Molinari (1987) have modified this view of 
localization, somewhat, by considering the positive rate of growth of relative perturbations 
(normalized by the homogeneous field variables). 
Questions 
II Necessary & sufficient onset conditions 
II Parametric studies of various effects on 
the initiation of shear localization 









Fressengeas et al (1985,87) Fressengeas et al (1987) 




Development of convergent algorithms 
Parametric studies of various effects on 
the initiation of shear localization 
through numerical solutions of the 












Molinari and Clifton (1987) 
Tzavaras (1986,87,92) 
Diagram 1 - Studies of dynamic flow localization. 
Fressengeas and Molinari (1987), motivated by mathematical tractability, have examined the 
behavior of the linear solution at late times (asymptotic stability). Shawki (1992) presents an 
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overview of the foregoing approaches along with the underlying characterizations of localiza-
tion. It is important to note that the notion of localization varies widely among the various ana-
lytical, and computational efforts concerning this phenomenon. The rather wide spectrum of 
characterizations of shear localization explains a multitude of contradicting conclusions per-
taining to shear band formation in the recent literature. For instance, various authors would 
interpret an available exact solution based on different grounds leading to different conclu-
sions. Therefore; the need for a unified framework in which the onset and post behavior of 
localization can be uniquely and consistently defined is evident. 
Shawki (1988, 1993a,b) have presented a rigorous linear stability analysis for dynamic simple 
shear with prescribed velocities and globally-adiabatic deformations. This analysis takes full 
account of the time variation of the homogeneous simple shearing motion. The notion oflocal-
ization was defined in terms of the behavior of the solution L2 norm. This characterization, 
combined with the linear stability theory, points out the intimate connection between the onset 
of localization and the positive rate of change of the total kinetic energy of absolute perturba-
tions. Motivated by these results, Shawki et al. (1992) have examined the nonlinear evolution 
of the total kinetic energy K(t) for the simple shear problem subjected to velocity boundary 
conditions. In the latter work, it was demonstrated - numerically - that the onset of localiza-
tion was associated with the attainment of a maximum in the rate of change of the total kinetic 
energy which corresponds to an inflection point in the total kinetic energy evolution curve. 
Hence, the foregoing efforts point out to the energy-based characterization oflocalization as 
a promising platform for the analysis of shear band formation in dynamic viscoplasticity. 
Full resolution of shear band morphology throughout the complete deformation history 
(from onset until final failure) requires a robust computational algorithm. Numerical solutions 
of initial boundary-value problems of dynamic simple shear have been presented in the litera-
ture by several authors. Merzer (1982) has presented a finite difference simulation of the pre-
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localization regime using a Bodner-,-Merzer-"type constitutive law. Shawki et al (1983) have 
presented pre-localization numerical simulations for a number of constitutive descriptions 
and boundary conditions. Shawki and Clifton (1989) derived an explicit, updated finite differ-
ence scheme to obtain solutions to the fully non-: linear system of the governing differential 
equations with the inhomogeneous deformation being initiated either by a small initial tem-
perature perturbation or by a notch-type geometric imperfection. Both Arrhenius law and the 
power law were used as models of the material thermal viscoplastic response. For power law 
materials, a parametric study was conducted to understand the effects of thermal softening, 
strain hardening and strain rate hardening on the onset of localization. As a measure of local-
ization, a localization norm was introduced and used to compare localization severity in differ-
ent cases. A uniform mesh of 100 elements was used to resolve the developing shear band. The 
coarse mesh (by our current standards) resulted in computational difficulties which restricted 
the former computations to only the pre-localization regime. Wright and Batra (1985) per-
formed a fully nonlinear finite element analysis to study the shear band formation around a 
small initial perturbation in one-dimension. Again a uniform mesh of 100 elements was used. 
They found that the temperature and strain rate fields began localizing right after the peak in 
the stress-strain trajectory is reached. However, the stress profile remained approximately 
homogenous till times much later the peak stress and then dropped off rapidly. Furthermore, 
the strain rate and temperature profiles accelerated sharply. However, the numerical scheme 
became unstable as soon as severe localization began to take place and hence the process of 
localization and post-localization could not be completely followed. Wright and Walter 
(1987), using a non-uniform finite element mesh, conducted several numerical experiments 
on rigid, plastic and strain independent materials. The constitutive model used was of the 
Litonski-type. A symmetric Galerkin method was used for spatial discretization while the 
method of lines was used for time integration. The numerical scheme was found to be more 
stable which allowed for the analysis of the post-localization regime. After the rapid transi-
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tion period through localization, the flow stress continued to drop, at a reduced rate, in a 
"stable" manner. The authors also noted that the plastic strain rate reached a saturation profile 
after severe localization and that it became almost independent of time. Linear perturbation 
results were also compared with the fully non-linear results and were found to give satisfacto-
ry results till the onset of localization. In a very informative paper, Fressengeas (1989) used a 
standard Galerkin finite element method with a non-uniform mesh of 100 elements with a 
refined mesh where a strong localization is expected. Inertia, heat conduction and elasticity 
effects were included. The role of inertia, rate sensitivity, thermal sensitivity and conductivity 
on localization is investigated. The interaction of two developing bands was also analyzed. A 
power law type constitutive equation was used. The application focused on the very high strain 
rate shearing of a shock-compressed aluminum alloy. Consequently, the results presented in 
this paper are also valid qualitatively for applications where the non -dimensional inertia is 
very high. More recently, Burns (1990) used the semi-discretization of the method of lines to 
solve the simple shear problem for an Arrhenius-type material response. A uniform mesh of 
101 points was used. Both isothermal and thermally-insulated boundary conditions were con-
sidered. As with the above papers, the localization was assumed to be due to temperature per-
turbation imposed on a homogeneous base solution. We note here that even though such an 
assumption is made, the problem corresponding to isothermal boundary conditions does not 
have a homogeneous solution. Numerical results were presented for an HY -100 steel where 
the band width is less than 20 microns. Therefore; it seems that the mesh used was too coarse to 
resolve the developing band and hence the calculations had to be stopped before complete lo-
calization could take place. 
At this point, we re-iterate that the absence of a consistent characterization of "severe" 
localization poses serious difficulties as regards the assessment of numerical convergence as 
well as to the interpretation of computational output. For instance, the numerical simulations 
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are often terminated because of the stress drop to zero, global elastic unloading (when elastic-
ity is ignored) or because of wild oscillations. Various authors have interpreted such late-time 
response as signaling final failure and; hence, accepted the computed results as being com-
pleted. Therefore; a quantitative, consistent measure of "severe" localization is clearly 
needed. As mentioned earlier, the total kinetic energy of the deforming body was shown by 
Shawki (1988, 1993a,b ), through a linear stability analysis, to characterize the onset oflocaliza-
tion. Furthermore, the total kinetic energy was shown by Shawki et al (1992), through fully non-
linear numerical solutions, to be a very useful evolutionary measure of localization severity as 
well as of localization completion. 
In this work, we present the initial boundary-value problem considered along with three 
primary dimensionless numbers that seem to significantly controllocalization evolution.Next, 
we lay out the framework for an energy-based localization theory. This is followed by an 
example simulation of shear band formation in a typical structural steel which is interpreted 
from the energy viewpoint. Finally, we present the details of the computational algorithm 
along with a formal convergence analysis. We also present parametric numerical studies that 
aim at illustrating the value of the energy-characterization as far as convergence aSS(?Ssment is 
concerned. 
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2. Governing Equations and Boundary Conditions 
Figure 2.1 illustrates an inifinite homogeneous plate of thickness Hin the .x -direction 
while it extends indefinitely in the other two cartesian coordinate directions. The considered 
problem is one-dimensional in the sense that all the quantities are only functions of space and 
,.. 
time. The upper face of the plate is subjected to a constant velocity VO while the lower face is 







Equation (2.1) expresses the balance of linear momentum, equation (2.2) is the kinematic 
compatibility equation, equation (2.3) represents the energy balance and, equation (2.4) pro-
vides alternative representations of the material thermal viscoplastic response.Furthermore, v 
is the particle velocity in the .xdirection, ais the shear stress a Ah' () is the absolute temperature, 
xy 
tis the plastic strain,µ is the elastic shear modulus, eo is a constant material density, Kis a 
constant heat conduction coefficient, c is the specific heat and f3 is a non-negative scalar, 
whose value is less than unity, which expresses the amount of plastic dissipation that is con-
verted to heat. 
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. It is convenientto express equations (2.1) through (2.4) in a dimensionless form. Non-dimen-
sionalisation is conducted so that the form of the governing equations remains unchanged. 
x=H -----►.- Vo 
Fig. 2.1. Schematic of a one-dimensional simple shearing motion 
The dimensionless quantities are defined by 
A A A 
,.,. t;,P A 
















µ =.!:!:... A > 
ao 
(2.6) 
In equation (2.6), quantities with the subscript "O" denote appropriately-selected reference 
values ( e.g. values that the dimensional field variables have in a homogeneous deformation at 
the time that a perturbation is introduced). The characteristic time to is the time required to 
obtain a unit shear strain at the strain rate ~ . The foregoing dimensionless quantities will be 
used in the remainder of this work. Field variables will appear without the superposed "hat" 
which implies usage of dimensionless quantities throughout the discussion. 
At this point, it is useful to note that the dimensionless groups e 0, r O and r 1 are analogous to 
the dimensionaless numbers commonly encountered in fluid mechanics, namely, the Reynolds 
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number, inverse of the Peclet number and the ratio of Eckert number and Reynolds number 
respectively. In tlie current context, we rename the foregoing quantities to the inertia number 
for (le, diffusion number for re, and dissipation number for r1• Next, an attempt is made to 
emphasize the relevant physical interpretation of these various numbers. 
2. 1 Physical interpretation of the dimensionless numbers 
Since </> 0 is the inverse of t0, the inertia number e O can be rewritten as the ratio of inertial 
effects to viscous effects; that is 
I\ I\ 
(e o V oH) inertial effects 
eo = (ao/¢0) = viscous effects. (2.7) 
Thus, larger values of the applied strain rate correspond to larger inertia numbers. In a subse-
quent paper, we will illustrate that larger inertia numbers result in a delay in localization initia-
tion as long as the other dimensionaless numbers remain constant. Small inertia numbers cor-
respond to deformations in which viscous effects dominate inertial effects which is analogous 
to the creeping flow of fluid mechanics. In this case, inertial effects can be ignored in the analy-
ses predicting the onset of severe localization. The Kolsky bar tests - in general - fall in the 
domain of very small inertia numbers. Thus, for these tests, the quasi-static assumption 
appears to be a reasonable approximation for both analytical and/or numerical investigations 
of the onset of severe localization. 
The diffusion number is the inverse of Peel et number (which is the product of the Reynolds 
and Prandtl numbers). Thus, it can be rewritten as 
I\ I\ I\ 
a0 k/c 
To= --2. " ei1o (ao/</Jo) (2.8) 
We note that the Prandtl number is the ratio of some measures of viscous and diffusion effects. 
The larger (smaller) the Prandtl ( diffusion) number, the weaker is the diffusion effect. Weak 
diffusion effect implies that the amount of thermal energy flowing across a unit distance with 
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an overall temperature difference of 1 K is much smaller than the energy required to raise a 
unit specimen's length by 1 K Thus, smaller diffusion numbers are associated with a higher 
tendency towards adiabatic behavior. However, we shall illustrate that, regardless of how large 
this number is, the adiabatic deformation assumption breaks down once localization begins to 
take place. 
The dissipation number can be expressed in the form 
A A /\ A 
f3ao f3ao<f>oto 
r1 =--;:-;:- = A A 
ec0o ec0o 
(2.9) 
Thus, the dissipation number is the ratio of the thermal energy produced in time t0 per unit 
A 
volume over the energy required to raise the temperature of a unit volume by 0 0• Hence, for 
two different solids subjected to the same applied strain rate at the same test temperature, 
since the heat capacity is the same, the material with the higher yield stress has a higher dissipa-
tion number. For example, the hot-rolled steel HRS-1020 has a yield stress that is 3 times 
less than that of HY-100 steel. In this case, the dissipation number for HY-100 steel is 3 
times larger than that of the HRS steel. Athough the energy required to raise the temperature 
by a finite amount is the same for both steels, the dissipation in HY -100 steel is more than that 
in HRS steel indicating that localization might occur faster in the former than in the latter. This 
observation will be confirmed through our numerical results in the future sections. Here, we 
note that a similar observation has been reported by Rogers (1979). 
2. 2 Boundary and Initial Conditions 
The considered boundary conditions consist of thermally-insulated and velocity-con-
trolled boundaries. This is expressed mathematically as follows: 
v(O, t) = 0, v(l, t) = 1, 0 ~ t < oo, 
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The assumption of insulated boundaries is expected to closely simulate the thermal state 
associated with the Kolsky bar-type tests. A consequence of the insulated boundary condi-
tions is that the posed boundary-value problem has a spatially-homogeneous solution as 
opposed to the case ofisothermal boundary conditions for which a homogeneous solution does 
not exist. 
The initial conditions are chosen to correspond to a slightly perturbed homogeneous 
state. The perturbation is assumed to model geometric and/or material inhomogeneities. The 
set of considered initial conditions is given by 
v(x,O) = x, 
yP (x,O) = 1, 
y(x, 0) = Yo, 
0(x, 0) = 1 + ef (x), 






for O s x < 1. In equation (2.15),f(x) is of order unity and represents the perturbation shape 
which is selected to be consistent with the boundary condition (2.11 ). Furthermore, a vanishing 
E corresponds to an initial homogeneous state. 
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Analyses of shear flow localization have always suffered from the lack of a consistent, 
physically reasonable characterization of localization. Fundamental understanding of the nec-
essary and sufficient conditions for shear strain localization requires quantitative parametric 
studies involving a variety of materials and loading conditions. Early studies of dynamic shear 
band formation have used the classical linear stability theory in which localization initiation 
was tied to the growth of perturbations superposed on a homogeneous state ( e.g. Clifton 
(1979), Bai (1981)). Clifton et al (1984) used a so-called "localization norm" for purposes of 
quantitative comparisons of parametric numerical simulations. Shawki and Clifton (1989) 
introduced the "localization damage parameter" for similar reasons. All of the foregoing char-
acterizations lack the ability to rigorously characterize the evolution of shear localization dur-
ing the complete deformation history. Recently, Shawki (1993a,b) has introduced an "energy-
based criterion" for the characterization of shear flow localization. In the present work, we 
take advantage of this characterization which provides consistent means for the analysis of 
shear band formation. 
In order to illustrate the main concepts underlying the energy criterion, we review the classical 
mechanical energy balance by first differentiating the the total kinetic energy of the system 
1 
K(t) = ½ L ev2(x,t)dx, t .: 0. (3.1) 
to obtain (with the aid of equation (2.1)) 
1 
k(t) = L v(x, t) ~~ dx, t .: 0 . (3.2) 
Integration with respect to x provides the desired expression 
[a(l, t)v(l, t) - a(O, t)v(O, t)] = K(t) + D(t), t > 0, (3.3) 
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where 
1 
D(t) = f. a(x, t)r(x, t)dx, (3.4) 
is the total stress power. Noting that the total strain rate is the sum of the elastic strain rate and 
plastic strain rate, we can rewrite the above equation as 
(3.5) 
in which the first term represents the rate of change of the elastic strain energy and the. second 
term represents the plastic dissipation. Corresponding to a positive stress rate, the elastic 
strain energy rate is positive and thus is being stored in the body. However, corresponding to a 
negative stress rate, the stored elastic strain energy is released. Most of the plastic dissipation 
appears as thermal energy while the rest is stored as the latent energy in the body. This latent 
energy is released during recrystallization. 
It is worth noting that (3.3) is valid for arbitrary boundary conditions. However, we restrict 
our attention to the boundary-value problem corresponding to the velocity boundary condi-
tions (2.10) for which equation (3.3) reduces to 
a(l, t) = K(t) + D(t), t 2:=: 0, (3.6) 
Equations (3.3) and (3.6) have the well - known interpretation that the work input at the 
boundaries per unit time and per unit area is equal to the sum of the rate of change of the total 
kinetic energy of the system per unit area and the stress power. Here, it is useful to note that for 
homogeneous deformations of the considered problem, one can write 
1 
K(t) = ½ f. (!i'-dx = i, K(t) = 0, t > 0, (3.7) 
where a superposed "bar" denotes quantities evaluated at the homogeneous solution. Equa-
tion (3. 7) indicates that, for homogeneous deformations, all the input power is directed to dis-
sipation power while the total system kinetic energy remains constant. Further, when the slope of 
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the stress-strain cuive is negative, the stored elastic strain energy is released as dissipation. 
However, for inhomogeneous deformations, the system kinetic energy is no longer a constant 
and a proportion of the input power is used to either increase or decrease this energy. In either 
case, localization is possible as our late-time numerical results will show. Whether the total 
kinetic energy increases or decreases depends on the location of the perturbation. This 
obseivation can be explained by considering a perturbation shape function of the form 
(3.8) 
whereH(x) is the Heaviside step function. Further, suppose thatf(x) has a maximum atxm. 
Subject to favorable conditions, a shear band forms at Xm. The two portions of the infinite plate 
homogeneous deformation 
v(x, t) = 1 
localized deformation 
v(x, t) = 1 
Figure 3.1 - Perturbation position and system kinetic energy. 
above and below the band behave essentially as rigid bodies. Therefore, the portion above the 
shear band moves rigidly ( except for very small elastic deformation) with the imposed bound-
ary velocity at x = l as shown in Figure 3.1. Similarly, since the plate is fixed at x = 0, the 
portion below the shear band comes to rest (ignoring the small elastic effects). Assuming that 
the formed band evolves to a negligibly small thickness, an estimate for the total kinetic energy 
threshold can be obtained as 
1 
Ku= ½f (! (1 2)dx = %(1 - Xm) 
Xm 
(3.9) 
Figure 3.2 illustrates that if Xm is greater than 2/3, the threshold Ku is less than the homoge-
neous level Q / 6 which is also the initial total kinetic energy. Thus, in this case, part of the initial 
total kinetic energy goes into dissipation by the time complete localization has occurred. On 
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the other hand, if Xm is less than 2/31, the threshold Ku is greater than the homogeneous level 
e / 6. In this case, part of the input work goes into raising the kinetic energy of the body by the 
time complete localization has occurred. We further note that most of this rise (fall) in kinetic 









0.0 0.2 0.4 0.6 0.8 1.0 
Perturbation position Xm 
Figure 3.2 - Kinetic energy bounds and perturbation position. 
since most of the deformation takes place in the narrow shear band, the contribution of this 
energy transfer to the total kinetic energy K(t) is small. Thus, after the complete formation of 
the shear band, the rate of change of K(t) remains very small. Therefore, for a centered initial 
perturbation at Xm = 1/2, the total kinetic energy K(t) is expected to increase from an initial 
homogeneous state value e/6 to a final failure value of e/4. Fully nonlinear numerical solu-
tions confirm the foregoing expectation and illustrate that the kinetic energy evolution profile 
exhibits a characteristic inflection point during its approach to the failure threshold. The results 
in the next section will show the connection between the aforementioned inflection point and 
the sharp drop in the stress field. 
1. It is interesting to observe that the position Xr,i=2/3 corresponds to the centroidal distance of the homoge-
neous velocity profile from the fixed end of the infinite strip .. 
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4. Shear Band Formation in a Cold Rolled Steel 
In this section, we obtain numerical solutions for the fully nonlinear system of governing 
equations while using the power-law material description; i.e. 
(4.1) 
where all the quantities are assumed to be in non-dimensional form. The expo nets Y, m and 
n are referred to as the thermal softening exponent, the strain rate hardening exponent and the 
strain hardening exponent, respectively. We utilize an explicit, forward finite difference 
scheme for the numerical integration of the governing equations. This scheme takes full 
account of elastic and heat conduction effects and is further discussed by Shawki and Clifton 
(1989) where it is referred to as the "hyperbolic scheme". A classical Von Neumann stability 
analysis renders the necessary stability requirement 
L1 t < min{Llx 1.} 
Llx - 2r0 ' Ct 
(4.2) 
where ct is the elastic shear wave speed of the material. The material properties are given in the 
article by Shawki and Clifton (1989). Numerical values for the exponents v, m and n, for a 
CRS-1018 steel, are taken to be -0.38, 0.019 and 0.015, respectively. The applied strain rate 
is taken to be 1600/sec while the initial temperature profile is chosen as 
0(x,0) = . {
1 + e cos[fd(0. 5 - x)], for 0. 5 - d :::; x :::; 0. 5 +d 
l, otherwise 
(4.3) 
The amplitude of the initial temperature perturbation, e is taken to be 0.02 while dis taken to 
be 0.05. Selected Numerical results are presented in Fig. 4.1 and Fig. 4.2. The stress profile in 
Fig. 4.1 is obtained at x = l, while the total kinetic energy along with its temporal derivatives 
are plotted against time and normalized by the density (!. 
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As evidenced by the evolution in Fig. 4.1, the flow stress beginsto drop sharply atthe time when 







































Fig. 4.1. Evolution of stress atx = 1, the total kinetic energy and its first and second time 
derivatives as functions of time 
K(t) profile. Here, we will refer to this time as tcr• Hence, for the considered deformation, tcris 
approximately 0.55 and the critical nominal strain is 0.56. It is important to observe that the 
computed total kinetic energy evolves from the initial value of e /6 to the analytically-pre-
dicted threshold of e / 4. Figure 4.2 presents the associated spatial distributions for the plastic 
strain, plastic strain rate, velocity and temperature for six different, equally spaced, plotting 
times. The last curve in each of the plots corresponds to the time at which K(t) becomes zero i.e. 
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K(t) reaches a maximum. This time is denoted by ts- In the present calculations, ts is the time 
corresponding to the fifth plotted spatial profile which is about 0.03 less than tcr. Examination 
of Fig. 4.2 indicates that during the interval [ t 5- ts], there is a sharp rise in strain rate, strain and 















Fig. 4.2. Field variables as functions of position at different times 
Lit = 0. 101 and maxt = tcr 
r 
o.ao 1.00 
velocity profile quickly approaches the critical profile corresponding to the limiting case of two 
rigid material blocks in relative sliding motion about the shear band position. The temporal 
evolution of the strain rate, strain and temperature at x. = 0.5 are provided in Fig. 4.3. It is 
evident that, as tcris approached, the plastic strain rate y, plastic strain yP and temperature 0 
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increase quite rapidly. The increase off' continues till a time tstb (late stabilization time) is 
reached after which it starts decreasing. For the present case,tstb is almost the same as ts- For 
150.00 15.00 
f'<½, t) 









0.000.00 o.eo 0.80 0.00 0.00 o.eo 0.80 
t t 
Fig. 4.3. Variation of the plastic strain rate, plastic strain and the temperature 
· at the centre of the band as a function of time 
Kolsky bar type tests, it is reasonable to assume that ts = t stb· This late-time stabilization be-
havior is believed to be caused by local heat conduction from the localized region to the outer 
regions. At this point, it is important to note that the foregoing stabilization behavior is not 
observed in experiments since in a real material, once localization begins to take place, voids 
form, see Weerasuriya et al. (1992), which tend to soften the material. This void-induced soft-
ening fosters further formation of new voids and the growth of the existing voids which then 
coalesce to form cracks, ultimately leading to catastrophic failure. In this work, we refer to the 
deformation past tstb as the post-localization deformation. 
Figure 4.4 shows the evolution of spatial displacement profiles. Initially, the deformation 
is homogeneous and becomes more and more inhomogeneous as time grows. An interesting 
observation is that the deformation is nearly homogeneous away from the central localized re-
gion for all times. When the band forms, most of the deformation takes place in the localized 
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Fig. 4.4. Displacement profile for six different times 
Lit = 0 . 101 and maxt = tstb 
1.0 
In view of the behavior illustrated in figure 4.4, the shear band width w is taken to be the 
width of the region enclosed by the dashed lines. The displacement profile at t stb is of constant 
slope on either side of the localized region. The bandwidth is taken to be twice the distance 
between x = 1/2 and Xw- We note that the foregoing bandwidth definition is not rigorous and 
can yield different results depending on how the lines are drawn. However, for the purposes of 
the present work, this definition is sufficient and is used throughout the present work. We con-
sider the displacement profile at tstb for the bandwidth calculations, since the localized region 
is at its narrowest at this time. Further deformation beyond this time only widens the localized 
region. 
An alternative estimate for the bandwidth can be obtained by assuming that elastic effects are 
negligible and that the plastic strain rate vanishes outside the band while varying as a linear 
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function ofx inside the band. Let? denote a new spatial variable with the origin at the centre of 
the band and let w denote the band width. Hence, we can write 
v(; = w/2) = 1, v(; = 0) = 0. 5 and v(; = - w/2) = 0 (4.4) 
and 
y(~ = 0) = Yrnax' y(~ = ± w/2) = 0. (4.5) 
The kinematic compatibility equation in the absence of elasticity becomes 
i1 = r · (4.6) 
Integration with respect to ; while using the above boundary conditions renders the following 
estimate for the shear band width: 
(4.7) 
according to which the shear band width is inversely proportional to the maximum plastic 
strain rate at the centre of the band. It also shows that in the limit of the plastic strain rate going 
to infinity, the bandwidth goes to zero. This estimate is based on ad hoc assumptions and hence 
must be used with caution and for quantitative comparisons only. In fact, substituting the value 
of maximum strain rate from Fig. 4.3 in equation ( 4. 7), we obtain a band width of 0.016 which is 
about 6 times smaller than that shown in Fig. 4.4. A similar estimate using an entirely different 
approach has been obtained recently by Wright (1992). 
5. Characterization of the localization history 
Based on the foregoing discussion, it appears that that total kinetic energy offers a consis-
tent framework for analyses of shear flow localization in dynamicviscoplasticity. The evolution 
of the total kinetic energy towards a threshold level passing by a distinct inflection point was 
shown to correspond to distinct stages of localization evolution. Here, we present a number of 
formal definitions. 
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Definition 1. Critical time for the onset of localization, tc,: 
The critical time for the onset of localization is the time at which the kinetic energy 
evolution profile passes through an inflection point (or K(t) reaches an extremum) for 
deformations in which the stress- strain curve maintains a negative slope. 
Definition 2. The sliding time, ts: 
The sliding time is that at which the total kinetic energy reaches its threshold level ( or 
the rate K(t) drops to zero) . 
Definition 3. The stabilization time, tsrb: 
The stabilization time is that at which the plastic strain rate, in the band, reaches a maxi-
mum (beyond which it begins to decrease) . 
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6. Convergence characteristics of the computational scheme 
Numerical resolution of the evolving shear bands in thermally-sensitive, viscoplastic 
materials is a challenging computational endeavor. Dynamic shear band formation involves 
the evolution of an inhomogeneous deformation field in which plastic flow localizes in narrow 
spatial bands. Subject to a set of favorable conditions, the bands continue to narrow while the 
remainder of the body starts to unload elastically. The presence of dissipative mechanisms 
such as material viscosity and/or heat conduction renders a set of governing equations that pos-
sesses smooth solutions throughout the deformation history. Furthermore, such dissipative 
mechanisms give rise to physically-based length scales. In addition, elastic effects are respon-
sible for the hyperbolic nature of the governing equations which may dictate the numerical 
response of various numerical approximations. Hence, it is evident that modeling assumptions 
regarding material rate sensitivity, heat conduction and elasticity have a significant impact on 
the behavior of the associated numerical algorithms. 
A proposed numerical scheme for the integration of the coupled, nonlinear system of 
equations must be shown to converge. The lack of exact nonlinear solutions makes it rather 
difficult to examine the performance of numerical approximations. In fact, there seems to be 
no framework for the proper selection of mesh resolution, temporal increments and the final 
time at which a computation is thought to be completed. This difficulty explains the wide scat-
ter in conclusions based on numerical approximations of shear band formation in the litera-
ture. In particular, parametric studies of shear flow localization often push numerical schemes 
to their convergence limits which results in some incorrect results. 
In this section, we extend the understanding of the mechanics of shear band formation 
gained through the energy-based framework to the numerical methods themselves. The 
theoretically-predicted evolution of the system kinetic energy towards a final failure thresh-
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old can be used as a guideline for the assessment of numerical convergence. This very feature 
resolves the difficulty regarding the decision of completion times for numerical runs. 
6. 1 Stability criterion 
This section illustrates some details related to the numerical algorithm along with a discus-
sion of its convergence behavior. Figure 6.1 illustrates, schematically, the numerical grid and 







/ j-1 j j+l 
--- X 
h =Llx 
Figure 6.1 - The computational grid. 
The finite difference scheme used for interior mesh points is given by 
n+l _ n + k ( n ,.,n ) 
vj - vj '2.eh aj+l - uj - l (6.1) 
alJ+l = a'! +µk {vlJ+l -vlJ+l)- (µk)"''! 
J J 2h J + 1 J - 1 'Y J , (6.2) 
elJ+l = 01! + rok (en 0 ) +1 J J h2 j+l - 2 i + 0J-1 + (r1k) aJ if>j (6.3) 
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A.1'.'+1 = A.(of+l 01'.'+1 y1'.') 'f'J 'f' J , J , J , 
Yi:i+ 1 = yl'.' + 1,,1.J'.'+ 1 J J ""'l'J • 
(6.4) 
(6.5) 
The amplification matrix associated with equations (6.1) through (6.3) is obtained by taking a 
discrete Fourier transform of the equations. This matrix is given by 
1 i(:h) sin(;) 0 
S(h,k,;) = i(µ;) sin(;) 1 - A 2 sin2(;) 0 . (6.6) 
e~k~') i h 1 sin(;) (r1ktjJJ) [1 - A.2 sin2(;)] 1 - ( 4~~k) sin2(U2) 
where A = csk/ h, Cs = µ / e is the elastic shear wave speed. Furthermore, ~ = wh where w 
is the frequency of the Fourier transform. 
Figure 6.2 - Behavior of the eigenvalues of the amplification matrix. 
The restriction that the modulus of all eigenvalues of the above matrix must be less than 
unity for all frequencies gives the necessary Von-Neumann stability constraints. Here, we 
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neglect heat conduction in the calculation of eigenvalues which renders a unit eigenvalue as 
well as the following two eigenvalues: 
(6.7) 
Figure 6.2 illustrates the behavior of the eigenvalue corresponding to the minus sign in equa-
tion (6.7) for a spectrum of A and~- The other eigenvalue remains less than unity for all fre-
quencies and choices of A. Hence, it is evident that the considered scheme must satisfy the 
modified CFL stability condition provided by 
k < 2h 
- Cs. (6.8) 
The above condition relaxes the familiar CFL condition, ). < 1 , due to the usage of updated 
values in successive difference equations during numerical integration. If heat conduction 
effects are retained in the foregoing analysis, the necessary stability requirements become 
-0.5 0.5 
). = 0 
J.=0.2 
l = 0 .4 
l = 0. 6 
l = 0. 8 
l = 1. O 
l = I. 2 
1 
Figure 6.3 - Dissipation error of the used finite difference scheme 
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For structural engineering materials, the shear wave speed is sufficiently large so that the 
numerical stability is governed by the second term in the above inequality. Hence, the time step 
used in our computations which is required to ensure numerical stability, for a given spatial 
resolution, can be expressed as 
k = p 7:~' p < I. (6.10) 
The dissipation error introduced by the numerical scheme can be examined through the 
modulus of the eigenvalues given by equation (6.7). Figure 6.3 represents a polar plot of the 
modulus of the eigenvalue as a function of the frequency;. Values of p that are close to unity 
result in significant numerical diffusion. In fact, the proper selection ofp appears to be funda-
mental to the overall scheme convergence. However, in view of the lack of knowledge of the 
exact solution, the notion of convergence seems to be elusive. The energy criterion for dynamic 
shear flow localization, discussed earlier, provides a consistent framework for the assessment 
of numerical convergence. Hence, a numerical experiment is viewed as being convergent to 
the exact solution if: (1) the computation can be carried out until the kinetic energy reaches the 
appropriate threshold level which is known a priori and (2) the mesh resolution is sufficient to 
resolve the shear band characteristic thickness (which is attributed to heat conduction). Typi-
cally,p is taken to be 0.1 and in some extreme cases it was necessary to use values of p that are as 
small as 0.01. Here, we note that larger applied strain rates allow for using larger time steps. 
Further, if the diffusion number is large (which is the case when the applied strain rate is very 
small), then the time step is governed by the diffusion number. In this case, in general, since 
diffusion is a stabilizing phenomenon, large spatial and time steps can be taken. 
6. 2 Convergence dependence on grid resolution (Accuracy) 
A parametric numerical investigation is carried out using different mesh resolutions with 
the data corresponding to a cold-rolled steel ( see section 4 ). Figure 6.4 shows the strain rate at 
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the center of the band plotted against time for various values of N x, where N xis the total num-
ber of equally- spaced spatial nodes. Clearly, there is a marked difference between the strain 
rate obtained using 101 nodes and the strain rate obtained using 401 nodes or higher. The max-
imum strain rate obtained using 101 points is about three times less than the maximum strain 
rate obtained using 401 or higher number of points. Furthermore, the band strain rate evolu-
tion appears to become independent of mesh resolution when using a number of nodes higher 
than 401. While the strain rate using 101 nodes seems to reach a plateau once localization takes 
place, the strain rate using 401 nodes, or higher, reaches a maximum that is followed by a rapid 
drop. At this point, it is important to state that the numerical strain rate evolution is fairly inde-
pendent of mesh resolution during the localization history prior to severe localization (i.e. for 
f :5 fer ) . Hence, it appears that sufficient care must be exercised when resolving the structure 
of shear bands during the severe localization regime. 
150.0 
Nx = 401 
Nx = 601 
100.0 
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0.0 0.2 0.4 
time 
0.6 0.8 
Fig. 6.4 - Evolution of the band plastic strain rate for different grid resolutions. 
Recently, Wright and Walter (1987) used a total number of 101 grid points and observed 
that the strain rate reaches a plateau and ceases to be a function of time (see Figure 6.4). Moti-
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vated by this observation, Wright ( 1992) presented a model for the prediction of the shear band 
width and post- localization behavior. The plateau of the strain rate is attributed, in our com-
putations, to the lack of sufficient mesh resolution and/or numerical stability during severe 
localization (i.e. the insufficiency of the Von-Neumann stability constraint). 
1.00 




Fig. 6.5 - Evolution of the band stress for different grid resolutions. 
Figure 6.5 shows the stress evolution, at the center of the band, corresponding to different 
mesh resolutions. It is evident that the computed flow stress is weakly sensitive to mesh resolu-
tion throughout the complete localization history. On the other hand, the band strain exhibits 
the same strong sensitivity to mesh resolution shown by the strain rate, as evidenced by the 
results in Figure 6.6. Figure 6. 7 reflects the temperature dependence on mesh resolution. 
Once more, it appears that using a mesh resolution corresponding to 400 nodes ( or greater) 
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Fig. 6.7 - Evolution of the band temperature for different grid resolutions. 
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In view of the foregoing results, we use a uniform spatial grid composed of 400 increments 
throughout this work. The independence of computed results with respect to mesh resolution 
in the pre-localization regime indicates that higher resolutions are only needed during the 
post-localization regime. Therefore, a scheme which continually sets the resolution in accor-
dance with the evolution of localization appears to be worthy of merit. 
6. 3 Convergence dependence on temporal resolution (Stability) 
In addition to numerical accuracy, the numerical stability must be ensured in order to 
qualify numerical convergence. The necessary stability requirement given by equation ( 6.9) is 
not sufficient for numerical stability. Hence, we implement the modified condition (6.10) 
where the factor p is determined based on the behavior of the computed total kinetic energy. 
More specifically, we accept a value of p if it leads to a computed result in which the kinetic 
energy evolves to its analytically-predicted threshold level. We will refer to such value of p as 
Pconv • In general, ifp is taken to be larger than Pconv , the computed solution can show non-
physical oscillations once localization begins to take place. 
Figures 6.8 and 6.9 illustrate this issue by considering a numerical experiment for a high 
inertia number while all other data remain unchanged. Figure 6.8 shows the evolution of the 
strain rate in two computations using different proportions of the necessary time step while 
Figure 6.9 shows the kinetic energy evolution for the same computations. The computation 
corresponding to the factor p =0.02 renders a strain rate which rises smoothly up to a time near 
1. 75 which then drops sharply. In the absence of a framework for the characterization of local-
ization and numerical convergence, one might conclude - incorrectly - that a shear band 
forms at that time. Moreover, an effort may be directed to rationalize the observed strain rate 
drop. However, in view of our current energy framework for localization, we repeat the com-
putation with the smaller factor p =0.005. As illustrated in Figures 6.8 and 6.9, the smaller time 
step allows for the scheme convergence to the theoretically-predicted kinetic energy thresh-
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old of 0.25 (fora central band). In this case, the computation can be continued further into the 
late stages of localization until failure by separation is achieved. 
80.0 ....------------------------, 
e0 = 1. o 
1.0 2.0 
time 
Fig. 6.8 - Evolution of the band strain rate for two different time steps and a fixed spatial step. 
It is important to note that the convergence factor Pconv is not known a priori. Hence, it is often 
necessary to run a computation more than once to establish numerical convergence. 
0.28 0.28 
p = 0. 02 p = 0. 005 
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Fig. 6.9 - Total kinetic energy evolution for two different time steps 
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7. Discussion 
A general framework for the characterization of shear flow localization in dynamic 
deformations of rate-dependent, thermally-sensitive, elastic-plastic solids is developed. 
This framework recognizes the total kinetic energy of the deforming body as a single, scalar 
evolutionary parameter that is capable of characterizing the complete localization history. The 
selection of the kinetic energy was first suggested by the linear stability analysis, see Shawki 
(1988, 1993a,b ), and later confirmed through the computational experiments conducted by 
Shawki, Sherif and Cherukuri (1992). Section 3 illustrates that the total kinetic energy 
associated with the homogeneous simple shear solution is stationary. Hence, an inhomoge-
neous deformation results in non-stationary values of the kinetic energy. We also established 
the total kinetic energy threshold associated with failure by separation due to the evolution of a 
single shear band. Computations of shear flow localization in a typical structural steel, see Fig. 
4.1, illustrate the characteristic behavior of the total kinetic energy throughout the entire local-
ization history. Such late-time resolution of shear band evolution was not possible in earlier 
investigations due to the lack of a framework for the characterization of localization severity. 
Early computations of shear band formation were often carried to times that are much earlier 
than the critical time. The early termination of such computations was caused by either numer-
ical convergence failure or by a "judgement call" that severe localization has already taken 
place. Hence, it appears that the present energy-based framework provides means by which 
the localization history can be precisely defined. 
Section 6 presents a complete convergence analysis of the used finite difference scheme. 
This analysis is provided to illustrate the delicate nature of numerical convergence in problems 
involving material instability. Figure 6.4 illustrates clearly the effect of mesh resolution on con-
clusions pertaining to the late-time solution behavior. It is important to note, however, that 
the appropriate mesh resolution is problem-dependent and the results presented here apply 
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strictly to the numerical values used for various parameters. As illustrated in Fig. 6.4, the effect 
of mesh resolution is most pronounced for the plastic strain rate at late times. Section 6.3 elab-
orates on the issue of scheme stability by accounting for the insufficiency of the classical Von -
Neumann stability constraints. Figure 6.8 provides a typical example of numerical failure, 
whenp = 0.02, which is typical of some earlier studies of shear localization. It is important to 
observe that the failure of the numerical scheme corresponding top = 0.02, in Fig. 6.8, takes 
place with no warning. That is, it is not possible to judge the computed solution as being unsta-
ble in the absence of behavior guidelines. Guided by the knowledge of the kinetic energy 
threshold, we carried out the computations further by using more conservative (smaller) val-
ues of the factor p. Numerical convergence was evidenced by the attainment of the kinetic 
energy threshold for a value of p which is equal to 0.005. 
The current energy-based framework has been implemented towards extensive com-
putational, parametric studies of the effects of the inertia number, diffusion number, dissipa-
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