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Abstract—This paper revisits the ordered statistic decoder
(OSD) and provides a comprehensive analyses of OSD de-
coding by characterizing the statistical properties, evolution
and the distribution of the Hamming distance and weighted
Hamming distance from codeword estimation to the received
signals in the reprocessing stages of the OSD decoder. We
prove that both the distributions of Hamming distance and
weighted Hamming distance can be characterized as Gaussian
mixture models capturing the decoding error probability and
code weight enumerator. Simulation and numerical results show
that the distance distributions can be accurately described by
our proposed statistical approaches. Based on these distributions,
several decoding techniques, including sufficient and necessary
conditions, are proposed for reducing the decoding complex-
ity and their decoding error performance and complexity are
accordingly analyzed. Simulation results for decoding various
eBCH codes demonstrate that proposed decoding techniques can
significantly reduce the decoding complexity with a negligible loss
in the decoding error performance.
Index Terms—Gaussian mixture, Hamming distance, Linear
block code, Ordered statistics decoding, Soft decoding
I. INTRODUCTION
S INCE 1948, when Shannon introduced the notion ofchannel capacity [1], researchers have been looking for
powerful channel codes that can approach this limit. Low
density parity check (LDPC) and Turbo codes have been
shown to perform very closely to the Shannon’s limit at large
block lengths and have been widely applied in the 3rd and 4th
generations of mobile standards [2]. The polar code proposed
by Arikan in 2008 [3] has attracted much attention in the last
decade and has been chosen as the standard coding scheme for
the 5G eMBB (enhanced Mobile Broadband) control channels
and the physical broadcast channel. Polar codes take advantage
of a simple successive cancellation decoder, which is optimal
for asymptotically large code block lengths [4].
Short code design and the related decoding algorithms
have rekindled a great deal of interest among industry and
academia recently [5], [6]. This interest was triggered by
the stringent requirements of the new ultra-reliable and low-
latency communications (URLLC) service for mission critical
IoT (Internet of Things) services, including the hundred-of-
microsecond time-to-transmit latency, block error rates of
10−5, and the bit-level granularity of the codeword size and
code rate. These requirements for ultra-low latency mandate
the use of short block-length codes; therefore, conventionally
moderate/long codes may not be suitable [4].
Several candidate channel codes such as LDPC, polar, tail-
biting convolutional code (TB-CC), and turbo codes, have
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been considered for URLLC data channels [4]. While some
of these codes perform closely to the Shannon’s limit at
asymptotically large block lengths, they usually suffer from
performance degradation if the code length is short, e.g. turbo
codes with iterative decoding in short and moderate block
lengths show a gap of more than 1 dB to the finite-length
performance benchmark [2]. TB-CC can eliminate the rate
loss of conventional convolutional codes due to the zero tail
termination, but its decoding process is more complex than
that of conventional codes [4]. Although LDPC have already
been selected for enhanced mobile broadband (eMBB) data
channels in 5G, recent investigations showed that there exist
error floors for LDPC codes constructed using the base graph
at high signal-to-noise ratios [4], [5] at moderate and short
block lengths; hardly satisfying ultra-reliability requirements.
Polar codes outperform LDPC codes with no error floor at
short block lengths, but for short codes, it falls short of the
finite block length capacity bound [4], [7].
Short Bose-Chaudhuri-Hocquenghem (BCH) codes have
gained interest of the research community recently [4], [5],
[8]–[10], as they closely approach the finite length bound. As
a class of powerful cyclic codes that are constructed using
polynomials over finite fields [2], BCH codes have large
minimum distances achieving the optimal performance, but its
maximum likelihood decoding is highly complex, introducing
a significant delay at the receiver processing.
The ordered statistic decoder was proposed in 1995, as an
approximation of the maximum likelihood (ML) decoder for
linear block codes [11] to reduce the decoding complexity. For
a linear block code C(n, k), with minimum distance dH, it has
been proven that an OSD with the order of m = ddH/4− 1e
is asymptotically optimum approaching the same performance
as ML decoding [11]. However, the decoding complexity of
an order-m OSD can be as high as O(km) [11]. To meet the
latency demands of the URLLC, OSD is being considered as
a suitable decoding method any short block length BCH codes
[8], [10], [12], [13]. However, to make the OSD suitable for
practical URLLC applications, the complexity issue needs to
be addressed.
In OSD, the bit-wise log-likelihood ratios (LLRs) of the
received signals are sorted in a descending order, and the order
of the received symbols and the columns of the generator
matrix are permuted accordingly. Gaussian elimination over
the permuted generator matrix is performed to transform it to
a systematic form. Then, the first k positions, referred to as
the most reliable basis (MRB), will be XORed with a set of
the test error patterns (TEP) with the Hamming weight up to
a certain degree, referred to as the decoding order, and re-
encoded by the permuted generator matrix to generate valid
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2candidate codewords. This is referred to as re-processing and
will continue until all the TEPs with the Hamming weights
up to the decoding order are generated and the codeword with
the minimum distance from the received signal is selected as
the decoding output.
Most of the previous work has focused on improving
OSD and some significant progress has been achieved. Some
published papers considered the information outside of the
MRB positions to either improve the error performance or
reduce complexity [8], [12], [14]–[17]. The approach of
decoding using different biased LLR values was proposed
in [14] to refine the error performance of low-order OSD
algorithms. This decoding approach performs reprocessing for
several iterations with different biases over LLR within MRB
positions and achieves a better decoding error performance
than the original low-order OSD. However, extra decoding
complexity is introduced through the iterative process. Skip-
ping and stopping rules were introduced in [15] and [16] to
prevent unpromising candidates, which are unlikely to be the
correct output. The decoder in [15] utilizes two preprocessing
rules and a multibasis scheme to achieve the same error rate
performance as an order-(w+2) OSD, but with the complexity
of an order-w OSD. This algorithm decomposes a TEP by a
sub-TEP and a unit vector, and much additional complexity is
introduced in processing sub-TEPs. Authors in [16] proposed a
skipping rule based on the likelihood of the current candidate,
which significantly reduces the complexity. An order statistics
based list decoding proposed in [12] cuts the MRB to several
partitions and performs independent OSD over each of them to
reduce the complexity, but it overlooks candidates generated
across partitions and suffers a considerable error performance
degradation. A fast OSD algorithm which combines the stop-
ping rules from [16] and sufficient conditions from [17]
was proposed in [8], which can reduce the complexity from
O(km) to O(km−2) at high signal-to-noise ratios (SNRs). The
latest improvement of OSD is the Segmentation-Discarding
Decoding (SDD) proposed in [10], where a segmentation
technique is used to reduce the frequency of checking the
sufficient condition and a group of candidates can be discarded
with one condition check satisfied. Some papers also utilized
the information outside MRB to obtain further refinement
[18], [19]. The Box-and-Match algorithm (BMA) approach
can significantly reduce the decoding complexity by using the
“match” procedure [18], which defines a control band (CB)
and identifies each TEP based on CB, and the searching and
matching of candidates are implemented by memory spaces
called “boxes”. However, the BMA introduces a considerable
amount of extra computations in the “match” procedure and
it is not convenient to implement. The iterative information
set reduction (IISR) technique was proposed in [19] to reduce
the complexity of OSD. IISR applies a permutation over the
positions around the boundary of MRB and generates a new
MRB after each reprocessing. This technique can reduce the
complexity with a slight degradation of the error performance
and has the potential to be combined with other techniques
mentioned above.
Many of the above approaches utilize the distance from the
codeword estimations to the received signals, either Hamming
or weighted Hamming distance, to design their techniques. For
example, there is a distance-based optimal condition designed
in the Box-and-Match algorithm [18], where the reprocessing
rule is designed based on the distance between sub-TEPs and
received signals in [15], and skipping and stopping rules intro-
duced in [15] and [16] are also designed based on the distance,
etc. Despite the improvements in decoding complexity, these
algorithms lack a rigorous analyses of error the performance
and complexity. Till now, it is still unclear how the Hamming
distance or the weighted Hamming distance evolve during
the reprocessing stage of the OSD algorithm. Although some
attempts were made to analyze the error performance of the
OSD algorithm and its alternatives [11], [13], [20], [21], the
Hamming distance and weighted Hamming distance were left
unattended. If the evolution of the Hamming distance and
weighted Hamming distance in the reprocessing stage known,
more insights of how those decoding approaches improve the
decoding performance could be obtained. Furthermore, those
decoding conditions can be designed in an optimal manner
and performance and complexity analyses can be drawn upon
the conditions.
In this paper, we revisit the OSD algorithm and investigate
the statistical distribution of both Hamming distance and
weight Hamming distance between codeword estimations and
received signals in the reprocessing stage of OSD. With
the knowledge of the distance distribution, several decoding
techniques are proposed and their complexity and error per-
formance are analyzed. The main contributions of this work
are summarized below.
• We derive the distribution of the Hamming distance in
the 0-reprocessing of OSD and extend the result to any
order i-reprocessing by considering the ordered discrete
statistics. We verify that the distribution of the Hamming
distance can be described by a mixed model of two
random variables representing the number of errors and
the code weight enumerator, respectively, and the weight
of the mixture is determined by the channel condition in
terms of signal-to-noise ratios. Simulation and numerical
results show that the proposed statistical approach can
describe the distribution of Hamming distance of any
order reprocessing accurately. In addition, the normal
approximation of the Hamming distance distribution is
derived.
• We derive the distribution of the weighted Hamming
distance in the 0-reprocessing of OSD and extended
the result to any order i-reprocessing by considering
the ordered continuous statistics. It is shown that the
weighted Hamming distribution is also a mixture of two
different distributions, determined by the error probability
of the ordered sequence and the code weight enumerator,
respectively. The exact expression of the weighted Ham-
ming distribution is difficult to calculate numerically due
to a large number of integrals, thus a normal approxi-
mation of the weighted Hamming distance distribution is
introduced. Numerical and simulation results verify the
tightness of the approximation.
• Based on the distance distributions, we propose several
3decoding techniques. Based on the Hamming distance,
a hard Individual stopping rule (HISR), a hard group
stopping rule (HGSR), and a hard discarding rule (HDR)
are proposed and analyzed. It can be indicated that in
OSD, the Hamming distance can also be a good metric
of the decoding quality. Simulation results show that with
the proposed hard rules, the decoding complexity can
be reduced with a slight error performance degradation.
Based on the weighted Hamming distance distribution,
soft decoding techniques, namely the soft Individual stop-
ping rule (SISR), the soft group stopping rule (SGSR),
and the soft discarding rule (SDR) are proposed and
analyzed as well. Compared with hard rules, these soft
rules are more accurate to identify promising candidates
and determine when to terminate the decoding with
some additional complexity. For different performance-
complexity trade-off requirements, the above decoding
techniques (hard rules and soft rules) can be implemented
with a suitable parameter selection.
The rest of this paper is organized as follows. Section II
describes the preliminaries of OSD. In Section III, statistical
approaches are introduced for analyzing ordered sequences in
OSD. The Hamming distance and weighted Hamming distance
distributions are introduced in Sections IV and V, respectively.
Then, the hard and soft decoding techniques are proposed and
analyzed in Section VI and VII, respectively. Finally, Section
VIII concludes the paper.
Notation: In this paper, we use an uppercase letter, e.g. X , to
represent a random variable and [X]ji to denote a sequence of
random variables, i.e. [X]ji = [Xi, Xi+1, . . . , Xj ]. Lowercase
letters like x are used to indicate the values of scalar variables
or the sample of random variables, e.g. x is the observation
sample of random variable X . The mean and variance of a
random variable X is denoted by E[X] and σ2X , respectively.
Unless otherwise stated, the probability density function (pdf)
and cumulative distribution function (cdf) of a continuous
random variable X are denoted by fX(x) and FX(x), respec-
tively, and the probability mass function (pmf) of a discrete
random variable Y is denoted by pY (y) := Pr(Y = y), where
Pr(·) is the probability of an event. We use a bold letter, e.g.
A, to represent a matrix, and a lowercase bold letter, e.g. a,
to denote a row vector, i.e. a = [a]ji = [ai, ai+1, . . . , aj ].
We use superscript T to denote the transposition of a matrix
or vector, e.g. AT and aT, respectively. Furthermore, we
use a calligraphic uppercase letter to denote a probability
distribution, e.g. binomial distribution B(n, p) and Normal
distribution N (µ, σ2), or a set, e.g. A.
II. PRELIMINARIES
We consider a binary linear block code C(n, k) with binary
phase shift keying (BPSK) modulation over an additive white
Gaussian Noise (AWGN) channel, where k and n denote
the information block and codeword length, respectively. Let
b = [b]k1 and c = [c]
n
1 denote the information sequence
and codeword, respectively. Given the generator matrix G
of code C(n, k), the encoding operation can be described as
c = b·G. At the channel output, the received signal is given by
r = s+w, where s = [s]n1 denotes the sequence of modulated
symbols with si = (−1)ci ∈ {±1}, where w = [w]n1 is the
AWGN vector with zero mean and variance N0/2, for N0
being the single side-band noise spectrum density. The signal-
to-noise ratio (SNR) is then given by γ = 2/N0.
At the receiver, the bitwise hard decision vector y = [y]n1
can be obtained according to following rule:
yi =
{
1, for ri < 0,
0, for ri ≥ 0,
(1)
where yi is the estimation of codeword bit ci.
We consider the scaled magnitude of log-likelihood-ratio
(LLR) as the reliability corresponding to bitwise decision,
defined by αi = |ri|, where | · | is the absolute operation.
Utilizing the bit reliability, the soft-decision decoding can be
effectively conducted using the OSD algorithm [11]. In OSD,
a permutation pi1 is performed to sort the received signal r
and the corresponding columns of the generator matrix in
descending order of their reliabilities. The sorted received
signal vector is denoted by r(1) = pi1(r) and the corresponding
reliability vector and permuted generator matrix are denoted
by α(1) = pi1(α) and G(1) = pi1(G), respectively.
Next, the systematic form matrix G˜ = [Ik P˜] is obtained
by performing Gaussian elimination on G(1), where Ik is a k-
dimensional identity matrix and P˜ is the parity sub-matrix. An
additional permutation pi2 may be performed during Gaussian
elimination to ensure that the first k columns are linearly
independent. Accordingly, the received signal and reliability
and the generator matrix are sorted to r˜ = pi2(pi1(r)),
α˜ = pi2(pi1(α)), and G˜ = pi2(pi1(G)), respectively.
After the Gaussian elimination and permutations, the first
k index positions of y˜ are associated with the most reliable
basis (MRB) [11], which is denoted by y˜B = [y˜]k1 , and the
rest of positions are associated with the redundancy part. A
test error pattern (TEP) e = [e]k1 is added to y˜B to obtain one
codeword estimation by re-encoding as follows.
c˜e = (y˜B ⊕ e) G˜ =
[
y˜B ⊕ e (y˜B ⊕ e) P˜
]
, (2)
where c˜e = [c˜e]n1 is the candidate codeword with respect to
TEP e.
In the reprocessing of OSD, a number of TEPs are checked
to generate codeword candidates until a predetermined max-
imum candidate number is reached. For BPSK modulation,
finding the best ordered codeword estimation c˜opt is equiv-
alent to minimizing the weighted Hamming distance (WHD)
between c˜e and y˜, which is defined as [22]
d(W)(c˜e, y˜) ,
∑
0<i≤n
c˜e,i 6=y˜i
α˜i. (3)
Here, we also define the Hamming distance between c˜e and
y˜ as
d(H)(c˜e, y˜) , ||c˜e ⊕ y˜||, (4)
where || · || is the `1-norm. For simplicity of notations, we
denote the WHD and Hamming distance between c˜e and y˜
by d(W)e = d(W)(c˜e, y˜) and d
(H)
e = d(H)(c˜e, y˜), respectively.
Finally, the optimal estimation cˆopt corresponding to the
4initial received sequence r, is obtained by performing inverse
permutations over c˜opt, i.e. cˆopt = pi−11 (pi
−1
2 (c˜opt)).
III. ORDERED STATISTICS IN OSD
A. Distributions of Received Signals
For the simplicity of analyses and without loss of generality,
we assume an all-zero codeword from C(n, k) is transmitted.
Thus, the i-th symbol of the AWGN channel output r is given
by ri = 1 + wi, 1 ≤ i ≤ n. Channel output r is observed
by the receiver and the bit-wise reliability is then calculated
as αi = |1 + wi|, 1 ≤ i ≤ n. Let us consider the i-th
reliability as a random variable denoted by Ai, and thus the
sequence of random variables representing the reliabilities is
denoted by [A]n1 . Correspondingly after the permutations, the
random variables of ordered reliabilities α = [α˜]n1 are denoted
by [A˜]n1 . Similarly, let [R]
n
1 and [R˜]
n
1 denote the random
variable sequences of the received signals before and after
permutations, respectively. Note that [A]n1 and [R]
n
1 are two
sequences of independent and identically distributed (i.i.d.)
random variables. Thus, the pdf of Ri, 1 ≤ i ≤ n, is given
by
fR(r) =
1√
piN0
e−
(r−1)2
N0 , (5)
and the pdf of Ai, 1 ≤ i ≤ n, is given by
fA(α) =
0, if α < 0,e− (α+1)2N0√
piN0
+ e
− (α−1)
2
N0√
piN0
, if α ≥ 0.
(6)
Given the Q-function defined by Q(x) =
1√
2pi
∫∞
x
exp(−u22 )du, the cdf of Ai can be derived
as
FA(α) =
{
0, if α < 0,
1−Q( α+1√
N0/2
)−Q( α−1√
N0/2
), if α ≥ 0. (7)
By omitting the second permutation in Gaussian elimina-
tion1, the pdf of the i-th order reliability A˜i can be derived
as [23]
fA˜i(α˜i) =
n!
(i− 1)!(n− i)! (1−FA(α˜i))
i−1FA(α˜i)n−ifA(α˜i).
(8)
Similarly, the joint pdf of A˜i and A˜j , 1 ≤ i < j ≤ N , can be
derived as follows.
fA˜i,A˜j (α˜i, α˜j) =
n!
(i− 1)!(j − i− 1)!(n− j)!
×(1− FA(α˜i))i−1 (FA(α˜i)− FA(α˜j))j−i−1
×FA(α˜j)n−jfA(αi)fA(α˜j)1[0,α˜i](α˜j),
(9)
where 1X (x) = 1 if x ∈ X and 1X (x) = 0, otherwise. For
the random variable sequence [R˜]n1 of ordered received signal,
1The second permutation pi2 occurs only when the first k columns of pi1(G)
are not linearly independent.. As shown in eq. (59) of [11], the probability of
permutation pi2 occurring is very small. Also, even if pi2 occurs, the number
of operations of pi2 is much smaller than the number of operations of pi1
[11]. Therefore, we omit the pi2 in the following analyses for the simplicity.
the pdf of R˜i and the joint pdf of R˜i and R˜j , 0 ≤ i < j ≤ n,
are respectively given by
fR˜i(r˜i) =
n!
(i− 1)!(n− i)! (1−FA(|r˜i|))
i−1FA(|r˜i|)n−ifR(r˜i)
(10)
and
fR˜i,R˜i(r˜i, r˜j) =
n!
(i− 1)!(j − i− 1)!(n− j)!
×(1− FA(|r˜i|))i−1(FA(|r˜i|)− FA(|r˜j |))j−i−1
×FA(|r˜j |)n−jfR(r˜i)fR(r˜j)1[0,|r˜i|](|r˜j |).
(11)
In the decoding process, the ordered received sequence is
divided into MRB and redundancy parts as defined in Section
II. Reprocessing re-encodes the MRB bits with a TEP to
generate the entire codeword candidate with redundancy bits.
Thus, it is necessary to find the number of errors within
these two parts (i.e., MRB and redundancy part) separately,
since they affect the Hamming distance distribution in different
ways. The following lemma gives the statistics of the number
of errors in the ordered received signal.
Lemma 1. Let random variable Eba denote the number of
errors in the positions from a to b, 1 ≤ a < b ≤ n over r˜.
The probability mass function of Eba is given by
pEba(j) =
∫ ∞
0
∫ ∞
0
(
b− a+ 1
j
)
p(x, y)j
× (1− p(x, y))b−a+1−jfA˜a,A˜b(x, y)dydx
(12)
where fα˜a,α˜b(x, y) is given in (9) and
p(x, y) =
Q( 2x+2√
2N0
)−Q( 2y+2√
2N0
)
Q( 2x+2√
2N0
)−Q( 2y+2√
2N0
) +Q(−2y+2√
2N0
)−Q(−2x+2√
2N0
)
.
(13)
Proof: Fix the value x and y, and suppose the reliabilities
satisfy A˜a−1 ≤ x ≤ A˜a and A˜b ≤ y ≤ A˜b+1, respec-
tively. Vector r contains exactly a − b + 1 components with
x ≥ |Ri| ≥ y. For each position i, a ≤ i ≤ b, satisfying
x ≥ |Ri| ≥ y, the error probability is given by Pr(−x ≤
Ri ≤ −y)/ (Pr(−x ≤ Ri ≤ −y) + Pr(y ≤ Ri ≤ x)). It can
be seen that Pr(−x ≤ Ri ≤ −y) = Q( 2x+2√2N0 ) − Q(
2y+2√
2N0
)
and Pr(y ≤ Ri ≤ x) = Q(−2y+2√2N0 ) − Q(
−2x+2√
2N0
), which are
respectively given by the areas of the shadow parts on the left
and right of the zero point in Fig. 1. Thus, by comparing the
areas of two shadow parts, the probability of having an error
is given by
p(x, y) = Pr(Ri < 0 | x ≥ |Ri| ≥ y)
=
Q( 2x+2√
2N0
)−Q( 2y+2√
2N0
)
Q( 2x+2√
2N0
)−Q( 2y+2√
2N0
) +Q(−2y+2√
2N0
)−Q(−2x+2√
2N0
)
.
(14)
Therefore, the probability of having j errors among these
b − a + 1 positions is simply given by (b−a+1j )p(x, y)j(1 −
p(x, y))b−a+1−j . By integrating over all x and y values with
joint probability density function fα˜a,α˜b(x, y), (12) can be
easily derived.
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Fig. 1. Probability p(x, y) is calculated from the pdf of Ri.
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Fig. 2. The pmf of Ek1 for a eBCH (128, 64, 22) code at different SNRs.
For the case when a = 1, 1 ≥ b ≥ n, we can simply assume
x → ∞. Then (12) can be simplified as follows which was
previously obtained in [13, Eq. (16)], i.e.
pEb1 =
∫ ∞
0
(
b
j
)
p(y)j(1− p(y))b−jfA˜b(y)dy, (15)
where
p(y) =
Q( 2y+2√
2N0
)
1 +Q( 2y+2√
2N0
)−Q(−2y+2√
2N0
)
. (16)
We showed the pmf of Ek1 for a (128, 64, 22) eBCH code
at different SNRs in Fig. 2. It can be seen that the number
of errors in the first k positions are decreasing as the SNR
increases. Also, it can be observed form the distribution of
Ek1 that the maximum number of errors in the MRB positions
is upper-bounded by min{ddH4 − 1e, k} at high SNRs [11],
where dH is the minimum Hamming distance of C(n, k).
B. Properties of Ordered Reliabilities and Approximations
Motivated by [21], we give an approximation of the ordered
reliabilities in OSD using the central limit theorem, which can
be utilized to simplify the WHD distributions in the following
sections. We also show that the event {Ek1 = j} tends to
be independent with the event {the i-th (i > k) position
of r˜ is in error} when SNR is high. Furthermore, despite
the independence shown in high SNR regime, for the strict
dependency between ordered reliabilties A˜i and A˜j , i < j, we
prove that the covariance cov(A˜i, A˜j) is non-negative.
For the ordered reliability random variables [A˜]n1 , the dis-
tribution of A˜i, 1 ≤ i ≤ n, can be approximated by a normal
distribution N (E[A˜i], σ2A˜i) with the pdf given by
fA˜i(α˜i) ≈
1√
2piσ2
A˜i
exp
(
− (α˜i − E[A˜i])
2
2σ2
A˜i
)
, (17)
where
E[A˜i] = F−1A (1−
i
n
) (18)
and
σ2
A˜i
= piN0
(n− i)i
n3
×(
exp
(
− (E[A˜i] + 1)
2
N0
)
+exp
(
− (E[A˜i]− 1)
2
N0
))−2
.
(19)
The details of the approximation can be found in Appendix A.
Similarly, the joint distribution of A˜i and A˜j , 0 ≤ i < j ≤ n,
can be approximated to a bivariate normal distribution with
the following joint pdf
fA˜i,A˜j (α˜i, α˜j) ≈
1
2piσA˜iσA˜j |A˜i=α˜i
× exp
(
− (α˜i − E[A˜i])
2
2σ2
A˜i
− (α˜j − E[A˜j |A˜i = α˜i])
2
2σ2
A˜j |A˜i=α˜i
)
,
(20)
where
E[A˜j |A˜i = α˜i] = FA(α˜i)
FA(α˜i)− FA( j−in−i )
(21)
and
σ2
A˜j |A˜i=α˜i = piN0
(n− j)(j − i)
(n− i)3 ×exp
(−(E[A˜j |A˜i=α˜i]−1)2
N0
)
+ exp
(−(E[A˜j |A˜i=α˜i]+1)2
N0
)
FA(α˜i)
−2.
(22)
The details of this approximation is summarized in Appendix
B.
We show the distributions of ordered reliabilities in the
decoding of a (128, 64, 22) eBCH code in Fig. 3. As can be
seen, the normal distribution N (E[A˜i], σ2A˜i) with the mean
and variance given in (18) and (19), respectively, provides a
good approximation to (8). Particularly the approximation of
the distribution of the i-th reliability is tight when i is not far
from n/2.
Based on the approximation (18) of the mean of single
ordered reliability A˜i and the approximation (21) of the mean
of conditional reliability A˜j |A˜i = α˜i, we observe that
FA(E[A˜j |A˜i = α˜i])
FA(α˜i)
=
n− j
n− i . (23)
In the asymptotic scenario, where the SNR goes to infinity,
60 0.5 1 1.5 2 2.5 3
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Fig. 3. The approximation of the distribution of the ith ordered reliability in
decoding a (128, 64, 22) eBCH code.
we have
lim
N0→0
FA(E[A˜j |A˜i = α˜i]) = n− j
n− i FA(E[A˜i])
=
n− j
n− i ×
n− i
n
= FA(E[A˜j ]),
(24)
which implies that E[A˜j |A˜i = α˜i] tends toward E[A˜j ] when
the SNR is high enough. Similarly for the variance, we obtain
σ2
A˜j |A˜i=α˜i
σ2
A˜j
=
(n− j)(j − i)
(n− i)3 ×
(n− i)2
n2
× n
3
(n− j)j
=
(j − i)n
(n− i)j ,
(25)
which implies that σ2
A˜j |A˜i=α˜i ≈ σ
2
A˜j
when i j. Combining
(24) and (25), we can conclude that at high SNRs and when
i j, ordered reliabilities A˜i and A˜j tend to be independent
of each other, i.e., fA˜i,A˜j (α˜i, α˜j) ≈ fA˜i(α˜i)fA˜j (α˜j).
Based on Lemma 1 and the distribution of ordered reliabil-
ities, Pr(Ek1 = j) and the probability that the i-th position of
r˜ is in error, denoted by Pe(i), are respectively given by
Pr(Ek1 = j) = pEk1 (j)
=
∫ ∞
0
(
k
j
)
p(x)j(1− p(x))k−jfA˜k(x)dx,
(26)
and
Pe(i) =
∫ ∞
0
fR(−x)
fR(x) + fR(−x)fA˜i(x)dx. (27)
At high SNRs and when i k, we further obtain that
Pr(Ek1 = j)Pe(i) =∫ ∞
0
(
k
j
)
p(x)j(1− p(x))k−jfA˜k(x)dx
×
∫ ∞
0
fR(−x)
fR(x) + fR(−x)fA˜i(x)dx
≈
∫ ∞
0
∫ ∞
0
(
k
j
)
p(x)j(1− p(x))k−j
×
(
fr(−y)
fr(y) + fr(−y)
)
fA˜k,A˜i(x, y)dxdy
=Pr({Ek1 = j} ∩ {the i-th position over r˜ is in error}).
(28)
Eq. (28) holds because fA˜i,A˜k(α˜i, α˜k) ≈ fA˜i(α˜i)fA˜k(α˜k).
From (28) we can see that the event {Ek1 = j} tends to be in-
dependent with the event {the i-th position over r˜ is in error}
when i  k and at high SNRs. This conclusion is in fact
consistent with the conclusions presented in [21] that despite
r˜i and r˜j are statistically dependent, their respective error
probabilities tend to be independent, for n large enough and
n i.
In the following lemma, we show that despite A˜i and A˜j
are independent when SNR is high and i j, their covariance
cov(A˜i, A˜j) is non-negative for any i and j, 1 ≤ i < j ≤ n.
Lemma 2. For any i and j, 1 ≤ i < j ≤ n, the covariance
of reliabilities A˜i and A˜j satisfies cov(A˜i, A˜j) ≥ 0.
Proof: For the reliability before and after ordering, we
have
∑n
i=1 A˜i =
∑n
i=1Ai and
∑n
i=1 A˜
2
i =
∑n
i=1A
2
i and
by taking expectation on both sides, we obtain the following
inequality
E[A˜2i ] + E[A˜2j ] ≤
n∑
i=1
E[A˜2i ] =
n∑
i=1
E[A2i ] = nE[A2] <∞,
(29)
where the last inequality is due to the fact that the second
moment of normal distribution exists and is finite. Then,
following the argument in [24, Theorem 2.1] for the ordered
statistics, the covariance of the i-th variable and j-th variable
is non-negative if the sum of corresponding second moments
is finite. This completes the proof.
IV. THE HAMMING DISTANCE IN OSD
A. 0-Reprocessing Case
Let us first consider the Hamming distance d(H)0 =
d(H)(c˜0, y˜) in the 0-reprocessing where no TEP is added
to MRB positions before re-encoding, i.e. c˜0 = y˜BG˜. To
find the distribution of 0-Reprocessing Hamming distance, we
now regard it as a random variable denoted by D(H)0 , and
accordingly d(H)0 is the sample of D
(H)
0 .
Let us re-write y˜ and c˜0 as y˜ = [y˜B y˜P] and c˜0 =
[c˜0,B c˜0,P], respectively, where subscript B and P denote the
first k positions and the rest positions of a length-n vector,
respectively. Also, let us define c˜ = pi1(pi2(c)) = [c˜B c˜P] rep-
resenting the transmitted codeword after permutations, which
is unknown to the decoder but useful in the analyses later.
In 0-reprocessing, the Hamming distance D(H)0 is affected
by both the number of errors in y˜P and also the weight of c˜0
simultaneously, which is explained in the following Lemma.
7Lemma 3. After the 0-reprocessing of decoding a linear block
code C(n, k), the Hamming distance D(H)0 between y˜ and c˜0
is given by
D
(H)
0 =
{
Enk+1, w.p. pe,
WcP , w.p. 1− pe,
(30)
where WcP is defined as the random variable which represents
the Hamming weight of the redundancy part of a codeword
from C(n, k) and
pe =
∫ ∞
0
∫ ∞
0
(1− p(x, y))kfA˜1,A˜k(x, y)dydx, (31)
Proof: The hard-decision results can be represented as
y˜ = [y˜B y˜P] = [c˜B ⊕ e˜B c˜P ⊕ e˜P], (32)
where e˜B and e˜P are the error patterns introduced by the Hard-
decision decoding. If e˜B = 0, the 0-reprocessing result is given
by c˜0 = [c˜B ⊕ 0]G˜ = [c˜B c˜P]. Therefore, the Hamming
distance is obtained as
D
(H)
0 = ‖y˜ ⊕ c˜0‖ = ‖c˜P ⊕ c˜P ⊕ e˜P‖ = Enk+1. (33)
The probability of event {e˜B = 0} can be derived as pe =
pEk1 (0) according to Lemma 1. If there are errors in y˜B, i.e.
e˜B 6= 0, the 0-reprocessing result is given by c˜0 = [c˜B ⊕
e˜B]G˜ = [c˜0,B c˜0,P]. Thus, D
(H)
0 is obtained as
D
(H)
0 = ‖y˜ ⊕ c˜0‖ = ‖c˜0,P ⊕ c˜P ⊕ e˜P‖. (34)
The probability of event {e˜B 6= 0} can be derived as 1 −
pEk1 (0) according to Lemma 1. Note that c˜0,P⊕ c˜P is also the
redundancy part of another codeword since C(n, k) is a linear
block code. Furthermore, the distribution of c˜0,P⊕ c˜P will not
change by e˜P, because e˜P is independent with the code weight
spectrum and can be regarded as a random XOR operation.
Therefore, we can obtain that D(H)0 = WcP .
From (31), we can see that the probability pe is a functions
of k, n and noise power N0. If k and n are fixed, pe is a mono-
tonically increasing function of SNR. This implies that the
channel condition determines the weight of the composition
of the Hamming distance. Combining Lemma 1 and Lemma
3, the distribution of D(H)0 is summarized in the following
Theorem.
Theorem 1. Given a linear block code C(n, k), the pmf of
the Hamming distance D(H)0 between y˜ and c˜0 is given by
p
D
(H)
0
(j) =
[
pe 1− pe
] [pEnk+1(j)
pWcP (j)
]
, (35)
where pe is given by (31), pEnk+1(j) and pWcP (j) are the pmf
of random variables Enk+1 and WcP , respectively.
Proof: The pmf of D(H)0 can be derived in the form of
conditional probability as
p
D
(H)
0
(j) = Pr(e˜B = 0)pD(H)0 |e˜B=0
(j)
+ Pr(e˜B 6= 0)pD(H)0 |e˜B 6=0(j).
(36)
From the Lemma 3, we can see that Pr(e˜B = 0) and
Pr(e˜B 6= 0) are given by pe and 1 − pe, respectively, and
the conditional pmf p
D
(H)
0 |e˜B=0
(j) and p
D
(H)
0 |e˜B 6=0
(j) are given
by pEnk+1(j) and pWcP (j), respectively. Therefore, the pmf of
D
(H)
0 can be obtained as (35).
It is important to note that in (35), pEnk+1(j) is given by
(12) in Lemma 1 when a = k + 1 and b = n, and pWcP (j) is
determined by the code weight enumerator. One can find the
pmf of WcP if the weight enumerator of C(n, k) is known.
In Section IV-C, we will show examples of p
D
(H)
0
(j), if it is
assumed that the weight enumerator is binomially distributed.
B. i-Reprocessing Case
It is straightforward to extend analyses provide for Ham-
ming distance in 0-reprocessing to any order-i reprocessing,
0 < i ≤ m, where m is the predetermined maximum
reprocessing order of the OSD algorithm. Let us define a
random variable D(H)i representing the minimum Hamming
distance after the i-reprocessing of an order-m OSD, and d(H)i
is the sample of D(H)i . For the simplicity of expression, for
integers a, b and c satisfying 0 ≤ a < b ≤ c, we introduce a
new notation as follows
bca:b =
b∑
i=a
(
c
i
)
. (37)
In an order-m OSD, the decoder first performs the 0-
reprocessing and then performs the following stages of repro-
cessing with the increasing order i, 1 ≤ i ≤ m. We summarize
the distribution of the minimum Hamming distance D(H)i after
the i-reprocessing of order-m OSD in the following Theorem.
Theorem 2. Given a linear block code C(n, k), the pmf of the
minimum Hamming distance D(H)i between y and cˆopt after
the i-reprocessing of order-m OSD decoding is given by
p
D
(H)
i
(j) =
i∑
u=0
n∑
v=j
pEk1 (u)
×
(
pEnk+1(j − u) pW˜cP (v, b
k
1,i)
+ pEnk+1(v − u) pW˜cP (j, b
k
1,i)
)
+
(
1−
i∑
u=0
pEk1 (u)
)
p
W˜cP
(j, bk0,i)
(38)
where p
W˜cP
(j, b) is given by
p
W˜cP
(j, b) = b
∫ FWcP (j−i)
FWcP
(j−i)−pWcP (j−i)
(1− u)b−1du, (39)
and FWcP (j) is the cdf of random variable WcP .
Proof: The proof is provide in Appendix C.
C. Approximations and Numerical Examples
Assuming C(n, k) is a linear block code with the minimum
weight dH and weight distribution {A0,A1, . . . ,An}, where
Ai is the number of codewords with weight i, and the
8probability that a codeword has the weight i can be represented
by the truncated binomial distribution2, i.e.
Ai
2k
≈ 1
2n
(
n
i
)
for i ≥ dH. (40)
Consider a vector cP with length n − k, which is obtained
by puncturing the first k bits of a codeword c from C(n, k).
Thus, the Hamming weight of cP can be approximated by a
binomial distribution and w(cP) ≥ max(dH−k, 0). Therefore,
we can obtain pWcP (j) as
pWcP (j) =
1
β2n−k
(
n− k
j
)
for j ≥ max(dH − k, 0), (41)
where
β =

1, if dH − k ≤ 0
1−
dH−k−1∑
i=0
(
n−k
j
)
2k−n, if dH − k > 0
(42)
is the normalization coefficient of truncation.
Next, we give the normal approximation of (35) if the
code spectrum of C(n, k) is approximated by a binomial
distribution. We first define a binomial random variable Xuv ∼
B(n− k, p(u∆x, v∆y)), where ∆x and ∆y are infinitesimals
and p(x, y) is given by (13). Thus the mean and variance of
Xuv can be given found as follows
E[Xuv] = (n− k)p(u∆x, v∆y) (43)
and
σ2Xuv = (n− k)p(u∆x, v∆y)(1− p(u∆x, v∆y)), (44)
respectively. Since Xuv follows the binomial distribution,
it can be approximated to the normal distribution with the
following pdf
fXuv (x) =
1√
2piσ2Xuv
exp
(
− (x− E[Xuv])
2
2σ2Xuv
)
. (45)
The pmf of random variable Enk+1 can be represented by the
linear combination of fXuv (x) as
pEnk+1(j) =
∞∑
u=0
∞∑
v=0
fA˜k+1,A˜n(u∆x, v∆y)∆x∆yfXuv (j).
(46)
Therefore, we regard pEnk+1(j) as the infinite mixture model
of Gaussian distributions. Accordingly, the mean is given by
E[Enk+1] =
∞∑
u=0
∞∑
v=0
(n− k)p(u∆x, v∆y)
× fA˜k+1,A˜n(u∆x, v∆y)∆x∆y
=
∫ ∞
0
∫ ∞
0
(n− k)p(x, y)fA˜k+1,A˜n(x, y)dxdy,
(47)
and the variance is given by
σ2Enk+1 =
∫ ∞
0
∫ ∞
0
(n− k)(2p(x, y)− p(x, y)2)
2There are many kinds of codes whose weight distribution can be approx-
imated by a binomial distribution [25], e.g. BCH codes etc.
× fα˜k+1,α˜n(x, y)dxdy
−
(∫ ∞
0
∫ ∞
0
(n− k)p(x, y)fα˜k+1,α˜n(x, y)dxdy
)2
.
(48)
Furthermore, based on the argument of infinite Gaussian
mixture model, we approximate the distribution of Enk+1 by a
continuous normal distribution n(E[Enk+1], σ2Enk+1) and show
later via numerical examples that such approximation could
be accurate, the pdf of which is given by
fEnk+1(x) =
1√
2piσ2Enk+1
exp
(
− (x− E[E
n
k+1]
2
2σ2Enk+1
)
(49)
For the random variable WcP given by (41), it can
be approximated by a truncated normal random variable
N (E[WcP ], σ2WcP ), max(dH − k, 0) ≤ X , by Central Limit
Theorem if 14 (n − k)  1, where E[WcP ] = (n − k)/2 and
σ2WcP
= (n−k)/4 [23]. The pdf of WcP is then approximated
by
fWcP (x) =
1
β
√
2piσ2WcP
exp
(
− (x− E[WcP ])
2
2σ2WcP
)
, (50)
x ≥ min(dH − k, 0), where
β = Q
(
2dH − n− k√
n− k
)
. (51)
Finally, the pmf of the Hamming distance in 0-reprocessing
introduced in Theorem 1 can be approximated by the mixture
of two normal distributions, i.e.
f
D
(H)
0
(x) = pefEnk+1(x) + (1− pe)fWcP (x), . (52)
The distribution of the Hamming distance after i-
reprocessing can also have a continues approximation based on
the results of 0-reprocessing and continuous ordered statistics,
i.e.
f
D
(H)
i
(x) =
i∑
u=0
pEk1 (u)
(
fEnk+1(x− u)
∫ ∞
x
f
W˜cP
(v, bk1:i)dv
+f
W˜cP
(x, bk1:i)
∫ ∞
x
fEnk+1(v − u)dv
)
+
(
1−
i∑
u=0
pEk1 (u)
)
f
W˜cP
(x− i, bk0:i),
(53)
where
f
W˜cP
(x, b) = b× fWcP (x)
(
1−
∫ x
−∞
fWcP (v)dv
)b−1
. (54)
We take the decoding of BCH codes as examples to verify
the accuracy of Hamming distance distribution (35) and (38)
and their approximation since the weight enumerator of BCH
codes can be well described by a binomial distribution [25].
We show the distribution of D(H)0 in decoding (128, 64, 22)
eBCH code in Fig. 4. As the SNR increases, it can be seen
that the distribution will concentrate towards left (i.e., D(H)0
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Fig. 4. The distribution of D(H)0 in decoding (128, 64, 22) eBCH code.
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Fig. 5. The distribution of D(H)i in decoding (128, 64, 22) eBCH code, SNR
= 1 dB.
becomes smaller) which indicates that the decoding error
decreases as well.
We also show the distribution of D(H)i , i = 1, 2, 3, in
decoding (128, 64, 22) eBCH code in Fig. 5. From (38), we
can see that the distribution of DHi is also a mixture of two
random distributions, and the weight of mixture is given by∑i
u=0 pEk1 (u) and 1−
∑i
u=0 pEk1 (u), respectively. It is known
that an order-i OSD can correct maximum i errors in the MRB
positions, therefore the decoding performance is determined by
the probability that the number of errors in MRB is less than i
[13], which is given by
∑i
u=0 pEk1 (u). From simulation results
in Fig. 5, it can be seen that the weight of the first term of (38)
increases as SNR increases, which implies that the decoding
performance is improved with higher reprocessing order.
Fig. 6 shows the accuracy of the approximations obtained
in (52) and (53) for f
D
(H)
0
(x) and f
D
(H)
i
(x), respectively. It can
be seen that the normal approximation of Hamming distance
distribution is tight, especially for low order reprocessings.
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Fig. 6. The Normal approximation of D(H)i distribution in decoding
(128, 64, 22) eBCH code, SNR = 1 dB, i = 0, 1, 2.
V. THE WEIGHTED HAMMING DISTANCE IN OSD
In this section, we characterize the distribution of the WHD
in the OSD decoding. Compared to the Hamming distance,
WHD plays a more important role in the OSD decoding since
it is usually applied as the metric in finding the optimal
codeword estimation. Given the distribution of WHD, we
can acquire more information about a codeword candidate
generated by the re-encoding and benefit the decoder design.
The accurate characterization of the WHD distribution in-
volves the linear combination of a large number of dependent
and non-identical random variables. In what follows, we first
introduce the exact expression of WHD distribution in 0-
reprocessing, and then give a normal approximation using
the approximation we derived in Section III-B. The results
of 0-reprocessing will be further extended to the general i-
reprocessing OSD case.
A. WHD distribution in the 0-reprocessing
Let c˜0 denote the codeword estimation after the 0-
reprocessing. The WHD between c˜0 and y˜ is defined as
d
(W)
0 = d
(W)(c˜0, y˜) ,
∑
0<i<n
c˜0,i 6=y˜i
α˜i. (55)
Let D(W)0 denote the random variable of 0-reprocessing WHD,
and d(W)0 is the sample of D
(W)
0 . Consider a vector t
P
h = [t
P]h1
with length h, 0 ≤ h ≤ (n− k), representing a set of position
indices within the parity part with elements satisfying (k +
1) ≤ tP1 < tP2 < . . . < tPh ≤ n. Assume that T Ph =
{
tPh
}
is the
set of all the vector tPh with length h, thus the cardinality of
T Ph is
(
n−k
h
)
. Let ktPh denote a length-(n − k) vector which
has nonzero elements only in the positions indexed by tPh−k.
Let us also define a new random variable A˜tPh representing
the sum of reliabilities corresponding to the position indices
tPh, i.e. A˜tPh =
∑h
i=1 A˜tPi , and the pdf of A˜tPh is denoted by
fA˜
tP
h
(x).
We characterize the distribution of 0-reprocessing WHD in
the following Theorem.
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Theorem 3. Given a linear block code C(n, k) with the
known weight enumerator {A1,A2, . . . ,An}, the pdf of the
weighted Hamming distance D(W)0 between y and cˆ0 after the
0-reprocessing is given by
f
D
(W)
0
(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pe(tPh)fA˜
tP
h
(x)
+
n−k∑
h=1
∑
tPh∈T Ph
(1− pe)Pc(tPh)fA˜
tP
h
(x),
(56)
where pc is given by (31), and fA˜
tP
h
(x) is the pdf of the sum of
reliabilities corresponding to the position indices tPh. Pe(t
P
h)
and Pc(tPh) are given by
Pe(tPh) =
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
n−h
∫ 0
−∞
· · ·
∫ 0
−∞︸ ︷︷ ︸
h(
n!
n∏
i=1
fR(xi)
n∏
i=2
1[0,|xi−1|](|xi|)
) ∏
0<i≤n
i∈tPh
dxi
∏
0<i≤n
i/∈tPh
dxi
(57)
and
Pc(tPh) =
BtPh∑n
i=0Ai
(58)
respectively, where BtPh is the number of codewords fromC(n, k) that have only h non-zero elements in positions tPh
within parity positions, i.e., [k + 1, k + 2, . . . , n].
Proof: The proof is provided in Appendix D.
B. WHD distribution in the i-Reprocessing
In this part, we introduce the distribution of the minimum
WHD after the i-reprocessing (0 ≤ i ≤ m) in the order-
m OSD decoding. We define the random variable D(W)i
representing the minimum WHD after i-reprocessing, and
random variable D(W)e representing the WHD between c˜e and
y. Accordingly, d(W)i and d
(W)
e are the samples of D
(W)
i and
D
(W)
e , respectively.
Consider a vector tMl = [t
M]l1, 0 ≤ l ≤ i, representing a
set of position indices within the MRB parts which satisfy
1 ≤ tM1 < tM2 < . . . < tMl ≤ k. Assume that T Ml =
{
tMl
}
is
the set of all the vector tMl with length l, thus the cardinality of
T Ml is given by
(
k
l
)
. Let us condiser a new indices vector tl+h
defined as tl+h = [tMl t
P
h] with length l+h, and let the random
variable A˜tl+h denote the sum of reliabilities corresponding to
the position indices tl+h, i.e. A˜tl+h =
∑l
i=1 A˜tMi +
∑h
i=1 A˜tPi ,
with the pdf fA˜tl+h
(x).
First, we give the pdf of D(W)e on the condition that the
error pattern e˜B was eliminated by an arbitrary TEP, which is
summarized in the following Lemma.
Lemma 4. Given a linear block code C(n, k) with known
weight enumerator {A1,A2, . . . ,An}, if the errors in most
reliable basis are eliminated by an arbitrary test error pattern
e after the i-reprocessing (0 ≤ i ≤ m) of an order-m OSD,
the pdf of the weighted Hamming distancing D(W)e between
c˜e and y˜ is given by
f
D
(W)
e |e˜B=e(x) =
i∑
l=1
n−k∑
h=1
∑
tl+h
tMl ∈T Ml
tPh∈T Ph
(
i∑
v=0
pEk1 (v)
)−1
× Pe(tl+h)fA˜tl+h (x),
(59)
where Pe(tl+h) is given by
Pe(tl+h) =
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
n−h−l
∫ 0
−∞
· · ·
∫ 0
−∞︸ ︷︷ ︸
h+l(
n!
n∏
i=1
fR(xi)
n∏
i=2
1[0,|xi−1|](|xi|)
) ∏
1≤i≤n
i∈tl+h
dxi
∏
1≤i≤n
i/∈tl+h
dxi,
(60)
and fA˜tl+h
(x) is the pdf of A˜tl+h =
∑l
i=1 A˜tMi +
∑h
i=1 A˜tPi .
Proof: The proof is provided in Appendix E.
From Lemma 4, we can see that if errors in MRB positions
are eliminated by a TEP, the WHD is determined only by
the errors in MRB parts and the parity parts. In contrast, if
the errors are not eliminated by a TEP, the WHD will not
be relevant with the error in either MRP or parity part. We
summarize this conclusion in the following Lemma.
Lemma 5. Given a linear block code C(n, k) with the known
weight enumerator {A1,A2, . . . ,An}, if the errors in most
reliable basis are not eliminated by any test error patterns in
the first i (0 ≤ i ≤ m) reprocessings of an order-m OSD, the
weighted Hamming distancing between c˜e and y˜ is given by
f
D
(W)
e |e˜B 6=e(x) =
i∑
l=1
n−k∑
h=1
∑
tl+h
tMl ∈T Ml
tPh∈T Ph
Pc(tl+h)fA˜tl+h
(x), (61)
where Pc(tl+h) is given by
Pc(tl+h) =
1
bk1:i
BtPh∑n
i=0Ai
, (62)
fA˜tl+h
(x) is the pdf of A˜tl+h =
∑l
i=1 A˜tMi +
∑h
i=1 A˜tPi , and
bk1:i is defined by (37).
Proof: The proof is provided in Appendix F.
Lemma 4 and Lemma 5 give the pdf of the WHD after the
i-reprocessing in an order-m OSD in two different conditions.
However, it is worthy to note that in Lemma 4, even though
we assume that the errors are eliminated by one TEP e, the
TEP e is unknown and not included in the assumption. It is
reasonable because the decoder cannot know which TEP can
eliminate the error, but only output the decoding estimation by
comparing the distances. Combining Lemma 4 and Lemma 5
and considering ordered statistics over a sequence of random
variable D(W)e , we next consider the distribution of the mini-
mum WHD D(W)i after the i-reprocessing of an order-m OSD.
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On the condition that the errors in most reliable basis are
not eliminated by any test error patterns in the first i (0 ≤
i ≤ m) reprocessings of an order-m OSD, we first consider
the covariance between two random variables D(W)e and D
(W)
e′ ,
where e and e′ are two arbitrary TEPs that are checked in the
reprocessing which satisfy e 6= e˜B and e′ 6= e˜B, respectively.
Thus, pdfs of D(W)e and D
(W)
e′ are given by the mixtrue model
described by (61). For the ordered reliabilities random variable
sequence [A˜]n1 , we define the mean matrix E˜n×n as
E˜n×n =

E[A˜1]2 E[A˜1]E[A˜2] · · · E[A˜1]E[A˜n]
E[A˜2]E[A˜1] E[A˜2]2 · · · E[A˜2]E[A˜n]
...
...
. . .
...
E[A˜n]E[A˜1] E[A˜n]E[A˜2] · · · E[A˜n]2
 ,
(63)
and the covariance matrix Σ˜n×n as
Σ˜n×n =

cov(A˜1, A˜1) cov(A˜1, A˜2) · · · cov(A˜1, A˜n)
cov(A˜2, A˜1) cov(A˜2, A˜2) · · · cov(A˜2, A˜n)
...
...
. . .
...
cov(A˜n, A˜1) cov(A˜n, A˜2) · · · cov(A˜n, A˜n)
 .
(64)
Consider two different position indices vectors tl+h =
[tMl t
P
h] and t
′
l′+h′ = [t
M′
l′ t
P′
h′ ]. For their corresponding
random variables A˜tl+h , and A˜t′l′+h′ representing the sum of
reliabilities of positions in tl+h and t′l′+h′ , respectively, the
covariance of A˜tl+h and A˜t′l′+h′ is given by
cov(A˜tl+h , A˜t′l′+h′ ) =
l∑
u=1
l′∑
v=1
Σ˜tMu ,t
′M
v
h∑
u=1
h′∑
v=1
Σ˜tPu,t
′P
v
+
l∑
u=1
h′∑
v=1
Σ˜tMu ,t
′P
v
+
l′∑
u=1
h∑
v=1
Σ˜t′Mu ,tPv .
(65)
Then, we can find the covariance of D(W)e and D
(W)
e′ as
cov
(
D(W)e , D
(W)
e′
)
=
i∑
l=1
n−k∑
h=1
∑
tl+h
tMl ∈T Ml
tPh∈T Ph
i∑
l′=1
n−k∑
h′=1
∑
t′l′+h′
t
′M
l′ ∈T
′M
l′
tP
h′∈T
′P
h′
Pc(tl+h)Pc(t
′
l′+h′)
× cov(A˜tl+h , A˜t′l′+h′ ).
(66)
Let Bu and Buv denote the number of codeword in C(n, k)
whose u-th bit is nonzero and both u-th and v-th bits are
nonzero, respectively. The covariance cov
(
D
(W)
e , D
(W)
e′
)
can
be further simplified as
cov
(
D(W)e , D
(W)
e′
)
=
k∑
u=1
k∑
v=1
(
bk−20:(i−1)
bk0:i
)2
Σ˜u,v
+ 2
k∑
u=1
n∑
v=k+1
(
bk−10:(i−1)b
k−1
0:i
(bk0:i)
2
× BvBu
(
∑n
j=0Aj)2
)
Σ˜u,v
+
n∑
u=k+1
n∑
v=k+1
(
Buv∑n
j=0Aj
)2
Σ˜u,v. (67)
Furthermore, D(W)e and D
(W)
e′ have the same mean
E[D(W)e |e˜B 6= e] and variance σ2
D
(W)
e |e˜B 6=e
, which can be
derived as
E[D(W)e |e˜B 6= e] =
k∑
u=1
bk−10:(i−1)
bk0:i
√
E˜u,u
+
n∑
u=k+1
Bu∑n
j=0Aj
√
E˜u,u
(68)
and
σ2
D
(W)
e |e˜B 6=e =
k∑
u=1
bk−10:(i−1)
bk0:i
[E˜ + Σ˜]u,u +
n∑
u=k+1
Bu∑n
j=0Aj
[E˜ + Σ˜]u,u
+ 2
k∑
u=1
n∑
v=k+1
(
bk−10:(i−1)
bk0:i
× Bv∑n
j=0Aj
)
[E˜ + Σ˜]u,v
+ 2
k−1∑
u=1
k∑
v=u+1
bk−20:(i−2)
bk0:i
[E˜ + Σ˜]u,v
+ 2
n−1∑
u=k+1
n∑
v=i+1
Buv∑n
j=0Aj
[E˜ + Σ˜]u,v − E[D(W)e ]2.
(69)
Therefore, on the condition that e 6= e˜B and e′ 6= e˜B, we
derive the correlation coefficient ρ between D(W)e and D
(W)
e′
as
ρ =
cov
(
D
(W)
e , D
(W)
e′
)
σ2
D
(W)
e |e˜B 6=e
. (70)
With the help of the correlation coefficient ρ and combining
Lemma 4 and Lemma 5, we can have the insight that the
distribution of the minimum WHD in order-m OSD can
be derived by considering the non-iid ordered statistics over
random variables of WHD. However, for the pdf of ordered
dependent random variable with arbitrary distribution, only the
recurrence relations can be found and the explicit expressions
are unsolvable [26]. Therefore, we here seek the distribution
of the minimum WHD under a stronger condition that the
weight spectrum (enumerator) is binomially distributed, where
the dependent ordering of arbitrary statistics can be simplified
to ordered statistics of exchangeable normal vaiables. With the
binomial weight spectrum assumption, we summarize the pdf
f
D
(W)
i
(x) of the minimum WHD D(W)i after the i-reprocessing
of an order-m OSD in the following Theorem.
Theorem 4. Given a linear block code C(n, k) with the known
weight enumerator {A1,A2, . . . ,An} which is considered to
be binomailly distributed, the pdf of the minimum weighted
Hamming distance D(W)i between y and cˆopt after the i-
reprocessing (0 ≤ i ≤ m) of an order-m OSD decoding is
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given by
f
D
(W)
i
(x) =
i∑
v=0
pEk1 (v)
×
(
f
D
(W)
e |e˜B=e(x)
∫ ∞
x
f
D
(W)
i |e˜B 6=e
(
u, bk1:i
)
du
+ f
D
(W)
i |e˜B 6=e
(
x, bk1:i
) ∫ ∞
x
f
D
(W)
e |e˜B=e(u)du
)
+
(
1−
i∑
v=0
pEk1 (v)
)
f
D
(W)
i |e˜B 6=e
(
x, bk0:i
)
,
(71)
where
f
D
(W)
i |e˜B 6=e
(x, b) =
∫ ∞
−∞
(√
1− ρσ
D
(W)
e |e˜B 6=e
)−1
× fφ
 (x− E[D(W)e |e˜B 6= e])/σD(W)e |e˜B 6=e +√ρz√
1− ρ , b

× φ(z) dz,
(72)
and
fφ(x, b) = b× φ(x)
(
1−
∫ x
−∞
φ(u)du
)b−1
. (73)
φ(x) is the pdf of the standard normal distribution, ρ is given
by (70) and f
D
(W)
e |e˜B=e(x) is given by (59).
Proof: The proof is provided in Appendix G
C. Normal Approximation of Weighted Hamming Distance
Theorem 3 gives an exact expression of the pdf of the WHD
in the 0-reprocessing. However, calculating (56) is daunting as
fA˜
tP
h
(x) is the pdf of the sum of n non-i.i.d. reliabilities and
characterizing Pe(tPh) involves calculating a large number of
integrals.
Next, we consider a linear block code C(n, k) whose
weight enumerator can be approximated by truncated binomial
distribution, as described by (40), is decoded using an order-
0 OSD algorithm (i.e., 0-reprocessing). In what follows, an
approximation of fA˜
tP
h
(x) based on the normal approximation
of ordered reliabilities (derived in Section III-B) will be intro-
duced and (56) will be simplified for practical computations.
Also some numerical examples for decoding BCH codes using
order-0 OSD will be illustrated.
Let us consider a code C(n, k) with weight enumerator
(A0,A1, . . . ,An) satisfying (40). Recall that the random
variable A˜i of the i-th ordered reliability can be approximated
by a normal distributionN (E[A˜i], σ2A˜i), thus A˜tPh =
∑h
i=1 A˜tPi
can also be regarded as a normal random variable. Using the
mean and covariance matrices introduced in (63) and (64),
respectively, the mean and variance of A˜tPh can be given by
E[A˜tPh ] =
h∑
u=1
√
E˜tPu,tPu (74)
and
σ2
A˜
tP
h
=
h∑
u=1
h∑
v=1
Σ˜tPu,tPv . (75)
Therefore, fA˜
tP
h
(x) can be approximated by
fA˜
tP
h
(x) =
1√
2piσ2
A˜
tP
h
exp
− (x− E[A˜tPh ])2
2σ2
A˜
tP
h
 . (76)
Similar to the Hamming distance distribution in 0-
reprocessing, we approximate (56) by considering the large-
number Gausssian mixture model. Let f1(x) denote the first
mixture in (212), i.e.
f1(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P =ktPh |E
k
1 =0
)
fA˜
tP
h
(x).
(77)
Also, let tP(u)h denote the vector t
P
h that contains u and
t
P(u,v)
h denote the vector t
P
h that contains u and v, i.e.
t
P(u)
h = {tPh| ∃ tPi = u, 1 ≤ i ≤ h} and tP(u,v)h = {tPh| ∃ tPi =
u, ∃ tPj = v, 1 ≤ i < j ≤ h}. Considering the independence
property introduced in Section III-B, the mean of the first
mixture f1(x) can be derived as
Ef1 =
n∑
u=k+1
n−k∑
h=1
∑
t
P(u)
h ∈T Ph
Pr
(
y˜P ⊕ c˜0,P = ktP(u)h |E
k
1 = 0
)
×
√
E˜u,u
=
n∑
u=k+1
Pe(u|Ek1 = 0)
√
E˜u,u
=
n∑
u=k+1
Pe(u)
√
E˜u,u ,
(78)
where Pe(u) is the bit-wise error probability given by (27).
Similarly, the variance of mixture f1(x) can be derived as
σ2f1 =
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P = ktPh |E
k
1 = 0
)
×
(
h∑
u=1
h∑
v=1
[
E˜+Σ˜
]
tPu,t
P
v
)
−E2f1
=
n∑
u=k+1
n∑
v=k+1
n−k∑
h=1
∑
t
P(u,v)
h ∈T Ph
Pr
(
y˜P ⊕ c˜0,P =ktP(u,v)h |E
k
1 =0
) [
E˜+Σ˜
]
u,v
−E2f1
=
n∑
u=k+1
n∑
v=k+1
Pe(u, v)
[
E˜ + Σ˜
]
u,v
− E2f1 ,
(79)
where Pe(u, v) is the probability that the u-th and v-th
positions are both in error. When u = v, Pe(u, v) is
simply given by Pe(u), otherwise Pe(u, v) is given by
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∫ 0
−∞
∫ 0
−∞ fR˜u,R˜v (x, y)dxdy.
Let f2(x) denote the second mixtrue in (212), i.e.
f2(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P =ktPh |E
k
1 6=0
)
fA˜
tP
h
(x).
(80)
Using the similar approach as that in f1(x) and considering
the binomial weight spectrum, the mean and variance of f2(x)
can also be derived as
Ef2 =
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P =ktPh |E
k
1 6=0
) h∑
u=1
√
E˜tPu,tPu
=
1
2
n∑
u=k+1
√
E˜u,u.
(81)
and
σ2f2 =
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P =ktPh |E
k
1 6=0
)
×
(
h∑
u=1
h∑
v=1
[
E˜ + Σ˜
]
tPu,t
P
v
)
− E2f2
=
1
2
n∑
u=k+1
n∑
v=u
[
E˜ + Σ˜
]
u,v
− E2f2 ,
(82)
respectively. Therefore, the pdf of the WHD in 0-reprocessing
can be approximated by the linear combination of two normal
distributions if the weight enumerator of C(n, k) can be well
approximated by a binomial distribution, i.e.
f
D
(W)
0
(x) =pef1(x) + (1− pe)f2(x)
≈ pe√
2piσ2f1
exp
(
− (x− Ef1)
2
2σ2f1
)
+
1− pe√
2piσ2f2
exp
(
− (x− Ef2)
2
2σ2f2
)
.
(83)
We show the distribution of D(W)0 for decoding a
(128, 64, 22) eBCH code in Fig. 7 at different SNRs. It can
be seen that (83) provides a promising approximation of the
0-reprocessing WHD distribution. Similar to the distribution
of 0-reprocessing Hamming distance, the pdf of D(H)0 is also
a mixture of two distributions. The weight of the left and right
parts can be a reflection of the channel condition and decoding
error performance since their weighting (i.e., f1(x) and f2(x)
in (83)) are controlled by pe. It can be seen that the distribution
concentrates towards the left when the channel SNR increases,
indicating that the decoding error performance improves.
We also study the normal approximation of D(W)i after the
i-reprocessing of an order-m OSD. We first consider the WHD
D
(W)
e on the condition that e˜B = e introduced in Lemma 4.
Based on the property introduced in (28), the mean of D(W)e
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Fig. 7. The distribution of D(W)0 in decoding (128, 64, 22) eBCH code.
on the condition that e˜B = e is approximated as
E[D(W)e |e˜B =e] =
i∑
l=1
n−k∑
h=1
∑
tl+h
tMl ∈T Ml
tPh∈T Ph
P(tl+h)
(
l∑
u=1
√
E˜tMu ,tMu +
h∑
u=1
√
E˜tPu,tPu
)
=
n∑
u=1
Pe(u|Ek1 ≤ i)
√
E˜u,u
≈
i∑
v=1
k∑
u=1
pEk1 (v)Pe(u)
√
E˜u,u +
n∑
u=k+1
Pe(u)
√
E˜u,u,
(84)
and the variance of D(W)e is approximated as
σ2
D
(W)
e |e˜B=e =
i∑
l=1
n−k∑
h=1
∑
tl+h
tMl ∈T Ml
tPh∈T Ph
P(tl+h)
(
l∑
u=1
l∑
v=1
[E˜ + Σ˜]tMu ,tMv
+2
l∑
u=1
h∑
v=1
[E˜ + Σ˜]tMu ,tPv +
h∑
u=1
h∑
v=1
[E˜ + Σ˜]tPu,tPv
)
=
i∑
l=2
k∑
u=1
k∑
v=1
pEk1 (l)Pe(u, v)[E˜ + Σ˜]u,v
+
n∑
u=k+1
n∑
v=k+1
Pe(u, v)[E˜ + Σ˜]u,v − E[D(W)e |e˜B =e]2
+ 2
i∑
l=1
k∑
u=1
n∑
v=k+1
pEk1 (l)Pe(u, v)[E˜ + Σ˜]u,v.
(85)
The pdf f
D
(W)
e |e˜B=e(x) given by (59) is a large-number
Gaussian mixture model, we formulate it as the pdf of a Gaus-
sian distribution N (E[D(W)e |e˜B = e], σ2
D
(W)
e |e˜B=e
) denoted by
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Fig. 8. The distribution of D(W)i in decoding (128, 64, 22) eBCH code when
SNR = 1 dB.
g(x) i.e.
g(x) =
1√
2piσ2
D
(W)
e |e˜B=e
exp
− (x− E[D(W)e |e˜B = e])2
2σ2
D
(W)
e |e˜B=e
 .
(86)
For D(W)e on the condition that e˜B 6= e introduced in Lemma
5, the mean from (68), variance from (69) and covariance
from (67) can be calculated by considering Bu/(
∑n
j=1Aj) =
1/2 and Buv/(
∑n
j=1Aj) = 1/4 for code with binomially
distributed weight spectrum. Substituting (86) into (71), we
can conveniently calculate the distribution of the minimum
WHD D(W)i by
f
D
(W)
i
(x) =
i∑
v=0
pEk1 (v)
(
g(x)
∫ ∞
x
f
D
(W)
i |e˜B 6=e
(
u, bk1:i
)
du
+f
D
(W)
i |e˜B 6=e
(
x, bk1:i
) ∫ ∞
x
g(u)du
)
+
(
1−
i∑
v=0
pEk1 (v)
)
f
D
(W)
i |e˜B 6=e
(
x, bk0:i
)
,
(87)
where f
D
(W)
i |e˜B 6=e
(x, y) is given by (72).
We compare the approximated distribution of D(W)i with the
simulation results, as depicted in Fig. 8. As can be seen, (87) is
a tight approximation of f
D
(W)
i
(x). Similar to the distribution
of D(H)i , the pdf of D
(W)
i also concentrates towards the left
part when the reprocessing order increases. That is because
the weight of the two combined components in f
D
(W)
i
(x) are
given by
∑i
v=0 pEk1 (v) and 1 −
∑i
v=0 pEk1 (v), respectively.
The extent to which the distribution concentrates towards the
left reflects the improvement in the decoding performance, i.e.
the more the distribution is concentrated to the left, the better
the error performance.
VI. HARD-DECISION DECODING TECHNIQUES BASED ON
THE HAMMING DISTANCE DISTRIBUTION
For the OSD approach, the decoding complexity can be
reduced by considering the necessary conditions (NC) and
sufficient conditions (SC) with respect to TEPs. Given a
TEP list, NCs are usually designed to identify and discard
the unpromising TEPs, while SCs are usually designed to
determine whether the best decoding reultt has been found and
terminate the decoding process in advance. In this Section, we
propose several SCs and NCs based on the derived Hamming
distance distributions in Section IV.
A. Conditional Hamming Distance Distribution and Success
Probability of Codeword Estimations
Recall the statistics of 0-reprocessing Hamming distance
proposed in Theorem 1, the pmf of Hamming distance D(H)0
is a mixture of two random variables Enk+1 and WcP , which
represent the number of errors in redundant positions and
the Hamming weight of the redundant part of a codeword
from C(n, k), respectively. Furthermore, from Lemma 3, it is
clear that Enk+1 can represent the Hamming distance of 0-
reprocessing if no errors occur in MRB positions and WcP
can represent the Hamming distance of 0-reprocessing if MRB
positions suffers errors.
It is known that 0-reprocessing of OSD can be regarded
as the reprocessing of a special TEP 0, where y˜B ⊕ 0 is
re-encoded. Thus, equation (35) in Theorem 1 is in fact the
Hamming distance between cˆe and y in the special case that
e = 0. In order to obtain the SCs and NCs for an arbitrary TEP
e, we first introduce the following Corollary from Theorem 1.
Corollary 1. Given a linear block code C(n, k) and a TEP
e, the pmf of the Hamming distance D(H)e between y˜ and c˜e
is given by
p
D
(H)
e
(j) =
[
Pe(e) 1−Pe(e)] [pEnk+1(j − w(e))
pWcP (j − w(e))
]
, (88)
j ≥ w(e), where Pe(e) is the probability that only positions
in e are in error within MBR positions, i.e.
Pe(e) =
∫ ∞
0
· · ·︸ ︷︷ ︸
k−w(e)
∫ 0
−∞
· · ·︸ ︷︷ ︸
w(e)
(
n!
(n− k)!FA(|xk|)
k∏
i=1
fR(xi)
×
k∏
i=2
1[0,|xi−1|](|xi|)
) ∏
0<i≤k
ei 6=0
dxi
∏
0<i≤k
ei=0
dxi,
(89)
and pEnk+1(j) and pWcP (j) are the pmf of random variables
Enk+1 and WcP , respectively.
Proof: Similar to (35) in Theorem 1 with respect to the
all-zero TEP 0, the pmf of D(H)e with respect to a general TEP
e can be derived by replacing pe and 1−pe by Pe(e) and 1−
Pe(e), respectively. Furthermore, slightly different from D(H)0
given by (30), the Hamming distance D(H)e are given by Ek1 +
w(e) and WcP + w(e) on the conditions that only positions
in e are in error within MBR positions or not, respectively,
because the Hamming distance contributed by MRB positions
needs to be included. The pmf of Ek1 +w(e) and WcP +w(e)
are derive as pEnk+1(j − w(e)) and pWcP (j − w(e)) given by
(12) and (41), respectively, then (88) can be obtained.
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From Corollary 1, we know that for the Hamming distance
DHe with respect to an arbitrary TEP e, the pmf pD(H)e (j)
is also a mixtrue of two random variables Ek1 + w(e) and
WcP + w(e), and the weight of the mixture is determined
by probability Pe(e). Therefore, we can find the probability
that TEP e has eliminated error pattern e˜B with a calculated
Hamming distance d(H)e (a sample of DHe ), which is referred
to as the success probability. Finding the success probability
is worthy and reasonable because the codeword estimation
generated by TEP e = e˜B is very likely to be the correct
decoding results. We characterize the success probability in
the following Corollary.
Corollary 2. Given a linear block code C(n, k) and TEP e,
if the Hamming distance between c˜e and y˜ is calculated as
d
(H)
e , the probability that the errors in MRB are eliminated by
TEP e is given by
PSuce (d
(H)
e ) = Pe(e)
pEnk+1
(
d
(H)
e − w(e)
)
p
D
(H)
e
(
d
(H)
e − w(e)
) . (90)
Proof: For the probability PSuce (de), we observe
PSuce (d
(H)
e ) =
Pr
(
D
(H)
e = d
(H)
e , e˜B = e
)
Pr
(
D
(H)
e = d
(H)
e , e˜B = e
)
+ Pr
(
D
(H)
e = d
(H)
e , e˜B 6= e
)
=
(
Pr(e˜B = e)Pr(D
(H)
e = d
(H)
e |e˜B = e)
)
×
(
Pr(e˜B = e)Pr(D
(H)
e = d
(H)
e |e˜B = e)
+ Pr(e˜B 6= e)Pr(D(H)e = d(H)e |e˜B 6= e)
)−1
.
(91)
From Corollary 1, Pr(e˜B = e) is given by Pe(e), and
Pr(D
(H)
e = d
(H)
e |e˜B = e) and Pr(D(H)e = d(H)e |e˜B 6= e) are in
fact given by pEnk+1(d
(H)
e − w(e)) and pWcP (d
(H)
e − w(e)),
respectively. Substituting Pe(e), pEnk+1(d
(H)
e − w(e)) and
pWcP (d
(H)
e − w(e)) into (91), we obtain (90).
We show PSuce (d
(H)
e ) as a function of d
(H)
e for TEP
e = [0, . . . , 0, 1, 1, 0] in decoding (128, 64, 22) eBCH code
(whose weight spectrum can be well described by a binomial
distribution), in Fig. 9. Although Pe(e) in (91) involves large-
number integrals, it can be calculated efficiently by utilizing
Markov chain property of ordered statistics [26]. As can be
seen, when d(H)e decreases, the probability that errors in MRB
are eliminated, increases rapidly.
Similarly, instead of calculating the success probability for
each TEP, after the i-reprocessing (0 ≤ i ≤ m) of an order-
m OSD, we can obtain the minimum Hamming distance as
d
(H)
i and the locally optimal codeword estimation cˆi. The a
posterior probability of that the error number in MRB is less
than or equal to i, i.e. Pr(w(e˜B) ≤ i|d(H)i ), can be evaluated.
If w(e˜B) ≤ i, an order-i OSD is capable to obtain the correct
decoding result. Thus, we refer Pr(w(e˜B) ≤ i|d(H)i ) to the
success probability PSuci (d
(H)
i ) of cˆi. This is summarized in
the following Corollary.
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Fig. 9. PSuce (d
(H)
e ) in decoding (128, 64, 22) eBCH code at different SNR,
when e = [0, . . . , 0, 1, 1, 0].
Corollary 3. In an order-m OSD of decoding a linear block
code C(n, k), if the minimum Hamming distance after i-
reprocessing is given by d(H)i , the probability that the number
of errors in MRB is less than or equal to i is given by
PSuci (d
(H)
i ) = 1−
(
1−∑iv=0 pEk1 (v)) pW˜cP (d(H)i , bk0,i)
p
D
(H)
i
(d
(H)
i )
,
(92)
where p
D
(H)
i
(d) is given by (38) and p
W˜cP
(d, b) is given by
(39).
Proof: Following the same steps as the proof of Corollary
2 and using Theorem 2, we can obtain (92).
Assuming that the weight enumerator is modeled by the
binomial distribution, we compare (92) with the simulations
obtained by decoding (128, 64, 22) eBCH code, in Fig. 10. As
can be seen, the Hamming distance after i-reprocessing can be
an indicator of the decoding quality and the success probability
of codeword cˆi tends to be 1 if the Hamming distance d
(H)
i
goes to 0.
B. Sufficient Conditions
Let us assume that at the receiver, a sequence of the sample
of [A˜]n1 is denoted as α˜ = [α˜]
n
1 . Thus, the probability that the
u-th (1 ≤ u ≤ n) bit is in error on the condition of A˜u = α˜u
can be obtained as
Pe(u|A˜u = α˜u) = fR(−α˜u)
fR(−α˜u) + fR(α˜u) , (93)
where fR(x) is given by (5). The joint error probability of
u-th and v-th (1 ≤ u < v ≤ n) bits can be derived as
Pe(u, v|α˜u, α˜v) = fR(−α˜u)
fR(−α˜u) + fR(α˜u)
fR(−α˜v)
fR(−α˜v) + fR(α˜v)
= Pe(u|α˜u)Pe(v|α˜v).
(94)
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Fig. 10. PSuci (d
(H)
i ) in decoding (128, 64, 22) eBCH code at different SNR,
when i = 1.
From (94), we can see that although the bit-wise error proba-
bilities of ordered received signals are dependent as shown in
(11), the bit-wise error probabilities on the condition [A˜]n1 = α˜
are independent and Pe(u, v|α˜u, α˜v) = Pe(u|α˜u)Pe(v|α˜v),
1 ≤ u < v ≤ n, holds. Next, We introduce the SC
design based on the condition that [A˜]n1 = α˜ as the a priori
information.
1) Hard Individual Stopping Rule (HISR): Given the or-
dered reliability of received signals, i.e., α˜ = [α˜]n1 , Pe(e)
from (89) can be simply derived as
Pe(e|α˜) =
∏
0<u≤k
eu 6=0
Pe(u|α˜u)
∏
0<u≤k
eu=0
(1− Pe(u|α˜u)). (95)
We can also estimate the pmf of Enk+1 by α˜ as
pEnk+1(j|α˜) =
(
n− k
j
)(
1
n− k
n∑
u=k+1
Pe(u|α˜u)
)j
×
(
1− 1
n− k
n∑
u=k+1
Pe(u|α˜u)
)n−k−j
.
(96)
Accordingly, the conditional success probability is obtained as
PSuce (d
(H)
e |α˜) = Pe(e|α˜)
pEnk+1(d
(H)
e − w(e)|α˜)
p
D
(H)
e
(d
(H)
e − w(e)|α˜)
, (97)
where p
D
(H)
e
(j|α˜) is given by (88), but in which Pe(e) and
pEnk+1(j) are replaced by Pe(e|α˜) and pEnk+1(j|α˜), respec-
tively.
We now introduce the hard individual stopping rule (HISR).
Given a predetermined threshold success probability PSuct , if
the Hamming distance d(H)e between cˆe and y satisfies the
following condition
PSuce (d
(H)
e |α˜) ≥ PSuct , (98)
the codeword cˆe is selected as the optimal decoding output,
and the decoding is terminated. Therefore, the probability that
errors in MRB are eliminated is lower bounded by PSuct
because of (98).
Next we give the performance bound and complexity anal-
yses for an order-m OSD decoding that only applies the HISR
technique. For each TEP e, there exist a maximum d(H)e ,
referred to as d(H)max,e, satisfying PSuce (d
(H)
e |α˜) ≥ PSuct , i.e.,
d
(H)
max,e = max{d(H)e |PSuce (d(H)e |α˜) ≥ PSuct }. We define d(H)b,e
as the mean of d(H)max,e, i.e. d
(H)
b,e = E[d
(H)
max,e], and d
(H)
b,e can be
derived as
d
(H)
b,e = E
[
max{d(H)e |PSuce (d(H)e |α˜) ≥ PSuct }
]
≈ max{d(H)e |E[PSuce (d(H)e |α˜)] ≥ PSuct }
= max{d(H)e |PSuce (d(H)e ) ≥ PSuct }.
(99)
Thus, if one TEP e satisfies HISR and its corresponding
codeword cˆe is output, the expectation of the success prob-
ability of cˆe can be obtained by considering the conditional
probability, i.e.,
P
Suc
e =
∑d(H)b,e
j=w(e) P
Suc
e (j)pD(H)e
(j)∑d(H)b,e
j=w(e) pD(H)e
(j)
. (100)
Given a specific reprocessing sequence {e1, e2, . . . , ebk0:m}
(i.e., the decoder processes sequentially from e1), jor any j
(1 < j ≤ bk0:m), the probability that cˆej is identified and
output by HISR is given by
Pej =
j−1∏
v=1
1− d
(H)
b,ev∑
u=w(ev)
p
D
(H)
ev
(u)
 d
(H)
b,ej∑
u=w(ej)
p
D
(H)
ej
(u). (101)
Particularly Pe1 =
∑d(H)b,ej
u=w(e1)
p
D
(H)
e1
(u). Furthermore, the
probability that HISR is satisfied during the decoding is given
by
PHISR = 1−
bk0:m−1∏
j=1
1− d
(H)
b,ej∑
u=w(ej)
p
D
(H)
ej
(u)
 . (102)
Generally, the overall decoding error probability of an
original OSD can be upper bounded by [11]
e ≤ Plist + PML, (103)
where PML is the error rate of maximum-likelihood decoding
(MLD), and Plist is the probability that the error pattern e˜B
(recall the dentition of e˜B in the proof of Lemma 3) is excluded
in the list {e} of TEP of OSD, i.e., the probability that OSD
does not eliminate the errors in MRB, which can be derived
as Plist = 1 −
∑m
i=1 pEk1 (i). For an order-m OSD decoding
employing HISR with the threshold success probability PSuct ,
the error rate upper bound is simply given by (103) if no TEP
satisfies HISR, otherwise, the Plist is degraded to P′list due to
HISR, which is derived as
P′list = 1−
bk0:m−1∑
j=1
(
PejP
Suc
e
) m∑
i=0
pEk1 (i). (104)
Therefore, if the second permutation pi2 is omitted, the
decoding error probability, denoted by e, of an order-m OSD
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Fig. 11. The performance loss rate θHISR of decoding (64, 30, 14) eBCH
code with an order-1 OSD applying HISR.
employing HISR is upper bounded by
e ≤ (1− PHISR)Plist + PHISRP′list + PML
≤ (1− PHISR)
(
1−
m∑
i=0
pEk1 (i)
)
+ PHISR
1− bk0:m−1∑
j=1
(
PejP
Suc
e
) m∑
i=0
pEk1 (i)
+ PML
=
(
1− (1− θHISR)
m∑
i=0
pEk1 (i)
)
+ PML,
(105)
where θHISR is defined as the error performance loss rate,
which is given by
θHISR = PHISR
1− bk0:m−1∑
j=1
PejP
Suc
ej
 . (106)
It can be noticed that the performance loss rate θHISR is
controlled by PSuct and the value range is [0, 1]. When P
Suc
t
goes to 1, θHISR goes to 0 because PHISR goes to 0. Eq. (105)
tends to be the performance upper-bound of the original OSD.
In contrast, when PSuct goes to 0 , θHISR goes to 1 because
PHISR goes to 1 and P
Suc
ej goes to 0 for any 1 ≤ j ≤ bk0:m−1.
As a result, the coefficient of
∑m
i=1 pEk1 (i) in (105) goes to
0, which indicates that the OSD can not eliminate any error
pattern in MRB. We illustrate the performance loss θHISR
with different parameter PSuct in the order-1 decoding of
(64, 30, 14) eBCH code in Fig. 11. It is worth mentioning that
even for small PSuct (e.g. 0.1 or 0.5), the loss θHISR tends to
be decreased significantly as SNR increases.
If the second permutation is further considered for accuracy,
according to [13, Equ. 24], (105) is slightly modified as
e =
n−k−dH+1∑
d=0
Ppi2(d)
(
1− (1− θHISR)
m∑
i=0
pEk+d1
(i)
)
+ PML, (107)
where Ppi2(d) [11, Equ. 59] is the probability that d dependent
columns are permuted in the second permutation.
Given the threshold d(H)b,e with respect to TEP e, and given
a specific reprocessing sequence {e1, e2, . . . , ebk0:m}, the av-
erage number of re-encoded TEPs, denoted by Na, is derived
as
Na =
d
(H)
b,e1∑
u=w(e1)
p
D
(H)
e1
(u) + bk0:m
bk0:m∏
j=1
1− d
(H)
b,ej∑
u=w(ej)
p
D
(H)
ej
(u)

+
bk0:m∑
j=2
j−1∏
v=1
j
1− d
(H)
b,ev∑
u=w(ev)
p
D
(H)
ev
(u)
 d
(H)
b,ej∑
u=w(ej)
p
D
(H)
ej
(u).
(108)
Compared to the conventional approaches of maximum-
likelihood decoding or OSD decoding, the HISR can find the
optimal decoding results by calculating the Hamming distance
rather than comparing the WHD with respect to the results
of every re-encoding results. Furthermore, the HISR can find
the promising decoding result during the reprocessing and
terminate the decoding without traversing all the TEP. This
reduces the decoding complexity. Note that {e1, e2, . . . , ebk0:m}
is nonexchangeable in (105) and (108) as different reprocess-
ing sequences may result in different decoding complexity and
loss rate. According to (105) and (108), the optimal sequence
solution should be always prioritizing TEP ej , 1 ≤ j ≤ bK0:m,
with higher
∑d(H)b,ej
u=w(ej)
p
d
(H)
ej
(u).
We consider an implementation of an OSD decoder applying
the HISR. The decoding error performance and the average
number of TEP is compared among different threshold success
probability PSuct settings in decoding (64, 30, 14) eBCH code,
as depicted in Fig. 12 and Fig. 13, respectively. As can be
seen, HISR can be an effective sufficient condition to reduce
complexity, even if it is calculated base on Hamming distance.
In particular, with high Psec.t settings (e.g. 0.99 and 0.999), the
average number of TEPs, denoted by Na, is also dramatically
reduced at high SNRs, while the error performance is almost
identical to the original OSD.
2) Group Stopping Rule: Although HISR can evaluate the
probability of success of TEP accurately, success probability
PSuce (d
(H)
e |α˜) needs to be determined for each TEP individ-
ually and the optimal reprocessing TEP sequence should also
be carefully considered. We further proposed a hard gourp
stopping rule (HGSR) based on Theorem 2 and Corollary 3
as an alternative efficient implementation. Given the a prior
information [A˜]n1 = α˜, we can simplify (92) in Corollary 3 as
PSuci (d
(H)
i |α) = 1−
1− i∑
j=0
pEk1 (j|α˜)
 pW˜cP (d(H)i , bu0,i)
p
D
(H)
i
(d
(H)
i |α˜))
,
(109)
where pEk1 (j|α˜) is given by
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Fig. 12. The frame error rate of decoding (64, 30, 14) eBCH code with an
order-1 OSD applying HISR.
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Fig. 13. The average number Na of re-encoded TEPs in decoding
(64, 30, 14) eBCH code with an order-1 OSD applying HISR.
pEk1 (j|α˜) =
(
k
j
)(
1
k
k∑
u=1
Pe(u|α˜u)
)j
×
(
1− 1
k
k∑
u=1
Pe(u|α˜u)
)k−j
,
(110)
and p
D
(H)
i
(d
(H)
i |α˜) is obtained by replacing pEk1 (u) and
pEnk+1(u) by pEk1 (u|α˜) and pEnk+1(u|α˜) in (38), respectively.
Therefore, we can calculate a success probability
PSuci (d
(H)
i |α) according to (92) for the entire i-reprocessing
stage, rather than calculating PSuce (d
(H)
e |α) for each TEP e
individually as HISR. All the TEPs in i-reprocessing can
be regarded as a group and PSuci (d
(H)
i |α) is calculated after
each order-i reprocessing. If PSuci (d
(H)
i |α) is larger than a
determined parameter, the decoder can be terminated, which
is referred to as the HGSR.
The HGSR is described as follows. Given a predetermined
threshold Success probability PSuct , after the i-reprocessing
(0 ≤ i ≤ m) of an order-m OSD, if the minimum Hamming
distance d(H)i satisfies the following condition
PSuci (d
(H)
i |α˜) ≥ PSuct , (111)
the decoding is terminated and the codeword ci corresponding
to d(H)i is claimed as the decoding output. The probability the
errors in MRB are eliminated after i-reprocessing is lower-
bounded by PSuct according to (111).
We consider an order-m (m ≥ 1) OSD decoding employing
HGSR with given threshold success probability PSuct . For the
i-reprocessing (0 ≤ i ≤ m), there exist a maximum d(H)i ,
referred to as d(H)max,i , satisfying P
Suc
i (d
(H)
i |α˜) ≥ PSuct , i.e.
d
(H)
max,i = max{d(H)i |PSuci (d(H)i |α˜) ≥ PSuct }. We define db,i
as the mean of d(H)max,i, which can be derived as
d
(H)
b,i = E[max{d(H)i |PSuci (d(H)i |α˜) ≥ PSuct }]
≈ max{d(H)i |E[PSuci (d(H)i |α˜)] ≥ PSuct }
= max{d(H)i |PSuci (d(H)i ) ≥ PSuct },
(112)
and the probability that cˆi (1 ≤ i ≤ m) is identified and
output by HGSR is derived as
Pi =
i−1∏
v=1
1− d
(H)
b,v∑
u=0
p
D
(H)
v
(u)
 d
(H)
b,i∑
u=0
p
D
(H)
i
(u). (113)
Particularly P0 =
∑d(H)b,0
u=0 pD(H)0
(u). Accordingly, the probabil-
ity that HGSR is satisfied during the decoding is derived as
PHGSR = 1−
m−1∏
i=0
1− d
(H)
b,ij∑
u=0
p
D
(H)
i
(u)
 . (114)
Similar to the error performance upper-bound (107) of
HISR, the error performance e of HGSR can be upper-
bounded by
e =
n−k−dH+1∑
d=0
Ppi2(d)
(
1−(1−θHGSR)
m∑
i=0
pEk+d1
(i)
)
+PML,
(115)
where θHGSR is the error performance loss rate given by
θHGSR = PHGSR
(
1−
m−1∑
i=0
PiP
Suc
i
)
, (116)
and P
Suc
i is the average success probability of cˆi if it is output
by HGSR, i.e.,
P
Suc
i =
∑d(H)b,i
u=0 P
Suc
i (u)pD(H)i
(u)∑d(H)b,i
u=0 pD(H)i
(u)
. (117)
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Fig. 14. The performance loss rate θHGSR of decoding (64, 30, 14) eBCH
code with an order-2 OSD applying HGSR.
For HGSR, the performance loss rate θHGSR is also con-
trolled by PSuct and the value range is [0, 1]. When P
Suc
t goes
to 1, (115) tends to be the performance upper-bound of the
original OSD. In contrast, when PSuct goes to 0, θHGSR goes
to 1, indicating the OSD can not eliminate any error pattern in
MRB. We illustrate the performance loss θHGSR with different
parameter PSuct in decoding a (64, 30.14) eBCH code with an
order-2 OSD applying HGSR, as depicted in Fig. 14.
The complexity in terms of the average number of TEPs
can be derived as
Na =
d
(H)
b,0∑
u=0
p
D
(H)
0
(u) + bk0:m
m∏
i=0
1− d
(H)
b,i∑
u=0
p
D
(H)
i
(u)

+
m∑
i=1
bk0:i
i−1∏
v=0
1− d
(H)
b,v∑
u=0
p
D
(H)
v
(u)
 d
(H)
b,i∑
u=0
p
D
(H)
i
(u).
(118)
We consider an implementation of an order-2 OSD decoder
applying the HGSR. The decoding error performance and the
average number of TEP is compared in decoding (64, 30, 14)
eBCH code, as depicted in Fig. 15 and Fig. 16, respectively.
From the simulation, it can be seen that HGSR is also effective
in reducing complexity. Compared to HISR, HGSR does not
need to consider the sequence order of TEPs, and it only
calculates success probability after each round of reprocessing,
thus is more suitable for high-order OSD implementations.
C. Necessary Conditions
Although OSD looks for the best codeword by finding the
minimum WHD, if a codeword estimation cˆe could provide
a better estimation, its Hamming distance d(H)e from y should
be less than or around the minimum Hamming weight dH of
the code. According to [2, Theorem 10.1], i.i.f. d(H)e ≤ dH,
the optimal codeword estimation cˆopt is possible to be located
in the field R , {cˆe′ ∈ C(n, k) : d(H)(cˆe′ , cˆe) ≤ dH} [2,
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Fig. 15. The frame error rate of decoding (64, 30, 14) eBCH code with an
order-2 OSD applying HGSR.
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Fig. 16. The average number Na of re-encoded TEPs in decoding
(64, 30, 14) eBCH code with an order-2 OSD applying HGSR.
Corollary 10.1.1]. In other word, if d(H)e ≤ dH, the codeword
estimation cˆe is likely to be the optimal estimation. In this
section, we introduce a NC to discard unpromising TEP by
evaluating the probability of producing a valid codeword
estimation, which is referred to as Hard Discarding Rule
(HDR).
In the decoding of one received signal vector with the OSD
algorithm, if samples of ordered reliabilities sequence [A˜]n1
are given by α˜ = [α˜]n1 and the minimum Hamming weight
of C(n, k) is given by dH, for the re-encoding of an arbitrary
TEP e, the probability that D(H)e is less than or equal to dH is
given by
PProe (dH|α˜) =
dH∑
i=0
p
D
(H)
e
(i|α˜), (119)
which is referred to as the hard-decision promising probability.
The HDR is described as follows. Given a threshold of
the promising probability PProt and the minimum Hamming
20
weight dH, if the Promising probability of e satisfies the
following condition
PProe (dH|α˜) ≤ PProt , (120)
the TEP e is discarded without reprocessing.
For a linear block code C(n, k) with truncated binomial
weight spectrum, it is unnecessary for the decoder to check
the HDR for each TEP. For the promising probability, we have
the following property.
Proposition 1. In the decoding of C(n, k) with truncated
binomially distributed weight spectrum, for an arbitrary TEP
e with fixed Hamming weight w(e), PProe (dH|α˜) is a mono-
tonically increasing function of Pe(e|α˜).
Proof: The proof is provided in Appendix H.
If the decoder can process the TEPs with the order of
decreasing error probability (increasing reliability), it is un-
necessary to check the HDR for each TEP. In fact, if a TEP
fails in the HDR in the i-reprocessing, all the following TEPs
after the checked TEP can be discarded.
Next, we consider the decoding performance and complex-
ity of HDR. In order to find the decoding performance of
HDR, the TEP e which firstly satisfies the HDR check in the i-
reprocessing needs to be determined. Assume that the decoder
reprocesses TEPs with the descending order of Pe(e) and
the reprocessing sequence is denoted by {ei,1, ei,2, . . . , ei,(ki)}
satisfying Pe(ei,1) ≥ Pe(ei,2) ≥ . . . ≥ Pe(ei,(ki)) in the i-
reprocessing (0 ≤ i ≤ m). Given the threshold promising
probability PProt , the sequence number β
HDR
i of the TEP
in {ei,1, ei,2, . . . , ei,(ki)} which firstly satisfies HDR can be
found as
βHDRi =arg min
j
{
PProt −PProei,j (dH|α˜)
∣∣∣∣PProt ≥PProei,j (dH|α˜)},
(121)
then the mean of βHDRi can be derived as
E[βHDRi ] =
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
n
arg min
j
{
PProt − PProei,j (dH|α˜)
∣∣∣∣PProt ≥ PProei,j (dH|α˜)}
× fA˜1,A˜1,...,A˜n(α˜1, α˜2, . . . , α˜n)
n∏
u=1
dα˜u.
(122)
where fA˜1,A˜1,...,A˜n(x1, x2, . . . , xn) is the joint distribution of
oredered received reliabilities, which can be derived as [26]
fA˜1,A˜1,...,A˜n(x1, x2, . . . , xn)=n!
n∏
i=1
fA(xi)
n∏
i=2
1[0,xi−1](xi).
(123)
Therefore, the average number of re-encoded TEP Na can be
easily derived as
Na =
m∑
i=0
(E[βHDRi ]− 1). (124)
In the i-reprocessing, the probability of the optimal code-
word estimation being found in the i-reprocessing can be lower
bounded by
Pfound(i) = pEk1 (i)−
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
n
 (
k
i)∑
j=βHDRi (α˜)
Pe(ej |α˜)

× fA˜1,A˜1,...,A˜n(α˜1, α˜2, . . . , α˜n)
n∏
u=1
dxu
≥ pEk1 (i)−
(ki)∑
j=dE[βHDRi ]e
Pe(ej).
(125)
Therefore, the decoding error performance is upper bounded
by
e ≤ Plist + PML =
(
1−
m∑
i=0
Pfound(i)
)
+ PML.
≤
(
1−
m∑
i=0
(
pEk1 (i)− ηHDR(i)
))
+ PML,
(126)
where ηHDR(i) is the degradation factor of i-reprocessing
given by
ηHDR(i) =
(ki)∑
j=dE[βHDRi ]e
Pe(ej) (127)
It can be noticed that ηHDR(i) = pEk1 (i), if P
Pro
t = 1,
because E[βHDRi ] = 1 and
∑(ki)
j=1 Pe(ej) = pEk1 (i), which
indicates the worst performance degradation.. Furthermore,
ηHDR(i) decreases as PProt decreases. This is because of that
according to the monotonic property introduced in Proposition
1, the smaller PProt , the larger E[βHDRi ].
The degradation factor ηHDR(i) can be further scaled by
observing the following inequality from (120)
Pe(ei,dE[βHDRi ]e) ≤
PProt −
∑dH
j=0 pWcP (j − i)∑dH
j=0
(
pEnk+1(j − i)− pWcP (j − i)
) .
(128)
Thus,
ηHDR(i) ≤
(
k
i
) (
PProt −
∑dH
j=0 pWcP (j − i)
)
∑dH
j=0
(
pEnk+1(j − i)− pWcP (j − i)
) . (129)
It can be seen that ηHDR(i) tends to be smaller than 0, if
PProt ≤
∑dH
j=0 pWcP (j − i), which indicates that there is no
performance degradation comparing to the original OSD.
We consider an order-1 OSD decoder applying HDR in
decoding a (64, 30, 14) eBCH code. According to (129), the
threshold promising probability is set to PProt =
λ
(ki)
pEk1 (i) +∑dH
j=0 pWcP (j−i) in the i reprocessing to adapt to the channel
conditions, where λ is a non-negative real parameter. The
comparisons of error performance and complexity in terms
of Na are depicted in Fig.17 and Fig.18, respectively. The
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Fig. 17. The frame error rate of decoding (64, 30, 14) eBCH code with an
order-1 OSD applying HDR.
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Fig. 18. The average number Na of re-encoded TEPs in decoding
(64, 30, 14) eBCH code with an order-1 OSD applying HDR.
performance degradation ηHDR with different λ is also illus-
trated in Fig. 19. As can be seen, the trade-off between error
performance and decoding complexity can be maintained by
changing λ. The decoding complexity decreases and the frame
error rate suffers more degradation when λ increases, and vice
versa. Compared with HISR or HGSR, HDR has better error
performance at low SNRs but worse error performance at high
SNRs with the same level of Na, which implies that one can
combine HDR as NC and HISR or HGSR as SCs to reduce
the decoding complexity in both low and high SNR scenarios.
VII. SOFT-DECISION DECODING TECHNIQUES BASED ON
WHD DISTRIBUTION
A. Conditional Weighted Hamming Distance Distribution and
Success Probability of Codeword Estimation
Based on the WHD distribution we derived in Section V,
we can also propose different SCs and NCs for improving
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Fig. 19. The performance degradation factor ηHGSR of decoding (64, 30, 14)
eBCH code with an order-1 OSD applying HDR.
the decoding efficiency of OSD. Different from the hard-
decision decoding techniques proposed in Section VI, the soft-
decision decoding techniques can make better use of the a
priori information.
We first investigate the distribution of WHD D(W)e between
c˜e = [y˜B ⊕ e]G˜ and y˜. For an arbitrary TEP e = [e]k1 , let
tMw(e) = [t
M]
w(e)
1 represent the positions index of nonzero
elements of e. Also, let us consider an indices vector tw(e)+h
defined as tw(e)+h = [tMw(e) t
P
h] with the length w(e) + h,
where tPh = [t
P]h1 . Based on the Theorem 3, we derive the
distribution of D(W)e for a specific e = [e]k1 in the following
Corollary.
Corollary 4. Given a linear block code C(n, k) with weight
enumerator {A1,A2, . . . ,An} and an arbitrary TEP e = [e]k1 ,
the pdf of the Weighted Hamming distance D(W)e between y˜
and c˜e is given by
f
D
(W)
e
(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pe(tw(e)+h)fA˜tw(e)+h
(x)
+ (1− Pe(e))
n−k∑
h=1
∑
tPh∈T Ph
Pc(IPh)fA˜tw(e)+h
(x).
(130)
where
Pe(tw(e)+h) =
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
n−h−w(e)
∫ 0
−∞
· · ·
∫ 0
−∞︸ ︷︷ ︸
h+w(e)n! n∏
j=1
fr(xj)
n∏
j=2
1[0,|xj−1|](|xj |)
 ∏
1≤j≤n
j∈tw(e)+h
dxj
∏
1≤j≤n
j /∈tw(e)+h
dxj ,
(131)
Pc(IPh) =
BtPh∑n
j=0Aj
. (132)
Pe(e) is given by (89) and fA˜tw(e)+h
(x) is the pdf of
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A˜tw(e)+h =
∑w(e)
j=1 A˜tMj +
∑h
j=1 A˜tPj .
Proof: The proof is provided in Appendix I
Note that Corollary 4 is slightly different from a simple
combination of Lemma 4 and 5, because here the TEP e
is known. Similar to the approximation of 0-reprocessing
WHD distribution provided in Sec. V-C, we approximate
the distribution f
D
(W)
e
(x) of D(W)e as a mixture of Gaussian
distribution according to (233), i.e.
f
D
(W)
e
(x) = Pe(e)ge,1(x) + (1− Pe(e))ge,2(x)
=
Pe(e)√
2piσ2ge,1
exp
(
(x− Ege,1)2
2σ2ge,1
)
+
1− Pe(e)√
2piσ2ge,2
exp
(
− (x− Ege,2)
2
2σ2ge,2
)
,
(133)
where Ege,1 and σ2ge,1 are respectively give by
Ege,1 =
n−k∑
h=1
∑
t
P(u)
h ∈T Ph
Pr
(
y˜P ⊕ c˜0,P = ktP(u)h |e˜B = e
)
×
w(e)∑
u=1
√
E˜tMu ,tMu +
h∑
u=1
√
E˜tPu,tPu

=
∑
0<u≤k
eu 6=0
√
E˜u,u +
n∑
u=k+1
Pe(u)
√
E˜u,u,
(134)
and
σ2ge,1 =
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P = ktPh |e˜B = e
)
×
w(e)∑
u=1
w(e)∑
v=1
[
E˜ + Σ˜
]
tMu ,t
M
v
+ 2
w(e)∑
u=1
h∑
v=1
[
E˜ + Σ˜
]
tMu ,t
P
v
+
h∑
u=1
h∑
v=1
[
E˜ + Σ˜
]
tPu,t
P
v
)
− E2f1
=
∑
0<u≤k
eu 6=0
∑
0<v≤k
ev 6=0
[
E˜+Σ˜
]
u,v
+
n∑
u=k+1
n∑
v=k+1
Pe(u, v)
[
E˜+Σ˜
]
u,v
+ 2
∑
0<u≤k
eu 6=0
n∑
v=k+1
Pe(v)
[
E˜ + Σ˜
]
u,v
− E2f1 ,
(135)
then Ege,2 and σ2ge,2 are respectively give by
Ege,2 =
n−k∑
h=1
∑
t
P(u)
h ∈T Ph
Pr
(
y˜P ⊕ c˜0,P = ktP(u)h |e˜B 6= e
)
×
w(e)∑
u=1
√
E˜tMu ,tMu +
h∑
u=1
√
E˜tPu,tPu

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Fig. 20. PSuce (d
(W)
e ) in decoding (64, 30, 14) eBCH code at different SNR,
when e = [0, . . . , 0, 1, 0].
=
∑
0<u≤k
eu 6=0
√
E˜u,u +
1
2
n∑
u=k+1
√
E˜u,u, (136)
and
σ2ge,2 =
∑
0<u≤k
eu 6=0
∑
0<v≤k
ev 6=0
[
E˜ + Σ˜
]
u,v
+
∑
0<u≤k
eu 6=0
n∑
v=k+1
[
E˜ + Σ˜
]
u,v
+
1
2
n∑
u=k+1
n∑
v=u
[
E˜ + Σ˜
]
u,v
− E2f1 .
(137)
Based on the Corollary 4, the success probability of TEP c˜e
can be obtained if the corresponding WHD D(W)e is known.
After the re-encoding c˜e = [y˜B ⊕ e]G˜, if the WHD is given
by d(W)e , the success probability of c˜e is given by
PSuce (d
(W)
e ) =
∑n−k
h=1
∑
tPh∈T Ph Pe(tw(e)+h)fA˜tw(e)+h
(d
(W)
e )
f
D
(W)
e
(d
(W)
e )
≈
(
1 +
(1− Pe(e))ge,2(d(W)e )
Pe(e)ge,1(d
(W)
e )
)−1
.
(138)
We illustrate the result of PSuce (d
(W)
e ) as the function of d
(W)
e
for TEP e = [0, . . . , 0, 1, 0] in decoding (64, 30, 14) eBCH
code in Fig. 20. As can be seen, when WHD d(W)e decreases,
the success probability of cˆe increases rapidly. In all SNRs,
the success probability tends to be very close to 1 when the
WHD of cˆe is around 3. Therefore, the WHD of one codeword
estimation can be a good indicator to help identify promising
decoding output.
Let us re-consider the distribution of WHD if the a priori
information [A˜]h1 = α˜ is given. Note that under the condition
that [A˜]h1 = α˜, the distribution of WHD is no longer continu-
ous, but a discrete distribution, and the sample space of WHD
is all the possible linear combinations of elements in α˜ = [α˜]h1
with the coefficient 0 or 1. Given an arbitrary TEP e = [e]k1 ,
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the WHD D(W)e can be represented by d
(W)
e,tPh
= [e ktPh ]α˜
T
with some tPh ∈ T Ph , 1 ≤ h ≤ n−k. Based on Theorem 3, we
summarize the distribution of WHD D(W)e on the condition
that [A˜]h1 = α˜ in the following Corollary.
Corollary 5. Given a linear block code C(n, k) with weight
enumerator {A1,A2, . . . ,An} and an arbitrary TEP e = [e]k1 ,
if the ordered reliability is given by α˜ = [α˜]n1 , the probabil-
ity mass function of the Weighted Hamming distance D(W)e
between y˜ and c˜e is given by
p
D
(W)
e
(d
(W)
e,tPh
|α˜)
= Pe(e|α˜)
∏
k+1<i≤n
i∈tPh
Pe(i|α˜i)
∏
k+1<i≤n
i/∈tPh
(1−Pe(i|α˜i))
+ (1−Pe(e|α˜)) Bt
P
h∑n
i=0Ai
,
(139)
where
Pe(e|α˜) =
∏
0<i≤k
i∈e
Pe(i|α˜i)
∏
0<i≤k
i/∈e
(1− Pe(i|α˜i)) (140)
and BtPh is the number of codewords that have only h non-zero
elements in positions tPh within the range of parity positions.
Pe(i|α˜i) is given by (93).
Proof: The proof of provided in Appendix J.
Corollary 5 describes the pmf of D(W)e with respect to TEP
e if channel reliabilities are known. It can be found that WHD
d
(W)
e,tPh
= [e ktPh ]α˜
T is only determined by the TEP e and
the positions tPh that differ between c˜e,P and y˜P. In another
word, d(W)
e,tPh
= [e ktPh ]α˜
T is only determined by the difference
pattern [e ktPh ] between c˜e and y˜. Based on Corollary 5,
we give the following Corollary about the success probability
utilizing WHD.
Corollary 6. Given a linear block code C(n, k) with weight
enumerator {A1,A2, . . . ,An} and the ordered reliability ob-
servation α˜ = [α˜]n1 , for an arbitrary TEP e = [e]
k
1 , if the
difference pattern between c˜e and y˜ is calculated as [e ktPh ],
the probability that the errors in MRB are eliminated by e is
given by
PSuce ([e ktPh ]|α˜) =1 +
(1− Pe(e|α˜)) BtPh∑n
i=0Ai
Pe(e|α˜) ∏
k+1<i≤n
i∈tPh
Pe(i|α˜i)
∏
k+1<i≤n
i/∈tPh
(1− Pe(i|α˜i))

−1
(141)
Proof: Following the same step as the proof of Corollary
2 and using Corollary 5, (141) can be obtained.
After the i-reprocessing (0 ≤ i ≤ m), if the current
minimum WHD is given as d(W)i , the a posterior probability
Pr(w(e˜B) ≤ i|d(W)i ) can be also calculated according to
Theorem 4, which is referred to as the success probability
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Fig. 21. PSuci (d
(W)
i ) in decoding (64, 30, 14) eBCH code.
PSuci (d
(W)
i ) of codeword cˆi, i.e.
PSuci (d
(W)
i ) = 1−
(
1−
i∑
v=0
pEk1 (v)
)
f
D
(W)
i |e˜B 6=e
(
d
(W)
i , b
k
0:i
)
f
D
(W)
i
(d
(W)
i )
,
(142)
where f
D
(W)
i
(dx) is given by (71) and f
D
(W)
i |e˜B 6=e
(
x, bk0:i
)
is
given by (72).
We illustrate the probability PSuci (d
(W)
i ) as a function of
d
(W)
i ) in Fig. 21. It can be seen that the minimum WHD
d
(W)
i after the i-th reprocessing can indicate the probability
that the error in MRB can be eliminated by an OSD decoder.
If SNR increases, PSuci (d
(W)
i ) increases when d
(W)
i is low
and decreases when d(W)i is high. If reprocessing order i is
increased, PSuci (d
(W)
i ) is also increased for any d
(W)
i .
For the implementation of SISR, we give an approximation
of i-reprocessing success probability as a function of d(W)i
based on the a priori information of reliability [A˜]n1 = [α˜]
n
1
and the approximation of theorem 2 with the assumption of
the binomially distributed weight spectrum. As introduced in
Section V-C, the distribution of i-reprocessing WHD can be
approximated to the ordered statistics of Gaussian distributions
with positive correlation if the weight spectrum of code is
binomial. Given the ordered reliability [A˜]n1 = [α˜]
n
1 , the WHD
generated by different TEPs will not have correlations any
more, and the pdf of D(W)i after i-reprocessing (0 ≤ i ≤ m)
can be approximated as
f
D
(W)
i |α˜
(x) =
i∑
u=0
pEk1 (u|α˜)
(
f
D
(W)
e |e˜B=e,α˜(x)
∫ ∞
x
f
D
(W)
i |e˜B 6=e,α˜
(
u, bk1:i
)
du
+ f
D
(W)
i |e˜B 6=e,α˜
(
x, bk1:i
) ∫ ∞
x
f
D
(W)
e |e˜B=e,α˜(u)du
)
+
(
1−
i∑
u=0
pEk1 (u|α˜)
)
f
D
(W)
i |e˜B 6=e,α˜
(
x, bk0:i
)
,
(143)
where pEk1 (u|α˜) is given by (110), and fD(W)i |e˜B 6=e,α˜ (x, b) is
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given by
f
D
(W)
i |e˜B 6=e,α˜
(x, b) =
b
(
F
D
(W)
e |e˜B 6=e,α˜(x)
)b−1
f
D
(W)
e |e˜B 6=e,α˜(x).
(144)
f
D
(W)
e |e˜B 6=e,α˜(x) and FD(W)e |e˜B 6=e,α˜(x) are respectively the
pdf and cdf of Gaussian distribution n(E[D(W)e |e˜B =
e, α˜], σ2
D
(W)
e |e˜B=e,α˜
), with mean and variance given by
E[D(W)e |e˜B=e,α˜] =
i∑
j=1
k∑
u=1
pEk1 (j|α˜)Pe(u|α˜u)α˜u
+
n∑
u=k+1
Pe(i|α˜u)α˜u,
(145)
and
σ2
D
(W)
e |e˜B=e,α˜ =
i∑
j=2
k∑
u=1
k∑
v=1
pEk1 (j|α˜)Pe(u, v|α˜u, α˜v)α˜uα˜v
+
n∑
u=k+1
n∑
v=k+1
Pe(u, v|α˜u, α˜v)α˜uα˜v − E[D(W)e |e˜B = e, α˜]2
+ 2
i∑
j=1
k∑
u=1
n∑
v=k+1
pEk1 (j|α˜)Pe(u, v|α˜u, α˜v)α˜uα˜v,
(146)
respectively. f
D
(W)
e |e˜B 6=e,α˜(x) and FD(W)e |e˜B 6=e,α˜(x) are the pdf
and cdf of the Gaussian distribution n(E[D(W)e |e˜B 6= e, α˜],
σ2
D
(W)
e |e˜B 6=e,α˜
) with mean and variance respectively given by
E[D(W)e |e˜B 6= e, α˜] =
k∑
u=1
bk−10:(i−1)
bk0:i
α˜u +
n∑
i=k+1
Bu∑n
j=0Aj
α˜u
(147)
and
σ2
D
(W)
e |e˜B 6=e =
k∑
u=1
bk−10:(i−1)
bk0:i
α˜2u +
n∑
u=k+1
Bu∑n
j=0Aj
α˜2u
+ 2
k−1∑
u=1
k∑
v=i+1
bk−20:(i−2)
bk0:i
α˜uα˜v + 2
n−1∑
u=k+1
n∑
v=u+1
Buv∑n
j=0Aj
α˜uα˜v
+ 2
k∑
u=1
n∑
v=k+1
(
bk−10:(i−1)
bk0:i
× Bv∑n
j=0Aj
)
α˜uα˜v
− E[D(W)e |e˜B 6= e, α˜]2.
(148)
From (143), we can obtain the success probability with
signal reliability given by [A˜]n1 = [α˜]
n
1 if the D
(W)
i after i-
reprocessing (0 ≤ i ≤ m) is known. After the i-reprocessing,
if the minimum WHD is calculated as d(W)i , the success
probability of the codeword cˆi corresponding to the minimum
WHD is given by
PSuci (d
(W)
i |α˜) = 1−
(
1−
i∑
v=0
pEk1 (v|α˜)
)
×
f
D
(W)
i |e˜B 6=e,α˜
(
d
(W)
i , b
k
0:i
)
f
D
(W)
i |α˜
(d
(W)
i )
(149)
B. Sufficient Conditions
Next, we introduce the soft-decision SCs based on the
success probabilities described in Section VII-A. Soft-decision
SC can give more accurate information of success probability
than the hard-decision SCs introduced in the previous section,
and can terminate the decoding in advance more reasonably.
1) Individual Stopping Rule: We propose the soft individual
stopping rule (SISR) to terminate the deocding in advance by
utilizing the WHD. After each re-encoding, given a success
probability threshold PSuct , if the difference pattern [e ktPh ] =
c˜e⊕ y˜ between the generated codeword c˜e and y˜ satisfies the
following condition
PSuce ([e ktPh ]|α˜) ≥ P
Suc
t , (150)
the deocding is terminated and the codeword ce is selected
as the decoding output, where PSuce ([e ktPh ]|α˜) is given by
(141).
Compared with the HISR, SISR makes decision based on
the difference pattern, rather than the number of different
positions (Hamming distance), which makes it more accurate
for estimating the probability of success and can reduce the
number of TEPs more effectively. In addition, it can be seen
from (141) that each calculation for PSuce ([e ktPh ]|α˜) is linear
in terms of code length n.
Let us consider an OSD decoder applying SISR with the
predetermined threshold success probability PSuct . Given a
specific reprocessing sequence {e1, e2, . . . , ebk0:m} (i.e. the
decoder processes sequentially from e1)), for an arbitrary TEP
ej (1 ≤ j ≤ k), there exist a WHD d(W)b,ej with respect to ej
which can exactly meet the required success probability PSuct ,
i.e.,
d
(W)
b,ej
= PSuc,−1ej (P
Suc
t ), (151)
where PSuc,−1ej (x) is the inverse function of (138). If cˆej is
identified by SISR and output, the expectation of the success
probability of cˆej can be derived as
P
Suc
ej =
(∫ d
b,e
(W)
j
0
p
D
(W)
e
(x)dx
)−1∫ d
b,e
(W)
j
0
PSuce (x)pD(W)e
(x)dx.
(152)
Because the decoder processes the TEP list from e1 sequen-
tially, the probability of that cˆej (1 ≤ j ≤ bk0:m) is identified
and output by SISR is given by
Pej =
j−1∏
v=1
(
1−
∫ d(W)b,ev
0
f
D
(W)
ev
(x)dx
)∫ d(W)b,ej
0
f
D
(W)
ej
(x)dx.
(153)
Particularly Pe1 =
∫ d(W)b,e1
0 fD(W)e1
(x)dx. In addition, the proba-
bility that SISR is satisfied by some TEP in decoding is given
by
PSISR =
bk0:m∏
j=1
(
1−
∫ d(W)b,ej
0
f
D
(W)
ej
(x)dx
)
. (154)
Similar to the derivation of error performance upper bound
of HISR, the error performance of a OSD decoding applying
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SISR can be upper bounded by
e =
n−k−dH+1∑
d=0
Ppi2(d)
(
1−(1−θSISR)
m∑
i=0
pEk+d1
(i)
)
+ PML,
(155)
where θSISR is the performance loss of SISR, which is given
by
θSISR = PSISR
1− bk0:m−1∑
j=1
PejP
Suc
ej
 , (156)
and Pej and P
Suc
ej are given by (153) and (154), respectively.
Given a specific reprocessing sequence {e1, e2, . . . , ebk0:m}
and the threshold d(H)b,ej with respect to TEP ej (1 ≤ j ≤ bk0:m),
the average number of re-encoded TEPs, denoted by Na, is
derived as
Na =
∫ d(W)b,e1
0
f
D
(W)
e1
(x)dx+bk0:m
bk0:m∏
v=1
(
1−
∫ d(W)b,ev
0
f
D
(W)
ev
(x)dx
)
+
bk0:m∑
u=2
u
u−1∏
v=1
(
1−
∫ d(W)b,ev
0
f
D
(W)
ev
(x)dx
)∫ d(W)b,eu
0
f
D
(W)
eu
(x)dx,
(157)
We compare the frame error rate and decoding complexity
in terms of the TEP number Na in decoding the (64, 30, 14)
eBCH code with an order-1 OSD applying SISR in Fig. 22 and
Fig. 23, respectively. As can be seen in Fig. 22, even for a low
PSuct selection as 0.5, the frame error performance exhibits no
performance loss compared with the original OSD, while the
number of re-encoded TEPs Na is dramatically reduced. It is
also worthy to note that for PSuct = 0.001, the loss of coding
gain is still smaller than 0.3 dB comparing with the Original
OSD at error rate 10−3.
It can be noticed that θSISR has a value range [0, 1]. When
PSuct goes to 1, θSISR goes to 0 and the performance tend to
be similar to the original OSD. In contrast, when PSuct goes to
0, θSISR goes to 1 and the decoder suffer a severe performance
loss. We illustrate the performance loss factor θSISR in Fig.
24. Comparing θSISR with θHISR, at the same channel SNR
and PSuct , SISR has a lower performance loss and similar
TEP number Na. However, extra complexity was introduced
by calculating PSuce in (141).
2) Group Stopping Rule: Based on (143) and (149), we can
also propose a soft group stopping rule (SGSR), which checks
the success probability only after each reprocessing. With the
help of SGSR, a high-order OSD does not need to perform all
reprocessing every time, but only adaptively performs several
low-order rounds of reprocessing. The SGSR is described as
follows, given a predetermined threshold success probability
PSuct , after the i-reprocessing (0 ≤ i ≤ m) of an order-
m OSD, if the minimum WHD d(W)i satisfies the following
condition
PSuci (d
(W)
i |α˜) ≥ PSuct (158)
the decoding is terminated and the codeword cˆi with respect
to d(W)i is output as the decoding result, where P
Suc
i (d
(W)
i |α˜)
is given by (149).
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Fig. 22. The frame error rate of decoding (64, 30, 14) eBCH code with an
order-1 OSD applying SISR.
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Fig. 23. The average number of TEP Na in decoding (64, 30, 14) eBCH
code with an order-1 OSD applying SISR.
We consider an order-m (m ≥ 1) OSD decoding applying
SGSR with given threshold success probability PSuct . For i-
reprocessing (0 ≤ i ≤ m), there exist a WHD db,i which can
exactly satisfy the threshold success probability PSuct , i.e.
d
(W)
b,i = P
Suc,−1
i (P
Suc
t ), (159)
where PSuc,−1i (x) is the inverse function of P
Suc
i (x) given by
(92).
After the i-reprocessing (1 ≤ i ≤ m), the probability that
cˆi is identified and output by SGSR is derived as
Pi =
i−1∏
v=1
(
1−
∫ d(W)b,v
0
p
D
(W)
v
(x)dx
)∫ d(W)b,i
0
p
D
(W)
i
(x)dx,
(160)
where p
D
(W)
i
(x) is the pdf of the WHD distribution
of i-reprocessing given by (71). In particular, P0 =
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Fig. 24. The performance loss rate θSISR of decoding (64, 30, 14) eBCH
code with an order-1 OSD applying SISR.
∫ d(W)b,0
0 pD(W)0
(x)dx. Accordingly, the probability of that SGSR
is satisfied in the decoding is derived as
PSGSR = 1−
m−1∏
i=0
(
1−
∫ d(W)b,ij
0
p
D
(W)
i
(x)dx
)
. (161)
Similar to the error performance upper-bound (155) of
SISR, the error performance e of SGSR can be upper-bounded
by
e=
n−k−dH+1∑
d=0
Ppi2(d)
(
1−(1−θSGSR)
m∑
i=0
pEk+d1
(i)
)
+ PML,
(162)
where θSGSR is the error performance loss rate given by
θSGSR = PSGSR
(
1−
m−1∑
i=0
PiP
Suc
i
)
, (163)
and P
Suc
i is the average success probability of cˆi if it is output
by SGSR, i.e.
P
Suc
i =
∫ d(W)b,i
0 P
Suc
i (x)pD(W)i
(x)dx∫ d(W)b,i
0 pD(W)i
(x)dx
. (164)
The complexity in terms of the average number Na of TEPs
can be derived as
Na =
∫ d(W)b,0
0
f
D
(W)
0
(x)dx+bk0:m
m∏
i=0
(
1−
∫ d(W)b,i
0
f
D
(W)
i
(x)dx
)
+
m∑
i=1
bk0:i
i−1∏
u=0
(
1−
∫ d(W)b,u
0
f
D
(W)
u
(x)dx
)∫ d(W)b,i
0
f
D
(W)
i
(x)dx,
(165)
where f
D
(W)
i
(x), 0 ≤ i ≤ m, is given by (71), and d(W)b,i ,
0 ≤ i ≤ m, is given by (159).
We implemented an order-2 OSD decoder applying SGSR
as the decoding stopping rule, where the decoder has opportu-
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Fig. 25. The frame error rate of decoding (64, 30, 14) eBCH code with an
order-2 OSD applying SGSR.
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Fig. 26. The average number of TEP Na in decoding (64, 30, 14) eBCH
code with an order-2 OSD applying SGSR.
nities to be terminated early at the end of 0-reprocessing or 1-
reprocessing. We illustrate the frame error rate e and decoding
complexity in terms of Na in decoding the (64, 30, 12) eBCH
code in Fig. 25 and Fig. 26, respectively. As can be seen in Fig.
25, the decoder has almost the same error rate performance as
the original OSD when the threshold PSuct is set to 0.99, while
the number of TEP Na is dramatically reduced. In particular,
Na is shown to be less than 10, when SNR reaches 3.5 dB and
e reaches 10−4. Compared with HGSR, SGSR can help the
decoder reach better error performance e with a smaller Na.
We also illustrate the loss factor of SGSR θSGSR in Fig. 27.
It can be seen that when PSuct = 0.99, the loss factor θSGSR
can reach 10−5 at SNR = 4 dB, indicating that SGSR has a
negligible effect on e according to (162).
C. Necessary Conditions
In Section VI-C, we introduced the HDR for the OSD
decoding, which is based on the fact that a better codeword
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Fig. 27. The performance loss rate θSGSR of decoding (64, 30, 14) eBCH
code with an order-2 OSD applying HGSR.
estimation should have an equal or lower Hamming distance
than the current optimal estimation. In this Section, we intro-
duce the soft discarding rule (SDR) based on the distribution
of WHD. Compared to HDR, SDR is more accurate since it
calculates the promising probability directly from the WHD.
However, the computational complexity is accordingly higher.
According to Corollary 5, if the sample sequence of the
ordered reliabilities of the received signal is given by α˜ =
[α˜]n1 and the current minimum WHD is given by d
(W)
min, for an
arbitrary TEP e, the probability that D(W)e is less than d
(W)
min
is given by
PProe (d
(W)
min|α˜) =
n−k∑
h=1
∑
tPh∈T Ph
d
(W)
e,tP
h
<d
(W)
min
p
D
(W)
e
(dWe,tPh
|α˜), (166)
where p
D
(W)
e
(dW
e,tPh
|α˜) is given by (139).
The SDR is described as follow. Given the threshold promis-
ing probability PProt and the current minimum WHD d
(W)
min, if
the soft promising probability of e calculate by (166) satisfies
PProe (d
(W)
min|α˜) < PProt , (167)
the TEP e can be discarded without reprocessing.
For a linear block code C(n, k) with truncated binomial
weight spectrum, the promising probability increases when
Pe(e|α˜) increases in the same reprocessing stage if the OSD
algorithm processes the TEPs with the descending order of er-
ror probability Pe(e|α˜), which is summarized in the following
proposition.
Proposition 2. In the i-reprocessing (0 < i ≤ m) of the
decoding of C(n, k) with truncated binomially distributed
weight spectrum, PProe (d
(W)
min|α˜) is an increasing function of
Pe(e|α˜).
Proof: The proof is provided in Appendix K.
From Proposition 2, it can be seen that if the OSD decoder
processes the TEPs with the order of decreasing error proba-
bility and one TEP fails in the SDR check, all the following
TEPs in the same order reprocessing can be discarded.
We give a simple upper-bound of frame error rate e and
the average number of TEP, Na, of for an OSD algorithm em-
ploying SDR. We assume that the decoder process TEPs in a
specific sequence {ei,1, ei,2, . . . , ei,(ki)} in the i-reprocessing,
satisfying Pe(ei,1) ≥ Pe(ei,2) ≥ . . . ≥ Pe(ei,(ki)), i.e., the
decoder always processes the TEP with low reliability first.
Therefore, for a TEP ej , 1 ≤ j ≤
(
k
i
)
, the expectation of its
soft promising probability can be derived as
E[PProei,j ] = Pr(D
(W)
ei,j < D
(W)
i,j )
=
∫ y
0
∫ ∞
0
f
D
(W)
ei,j
(x)f
D
(W)
i,j
(y)dy dx,
(168)
where D(W)ei,j is the random variable with pdf fD(W)i,j
(y) of the
minimum WHD before that ej is being processed. However,
f
D
(W)
i,j
(y) is difficult to be calculated because it varys with
i and j. Note that ej is a TEP to be processed in the i-
reprocessing, thus d(W)i−1 ≥ d(W)i,j ≥ d(W)i holds, where d(W)i−1
and d(W)i are the minimum WHD after (i − 1)-reprocessing
and i-reprocessing, respectively. Thus, the expectation of the
soft promising probability of ej can be bounded by
E[PProei,j ] ≥ Pr(D(W)ei,j < D(W)i )
=
∫ y
0
∫ ∞
0
f
D
(W)
ei,j
(x)f
D
(W)
i
(y)dy dx,
(169)
and
E[PProei,j ] ≤ Pr(D(W)ei,j < D(W)i−1)
=
∫ y
0
∫ ∞
0
f
D
(W)
ei,j
(x)f
D
(W)
i−1
(y)dy dx,
(170)
where f
D
(W)
i
(y) and f
D
(W)
i−1
(y) are given by (87).
Therefore, the average number of the checked TEP can be
upper-bounded by
Na ≤
m∑
i=0
βupperi , (171)
where βupperi is the upper-bound of the sequence number of
the first TEP in {ei,1, ei,2, . . . , ei,(ki)} that satisfies SDR, i.e.
βupperi =
argmin
j
{
PProt −Pr
(
D(W)ei,j <D
(W)
i−1
)∣∣∣∣PProt ≥Pr(D(W)ei,j <D(W)i−1)}.
(172)
Similarly the lower-bound of the sequence number of the first
TEP in {ei,1, ei,2, . . . , ei,(ki)} that satisfies SDR can be given
by
βloweri =
argmin
j
{
PProt −Pr
(
D(W)ei,j <D
(W)
i
)∣∣∣∣PProt ≥Pr(D(W)ei,j <D(W)i )}.
(173)
Once βloweri is determined, the decoding error performance
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of an OSD decoder applying SDR can be upper bounded by
e ≤
(
1−
m∑
i=0
(
pEk1 (i)− ηSDR(i)
))
+ PML, (174)
where ηSDR(i) is the SDR degradation factor of i-
reprocessing, i.e.
ηHDR(i) =
(ki)∑
j=βloweri
Pe(ej). (175)
According to (173), it can be obtained that
Pr
(
D
(W)
e
βlower
i
< D
(W)
i
)
≤ PProt , i.e.,∫ y
0
∫ ∞
0
f
D
(W)
e
βlower
i
(x)f
D
(W)
i
(y)dy dx ≤ PProt , (176)
thus,
Pe(eβloweri ) ≤
(
PProt −
∫ y
0
∫ ∞
0
ge
βlower
i
,2(x)fD(W)i
(y)dy dx
)
×
(∫ y
0
∫ ∞
0
ge
βlower
i
,1(x)fD(W)i
(y)dy dx
−
∫ y
0
∫ ∞
0
ge
βlower
i
,2(x)fD(W)i
(y)dy dx
)−1
,
(177)
where ge,1(x) and ge,2(x) are given in 133. Then, from (175),
the degradation factor ηHDR(i) can be upper-bounded by
ηHDR(i) ≤
(
k
i
)
Pe(eβloweri )
≤
(
k
i
)(
PProt −
∫ y
0
∫ ∞
0
ge
βlower
i
,2(x)fD(W)i
(y)dy dx
)
×
(∫ y
0
∫ ∞
0
ge
βlower
i
,1(x)fD(W)i
(y)dy dx
−
∫ y
0
∫ ∞
0
ge
βlower
i
,2(x)fD(W)i
(y)dy dx
)−1
.
(178)
From (178), it can be seen that if PProt ≤∫ y
0
∫∞
0
ge
βlower
i
,2(x)fD(W)i
(x)dy dx, the the degradation
factor ηHDR(i) ≤ 0, indicating that there will be no loss of
decoding error performance of an OSD employing SDR.
Next, we demonstrate the performance of an order-1 OSD
decoder employing SDR in terms of the decoding error prob-
ability and complexity. The threshold PProt is set as
PProt = λ
pEk1 (i)(
k
i
) , (179)
where λ is a non-negative parameter. The frame error rate e
and number of TEPs, Na, with different parameter λ setting
in decoding the (32, 24, 6) eBCH code are depicted in Fig. 28
and Fig. 29, respectively. It can be seen that when λ = 0.1,
the decoder with SDR has almost the same frame error rate
performance as the original OSD, but the average number
of checked TEP Na is less than 5, which is dramatically
decreased from 25 for the original OSD. Even for a higher
λ = 0.5, the decoder can still maintain the error performance
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Fig. 28. The frame error rate in decoding (30, 21, 6) eBCH code with an
order-1 OSD applying SDR.
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Fig. 29. The average number of TEP Na in decoding (30, 21, 6) eBCH code
with an order-1 OSD applying SDR.
within only 0.3 dB loss of the coding gain at SNR as high
as 5 dB, and the number TEP Na is less than 2 for all
SNRs. From the simulation, it can be concluded that the SDR
can effectively decrease the complexity in terms of Na with
acceptable loss of error performance, and the trade-off between
e and Na can be adjusted by carefully tuning λ. However,
it is hard to derive tight bounds for e and Na because of
the difficulty in deriving f
D
(W)
i,j
(x). From Fig. 28 and Fig. 29,
it can be seen that (171) and (174) only provide simple and
loose upper-bounds of Na and e , respectively, and they can
be further tightened if f
D
(W)
i,j
(x) is exactly derived.
VIII. CONCLUSION
In this paper, we revisited the ordered statistic decod-
ing algorithm as a promising decoding approach for linear
block codes approaching maximum-likelihood performance.
We investigated and characterized the statistical properties of
29
the Hamming distance and weighted Hamming distance in
the reprocessing stages of the OSD algorithm. The derived
statistical properties can give insights into the relationship
between the decoding quality and the distance statistical
properties in the decoding process. According to the derived
Hamming and weighted Hamming distance distributions, we
proposed two classes of decoding techniques, namely hard
and soft techniques, to improve the decoding complexity of
the OSD algorithm. These decoding techniques are analyzed
and simulated. It is shown that they can significantly reduce
the complexity in terms of TEP numbers, with a negligible
error performance loss comparing to the original OSD. For
example, from the numerical results of decoding (64, 30, 14)
eBCH code, the HISR and HGSR with parameter PSuct = 0.99
can maintain the error performance of the original OSD, while
reducing the TEP numbers from 31 to around 2 for the order-1
decoding and from 466 to around 4 for the order-2 decoding
at high SNRs, respectively. The same improvement can also
be observed on SISR and SGSR with PSuct = 0.5. The
HDR with λ = 0.1 can reduce the TEP numbers from 31
to 24 of the order-1 decoding of (64, 30, 14) eBCH code with
slight error performance loss, and the SDR with λ = 0.1 can
reduce the TEP numbers from 21 to around 5 of the order-1
decoding of (30, 21, 16) eBCH code with virtually the same
error performance with the original OSD.
These decoding techniques can be adopted to design
reduced-complexity OSD decoders in particular for short BCH
codes in URLLC applications. For example, considering the
hard techniques introduced in VI, HISR and HGSR can be
served as the SC conditions, and the HDR can be served as
the NC condition of the codewords being the optimal outputs.
HISR and HGSR can terminate the decoding in advance
based on the Hamming distance. Applying the soft techniques
introduced in VII, the soft-techniques OSD decoder can be
designed, where the SISR and SGSR can be served as SC
conditions and the SDR can be served as a NC condition.
Compared to hard techniques, soft techniques exhibit better
error performance however with a slightly increased com-
plexity due to the calculation of WHD distribution. All the
techniques proposed in this paper utilize the statistics in the
MRB positions. Thus, serving as SCs and NCs, they can also
be easily combined with other OSD techniques and approaches
to further reduce the decoding complexity.
APPENDIX A
THE APPROXIMATION OF fA˜i(x)
For a real number t > 0, we note the equivalence between
events {A˜i ≥ t} and
{∑n
j=0 1[0,t](Aj) ≤ n− i
}
, where
1X (x) = 1 if x ∈ X and 1X (x) = 0, otherwise. We define a
new random variable Zn as
Zn =
n∑
j=0
1[0,t](Aj), (180)
which is a random variable with a binomial distribu-
tion B(n, FA(t)). By using the Demoivre-Laplace theorem
[23], Zn can be approximated by a normal distribution
N (E[Zn], σ2Zn) with with mean
E[Zn] = nFA(t), (181)
and variance
σ2Zn = nFA(t)(1− FA(t)). (182)
For a particular t ≤ 0 and a large n satisfying n3F 2A(t)(1 −
FA(t)) 1, the above normal approximation N (E[Zn], σ2Zn)
holds [23, equation 3-27]. To find an approximation indepen-
dent of t, we first define a random variable dependent on t
as
W (t) =
t(n− Zn)
i
. (183)
Therefore, We can observe the following equivalence.
{A˜i ≥ t} ≡ {Zn ≤ n− i} ≡ {W (t) ≥ t}. (184)
Because Zn is a normal random variable with mean and
varianve given by (181) and (182), respectively, W (t) is also
a normal random variable with mean and variance respective
given by
E[W (t)] =
tn(1− FA(t))
i
, (185)
and
σ2W (t) =
t2nFA(t)(1− FA(t))
i2
. (186)
Finally, we can observe the following equivalence between A˜i
and W (t) as
{A˜i ≥ t} ≡{W (t) ≥ t}
≡
{
N
(
tn(1− FA(t))
i
,
t2nFA(t)(1− FA(t))
i2
)
≥ t
}
.
(187)
Despite the equivalence of (187), the mean and variance of A˜i
itself should be independent with t. Assume that A˜i follows a
normal distribution N (E[A˜i], σ2A˜i), and we have the following
equivalence{
N (E[A˜i], σ2A˜i) ≥ t
}
≡{
N
(
tn(1− FA(t))
i
,
t2nFA(t)(1− FA(t))
i2
)
≥ t
}
.
(188)
In other word
Pr
(
N (E[A˜i], σ2A˜i) ≥ t
)
=
Pr
(
N
(
tn(1− FA(t))
i
,
t2nFA(t)(1− FA(t))
i2
)
≥ t
)
.
(189)
Let t = t0 = E[A˜i], and it can be obtained that
Pr
(
N (t0, σ2A˜i) ≥ t0
)
=
Pr
(
N
(
t0n(1− FA(t0))
i
,
t20nFA(t0)(1− FA(t0))
i2
)
≥ t0
)
=
1
2
,
(190)
30
and
t0n(1− FA(t0))
i
= t0. (191)
Therefore, the mean of A˜i is derived as
E[A˜i] = t0 = F−1A (1−
i
n
) (192)
From (187), we can also observe that
{A˜i ≥ t} ≡
{
N (0, 1) ≥ i− n+ nFA(t)√
nFA(t)(1− FA(t))
}
≡
{
N (0, 1)≥− (i− n(1− FA(t)))
(t− t0)
√
nFA(t)(1− FA(t))
t0
+
(i− n(1− FA(t)))
(t− t0)
√
nFA(t)(1− FA(t))
t
}
.
(193)
Thus, the variance is given by
σ2
A˜i
= lim
t→t0
(t− t0)2nFA(t)(1− FA(t))
(i− n(1− FA(t)))2
=piN0
(n− i)i
n3
(
e−
(t0+1)
2
N0 + e−
(t0−1)2
N0
)−2
.
(194)
Therefore, the i-th ordered reliability can be approximated
by a Normal distribution N (E[A˜i], σ2A˜i), where
E[A˜i] = t0 = F−1A (1−
i
n
) (195)
and
σ2
A˜i
= piN0
(n− i)i
n3
(
e−
(t0+1)
2
N0 + e−
(t0−1)2
N0
)−2
. (196)
APPENDIX B
THE APPROXIMATION OF fA˜i,A˜j (x, y)
For 0 < i < j and 0 ≤ t ≤ x ≤ n, we ob-
serve the equivalence between events {A˜j ≥ t|A˜i = x}
and {∑nk=i 1[t,x](Ak) ≥ j − i}. Let the random variable
Sn =
∑n
k=i 1[t,x](Ak), and according to the Central Limit
Theorem, we have{
A˜j ≥ t|A˜i = x
}
≡ {Sn ≤ j − i}
≡
{
N
(
t(i+ (n− i)γ(t))
j
,
t2(n− i)γ(t)(1− γ(t))
j2
)
≥ t
}
(197)
where
γ(t) =
FA(x)− FA(t)
FA(x)
. (198)
Similarly as the approximation of fA˜i(x), the mean and
variance of A˜j on the condition that A˜i = x can be obtained
as
E[A˜j |A˜i = x] = t1 = γ−1( j − i
n− i ). (199)
and
σ2
A˜j |A˜i=x = limt→t1
(t− t1)2(n− i)γ(t)(1− γ(t))
(j − i− (n− i)γ(t))2
=piN0
(n− j)(j − i)
(n− i)3
e−(t1−1)2N0 + e−(t1+1)2N0 )
Fa(x)
−2,
(200)
respectively. Therefore, for 0 < i < j ≤ n, the joint
distribution of A˜i and A˜j can be approximated as
fA˜i,A˜j (x, y) ≈
1
2piσA˜iσA˜j |A˜i=x
× exp
(
− (x− t0)
2
2σ2
A˜i
− (y − t1)
2
2σ2
A˜j |A˜i=x
)
.
(201)
APPENDIX C
PROOF OF THEOREM 2
Similar to the Lemma 3, we first consider the composition
of the Hamming distance in i-reprocessing (0 < i ≤ m). For
the hard-decision results y˜ = [c˜B⊕ e˜B c˜P⊕ e˜P], it is obvious
that error pattern e˜B is in the TEP list from 0-reprocessing to
i-reprocessing i.f.f w(e˜B) ≤ i.
When w(e˜B) > i, the order-m decoding can not decode
the received signal correctly and the reprocessing results after
each re-encoding is given by
c˜e = [c˜B ⊕ e˜B ⊕ e]G˜ = [c˜B ⊕ e˜B ⊕ e c˜e,P], (202)
where c˜e,P is the parity part of the new codeword generated
by re-encoding TEP e. Thus, the Hamming distance D(H)e
between c˜e and y˜ can be derived as
D(H)e = ‖e‖+ ‖c˜P ⊕ e˜P ⊕ c˜e,P‖ = w(e) +WcP . (203)
After the i-reprocessing, the minimum Hamming distance
condition that w(e˜B) > i is derived as
D
(H)
i = min∀e:w(e)≤i
{w(e) +WcP}. (204)
Let us consider a sequence of i.i.d random variables [D(H)e ]
bk0:i
1
with length bk0:i, and the minimum Hamming distance D
(H)
i
can be represented as the first element in the sequence
[D
(H)
e ]
bk0:i
1 ordered in ascending order. When i k, w(e) can
be regarded as a constant i since bk0:i−1 
(
k
i
)
. Therefore,
let p
W˜cP
(j, bk0:i) denote the pmf of the first element in the
ordered sequence [D(H)e ]
bk0:i
1 , and according to the discrete
ordered statistics theory [27, Equ. (2.4.1)], the pmf of D(H)i
condition that w(e˜B) > i can be derived as
p
W˜cP
(j, bk0:i) = b
k
0:i
∫ FWcP (j−i)
FWcP
(j−i)−pWcP (j−i)
(1−u)bk1:i du. (205)
When w(e˜B) ≤ i, the error pattern e˜B can be eliminated by
reprocessing (with the TEP e˜B) and the generated codeword
is given by
c˜e˜B = [c˜B ⊕ e˜B ⊕ e˜B]G˜ = [c˜B c˜P], (206)
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thus, if the error pattern e˜B is eliminated, the Hamming
distance D(H)e˜B between c˜eB and y˜ can be derived as
De˜B = ‖c˜B ⊕ e˜B ⊕ c˜B‖+ ‖c˜P ⊕ e˜P ⊕ c˜P‖ = w(e˜B) + Enk+1.
(207)
After the i-reprocessing, the minimum Hamming distance is
obtained by comparing D(H)e˜B and D
(H)
e calculated from other
re-encoding of TEPs, i.e.
D
(H)
i = min∀e:w(e)≤i, e6=e˜B
{w(e˜B) + Enk+1, w(e) +WcP}. (208)
Therefore, based on ordered statistics theory [27, Equ. (2.4.1)],
the pmf of the minimum Hamming distance D(H)i condition
that w(e˜B) ≤ i can be derived as
p
D
(H)
i |w(e˜B)≤i
(j) =
n∑
v=j
(
pEnk+1(j − w(e˜B)) pW˜cP (v, b
k
1:i)
+ pEnk+1(v − w(e˜B)) pW˜cP (j, b
k
1:i)
)
.
(209)
Based on the arguments above, the pmf of the mininum
Hamming distacne D(H)i after i-reprocessing can be obtained
by the law of total probability as
p
D
(H)
i
(j) =
i∑
u=0
Pr(w(e˜B) = u)pD(H)i |w(e˜B)=u
(j)
+ Pr(w(e˜B) > i)pW˜cP
(j).
(210)
According to Lemma 1, probabilities Pr(e˜B = u) and
Pr(e˜B > i) are given by pEk1 (u) and 1 −
∑i
u=0 pEk1 (u),
respectively. By substituting (205) and (209) into (210), we
finally obtain (38) and Theorem 2 is proved.
APPENDIX D
PROOF OF THEOREM 3
Given an arbitrary position indices vector tPh ∈ T Ph , 0 ≤
h ≤ (n − k) and the corresponding random variable A˜tPh =∑h
i=1 A˜tPi with pdf fA˜tP
h
(x), the pdf of the WHD D(W)0 in
0-reprocessing can be obtained by considering the mixture of
all cases of possible tPh with length 0 ≤ h ≤ (n − k), which
can be written as
f
D
(W)
0
(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pr(y˜P ⊕ c˜0,P = ktPh)fA˜tP
h
(x), (211)
where Pr(y˜P ⊕ c˜0,P = ktPh) is the probability that only
positions in tPh = [t
P]h1 are nonzero in the vector y˜ ⊕ c˜0.
Based on the arguments in the Lemma 3, we re-write (211)
in the form of conditional probability as
f
D
(W)
0
(x) =
Pr(Ek1 = 0)
n−k∑
h=1
∑
tPh∈T Ph
Pr
(
y˜P ⊕ c˜0,P =ktPh|E
k
1 =0
)
fA˜
tP
h
(x)
+ Pr(Ek1 6= 0)
n−k∑
h=1
∑
tPh∈T Ph
Pr
(˜
yP ⊕ c˜0,P =ktPh|E
k
1 6=0
)
fA˜
tP
h
(x),
(212)
where Pr(Ek1 = 0) and Pr(E
k
1 6= 0) are given by pe and
1− pe, respectively.
When Ek1 = 0, the vector y˜⊕ c˜0 can be fully described by
the hard-decision error pattern (recall Lemma 3), i.e. y˜⊕ c˜0 =
[0B e˜P], where 0B is the zero vector with length k. Therefore,
the probability Pr(Ek1 = 0)Pr(y˜P ⊕ c˜0,P = ktPh |Ek1 = 0)) can
be represented as
Pr(Ek1 = 0)Pr(y˜P ⊕ c˜0,P = ktPh |E
k
1 = 0) =
Pr(e˜B = 0)Pr(y˜P ⊕ c˜0,P = ktPh |e˜B = 0) = Pe(t
P
h),
(213)
which is the probability that only positions in tPh are in error in
the hard-decision decoding results. Thus, Pe(tPh) can be given
by
Pe(tPh) =
∫ ∞
0
· · ·︸ ︷︷ ︸
n−h
∫ 0
−∞
· · ·︸ ︷︷ ︸
h
fR˜1,R˜2,...,R˜n(x1, x2, . . . , xn)
×
∏
1<i≤n
i∈tPh
dxi
∏
1<i≤n
i/∈tPh
dxi
(214)
where fR˜1,R˜2,...,R˜n(x1, x2, . . . , xn) is the joint distribution of
oredered received symbols, which can be derived as [26]
fR˜1,R˜2,...,R˜n(x1, x2, . . . , xn)=n!
n∏
i=1
fR(xi)
n∏
i=2
1[0,|xi−1|](|xi|).
(215)
When Ek1 6= 0, the vector y˜ ⊕ c˜0 can be fully described
by the code weight spectrum of C(n, k) because y˜ ⊕ c˜0 =
[0B c˜P⊕ c˜0,P] and c˜P⊕ c˜0,P is also a codeword from C(n, k).
Assume that the codebook is known and BtPh is the number
of codewords that have only h non-zero elements in positions
tPh = [t
P]h1 within parity positions [k + 1, k + 2, . . . , n]. We
can obtain and re-write Pr(y˜P ⊕ c˜0,P = ktPh |Ek1 6= 0) as
Pr(y˜P ⊕ c˜0,P =ktPh |E
k
1 6=0) = Pc(tPh) =
BtPh∑n
i=0Ai
. (216)
Substituting (214) and (216) into (212), we can finally obtain
(56). Theorem 3 is proved.
APPENDIX E
PROOF OF LEMMA 4
If the error pattern in hard-decidion e˜B is eliminated by the
TEP e, i.e. e˜B = e, the codeword generated by re-encoding
can be given by
c˜e = [c˜B ⊕ e⊕ e˜B]G˜ = [c˜B c˜P]. (217)
Recall that y˜ = [c˜B + e˜B ⊕ c˜P + e˜P], and we can obtain the
WHD D(W)e between c˜e and y˜ as
D(W)e =
∑
0≤i≤k
e˜B,i 6=0
A˜i +
∑
0≤i≤n−k
e˜P,j 6=0
A˜j . (218)
Since the error pattern e˜B can be eliminated by the first i-
reprocessings in the order-m OSD, it can be obtained that
w(e˜B) ≤ i. Let tl+h denote the indices of different positions
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between c˜e and y˜. The probability P(tl+h) that positions in
tl+h are different between c˜e and y˜ is in fact given by
P(tl+h)=Pr({only positions in tl+h are in error}|{Ek1 ≤ i})
=
Pr({only positions in tl+h are in error}∩{Ek1 ≤ i})
Pr(Ek1 ≤ i)
.
(219)
Moreover, for 0 < l < i, when the event that positions tl+h are
in error occurs, the event {Ek1 ≤ i} must occur. Therefore, we
obtain that Pr({only positions in tl+h are in error} ∩ {Ek1 ≤
i}) = Pe(tl+h) and
P(tl+h) =
Pe(tl+h)
Pr(Ek1 ≤ i)
, (220)
where Pr(Ek1 ≤ i) =
∑i
v=0 pEk1 (v) according to Lemma 1,
and Pe(tl+h) is derived by integrating the joint pdf of the
ordered received signals. By summing over all the possible
tl+h we finally obtain (59). Lemma 4 is proved.
APPENDIX F
PROOF OF LEMMA 5
If the error pattern in hard-decidion e˜B is not eliminated by
the TEP e, i.e. e˜B 6= e, the codeword generated by re-encoding
can be given by
c˜e = [c˜B ⊕ e⊕ e˜B]G˜ = [c˜B ⊕ e⊕ e˜B c˜e,P]. (221)
Thus, the difference vector c˜e ⊕ y˜ can be obtained as
c˜e ⊕ y˜ = [e c˜P ⊕ c˜e,P ⊕ e˜P]. (222)
Following the proof of Lemma 3, we know that e˜P will not
affect the distribution of c˜P ⊕ c˜e,P, and c˜P ⊕ c˜e,P is the parity
part of a new codeword from C(n, k) following the weight
enumerator. Let tl+h denote the indices of different positions
between c˜e and y˜. Because TEPs e are independent from the
code weight spectrum and has same probabilities to be selected
by the OSD, the probability that positions in tl+h are different
between c˜e and y˜ is given by
Pc(tl+h) = Pc(t
M
l )Pc(t
P
h) =
1
bk1:i
BtPh∑n
i=0Ai
. (223)
Considering all the possible tl+h, we can finally obtain (61)
and Lemma 5 is proved.
APPENDIX G
PROOF OF THEOREM 4
When w(e˜B) > i, i.e. Ek1 > i, the order-m decoding can not
decode the received signal correctly and e 6= e˜B. According to
Lemma 5, the minimum WHD on the condition that Eki > i
is given by
D
(W)
i = min∀e:w(e)≤i
{De|e˜B 6= e}. (224)
It is proved in Lemma 2 that the covariance cov(A˜i, A˜j),
1 ≤ i < j ≤ n, is non-negative. From (67), we know that
the covariance cov
(
D
(W)
e , D
(W)
e′
)
is the linear combination
of cov(A˜i, A˜j) with positive coefficients. Thus for any TEPs
e and e′ satisfying e 6= e˜B and e′ 6= e˜B, respectively ,
cov
(
D
(W)
e , D
(W)
e′
)
and ρ are also non-negative. Furthermore,
on the condition that Eki > i, D
(W)
e can be regarded as
a normally distributed variable. Let f
D
(W)
i |e˜6=eB
(x, b) denote
the pdf of the minimum D(W)e in the ordered statistic of a
sequence of sample d(W)e with size b, then fD(W)i |e˜6=eB
(x, b)
can be derived as (72) by considering the ordered statistics of
normal variables with positive correlation coefficient ρ ∈ [0, 1)
[28, Corollary 6.1.1]. Also, since in the first i reprocessings
of an order-m OSD, the overall number of checked TEP is
bk0:i, the pdf of D
(W)
i on the condition of w(e˜B) > i is given
by f
D
(W)
i |e˜6=eB
(x, bk0:i)
When w(e˜B) ≤ i, i.e. Ek1 ≤ i, the first i reprocessings can
eliminate the errors in MRB positions by one TEP e which
equals e˜B, while there are still bk1:i TEPs that can not eliminate
the error e˜B. Therefore, the munimum WHD on the condition
Eki ≤ i is given by
D
(W)
i = min∀e:w(e)≤i
{D(W)e |e˜B =e, D(W)e |e˜B 6=e}. (225)
Considering the ordered statistics over all the possible D(W)e ,
we obtain the pdf of D(W)i as
f
D
(W)
e |w(e˜)≤i(x) = fD(W)e |e˜=eB(x)
∫ ∞
x
f
D
(W)
i |e˜6=eB
(
u, bk1:i
)
du
+ f
D
(W)
e |e˜6=eB
(
x, bk1:i
)∫ ∞
x
f
D
(W)
e |e˜=eB(u)du.
(226)
Finally, we can obtain (71) by using the law of total proba-
bility, i.e.
f
D
(W)
e
(x) = Pr(Ek1 ≤ i)fD(W)e |w(e˜)≤i(x)
+ Pr(Ek1 > i)fD(W)e |w(e˜)>i(x),
(227)
where Pr(Ek1 ≤ i) =
∑i
v=0 pEk1 (v) and Pr(E
k
1 > i) = 1 −∑i
v=0 pEk1 (v) according to Lemma 1, and fD(W)e |w(e˜)>i(x) is
given by f
D
(W)
i |e˜6=eB
(x, bk0:i). Theorem 4 is proved.
APPENDIX H
PROOF OF PROPOSITION 1
Let us consider the derivative of PProe (dH|α˜) with respect
to Pe(e|α˜), which can be derived as
dPProe (dH|α˜)
dPe(e|α˜) =
dH∑
j=0
pEnk+1(dH−w(e)|α˜)−
dH∑
j=0
pWcP(dH−w(e))
=
dH∑
j=0
(
n− k
j
)
(E[Pe])j (1− E[Pe])n−k−j
− 1
β
dH∑
j=0
(
n− k
j
)
1
2n−k
,
(228)
where
E[Pe] =
1
n− k
n∑
j=k+1
Pe(j|α˜j). (229)
33
Using the regularized incomplete beta function Ix(a, b), equa-
tion (228) can be represented as
dPProe (dH|α˜)
dPe(e|α˜) = I1−E[Pe](n− k − dH, dH + 1)
− 1
β
I 1
2
(n− k − dH, dH + 1)
≥ I1−E[Pe](n− k − dH, dH + 1)
− I 1
2
(n− k − dH, dH + 1)
= (n− k − dH)
(
n− k
dH
)
×
∫ 1−E[Pe]
1
2
tn−k−dH−1(1− t)dHdt.
(230)
Furthermore, for 0 ≤ i ≤ n, it has been proved that Pe(i|α˜i) <
1/2 [11], so that we can obtain that 1 − E[Pe] > 1/2.
Therefore, we can conclude that
dPProe (dH|α˜)
dPe(e|α˜) > 0, (231)
and Proposition 1 is proved.
APPENDIX I
PROOF OF COROLLARY 4
Given an arbitrary positions indices vector tPh ∈ T Ph , 0 ≤
h ≤ (n− k) and the corresponding random variable A˜tw(e)+h
with pdf fA˜tw(e)+h
(x), the pdf of the WHD D(W)e can be
obtained by considering the mixture of all possible tPh, 0 ≤
h ≤ (n− k), i.e.
f
D
(W)
e
(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pr(y˜P ⊕ c˜0,P =ktPh)fα˜tw(e)+h (x)
(232)
where P (tPh) is the probability that only positions t
P
h = [t
P]h1
are nonzero in the vector y˜ ⊕ c˜0. We re-write (232) in the
form of conditional probability
f
D
(W)
e
(x) =
n−k∑
h=1
∑
tPh∈T Ph
Pe(e)Pr(y˜P⊕c˜0,P =ktPh |e˜B =e)fA˜tw(e)+h(x)
+
n−k∑
h=1
∑
tPh∈T Ph
(1−Pe(e))Pr(y˜P⊕c˜0,P =ktPh |e˜B 6=e)fA˜tw(e)+h(x),
(233)
where Pe(e) is given by (89), which is the same as that in the
Corollary 1. For the first term of (233), we have
Pe(tw(e)+h) = Pe(e)Pr(y˜P ⊕ c˜0,P =ktPh |e˜B =e), (234)
which is the probability that only positions tw(e)+h are in
error in y˜. Thus, Pe(tw(e)+h) can be obtained as (131) by
considering the joint distribution of ordered received symbols
[R˜]n1 . For the second term of (233), the conditional probability
Pr(y˜P⊕c˜0,P = ktPh |e˜B 6= e) can be derived as (132) according
to Theorem 3. Thus, Corollary 4 is proved.
APPENDIX J
PROOF OF COROLLARY 5
The probability Pr(D(W)e = d
(W)
e,tPh
) can be given by condi-
tional probability as
Pr(D(W)e =d
(W)
e,tPh
) = Pe(e|α˜)Pr(y˜P ⊕ c˜0,P =ktPh |e˜B =e)
+ (1−Pe(e|α˜))Pr(y˜P ⊕ c˜0,P =ktPh |e˜B 6=e).
(235)
Using the independent property of bit-wise error probabilities
on the condition that [A]n1 = [α˜]
n
1 , Pe(e|α˜) is simply given by
(95), and as indicated by the proof of Theorem 1 (special case
that e = 0), it can be seen that Pr(y˜P ⊕ c˜0,P = ktPh |e˜B = e)
is the probability that only positions tPh are in error within the
parity bits, which can be derived as
Pr(y˜P ⊕ c˜0,P =ktPh |e˜B =e) =∏
k+1<i≤n
i∈tPh
Pe(i|α˜i)
∏
k+1<i≤n
i/∈tPh
(1− Pe(i|α˜i)). (236)
Pr(y˜P ⊕ c˜0,P = ktPh |e˜B 6= e) is the probability that only po-
sitions tPh of an arbitrary codeword from C(n, k) are nonzero,
which is given by
Pr(y˜P ⊕ c˜0,P =ktPh |e˜B 6=e) =
BtPh∑n
i=0Ai
. (237)
Substituting (236) and (237) into (235), we can finally obtain
(139). Thus, Corollary 5 is proved.
APPENDIX K
PROOF OF PROPOSITION 2
Assume that there exists two arbitrary TEPs e1 and e2 to
be processed in the i-reprocessing, satisfying Pe(e1|α˜) >
Pe(e2|α˜), and the minimum WHD before e1 and e2 are
being processed are given by d(W)i,1 and d
(W)
i,2 , respectively.
Thus, d(W)i,1 and d
(W)
i,2 satisfy d
(W)
i,1 ≥ d(W)i,2 . Let us define
∆ := PProe1 (d
(W)
i,1 |α˜)− PProe2 (d(W)i,2 |α˜), which can be obtained
that
∆ =
∑
tPh∈T Ph
d
(W)
e1,t
P
h
<d
(W)
i,1
p
D
(W)
e1
(d
(W)
e1,tPh
|α˜)−
∑
tPh∈T Ph
d
(W)
e2,t
P
h
<d
(W)
i,2
p
D
(W)
e2
(d
(W)
e2,tPh
|α˜)
>
∑
tPh∈T Ph
d
(W)
e2,t
P
h
<d
(W)
i,2
(Pe(e1|α˜)− Pe(e2|α˜))
×
 ∏
k+1<u≤n
u∈tPh
Pe(u|α˜u)
∏
k+1<u≤n
u/∈tPh
(1−Pe(u|α˜u))−
BtPh∑n
j=0Aj
.
(238)
Furthermore, because Pe(u|α˜u) < 12 holds for any u, 1 ≤ u ≤
n, thus for any tPh ∈ T Ph , the inequality∏
k+1<u≤n
u∈tPh
Pe(u|α˜u)
∏
k+1<u≤n
u/∈tPh
(1−Pe(u|α˜u)) > 2k−n (239)
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holds, and
B
tP
h∑n
j=0Aj < 2
k−n holds for linear block codes with
binomial weight spectrum. Therefore, it can be conclude that
∆ > 0 and Proposition 2 is proved.
REFERENCES
[1] C. E. Shannon, “A mathematical theory of communication,” The Bell
System Technical Journal, vol. 27, no. 4, pp. 623–656, Oct 1948.
[2] S. Lin and D. J. Costello, Error control coding. Pearson Education
India, 2004.
[3] E. Arikan, “Channel polarization: A method for constructing capacity-
achieving codes for symmetric binary-input memoryless channels,” IEEE
Transactions on Information Theory, vol. 55, no. 7, pp. 3051–3073, July
2009.
[4] M. Shirvanimoghaddam, M. S. Mohammadi, R. Abbas, A. Minja,
C. Yue, B. Matuz, G. Han, Z. Lin, W. Liu, Y. Li, S. Johnson, and
B. Vucetic, “Short block-length codes for ultra-reliable low latency
communications,” IEEE Communications Magazine, vol. 57, no. 2, pp.
130–137, February 2019.
[5] G. Liva, L. Gaudio, T. Ninacs, and T. Jerkovits, “Code design for short
blocks: A survey,” arXiv preprint arXiv:1610.00873, 2016.
[6] J. V. Wonterghem, A. Alloumf, J. J. Boutros, and M. Moeneclaey, “Per-
formance comparison of short-length error-correcting codes,” in 2016
Symposium on Communications and Vehicular Technologies (SCVT),
Nov 2016, pp. 1–6.
[7] Y. Polyanskiy, H. V. Poor, and S. Verdu´, “Channel coding rate in the
finite blocklength regime,” IEEE Transactions on Information Theory,
vol. 56, no. 5, pp. 2307–2359, 2010.
[8] J. Van Wonterghem, A. Alloum, J. J Boutros, and M. Moeneclaey, “On
performance and complexity of osd for short error correcting codes in
5g-nr,” 06 2017.
[9] C. Yue, M. Shirvanimoghaddam, Y. Li, and B. Vucetic, “Hamming
distance distribution of the 0-reprocessing estimate of the ordered
statistic decoder,” in 2019 IEEE International Symposium on Information
Theory (ISIT), July 2019, pp. 1337–1341.
[10] ——, “Segmentation-discarding ordered-statistic decoding for linear
block codes,” in 2019 IEEE Global Communications Conference
(GLOBECOM), 2019, pp. 1–6.
[11] M. P. C. Fossorier and S. Lin, “Soft-decision decoding of linear block
codes based on ordered statistics,” IEEE Transactions on Information
Theory, vol. 41, no. 5, pp. 1379–1396, Sep 1995.
[12] S. E. Alnawayseh and P. Loskot, “Ordered statistics-based list decoding
techniques for linear binary block codes,” EURASIP Journal on Wireless
Communications and Networking, vol. 2012, no. 1, p. 314, 2012.
[13] P. Dhakal, R. Garello, S. K. Sharma, S. Chatzinotas, and B. Ottersten,
“On the error performance bound of ordered statistics decoding of
linear block codes,” in Communications (ICC), 2016 IEEE International
Conference on. IEEE, 2016, pp. 1–6.
[14] W. Jin and M. P. C. Fossorier, “Reliability-based soft-decision decoding
with multiple biases,” IEEE Transactions on Information Theory, vol. 53,
no. 1, pp. 105–120, Jan 2007.
[15] Y. Wu and C. N. Hadjicostis, “Soft-decision decoding of linear block
codes using preprocessing and diversification,” IEEE transactions on
information theory, vol. 53, no. 1, pp. 378–393, 2007.
[16] ——, “Soft-decision decoding using ordered recodings on the most
reliable basis,” IEEE transactions on information theory, vol. 53, no. 2,
pp. 829–836, 2007.
[17] W. Jin and M. Fossorier, “Probabilistic sufficient conditions on optimal-
ity for reliability based decoding of linear block codes,” in Information
Theory, 2006 IEEE International Symposium on. IEEE, 2006, pp. 2235–
2239.
[18] A. Valembois and M. Fossorier, “Box and match techniques applied
to soft-decision decoding,” IEEE Transactions on Information Theory,
vol. 50, no. 5, pp. 796–810, May 2004.
[19] M. P. C. Fossorier, “Reliability-based soft-decision decoding with it-
erative information set reduction,” IEEE Transactions on Information
Theory, vol. 48, no. 12, pp. 3101–3106, Dec 2002.
[20] M. P. Fossorier and S. Lin, “Error performance analysis for reliability-
based decoding algorithms,” IEEE Transactions on Information Theory,
vol. 48, no. 1, pp. 287–293, Jan 2002.
[21] ——, “First-order approximation of the ordered binary-symmetric chan-
nel,” IEEE Transactions on Information Theory, vol. 42, no. 5, pp. 1381–
1387, 1996.
[22] A. Valembois and M. Fossorier, “A comparison between ”most-reliable-
basis reprocessing” strategies,” IEICE TRANSACTIONS on Fundamen-
tals of Electronics, Communications and Computer Sciences, vol. 85,
no. 7, pp. 1727–1741, 2002.
[23] A. Papoulis and S. U. Pillai, Probability, random variables, and stochas-
tic processes. Tata McGraw-Hill Education, 2002.
[24] P. J. Bickel, “Some contributions to the theory of order statistics,”
in Proceedings of the Fifth Berkeley Symposium on Mathematical
Statistics and Probability, Volume 1: Statistics. Berkeley, Calif.:
University of California Press, 1967, pp. 575–591. [Online]. Available:
https://projecteuclid.org/euclid.bsmsp/1200513012
[25] F. J. MacWilliams and N. J. A. Sloane, The theory of error-correcting
codes. Elsevier, 1977.
[26] N. Balakrishnan and A. C. Cohen, Order statistics & inference: estima-
tion methods. Elsevier, 2014.
[27] S. Chatterjee, “Review of order statistics, third edition; by h. a. david
and h. n. nagaraja,” Technometrics, vol. 46, pp. 364–365, 2004.
[28] Y. L. Tong, The multivariate normal distribution. Springer Science &
Business Media, 2012.
