Researchers in the biological sciences nowadays often encounter the curse of highdimensionality, which many previously developed statistical models fail to overcome.
Introduction
Consider the problem of inferring the association between the response Y and a pdimensional vector of covariates X. Most statistical methods perform well with a moderate size of p in comparison with the sample size. Unfortunately, we have trouble in dealing with the problem when p gets large, which is usually the case in the biological sciences nowadays. To improve statistical analysis, a preprocess is implemented first to reduce the number of covariates and then the subsequent statistical analysis is made based on those extracted covariates. Sufficient dimension reduction aims to reduce the number of covariates while preserving necessary information. Specifically, it searches for a matrix Γ ∈ R p×d such that
where stands for statistical independence and d ≤ p. An equivalent statement is that the conditional distribution of Y | X and Y | Γ T X are the same. In other words, all the information contained in X regarding Y can be obtained through the lower-dimensional linear transformation Γ T X. Model (1) is very general without any extra specification for the conditional distribution of Y given X. It trivially holds when Γ is set to be the identity matrix and, hence, is useful only when d is adequately small. Obviously, it is span(Γ) that is of interest to us, which is called the dimension reduction subspace (Cook, 1994; Li, 1991) for the regression of Y on X. Under very general conditions, the intersection of all such dimension reduction subspaces, denoted by S Y |X , is still a dimension reduction subspace (Cook, 1994) and is called the central subspace (CS). We thus assume in the sequel the existence of S Y |X = span(Γ) with structural dimension dim(S Y |X ) = d. There have been many methodologies proposed to estimate S Y |X , beginning with the development of sliced inverse regression (SIR) of Li (1991) , including sliced average variance estimation (SAVE)
of Cook and Weisberg (1991) , third-moment estimation of Yin and Cook (2003) , inverse regression (IR) of Cook and Ni (2005) , directional regression (DR) of Li and Wang (2007) Similar to (1), there must exist for every g(·) a Γ g ∈ R p×dg such that
and one has the central subspace S Yg|X = span(Γ g ) for the regression of Y g on X with the
of Y , but a more complicated inclusion structure could exist. The following three examples demonstrate various relationships between S Y |X and S Yg |X with Y g = I(Y ≤ t).
which satisfies (1) with Γ = α. It is easy to show that (2) also holds with Γ g = α. In this case, S Yg|X = S Y |X for every t.
which satisfies (1) with
is a function of Γ T g X, which satisfies (2) with Γ g = α 1 + (log t)α 2 . In this case, S Yg|X S Y |X and the direction of S Yg|X changes as t varies.
Example 3. Let the conditional hazard function of Y given X be of the form
which satisfies (2) with Γ g = [α 1 , I(t ≥ τ 1 )α 2 , I(t ≥ τ 2 )α 3 ]. In this case, S Yg|X ⊆ S Y |X and S Yg|X expands up to S Y |X as t increases (i.e., the dimension also changes).
These examples highlight the importance of S Yg|X , because both the dimension and di- 
A Two-Stage Estimation Procedure
Some notation is introduced first. For a square matrix A, let Eig(A; a) be the function which maps A into its a leading eigenvectors. The observed data (Y i , X i ) is a random copy of (Y, X). Following the setting of Cook and Ni (2005) , we may assume Y has a finite support {1, · · · , h}. In the case of a continuous response, it can be categorized as suggested by Li (1991) . Let Z = Σ −1/2 (X − µ) be the standardized version of X, where µ = E[X] and Σ = cov(X).
there is no difference in considering the dimension reduction problem under Z-scale. In this section, we will consider the estimation of B and B g , the basis of S Y |Z and S Yg |Z , respectively, and transform back to the original scale via Γ = Σ −1/2 B and Γ g = Σ −1/2 B g .
In practice, Z is replaced withẐ =Σ −1/2 (X −μ) by plugging in the usual moment estimatorsμ andΣ. The structural dimensions d and d g are assumed to be already known. The selection of (d, d g ) will be discussed later.
We start by reviewing a general estimation procedure for S Y |Z . Most dimension reduction methods aim to construct a symmetric kernel matrix K (if K is not symmetric,
A basis of S Y |Z is then given by B = Eig(K; d). At the sampling level, B is estimated bŷ
, whereK is a sample analogue of K. For example, SIR considers
where
A sample analogueK SIR is obtained by plugging the moment estimatorsm,f ,μ, andΣ into K SIR . It should be noted that property (6) does not hold without any cost. Depending on the choice of K, different conditions are imposed to ensure its validity. Inverse regression methods, such as SIR, commonly assume the
is a linear function of Z for any matrix A), which is equivalent to assuming the ellipticity of X (Eaton, 1986) .
Turning to the estimation of S Yg|Z for any given g(·), parallel to (6), based on (Y g , X)
we find the symmetric kernel matrix K g satisfying
and the basis of S Yg |Z which is of major interest is defined to be B g = Eig(K g ; d g ). The direct estimation method then substitutes an estimatorK g for K g , and estimates B g by
). Similar to (7), K g of SIR is given by
and s is the number of categories of
The sample analogueK g,SIR can be obtained by plugging the moment estimatorsm g ,f g ,
We have seen in the end of Section 1 that direct estimation based on (Y g , X) may lose information, and we attempt to propose a more efficient estimation procedure. First observe that under the validity of (6) and (8), we must have
where P B = BB T is the orthogonal projection matrix onto span(B). Although (10) is straightforward, it motivates us to estimate K g byP BKgPB , whereP B =BB T is an estimate of P B . It is the projectionP B that utilizes the extra information in (Y, X), and results in an expected gain in efficiency. Details of the procedure are listed below:
1. Based on (Y, X), apply a dimension reduction method to obtainK and, hence,P B .
2. Based on (Y g , X), apply a dimension reduction method to obtainK g .
WithB g obtained, we then estimate a basis of S Yg |X , say Γ g , byΓ g =Σ −1/2B
g . The n 1/2 -consistency ofΓ g is a direct consequence providedK andK g are also n 1/2 -consistent. We call the two-stage estimation procedure "A-B" hereafter, if method A is used in Step 1 and method B in Step 2. As SIR is the most widely applied dimension reduction method, the following theorem, which guarantees that SIR-SIR is more efficient than SIR, highlights the desirability of using our two-stage estimation procedure. We use "acov" to denote the asymptotic covariance, and A ≥ 0 to indicate A is positive semi-definite. The proof is deferred to the Appendix.
Theorem 1. LetΓ g be obtained from SIR-SIR, and letΓ g =Σ −1/2 Eig(K g,SIR ; d g ) be the direct estimate of Γ g from SIR. In addition to the linearity condition (A1) above, assume the validity of (A2):
The equality holds if and only if span(K g,SIR ) span(K SIR − K g,SIR ) = {0}, where K SIR and K g,SIR are defined in (7) and (9).
In the establishment of Theorem 1, in addition to the linearity condition we require cov(ν T Z | B T Z) to be non-random for any ν in the complement of S Y |Z . These conditions are not that restrictive and can be generally satisfied. As argued by Li and Wang (2007) ,
when X is normally distributed. Although normality is a stronger condition, it can be approximated by making a power transformation of X. One implication of Theorem 1 is that the total asymptotic variance ofΓ g is strictly larger than that ofΓ g provided ∆ = 0. The only possibility of no efficiency gain (i.e., ∆ = 0) is when span(K g,SIR ) and span(K SIR − K g,SIR ) have no common element except the zero point. This is reasonable since, under this situation, all the information about S Yg|Z contained in K SIR resides in K g,SIR and knowing the "residual" (K SIR −K g,SIR ) contributes nothing to the construction of S Yg|Z . Hence, we will gain nothing from SIR-SIR. A formal test for this condition is beyond the scope of this article and will be investigated in a future study. In summary, SIR-SIR is expected to perform well in most of the situations except the rather restrictive special case. This fact is also demonstrated by our simulation studies in Section 4, where the efficiency gain of the two-stage method is obviously detected.
The structural dimensions d and d g should be determined before practical implementation. To estimate d, most methods rely on a sequence of hypothesis tests (Li, 1991; Cook and Lee, 1999, Cook and Yin, 2001 Cook and Lee (1999) showed that for a binary response, SAVE is more comprehensive than SIR. The kernel matrix of SAVE is
is obtained by plugging moment estimatorsμ t0 ,μ t1 ,Σ t0 ,Σ t1 , andΣ into (11). Motivated from two data examples in Section 1, our aim here is to modify SIR-SAVE to estimate S Yg|X with the specific choice Y g = I(Y ≤ t) under the validity of totally independent censorship C (Y, X). The modified SIR-SIR will also be illustrated. We note that totally independent censorship is satisfied in the Angiography Cohort Study, since most of the patients are subject to Type-I censoring.
Extension to Censored Response
Both SIR and SAVE in Steps 1-2 should therefore be modified. For SIR in Step 1,
, where the first inclusion property holds since (Y * , δ) is a function of (Y, C), and the last equality is true by the totally independent censorship assumption. Thus, we suggest using the modified kernel matrix
, and h 0 ≤ h and h 1 ≤ h denote the number of categories of Y * when δ = 0 and δ = 1. Here the slice means, the m * (i,j) 's, are formed within those patients with δ = 0 and δ = 1 separately. By plugging in moment estimatorsm * ,f * ,μ, andΣ, the sample analogueK * SIR is obtained.
This double slicing procedure was originally proposed by Li, Wang, and Chen (1999) , and our point is to emphasize its validity under totally independent censorship.
With regard to implementing SAVE in
Step 2, we can still use the kernel matrix K g,SAVE in (11) provided it can be estimated based on (Y * , δ, X). First observe that
where a ⊗1 = a and a ⊗2 = aa T for a vector a, and S XY (x, y) = pr(X > x, Y > y). Here ">" is interpreted as component-wise for a vector. It implies the µ ti 's and Σ ti 's in (11) are functionals of S XY (x, y). Campbell (1981) and Burke (1988) have separately proposed two different estimators of S XY (x, y), denoted byŜ
XY (x, y). By plugging
XY (x, y) into (13), we can estimate µ ti 's and Σ ti 's bŷ
whereŜ Y (y) andŜ C (y) are Kaplan-Meier estimators of pr(Y > y) and pr(C > y). Finally, a modified estimator of K g,SAVE is given bŷ
The modified SIR-SAVE is then proposed by usingK * SIR andK * g,SAVE in Steps 1-2.
Remark 2. For binary Y g , Cook and Lee (1999) showed that the population kernel matrix of SIR can be expressed as Σ −1/2 (µ t1 − µ t0 ). The modified SIR-SIR is then proposed by
Step 2.
Simulation Studies
We use models (4)- (5) T . This ensures the ellipticity of X. For the censored case, C is generated from Gamma(2, 1.71) so that CR= 25%. Both SIR-SIR and SIR are implemented at t = t 30 , t 50 , and t 70 . As for the case of model (5), we set α 1 = (20, 0, 0, 0
and (τ 1 , τ 2 ) = (log 2, log 8), generate X from
, and generate C from Gamma(1,8) to produce CR= 25%. We implement SIR-SAVE and SAVE at t = t 45 , t 65 , and t 75 so that d g = 1, 2, and 3. Various choices of the slicing number were examined and produced a similar result. We thus use h = 10 for SIR-SIR and SIR-SAVE, and (h 0 , h 1 ) = (5, 10) for the modified methods.
Simulation results are provided in Table 1 . Compared with the standard setting (n, p, CR) = (100, 10, 0%), an overall observation is that SIR-SIR and SIR-SAVE outperform SIR and SAVE, even for the cases of smaller sample size (n = 50), of more "noise"
covariates (p = 20), and of censored response (CR= 25%). The magnitude of efficiency gain from SIR-SIR is roughly the same for every t in model (4). Interestingly, the efficiency gain from SIR-SAVE in model (5) becomes greater for larger t. One reason is that the structural dimension of S Yg |X also increases as t does. With more directions needing to be estimated, more information is required to recover S Yg |X , and we gain more from the two-stage estimation procedure. It has been found empirically that SAVE is less efficient than SIR. Li and Zhu (2007) showed that SAVE will not attain n 1/2 -consistency in general, while SIR will, even if the number of samples in each slice is only 2. By combining SIR and SAVE, we expect an efficiency gain from SIR-SAVE as shown in this simulation.
Data Examples

The Angiography Cohort Study
Detailed description of the data can be found in Lee et al. (2006) . Briefly speaking, for each of 1050 traceable patients, four biomarkers (CRP, SAA, IL-6, and tHcy) and the CAD-related time of death were recorded with the aim of using the combined biomarkers to accurately predict a patient's t-year vital status, and thus the induced response of interest is Y g = I(Y ≤ t). Hung and Chiang (2010) analyzed this data, combining biomarkers via the extended generalized linear model (EGLM):
in distinguishing {Y ≤ t} from {Y > t}, in the sense that the time-dependent ROC curve (Heagerty, Lumley, and Pepe, 2000) is the highest among all functions of X.
The EGLM also satisfies (2) with Y g = I(Y ≤ t), S Yg|X = span(Γ g ) = span(β t ), and
Thus, Γ T g X is also the optimal biomarker since any monotone transformation of β T t X will have the same time-dependent ROC curve. Given that a censoring mechanism is involved in this study, the modified SIR-SIR is applied to obtainΓ g in order to combine the biomarkers. We enter the transformed biomarker X i /sd(X i ) to perform our analysis.
The analysis results with d = 3 and (h 0 , h 1 ) = (2, 4) are found in Table 2 . We remind the reader that the choice of these tuning parameters attains the maximum of the timedependent AUC as mentioned in Section 2. The absolute coefficient of CRP is smallest at the beginning and increases as time goes by. SAA has a totally different behavior, where it has a larger effect initially but seems to be diminishing at 3500 days. Both IL-6 and tHcy are found to play important roles in predicting patient's vital status over time.
Interestingly, CRP has a reverse effect as compared with the other three biomarkers. Table 2 provides the time-dependent AUC of the composite biomarkersΓ T g X at day t, denoted by A t (see equation (8) of Chiang and Hung, 2010) . The larger the A t values, the higher prediction powerΓ T g X has. One can see that most of the A t values are greater than 0.7, especially at the beginning of the study. We also calculated A * t values, the maximal time-dependent AUC of the method developed in Hung and Chiang (2010) , and a similar pattern to that of the A t values was detected (note that A t ≤ A * t will always hold for every t). In summary, SIR-SIR is easy to implement and achieves acceptable AUC values.
The Cardiac Arrhythmia Study
The study consisted of 452 patients, each with 279 covariates. The response Y ∈ {1, · · · , 16}
is a categorical random variable, where 1 refers to "normal" and 2-16 refer to different classes of arrhythmia. See Güvenir et al. (1997) for details.
To keep matters simple, we consider continuous predictors only and use their first 100
principal components in our analysis. We are interested in distinguishing normal patients 
with G i ∈ R h containing only zeros and ones such that
We may assume µ = 0 without loss of generality and, hence, M = mD f m T and
), and
TΣ is an estimator of P = ΓΓ T Σ which is the projection matrix onto span(Γ) relative to the Σ-inner product.
Proof of Theorem 1. By P T M g P = M g and delta method, it suffices to show
where Table 1 Averages of Frobenius norms under different t and (n, p, CR) for models (4)- (5) Model-(4) (100, 10, 0%) (100, 20, 0%) (100, 10, 25%) (50, 10, 0%) 
