It is clear that a bad assay does not become a good one by automation of calculations. Automation of this last step in radioimmunoassay procedures has been discussed previously, viz, saving in technician time and cost, effect on variability of results, and as a safeguard against the occasional gross errors of manual analysis. Another important advantage is the ease with which precision profiles and quality control charts of several useful parameters and control sera can be obtained. Curve-fitting procedures are discussed extensively in the literature; they are either data-based or model-based. Both range widely in complexity. These methods cannot be applied without a check on performance.
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. There are several points in favour of the automated reading of radioimmunoassay (RIA) results. They include quality, cost-effectiveness, and the ease with which quality-control measures can be applied. For someone who wants to implement such methods in his laboratory, the literature is extensive and complex, as are the statistical theorems and algorithms used in computer-programs. The clinical chemist is generally not familiar with these complex procedures. In this paper some of the relevant methods will be discussed.
Methods for construction of standard curves and calculation of unknowns
One of the first transformations of the RIA response metameter was the logit-log transformation introduced by Rodbard et aP 4 It was empirically designed to straighten the standard curve. Later it proved to be an extension of the law of mass-action model (LMA model) for a system with a univalent antibody under conditions of saturation of binding sites. 5 12 Such methods are called model-based methods, as distinct from data-based methods. Both are discussed by Malan et al. 6 with an interpretation of flexibility, computational complexity, and information content.
The following model-based methods are listed in increasing order of flexibility, computational complexity, and information content: The logit-log model can be represented by the expression 10git(bjbO)=log(bjbOj(l-bjbO))=a+r logx, in which band bO are the fractions bound at ligand concentration x and zero, respectively. Both are corrected for the fraction non-specific counts bound: b=(B-N)/(T-N). When the slope of the logit-log curve is -1, then the legit-log model has a one to one correspondence with method (b). To be applicable they require a univalent antibody and equilibrium. The requirement of identical affinity of labelled and unlabelled ligand for method (b) need not be met for the legit-log model. Slopes differing from unity will compensate for a difference in affinity. That is probably the reason why the logit-log method is applicable"to many assay systems. The method is straightforward and allows for weighting 295
Advantages of automated reading of RIA results Desk-top computers can now be obtained with capabilities which formerly could be found only in big systems. The increase in density of random access memory and in the speed of central processors enable so-called small machines to process formidable tasks. In particular, this is the case in modular programs, as external memory is provided for in the form of floppy disks or magnetic tape. The accurate construction of standard curves and the reading of unknowns by hand is a strenuous job, often imprecise.' Calculation of intra-and inter-assay reproducibility does not follow automatically and needs extra work. Probably one of the more important aspects of automation is the ease with which quality control values can be obtained. An extra advantage is that automation saves time. 2 according to a theoretical model. 4 13 A computer program written in BASIC can be adapted for minicomputers with a core-memory of 4000 bytes upwards. More memory is needed when the variances are to be sampled from the replicate measurement of unknowns. This allows the automated construction of precision profilesl? and can be used for weighting of the standard curve as well. Algorithms for precision profiles are simple and can be implemented in any of the other models also.
adsorption (infinite dose) as well. For that reason the non-linear standard curve of the 4 P logistic model can be converted into a straight line by use of the logit-Iog transformation. If m=l'I then c is not the ED 50. In Fig. 2a and b the effect of m at 0·5 and 1· 5 is shown for b= 1.
As can be seen in Fig. 2b , fitting according to this model will compensate for upward curvature at the higher ligand concentrations when m < 1. This model seems to be successful for moderately asymmetric curves only. Fig. 3 . (Fig. 3a with a linear Y and logx axis and Fig. 3b with a 10gitY and logx axis) . (d) Still another parameter g can be added for location of the change from slope bl to slope b2 (7 parameters). It appears that no practical applications of these latter curve-fitting procedures have been published. It seems that when a one binding site model does not work one should switch to a multiple binding site model as soon as it becomes available or switch to a data-based method such as the spline function. (e) For completeness, another asymmetric generalisation of the logistic model must be mentioned. It is the log-logistic function developed by Gilian Raab'": Y=(a-d)[I/(1+e (e-.IUX»)] o+d. It is mathematically identical with the formula of Prentice, which is discussed above. The MRC radioimmunoassay team and the Medical Computing Unit at Edinburgh University are developing programs for this model and for simpler and more complex models as well.
As in the programs of Rodbard et al. and others, standard-curves will be calculated based on a weighted least squares fit. The weighting will be based on a model for the variance proposed by Finney.20
MUL TIPLE BINDING SITE MODEL
The formula of Ekins et al. 2l for the multiple binding site model is R is free to bound ratio j is binding site j from 1 to n qj is binding site concentration of site j Kj is equilibrium constant of site j p is total ligand concentration A program has been written'P for a minicomputer based on the formula, but with transformed variables. When n and the lower and upper bounds on the parameters K and q are prescribed the program fits a variety of RIA data satisfactorily.
. Another program in which a multiple binding site model is used was developed by Faden and Rodbard and is based on fitting procedures on Scatchard plots. However it uses 100 K bytes of memory or more and it seems difficult to adapt to minicomputers. 
Selection of model
It seems unwise to choose a complex model just because some assays do not perform well in a simpler model.s" The reason for this is that the detection of outlying standard points becomes more difficult with the flexibility of the model. Not to assume beforehand the slope of -1 of the simple LMA-model, it seems advisable to start with the logit-log model. If the coefficient of correlation is frequently below -0·995 and after weighting the rest variance is not much different from 1, that assay should always conform to that model. If it does not, the assay is obviously out of control. The next choice would be the four-parameter logistic model. There is an advantage in this model because slope and intercept and B-zero and nonspecific bound are fitted. Plotting of the standardcurve can be done in logit-log coordinates with the benefit of the ease of inspection of a straight line.
When neither of these models is applicable the four-parameter LMA model can be tried. When a proper fit is not obtained, one could switch to a multi-binding site model.
Although we have no experience with Ekin's program, prescription of bounds for certain parameters does not seem too difficult if one knows one's RIA system. If all these possibilities give no solution, a switch to a data-based method such as the splinefunction, eg, that of Marschner et al. 22 or that of Cox and Hayes.P? probably has to be made.
Check of applicability of selected model
After the computerised construction of the standard curve the values for the standards can be read on the curve. These values can then be filed on a tape or floppy disk record. This should be done for all assays consecutively with the calculation of the mean per standard and its standard error.
The significance of the nonconformity of the standard curve or parts thereof can then be calculated. Figure 5 gives the results for 27 consecutive triiodothyronine assay runs. 23 The lowest standard reads significantly too low. The question is: does the assay not conform to the model (in this case logit-log) or is the declared value of the standard wrong? The next standard was therefore diluted once and estimated in the next 20 assays. The result was a little high and in accord with the initial value. Thus the logit-log conversion holds for this assay.
Another example is a comparison of three methods to fit the standard-curve for one of our PTH-assays. For 21 consecutive runs the standards were read on logit-log curves, on 4 p LMA curves, and on the curves obtained with the 4 p logistic model. The results are presented in Table 2 .
With the exception of the highest standard the fit obtained with the 4 p logistic model was better than with the logit-log method. The fit with the fourparameter LMA model was different, but more consistent for the first five standards according to the coefficient of variation. However the difference of the mean and the declared value is significant (p <0,05) for four out of the seven standards. For Schopman the legit-log and four-parameter logistic function this is the case for the fifth and the seventh standard only. The 4 p logistic model seems the most useful, provided values above 50 pmol/l are not read but re-estimated after dilution. A further check should be made with intermediate samples.
Quality control
For quality control in the sense of monitoring reproducibility a program in PL/l is written by Munson and Rodbard. It is translated into BASIC by Cernosek et al. 24 This program can be used to calculate and plot variability of parameters of the standard curve and control sera." 26 When an assay is out of control it signals accordingly.
Another aspect of monitoring quality is the construction of precision profiles. 26 14 They are based on the variance of unknowns measured in replicate and divided in groups according to their position on the standard-curve. The regression through the mean variances can be used for weighting of the standard-curve and for the characterisation of the relative precision of the measurement of unknowns, which greatly facilitates the inspection of assay results.l" 
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