A rule-based expert system using CLIPS programming language was created to classify body cavity effusions as transudates, modified transudates, exudates, chylous, and hemorrhagic effusions. The diagnostic accuracy of the rule-based system was compared with that produced by 2 machine-learning methods: Rosetta, a rough sets algorithm and RIPPER, a rule-induction method. Results of 508 body cavity fluid analyses (canine, feline, equine) obtained from the University of California-Davis Veterinary Medical Teaching Hospital computerized patient database were used to test CLIPS and to test and train RIPPER and Rosetta. The CLIPS system, using 17 rules, achieved an accuracy of 93.5% compared with pathologist consensus diagnoses. Rosetta accurately classified 91% of effusions by using 5,479 rules. RIPPER achieved the greatest accuracy (95.5%) using only 10 rules. When the original rules of the CLIPS application were replaced with those of RIPPER, the accuracy rates were identical. These results suggest that both rule-based expert systems and machine-learning methods hold promise for the preliminary classification of body fluids in the clinical laboratory.
Introduction
Clinical laboratory data generated from the analysis of blood, serum, urine, and other body fluids is well suited for inclusion in decision support systems because of its objective, quantitative nature. Through integration with laboratory information systems, rulebased expert systems and machine-learning methods can be used to trigger cascade testing, create default laboratory reports, issue flags and alerts to laboratory personnel and clinicians, and assist with complex medical decision making. 8, 12, 13 Importantly, decision support tools can streamline or enhance routine laboratory functions and conserve the time and effort of technologists and pathologists.
Two general approaches can be used for developing computer-assisted decision support or classification tools: 1) expert or ''knowledge-based'' systems and 2) machine-learning algorithms. Knowledge-based systems are used when a decision making process can be modeled as a set of ''if-then'' rules, also known as production rules. Knowledge-based systems require a readily available source of expert knowledge in the form of textbooks, journal articles, or human exper-tise. 12, 13 Machine-learning algorithms are used for classification tasks when there is a large database of cases or examples that already have been classified by a gold standard method. Algorithms explore the data, discover patterns within it, and then use those patterns to classify new cases or data. 8 Several effective decision support systems have been developed to facilitate laboratory diagnosis. Medisets International provides expert-level consultation to emergency room physicians by generating lists of differential diagnoses that apply fuzzy set logic to laboratory data. 6 A highly specialized Urine Protein Expert System (UPES) uses both production rules and geometric distance classification as methods of knowledge representation to interpret complex urine protein patterns and to generate a medical report. 7 PEIRS is a user-maintained, rule-based expert system for automating pathologist comments on chemical pathology reports. 4 PEIRS uses novel ''ripple down rules,'' a method of knowledge acquisition that allows pathologists not specially trained in knowledge engineering or programming to create and maintain the rule base.
Effusion analysis is a common, routine test in veterinary clinical laboratories that involves both the qualitative and quantitative evaluation of a fluid sample. 3 Body fluid analysis in veterinary and medical laboratories typically includes assessment of physical features (color, turbidity), protein quantitation (using refractometry), red blood cell (RBC) count, total nucleated cell count (TNCC), differential cell count, and when indicated, evaluation of lipid content. In addition, pathologists routinely evaluate a stained smear of the fluid to assess cell morphology and the presence of organisms. The microscopic findings together with other qualitative and quantitative results are used to categorize the fluid as a transudate, modified transudate, exudate, chylous effusion, hemorrhagic effusion, or neoplastic effusion. Fluid classification is useful for determine the underlying disease process resulting in the effusion. An automated expert system that categorizes fluids on the basis of nonmicroscopic variables could decrease the number of samples requiring microscopic evaluation and shorten the time needed for diagnosis and interpretation.
The purpose of this study was to develop a rulebased expert system for the classification of canine, feline, and equine peritoneal and pleural effusions. Using a large set of body cavity effusion data, the diagnostic accuracy of the system was tested against clinical pathologist ''expert'' classifications and compared with 2 machine-learning methods. The results suggest that computer-assisted decision support may be useful for the preliminary evaluation and classification of effusions in the clinical laboratory.
Materials and methods
Body fluid data set. The data set used to test the rules in the expert system and to train the machine-learning methods was a subset of body fluid analysis reports generated between May 1992 and May 1994 at the Veterinary Medical Teaching Hospital (VMTH) (University of California-Davis). An initial set of 641 fluid records was pruned to 551 records by eliminating neoplastic effusions, species other than cats, dogs, and horses, and reports missing essential values. Neoplastic effusions were eliminated because this classification is solely dependent on microscopic evaluation of the specimen. Microscopic descriptions of stained smears were not used in the development of the expert or machinelearning methods.
Data fields consisted of a laboratory accession number (as unique identifier), body cavity site (pleural or peritoneal), species (canine, feline, equine), gross fluid characteristics (color and turbidity), supernatant characteristics (color and turbidity), total protein content (g/dl), RBC count (ϫ 10 6 / l), TNCC (cells/l), and the percentages of neutrophils, small mononuclear cells, large mononuclear cells, and eosinophils. Sudan stain results (positive or negative for lipid) also were included.
Revisions to the data set. Data was captured from the free text entry electronic patient record system and converted from a text-based capture file to Excel a spreadsheet format. Data format was standardized for each field. Fluid and supernatant color and turbidity results were reduced to a limited number of choices, requiring minor adjustments in color and turbidity descriptors for some samples and the elimination of adjectives, such as ''very'' and ''slightly.'' Missing values in the fluid and supernatant attributes were replaced with an ''undefined'' descriptor.
After data preprocessing, each fluid data report was interpreted by at least 2 veterinary clinical pathologists: the original pathologist, who reviewed the case and a second consulting pathologist, who was blinded as to the original fluid classification. If the 2 pathologists disagreed (n ϭ 148), a third consulting pathologist reviewed the report. Although consulting pathologists did not review the microscopic slides, they were provided the original microscopic description. Samples (n ϭ 43) for which interpretive agreement was not reached by at least 2 of the 3 clinical pathologists were eliminated from the set, leaving 508 fluid records. Of the 508 data objects, 364 were from horses, 35 from cats, and 109 from dogs. By pathologist consensus, 15 specimens were classified as chylous, 21 as hemorrhagic, 107 as modified transudates, 163 as exudates, and 202 as transudates. Text in the data set was converted to lower case, and scripts written in PERL were used to convert the Excel spreadsheet to the formats required for each of the 3 systems.
CLIPS. CLIPS b was the expert system tool used to implement the expert rules for body fluid classification. The CLIPS was developed by the United States National Aeronautical and Space Administration for creating forwardchaining, rule-based expert systems and was obtained by downloading from the World Wide Web (http://www. ghgcorp.com/clips/CLIPS.html). In ''forward-chaining'' systems, sometimes called ''data-driven,'' the arrival of new data (test results) into the knowledge base triggers rules whose conditions are satisfied by the fact added, leading to a conclusion (classification).
The basic components of the CLIPS tool are 1) the fact list, which in this system was the combined patient and specimen data, 2) the knowledge base, which includes the rules created by the pathologists, and 3) the inference engine, which is the component that controls execution of the rules. CLIPS attempts to match the pattern of a production rule against that of a ''pattern entity,'' using the efficient Rete Pattern-Matching algorithm. 5 When a pattern is matched, a rule is activated and put on the CLIPS agenda. CLIPS orders the activations by priority, and determines which action will be executed when a rule fires. The CLIPS inference engine provides various strategies and methods for specifying the order of rule firing and the handling of conflict resolution when more than 1 rule is activated.
A collection of production rules was established to classify pleural and peritoneal body cavity effusions into the following categories: transudate, modified transudate, exudate, chylous, hemorrhagic, and unclassified. ''Unclassified'' was used for samples that could not be classified according to the rules developed for the knowledge base. Seven initial production rules were formulated from a combination of heuristics derived from interviews with clinical pathologists at the VMTH, standard texts, and empirical guidelines. [1] [2] [3] 10, 11 The initial rules were designed to classify fluids that cleanly fit the standard classification categories (Table 1) . Ten additional rules, including 1 to classify hemorrhagic effusions, were constructed after applying the CLIPS algorithm to the data and examining the list of unclassified and incorrectly classified examples. Using the rules created with the CLIPS shell, hemorrhagic and chylous effusion data could match rules that defined transudates, modified transudates, or exudates. To prevent miscategorization, rules to define chylous and hemorrhagic samples were assigned salience, or priority, ensuring these rules would fire before the other rules in the knowledge base. Rosetta. Rosetta c is a machine-learning toolkit used for data mining and pattern recognition; it is freely available for downloading from the World Wide Web (http://rosetta.lcb. uu.se/general/download/). 9 Rosetta was developed cooperatively by the Knowledge Systems Group at the Norwegian University of Science and Technology and the Logic Group at Warsaw University, Poland. Rosetta uses a library of algorithms based on ''rough set theory,'' a mathematical tool that differentiates similar objects (e.g., test results) by looking at all associated information and discovering distinguishing patterns. Data that has been preclassified into decision classes by a gold standard method, including expert evaluation, serve as the training set.
Rosetta exhaustively identifies nearly every pattern in the data and creates subsets of attributes (referred to as reducts) that are indispensable (nonredundant) to the given decision class. Each reduct is combined with each value category, leading to the production of many rules. In the likely event of more than 1 rule matching an object, every rule votes on the decision class, and the classification category with the most votes wins. Because Rosetta cannot process continuous attributes, continuous values were discretized using the method of Nguyen and Skowron found in the Rosetta application. 9 Although 508 objects were available as training data, only 500 randomly selected objects were used because the shareware version of Rosetta used in this study accepted a maximum of 500 objects in a data set.
Repeated incremental pruning to produce error reduction. Repeated Incremental Pruning to Produce Error Reduction RIPPER d is a ''rule induction algorithm,'' a system that induces classification rules using data that has been preclassified into decision categories using a gold standard method. A copy of RIPPER was obtained from AT&T Laboratories through the World Wide Web. Similar to Rosetta, RIPPER also begins the classification process by creating a large number of rules based on patterns found in the data. However, the RIPPER algorithm prunes the rule set systematically and incrementally until there is a concise set of classification rules that produces the least amount of error. Explicit discretization of continuous values is not necessary when using RIPPER.
Evaluation of accuracy. The accuracy of CLIPS and the machine-learning methods was computed by determining the number of correct classifications divided by the total number of samples. Because the data set was too small to divide into separate training and testing components, leave-one-out cross-validation was performed to estimate the classification accuracy of the machine-learning methods on new or novel data. 14 Strategies to improve CLIPS performance. After the initial determination of the accuracy of each system, the expertcreated production rule for hemorrhagic effusions in the CLIPS system were replaced with the rules for hemorrhagic specimens created by RIPPER. The effect on accuracy was evaluated, after which all the expert-created rules in the CLIPS system were replaced with the rules produced by RIPPER. Results were again evaluated.
Hardware. The CLIPS system was run on a Compaq Armada 4120 e laptop computer with a 120-MHz Pentium processor and Windows 95 a operating system. Rosetta and RIP-PER were run on Dell f computers with Pentium II 300-MHz processors using Windows 95 (Rosetta) and Free BSD g (RIP-PER) operating systems.
Results
Fluid classifications by the CLIPS system (Table 2) and by the machine-learning methods (Tables 3, 4) were compared with those of the pathologists. Samples categorized as unclassified by CLIPS were considered errors for the purpose of comparing accuracy among systems (the decision class unclassified was not created with either Rosetta or RIPPER). Thirty-three samples were not classified or were incorrectly classified by CLIPS. Seventeen of the errors were caused by misclassification of hemorrhagic effusions, 7 of which were false positives and 10 of which were false negatives. CLIPS classified all chylous samples correctly but also classified 1 hemorrhagic effusion as a chylous effusion. Rosetta's rough sets algorithm performed with a high level of accuracy, producing only 6 misclassified samples (Table 3) . Rosetta misclassified 2 hemorrhagic effusions. Overall, RIPPER had the lowest number of errors, misclassifying only 5 objects, 4 of which were a result of RIPPER's failure to recognize hemorrhagic effusions ( Table 4 ). The RIPPER and Rosetta were both approximately 99% accurate in classifying the training data (Table 5) , compared with CLIPS' classification accuracy of 93.5%. Cross-validation accuracy was less than training accuracy for both RIPPER and Rosetta.
To improve accuracy of the CLIPS system, the expert-created production rule for hemorrhagic effusions was replaced with the 2 rules created by RIPPER for classifying hemorrhagic samples. This change resulted in a 2.5% increase in accuracy. Replacing all the expert-created rules with those produced by RIPPER (Table 6) resulted in an accuracy equal to that of RIPPER (99%).
Discussion
Classification of body cavity effusions in the clinical laboratory is a routine interpretive task that involves quantitative analyses, qualitative evaluation, judgment, and the creation of a report by the clinical pathologist. Because interpretation is largely on the basis of a few variables, body fluid classification is an ideal candidate for computer-assisted decision support. An automated method that produces an accurate default report based on key fluid characteristics could facilitate consistent interpretations and decrease the amount of pathologist time spent writing or dictating reports. The results of this study indicate that that both rule-based expert systems and machine-learning methods hold promise for the preliminary classification of body fluids in the clinical laboratory. Ideally, an automated classification system would flag atypical specimens or samples with specific characteristics, limiting the need for microscopic examination to selected specimens. Although microscopic observations may not always be needed to classify most effusions, in some cases, the observations are crucial (e.g., neoplastic cells). This is an important limitation in the accuracy of expert and machine-learning methods.
Despite the low number of variables, classification schemes for categorizing effusions are somewhat arbitrary and variable. The TNCC and protein concentration reference values used to define transudates, modified transudates, and exudates varied substantially † All CLIPS expert-created rules were replaced with the rule set induced by RIPPER. ‡ NA ϭ not applicable. among reference texts. [1] [2] [3] 10, 11 For example, 1 author states that the TNCC of a transudate is usually Ͻ3,000 cells/l, while noting that other authors use Ͻ1,000 cells/l to distinguish a transudate from a modified transudate. 1 Diversity of opinion creates an obvious dilemma when creating expert rules.
As expected, no method tested was completely accurate. One hemorrhagic effusion was incorrectly classified by all 3 methods, as a transudate by RIPPER and CLIPS and as an exudate by Rosetta. This finding was not surprising, given the lack of established heuristic rules (i.e., rules of thumb or guidelines) to define a sample as hemorrhagic. The difficulty creating accurate rules to classify hemorrhagic effusions likely reflects reliance by pathologists on microscopic features (e.g., erythrophagia) to confirm hemorrhage. Errors produced by RIPPER and CLIPS in classifying this sample were attributed to the low total protein and TNCC values, which were in the transudate range. The large number of RBCs observed microscopically was deemed sufficient evidence of hemorrhage for the pathologists, but the sample did not fit the conditions used by RIPPER and CLIPS to classify the fluid as hemorrhagic. Rosetta's placement of this object in the exudate category could not be readily explained because exudates usually are classified by high protein concentrations and cell counts.
CLIPS also misclassified all 5 samples misclassified by RIPPER. Interestingly, Rosetta shared only 1 error in common with the other 2 systems (the hemorrhagic effusion discussed earlier). Although Rosetta was reasonably accurate, the reasons for misclassification, when it occurred, were not as easily discerned as with the other 2 methods. Samples misclassified by Rosetta were not necessarily samples that would have been considered difficult by an expert or by RIPPER.
In a pilot study, Rosetta was trained on a data set that used the opinion of the pathologist or resident who classified the effusion at the time of fluid submission (rather than a consensus panel of pathologists). As expected, the accuracy of Rosetta under those circumstances (approximately 70%) was considerably less than in the current study (98.8%) because of greater variability in expert classification. The importance of ensuring an adequate representation of examples in the training set for a machine-learning system also was underscored in the pilot study. Rosetta created a conditional rule as follows: equine ϩ pleural (source cavity) ϭ exudate; this is not always true. This occurred because the pilot training set included only 10 equine pleural fluid samples, all of which were (septic) exudates. When a test case that was an equine pleural transudate was applied, Rosetta had never seen this possibility in the training set and predictably misclassified the fluid. Similar deficiencies in the knowledge base would adversely affect the performance of RIP-PER and other machine-learning methods.
CLIPS is an expert system tool for developing rulebased expert systems that has been used in many domains, including medicine. Recently, the suitability of CLIPS and 2 other knowledge representation formalisms (computer models for organizing and linking knowledge in artificial intelligence systems) were compared for encoding cholesterol guidelines (Starren J, Xie G: 1994, Comparison of three knowledge representation formalisms for encoding the NCEP cholesterol guidelines. Proc 18th Symposium on Computers in Applied Medical Care, pp. 792-796.). Formalisms included production rules developed in CLIPS, framebased representation using CLASSIC, and PROLOG, a first-order logic system. Although all 3 systems proved adequate for encoding these guidelines, CLIPS was deemed the most useful because of ease of conceptualization. In this study, CLIPS also was found to be the most intuitive of the methods used and was easiest to evaluate in terms of errors. Some errors produced by the CLIPS system could easily be corrected by adding new rules to the knowledge base, similar to the manner in which pathologists use ripple down rules in the PEIRS system. 4 Similar to CLIPS, Rosetta and RIPPER required a considerable initial investment of time to learn the application and test customizable features. Rosetta, for example, had several discretization algorithm options for converting continuous numeric values, such as those for total protein concentration, into nominal interval values. 9 The accuracy of Rosetta's results varied dramatically, depending on which algorithm was used. Similarly, when different options for rule voting methods were applied to the training set, different results were obtained. RIPPER had a similar array of options, most notably one to produce ordered or unordered rules. Both Rosetta and RIPPER also had options for eliminating rules with weak support. Only by running many iterations of Rosetta and RIPPER, and experimenting with the different options, was the high level of accuracy reported in this study achieved.
With CLIPS, a sample categorized as unclassified meant it did not meet the criteria established for any of the fluid decision classes. In medical applications that demand a high level of accuracy, it is critical that there are means of flagging atypical samples or results that need the attention of a human expert. There are several means to indicate the uncertainty of a decision class if a classification does not strictly match predefined conditions or training examples. The most obvious method is to report failure of classification. With the CLIPS application, incremental adjustments to the rule base were made, in an attempt to reduce both the number of errors and the number of unclassified samples. However, a point of diminishing returns was reached, at which small gains in the number of additional samples that could be classified by CLIPS produced an unacceptable increase in the number of misclassified samples. Thus, an unclassified sample was one that was more difficult to classify. Alternatively, if the classifier forces classification, the end user is not necessarily alerted to potential problem cases. A more sophisticated system might generate a confidence value to alert the user regarding the likelihood of correct classification. In a laboratory situation, such an alert would be an ideal manner to flag fluid samples requiring pathologist intervention for classification or microscopic examination.
Similar to the manner in which multiple methods were used to classify urine protein patterns in UPES, 7 the expertise of a machine-learning method was found to augment the expert-created, rule-based system used in this study. Because the RIPPER algorithm classified hemorrhagic fluids more accurately than the corresponding expert rule used in CLIPS, the accuracy of CLIPS was increased by substituting RIPPER's induced rules for classifying hemorrhagic effusions in place of the expert-derived rule. RIPPER's results were further exploited by substituting the entire rule set created by RIPPER for the expert-created production rules in CLIPS, achieving even greater accuracy. However, because RIPPER's high accuracy was attributed in part to the specific ordering of rules, it was necessary to assign salience, a prescribed order of rule firing, for CLIPS to duplicate the accuracy of RIPPER. Overuse of salience can defeat the purpose of the expert system inference engine and may have unexpected effects on the performance of a rule-based system. Rosetta's rules could also have been extracted and used in an expert system, but this process would have been tedious and perhaps unpredictable, given the large number of rules produced and used by Rosetta. When Rosetta's algorithm was set to produce fewer rules, accuracy suffered significantly; performance was best when the rule set was left verbose.
Because of the free-text entry design of the hospital and laboratory information system in the teaching hospital, substantial effort was required to standardize the information in the data into a format that could be used by all the methods. Although free text entry allows limitless expression, it also leads to nonstandard data entry and inaccuracy. For example, the color fields in the data set contained many misspellings and nonstandard descriptors, such as ''pinkish-orange'' or ''greenish-brown.'' Because machine-learning methods consider each possible value of a discriminating attribute individually, an increased number of attribute values may lead to an increased number of rules needed to classify, thereby decreasing efficiency. Conversely, manipulations to standardize original descriptors may lead to unintentional inaccuracy because critical knowledge may be misrepresented. Controlled data entry would help alleviate the substantial preprocessing required for machine-learning and data-mining meth-ods and also would preserve the true intent of the medical professional making the determination or observation.
Expert systems provide clinicians with objective information to support medical decisions. Although each had advantages and disadvantages, in this study, a high degree of classification accuracy was achieved by a rule-based method, a rough sets algorithm, and a rule induction algorithm. Additional studies are underway to determine whether acceptable accuracy can be achieved and maintained when these methods are implemented for prospective fluid classification in the laboratory.
