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Мы исследуем вопрос об эффективной элиминации оператора фиксиро-
ванной точки для некоторых формул специального вида, содержащих
равенства, в теории целых чисел с функцией следования. Для формул
с двумя кластерами мы строим конечный автомат для языка, состоя-
щего из слов, соответствующих минимальной фиксированной точке.
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Введение
Вопрос о разрешимости теорий является одной из центральных проблем ма-
тематической логики. К настоящему моменту в этой области получен целый ряд
как положительных, так и отрицательных результатов (см. [2–4, 7]). При получе-
нии этих результатов используются разные приемы и техники доказательств.
В установлении разрешимости теорий находят свое применение конечные ав-
томаты. Так, одним из способов доказательства разрешимости некоторой теории
первого порядка является доказательство ее «автоматности», то есть возмож-
ности распознавать отношения данной теории при помощи конечного автомата
(см. [1]). Таким образом, например, можно достаточно просто доказать разреши-
мость арифметики Пресбургера. В работе [8] при помощи автоматов, работающих
с бесконечной лентой, доказывается разрешимость слабой монадической теории
второго порядка с двумя функциями следования, а в [10] проводится исследова-
ние выразительной силы монадических состояний над упорядоченным случайным
графом при помощи конечных автоматов.
Язык логики первого порядка с оператором фиксированной точки является
математическим аналогом языка запросов SQL с возможностью строить рекур-
сивные запросы. Проблеме безопасности рекурсивных запросов посвящены рабо-
ты [5,11,12], а в [13] показано, что рассмотрение бинарного оператора фиксирован-
ной точки приводит к теории с неразрешимой проблемой определенности данного
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оператора, для чего показывается, что проблема остановки счетчиковой маши-
ны может быть сведена к проблеме определенности некоторого IFP-оператора в
теории одной функции следования.
Обогащениям языка логики первого порядка итеративными операторами по-
священ ряд работ. Так, в [6] рассматривается выразительная сила различных ите-
ративных операторов для конечных систем, показывается, что некоторые разно-
видности этих операторов эквивалентны друг другу.
В [14] и [9] рассматривается вопрос о разрешимости теории одного следования
с оператором транзитивного замыкания, а в [15] доказывается неразрешимость
арифметики Пресбургера и арифметики Сколема, обогащенных этим оператором.
В работе [16] описаны начальные сведения об элиминации оператора фиксирован-
ной точки для формул некоторого вида в рассматриваемой нами теории. Рассмат-
ривается случай, когда при построении новая точка находится всегда слева (или
справа) от уже имеющихся точек отношения. Показано, что тогда фиксированная
точка для формулы, содержащей равенства, будет иметь повторяющуюся струк-
туру, что позволяет описать построенное отношение формулой первого порядка
без FP-оператора, добавив в сигнатуру знаки неравенств и предикаты делимости
на константу.
В данной работе мы продолжаем рассматривать формулы с равенствами спе-
циального вида в фрагменте теории одного следования, содержащем под операто-
ром фиксированной точки дизъюнкцию конъюнкций равенств. Мы показываем,
что при наличии двух находящихся достаточно далеко скоплений точек в отноше-
нии, строящемся на начальном этапе, участок наименьшей фиксированной точки
между этими скоплениями имеет регулярную природу. Для этого мы рассматри-
ваем язык, состоящий из слов, описывающих наименьшие фиксированные точки,
построенные для двух скоплений, после чего доказываем, что данный язык яв-
ляется автоматным. Это позволяем нам сделать вывод, что на участке между
скоплениями отношение будет иметь повторяющиеся фрагменты при условии, что
эти скопления находятся достаточно далеко.
1. Основные определения
Считаем, что формулы строятся по обычным для логики первого порядка пра-
вилам, за исключением оператора фиксированной точки.
Определение 1 (см. [6]). Формулой FP-логики называется формула, построен-
ная по правилам логики первого порядка, а также с помощью оператора инфля-
ционной фиксированной точки FP: если 𝜑(?¯?, 𝑦) – формула со свободными пере-
менными ?¯? и 𝑦, содержащая несигнатурный предикатный символ 𝑄, входящий
в 𝜑 только положительно, то FP𝑄(𝑦)(𝜑) – формула исходной сигнатуры со сво-
бодными переменными ?¯? и 𝑦.
Семантика атомных формул, булевых связок и кванторов определяется как в
логике первого порядка. Дадим определение семантики FP-формул.
Определение 2. Будем обозначать через 𝑠𝑘(𝑥) 𝑘-кратное применение 𝑠:
𝑠(𝑠(. . . 𝑠⏟  ⏞  
k раз
(𝑥) . . . ).
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Определение 3. Пусть A – это алгебраическая система, 𝜑(?¯?, 𝑦) – формула, с
новым предикатным символом 𝑄, 𝑚 – количество элементов набора 𝑦. Зафикси-
руем значение переменных ?¯? – ?¯? ∈ |A|. Определим семейство множеств {𝑄?¯?𝑖 }𝑖∈𝜔
следующим образом:
𝑄?¯?0 = ∅; 𝑄?¯?𝑖+1 = {𝑦 ∈ |A| : (A, 𝑄?¯?𝑖 ) |= 𝜑(?¯?, 𝑦)}, для 𝑖 ∈ 𝜔.
Считаем формулу FP𝑄(𝑦)(𝜑)(?¯?, 𝑦) истинной, если существует такой номер
𝑛 ∈ 𝜔, что 𝑦 ∈ 𝑄?¯?𝑛, и ложной в противном случае.
Формулу вида
𝜓(𝑥, 𝑧, 𝑦, 𝑣) ≡
(︃
𝑛⋀︁
𝑖=1
(𝑦𝑖 = 𝑠
𝑘𝑖(𝑥))
)︃
∧
⎛⎝ 𝑚⋀︁
𝑗=1
(𝑥 = 𝑠𝑡𝑗 (𝑧𝑗))
⎞⎠ ∧ (𝑣 = 𝑠𝑙(𝑥)),
𝑘𝑖 ∈ 𝜔, 𝑡𝑗 ∈ 𝜔, 𝑙 ∈ Z
будем называть шаблоном (простым шаблоном).
Величину ℎ(𝜓), равную 𝐾(𝜓) + 𝑇 (𝜓), где 𝐾(𝜓) = max{𝑘𝑖 : 𝑖 = 1, 𝑛}, 𝑇 (𝜓) =
max{𝑡𝑗 : 𝑗 = 1,𝑚} будем называть шириной шаблона.
Будем говорить, что шаблон имеет сдвиг, если выполнено одно из двух: 𝑙 ≥ 0
и 𝑙 > 𝐾(𝜓) или же 𝑙 < 0 и −𝑙 > 𝑇 (𝜓); в противном случае, шаблон не имеет
сдвига.
При 𝑙 ≥ 0 определим величину сдвига шаблона 𝑆(𝜓) как 𝑙−𝐾(𝜓), в противном
случае положим 𝑆(𝜓) равной 𝑙 + 𝑇 (𝜓). Обозначим число 𝑙 через 𝑙(𝜓).
Знаком шаблона будем называть знак его величины сдвига.
Замечание 1. Так как символ 𝑄 входит в 𝜑 положительно, то 𝑄?¯?𝑖 ⊆ 𝑄?¯?𝑖+1.
В данной работе будем рассматривать следующую интерпретацию 𝐼. Ее обла-
стью являются целые числа. Здесь и далее 𝐼(𝑥) – элемент интерпретации, припи-
сываемый переменной 𝑥. Интерпретация 𝐼 приписывает символу 0 нуль, символу
𝑠 – функцию прибавления единицы. Также 𝐼 предписывает, что 𝑥 < 𝑦 должно
быть истинно тогда и только тогда, когда 𝐼(𝑥) меньше 𝐼(𝑦), 𝑥 = 𝑦 должно быть
истинно тогда и только тогда, когда 𝐼(𝑥) равно 𝐼(𝑦). Также 𝐼 |= 𝐷𝑚(𝑥) тогда и
только тогда, когда 𝐼(𝑥) делится на 𝑚 для всякого натурального 𝑚 > 0.
Определение 4. Будем говорить, что множество точек образует 𝐻-кластер,
если расстояние между соседними из них не превосходит 𝐻.
2. О фиксированной точке для двух кластеров
Всюду в данной работе полагаем, что формулы под оператором фиксированной
точки имеют следующий вид. Пусть Φ ≡ FP𝑄(𝑣)(𝜑0 ∨ 𝜑1)(𝑧, 𝑥) такова, что
𝜑0 ≡
𝑛⋁︁
𝑖=1
(𝑣 = 𝑧𝑖), 𝜑1 ≡
𝑚⋁︁
𝑖=1
(∃𝑣1) . . . (∃𝑣𝑘𝑖)(𝑄(𝑣1) ∧ · · · ∧𝑄(𝑣𝑘𝑖) ∧ 𝜓𝑖(𝑣1, . . . , 𝑣𝑘𝑖 , 𝑣)),
где 𝜓𝑖 – шаблоны, причем среди них есть шаблоны как с положительной, так и с
отрицательной величиной сдвига. При этом считаем, что значения переменных из
набора 𝑧 образуют два 𝐻-кластера, где 𝐻 = max{ℎ(𝜓𝑖), 𝑖 = 1 . . .𝑚}.
106 ЗОЛОТОВ А.С.
Определение 5. Отношение 𝑄 назовем FP𝑄(𝑣)(𝜑)-устойчивым, если 𝑄 = {𝑦 ∈
|A| : (A, 𝑄) |= 𝜑(𝑦)}, FP𝑄(𝑣)(𝜑)-неустойчивым – в противном случае. Когда бу-
дет ясно из контекста, о какой формуле идет речь, будем называть 𝑄 просто
устойчивым или неустойчивым, соответственно.
Приведем несколько известных утверждений об устойчивых отношениях.
Лемма 1. Пусть 𝑄1 и 𝑄2 – FP𝑄(𝑣)(𝜑)-устойчивые отношения, содержащие от-
ношение 𝐴. Тогда 𝑄1 ∩𝑄2 – также FP𝑄(𝑣)(𝜑)-устойчивое отношение, содержа-
щее 𝐴.
Доказательство. Очевидно, что 𝐴 ⊆ 𝑄1 ∩ 𝑄2. Если же пересечение не являет-
ся устойчивым, то в нем найдется область, к которой можно применить шаблон
и добавить новую точку. Но тогда та же область есть как в 𝑄1, так и в 𝑄2, а
добавляемая точка отсутствует хотя бы в одном из них, что противоречит их
устойчивости.
Замечание 2. Пусть Φ ≡ FP𝑄(𝑣)(𝜑)(𝑧, 𝑥). Пусть 𝐴 = {𝐼(𝑧1), . . . , 𝐼(𝑧𝑛)}. Нетруд-
но видеть, что, в силу положительности формулы 𝜑, рассматриваемая фиксиро-
ванная точка есть минимальное относительно включения устойчивое отношение,
содержащее 𝐴.
Лемма 2. Пусть Φ ≡ FP𝑄(𝑣)(𝜑)(𝑧, 𝑥). Пусть 𝐴 = {𝐼(𝑧1), . . . , 𝐼(𝑧𝑛)}. Тогда
Φ(𝑧, 𝑥) истинна тогда и только тогда, когда 𝐼(𝑥) принадлежит пересечению
всех устойчивых отношений, содержащих 𝐴.
Доказательство. Пересечение всех устойчивых отношений, содержащих 𝐴, оче-
видно, лежит в минимальном устойчивом отношении, содержащем 𝐴. В обратную
сторону, если есть точка, в минимальном отношении, не содержащаяся в каком-
либо из устойчивых, то пересечение данных отношений будет устойчивым, будет
содержать 𝐴 и окажется строго меньше минимального, что приводит к противо-
речию.
Замечание 3. Всюду далее под устойчивостью будем понимать FP𝑄(𝑣)(𝜑0 ∨
𝜑1)(𝑧, 𝑥)-устойчивость для конкретных 𝜑0 и 𝜑1.
Пусть точки 𝑧1 < · · · < 𝑧𝑘1 образуют первый 𝐻-кластер, а 𝑧′1 < · · · < 𝑧′𝑘2 –
соответственно, второй, причем, выполнено 𝑧𝑘1 < 𝑧
′
1. Рассмотрим величину 𝜌1
равную max{𝐻 · 𝑘1 + 1, 𝐻 · 𝑘2 + 1, 𝑅}, где
𝑅 = (𝑛− 1)𝐻 + 𝐿 · 2𝐿 + 𝐿 · (2𝐿)!, 𝐿 = max
𝑖
ℎ(𝜓𝑖) + max
𝑖
𝑆(𝜓𝑖) + 1.
Смысл данных констант заключается в следующем. Рассмотрим построение фик-
сированной точки при условии, что есть только один кластер, а также использу-
ются шаблоны только одного знака. Величина (𝑛− 1)𝐻 описывает максимальную
ширину 𝐻-кластера из 𝑛 точек. Точки отношения, находясь на расстоянии 𝐿 или
более не могут входить в один и тот же шаблон, иными словами, влиять друг на
друга. Тогда, если разбить числовую прямую на отрезки длины 𝐿, то при постро-
ении фиксированной точки влиять друг на друга будут только соседние отрезки.
Всего есть 2𝐿 различных способов включить разместить на отрезке длины 𝐿 точ-
ки отношения. Таким образом, если мы рассматриваем участок числовой прямой,
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содержащий более 2𝐿 отрезков (и имеющий длину более 𝐿 · 2𝐿), то на нем обяза-
тельно будут хотя бы два повторяющихся способа расстановки точек отношения.
При этом последующие отрезки определяются только предыдущими, а значит, что
если повторы начнутся, то так и продолжатся далее. Длина повторяющейся части
заведомо не известна, но что участок, содержащий в себе (2𝐿)! отрезков (и имею-
щий длину 𝑙 · (2𝐿)!) содержит в себе целое число повторов. Таким образом, 𝑅 есть
сумма размера кластера, длины специальной неповторяющейся части и длины од-
ного повтора при рассмотрении способов расстановки точек отношения в отрезках
длины 𝐿.
Если расстояние между 𝐼(𝑧𝑘1) и 𝐼(𝑧
′
1) не превосходит 2𝜌1, то эти точки можно
объединить в один 2𝜌1-кластер, данный случай мы не рассматриваем. В противном
же случае обозначим 𝜌0 расстояние между 𝐼(𝑧𝑘1) и 𝐼(𝑧
′
1), взятое по модулю 2𝜌1,
оно легко определяется при помощи конечной дизъюнкции. Покажем, что можно
эффективно разбить числовую прямую на непересекающиеся отрезки длины 2𝜌1
так, что в одном из отрезков будет целиком содержаться первый кластер, а в
другом – второй.
Если 0 ≤ 𝜌0 ≤ 𝜌1, то в качестве первого отрезка, содержащего первый кла-
стер, рассмотрим [𝐼(𝑠−2𝜌1(𝑧𝑘1)), 𝐼(𝑧𝑘1)], а в качестве отрезка, содержащего второй
кластер – [𝐼(𝑠−𝜌0(𝑧′1)), 𝐼(𝑠
2𝜌1−𝜌0(𝑧′1))]. Оба эти отрезка имеют длину 2𝜌1, а между
ними поместится целое число отрезков длины 2𝜌1 в силу выбора 𝜌0 и 𝜌1.
Если же 𝜌1 < 𝜌0 < 2𝜌1, то в рассмотрим отрезки [𝐼(𝑠−𝜌1(𝑧𝑘1)), 𝐼(𝑠
𝜌1(𝑧𝑘1))] и
[𝐼(𝑠−𝜌0+𝜌1(𝑧′1)), 𝐼(𝑠
−𝜌0+3𝜌1(𝑧′1))] соответственно. Условие на отрезки опять же будет
выполняться в силу выбора 𝜌0 и 𝜌1.
Главный вопрос, который изучается в данной работе, состоит в том, как будет
выглядеть участок фиксированной точки между кластерами. Обозначим 𝜌 вели-
чину 2𝜌1, то есть длину отрезков, построенных выше. Существует 2𝜌 вариантов
расположения точек отношения внутри отрезка длины 𝜌 пронумеруем как-либо
эти варианты числами 1, . . . , 2𝜌 и обозначим 𝑆𝑖 вариант расположения точек в
отрезке с номером 𝑖. Рассмотрим конечный алфавит Σ = {𝛼1, . . . , 𝛼2𝜌} и поста-
вим в соответствие символу 𝛼𝑖 вариант отрезка с номером 𝑖 для всякого 𝑖 = 1, 2𝜌.
Введем на символах алфавита отношение частичного порядка, согласованное с
теоретико-множественным включением отрезков.
Определение 6. Положим 𝛼𝑖 < 𝛼𝑗 тогда и только тогда, когда 𝑆𝑖 ⊂ 𝑆𝑗 и
аналогично 𝛼𝑖 ≤ 𝛼𝑗 тогда и только тогда, когда 𝑆𝑖 ⊆ 𝑆𝑗.
Определение 7. Будем обозначать 𝑤[𝑖] символ слова 𝑤 с номером 𝑖. Также
будем обозначать |𝑤| длину слова 𝑤.
Распространим отношение на слова в алфавите Σ.
Определение 8. Положим
𝑣 < 𝑢 ⇐⇒ |𝑣| = |𝑢| ∧ (∀𝑗)(𝑣[𝑗] ≤ 𝑢[𝑗]) ∧ (∃𝑖)(𝑣[𝑖] < 𝑢[𝑖]),
аналогично
𝑣 ≤ 𝑢 ⇐⇒ |𝑣| = |𝑢| ∧ (∀𝑗)(𝑣[𝑗] ≤ 𝑢[𝑗]).
Таким образом, перейдем от рассмотрения участка отношения между двумя
кластерами к рассмотрению конечного слова в алфавите Σ, соответствующего это-
му участку.
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Определение 9. Обозначим через 𝑠𝑒𝑐𝑡𝑖(𝑥, 𝑦) формулу, истинную тогда и толь-
ко тогда, когда 𝐼(𝑥) принадлежит отрезку с номером 𝑖 при условии, что левая
граница этого отрезка есть 𝐼(𝑦). Данная формула для каждого 𝑖 строится непо-
средственно и представляет собой конечную дизъюнкцию равенств.
Определение 10. Будем говорить, что символы 𝛼𝑖 и 𝛼𝑘 не изменяют символ 𝛼𝑗
слева и справа при построении FP𝑄(𝑣)(𝜑0∨𝜑1)(𝑧, 𝑥) (будем писать 𝑆𝑡(𝛼𝑖, 𝛼𝑗 , 𝛼𝑘)),
если истинна формула
(∀𝑥)(𝑠𝑒𝑐𝑡𝑗(𝑥, 0) ⇐⇒
⇐⇒ FP1𝑄(𝑣)(𝑠𝑒𝑐𝑡𝑖(𝑠−𝜌(0), 𝑣) ∨ 𝑠𝑒𝑐𝑡𝑗(0, 𝑣) ∨ 𝑠𝑒𝑐𝑡𝑘(𝑠𝜌(0), 𝑣) ∨ 𝜑1)(𝑧, 𝑥)∧
∧ (𝑥 = 0 ∨ 𝑥 = 𝑠(0) ∨ · · · ∨ 𝑥 = 𝑠𝜌−1(0))).
Замечание 4. Определенное выше отношение строится эффективно, поскольку
формула в его определении является формулой первого порядка.
Определение 11. Конечное слово 𝑤, |𝑤| > 2 в алфавите Σ будем называть
устойчивым, если для любых трех идущих подряд символов 𝛼, 𝛽, 𝛾 слова 𝑤 вы-
полнено 𝑆𝑡(𝛼, 𝛽, 𝛾).
Пусть процесс построения фиксированной точки длится достаточно долго. То-
гда рано или поздно наступит такой момент, что в отрезок, содержащий левый
начальный кластер, уже ничего нового добавляться не будет. Уберем из отноше-
ния все точки левее данного отрезка и снова начнем процесс построения фиксиро-
ванной точки. Заметим, что в результате в силу монотонности мы получим то же
самое отношение, что и в случае построения фиксированной точки из исходного
начального кластера, так как добавили только точки, которые и так появятся в от-
ношении. При построении наступит такой момент, когда в отрезок непосредствен-
но слева от отрезка, содержащего левый начальный кластер, также перестанут до-
бавляться точки. При этом окончательное расположение точек в нем однозначно
определяется его соседом справа, который в процессе построения остается неиз-
менным. Снова уберем из отношения все точки левее рассматриваемого отрезка
и продолжим процесс построения, продолжим получать отрезки, в которые уже
ничего не добавляется, лежащие все левее и левее. Если данный процесс будет
идти достаточно долго, то на участках левее первого кластера начнутся повто-
ры расположений точек внутри отрезков длины 𝜌. При этом длину специальной
(«неповторяющейся») части положим равной 𝜌 · 2𝜌, поскольку существует 2𝜌 спо-
собов расположения точек отношения внутри отрезка длины 𝜌, а длину повтора –
𝜌 · (2𝜌)!, так как точная его длина заведомо неизвестна, но можно утверждать,
что она не превзойдет 𝜌 · 2𝜌 и кратна 𝜌, а значит, делит 𝜌 · (2𝜌)!, то есть в участке
такой длины содержится целое число повторов. Аналогичные рассуждения можно
провести и для правого начального кластера.
Замечание 5. Рассмотрим слово 𝑤, соответствующее участку фиксированной точ-
ки от 𝐼(𝑧1)− 𝜌 · 2𝜌 − 2𝜌 · (2𝜌)! и до 𝐼(𝑧′𝑘2) + 𝜌 · 2𝜌 + 2𝜌 · (2𝜌)!, то есть рассматриваем
начальные кластеры, участок между ними, неповторяющиеся части и два повтора
с каждой из сторон. Тогда 𝑤 является устойчивым.
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Задача следующих нескольких лемм заключается в том, чтобы показать воз-
можность распознавания при помощи конечного автомата устойчивых слов, соот-
ветствующих участку фиксированной точки, содержащему начальные кластеры,
участок между ними, неповторяющиеся части и два повтора с каждой из сторон
(см. замечание 5).
Лемма 3. Пусть
𝑊𝑆𝑡 = {𝑤 ∈ Σ*|𝑤 − устойчивое, |𝑤| > 2}.
Тогда 𝑊𝑆𝑡 – автоматный язык.
Доказательство. Искомый детерминированный автомат строится по отношению
𝑆𝑡. Приведем его описание. Первые два символа автомат считывает, запоминая их
номера в паре индексов состояний. Затем, пусть на некотором шаге автомат, нахо-
дясь в состоянии 𝑞𝑖𝑗 , видит 𝛼𝑘. Тогда если (𝛼𝑖, 𝛼𝑗 , 𝛼𝑘) ∈ 𝑆𝑡, то автомат переходит
в состояние 𝑞𝑗𝑘, иначе переходит в ошибочное состояние 𝑞!, в котором остается
до конца чтения слова. Принимающими состояниями будут все состояния с двой-
ными индексами. По построению и согласно определению отношения 𝑆𝑡 данный
автомат распознает 𝑊𝑆𝑡.
Лемма 4. Пусть
𝑊 𝑖𝑗 = {𝑤 ∈ Σ*|существует 𝑣 ∈ Σ*, 𝑣 < 𝑤, |𝑣| = |𝑤|, 𝑣 − устойчивое,
|𝑤| > 2 + 4(2𝜌)! + 2(2𝜌), 𝑣[2(2𝜌)!] ≥ 𝛼𝑖, 𝑣[|𝑤| − 2(2𝜌)!] ≥ 𝛼𝑗}.
Тогда 𝑊 𝑖𝑗 – автоматный язык для всех пар 𝑖, 𝑗 ∈ {1, . . . , 2𝜌}.
Доказательство. Построим недетерминированный автомат, распознающий дан-
ный язык. При помощи верхнего индекса в состоянии «считаем» прочитанные
буквы. Первый символ 𝑤[1] автомат считывает и переходит недетерминированно
в состояние 𝑞1𝑤[1] или в одно из 𝑞
1
𝛼, где 𝛼 ∈ Σ, 𝛼 < 𝑤[1]. Затем, аналогичным об-
разом поступаем со вторым символом, но если находились в состоянии с чертой,
то переходим только в одно из состояний с чертой (при этом также увеличивая
верхний индекс). Начиная с третьего символа и далее находясь в состоянии 𝑞𝑖𝛼𝛽
(без черты) и видя символ 𝛾, либо переходим в 𝑞𝑖+1𝛽,𝛿 для некоторого 𝛿 такого, что
(𝛼, 𝛽, 𝛿) ∈ 𝑆𝑡 и 𝛿 < 𝛾, либо переходим в состояние 𝑞𝑖+1𝛽,𝛾 , если (𝛼, 𝛽, 𝛾) ∈ 𝑆𝑡. Если же
(𝛼, 𝛽, 𝛾) ̸∈ 𝑆𝑡 и указанного 𝛿 тоже не существует, переходим в ошибочное состоя-
ние. Заметим, если находимся в состоянии с чертой, то переходим также только в
одно из состояний с чертой.
Для всех состояний вида 𝑞𝑇+1𝛿𝜖 , где 𝑇 = 2(2
𝜌)! + 2𝜌, определяем переходы сле-
дующим образом. Если 𝜖 < 𝛼𝑖, то переходим в ошибочное состояние. Если же
𝜖 ≥ 𝛼𝑖, то добавим пустой переход в 𝑝𝛿𝜖. Аналогичным образом поступаем и для
состояний вида 𝑞𝑇𝛿𝜖, но переходим состояние 𝑝𝛿𝜖. Состояния вида 𝑝𝛼𝛽 и 𝑝𝛼𝛽 будут
использоваться для чтения участка слова, соответствующего участку отношения
между кластерами.
Для состояний такого 𝑝𝛼𝛽 переходы определяются аналогично переходам для
состояний, описанных выше, но с небольшими изменениями. Во-первых, не будем
вводить верхних индексов. Во-вторых, для всякого состояния вида 𝑝𝛼𝛽 при 𝛽 ≥ 𝛼𝑗
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добавим пустой переход в состояние 𝑑−1𝛼𝛽 (аналогично поступаем с состояниями с
чертой, но опять же переходим в состояния с чертой).
В состоянии вида 𝑑𝑖𝛼𝛽 нужны будут для чтения участка слова, соответству-
ющего участку отношения правее второго кластера. Изменения нижних индек-
сов, появление черты и увеличение верхнего индекса будет происходить так же,
как и описано выше. При этом, для состояния вида 𝑑𝑇−1𝛼𝛽 , где 𝑇 определено так
же, как и выше, для всякого входного символа 𝜏 такого, найдется 𝜏 ′ такое, что
𝜏 ′ < 𝜏, (𝛼, 𝛽, 𝜏 ′) ∈ 𝑆𝑡, сделаем переход в единственное заключительное состояние
𝐹 . Для состояний вида 𝑑𝑇−1𝛼𝛽 переходы в 𝐹 для всякого символа 𝜏 такого, что
(𝛼, 𝛽, 𝜏) ∈ 𝑆𝑡 или найдется 𝜏 ′ такое, что 𝜏 ′ < 𝜏, (𝛼, 𝛽, 𝜏 ′) ∈ 𝑆𝑡.
Нетрудно видеть из построения автомата, что если существует устойчивое сло-
во 𝑣, меньшее входного, на местах с номерами 𝑇 и |𝑤| − 𝑇 стоят символы, не
меньшие 𝛼𝑖 и 𝛼𝑗 соответственно, то существует путь в автомате такой, что на
некотором этапе будет совершен переход в состояние с чертой, а когда слово за-
кончится, то можно будет совершить переход в заключительное состояние. Если
же не существует подходящих устойчивых слов, меньших входного, то в ходе ра-
боты автомата либо будет совершен переход в ошибочное состояние, либо весь
путь будет проходить по состояниям без черты, соответственно, в заключительное
состояние попасть будет невозможно, то есть такое слово не принимается.
Замечание 6. Пусть
𝐵𝑐 = {𝑤 ∈ Σ*|𝑤 = 𝑢𝑢𝑤′, |𝑢| = 𝑐, |𝑤′| ≠ 0},
𝐸𝑐 = {𝑤 ∈ Σ*|𝑤 = 𝑤′′𝑣𝑣, |𝑣| = 𝑐, |𝑤′′| ≠ 0}.
Тогда при любом фиксированном натуральном 𝑐 > 0 языки 𝐵𝑐 и 𝐸𝑐 являются
автоматными.
Замечание 7. Для всякого натурального 𝑐 > 0 язык 𝐿𝑐 = {𝑤 ∈ Σ*||𝑤| > 𝑐} явля-
ется автоматным.
Замечание 8. Для всякого натурального 𝑐 > 0 и для всякого 𝑖 ∈ {1, . . . , 2𝜌} языки
𝐿𝑔𝑖𝑐 = {𝑤 ∈ Σ*|𝑤[𝑐] ≥ 𝛼𝑖} и 𝑅𝑔𝑖𝑐 = {𝑤 ∈ Σ*|𝑤[|𝑤|−𝑐] ≥ 𝛼𝑗} являются автоматными.
Лемма 5. Пусть
𝑊 𝑖𝑗𝑆𝑡 = {𝑤 ∈ Σ*|𝑤 −минимальное устойчивое такое, что
|𝑤| > 2 + 4(2𝜌)! + 2(2𝜌), 𝑤[(2𝜌) + 2(2𝜌)!] ≥ 𝛼𝑖, 𝑤[|𝑤| − (2𝜌)− 2(2𝜌)!] ≥ 𝛼𝑗}.
Тогда 𝑊 𝑖𝑗𝑆𝑡 – автоматные языки для любой пары 𝑖, 𝑗 ∈ {1, . . . , 2𝜌}.
Доказательство. Рассмотрим дополнение 𝑊 𝑖𝑗 к языку из леммы 4, оно являет-
ся автоматным. В него попадут слова, не удовлетворяющие хотя бы одному из
условий в определении языка. Рассмотрим множество
𝐿𝑔𝑖2(2𝜌)! ∩𝑅𝑔𝑗2(2𝜌)! ∩ 𝐿2+4(2𝜌)!+2(2𝜌) ∩𝐵(2𝜌)! ∩ 𝐸(2𝜌)! ∩𝑊 𝑖𝑗 ∩𝑊𝑆𝑡.
По построению всякое слово 𝑤, попадающее в это множество, обладает следую-
щими свойствами:
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1. |𝑤| > 2 + 4(2𝜌)! + 2(2𝜌);
2. 𝑤 = 𝑢𝑢𝑤′, |𝑢| = (2𝜌)!, |𝑤′| ≠ 0;
3. 𝑤 = 𝑤′′𝑣𝑣, |𝑣| = (2𝜌)!, |𝑤′′| ≠ 0;
4. 𝑤[2𝜌 + 2(2𝜌)!] ≥ 𝛼𝑖;
5. 𝑤[|𝑤| − 2𝜌 − 2(2𝜌)!] ≥ 𝛼𝑗 ;
6. не существует устойчивого слова 𝑣 такого,что 𝑣 < 𝑤, |𝑣| = |𝑤|, и 𝑣 удовлетво-
ряет условиям 4 и 5 (а также 1).
Таким образом, получаем, что
𝑊 𝑖𝑗𝑆𝑡 = 𝐿𝑔
𝑖
2(2𝜌)!+2𝜌 ∩𝑅𝑔𝑗2(2𝜌)!+2𝜌 ∩ 𝐿2+4(2𝜌)!+2(2𝜌) ∩𝐵(2𝜌)! ∩ 𝐸(2𝜌)! ∩𝑊 𝑖𝑗 ∩𝑊𝑆𝑡.
Автоматность данного языка следует из лемм 3 и 4, замечаний 6, 7, 8, а также того,
что класс автоматных языков замкнут относительно дополнения и пересечения.
Следствие 1. При фиксированных 𝑖 и 𝑗 язык 𝑊 𝑖𝑗𝑆𝑡 для каждого натурального
числа 𝑛 содержит в точности одно слово длины 𝑛.
Доказательство. Непосредственно следует из того, что фиксированная точка
есть минимальное (и наименьшее) устойчивое отношение, содержащее оба кла-
стера.
Теорема 1. Пусть 𝑤 ∈ 𝑊 𝑖𝑗𝑆𝑡, автомат с наименьшим числом состояний для
языка 𝑊 𝑖𝑗𝑆𝑡 имеет 𝑁 состояний, а |𝑤| > 3(𝑁 + 1) + 4(2𝜌)! + 2(2𝜌). Тогда 𝑤 =
𝛼𝑥𝑢𝑝𝑦𝑣𝑧𝛽, для некоторого положительного целого числа 𝑝, где |𝛼| = |𝛽| = 2(2𝜌)!+
(2𝜌), |𝑥𝑢| ≤ 𝑁 + 1, |𝑦𝑣𝑧| ≤ 2(𝑁 + 1).
Доказательство. Рассмотрим автомат, распознающий𝑊 𝑖𝑗𝑆𝑡 с наименьшим числом
состояний, это число равно 𝑁 . Пусть 𝑤 ∈𝑊 𝑖𝑗𝑆𝑡, |𝑤| > 3(𝑁 + 1) + 4(2𝜌)! + 2(2𝜌). Рас-
смотрим подслово 𝑤′ слова 𝑤, входящее в 𝑤 с позиции 2𝜌+2(2𝜌)! и заканчивающе-
еся символом с номером |𝑤| − 2𝜌− 2(2𝜌)!. Поскольку 𝑤′ > 3𝑁 , при чтении первого
𝑁 + 1 символа данного подслова автомат пройдет через одно и то же состояние 𝑞1
хотя бы дважды. Аналогично, при чтении последнего 𝑁+1 символа слова автомат
также пройдет через одно и то же состояние 𝑞2 хотя бы дважды. Тогда слово 𝑤′
представимо в виде 𝑥𝑢𝑦𝑣𝑧, где 𝑢 – участок слова, при чтении которого автомат
перешел из 𝑞1 в 𝑞1, а при чтении 𝑣 он перешел из 𝑞2 в 𝑞2, |𝑥𝑢| ≤ 𝑁 +1, |𝑣𝑧| ≤ 𝑁 +1.
Пусть |𝑢| = 𝑙1 ≤ 𝑁 + 1, |𝑣| = 𝑙2 ≤ 𝑁 + 1. Заменим 𝑤′ в слове 𝑤 на 𝑥𝑢𝑘𝑙2𝑦𝑣𝑧 для
достаточно большого целого положительного 𝑘, обозначим это слово 𝑤1. Нетрудно
видеть, что 𝑤1 ∈ 𝑊 𝑖𝑗𝑆𝑡, так как при чтении данного слова автомат просто сделает
несколько дополнительных циклов, а во всем остальном будет работать так же,
как и на слове 𝑤. Аналогично, заменим 𝑤′ в слове 𝑤 на 𝑥𝑢𝑦𝑣𝑘𝑙1𝑧, обозначим по-
лученное слово 𝑤2, для которого также выполнено 𝑤2 ∈𝑊 𝑖𝑗𝑆𝑡. Однако, |𝑤1| = |𝑤2|,
тогда, по следствию 1, 𝑤1 = 𝑤2. В частности, это означает, что 𝑢𝑙2𝑦 = 𝑦𝑣𝑙1 . То-
гда, при условии, что |𝑦| > 𝑁 + 1 ≥ |𝑢| получаем, что 𝑦 = 𝑢𝑦′. Аналогичные
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рассуждения можно продолжать до тех пор, пока длина центральной части пре-
восходит 𝑁 + 1 (тогда можно гарантировать, что она больше длины слова 𝑢). Та-
ким образом, слово 𝑤′ представимо в виде 𝑥𝑢𝑝𝑦𝑣𝑧 для подходящих 𝑝 и 𝑦, причем,
|𝑥𝑢| ≤ 𝑁 + 1, |𝑦𝑣𝑧| ≤ 2(𝑁 + 1).
Заключение
В данной работе мы с помощью конечных автоматов исследовали устройство
наименьшей фиксированной точки отношения, содержащего два скопления точек.
Мы показали, что если данные скопления находятся достаточно далеко друг от
друга, то участок между ними будет иметь регулярную структуру, а именно, по-
вторяющиеся фрагменты. Полученные результаты дают возможность элиминиро-
вать FP-оператор в данном случае, перебрав все устойчивые отношения, содержа-
щие исходное, а затем рассмотрев их пересечение.
Интерес представляет обобщение данного подхода на случай с произвольным
конечным числом скоплений точек в начальном отношении, а также вопрос об
элиминации FP-оператора в случае, когда формула содержит неравенства и пре-
дикаты делимости.
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