Partial permanence and extinction in an N-species nonautonomous Lotka–Volterra competitive system  by Li, Jinxian & Yan, Jurang
Computers and Mathematics with Applications 55 (2008) 76–88
www.elsevier.com/locate/camwa
Partial permanence and extinction in an N-species nonautonomous
Lotka–Volterra competitive systemI
Jinxian Li∗, Jurang Yan
School of Mathematical Science, Shanxi University, Taiyuan 030006, People’s Republic of China
Received 9 November 2006; received in revised form 15 March 2007; accepted 16 March 2007
Abstract
In this paper, we first consider a general N-species nonautonomous Lotka–Volterra system. We show that certain average
conditions involving the respective averages of the growth rates and the interaction coefficients imply the total persistence of all
species. Using this result, we then give computable conditions on the coefficients which imply the ultimate extinction of certain
species in a N -dimensional Lotka–Volterra system.
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1. Introduction and preliminaries
We consider the following general non-autonomous Lotka–Volterra N-species competitive system:
u′k(t) = uk(t)
[
ak(t)−
N∑
l=1
bkl(t)ul(t)
]
, k = 1, 2, . . . , N , (1.1)
where ak(t) and bkl(t), 1 ≤ k, l ≤ N , are all bounded continuous functions on [0,∞) and bkl(t) ≥ 0 for t ∈ [0,∞)
and k, l = 1, 2, . . . , N .
Systems of this type have been studied widely. We refer to [1–8,10,11]. Recently, Ahmand and Stamova [3]
considered the system (1.1), where all the coefficients bkl(t) are positive constants, and ak(t) are bounded above
and below by positive constants respectively on [0,∞). They established sufficient conditions for partial persistence
and extinction for this system (1.1); see Theorem 2.2 in [3]. Ahmand and Lazer [6] extended the system in [3] to the
system where all the coefficients ak(t) and bkl(t) are all bounded above and below by positive constants on [0,∞)
and bkl(t) are uniformly close to constants. They derived a sufficient condition for the totally permanence of system
(1.1). The purpose of this paper is to study the partial permanence and extinction of (1.1) under the hypothesis that
the ak(t) can change signs. Our results improve the main results in [3].
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Definition 1.1. The system (1.1) is said to be strongly persistent if, for any solution (u1, u2, . . . , uN ) with uk(t0) > 0
for 1 ≤ k ≤ N , u is defined on [t0,∞) and lim inft→∞ uk(t) > 0.
Definition 1.2. The system (1.1) is said to be persistent if “lim inf” is replaced by “lim sup” in Definition 1.1.
Definition 1.3. The system (1.1) is said to be permanent if there exist positive constants d and R such that if u is a
solution with uk(t0) > 0 for 1 ≤ k ≤ N , then there exists t¯ = t¯(u) such that d ≤ uk(t) ≤ R for 1 ≤ k ≤ N and
t ≥ t¯(u).
Definition 1.4. The system (1.1) is said to be totally persistent (permanent) if (1.1) and its subsystems are all strongly
persistent (permanent).
For convenience, we list the following hypotheses:
(H1) there exists a positive constant ω such that lim inft→∞
∫ t+ω
t ak(s)ds > 0 and lim inft→∞
∫ t+ω
t bkk(s)ds > 0,
1 ≤ k ≤ N ;
(H2) there exist positive constants Ckl , 1 ≤ k, l ≤ N , such that bkl (t)bll (t) = Ckl ;
(H3) the averages M[ak] and M[bkl ], 1 ≤ k, l ≤ N , exist uniformly with respect to t0 ∈ [0,∞), where
M[ak] = lim
T→∞
1
T
∫ t0+T
t0
ak(t)dt, M[bkl ] = lim
T→∞
1
T
∫ t0+T
t0
bkl(t)dt.
(H4) the system (1.1) satisfies the (I, J ) conditions (see [6]), i.e., whenever I is a proper subset of {1, 2, . . . , N } for
which there exists a solution of the linear system
M[ai ] =
∑
l∈I
M[bil ]xl , i ∈ I,
with xi > 0 for all i ∈ I , then for J = {1, 2, . . . , N } − I , we have M[a j ] >∑l∈I M[b jl ]xl , j ∈ J .
For convenience, we will introduce the following notations. Let f be a continuous and bounded function on [t0,∞).
We define
f M = sup
t≥t0
f (t), f m = inf
t≥t0
f (t),
f + = max{ f (t), 0} f − = min{ f (t), 0}.
Lemma 1.1. Assume that (H1) and (H3) hold. Then M[ak] > 0 and M[bk] > 0.
Proof. From (H1), for any small enough  > 0, there exist positive constants T0 and Ak such that for t ≥ T0, we have
1
ω
∫ t+ω
t
ak(s)ds > Ak −  > 0. (1.2)
On the other hand, for any T , we can choose a positive integer n and a constant q ∈ (0, ω) such that T = nω + q.
Then there exists a N0 such that t0 + nω ≥ T0 for n ≥ N0. Hence
1
T
∫ t0+T
t0
ak(t)dt = 1nω + q
(∫ t0+ω
t0
+ · · · +
∫ t0+(N0+1)ω
t0+N0ω
+ · · · +
∫ t0+T
t0+nω
ak(t)dt
)
=
[
1
nω + q
(∫ t0+ω
t0
+ · · · +
∫ t0+N0ω
t0+(N0−1)ω
+
∫ t0+T
t0+nω
ak(t)dt
)]
+
[
1
nω + q
(∫ t0+(N0+1)ω
t0+N0ω
+ · · · +
∫ t0+nω
t0+(n−1)ω
ak(t)dt
)]
. (1.3)
From (1.2) and (1.3), we can deduce that
1
T
∫ t0+T
t0
ak(t)dt ≥ a
m
k (N0ω + q)
nω + q +
(n − N0 − 1)ω(Ak − )
nω + q . (1.4)
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Letting T →∞ in (1.4), we get that
lim
T→∞
1
T
∫ t0+T
t0
ak(t)dt ≥ Ak −  > 0, i.e.,M[ak] > 0.
With the same proof, we can deduce that M[bkl ] > 0 holds. This completes the proof of Lemma 1.1. 
The following lemmas are modifications of [3, Lemmas 2.1, 2.2 and 2.3], respectively. Their proofs are similar to
those in [3] and will be omitted.
Lemma 1.2. Assume that (H1) and (H3) hold and suppose that for each i ∈ I , where I is a subset of {1, 2, . . . , N },
there exists xi ≥ 0 such that
M[ai ] =
∑
l∈I
M[bil ]xl .
Then xl > 0 for l ∈ I .
Lemma 1.3. Assume that (H1), (H3) and (H4) hold, and Q is a proper subset of {1, 2, . . . , N }. Then the (I, J )
conditions hold for the subsystem
u′q(t) = uq(t)
[
aq(t)−
∑
l∈Q
bql(t)ul(t)
]
, q ∈ Q. (1.1− Q)
Lemma 1.4. Assume that (H1), (H3) and (H4) hold, and let B = (M[bkl ]) (1 ≤ k, l ≤ N ) be the interaction matrix.
Then B is invertible.
For the logistic equation
v′(t) = v(t)[a(t)− b(t)v(t)], (1.5)
from Teng and Li [9, Lemma 1], we have the following Lemma.
Lemma 1.5. Assume that (H1) with ak(t) = a(t) and bkk(t) = b(t) holds. Then there exist positive constants m and
M such that
m < lim inf
t→∞ v(t) ≤ lim supt→∞ v(t) < M,
where v(t) is any positive solution of (1.5).
Lemma 1.6. Assume that (H1) with ak(t) = a(t) and bkk(t) = b(t) holds. Then there exist positive constants r and
r¯ such that
r ≤ v(t, t0, x0) ≤ r¯ for t ≥ t0,
where v(t, t0, x0) is a solution of (1.5) with initial condition
v(t0) = x0 and θ1 ≤ v(t0, t0, x0) ≤ θ2, (1.6)
where θ1 and θ2 (θ1 ≤ θ2) are given constants.
Proof. By (1.5) and (1.6), we can deduce that
v(t, t0, θ1) ≤ v(t, t0, x0) ≤ v(t, t0, θ2). (1.7)
If (1.7) is false, there exists a t∗ > t0 such that v(t∗, t0, θ1) > v(t∗, t0, x0) or v(t∗, t0, x0) > v(t∗, t0, θ2). Without
loss of generality, suppose that v(t∗, t0, θ1) > v(t∗, t0, x0). Let h(t) = v(t, t0, θ1) − v(t, t0, x0), then h(t0) < 0 and
h(t∗) > 0. By the mean value theorem, there exists a ¯t∗ ∈ (t0, t∗) such that h( ¯t∗) = 0, which contradicts with the fact
(1.5) with initial condition v( ¯t∗) = v( ¯t∗, t0, θ1)(= v( ¯t∗, t0, x0)) has a unique solution. So (1.7) is true.
From Lemma 1.5, there exist positive constants T1,m and M such that
v(t, t0, θ2) ≤ M and v(t, t0, θ1) ≥ m for t > T1. (1.8)
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Let r¯ = max{M,max{v(t, t0, θ2)|t ∈ [t0, T1]}} and r = min{m,min{v(t, t0, θ1)|t ∈ [t0, T1]}}. Then, from (1.7) and
(1.8), for t ≥ t0, we have
r ≤ v(t, t0, x0) ≤ r¯ for t ≥ t0.
This completes the proof of Lemma 1.6. 
2. Main theorems
We consider the more general system
u′k(t) = uk(t)
[
ak(t)− λgk(t)−
N∑
l=1
bkl(t)ul(t)
]
, 1 ≤ k ≤ N , ((2.1)(g, λ))
where ak(t) and bkl(t) (k, l = 1, 2, . . . , N ) are defined in (1.1), λ ≥ 0 is a constant and gk(t)(k = 1, 2, . . . , N ) are
bounded continuous functions on [0,∞).
Theorem 2.1. Assume that (H1)–(H4) hold, and there exist positive constants γ, λ∗, δ and η such that
0 ≤ gk(t) ≤ γ, lim inf
t→∞
∫ t+ω
t
ak(s)ds − λ∗γ > 0, 0 ≤ λ ≤ λ∗, for 1 ≤ k ≤ N and t ≥ t0, (2.2)
and
δ ≤ uk(t0) ≤ η, for 1 ≤ k ≤ N , (2.3)
where t0 ∈ [0,∞) and u = (u1, u2, . . . , uN ) is a solution of ((2.1)(g, λ)) . Then there exists an  > 0 such that
uk(t) ≥ , 1 ≤ k ≤ N and t ≥ t0. (2.4)
Proof. Let S(t0, δ, η, g, λ) be the set of solutions of ((2.1)(g, λ)) satisfying (2.3). From ((2.1)(g, λ)) we have
u′k(t) ≤ uk(t)[ak(t)− bkk(t)uk(t)]. (2.5)
By Lemma 1.6 and the comparison theorem, there exists a R such that
uk(t) ≤ R, 1 ≤ k ≤ N , (2.6)
for t ≥ t0 and u ∈ S(t0, δ, η, g, λ). From (2.6), we can deduce that if u ∈ S(t0, δ, η, g, λ), then u is defined on [t0,∞).
Integrating ((2.1)(g, λ)), from (2.3) we have uk(t) > 0 for t ≥ t0 and 1 ≤ k ≤ N . Let
α(t) = min{ak(t)− λγ |1 ≤ k ≤ N }, b(t) = max{bkl(t)|1 ≤ k ≤ N }. (2.7)
Then from ((2.1)(g, λ)), we have
u′k(t) ≥ uk(t)
[
α(t)− b(t)
N∑
l=1
ul(t)
]
, 1 ≤ k ≤ N ,
where u is a solution of ((2.1)(g, λ)) with positive initial conditions. Therefore, if V (t) =∑Nk=1 uk(t), then
V ′(t) ≥ V (t)[α(t)− b(t)V (t)].
Similar to the derivation of (2.6) from ((2.1)(g, λ)), we can deduce that there exist a β such that V (t) ≥ β for
t ≥ t0 and u ∈ S(t0, δ, η, g, λ). Hence
N∑
k=1
uk(t) ≥ β, for t ≥ t0. (2.8)
In order to prove the theorem, we shall assume that the assertion is false, and show that one of the (I, J ) condition
does not hold. If (2.4) is not true, then
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(i) there exists a sequence of numbers {λp}∞1 such that for p ≥ 1, 0 < λp < λ∗ and λp → 0 as p →∞.
(ii) there exists a sequence {g p}∞1 , where g p = (g p1 , g p2 , . . . , g pN ), g pk is continuous and 0 ≤ g pk (t) ≤ γ for
t ∈ [0,∞), 1 ≤ k ≤ N and p ≥ 1.
(iii) there exists a nonempty subset J of {1, 2, . . . , N } such that
lim inf
t→∞ {max{u j (t)| j ∈ J }|u ∈ S(t0, δ, η, g
p, λp), t ≥ t0} = 0. (2.9)
We take J to be a maximal subset, i.e., if J ⊆ J ∗ ⊆ {1, 2, . . . , N } and J ∗ has this property, then J = J ∗. From
(2.8) we have J 6= {1, 2, . . . , N }. So if I = {1, 2, . . . , N } − J , then I is a proper subset of {1, 2, . . . , N }.
From (2.9), we infer the existence of a subsequence {λpm }∞m=1 of {λp}∞1 , a subsequence {g pm }∞m=1 of {g p}∞1 , a
sequence of numbers {t0m}∞1 , and a sequence {um}∞1 , where um = (um1 , um2 , . . . , umN ) ∈ S(t0m, δ, η, g pm , λpm ), and a
sequence of numbers {τm}∞1 such that τm ≥ t0m and
max{umj (τm)| j ∈ J } ≤
δ
m
em(α∗−bM N R), (2.10)
where α∗ = min{αm, 0} and α(t), b(t) are defined in (2.7).
Since umj (t0m) ≥ δ for m ≥ 1 and j ∈ J , by the mean value theorem, there exists a sequence {sm}∞1 such that for
m ≥ 1 and t0m ≤ sm < τm , we have
max{umj (t)| j ∈ J, sm ≤ t ≤ τm} =
δ
m
(2.11)
and for some jˆ(m) ∈ J we have
um
jˆ(m)
(sm) = δm . (2.12)
We now estimate τm − sm for m ≥ 1. Fixing m(≥ 1) and letting jˆ = jˆ(m), from ((2.1)(g, λ)) we have
(um
jˆ
)′(t) ≥ um
jˆ
(t)(α∗ − bMN R) for t ≥ sm .
This, together with (2.10) and (2.12), implies
δ
m
em(α∗−bM N R) ≥ um
jˆ
(τm) ≥ e(τm−sm )(α∗−bM N R)umjˆ (sm) ≥
δ
m
e(τm−sm )(α∗−bM N R).
Hence, for m ≥ 1, we have
τm − sm ≥ m. (2.13)
Similar to the analysis of [3, p. 826–827], we can deduce that for i ∈ I and m ≥ 1, there exists ν > 0 such that
umi (sm) ≥ ν, umi (τm) ≥ ν. (2.14)
Since from (2.11), we can deduce that 0 < umj (t) ≤ δm for t ∈ [sm, τm], m ≥ 1 and j ∈ J , it follows that
lim
m→∞
1
τm − sm
∫ τm
sm
umj (t)dt = 0, j ∈ J. (2.15)
By the mean value theorem, for m ≥ 1 and i ∈ I , there exist ξm ∈ (sm, τm) such that∫ τm
sm
bi i (t)u
m
i (t)dt = umi (ξm)
∫ τm
sm
bi i (t)dt.
So
umi (ξm) =
∫ τm
sm
bi i (t)umi (t)dt∫ τm
sm
bi i (t)dt
. (2.16)
By (2.6), we have
0 < umi (ξm) ≤ R.
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Hence, there exist a sequence of integers {mn}∞1 and numbers xi ≥ 0, i ∈ I , such that
lim
n→∞ u
mn
i (ξmn ) = xi , i ∈ I. (2.17)
In order to simplify notations, let
u¯n = (u¯n1, u¯n2, . . . , u¯nN ) = umn , s¯n = smn , τ¯n = τmn .
From (2.15) we have
lim
t→∞
1
τ¯n − s¯n
∫ τ¯n
s¯n
u¯nj (t)dt = 0, j ∈ J. (2.18)
According to (2.6), (2.13) and (2.14), we have
lim
n→∞
1
τ¯n − s¯n ln
(
u¯ni (τ¯n)
u¯ni (s¯n)
)
= 0, i ∈ I. (2.19)
From (H2), (2.16) and (2.17), for i ∈ {1, 2, . . . , N } we have
lim
n→∞
∑
l∈I
1
τ¯n − s¯n
∫ τ¯n
s¯n
bil(t)u¯
n
l (t)dt − M[bil ]xl
= lim
n→∞
1
τ¯n − s¯n
∑
l∈I
∫ τ¯n
s¯n
[
bil(t)u¯
n
l (t)− bil(t)
∫ τ¯n
s¯n
bll(s)u¯nl (s)ds∫ τ¯n
s¯n
bll(s)ds
]
dt
= lim
n→∞
1
τ¯n − s¯n
∑
l∈I
1∫ τ¯n
s¯n
bll(s)ds
[∫ τ¯n
s¯n
∫ τ¯n
s¯n
(bil(t)bll(s)− bil(s)bll(t))u¯nl (t)dsdt
]
= 0.
So
lim
n→∞
∑
l∈I
1
τ¯n − s¯n
∫ τ¯n
s¯n
bil(t)u¯
n
l (t)dt = M[bil ]xl , 1 ≤ i ≤ N . (2.20)
Let λˆn = λpmn , gˆn = (gˆn1 , . . . , gˆnN ) = g pmn . From ((2.1)(g, λ)), we can derive
(u¯ni )
′(t)
u¯ni (t)
= ai (t)− λˆn gˆni (t)−
∑
l∈I
bil(t)u¯
n
l (t)−
∑
l∈J
bil(t)u¯
n
l (t), for n ≥ 1 and i ∈ I. (2.21)
Integrating (2.21) from t = s¯n to t = τ¯n and dividing by τ¯n − s¯n , for n ≥ 1 and i ∈ I , we have
1
τ¯n − s¯n
∫ τ¯n
s¯n
[ai (t)− λˆn gˆni (t)]dt =
1
τ¯n − s¯n ln
(
u¯ni (τ¯n)
u¯ni (s¯n)
)
+
∑
l∈I
∫ τ¯n
s¯n
bil(t)u¯nl (t)dt
τ¯n − s¯n
+
∑
l∈J
∫ τ¯n
s¯n
bil(t)u¯nl (t)dt
τ¯n − s¯n . (2.22)
By the mean value theorem and (2.18), there exists ξ¯n ∈ (s¯n, τ¯n) such that
∑
l∈J
∫ τ¯n
s¯n
bil(t)u¯nl tdt
τ¯n − s¯n =
∑
l∈J
bil(ξ¯n)
1
τ¯n − s¯n
∫ τ¯n
s¯n
u¯nl (t)dt → 0, as n →∞, (2.23)
where i = 1, 2, . . . , N . Letting n →∞ in (2.22), from (2.19), (2.20) and (2.23) we have
M[ai ] =
∑
l∈I
M[bil ]xl , i ∈ I.
Since xi ≥ 0 for i ∈ I , by Lemma 1.2, we have xi > 0 for i ∈ I .
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To obtain a contradiction with the assumption that the (I, J ) conditions hold, we note that since jˆ(mn) ∈ J for
n ≥ 1, there exists j∗ ∈ J such that jˆ(mn) = j∗ for infinitely many n. By considering a subsequence, we may assume
that jˆ(mn) = j∗ for n ≥ 1.
From (2.10) and (2.12), we have
u¯nj∗(τ¯n) = u¯mnjˆ(mn)(τmn ) ≤ u¯
mn
jˆ(mn)
(smn ) = u¯nj∗(s¯n).
Consequently,
1
τ¯n − s¯n ln
(
u¯ jn∗ (τ¯n)
u¯nj∗(s¯n)
)
≤ 0. (2.24)
Similar to the derivation of (2.22) from ((2.1)(g, λ)), for n ≥ 1 we can derive
1
τ¯n − s¯n
∫ τ¯n
s¯n
[a j∗(t)− λˆn gˆnj∗(t)]dt
= 1
τ¯n − s¯n ln
(
u¯nj∗(τ¯n)
u¯nj∗(s¯n)
)
+
∑
l∈I
1
τ¯n − s¯n
∫ τ¯n
s¯n
b j∗l(t)u¯
n
l (t)dt +
∑
l∈J
1
τ¯n − s¯n
∫ τ¯n
s¯n
b j∗l(t)u¯
n
l (t)dt
≤
∑
l∈I
1
τ¯n − s¯n
∫ τ¯n
s¯n
b j∗l(t)u¯
n
l (t)dt +
∑
l∈J
1
τ¯n − s¯n
∫ τ¯n
s¯n
b j∗l(t)u¯
n
l (t)dt. (2.25)
Letting n →∞ in (2.25) and using (2.20), (2.23) and (2.24), we see that
M[a j∗ ] ≤
∑
l∈I
M[b j∗l ]xl .
But this contradicts our assumption that the (I, J ) conditions hold. For the (I, J ) conditions imply that
M[a j∗ ] >
∑
l∈I
M[b j∗l ]xl ,
as long as xl > 0 for all l ∈ I and j∗ ∈ {1, 2, . . . , N } − I = J . This contradiction proves Theorem 2.1. 
Remark 2.1. It is easy to see that Lemma 1.3 also applies to the system ((2.1)(g, λ)). Hence this system is totally
persistent.
Remark 2.2. It is easy to see that Theorem 2.1 does not require that ai (t) ≥ 0 and bmii > 0 in ((2.1)(g, λ)) for
1 ≤ i ≤ N . Hence, Theorem 2.1 improves the main results given by Ahmad and Stamova in [3].
Remark 2.3. Since the interaction coefficients vary with time, Theorem 2.1 generalizes and improves Theorem 2.1
in [3].
Theorem 2.2. Assume that (H1)–(H3) and the following conditions hold.
(H5) Assume that N = m + r , where m ≥ 1, r ≥ 1 and the (I, J ) conditions are satisfied in the m-species system
u′i (t) = ui (t)
[
ai (t)−
m∑
l=1
bil(t)ul(t)
]
, 1 ≤ i ≤ m. (2.26)
(H6) Let xl > 0, 1 ≤ l ≤ m, be the unique positive numbers such that
M[ai ] =
m∑
l=1
M[bil ]xl , for i = 1, . . . ,m
and
M[a j ] <
m∑
l=1
M[b jl ]xl , for j = m + 1, . . . , N . (2.27)
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(H7) If A is a compact subset of {(ξ1, . . . , ξm) ∈ Rm |ξi > 0, 1 ≤ i ≤ m}, then there exists a number
d = d(A) > 0 such that 0 < u j (t0) ≤ d(A) for j = m + 1, . . . , N, where u = (u1, . . . , uN ) is any solution
of (1.1) with (u1(t0), . . . , um(t0)) ∈ A.
Then ui (t) is permanent for i = 1, 2, . . . ,m and u j (t) is extinct for j = m + 1, . . . , N.
Proof. Let
G(x) =
0, if x ≤ 0,x, if 0 < x < 1,1, if x ≥ 1.
We consider the system
u′k(t) = uk(t)
[
ak(t)− λ
N∑
l=m+1
bkl(t)G(ul(t))−
m∑
l=1
bkl(t)ul(t)
]
, 1 ≤ k ≤ N , (2.28)
where λ > 0 is a constant. Standard arguments, similar to those given in the proof of Theorem 2.1, show that if
u = (u1, . . . , uN ) is any solution of (2.28) with uk(t0) > 0 for k = 1, . . . , N , then u is defined on [t0,∞) and
uk(t) > 0 for t ≥ t0 and k = 1, 2, . . . , N .
Now, let A be as in the statement of the theorem. Then there exist constants δ > 0 and η > 0 such that if
(ξ1, . . . , ξm) ∈ A, then δ ≤ ξk ≤ η for k = 1, . . . ,m. Let
γ = max
{
N∑
l=m+1
bMkl |1 ≤ k ≤ m
}
.
Since the system (2.26) satisfies the (I, J ) conditions, Theorem 2.1 implies the existence of numbers  > 0, R > 0
and λ∗ > 0 such that if g1(t), . . . , gm(t) are continuous and 0 ≤ gk(t) ≤ γ for t ∈ R, 1 ≤ k ≤ m and 0 ≤ λ ≤ λ∗,
then any solution u = (u1, . . . , um) of
u′k(t) = uk(t)
[
ak(t)− λgk(t)−
m∑
l=1
blul(t)
]
, 1 ≤ k ≤ m, (2.29)
with (u1(t0), . . . , um(t0)) ∈ A satisfies the inequalities
 ≤ uk(t) ≤ R, for 1 ≤ k ≤ m and t ≥ t0, (2.30)
where
gk(t) =
N∑
l=m+1
bkl(t)G(ul(t)).
Let u = (u1, . . . , um, um+1, . . . , uN ) be a solution of (2.28) such that
(u1(t0), . . . , um(t0)) ∈ A, 0 < ul(t0) ≤ 1 for m + 1 ≤ l ≤ N . (2.31)
Then (u1, . . . , um) is a solution of (2.29) on [t0,∞). So any solution of (2.29) which satisfies (2.31) will also satisfy
(2.30). It follows that
ln
∣∣∣∣uk(t0 + T )uk(t0)
∣∣∣∣ ≤ ln R , for T > 0 and 1 ≤ k ≤ m. (2.32)
Since (2.27) holds, there exists a constant α1 > 0 such that
M[a j ] −
m∑
l=1
M[b jl ]xl ≤ −2α1 for j = m + 1, . . . , N .
Let α2 > 0 be chosen so that
|xl − yl | ≤ α2, 1 ≤ l ≤ m ⇒ M[a j ] −
m∑
l=1
M[b jl ]yl ≤ −α1, m + 1 ≤ j ≤ N . (2.33)
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Referring to Lemma 1.4, we see that the hypotheses of Theorem 2.2 imply that the m×m matrix B = (M[bkl ]|1 ≤
k, l ≤ m) is invertible. Consequently, there exists a constant α3 > 0 such that if |M[ai ] − ci | < α3 for 1 ≤ i ≤ m,
then the system of linear equations
m∑
l=1
M[bil ]yl = ci , 1 ≤ i ≤ m,
has a unique solution such that |yl − xl | < α2 for l = 1, . . . ,m.
Similar to the derivation of (2.22) from ((2.1)(g, λ)), for 1 ≤ k ≤ N we can derive
1
T
∫ t0+T
t0
ak(t)dt = 1T ln
uk(t0 + T )
uk(t0)
+ λ
T
N∑
l=m+1
∫ t0+T
t0
bkl(t)G(ul(t))dt + 1T
m∑
l=1
∫ t0+T
t0
bkl(t)ul(t)dt. (2.34)
Letting T →∞ in (2.34) and using (2.32), we see that
M[ak] = lim
T→∞
λ
T
∫ t0+T
t0
N∑
l=m+1
bkl(t)G(ul(t))dt + lim
T→∞
1
T
m∑
l=1
∫ t0+T
t0
bkl(t)ul(t)dt for 1 ≤ k ≤ m. (2.35)
Let
x∗l (T ) =
∫ t0+T
t0
bll(s)ul(s)ds∫ t0+T
t0
bll(s)ds
, l = 1, . . . ,m; Ci (T ) =
m∑
l=1
M[bil ]x∗l (T ), i = 1, . . . ,m. (2.36)
Then from the mean value theorem and (2.30), we have
0 < x∗l (T ) < R, l = 1, 2, . . . ,m. (2.37)
From (H2) and (2.36), we have
m∑
l=1
x∗l (T )
∫ t0+T
t0
bkl(t)dt −
m∑
l=1
∫ t0+T
t0
bkl(t)ul(t)dt
=
m∑
l=1
∫ t0+T
t0
∫ t0+T
t0
[bkl(t)bll(s)− bkl(s)bll(t)]ul(s)dsdt∫ t0+T
t0
bll(s)ds
= 0, k = 1, . . . , N . (2.38)
Then from (2.35) and (2.36), for i = 1, 2, . . . ,m, we have
|Ci (T )− M[ai ]|
=
∣∣∣∣∣ m∑
l=1
M[bil ]x∗l (T )− limT→∞
λ
T
∫ t0+T
t0
N∑
l=m+1
bil(t)G(ul(t))dt − lim
T→∞
1
T
m∑
l=1
∫ t0+T
t0
bil(t)ul(t)dt
∣∣∣∣∣
≤ I1 + I2 + I3 + I4, (2.39)
where
I1 =
∣∣∣∣∣ m∑
l=1
{
M[bil ] − 1T
∫ t0+T
t0
bil(t)dt
}
x∗l (T )
∣∣∣∣∣ ,
I2 = 1T
∣∣∣∣∣ m∑
l=1
x∗l (T )
∫ t0+T
t0
bil(t)dt −
m∑
l=1
∫ t0+T
t0
bil(t)ul(t)dt
∣∣∣∣∣ = 0, (by (2.38))
I3 =
∣∣∣∣∣ 1T
m∑
l=1
∫ t0+T
t0
bil(t)ul(t)dt − lim
T→∞
1
T
m∑
l=1
∫ t0+T
t0
bil(t)ul(t)dt
∣∣∣∣∣ ,
I4 =
∣∣∣∣∣ limT→∞ λT
∫ t0+T
t0
N∑
l=m+1
bil(t)G(ul(t))dt
∣∣∣∣∣ .
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Now, we choose λ1, 0 < λ1 < λ∗ so small that λ1γ < α33 , then for 0 < λ ≤ λ1, we have
I4 ≤ λγ < α33 .
From (2.36) and the definition of limit, it follows that for large enough T ∗
I1 ≤ α33 , I3 ≤
α3
3
for all T > T ∗.
So from (2.39) we have
|Ci (T )− M[ai ]| < α3, for T > T ∗, λ < λ1 and i = 1, 2, . . . ,m.
It follows that |x∗i (T ) − xi | < α2 for i = 1, . . . ,m, 0 < λ ≤ λ1 and T ≥ T ∗. Consequently, by (2.33) for
j = m + 1, . . . , N , we have
M[a j ] −
m∑
l=1
M[b jl ]x∗l (T ) ≤ −α1 < 0. (2.40)
By (H3), we can choose a T1 ≥ max{ω, T ∗} such that T ≥ T1 and 0 < λ ≤ λ1 imply that if u is a solution of (2.28)
satisfying (2.31), then from (2.38) and (2.40) we have∫ t0+T
t0
[
a j (t)−
m∑
l=1
b jl(t)ul(t)
]
dt =
[∫ t0+T
t0
a j (t)dt −
m∑
l=1
x∗l (T )
∫ t0+T
t0
b jl(t)dt
]
+
[
m∑
l=1
x∗l (T )
∫ t0+T
t0
b jl(t)dt −
m∑
l=1
∫ t0+T
t0
b jl(t)ul(t)dt
]
=
∫ t0+T
t0
a j (t)dt −
m∑
l=1
x∗l (T )
∫ t0+T
t0
b jl(t)dt
≤ −α4T, (2.41)
for j = m + 1, . . . , N , where α4 = α12 . Therefore, if u = (u1, . . . , um, um+1, . . . , uN ) is such a solution and λ and T
are as above, then for m + 1 ≤ j ≤ N , we have
u j (t0 + T ) = u j (t0) exp
{∫ t0+T
t0
[
a j (t)− λ
N∑
l=m+1
b jl(t)G(ul(t))−
m∑
l=1
b jl(t)ul(t)
]
dt
}
.
Thus, since λ
∑N
l=m+1 b jl(t)G(ul(t)) ≥ 0, it follows from (2.41) and for T ≥ T1, 0 < λ ≤ λ1 and j = m + 1, . . . , N
that
u j (t0 + T ) ≤ u j (t0)e−α4T . (2.42)
It follows from above and for 0 ≤ T ≤ T1 and j = m + 1, . . . , N that
u j (t0 + T ) ≤ u j (t0) exp
∫ t0+T
t0
a j (t)dt ≤ u j (t0) exp
{
max
T∈[0,T1]
∫ t0+T
t0
a j (t)dt
}
. (2.43)
Since T1 ≥ max{ω, T ∗} > ω, from (2.42) we have
u j (t0 + T ) < u j (t0) < u j (t0) exp
{
max
T∈[0,T1]
∫ t0+T
t0
a j (t)dt
}
, for T ≥ T1. (2.44)
In the remainder of the proof, we restrict our attention to (2.28) with λ = λ1, and to the solution u =
(u1, . . . , um, um+1, . . . , uN ) of (2.28) with (u1(t0), . . . , um(t0)) ∈ A and
0 ≤ u j (t0) ≤ ∆, for j = m + 1, . . . , N , (2.45)
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where ∆ > 0 is chosen so that
∆ exp max
T∈[0,T1]
∫ t0+T
t0
a j (t)dt < 1, (2.46)
for j = m + 1, . . . , N . For such a solution, we see from (2.42)–(2.45) that for t ≥ t0 and m + 1 ≤ j ≤ N , we have
0 < u j (t) < 1, and therefore G(ul(t)) = ul(t) for l = m + 1, . . . , N and t ≥ t0. Thus, from (2.28), we have
u′k(t) = uk(t)
[
ak(t)− λ1
N∑
l=m+1
bkl(t)ul(t)−
m∑
l=1
bkl(t)ul(t)
]
, (2.47)
for k = 1, . . . , N . Moreover, by (2.42), we have u j (t)→ 0 as t →∞ for m + 1 ≤ j ≤ N .
Let d(A) = λ1∆, and u¯ = (u¯1, . . . , u¯m, u¯m+1, . . . , u¯N ) be a solution of (1.1) such that (u¯1(t0), . . . , u¯m(t0)) ∈ A
and 0 < u¯ j (t0) < d(A) for j = m + 1, . . . , N . If ul(t) = u¯l(t) for 1 ≤ l ≤ m and ul(t) = u¯l (t)λ1 for m + 1 ≤ l ≤ N ,
then u = (u1, . . . , um, um+1, . . . , uN ) is a solution of (2.47) with (u1(t0), . . . , um(t0)) ∈ A and 0 < u j (t0) < ∆
for j = m + 1, . . . , N . Let w = (w1, . . . , wm, wm+1, . . . , wN ) be the solution of (2.28) with wl(t0) = ul(t0) for
1 ≤ l ≤ N . By what we have shown above, w is a solution of (2.47), and w j (t) → 0 as t →∞ for m + 1 ≤ j ≤ N ,
 ≤ wi (t) ≤ R as t ≥ t0 and 1 ≤ i ≤ m. By uniqueness, ul(t) = wl(t) for t ≥ t0 and 1 ≤ l ≤ N . Therefore,
u¯ j (t)→ 0 as t →∞ and m + 1 ≤ j ≤ N , and  ≤ u¯i (t) ≤ R as t ≥ t0 and 1 ≤ i ≤ m. The proof is complete. 
Remark 2.4. It is easy to see that Theorem 2.2 does not require that ai (t) ≥ 0 and bmii > 0 in (1.1) for 1 ≤ i ≤ N .
Hence, Theorem 2.2 improves the main results in [3].
Remark 2.5. Since the interaction coefficients vary with time, Theorem 2.2 generalizes and improves Theorem 2.2
in [3].
3. Applications
Consider the three dimensional system
u′i (t) = ui (t)
[
ai (t)−
3∑
j=1
bi j (t)u j (t)
]
, 1 ≤ i ≤ 3, t ≥ 0, (3.1)
where ai (t) and bi j (t) (i, j = 1, 2, 3) satisfy (H1)–(H3). From Theorem 2.2, we have the following corollary.
Corollary 3.1. If for any permutation i, j, k of 1, 2, 3, the following conditions hold:
(H∗4) M[ai ] > Ci jM[a j ],M[a j ] > C j iM[ai ],
(H∗5) M[ak] < M[bki ]x∗i + M[bk j ]x∗j ,
where Ci j and C j i are defined in (H2), xi = x∗i , x j = x∗j is the unique solution of
M[ai ] = M[bi i ]xi + M[bi j ]x j ,
M[a j ] = M[b j i ]xi + M[b j j ]x j .
Then ui (t) and u j (t) are permanent, and uk(t) is extinct for any positive solution (u1(t), u2(t), u3(t)) of (3.1).
Remark 3.1. In [3], in order to guarantee that ui (t) and u j (t) are permanent and uk(t) is extinct for any positive
solution (u1(t), u2(t), u3(t)) of (3.1) and any permutation i, j, k of 1, 2, 3. (H3), and the following conditions are
needed.
(H01) bi j (t) = bi j are positive constants and ai (t) (i = 1, 2, 3) are bounded above and below by positive constants,
(H02) M[ai ] > bi j M[a j ]b j j ,M[a j ] > b j i
M[ai ]
bi i
,
(H03) M[ak] < bki x∗i + bk j x∗j ,
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where xi = x∗i , x j = x∗j is the unique solution of
M[ai ] = bi i xi + bi j x j ,
M[a j ] = b j i xi + b j j x j .
The following examples show that (H∗4) and (H∗5) hold, but (H
0
1) is not satisfied. So the main results in [3] and other
related references are invalid.
Example 3.1.
u′1(t) = u1(t)[1+ sin t − 4u1(t)− u2(t)− b13u3(t)],
u′2(t) = u2(t)
[
1
2
− cos t − u1(t)− u2(t)− b23u3(t)
]
,
u′3(t) = u3(t)
[
1
3
+ sin t − u1(t)− u2(t)− b33u3(t)
]
,
where bi3, i = 1, 2, 3, are positive constants. By a simple calculation, we have
M[a1] = 1, M[a2] = 12 , M[a3] =
1
3
,
b12
b22
= 1, b21
b11
= 1
4
, x∗1 =
1
6
, x∗2 =
1
3
.
Consequently, (H∗4) and (H∗5) hold. So u1(t) and u2(t) are permanent and u3(t) is extinct. Since ai (t) (i = 1, 2, 3)
can change sign, (H01) is not satisfied.
Example 3.2.
u′1(t) = u1(t)
[
1− 4(1+ sin t)u1(t)− 2
(
1
2
+ 1
3
cos t
)
u2(t)− b13(t)u3(t)
]
,
u′2(t) = u2(t)
[
1
2
− (1+ sin t)u1(t)− 2
(
1
2
+ 1
3
cos t
)
u2(t)− b23(t)u3(t)
]
,
u′3(t) = u3(t)
[
1
3
− (1+ sin t)u1(t)− 2
(
1
2
+ 1
3
cos t
)
u2(t)− b33(t)u3(t)
]
,
where bi3(t), i = 1, 2, 3, are positive bounded continuous functions. Apparently, (H01) is not satisfied. By simple
calculation, we have
M[a1] = 1, M[a2] = 12 , M[a3] =
1
3
,
M[b12]
M[b22] = 1,
M[b21]
M[b11] =
1
4
, x∗1 =
1
6
, x∗2 =
1
3
.
Consequently, (H∗4) and (H∗5) hold. So u1(t) and u2(t) are permanent and u3(t) is extinct.
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