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Abstract
This thesis is concerned with two-dimensional free surface ows past semi-innite
surface-piercing bodies in a uid of nite-depth. Throughout the study, it is assumed
that the uid in question is incompressible, and that the eects of viscosity and
surface tension are negligible. The problems considered are physically important,
since they can be used to model the ow of water near the bow or stern of a wide,
blunt ship. Alternatively, the solutions can be interpreted as describing the ow
into, or out of, a horizontal slot. In the past, all research conducted on this topic
has been dedicated to the situation where the ow is irrotational. The results from
such studies are extended here, by allowing the uid to have constant vorticity
throughout the ow domain. In addition, new results for irrotational ow are also
presented.
When studying the ow of a uid past a surface-piercing body, it is important to
stipulate in advance the nature of the free surface as it intersects the body. Three
dierent possibilities are considered in this thesis. In the rst of these possibilities,
it is assumed that the free surface rises up and meets the body at a stagnation
point. For this conguration, the nonlinear problem is solved numerically with the
use of a boundary integral method in the physical plane. Here the semi-innite
body is assumed to be rectangular in shape, with a rounded corner. Supercritical
solutions which satisfy the radiation condition are found for various values of the
Froude number and the dimensionless vorticity. Subcritical solutions are also found;
however these solutions violate the radiation condition and are characterised by a
train of waves upstream. In the limit that the height of the body above the horizontal
bottom vanishes, the ow approaches that due to a submerged line sink in a 90
corner. This limiting problem is also examined as a special case.
The second conguration considered in this thesis involves the free surface at-
taching smoothly to the front face of the rectangular shaped body. For this cong-
uration, nonlinear solutions are computed using a similar numerical scheme to that
used in the stagnant attachment case. It is found that these solution exist for all
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supercritical Froude numbers. The related problem of the cusp-like ow due to a
submerged sink in a corner is also considered.
Finally, the ow of a uid emerging from beneath a semi-innite at plate is
examined. Here the free surface is assumed to detach from the trailing edge of the
plate horizontally. A linear problem is formulated under the assumption that the
elevation of the plate is close to the undisturbed free surface level. This problem
is solved exactly using the Wiener-Hopf technique, and subcritical solutions are
found which are characterised by a train of sinusoidal waves in the far eld. The
nonlinear problem is also considered. Exact relations between certain parameters for
supercritical ow are derived using conservation of mass and momentum arguments,
and these are conrmed numerically. Nonlinear subcritical solutions are computed,
and the results are compared to those predicted by the linear theory.
iv
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Chapter 1
Introduction
I'm king of the world! - Leonardo DiCaprio, in the lm Titanic, standing at the
stern of arguably the most famous ship in history.
An aerial view of the wave pattern caused by a ship travelling at constant velocity
through a still bed of water provides a fascinating sight. In the right conditions,
this intricate pattern can be seen from miles away. The same sort of V-shaped
disturbance is caused by a duck swimming in a pond or by a running stream passing
over an obstacle. In either case, we refer to this class of water waves as ship waves,
whether they are caused by a ship or not.
Under certain conditions, ship waves are a steady phenomenon. If one was to
stand at the stern of a ship and look backwards (a la Leonardo DiCaprio), the wave
pattern would appear unchanged as time evolves (provided the velocity of the ship
is constant, and the undisturbed uid is still). Other features of ship waves are also
easily observed. For example, there are two distinct types of waves; transverse and
diverging waves. In addition, the complete wave pattern is restricted to a narrow
wedge.
The disturbance caused by a downward directed force moving at constant velocity
on the surface of an innitely deep uid (or equivalently, a stationary force acting on
the surface of a uniformly moving stream) was studied by Lord Kelvin (1910), as a
rst model of a ship moving through water. He found, provided the amplitude of the
1
waves is small, that the half-angle for the enclosing wedge is arctan(1=
p
8)  19 280.
Other investigators have since improved Kelvin's model in various ways, such as
using pressure distributions to simulate ship hulls, and including articial frictional
forces to help establish steady state solutions. The most famous of these researchers
is probably Sir Havelock, whose many papers can be found in Havelock (1963). For
other notable early contributions, see also Lamb (1932).
The resistance felt by a moving ship is due to the friction between the water and
the ship's hull and the energy lost in creating the wave pattern behind the ship's
stern. It is therefore of interest for design purposes to predict the wave resistance
for a given hull geometry, so that ultimately this resistance could be minimised (or
even eliminated!). Unfortunately this is a very dicult task. The rst attempt at
this sort of analysis was by Michell (1898), who formulated a linearised problem
under the assumption that the breadth of the ship is small. The solution of this
problem led to a formula for the wave resistance which, under the right conditions,
agrees well with experimental data (see Tuck (1989) and the references therein).
On the other hand, when the ship is not thin, this sort of linearisation is no longer
valid, and numerical methods provide the only real avenue forward. The complete
nonlinear problem is so dicult, however, that few full numerical solutions have
been documented. This leads us to study the two dimensional problem. We note
here that a survey of the literature for ship wave resistance is given by Tulin (1978).
When a ship is wide and blunt (like a barge, a tanker or a cargo ship), the
ow can be considered two-dimensional in the neighbourhood of the ship centre-
plane. Flows near the bow and stern can be considered separately, by assuming
the ship is semi-innite. In this two-dimensional approximation, the diverging ship
waves are eliminated, and only the transverse waves can be modelled. This (two-
dimensional) theory is therefore limited, as it does not really describe the real-life
situation. However, the reduction of one dimension allows us to investigate the
near bow and near stern behaviour in detail, which is not yet possible in three
dimensions. For these reasons it is still instructive to pursue the simplied two-
2
dimensional approximation.
Two-dimensional ows past semi-innite bodies
Two-dimensional free surface ows past semi-innite bodies have a substantial his-
tory of research, since they can be used to model the ow near the bow or stern of
a wide, blunt ship. Although attention has been given to unsteady ows, most of
this research has been restricted to the case where the ow is steady.
An interesting characteristic of steady ows is that the mathematical solutions
are independent of the direction of ow. To distinguish between bow and stern
ows, an articial device called the radiation condition is sometimes needed. This
condition states simply that no surface waves can be generated at innity ahead of
the body. The implication for ows past semi-innite bodies is that if there is a
train of gravity waves on the free surface, then the solutions can only be used to
describe stern ows. There are no bow ows with waves.
To model the ow near the bow or stern of a ship, it is necessary to stipulate in
advance the behaviour of the free surface as it intersects the body. For example, one
possible scenario is that the free surface meets the body at a stagnation point, while
another is that the attachment (or detachment) is smooth (ie, tangential). Flows
with stagnant attachment in an innitely deep uid have been treated numerically
by Vanden-Broeck & Tuck (1977), Vanden-Broeck, Schwartz & Tuck (1978), Tuck
& Vanden-Broeck (1984), Madurasinghe (1988), Yeung (1991) and Farrow & Tuck
(1995). In general, solutions to this problem are characterised by a train of waves
on the free surface, and are therefore are only applicable to stern ows. Both Tuck
& Vanden-Broeck (1984) and Madurasinghe (1988) have introduced bulbous body
shapes that eliminate these surface waves for special ship speeds. In this situation,
the ow can be reversed in direction to describe a bow ow. Farrow & Tuck (1995),
however, dispute these results. They claim that the body shapes found by Tuck &
Vanden-Broeck (1984) and Madurasinghe (1988) do in fact produce waves, albeit of
very small amplitude. Either way, it is clear that there exists no (two-dimensional)
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body shape which produces waveless free surface proles for a continuous range of
ship speeds when there is stagnant attachment (in a uid of innite depth).
The story is similar for the case where the free surface attaches smoothly to
the body in an innitely deep uid. Numerical solutions to the nonlinear problem,
computed by Vanden-Broeck (1980) and Farrow & Tuck (1995), show that in general
there is a train of waves on the free surface far away from the body. (A time-
dependent study by Haussling (1980) veries this behaviour.) However, unlike the
stagnant attachment case, it is clear that for some body shapes, the train of waves
can be eliminated. This was rst suggested by Schmidt (1981) in his linear study,
and then conrmed numerically by both Madurasinghe & Tuck (1986) and Farrow
& Tuck (1995). These special body shapes all point downward at the attachment
point, and are therefore not likely to be of practical interest as far as bow design is
concerned.
In reality, the behaviour of the free surface at the bow of a ship will be quite
complicated. For example, it could be expected that a portion of the uid near the
free surface will be diverted upwards in the form of a jet after colliding with the
front of the body. This jet would then fall back onto the free surface. These sorts
of splashing ows have been considered in an innitely deep uid by both Dias &
Vanden-Broeck (1993) and Tuck & Simakov (1999). In these studies, the impact of
the jet on the oncoming stream has been neglected. Other possible scenarios involve
a region of rotating uid situated on the top of the free surface, as suggested by
Tuck (1991), or perhaps some time-dependent (even turbulent) ow, created by a
breaking bow wave.
Much less attention has been given to the case where the uid is of nite depth.
Splashless bow ows with stagnant attachment have been computed by Vanden-
Broeck (1989). For a given body draft, these ows were found to exist for one ship
speed only. On the other hand, Hocking (1993) has computed smoothly attaching
bow ows for all ship speeds greater than some critical speed. No stern ows have
been documented in a nite depth uid.
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More details of the literature for two-dimensional free surface ows past semi-
innite bodies will be given throughout this thesis at the appropriate places.
Two-dimensional water waves
A simple linear theory reveals that small amplitude, steady water waves are sinu-
soidal in shape. As the steepness of the waves (dened to be the dierence between
the heights of the crests and the troughs divided by the wavelength) is increased,
the full nonlinear equations are needed to produce the correct physical behaviour.
For irrotational ow, Stokes (1847) solved the nonlinear water wave problem using a
perturbation technique, and showed that nite amplitude waves are non-sinusoidal
in shape; their crests become sharper and troughs become broader as the steepness
increases. Furthermore, he later showed (Stokes (1880)) that the steepest wave is
characterised by a sharp corner at the crest. There is a stagnation point at this
corner, and the angle enclosed is 120.
The actual steepness of the highest wave has been the subject of much consid-
eration. In an innitely deep uid, Michell (1893) found that for irrotational ow,
the limiting steepness is S = 0:142. Since then, many investigators have improved
on this prediction, with the latest results (including Schwartz (1974) and Cokelet
(1977)) agreeing that the maximum steepness is S = 0:141. In the nite depth case,
the maximum steepness decreases as the ratio of the mean height of the wave to the
wavelength decreases. Values of this limiting steepness and other relevant data are
tabled in Schwartz (1974) and Cokelet (1977) for various (non-dimensional) uid
depths. For small depths, more accurate data can be found in Vanden-Broeck &
Schwartz (1979). An excellent discussion on nonlinear water waves for irrotational
ow is given by Schwartz & Fenton (1982).
In the limit that the ratio of the mean height of a periodic wave to the wavelength
approaches zero, the wave steepness S ! 0, and the waves themselves approach
solitary waves. For irrotational ow, the behaviour of solitary waves is similar to
that for periodic waves. As the height of a solitary wave increases, the crest becomes
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sharper in shape, until a limit is reached where a stagnation point is formed at the
crest. Again, as with periodic waves, the angle of the crest is 120. A survey of the
literature on solitary waves is presented by Miles (1980).
As well as irrotational ows, we will be interested in ows with constant vortic-
ity. Periodic waves with constant vorticity have been considered in water of nite
depth by Teles da Silva & Peregrine (1988) and in innitely deep water by Sim-
men & Saman (1985) and Vanden-Broeck (1996a). According to Teles da Silva &
Peregrine (1988), it has been shown by Delachenal (1973) that there are limiting
waves with 120 angles at their crests when the vorticity is nonzero. The vorticity
only aects the curvature on each side of the crest. In addition to these limiting
waves, there exist other limiting congurations with overhanging portions of the free
surface when the vorticity is nonzero.
Solitary waves with arbitrary vorticity were studied analytically by Benjamin
(1962), who included constant vorticity as a special case. More recently, solitary
waves with constant vorticity have also been treated numerically by Teles da Silva
& Peregrine (1988), Vanden-Broeck (1994), Vanden-Broeck (1995) and Forbes &
Belward (1996). Again, the inclusion of vorticity complicates the behaviour of the
ow, resulting in new limiting congurations with overhanging portions of the free
surface. This behaviour will be discussed in more detail later in this thesis.
1.1 Content of this thesis
This thesis is concerned with two-dimensional free surface ows past semi-innite
bodies. The research already mentioned on this subject has been entirely devoted
to the case where the ow is irrotational. We expand on these results by assuming
the uid has constant vorticity throughout.
The introduction of vorticity in the ow eld allows us to study the eect a
surface-piercing body (a ship) has on a moving stream which has a velocity prole
that increases (or decreases) with height. This sort of non-uniform velocity prole
could be caused by friction action at the bottom boundary diusing over the whole
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cross-section of water (as suggested by Benjamin (1962)). Alternatively, wind could
be the cause of such a velocity prole.
It is important to note from the outset that we only consider constant vorticity
distributions in this thesis. The resulting velocity prole of the undisturbed stream
therefore increases (or decreases) linearly with height. We refer to such an undis-
turbed stream as a uniform shear ow. This assumption of constant vorticity allows
us to simplify the governing equation signicantly, by transforming Poisson's equa-
tion into Laplace's equation. Some of the usual tools applied to irrotational ow can
then be used, such as complex analysis and boundary integral methods. We also
note here that irrotational motion can always be recovered by setting the vorticity
to zero.
As stated earlier, most of the work on two-dimensional free surface ows past
semi-innite bodies has been restricted to innitely deep uid. A feature of this
thesis is that the ows considered are all of nite depth, and hence new studies for
irrotational ow can be examined. These new studies include stern ows charac-
terised by a train of periodic waves on the free surface.
The purpose is this thesis is therefore twofold. Firstly, two-dimensional free
surface ows past semi-innite bodies in water of nite depth are to be considered
in the context of bow and stern ows. Existing results for irrotational ow can then
be conrmed, and new results documented. Related free surface ows (that may
not be directly applicable to bow or stern ows) are also to be examined. Secondly,
constant vorticity is to be included in all of the problems considered, and its eect
on the solutions determined.
The outline of this thesis is as follows. In the next section of this chapter, we
consider the problem of waves propagating at constant velocity along the surface of
a nite-depth uid with constant vorticity. An in-depth formulation of this problem
will be presented, since the details will be applicable to all the problems considered
in this thesis. The nonlinear equations are linearised in the usual way, and after
analysing the solution, we determine under what conditions these (linear) waves
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exist. A brief discussion on the radiation condition is also presented.
In chapter 2, we consider the ow past a semi-innite rectangular body with a
rounded corner. For this study, it is assumed the free surface meets the body at a
stagnation point. The complete nonlinear problem is formulated in a similar way
to the free wave problem treated in the next section, and then reformulated using
a boundary integral method in the physical plane. For a range of vorticity values,
families of solutions are computed whose behaviour is qualitatively similar to the
irrotational ows presented by Vanden-Broeck (1989). In addition, it is shown that
for other values of the vorticity, the behaviour is quite dierent. All these solutions
are waveless and hence can be considered splashless bow ows.
By changing the numerical method slightly, a new set of solutions can be com-
puted. These solutions are all characterised by a train of waves on the free surface,
and hence must describe stern ows only. Detailed results are presented for the
special irrotational case, and it is shown numerically that the results for nonzero
vorticity are qualitatively similar. In the limit that the height of the body above
the horizontal bottom approaches zero, the ow approaches that due to a line sink
situated in a corner. We consider this problem at the end of chapter 2 as a limiting
case.
The work in chapter 3 is concerned with the same problem as that considered in
chapter 2, but with a dierent attachment condition. In chapter 3 it is assumed that
the free surface attaches to the front face of the rectangular shaped body smoothly.
Although this problem appears to be quite similar to the problem with stagnant
attachment, the behaviour of the solutions is completely dierent. We solve the
problem numerically using the boundary integral technique presented in chapter 2.
It is found that for all vorticity values, the solutions behave in the same way as
the irrotational ows calculated by Hocking (1993). All solutions of this type are
waveless.
In the limit that gravity vanishes, Hocking (1993) has found an exact solution
to this problem for irrotational ow. The solution for the angle of the free surface is
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given in terms of a Cauchy principle value integral, which can be evaluated numer-
ically. We also solve this problem exactly, using a generalized Schwarz-Christoel
mapping. The resulting free surface prole is given explicitly in a closed form.
As with chapter 2, we examine the limiting problem that arises when the height
of the body above the bottom approaches zero. The resulting cusp-like ows due to
a line sink on the bottom are computed for various vorticity values using a similar
boundary integral scheme as before.
In chapters 4 and 5, we consider the free surface ow emerging from beneath a
semi-innite at plate. For this problem, the free surface detaches from the plate
smoothly. The equations are linearised in chapter 4, by assuming that the draft
of the plate is small. Exact solutions to the linear problem are then found using a
Fourier transform and the Wiener-Hopf technique. These solutions possess a train
of sinusoidal waves on the downstream free surface, and therefore can be used to
model stern ows. Some solutions without waves are also found, but these violate
the assumptions behind the perturbation expansions, and are hence disregarded.
The complete nonlinear problem is considered in chapter 5. Exact results for
solutions without waves are derived using conservation of mass and momentum
arguments. This method has been used before for irrotational ow by Vanden-
Broeck & Keller (1987b), and our results are an extension of these, since we include
constant vorticity. Free surface proles are computed using the boundary integral
method, and the exact results are conrmed numerically. It is found that the only
waveless solutions possible are those in which the horizontal plate is higher than the
undisturbed free surface. These solutions do not model either bow or stern ows,
but can be used to model the ow emerging from a rectangular vessel. Vorticity
plays an important role in this problem, allowing for new behaviour not applicable
for irrotational ows.
Also considered in chapter 5 is the nonlinear problem with waves. For small
values of the plate's draft, it is found that the numerical results agree with the
linear results of chapter 4. However, as the draft increases, the nonlinear eects
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become dominant, and the two theories no longer agree. A detailed description of
the nonlinear solutions is given.
Finally, in chapter 6, a discussion of the thesis is presented. The results are
summarised briey, and some possible future directions are suggested.
As explained, a number of dierent problems are examined in this thesis. Parts of
the formulation for these problems may be shared, but for the sake of completeness,
we repeat some of the details. In particular, although the boundary integral method
used to solve these nonlinear problems will be presented in chapter 2, we still include
a brief outlined of this formulation in other chapters where appropriate. Having said
this, an attempt is made to keep repeated details as brief as possible.
1.2 Mathematical preliminaries
At this stage it is convenient to consider the two-dimensional problem of waves cre-
ated on a running stream with constant vorticity. The details of the formulation for
this simple problem will be applicable to the more complicated problems presented
later in this thesis. By considering a linearised theory, the terms subcritical ow
and supercritical ow will be introduced, and the concepts of group velocity and the
radiation condition will be discussed.
Consider a two-dimensional uid owing from left to right with horizontal speed
c1 + !y in a stream with height H. Here a Cartesian coordinate system is used
so that the x-axis lies on the horizontal bottom, and the y-axis points vertically
upwards. Assuming the parameter ! is constant, the vorticity vector is simply
 =r q =  ! k; (1.1)
where q is the velocity and k is a unit vector pointing in a direction perpendicular
to the (x; y) plane. We call this ow a uniform shear ow, since the uid speed
changes linearly with the height y.
Now suppose there is some sort of disturbance which causes a train of periodic
waves to be projected along the surface of the uid travelling from right to left with
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horizontal speed c2. We x the y-axis to one of the waves, so that the ow can be
considered steady in our coordinate system. The x and y coordinates of the velocity
vector can now be written as
u(x; y) = c+ !y + U(x; y) (1.2)
v(x; y) = V (x; y); (1.3)
where c = c1 + c2, and U and V are velocity components which vanish when the
stream is undisturbed. An illustration of this ow is shown in gure 1.1.
c+ωy H
x
y
y=η (x)
Figure 1.1: A sketch of steady, periodic waves on a running stream with constant vor-
ticity.
We now consider the governing equations for the problem just described. It is
assumed that the uid is both inviscid and incompressible, so that Euler's equation
of motion is of the form
Dq
Dt
=
@q
@t
+ (q r)q =  1

rp  g k:
Here  is the (constant) density of the uid, p is the uid pressure, g is the accel-
eration due to gravity, and D=Dt is the material derivative. Writing jqj = q, and
using the vector identity
(q r)q = 1
2
r(q2)  q (r q);
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Euler's equation becomes
@q
@t
  q  =  r

1
2
q2 +
p

+ gy

: (1.4)
After taking the curl of (1.4), and cancelling the vanishing terms r   and r  q,
we nd
D
Dt
= ( r)q:
But the ow is two-dimensional, therefore ( r)q = 0, and hence
D
Dt
= 0:
This statement, which can also be deduced from Kelvin's circulation theorem, im-
plies that since the vorticity is initially constant everywhere, then it remains con-
stant.
Now the ow is incompressible, so r  q = 0, and hence there exists a stream-
function  (x; y) such that the velocity components can be expressed as
u =
@ 
@y
; v =  @ 
@x
: (1.5)
It follows from (1.1) that the streamfunction must satisfy Poisson's equation
r2 = @
2 
@x2
+
@2 
@y2
= ! (1.6)
throughout the ow region. This is our governing equation.
The boundary conditions are now considered. Clearly the uid cannot pass
through its own boundary, thus q  n = 0 on the free surface and the horizontal
bottom, where n is the unit normal vector. On the free surface, which we denote
by y = (x), this normal vector satises the condition
n /r(y   (x)) = j  d
dx
i:
Here i and j are the usual unit vectors pointing in the x and y directions respectively.
It follows that the boundary condition becomes
v = u
d
dx
on y = (x): (1.7)
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We call this the kinematic condition. It may be shown that, for steady ows, the
free surface is a streamline. Therefore the streamfunction  is constant there.
On the horizontal bottom, the unit normal vector is simply  j, so that the
bottom condition is
v = 0 on y = 0: (1.8)
Or alternatively,  is constant on y = 0.
There is one more boundary condition on the free surface. Using (1.1) and (1.5)
it is easy to see that q = !r , and hence Euler's equation (1.4) can be written
in the form
r

1
2
q2 +
p

+ gy   ! 

= 0
for our steady ow problem. It follows immediately that
1
2
q2 +
p

+ gy   ! = constant (1.9)
throughout the ow domain. This expression is referred to as Bernoulli's equa-
tion. On the free surface we assume that the pressure is constant. Also, since the
streamfunction is constant there, it follows that Bernoulli's equation becomes
1
2
q2 + gy =
1
2
(c+ !H)2 + gH on y = (x): (1.10)
We call this the dynamic boundary condition.
The surface wave problem therefore reduces to solving Poisson's equation (1.6)
for the streamfunction  subject to the boundary conditions (1.7), (1.8) and (1.10)
with the use of (1.5).
We note here that from this point onwards, the parameter !, which is the mag-
nitude of the vorticity vector , will be simply referred to as the vorticity. There
should be no confusion, since the vector  will no longer be used in our discussion.
The fact that the vorticity is constant allows us to subtract the particular solution
cy + 1
2
!y2 from the governing equation (1.6), by writing the streamfunction as
 (x; y) = cy +
1
2
!y2 +	(x; y): (1.11)
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The result is that the pseudostreamfunction 	 satises Laplace's equation
r2	 = @
2	
@x2
+
@2	
@y2
= 0
throughout the ow region. In addition, there exists a pseudovelocity potential ,
which is the harmonic conjugate of 	, and also satises Laplace's equation
r2 = @
2
@x2
+
@2
@y2
= 0: (1.12)
Using (1.5) and (1.11), we can compute the velocity components u and v. Compar-
ison of the result with (1.2) and (1.3) yields the Cauchy-Riemann equations
U =
@	
@y
=
@
@x
; V =  @	
@x
=
@
@y
: (1.13)
The problem has now been reduced to solving Laplace's equation (1.12), subject
to the boundary conditions (1.7), (1.8) and (1.10). The velocity components in these
boundary conditions can be found using (1.2), (1.3) and (1.13). It is well known that
potential problems in two dimensions are much more friendly than those involving
Poisson's equation, and this is why the functions  and 	 are introduced. The
problem is still highly nonlinear, since the boundary conditions (1.7) and (1.10) are
nonlinear, and the location of the boundary is unknown. Not surprisingly, there are
no exact solutions to this problem other than the trivial solution  = 0; however
numerical solutions have been computed by Teles da Silva & Peregrine (1988) using
a boundary integral method in a conformally mapped plane.
When the amplitude of the waves is small compared to the depth of the undis-
turbed uid, the resulting ow can be thought of as a small perturbation of the
uniform shear. In this case, it is appropriate to introduce the expansions
(x) = H +  1(x) +O(
2)
(x; y) = 1(x; y) +O(
2);
where  is a measure of wave steepness. These expressions are substituted into
equations (1.12), (1.7), (1.8) and (1.10), which produces the O() equation
r21 = 0 in 0 < y < H (1.14)
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and boundary conditions
@1
@y
= (c+ !H)
d1
dx
on y = H; (1.15)
@1
@y
= 0 on y = 0; (1.16)
(c+ !H)

!1 +
@1
@x

+ g1 = 0 on y = H: (1.17)
The result is a linear problem, which is easily solved.
Since we are considering periodic waves, we seek sinusoidal solutions in the form
1(x; y) = F (y) cos kx;
where k = 2= is the wavenumber, and  is the wavelength. To satisfy equa-
tion (1.14), the function F (y) must satisfy the ordinary dierential equation
F 00(y)  k2F (y) = 0:
The solution to this equation, with the condition (1.16) can be written as
F (y) = M cosh ky;
where M is a constant, so that
1(x; y) = M cosh ky cos kx: (1.18)
It follows from (1.17) that the solution for the free surface is given by
1(x) =
kM(c+ !H)
!(c+ !H) + g
cosh kH sin kx: (1.19)
Substituting both (1.18) and (1.19) into the last boundary condition (1.15) gives
us a relationship between the wavelength and speed of the waves
tanh kH =
k(c+ !H)2
!(c+ !H) + g
: (1.20)
This relationship is referred to as the dispersion relation, and implies that longer
waves travel faster than shorter waves. Detailed discussions on wave dispersion can
be found in the classic text by Whitham (1974).
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We now introduce the two non-dimensional variables F and 
, dened by
F =
cp
gH
; 
 =
!H
c
:
Here F is the (depth-based) Froude number and 
 is the non-dimensional vorticity
parameter. It will be assumed that the uniform shear velocity c + !y is always
positive, so that the parameters satisfy F > 0 and 
 >  1.
Some very important information can be extracted from the dispersion rela-
tion (1.20). To begin with, this relation only has real solutions for k when
(c+ !H)2
!H(c+ !H) + gH
< 1;
or in our non-dimensional variables, when
F 2 <
1
1 + 

:
This implies that small amplitude waves can only exist if the Froude number F < Fc,
where Fc is the critical Froude number, given by
Fc =
1p
1 + 

:
In this case (F < Fc), we say the ow is subcritical. On the other hand, when
F > Fc, the ow is said to be supercritical. Note that when the vorticity 
 = 0, the
ow is considered irrotational, and the critical Froude number reduces to Fc = 1,
which is as expected.
The phase velocity of the waves, denoted by cp = c + !H, is the speed of the
wavetrain relative to the undisturbed free surface. After some manipulation, the
dispersion relation (1.20) can be rewritten as
(kcp)
2   !(kcp) tanh kH   gk tanh kH = 0:
By implicitly dierentiating this expression with respect to k, we nd the group
velocity of the waves is
cg =
d
dk
(kcp) =
kH(!cp + g) sech
2kH + g tanh kH
2kcp   ! tanh kH
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= cp

1 +
2kH
sinh 2kH

g
!cp + 2g
+
!cp
!cp + 2g

= cp

1 +
2kH
sinh 2kH

1
F 2
(1 + 
) + 2
+
F 2
(1 + 
)
F 2
(1 + 
) + 2

:
Using the inequality
1 < 1 +
2kH
sinh 2kH
< 2;
and the fact that we restrict ourselves to vorticity values 
 >  1, it can easily
be shown that the group velocity cg is always less than the phase velocity cp. It
follows from this result that steady waves, at least of small amplitude, cannot prop-
agate ahead of a body moving at a constant velocity. This result is well known for
irrotational ows, and is known as the radiation condition.
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Chapter 2
Bow and stern ows with stagnant
attachment
In the next two chapters, we will be primarily concerned with the free surface ow
past a semi-innite rectangular body with a rounded corner. In this chapter it will
be assumed that the free surface rises up to meet the front face of the body at a
stagnation point, while in the next chapter the surface will be assumed to dip down
and attach to the front face tangentially. In both studies the complete nonlinear
problem will be solved numerically with the use of a boundary integral method in
the physical plane.
Some of the material in this chapter is also presented in McCue & Forbes (1999).
2.1 Introduction
This chapter is concerned with the two-dimensional ow of an inviscid, incompress-
ible uid past the bow or stern of a ship. We consider the case when the uid is
of nite depth and possesses a constant vorticity. In addition, it will be assumed
that the free surface intersects the vertical face of the bow (or stern) at a stagnation
point.
Irrotational ows past semi-innite bodies with stagnant attachment have been
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considered by many authors. The rst authors were Dagan & Tulin (1972), who
calculated the rst two terms of a series expansion in powers of the draft-based
Froude number Fd. Here the body shape was rectangular, and the uid was assumed
to be innitely deep. This expansion was continued by Vanden-Broeck & Tuck
(1977) and Vanden-Broeck et al. (1978) to 15 terms, at which point it became
apparent that the magnitude of each term increases factorially. Although the series
was formally divergent, it could nevertheless be continued analytically and summed,
but the resulting free surface proles were discontinuous near the attachment point.
A boundary integral method was also used by these authors, and complete nonlinear
solutions were computed numerically.
The nonlinear solutions found by Vanden-Broeck & Tuck (1977) and Vanden-
Broeck et al. (1978) were all characterised by a train of waves on the free surface,
except when the draft-based Froude number Fd = 0, in which case the free surface
is simply at. As the Froude number Fd increases, the steepness of the waves also
increases, and then approaches a nite value (less than the maximum S = 0:141) as
Fd !1.
Stern ows that appear to exhibit no waves were found by Tuck & Vanden-
Broeck (1985) and Madurasinghe (1988) using an integral equation technique for
bulbous shaped bodies. As stated in chapter 1, since the radiation condition is
satised, such a ow can be reversed to yield a splashless bow ow. Tuck & Vanden-
Broeck (1985) solved the general problem, and then manually adjusted the geometry
of the body until the waves on the free surface disappeared. On the other hand,
Madurasinghe (1988) obtained his solutions by forcing the free surface to be waveless
and solving for the body shape. These results, however, were disputed by Farrow
& Tuck (1995), who showed that solutions corresponding to the bow shapes derived
by Tuck & Vanden-Broeck (1985) and Madurasinghe (1988) possessed very small
waves. In fact, they claim that solutions found by Tuck & Vanden-Broeck (1985)
and Madurasinghe (1988) were computed for Froude number values which always
produces waves (of small steepness), regardless of the body shape.
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In a uid of nite depth, irrotational solutions to the problem of ow past a
rectangular shaped body have been computed by Vanden-Broeck (1989). These
solutions are all waveless, and exist for all supercritical depth-based Froude numbers
in the range 1:22 < F <
p
2. No subcritical solutions to this problem with stagnant
attachment have been documented.
All of the above research has been conducted for the case where the ow is
irrotational. The purpose of this study is to examine the situation where the ow is
not irrotational but possesses a constant vorticity throughout. We consider the ow
past a bow-shaped object in a uid of nite depth. The problem is solved using a
boundary integral method in the physical plane for the case where the free surface
meets the body at a stagnation point. Physically, such a ow might be associated
with a barge travelling up a shallow river, where the constant shear ow upstream
has been created by a bottom boundary layer. Alternately, this model could be used
to describe the ow of uid into a horizontal slot. In this case, wind could be the
mechanism that is driving the shear ow.
Waveless solutions are shown to exist for supercritical Froude numbers. These
solutions are unique in the sense that only one solution (and Froude number) exists
for a given pair of values for the vorticity and the body draft. Physically, this means
that splashless bow ows only exist for particular ship speeds, and for speeds just
below or above this particular value, there must be some other sort of behaviour
near the point of attachment, such as a splash. It is shown that for most values of
the vorticity, the solutions are qualitatively similar to those for the irrotational ow
past a rectangular body (see Vanden-Broeck (1989)).
Subcritical solutions are also found. These solutions are characterised by a train
of waves in front of the body. Since the radiation condition is not satised, these
solutions must describe the ow past the stern of a body and cannot be classied
as bow ows. We show that the amplitude of these stern waves increases both with
increasing Froude number and vorticity, and also increases as the body penetration
into the uid (the draft) decreases.
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The related problem of the ow due to a line sink situated on the horizontal bot-
tom is briey considered. This problem describes the limiting case where the height
of the bow above the bottom (and the radius of the rounded corner) approaches
zero. These sink ows with a stagnation point have been studied by Mekias &
Vanden-Broeck (1989) and Mekias & Vanden-Broeck (1991), who found numerical
results for irrotational ow in a nite depth uid. We extend these results to include
the eects of constant vorticity.
2.2 Supercritical ow
2.2.1 Mathematical formulation
We consider the steady ow of an inviscid uid past a semi-innite rectangular body
with a rounded corner, as shown in gure 2.1. The rounded corner is to avoid the
singular behaviour that occurs with inviscid uids near a rectangular corner, where
the velocity becomes innite. The ow is rotational, with constant vorticity !, and
approaches a uniform shear ow upstream with speed c on the bottom and speed
c + !H on the free surface. The distance of the body from the bottom and the
radius of the quarter-circle at the body corner are denoted by D and R respectively.
Cartesian coordinates are introduced so that the x-axis lies on the bottom and
the y-axis points vertically upwards. The vertical face of the body is located at
x = 0. In this reference frame the body is still and the uid is moving. The problem
can therefore be interpreted as ow into a horizontal slot. Alternatively, the body
can be thought of as the bow of a ship moving from right to left at speed c2 into a
uniform shear ow with left to right speed c1+!y. In this case, we have c = c1+ c2.
We non-dimensionalise all lengths and speeds with respect to the upstream height
H and upstream bottom speed c. It follows that the problem now depends on the
four parameters
F =
cp
gH
; 
 =
!H
c
;  =
D
H
;  =
R
H
: (2.1)
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Figure 2.1: A diagram of free surface ow in non-dimensional variables caused by an
immersed body, in the presence of constant vorticity 
. The radius  of the curved body
nose is indicated. The free surface prole is taken from an actual solution with F = 1:22,

 = 0,  = 0:75 and  = 0:5. The scale on both axes is the same.
Here F is the Froude number, which is a measure of the uid speed upstream when
there is no vorticity. The parameter 
 is simply the dimensionless vorticity while the
parameters  and  are the dimensionless gap height and circle radius respectively.
The constant g is the acceleration due to gravity.
Since the uid is incompressible and the ow is rotational, it can be described
by the non-dimensional stream function  (x; y) that satises the equation
r2 = 
; (2.2)
throughout the ow region. We see from section 1.2 that if we write
 (x; y) = y +
1
2

y2 +	(x; y); (2.3)
then the pseudostreamfunction 	 satises Laplace's equation. It follows that there
exists a pseudovelocity potential (x; y) such that the x and y components of the
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velocity vector can be expressed as
u(x; y) = 1 + 
y + U(x; y); v(x; y) = V (x; y); (2.4)
where
U =
@	
@y
=
@
@x
; V =  @	
@x
=
@
@y
: (2.5)
At this stage it is convenient to parametrise the free surface and body with
respect to an arclength s. We set s = 0 at the stagnation point so that s!  1 far
upstream on the free surface and s ! 1 far downstream on the body. All points
on the free surface and body can now be written as (x(s); y(s)) where x(s) and y(s)
satisfy the arclength condition
x0(s)2 + y0(s)2 = 1: (2.6)
The use of the above parametrisation and the following integral equation method
has become quite common recently, and some examples of its use can be found
in Forbes (1985), Vanden-Broeck (1994) and Forbes & Belward (1996).
It can be seen from (2.5) that the quantity f(z) = + i	 is an analytic function
of z = x + iy in the ow domain. This implies that the quantity (z) = U   iV
is also an analytic function within the uid, and vanishes far upstream. Consider
the curve  , shown in gure 2.2, which consists of the free surface and body, except
the xed point (x(s); y(s)) which is by-passed by a semicircle of vanishingly small
radius, the image free surface and body obtained by reecting the uid region about
the bottom, and two vertical lines at x = 1 connecting the uid surface and its
image. The application of Cauchy's integral formula to  around this curve yields
the integral equation I
 
(z(t))z0(t)
z(t)  z(s) dt = 0: (2.7)
Notice that the act of reecting the ow across the x-axis enforces the bottom
condition (1.8), which can also be written as V = 0 on y = 0.
The contribution to the integral in (2.7) from the vertical line at x =  1 is
clearly zero since both U and V vanish upstream. To evaluate the contribution
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Figure 2.2: The curve   used for Cauchy's integral formula
from the vertical line at x =1, we consider the integral over a shifted vertical line
situated far downstream at x = d, and let d ! 1. Here, the vertical velocity V
vanishes but the horizontal velocity U approaches some constant value U given by
U = [(1 + 
=2)  ( + 
2=2)]=; (2.8)
which can be found by considering conservation of mass. It is straightforward to
show that the integral over this vertical line isZ 
 
 U(t  y(s)) + iU(d  x(s))
(d  x(s))2 + (t  y(s))2 dt = i U arctan

 + y(s)
d  x(s)

+i U arctan

   y(s)
d  x(s)

+ U ln

(d  x(s))2 + ( + y(s))2
(d  x(s))2 + (   y(s))2
1=2
;
and that as d ! 1, this contribution also vanishes. Finally, the contribution due
to the vanishingly small semi-circle is  V (s)  iU(s).
By making use of the reection conditions
U(x; y) = U(x; y); V (x; y) =  V (x; y); (2.9)
we can show that the imaginary part of what is left in equation (2.7) eventually
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yields the required integral equation
U(s) =  
Z 1
 1
0(t)(y(t)  y(s)) 	0(t)(x(t)  x(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
+
Z 1
 1
0(t)(y(t) + y(s)) 	0(t)(x(t)  x(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt; (2.10)
where
0(t) = U(t)x0(t) + V (t)y0(t); 	0(t) =  V (t)x0(t) + U(t)y0(t): (2.11)
The bar through the rst integral sign indicates that the integral is to be interpreted
in the Cauchy Principal Value sense.
Now the condition of constant pressure on the free surface is expressed by
Bernoulli's equation (1.10), which in non-dimensional variables is given by
1
2
q2 +
1
F 2
y =
1
2
(1 + 
)2 +
1
F 2
: (2.12)
Here q is the magnitude of the velocity vector. In terms of the arclength variable s,
this condition can be rewritten as
1
2
(1 + 
y + U(s))2 +
1
2
V (s)2 +
1
F 2
y(s) =
1
2
(1 + 
)2 +
1
F 2
; (2.13)
for s < 0.
The fact that the uid cannot pass through its own boundary leads to the kine-
matic condition d =ds = 0 on the free surface and body. This condition can be
expressed, using (2.3), in the form
	0(s) =  (1 + 
y(s))y0(s); (2.14)
for all s.
It is seen from (2.12) that the height of the stagnation point, denoted by ya, is
given by
ya =
F 2
2
(1 + 
)2 + 1; (2.15)
since the velocity q vanishes at this point. We let s = sb = ya   ( + ) at the top
of the quarter-circle and s = sc = sb + =2 at the bottom of the quarter-circle so
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that the body can be described by
x(s) =
8>>><>>>:
0; 0  s  sb
[1  cos((s  sb)=)]; sb  s  sc
s  sc + ; s  sc;
(2.16)
and
y(s) =
8>>><>>>:
ya   s; 0  s  sb
 + [1  sin((s  sb)=)]; sb  s  sc
; s  sc:
(2.17)
The problem is now reduced to nding the functions x(s), y(s), U(s) and V (s)
such that equations (2.10), (2.13), (2.14) and (2.16)-(2.17) are satised. The nu-
merical method used to do this is described in section 2.2.2. Given these functions
on the free surface and body, the velocity eld at each point in the ow domain
can be calculated using Cauchy's integral formula. The resulting expression for the
horizontal component U(x; y) is the same as that given in (2.10), except that the
coordinates on the free surface x(s) and y(s) are now replaced with the internal
coordinates, and the term U(s) on the left hand side is replaced with 2U(x; y).
The formula for V (x; y) can be obtained in a similar way, by taking the real part
of (2.7).
2.2.2 Numerical method
We place a mesh of N equally spaced grid points s1; s2; : : : ; sna; : : : ; sN over the free
surface and body so that the points s1 and sN approximate  1 and1 respectively.
The point sna = 0 is the stagnation point and we choose na = (N +1)=2 (assuming
N is an odd integer). Care has to be taken at this point since the quantities x0(s)
and y0(s) are discontinuous here. It is therefore convenient to make the point sna a
double point so that x0na  = 1, y
0
na  = 0, x
0
na+ = 0 and y
0
na+ =  1.
For a given set of values for the parameters , 
 and , it is expected that the
Froude number will be an unknown that has to be found as a part of the solution
process, as was the case in the similar problem considered by Vanden-Broeck (1989).
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We therefore include F in our vector of (3N   1)=2 unknowns
u = [y01; : : : ; y
0
na 1; 
0
1; : : : ;
0
na 1;
0
na+1; : : : ;
0
N ;F ]
T :
A damped Newton's method is used to solve for this vector by forcing an error vector
E(u) to zero.
Given an initial guess for u, all the ow quantities are known or can be easily
calculated. The x0i can be found from the arclength condition (2.6), while the 	
0
i
can be found from the kinematic condition (2.14). A backward trapezoidal rule
can be used to nd all the xi and yi on the free surface, given that xna = 0 and
yna = 1 + F
2(1 + 
)2=2. That is,
xna j = xna+1 j   s
2
(x0na+1 j + x
0
na j)
yna j = yna+1 j   s
2
(y0na+1 j + y
0
na j);
for j = 1 : : : na  1. Here s = sj+1  sj is the mesh size. Finally, the xi, yi, x0i and
y0i on the body can be simply found from (2.16)-(2.17), and the velocities Ui and Vi
can be determined from
U(s) = x0(s)0(s) + y0(s)	0(s)
V (s) = y0(s)0(s)  x0(s)	0(s):
These expressions can be derived by combining (2.11) and (2.6).
The error vector E(u) consists of the following (3N   1)=2 components. The
rst N   1 components are obtained from evaluating the integral equation (2.10)
at the N   1 half-mesh points sj+1=2, j = 1; : : : ; N   1. The integrals in (2.10) are
approximated using the trapezoidal rule and the singularity can be ignored since
we have taken sj+1=2 to lie half way between the mesh points. Linear interpolation
is used to calculate the function values xj+1=2, yj+1=2 and Uj+1=2 at these half-mesh
points.
Since U(s) does not vanish as s!1, it is necessary to estimate the contributions
to the integrals in equation (2.10) from the region s > sN that are ignored in the
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numerical method. These truncation terms can be found by making the assumptions
x(s) = xN + (s  sN); y(s) = ; U(s) = U; V (s) = 0;
far downstream, for s > sN . Here U is given by equation (2.8). With these assump-
tions, the portion of the integrals in (2.10) from sN to 1 can be evaluated directly
to give
U arctan

 + y(s)
xN   x(s)

+ U arctan

   y(s)
xN   x(s)

: (2.18)
These truncation terms are included in the rst N   1 components of the error
vector. It should also be noted that since x0(s) and y0(s) are discontinuous at s = 0
then the integrals have to be split into two parts, the rst for s1  t  0 and the
second for 0  t  sN .
The next na 1 components ofE come from evaluating Bernoulli's equation (2.13)
at the points s1; : : : ; sna 1. Finally, the last component enforces the radiation con-
dition y01 = 0 upstream.
2.2.3 Results
The numerical scheme given in the last section was used to compute many solutions
for dierent values of , 
 and . It has been found that results are obtained that
are acceptably insensitive to the numerical discretization, provided that at least
N = 401 mesh points are used over an interval within s1 =  10 and sN = 10. (We
illustrate this point later by providing an example of a free surface prole computed
using dierent grid spacings). Results in this section are therefore presented using
this numerical grid spacing and number of points, unless stated otherwise.
A typical free surface prole obtained with this method is presented in gure 2.3.
For this solution the vorticity 
 = 0 and the Froude number F = 1:20. The body
face lies along a portion of the line x = 0, and the bottom is at the height  = 0:1.
These two sections of the body are connected by the circular portion of radius
 = 0:2, which forms the smooth corner at the bottom of the bow. In this gure
and subsequent similar gures, this circular portion is barely noticeable as the radius
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 is relatively small and the range of x values is much greater then the range of y
values. The free surface is the portion ahead of the bow, in the uid region x < 0.
Far ahead of the body, for x!  1, the surface is asymptotically at, and rises to
the stagnation height ya given by equation (2.15), at the point at x = 0 where the
surface intersects the body. We emphasize here that for the solutions presented in
this section, the Froude number F is an unknown quantity which is computed as
part of the solution process.
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Figure 2.3: Typical free surface prole for F > 1=
p
1 + 
. Here F = 1:20, 
 = 0,  = 0:1
and  = 0:2.
As the circle radius  ! 0, the ow considered in this section approaches that
past a semi-innite rectangular body with a sharp corner. This geometry was con-
sidered by Vanden-Broeck (1989) for the case where the ow is irrotational (
 = 0).
Our numerical method cannot deal with this limiting conguration exactly, because
of the need to place grid points on the quarter-circular portion of the bow; however
the irrotational results for non-zero  were found to be qualitatively the same as
those found by Vanden-Broeck. The reliability of the method deteriorated for small
radii and it was found that more than N = 401 grid points were needed when the
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radius was less than about  = 0:05.
Figure 2.3 represents an irrotational solution at close to the smallest value of
the gap height  between the bottom and the body for which the numerical scheme
of section 2.2.2 gives results of reliable accuracy. For smaller values of , the very
high uid speeds generated in the region x > 0 erode the accuracy of the method.
In the limit  ! 0, the ow becomes equivalent to that for a line sink situated in
a corner at (x; y) = (0; 0), at least if the circle radius  ! 0. This conguration
was considered by Mekias & Vanden-Broeck (1989), who showed that the limiting
Froude number for this case is expected to be F = 1:22. We also compute this
limiting solution in section 2.4, using an integral equation method that accounts for
the singularity at the sink. The resulting free surface prole is shown in gure 2.21.
As the gap height  increases, irrotational solutions can be found until the top
of the circular portion of the bow rises to the height of the attachment point, so
that ya =  + . Such a solution is shown in gure 2.4. Numerically, this is our
limiting solution, as we have restricted ourselves to the case where the free surface
meets the bow on the front face only. However, physically, if  is increased even
further, the free surface will attach horizontally to the quarter-circular portion of
the bow. This will happen until ya =  + =2, at which point the free surface is
attaching at an angle of 120 to the body. Then as  continues to increase, the angle
of attachment remains at 120, as indicated by Dagan & Tulin (1972). Finally, the
limiting conguration in the physical sense is ultimately reached when the height of
the attachment point ya is equal to the gap height . This critical conguration has
been considered by Vanden-Broeck (1989) and is also the limiting case for the ow
of an irrotational uid under a semi-innite plate (see Asavanant & Vanden-Broeck
(1996), Benjamin (1968) and Vanden-Broeck & Keller (1987b)). Both Benjamin and
Vanden-Broeck & Keller show analytically that F =
p
2 and  = 2 for this ow. We
have also computed this solution using a similar boundary integral method to the
one used in this section, and the free surface prole is presented in chapter 5 (the
upmost prole in gure 5.4).
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Figure 2.4: Free surface prole for the limiting case where the height of the attachment
point ya =  + . Here F = 1:32, 
 = 0,  = 1:67 and  = 0:2.
It does not seem natural to think of solutions for  > 1 as describing the ow
near the bow of a ship, since one would not expect the bottom face of a ship's
hull to be higher than the undisturbed free surface level. However, there are other
interpretations for these solutions. One of these is that the body is stationary
compared to the rigid bottom, so that the uid is owing into a horizontal slot. In
this case, steady scenarios with  > 1 could be achieved by slowly increasing the
height of the slot from an initial position where  < 1. Alternately, the direction of
ow could be reversed, and we can think of these solutions as describing the ow
out of a horizontal slot. This interpretation is valid, as mentioned earlier, since the
formulation for the reversed ow is exactly the same as that already presented.
The convergence behaviour of our numerical method can be monitored graphi-
cally by comparing free surface proles computed with the same parameter values,
but with dierent numbers of grid points N . For example, gure 2.5 contains four
free surface proles for the case where  = 1:5, 
 = 0 and  = 0:2. The dot-dashed,
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dotted, dashed and solid proles are calculated with N = 51, 101, 201 and 401
grid points respectively. It can be seen that the shape of the prole for N = 51 is
signicantly dierent from the other three. There is a slight dierence between the
solution prole for N = 101 and the prole for N = 201, but the solution proles for
N = 201 and N = 401 are very close together. All solutions calculated with more
than N = 401 grid points have free surface proles that essentially lie directly on
top of the solid prole. The computed Froude number here is F = 1:30 for N = 51
and F = 1:28 for the other three grids.
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Figure 2.5: Free surface proles for 
 = 0,  = 1:5 and  = 0:2 computed on four
dierent grids. The dot-dashed, dotted, dashed and solid lines correspond to solutions
computed with N = 51, 101, 201 and 401 mesh points respectively. The computed Froude
number is F = 1:30 when N = 51 and F = 1:28 when N = 101, 201 and 401.
A large number of solutions has been generated for various circle radii ranging
from  = 0:05 to about  = 1:0, and it has been found that varying this parameter
has no qualitative eect on the results found. We therefore x  = 0:2 for the rest
of this section and investigate the eect that vorticity has on our solutions.
With the radius of the curved section of the bow xed at  = 0:2, it is found
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that for all  0:76 < 
 < 0:33 the nature of the solutions is similar to that found
for 
 = 0. That is, solutions can be found for arbitrary values of the bow height 
until ya =  +  is achieved at the limiting conguration. Figure 2.6(a) shows the
relationship between the Froude number F and the bow height  for dierent values
of the vorticity 
 in this range. It can be seen that for 
 = 0 and 0:33, accurate
solutions could be obtained for all gap heights down to about  = 0:08. Beyond this
value it was found that the high uid speeds under the body caused the results to
become unreliable. Solutions for vorticity values 
 =  0:6,  0:4 and  0:2, however,
could not be found for all gap heights  below their limiting value. Instead, it was
found that at some  the surface proles began to exhibit small spurious waves near
the stagnation point. These numerical artifacts were found to exist only in a small
interval of values of , below which no solutions could be computed.
Included in gure 2.6(a) is a plot of F versus  for the limiting case, at which
the interface meets the body at the top of the circular portion of the bow, as in
gure 2.4. This curve is sketched with a dashed line in gure 2.6(a). Solutions for
the limiting case were found using the numerical method described in section 2.2.2
with an extra unknown, , and an extra component of the error vector that enforces
the condition ya =  + . Solutions for this limiting conguration just below and
including 
 = 0:33 converged slowly using a previously calculated solution with
similar 
 as an initial guess, while no such solutions could be found for 
 > 0:33.
The behaviour of the convergence of these solutions is dierent for values of the
vorticity 
 near  0:76. Highly converged solutions could be obtained for 
 just
greater and just less than  0:76, but  0:76 is the lowest vorticity for which a
limiting case solution was obtained with a smooth free surface prole. For values
of 
 <  0:76, the only limiting case solutions found contained spurious waves near
the stagnation point and hence are not included in this plot. This gure should be
viewed in conjunction with gure 2.8, which will be discussed later.
When the vorticity is xed at values greater than 0:33, the nature of the solutions
changes. Numerically, solutions can be found by gradually increasing  and using
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Figure 2.6: The dependence of the Froude number F on the gap height  for nine dierent
values of the vorticity. In (a) the curves corresponding to 
 =  0:6,  0:4,  0:2, 0 and
0:33 terminate at the dashed curve. This curve indicates the limiting case solutions where
the height of the attachment point ya = +. In (b), the curves corresponding to 
 = 0:4,
0:55, 0:6 and 0:64 do not terminate at the dashed curve, however this curve is included
for reference. All solutions are found for  = 0:2.
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the previously calculated solution as the initial guess, as was done with the critical
solutions described above. However, a limiting case solution where ya =  +  is
never reached. Instead, a maximum  value was found above which the numerical
scheme failed to converge. The reason for this failure is not readily apparent.
This behaviour is illustrated in gure 2.6(b), where the relationship between
the Froude number F and the gap height  is shown for vorticity values 
 = 0:4,
0:55, 0:6 and 0:64. Also shown in gure 2.6(b) is the dotted curve taken from
gure 2.6(a). This curve represents limiting case solutions for  0:76 < 
 < 0:33. It
is not applicable for vorticity values 
 > 0:33 and is intended for reference only.
As indicated above, the solutions in gure 2.6(b) fail abruptly at some limiting
value of the gap height , for each 
 > 0:33. Unlike the results in gure 2.6(a),
there is now no obvious physical explanation for the termination of these curves,
and a comparison of the solution at the maximum possible value of  with one
obtained with a smaller , for xed vorticity 
, reveals no qualitative dierence. It
was at rst thought that the curves in gure 2.6(b) might undergo a fold bifurcation
at the maximum point, but subsequent careful numerical checking indicates this
is apparently not the case. There is thus no present physical explanation for the
abrupt failure of the solution curves in gure 2.6(b). We note here that since the
attachment height ya is proportional to F
2, a plot of ya versus  for xed vorticity

 would produce similar behaviour to the corresponding plot in gure 2.6.
We now consider the eect that varying the vorticity 
 has on the ow when the
gap height  is xed. Figures 2.7(a) and (b) show dierent free surface proles for
 = 0:75 and  = 1:5. In each case, the largest value of the vorticity (
 = 0:63 for
 = 0:75 and 
 = 0:6 for  = 1:5) corresponds to the last solution found before the
iteration scheme failed to converge. The surface prole in gure 2.7(a) for 
 =  0:2
corresponds to the solution for xed  = 0:75 with the lowest vorticity obtainable
before the smoothness of the free surface breaks down. Numerical solutions with
this gap height for 
 less than  0:2 could be found; however the corresponding free
surface proles showed small spurious waves near the stagnation point and hence
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are not reliable. On the other hand, when  = 1:5 as in gure 2.7(b), the solution
with the lowest vorticity 
 is the limiting case where the stagnation point height
ya =  + . In fact for all xed gap heights   0:94, the lowest 
 obtainable is
when the solution coincides with this critical conguration.
Five plots of the Froude number F versus the vorticity 
 for dierent gap heights
 are shown in gure 2.8. The curves from bottom to top correspond to  = 0:1,
0:94, 1:67, 2:11, 2:6, 3 and 3:4. In each case, the curves terminate at some positive
vorticity for reasons which are not apparent at this stage. Included in gure 2.8 is
a plot of F versus 
 for the limiting case described earlier, where the stagnation
point on the body occurs at the height ya =  + . This is sketched with a dashed
line. As expected, we see that for the biggest six gap heights , the corresponding
plots touch this limiting curve at each lowest possible vorticity value. We also see
that for the gap height xed at  = 0:1, the corresponding plot does not touch the
limiting curve as there is no limiting case solution for any  < 0:94. Instead, the plot
for  = 0:1 terminates at its left-hand side at the transition point where solutions
begin to exhibit small spurious waves near the stagnation point. These unreliable
solutions were found to exist only for a small interval of vorticity values, after which
the numerical scheme would not converge at all.
No obvious physical explanation exists for the abrupt termination of the curves
on the right-hand side of gure 2.8, as described previously in relation to gure
2.6(b). Although the curve for  = 0:1, in particular, becomes nearly vertical at
the limiting value of 
, careful numerical checking indicates that a fold bifurcation
apparently does not occur there.
This section is closed by presenting the internal ow structure for two dierent
solutions. In gure 2.9(a), the solution shown is computed with  < 1, and hence
can be used to describe the ow near the bow of a (two-dimensional) ship. On the
other hand, the internal ow structure in gure 2.9(b) is computed with  > 1. It
is therefore more appropriate to interpret this solution as describing the ow into a
horizontal slot.
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Figure 2.7: Typical free surface proles for (a)  = 0:75 and (b)  = 1:5. For  = 0:75,
the proles from top to bottom are found for vorticity values 
 = 0:63, 0:25 and  0:2 and
the corresponding calculated Froude numbers are F = 1:41, 1:17 and 1:30. For  = 1:5,
the proles from top to bottom are found for vorticity values 
 = 0:6, 0:25 and  0:12 and
the corresponding calculated Froude numbers are F = 1:47, 1:23 and 1:34. All solutions
are found for circle radius  = 0:2.
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Figure 2.8: The dependence of the Froude number F on the vorticity 
 for seven dierent
values of the gap height  = 0:1, 0:94, 1:67, 2:11, 2:6, 3 and 3:4. The dashed line indicates
the limiting case solutions where the height of the attachment point ya =  + . All
solutions are found for  = 0:2.
The solution presented in gure 2.9(b) has the unusual property that the horizon-
tal component of the velocity at the height y = 0 is negative for large (positive) x.
Using (2.8), we nd that this property occurs for solutions with  >
p
2=
 + 1 > 1
for 
 > 0. Note that there exists a dividing streamline which rises up from a
stagnation point on the horizontal bottom and then asymptotically approaches a
horizontal line as x !1. We could replace this streamline with a solid boundary,
and the resulting ow would be unchanged.
It must be said that this solution (along with some others presented in this
chapter) could in fact be unstable to small perturbations. The reason for this is that
while the solution satises the steady equations, it may not be a limiting solution
of the unsteady equations as time t!1.
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Figure 2.9: Internal ow structure. (a) F = 1:17, 
 = 0:25,  = 0:75 and  = 0:1. (b)
F = 1:62, 
 = 0:45,  = 3 and  = 0:1.
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2.3 Subcritical ow
2.3.1 Numerical method
As stated in the last section, no subcritical solutions were computed when the Froude
number was assumed to be an unknown of the problem. However, when F was xed
and the radiation condition (y01 = 0) dropped, it was found that there exist solutions
for F < 1=
p
1 + 
 characterised by a train of waves in front of the body. Here we
describe the altered numerical method used to calculate these ows. This method is
essentially the same as before, except that the number of unknowns and equations
is reduced by one.
Again we have rotational ow where the x and y components of the velocity
vector can be written as in (2.4); however now it is not assumed that the velocities
U and V vanish upstream. Following the formulation in section 2.2.1 we obtain the
same integral equation (2.10), with the same conditions (2.6), (2.13)-(2.17). A new
vector of (3N   3)=2 unknowns
u = [y01; : : : ; y
0
na 1; 
0
1; : : : ;
0
na 1;
0
na+1; : : : ;
0
N ]
T
is dened and, as before, Newton's method is used to solve for this vector by forcing
an error vector E(u) to zero. The rst N   1 components of this new error vector
again can be found by evaluating the integral equation (2.10) at the N   1 half-grid
points. The integrals are evaluated in the same manner as described before. The
last na  1 components come from the application of the Bernoulli equation (2.13)
at the points s1; : : : ; sna 1.
2.3.2 Results
Using the numerical method described in the last section we have calculated many
dierent solutions for various values of the parameters F , , 
 and . All of the
solutions found were characterised by a train of waves in front of the body. Unlike the
results in section 2.2.3, when the radiation condition was enforced, no supercritical
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(F > 1=
p
1 + 
) solutions were found in this case.
As with the supercritical ows, it was observed that varying the bow radius  has
no qualitative eect on the behaviour of the solutions. We therefore set  = 0:1 when
presenting numerical results in this section, unless otherwise stated. The number
of grid points and grid size used in calculating the solutions diered for each set of
parameters, but at all times the results were checked so that the free surface was
independent of the grid within graphical accuracy.
Typical free surface proles for 
 = 0 are shown in gures 2.10 and 2.11. Fig-
ure 2.10 shows that when the gap height is held constant at  = 0:4, the amplitude
and wavelength of the waves increases quite considerably as the Froude number
increases. For F = 0 there is no ow and the free surface is at. For F = 0:5,
as in gure 2.10(a), the waves have nite amplitude and look quite sinusoidal. On
the other hand, gure 2.10(b) shows that when the Froude number is increased to
F = 0:8 the waves become noticeably nonlinear with sharp crests and broad troughs.
It is expected that if we increase F even further then the waves will reach the Stokes
limiting conguration at some Froude number, where a corner is formed at the wave
crests. This corner is a stagnation point and encloses an angle of 120. Our numer-
ical method should be capable of calculating ows near this limiting conguration;
however in practice this has not been possible, since these nonlinear solutions re-
quire a larger number of grid points on each wavelength, and this soon becomes too
computationally expensive. We note here that the behaviour of the solutions for
all  was found to be similar to that for  = 0:4, as will be explained later. This
behaviour is qualitatively similar to that found by Mekias & Vanden-Broeck (1991)
in their study of the subcritical ow produced by a submerged source in a uid of
nite depth.
Figure 2.11 shows that when the ow is irrotational (
 = 0) and the Froude
number is xed at F = 0:5, the amplitude of the waves increases and the wavelength
decreases as the height of the body above the bottom increases. This behaviour is
typical and holds for all xed F . Included in gure 2.11 is a free surface prole for
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Figure 2.10: Typical free surface proles for  = 0:4 and F < 1=
p
1 + 
. (a) F = 0:5,
computed with N = 601 grid points, and (b) F = 0:8 computed with N = 721 grid points.
Solutions shown are for 
 = 0 and  = 0:1.
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 = 0 (and  = 0). This prole corresponds to the limiting case where the height of
the body above the bottom vanishes. The numerical scheme used to compute this
solution is dierent from the current scheme, and is presented in section 2.4 of this
chapter.
It was found that for all Froude numbers within the range of our numerical
capability, the gap height  could be increased to unity (with F xed) without
reaching the limiting conguration with a stagnation point at the crest of the waves.
An example of this is shown in gure 2.11, where for F = 0:5, a solution exists for
 = 1. However, for a small range of large Froude numbers, the behaviour may
be slightly dierent. Here it is expected that there will exist some  < 1 where
the nonlinear waves reach the limiting conguration. This prediction is made by
analysing gure 2.12, and is discussed below. It should be noted that no subcritical
solutions could be found for  > 1.
−8 −6 −4 −2 0
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Figure 2.11: Three free surface proles for F = 0:5 and 
 = 0. The dot-dashed line
corresponds to  = 0 ( = 0), the solid line to  = 0:85 ( = 0:1), and the dashed line to
 = 1 ( = 0:1). Solutions shown are computed with 301 grid points on the free surface.
The full behaviour of solutions for 
 = 0 can be neatly summarised with the
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aid of gure 2.12. In this gure, the relationship between the steepness of the up-
stream waves S (dened to be the dierence between the heights of the crests and
the troughs divided by the wavelength) and the Froude number F is shown for gap
height values  = 0:4, 0:85, 0:95, 0:97 and 1. The number of grid points used when
computing data for these curves ranged between N = 541 and N = 1501. Also
shown in gure 2.12 is an envelope curve, sketched with a dot-dashed line, indicat-
ing the location of solutions whose waves are in the limiting conguration in which
the crests enclose a 120 angle. The data for this curve has been taken from Cokelet
(1977), who accurately calculated nonlinear Stokes waves using a perturbation ex-
pansion method. Steady irrotational waves can only exist on or inside this limiting
curve. Note that these nonlinear solutions exist for Froude numbers up to F = 1:29,
while linear solutions only exist up to F = 1. Although our calculations have only
been performed up to a Froude number of F = 0:85, it seems clear that eventually
all the curves for xed  will reach the limiting curve at an appropriate Froude
number. Also, it seems reasonable to assume that the curve for  = 1 will reach the
limiting curve at the smallest value of F , so that for a small range of large Froude
numbers, there will be solutions exhibiting the limiting conguration for values of
 < 1.
As the Froude number F decreases to zero, gure 2.12 shows that the steepness
of the waves S also approaches zero, at least for   0:95. In this section (unlike
in section 2.2), we have allowed the free surface to attach to the upper half of
the quarter-circular part of the body, ensuring that the free surface still attaches
horizontally.
The curves for  = 0:97 and 1 in gure 2.12 have been terminated at their left
ends since solutions at lower Froude numbers have attachment heights ya less than
+=2, and hence the free surface starts to attach to the body at an angle of 120,
as shown by Dagan & Tulin (1972). We do not consider these types of solutions
here.
The computed relationship between the wavelength  and the Froude number F
44
0 0.25 0.5 0.75 1
0
0.04
0.08
0.12
F
S
γ=0.4
γ=0.85
γ=0.95
γ=0.97
γ=1
Figure 2.12: The dependence of the wave steepness S on the Froude number F for ve
dierent values of the gap height  = 0:4, 0:85, 0:95, 0:97 and 1. Here 
 = 0 and  = 0:1.
The dot-dashed line is a limiting curve, based on data from Cokelet (1977).
when 
 = 0 is presented in gure 2.13 for three dierent values of the gap height
 = 0:4 (solid circles), 0:95 (open squares) and 1 (open triangles). Also included
in this gure is the corresponding relationship predicted by linear theory, which
is indicated by the dashed line. This linear wavelength is given by 2=R, where
k = R is the real root of the dispersion relation
tanh k
k
=
F 2(1 + 
)2
F 2
(1 + 
) + 1
:
It can be seen that the computed data follows the linear wavelength closely for
small Froude numbers but increases more slowly than the linear wavelength for large
Froude numbers. In addition, for each Froude number, the computed wavelengths
decrease in value as  increases.
We close our study of the solutions for irrotational ow by presenting the free
surface prole which has the greatest wave steepness. This prole, computed for
F = 0:35,  = 1 and  = 0:1, is shown in gures 2.14(a) and (b). The steepness
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Figure 2.13: The dependence of the wavelength  on the Froude number F for three
dierent values of the gap height  = 0:4 (solid circles), 0:95 (open squares) and 1 (open
triangles). Here 
 = 0 and  = 0:1. The dashed line is a the wavelength predicted by
linear theory.
of the waves here is S = 0:114. In this gure, the actual grid points are shown as
solid circles. By including these grid points, it is easy to see how the waves have
the nonlinear properties of sharp crests and broad troughs. The free surface prole
and body shape in the vicinity of the attachment point are shown in more detail
in gure 2.14(b). For this solution, the free surface attaches to the quarter-circular
portion of the body. As explained earlier, since the stagnation height ya <  +=2,
the attachment is still horizontal.
We now consider the eect vorticity has on the ow. For each value of 
 >  1
the behaviour of the solutions is similar to that for the irrotational case, where
increasing either F or  increases the amplitude of the waves upstream. Figure
2.15(a) shows three typical relationships between the Froude number F and the
wave amplitude A for the gap height xed at  = 0:4. The plots from bottom to top
correspond to vorticity values of 
 =  0:2, 0 and 0:2 respectively. Computations
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Figure 2.14: Free surface prole for F = 0:35, 
 = 0,  = 1 and  = 0:1 is presented.
This prole has the highest wave steepness (S = 0:114) for the case where the ow is
irrotational. N = 901 grid points are used on the free surface and body for this solution.
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for this gure have been performed using between N = 601 and N = 1501 mesh
points. It is clear from this gure that the amplitude of the waves is negligible
for small values of the Froude number and that as the Froude number increases,
the amplitude increases faster for higher values of the vorticity. The point at the
end of each of the three plots corresponds to the solution found with the highest
Froude number obtainable. Our numerical method was not capable of nding more
extreme ows but it is expected that the limiting case at which the waves contain
120 corners at the crests will be attained at an appropriate value of the Froude
number F in each case.
Figure 2.15(b) shows the corresponding relationships between the wavelength 
of the upstream waves and the Froude number for gap height  = 0:4. Here the com-
puted data is represented by the solid circles. Also shown is the linear wavelengths,
which are indicated by the dashed lines. Note that for small Froude numbers, the
computed wavelength values essentially lie on the linear curve. However, for large
Froude numbers, the nonlinear eects become evident, and it can be seen that the
computed wavelength increases more slowly than that predicted by the linear theory.
The dependence of the wave steepness S on the Froude number F for gap height
 = 0:4 is shown in gure 2.15(c). Note that all three steepness curves approach
zero as F ! 0. This implies that the wave amplitude approaches zero much faster
than the wavelength, which has the behaviour
  2F
2(1 + 
)2
F 2
(1 + 
) + 1
as F ! 0:
(In fact, for the similar problem of the (irrotational) ow due to a submerged
sink, Mekias & Vanden-Broeck (1991) show that the wave amplitude behaves like
exp( =F 2), for a constant , as F ! 0).
Three plots of the wave amplitude versus the gap height for the Froude number
xed at F = 0:5 are presented in gure 2.16(a). Again, the plots from bottom to top
correspond to vorticity values of 
 =  0:2, 0 and 0:2 respectively. Here the Froude
number is suciently small so that a gap height of  = 1 is achievable for each value
of the vorticity. As  decreases, the amplitude of the waves decreases and then
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Figure 2.15: The dependence of the wave amplitude A (in (a)), the wavelength  (in
(b)) and the wave steepness S (in (c)) on the Froude number F for three dierent values
of the vorticity 
 =  0:2, 
 = 0 and 
 = 0:2. Here  = 0:4 and  = 0:1.
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approaches some nite value as  ! 0. The dependence of the wavelength on the
gap height for the same parameters is presented in gure 2.16(b). For xed Froude
number and vorticity, the predicted linear wavelengths are simply constants which
are indicated by the dashed lines. The dots indicate that the computed wavelengths
agree with the linear results for most values of the gap height , but decrease sharply
as  ! 1. Finally, the corresponding relationships between the steepness of the free
surface waves and the gap height are shown in 2.16(c). Since the wavelength plots
in (b) are all nearly horizontal, these steepness curves exhibit the same behaviour as
the amplitude curves in (a). Between N = 601 and N = 741 grid points were used
when computing data for gure 2.16.
In the limit that the vorticity approaches the value 
 =  1 from above, the
velocities u and v on the free surface vanish and the free surface itself becomes at
at y = 1. No solutions were found for 
   1. For xed F and , the amplitude of
the waves increases from zero as the vorticity increases from  1. Again we expect
there to exist some vorticity value at which the limiting conguration of breaking
waves is reached. Figure 2.17(a) shows three typical relationships between the wave
amplitude and the vorticity when the height of the body above the bottom is xed
at  = 0:4. The plots from bottom to top correspond to Froude numbers F = 0:4,
0:5 and 0:6 respectively. For this gure, the number of mesh points used varied
between N = 601 and N = 1201. The corresponding relationships between the
wavelength and the vorticity and the wave steepness and the vorticity are given
in gures 2.17(b) and (c). Again, as before, the solid circles in (b) represent the
computed data while the dashed lines represent the linear wavelength. For small
vorticity values, the linear prediction is valid, but as the vorticity increases, both
sets of data begin to disagree, with the computed nonlinear wavelength increasing
more slowly than the linear wavelength.
A few comments should be made here. Firstly, periodic waves in a nite-depth
uid with constant vorticity have been calculated by Teles da Silva & Peregrine
(1988). In their paper, exotic waves with overhanging proles were presented for
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Figure 2.16: The dependence of the wave amplitude A (in (a)), the wavelength  (in
(b)) and wave steepness S (in (c)) on the gap height  for three dierent values of the
vorticity 
 =  0:2, 
 = 0 and 
 = 0:2. Here F = 0:5 and  = 0:1.
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Figure 2.17: The dependence of the wave amplitude A (in (a)), the wavelength  (in
(b)) and the wave steepness S (in (c)) on the vorticity 
 for three dierent values of the
Froude number F = 0:4, F = 0:5 and F = 0:6. Here  = 0:4 and  = 0:1.
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large vorticity values. These waves have limiting congurations where the wave
prole has a point of contact with itself. No solutions have been found in the
current problem which have waves that exhibit this sort of behaviour.
Secondly, no attempt has been made here to reproduce gure 2.12 for nonzero
vorticity values, since it is expected that no new information would be gained from
such a gure, and hence such an undertaking would not justify the large amount
of computational time required. Also, there has been no documentation in the
literature of data to t an envelope curve similar to the one shown in gure 2.12
when the vorticity parameter 
 is nonzero. We therefore could not use such a
gure to make any predictions about when the waves reach any sort of limiting
conguration.
Finally, two examples of the accuracy check used are shown in gures 2.18(a) and
(b). In each case, two solutions are calculated with the same parameters and grid
size but with a dierent number of grid points and hence dierent truncation points
upstream. The solid proles indicate solutions computed with a greater number of
points (N = 901 in (a) and N = 991 in (b)), while the circles indicate the location of
the grid points for solutions with a smaller value of N (N = 601 in (a) and N = 901
in (b)). We see that in both (a) and (b), with the exception of the rst few mesh
points upstream, the two dierent proles are in good agreement with each other.
This check indicates that the proles computed for the smaller value of N provide
suciently well converged solutions.
2.4 Stagnation point ow due to a line sink
2.4.1 Mathematical formulation
We consider the free surface ow due to a line sink situated in a corner, as shown in
gure 2.19. It is assumed that the free surface intersects the solid vertical boundary
(the wall) at a stagnation point, and that there is constant vorticity throughout the
ow domain. This problem can be thought of as the limiting ow that arises when
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Figure 2.18: (a) Free surface proles for F = 0:5, 
 = 0,  = 0:4 and  = 0:1. The grid
size is the same for both cases, but the truncation point is dierent. One solution has
been computed with N = 601 grid points, which are indicated by the circles. The other
solution, which is computed with N = 901 grid points, is shown by the solid line. (b)
Free surface proles for F = 0:5, 
 = 0:2,  = 0:6 and  = 0:1. The circles represent the
solution computed with N = 661, while the solid line represents the solution computed
with N = 991.
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both  ! 0 and ! 0 in the previous problem described in sections 2.2 and 2.3.
yΩ1+
x
y
Figure 2.19: A sketch of the free surface ow in non-dimensional variables due to sub-
merged sink situated in a 90 corner.
Cartesian coordinates are set up so that the x-axis lies on the horizontal bottom
and the y-axis lies on the vertical wall. The functions  and 	 are introduced in
the same way as in section 2.2.1, and it follows that the x and y components of the
velocity vector q can be written as
u(x; y) = 1 + 
y + U(x; y); v(x; y) = V (x; y); (2.19)
where U and V are dened by (2.5). Note that all quantities are dimensionless.
To conserve mass, the strength of the sink must beZ 1
0
u( 1; y) dy =
Z 1
0
(1 + 
y) dy = 1 +
1
2

;
thus, near the sink at (x; y) = (0; 0), the velocity has the behaviour
q = u i+ v j   2(1 +
1
2

)


x
x2 + y2
i+
y
x2 + y2
j

:
Using the expressions given in (2.19), we nd that the complex quantity U   iV
behaves like
U   iV   2(1 +
1
2

)

1
z
  1 as z ! 0:
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Now consider the function
(z) = U   iV + 2(1 +
1
2

)
F 2(1 + 
)2 + 2

1 + coth

z
F 2(1 + 
)2 + 2

;
where z = x + iy, which vanishes in the limit x !  1. This function is analytic
everywhere, except the points z = 2yani, for n = 1;2; : : :, where it has simple
poles. Here ya is the height of the stagnation point, given by (2.15). All the poles
therefore lie outside the ow region and its reection about the x-axis. In addition,
the function (z) is nite at the sink, taking the value
(0) =  1 + 2(1 +
1
2

)
F 2(1 + 
)2 + 2
(2.20)
there. Finally, after some algebra, we can write  = a  ib, where
a = U +
2(1 + 1
2

)
F 2(1 + 
)2 + 2

1 +
sinhHx coshHx
sin2Hy + sinh2Hx

; (2.21)
b = V +
2(1 + 1
2

)
F 2(1 + 
)2 + 2

sinHy cosHy
sin2Hy + sinh2Hx

(2.22)
and H = =[F 2(1 + 
)2 + 2].
The free surface and vertical wall are now parametrised by means of an arclength
variable s. We set s = 0 at the stagnation point, with s negative on the free surface
and s positive on the wall. It follows that s = ya at the sink in the corner. All
points on the free surface and wall are denoted by z(s) = x(s) + iy(s), where both
x(s) and y(s) are related by the arclength condition (2.6).
Cauchy's integral formula is now applied to the function , dened by (2.20),
using the contour  , which is shown in gure 2.20. The result is an integral equation
in the form (2.7). As can be seen in gure 2.20, the curve   is made up of many
parts. These consist of the free surface and the vertical wall, except for the point z(s)
which is by-passed by a innitesimally small semicircle, and the image free surface
and wall, which is obtained by reecting the ow about the x-axis. In addition,
there is a vertical line at x =  1 connecting the free surface and its reection.
There is no contribution to the integral from the vertical line at x =  1, since
the function  vanishes there. After making use of the reection conditions (2.9),
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z(s)
z(t)
Γ
Figure 2.20: The curve   used for Cauchy's integral formula
the remaining part of the integral equation becomes
a(s) =  
Z ya
 1
[a(t)x0(t) + b(t)y0(t)](y(t)  y(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
   
Z ya
 1
[ b(t)x0(t) + a(t)y0(t)](x(t)  x(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
+
Z ya
 1
[a(t)x0(t) + b(t)y0(t)](y(t) + y(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt
 
Z ya
 1
[ b(t)x0(t) + a(t)y0(t)](x(t)  x(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt; (2.23)
where the a(s) and  b(s) are the real and imaginary parts of the function (z(s)),
given by (2.21) and (2.22).
The boundary conditions are the same as before. The bottom condition V = 0 on
y = 0 is satised by reecting the ow about the x-axis. Bernoulli's equation (2.13)
holds for s < 0 on the free surface, and the kinematic condition (2.14) holds for
 1 < s < ya on the free surface and vertical wall.
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2.4.2 Numerical method and results
We place a mesh of M equally spaced grid points s1; s2; : : : ; sM over the free surface
and another mesh of N M grid points sM ; : : : ; sN over the vertical wall. The point
sM = 0 represents the stagnation point where the free surface intersects the wall,
and the point sN = ya represents the sink at the point (x; y) = (0; 0).
Supercritical ow
For supercritical ow, we make a guess for the vector of N +M   2 unknowns
u = [y01; : : : ; y
0
M 1; 
0
1; : : : ;
0
M 1;
0
M+1; : : : ;
0
N 1;F ]
T :
Using this guess, all other ow quantities can be computed in the way described
in section 2.2.2. Newton's method is used to solve for u by forcing an error vector
E(u) to zero. This error vector consists of the integral equation (2.23) evaluated at
the half-mesh points sj+1=2, j = 1; : : : ; N   2, Bernoulli's equation (2.13) evaluated
at the points s1; s2; : : : ; sM 1, and the radiation condition y01 = 0. The numerical
treatment of the integrals in (2.23) is the same as that described in section 2.2.2,
except that now the correction terms (2.18) no longer apply.
As in section 2.2.3, we present results computed with M = 201 grid points on
the free surface with mesh size s = 0:05. The number of grid points used on the
vertical wall was varied to keep ya=(N  M)  0:05. Using this grid spacing, the
solution for 
 = 0 was computed, and the resulting free surface prole is shown
in gure 2.21. The computed Froude number for this solution is F = 1:22, which
agrees with the result presented by Mekias & Vanden-Broeck (1989).
As the vorticity increases from zero, the Froude number rst decreases, and
then increases until the numerical scheme failed to converge. This dependence of
the Froude number on the vorticity is shown in gure 2.22. As with the bow ow
solutions discussed in section 2.2.3, the reason for this abrupt failure in not apparent.
Solutions can also be found for some values of vorticity less than zero, however very
soon spurious waves appear on the free surface near the stagnation point, and then
58
−8 −6 −4 −2 0
0
0.4
0.8
1.2
1.6
x
y
Figure 2.21: Free surface prole for 
 = 0 and F = 1:22. There is a sink located at the
origin.
no solution could be found.
Typical free surface proles for non-zero vorticity are shown in gure 2.23. The
proles for 
 =  0:075 and 
 = 0:649 correspond to each end of the plot in
gure 2.22. It can be seen that increasing vorticity signicantly increases the height
of the stagnation point ya. After viewing gures 2.22 and 2.23, we can conclude that
there is no qualitative dierence between these solutions and the bow ow solutions
computed in section 2.2.3 for  < 0:94.
Subcritical ow
For subcritical ow, we make a guess for the vector of N +M   1 unknowns
u = [y01; : : : ; y
0
M 1; 
0
1; : : : ;
0
M 1;
0
M+1; : : : ;
0
N 1]
T :
Note that we do not include the Froude number F in u. The error vector E(u) is the
same as before, except that now we no longer enforce the radiation condition y01 = 0.
As expected, the solutions found with this numerical scheme are all characterised
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Figure 2.22: The dependence of the Froude number F on the vorticity 
 for supercritical
ow.
by a train of waves on the free surface.
We rst consider the case where the vorticity is zero. This problem has been
studied before by Mekias & Vanden-Broeck (1991), Hocking & Forbes (1992) and
Vanden-Broeck (1996b). For small Froude numbers, the amplitude of the waves is
extremely small, and the free surface appears to be at upstream. This can be seen
in gure 2.24, where proles are shown as solid lines for Froude numbers F = 0:2
and F = 0:3. Mekias & Vanden-Broeck (1991) provide numerical evidence that
suggests the amplitude of the waves behaves like A  e 1=F 2 as F ! 0.
Also included in gure 2.24 is an approximate solution for the free surface, given
by
1 +
F 2
2
sech2
x
2

; (2.24)
which is indicated by the open circles. This expression is derived by Mekias &
Vanden-Broeck (1991), and is valid for small Froude numbers only. The agreement
between this approximate solution and the nonlinear solution is better for F = 0:2
than for F = 0:3, which is as expected.
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Figure 2.23: Typical free surface proles for supercritical ow. Proles from top to
bottom are found for vorticity values 0:649, 0:45 and  0:075. The corresponding Froude
numbers are F = 1:52, 1:20 and 1:24.
For values of the Froude number greater than F = 0:3, the waves on the free
surface become easily visible, as was discussed in relation to the  = 0 plot in
gure 2.11, where the free surface prole for F = 0:5 was presented. For even larger
Froude numbers, the waves themselves become nonlinear in shape, and approach
the Stokes limiting conguration with a 120 corner at the crests.
As with the ows considered in section 2.3, the introduction of constant vorticity
does not change the qualitative behaviour of the solutions. For a xed vorticity
value, the wave amplitude and wavelength increases as the Froude number increases,
until the waves approach the Stokes limiting conguration. Similarly, these wave
properties also increase when the Froude number is xed and the vorticity increases.
Typical free surface proles for non-zero vorticity are shown in gure 2.25.
It should be noted here that the subcritical solutions presented in this section all
violate the radiation condition upstream. It is therefore not appropriate to describe
these ows as being produced by a line sink. Of course, we can still think of these
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Figure 2.24: Free surface proles are shown as solid lines for 
 = 0. The top prole is for
F = 0:3 computed with M = 450 grid points on the free surface and the bottom prole is
for F = 0:2 computed with M = 500. Also included are the approximate solutions (2.24),
which are indicated by the open circles.
solutions as being produced by a line source, since the mathematical equations are
the same for both cases, and it is only the direction of ow along the streamlines
that is reversed.
2.5 Summary
In this chapter, a boundary integral method has been used to calculate free surface
ows past a bow-shaped body where the uid is assumed to have a constant vorticity
throughout. Supercritical bow ows have been found numerically and it is shown
for most values of the vorticity the behaviour of these solutions is qualitatively the
same as those for the irrotational ow past a semi-innite rectangle (see Vanden-
Broeck (1989)). That is, solutions can be found for values of  (the height of the
body above the bottom) up to some limiting value, at which stage the free surface
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Figure 2.25: Typical free surface proles for F = 0:5. In (a), 
 =  0:2, and in (b),

 = 0:2. M = 360 grid points were used on the free surface in each case.
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attaches to the lowest point on the front face of the bow. In our conguration, the
attachment height here is ya =  + , where  is the radius of the rounded corner.
For suciently large vorticity values, however, there is no limiting solution, and
the solution branches appear to terminate at some  value for no obvious physical
reason. The particular vorticity value corresponding to this change of behaviour was
computed to be 
 = 0:33 for the case when the corner radius is  = 0:2.
On the other hand, no waveless bow ows could be found at all for subcritical
Froude numbers. Nevertheless, when the radiation condition was dropped in the
numerical method, solutions characterised by a train of waves upstream were found
for xed Froude number, body height and vorticity. A very detailed study of the
properties of these waves has been presented here, and involved the computation of
over 500 separate converged solutions, most of which used at least 600 grid points
on the free surface and body, and some needed over 1000 grid points. The amplitude
of the upstream waves was found to increase with both the Froude number and the
vorticity and it is expected that these waves ultimately reach the Stokes limiting
conguration with a 120 angle at their crests. A similar behaviour was encountered
when the height of the body above the bottom  was increased; however for all the
values of Froude number and vorticity within our range of numerical capability, a
solution with  = 1 was found before the limiting conguration could be reached.
No subcritical solutions for  > 1 could be found.
It should be pointed out that since these subcritical ows violate the radiation
condition, they cannot be classied as bow ows and hence must describe some
sort of stern ow. In this respect, these solutions are analogous to those found for
the ow under a sluice gate. Vanden-Broeck (1997b) showed numerically, when the
free surface meets a sluice gate at a stagnation point, that no waveless subcritical
solutions exist. Instead, all the solutions computed were found to exhibit a train of
waves on the upstream free surface. The only valid interpretation of these solutions
must be that they correspond to the situation where the ow is reversed and the
radiation condition holds, as is the case for the problem considered in this paper.
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Our results show that there is at most one waveless solution for a situation
where the vorticity and body draft are xed, and the Froude number is allowed to
be determined as part of the solution. It is then natural to ask what becomes of
those waveless solutions when the Froude number is changed slightly. As stated
in the rst chapter, it has been conjectured that in this situation a splash might
appear at the front of the bow. Another possibility is that a rolling `forward wake' of
constant vorticity may form on top of the free surface, as suggested by Tuck (1991).
This conguration is dicussed further in chapter 6.
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Chapter 3
Smoothly attaching bow ows
In the last chapter, the ow past a semi-innite rectangular body with a rounded
corner was examined. For this study, it was assumed that the free surface intersected
the body at a stagnation point. In the present chapter, we consider the same problem
as in chapter 2, except now it is assumed that the free surface attaches smoothly to
the front face of the body. Although it appears that these two problems are almost
identical, it will be shown that the behaviour of the solutions is completely dierent.
Some of the material in this chapter is also presented in McCue & Forbes (2001)
and McCue (2000).
3.1 Introduction
When a wide, blunt ship is travelling at high speed, the surface of the uid does not
always appear to rise up and meet the bow at a stagnation point. Instead, in some
circumstances, the free surface dips down and attaches smoothly to the front face
of the ship. We consider the latter of these scenarios in this chapter. For modelling
purposes, it is assumed that the bow of the ship is a two-dimensional semi-innite
body.
The irrotational ow past a semi-innite body with smooth attachment has been
considered by Hocking (1993). The body shape used for his study consisted of a
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front face inclined at some arbitrary (but constant) angle connected to a at bottom.
A boundary integral method was employed in a conformally mapped plane to solve
the nonlinear problem numerically, and it was shown that waveless solutions exist
for all Froude numbers F > 1. The special case of F = 1 was also considered,
and solved exactly by transforming the governing integral equation into the airfoil
equation. The solution for the angle of the free surface is written in terms of a
Cauchy principal value integral, which may be evaluated numerically.
In section 3.2, we also consider the ow past a semi-innite body with smooth
attachment. However it is assumed that the body is rectangular in shape, with a
rounded corner. In addition, we allow the uid to have constant vorticity throughout
the ow region. The problem is solved in a similar way to the stagnation point
problem presented in section 2.2, and the results for all vorticity values are shown
to be qualitatively similar to those found by Hocking (1993).
The innite Froude number problem solved by Hocking (1993) is considered in
section 3.3. We use a generalized Schwarz-Christoel mapping to solve the problem
for the case where the front face of the body is vertical. The solution for the
location of the free surface using this method is slightly more useful than that given
by Hocking (1993), in that it is written explicitly in closed form.
In the limit as the height of the body above the horizontal bottom approaches
zero, the problem considered in section 3.2 is the same as that for the ow due
to a line sink in a corner beneath a cusp-like free surface. These ows have been
calculated in the past by Hocking (1985), Vanden-Broeck & Keller (1987a) and
Hocking (1991) for the case when the ow is irrotational. This problem involving a
cusped free surface due to a line sink is considered in section 3.4 as a special limiting
ow, but it is assumed that the uid has a constant vorticity throughout and that
there is uniform shear ow upstream. It is found that the results are qualitatively
similar to those obtained for the bow ow case considered in section 3.2.
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3.2 Bow ows with smooth attachment
3.2.1 Mathematical formulation
We consider the steady ow of a rotational uid past a semi-innite rectangular
body, as shown in gure 3.1. It is assumed that the uid is inviscid and incompress-
ible and that the vorticity ! is constant throughout the ow domain. Upstream,
the ow approaches a uniform shear ow with speed c on the horizontal bottom
and speed c+ !H on the free surface, which is at the constant height H above the
bottom. The corner of the body is rounded, with radius R, and the height of the
body above the bottom is D. Finally, it is assumed that the free surface attaches
smoothly to the front face of the body.
yΩ α
y
x
1+
γ
Figure 3.1: A denition sketch in non-dimensional variables of the free surface ow of a
rotational uid past a semi-innite body.
A Cartesian coordinate system is introduced so that the x-axis lies on the hor-
izontal bottom and the y-axis overlaps the front face of the body. The problem is
now non-dimensionalised so that all lengths are scaled with respect to the upstream
uid depth H and all velocities are scaled with respect to the upstream bottom
speed c. Given this choice of non-dimensionalisation, the problem depends on four
parameters. These are the Froude number F = c=
p
gH which is a measure of the
uid speed upstream when there is no vorticity, the dimensionless vorticity parame-
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ter 
 = !H=c, the dimensionless gap height  = D=H and the dimensionless circle
radius  = R=H. Here g is the acceleration due to gravity.
It can be shown from the linear dispersion relation (see section 1.2) that the
critical Froude number using these parameters is F = 1=
p
1 + 
. For Froude num-
bers less than this critical value, linear theory predicts that periodic, steady waves
may exist on the free surface. However, for Froude numbers greater than the crit-
ical value, these waves are not possible. When the vorticity 
 = 0, the ow is
irrotational, and the critical Froude number reduces to F = 1, which is as expected.
The ow considered here is rotational and hence can be described by the non-
dimensional stream function  (x; y) that satises
r2 = 
; (3.1)
throughout the ow region. The problem is simplied by noting that if we write
 (x; y) = y +
1
2

y2 +	(x; y); (3.2)
then the function 	 satises Laplace's equation r2	 = 0. It follows from (3.2) that
the complex quantity
(z) = U   iV = 	y + i	x (3.3)
is an analytic function of z = x + iy in the ow domain and that the x and y
components of the velocity vector can be expressed as
u(x; y) = @ 
@y
= 1 + 
y + U(x; y);
v(x; y) =  @ 
@x
= V (x; y):
(3.4)
Also, there exists a harmonic conjugate function (x; y) such that both  and 	
satisfy the Cauchy-Riemann equations, since 	 is a solution to Laplace's equation.
We solve the problem in the physical plane by using an integral equation method
which is similar to the one employed in the last chapter. For completeness, the details
are briey provided here. The free surface and body are parametrised by means of
an arclength s. We set s = 0 at the attachment point so that s!  1 far upstream
on the free surface and s!1 far downstream on the body. Each point on the free
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surface and body can now be written as (x(s); y(s)), where the functions x(s) and
y(s) are related by the arclength condition
x0(s)2 + y0(s)2 = 1: (3.5)
Cauchy's integral formula can now be applied to the function  (dened by (3.3))
to give I
 
(z(t))z0(t)
z(t)  z(s) dt = 0: (3.6)
Here the path   consists of the free surface and body, except for the xed point
(x(s); y(s)) which is by-passed by a semicircle of vanishingly small radius, the image
free surface and body obtained by reecting the ow region about the x-axis, and
two connecting lines at x = 1. After making use of the reection conditions, the
imaginary part of the integral equation (3.6) can be simplied to give
U(s) =  
Z 1
 1
0(t)(y(t)  y(s)) 	0(t)(x(t)  x(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
+
Z 1
 1
0(t)(y(t) + y(s)) 	0(t)(x(t)  x(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt; (3.7)
where 0(t) = U(t)x0(t) + V (t)y0(t) and 	0(t) =  V (t)x0(t) + U(t)y0(t). The bar
through the rst integral indicates that the integral is to be interpreted in the Cauchy
Principal Value sense.
This integral equation is to be solved subject to the boundary conditions on the
free surface and body. The rst of these is the condition of constant pressure on the
free surface. This is given by Bernoulli's equation
1
2
(1 + 
y + U(s))2 +
1
2
V (s)2 +
1
F 2
y(s) =
1
2
(1 + 
)2 +
1
F 2
; (3.8)
for s < 0.
The next condition is the kinematic condition that states that the uid cannot
pass through its own boundary. This implies the stream function  is constant on
the free surface and body and hence d =ds = 0 there. It follows from (3.2) that
	0(s) =  (1 + 
y(s))y0(s); (3.9)
70
for all s.
Finally, a parametric description of the body is needed. We denote the height
of the attachment point by ya so that the arclength at the top of the quarter-circle
at the body's nose is s = sb = ya   ( + ), and the arclength at the bottom of the
quarter-circle is given by s = sc = sb + =2. The body can now be described by
x(s) =
8>>><>>>:
0; 0  s  sb
[1  cos((s  sb)=)]; sb  s  sc
s  sc + ; s  sc;
(3.10)
and
y(s) =
8>>><>>>:
ya   s; 0  s  sb
 + [1  sin((s  sb)=)]; sb  s  sc
; s  sc ;
(3.11)
where again,  is the elevation of the ship above the bottom, and  is the radius of
the curved nose, as shown in gure 3.1.
The problem is now reduced to solving the integral equation (3.7) subject to
the conditions (3.5) and (3.8)-(3.11) for the unknown functions x(s), y(s), U(s) and
V (s). This has to be done numerically and the method for accomplishing this is
described in the next section.
3.2.2 Numerical method
The uid ow is evidently dominated by the behaviour of the variables near the
attachment point where s = 0. It is therefore convenient to make use of an uneven
distribution of numerical mesh points, with points clustered near s = 0. A new
coordinate  is introduced along the free surface and body, and points are now
spaced evenly in , rather than in the original arclength variable s. In this section,
 and s are chosen to be related by the transformation
 =
8<:   ln(1  s); s < 0ln(1 + s); s  0:
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A mesh of N evenly-spaced grid points 1; 2; : : : ; na; : : : ; N is placed over the new
variable , which encompasses both the free surface and the body. Here 1 and N
are chosen to represent  1 and 1 respectively. The attachment point is xed at
na = 0 and we choose na = (N + 1)=2. The grid points are equally spaced in the 
variable so that they are physically closer together near the attachment point and
further apart as x! 1.
An initial guess is made for the vector of (3N + 1)=2 unknowns
u = [y01; : : : ; y
0
na; 
0
1; : : : ;
0
N ]
T :
All other ow quantities can now be computed. That is, the x0i can be found from
the arclength condition (3.5) which, in the new variable , takes the form
x0()2 + y0()2 = e2jj;
and the 	0i can be found from the kinematic condition (3.9). The coordinate x is
found by integrating backwards using the trapezoidal rule, and the fact that xna = 0
at the attachment point. The coordinate y is obtained by integrating forwards from
the rst point upstream where y1 = 1, again using the trapezoidal rule. The xi, yi,
x0i and y
0
i on the body are found from (3.10)-(3.11). Finally, the velocities Ui and Vi
can be found from
U() = e 2jj[x0()0() + y0()	0()]
V () = e 2jj[y0()0()  x0()	0()]:
This initial guess for u is updated iteratively using Newton's method by forcing
an error vector E(u) to zero. The rst na components of this error vector are
obtained by evaluating the Bernoulli equation (3.8) at the points 1; 2; : : : ; na.
The next N 1 components of E come from evaluating the integral equation (3.7)
at the N   1 half-mesh points j+1=2, j = 1; : : : ; N   1. The integrals in (3.7) are
evaluated using trapezoidal rule integration and the singularity can be ignored since
the points j+1=2 have been taken to lie exactly half way between consecutive mesh
points.
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It is important to estimate the portions of the integrals in (3.7) which lie outside
our numerical domain of integration. As  !  1, the velocities U and V in
equation (3.4) vanish, so there is no contribution for  < 1. However, as  ! 1,
the velocity U has some nite value, U = [(1 + 
=2)   ( + 
2=2)]=, which
is determined by considering conservation of mass. We therefore approximate U
in (3.7) by U for large , and nd that the contribution to the integrals in (3.7) from
the region  > N is
U arctan

xN   x()
j   y()j

  U arctan

xN   x()
 + y()

:
Finally, the last component of the error vector enforces the condition of smooth
attachment. That is, y0na =  1.
A variation of this numerical method is used when the Froude number F =1.
Here the velocity on the free surface is constant and Bernoulli's equation (3.8) is
simply
(1 + 
y + U())2 + V ()2 = (1 + 
)2; (3.12)
for  < 0.
3.2.3 Results
The numerical method described in the last section was used to calculate many
solutions for various values of the parameters F and 
, for  = 0:15 and  = 0:15.
We chose to x the gap height  = 0:15 and circle radius  = 0:15, as it was
found that varying these parameters did not change the qualitative behaviour of
the solutions. In most cases it was found that if we used N = 501 numerical grid
points and chose s1 =  10 and sN = 10, then the results were independent of the
grid within graphical accuracy. This only ceased to be true in parameter regions
where the numerical scheme was near failure. We therefore use this grid spacing
and number of points in all the results presented in this section.
Typical free surface proles for 
 = 0 are shown in gure 3.2. Here, four dierent
solutions are shown, for the four Froude numbers F = 1, 1:25, 2 and 1 (bottom
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to top proles, respectively). As x !  1, the surfaces become at at y = 1. It
can be seen from this gure that for smaller Froude numbers, the free surface rises
from the attachment point and approaches this asymptotic level more slowly than
for larger Froude numbers. This can be explained by noting that raising the Froude
number is, in eect, like lowering the eect of gravity. We also see from the gure
that the surface prole for F = 2 is very similar to the prole for F = 1. In fact,
the free surfaces for Froude numbers greater than about F = 5 were found to be
almost identical to those for innite Froude number. This behaviour was discussed
by Hocking (1993) in the similar problem where the front face of the body was
allowed to be inclined at an arbitrary angle.
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Figure 3.2: Typical free surface proles for 
 = 0,  = 0:15 and  = 0:15. From bottom
to top, the surfaces represent solutions found for Froude numbers F = 1, 1:25, 2 and 1.
In the case where the ow is irrotational (
 = 0), it was found that solutions with
reliable accuracy could be found for all Froude numbers F  1. Using the solutions
for F = 1 as a starting guess, a small range of numerical solutions for Froude
numbers F < 1 could also be found, however these solutions were disregarded as
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they were numerically unreliable. The iteration scheme converged very slowly in this
region and the resulting free surface proles were dependent on the grid size and
number of numerical grid points. Furthermore, these solutions were characterised
by a free surface which appeared to approach asymptotically a level well below y = 1
in the far eld. Thus we conclude that, for irrotational ow, these solutions only
exist for F > 1.
The behaviour of the solutions for any xed vorticity 
 >  1 was found to be
qualitatively the same as that found for 
 = 0. Reliable solutions could be found for
all Froude numbers greater than some limiting value, F = FL say. Again, as before
with the irrotational case, the free surface proles corresponding to lower Froude
numbers approached the asymptotic level y = 1 slower than that for higher Froude
numbers. We conclude later in this section that the limiting value of the Froude
number FL is in fact the critical Froude number F = 1=
p
1 + 
.
An interesting quantity found as part of the solution process is the height that
the free surface attaches to the front face of the body, denoted by ya. Figure 3.3
shows the relationship between the attachment height ya and the Froude number
F for dierent values of the vorticity 
, given that  = 0:15 and  = 0:15. It
can be seen from this gure that for any xed 
, the attachment height increases
monotonically with the Froude number. In fact, the height of any point on the free
surface was found to increase with the Froude number in this way, given that the
vorticity was xed at some value.
We now consider the eect that varying the vorticity has on the ow when the
Froude number is xed. Five plots of the attachment height ya versus the vorticity

 for dierent Froude numbers F are shown in gure 3.4. In each case, except
for F = 1, the attachment height rises to a maximum and then monotonically
decreases as 
 increases. For example, when the Froude number is xed at F = 2,
the solution with the lowest vorticity is when 
 =  0:74. Here the free surface
attaches to the body at ya = 0:363. After reaching a maximum of ya = 0:382 at

 =  0:38, the attachment height decreases as the vorticity 
 increases.
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Figure 3.3: The dependence of the attachment height ya on the Froude number F for
four dierent vorticity values 
 =  0:5, 0, 1, and 5. All solutions are found for  = 0:15
and  = 0:15.
Three free surface proles for F = 2 are shown in gure 3.5 for the three values
of vorticity 
 = 0,  0:74 and 5. The top prole is the solution for 
 = 0 (the
irrotational case), the middle prole corresponds to 
 =  0:74 and the bottom one
represents the positive vorticity value 
 = 5. Note that while the free surface for

 = 5 is lower than that for 
 =  0:74 near the body, it rises to the asymptotic
level of y = 1 faster than the prole for 
 =  0:74.
As can be seen from gures 3.3 and 3.4, the height that the free surface attaches to
the body has little dependence on the Froude number when the vorticity parameter
is large. This is to be expected, since at the upstream uid depth y = 1, the uid
speed is u = 1 + 
, and so when 
 ! 1, the shear velocity caused by vorticity is
the dominant eect.
Another feature of gure 3.4 is the plot for F = 1. Here solutions exist for all
vorticity values down to and including 
 =  1. At this value, Bernoulli's equa-
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Figure 3.4: The dependence of the attachment height ya on the vorticity 
 for ve
dierent Froude numbers F = 0:75, 1, 1:25, 2 and 1. All solutions are found for  = 0:15
and  = 0:15.
tion (3.12) implies that the whole free surface becomes stagnant. This situation is
physically unlikely to happen, although it is nevertheless very interesting.
We end this section by showing in gure 3.6 the parameter space where accurate
solutions have been computed for the gap height  = 0:15 and circle radius  = 0:15.
These solutions could be found for all values of F and 
 in the shaded area, above
the solid line. Included in this gure is a dashed curve, which shows a plot of the
critical Froude number (found from linear theory) versus vorticity. It can be seen
that the solid curve, representing the computed limiting Froude number, matches
this dashed curve very closely, and hence we conclude that in fact this limiting
Froude number is the critical Froude number. Furthermore, since this parameter
space plot is essentially the same for all values of the gap height  and circle radius
, we conclude that solutions for this problem exist for all supercritical Froude
numbers F > 1=
p
1 + 
, regardless of the values of  and .
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Figure 3.5: Three free surface proles for F = 2,  = 0:15 and  = 0:15. From top to
bottom near the body, the surfaces represent solutions found for vorticity values 
 = 0,
 0:74 and 5.
3.3 Irrotational solutions with zero gravity
In this section, we examine the bow ow problem just considered in section 3.2
for the special case where 
 = 0 (irrotational ow), F = 1 (zero gravity) and
 = 0 (rectangular body with sharp corner). This problem has a one parameter
family of exact solutions that depend on the gap height . These solutions have
been documented before by Hocking (1993), who attacked the problem by using a
boundary integral method in a conformally mapped plane. The governing integral
equation was transformed into the airfoil equation, whose solution involved an ex-
pression for the angle of the free surface. This expression was given in terms of a
Cauchy Principal Value integral, which can be evaluated numerically using standard
techniques.
We also solve this problem exactly; however a dierent technique is used here.
The ow domain is conformally mapped into an upper half-plane with the use of a
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Figure 3.6: A sketch of the parameter space in which accurate solutions have been com-
puted is shown here in the shaded area, for the case where the gap height  = 0:15 and the
circle radius  = 0:15. The dashed curve represents a plot of the critical Froude number
F = 1=
p
1 + 
 versus the vorticity 
.
generalized Schwarz-Christoel formula. The complex potential in the half-plane can
be written down immediately, at which point an application of Bernoulli's equation
yields a singular integral equation. We solve this integral equation using Fourier
transforms. The advantage of the method presented in this section over that given
by Hocking (1993) is that our solution for the free surface is given explicitly in closed
form.
It should be noted that the use of the generalized Schwarz-Christoel formula
in solving free surface problems was developed by Bloor (1978) for periodic water
waves, and then used by King & Bloor (1987, 1989, 1990) for studies of ow over
steps, obstacles and submerged bodies. In particular, King & Bloor (1988) used
this method to solve the problem of irrotational ow due to a submerged sink in
the limit that gravity vanishes. This problem is very similar to the one considered
presently, and our working follows King & Bloor (1988) closely.
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3.3.1 Derivation of the integral equation
We consider the free surface ow past a semi-innite rectangular body in a uid of
nite depth, as shown in gure 3.7(a). It is assumed that the ow is irrotational,
and that the eects of gravity are negligible. This ow is a special case of that
considered in section 3.2, with the parameters 
 = 0, F = 1, and  = 0. The
solutions to this problem will depend on the height of the body above the horizontal
bottom .
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Figure 3.7: A denition sketch in non-dimensional variables of the irrotational ow past
a semi-innite rectangular body.
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η
Figure 3.8: A sketch of the -plane.
The ow region is mapped into the upper half of the -plane by the transforma-
tion
dz
d
=
K
 + 1

 + 

1=2
exp

  1

Z 1
0
(t)
   t dt

; (3.13)
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where z = x + iy and  =  + i. The -plane is shown in gure 3.8. Under this
transformation, the image of the attachment point is the origin  = 0, the free
surface is mapped to the positive -axis, and the corner of the body is mapped to
the point  =  . In addition, the image point  =  1 represents the limit x =1.
Note that the parameter  takes values in the range 0 <  < 1, and determines the
gap height . In the limit  ! 1, the gap height  ! 0, and the ow reduces to
that due to a line sink situated on the horizontal bottom.
The transformation (3.13) is a generalized Schwarz-Christoel mapping. In this
mapping, the quantity (t) represents the angle between the free surface and the
x-axis at the point in the physical plane corresponding to  = t (for real t). A
derivation of (3.13) can be found in King & Bloor (1990).
Now the integral of dz from A to G in the z-plane (see gure 3.7) is i. Therefore
the integral of dz
d
d around a large semi-circle from A0 to G0 in the -plane is also
i. Using this result, it is easy to show that K =  1=, and that the mapping from
equation (3.13) becomes
dz
d
=
 1
( + 1)

 + 

1=2
exp

  1

Z 1
0
(t)
   t dt

: (3.14)
Consider the limitZ 1
0
(t)
   t dt =
Z 1
0
(t)(   t)
(   t)2 + 2 dt  i
Z 1
0
(t)
(   t)2 + 2 dt
=
Z 1
0
(t)(   t)
(   t)2 + 2 dt  i
Z  1
=
(   u)
u2 + 1
du
!  
Z 1
0
(t)
   t dt  i() as  ! 0: (3.15)
As usual, the bar through the integral sign means that the singular integral is to be
interpreted in the Cauchy Principal Value sense. It is convenient to write
P =   1

 
Z 1
0
(t)
   t dt; (3.16)
so that after using (3.14) and (3.15), we nd that
dz
d
=
 1
( + 1)

 + 

1=2
expfP + ig (3.17)
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on the free surface, for  > 0.
Since the ow is irrotational, there exists a velocity potential , which is the real
part of the complex quantity f =  + i , where  is the usual streamfunction. In
the -plane, the complex potential f can be written down directly as
f =   1

log( + 1);
since the ow is simply that due to line sink of strength 1= located at the point
 =  1. It follows that the complex velocity becomes
df
dz
= u  iv = df
d
d
dz
=


 + 
1=2
exp

1

Z 1
0
(t)
   t dt

;
where u and v are the x and y components of the velocity vector. On the free
surface, this expression for the complex velocity becomes
u  iv =


 + 
1=2
expf P   ig;
so that the magnitude of the velocity q on the free surface is simply
q =


 + 
1=2
expf Pg:
However, we are considering the limit that gravity vanishes. Therefore Bernoulli's
equation simply states that q = 1. Using this fact, and equation (3.16), it follows
that the angle  must satisfy the singular integral equation
1

 
Z 1
0
(t)
   t dt = log

 + 

1=2
: (3.18)
3.3.2 Solution of the integral equation (3.18)
By introducing the substitutions
 = expf rg; () = ~(r); (3.19)
the integral equation (3.18) can be written as
 
Z 1
 1
~(t)
e (r t)   1 dt = log

e r + 
e r
1=2
:
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We solve this equation by applying a Fourier transform and the convolution theorem.
The solution for ~(r) is
~(r) =  
Z 1
 1
1
(et=2   e t=2) log

e (r t) + 
e (r t)
1=2
dt: (3.20)
Here we have used that fact that the Fourier transform of
1
e r   1 is   i coth k;
and the inverse Fourier transform of
i tanh k is
1
(er=2   e r=2) ;
where k is the transformed variable. After once again making the substitution (3.19),
the equation (3.20) becomes
() =  
Z 1
 1
1
(et=2   e t=2) log

et + 
et
1=2
dt: (3.21)
Finally, (3.21) can be integrated carefully to give the solution for the angle of the
free surface
() = arctan



 1
2
  
2
: (3.22)
This integration is performed by dierentiating under the integral sign with respect
to , evaluating the resulting integral using complex variable techniques, and then
integrating the result directly. Details are given in section A.1 of appendix A.
3.3.3 Solution to the problem
Given the explicit form of the free surface angle (3.22), we can now map the ow
region back into the physical plane. Using (3.22) and the symbolic manipulator
MAPLE, it can be shown that
lim
!+i0+

  1

Z 1
0
(t)
   t dt

= lim
!+i0+

1

Z Z 1
0
(t)
(   t)2 dt d

= log


 + 
1=2
  i arctan
r


:
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By analytic continuation from the real axis into the upper half-plane, the map-
ping (3.14) becomes
dz
d
=
 1
( + 1)

 + 

1=2
exp
(
log


 + 
1=2
  i arctan
r


)
=   1

p
   ip
( + 1)( + )1=2
: (3.23)
This expression can be integrated, with the use of integral tables and MAPLE (see
section A.2 for details), to give the inverse mapping formula
z() =   2

log(
p
 +
p
 + )  1

p
1   log
"
2
p
(1  )( + ) + (   2)  
 + 1
#
+
2i

r

1   arctan
r
 + 
1   +
log 


1 +
1p
1  

+ i

1 +
1 pp
1  

: (3.24)
The constants of integration here have been found by enforcing the conditions z !
 1+ i as  !1+ i 0 and x = 0, when  = 0. The expression (3.24) reduces to a
parametric equation for the free surface by setting  =  and letting  take values
in the range 0   <1.
The relationship between the mapped parameter  and the height of the body
above the bottom  is found from equation (3.24) by equating z( ) with i . The
result is
 =

1  2
1 + 2
2
: (3.25)
The relations in (3.24) and (3.25) constitute the solution to this problem. Note that
there are no solutions if  > 1.
Three typical free surface proles are presented in gure 3.9. From bottom to
top, these proles correspond to gap height values  = 0:15, 0:5 and 0:85. Note
that the vertical face of the body has not been shown here. From this gure, we see
there is little dierence between the surface shapes for  = 0:15 and 0:5. As  ! 1,
the free surface approaches the horizontal line y = 1.
The relationship between the height of the attachment point, given by
ya = 1 +
2

r

1  

arctan
r

1    

2

; (3.26)
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Figure 3.9: Typical free surface proles for F = 1, 
 = 0 and  = 0. From bottom to
top, the gap height values are  = 0:15, 0:5 and 0:85.
and the gap height  is shown in gure 3.10. This relationship is easily determined
by substituting  = 0 in equation (3.24). As  ! 1, the attachment height ya ! 1,
but there is no solution for  = 1.
The exact solutions derived in this section are only valid for a body shape with
a sharp corner ( = 0), while the numerical solutions found in section 3.2 are only
valid for a body with a rounded corner ( > 0). A free surface prole computed with
each method is presented in gure 3.11. Here the gap height  = 0:15. The solid
prole corresponds to a circle radius  = 0:15, while the solid circles correspond
to the exact solution with a sharp-cornered body ( = 0). It can be seen that the
introduction of a (relatively small) rounded corner has little visible eect on the
free surface prole. The dierence is greatest near the attachment point, where the
elevation of the free surface for nonzero  is greater than the elevation for  = 0.
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Figure 3.10: The dependence of the attachment height ya on the gap height . Here
F =1, 
 = 0 and  = 0.
The limit  ! 0
In the limit  ! 1,  ! 0, and the gap between the bottom and the body reduces
to a line sink situated at the origin z = 0. This limiting case has been considered
(for F =1 and 
 = 0) by Collins (1986), Hocking (1988) and King & Bloor (1988).
The solution for the free surface angle (3.22) when  = 1 can be rewritten as
() = arcsin
  1p
 + 1

; for  > 0;
which agrees with the result of Hocking (1988). After some algebra, the parametric
form of the free surface in this limit becomes
z() = i+
2

(

 + 1
1=2
  arcsin
p
   i
( + 1)1=2
)
for  > 0: (3.27)
The result (3.27) is exactly the same as that found by King & Bloor (1988), who
considered the ow due to a submerged sink at an arbitrary height  above the
horizontal bottom. This is to be expected, since the analysis here for  = 1 ( = 0)
is identical to King & Bloor (1988)'s analysis for  = 0.
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Figure 3.11: A comparison of a numerically found solution for  = 0:15 (solid line) with
the exact solution for  = 0 (solid circles). Both solutions are computed with F = 1,

 = 0 and  = 0:15.
Collins (1986) and Hocking (1988) have both proved that free surface attaches
to the vertical wall at the height
ya = 1  2

when there is a sink on the bottom. By taking the limit  ! 0 in (3.26), it can
easily be shown that we agree with this value.
A free surface prole for  = 0 is presented in the next section (see gure 3.17),
when we consider the complete nonlinear problem of ow due to a sink at the origin.
In this nonlinear study, the eects of gravity and vorticity are included.
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3.4 Cusp-like ows due to a sink in a corner
3.4.1 Mathematical formulation
In this section we consider the special case of the problem presented in section 3.2,
where both  ! 0 and ! 0. The resulting ow is that due to a line sink situated
in a corner, as shown in gure 3.12. These ows are often referred to as cusp-like
ows, since the free surface forms a cusp directly above the withdrawal point. It
should be noted, however, that the free surface cannot enter the sink directly, as the
air above the free surface is assumed to be stagnant. The uid is again rotational
with constant vorticity 
, and the eects of gravity are included. Upstream the
uid approaches a uniform shear ow in the same way as before in section 3.2, when
ow past a semi-innite body was considered.
yΩ1+
x
y
Figure 3.12: A denition sketch in non-dimensional variables of the free surface ow of
a rotational uid due to a submerged sink situated in a 90 degree corner.
A conservation of mass argument is used to show that the strength of the sink
must be 1 + 
=2, and hence by (3.4),
U   iV   2(1 +
1
2

)

1
z
  1 as z ! 0:
As we will later integrate through the sink, the  function needs to be redened
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so that it is no longer singular there. We therefore let
(z) = U   iV +

1 +
1
2



1 + coth
z
2

; (3.28)
and note that (0) = 
=2. The function (z) is analytic everywhere in the ow
domain and vanishes as x!  1.
The free surface and wall together are parametrised with respect to arclength in
a similar way to that done in section 3.2.1. Again we set s = 0 at the attachment
point (the cusp) so that s = ya at the sink.
Cauchy's integral formula is applied to the new  function in equation (3.28) to
give the relation (3.6), as before. However, now the contour   consists of the free
surface and vertical wall, except for the xed point (x(s); y(s)) which is by-passed by
a semicircle small of radius, the image free surface and wall obtained by reecting the
ow region about the horizontal bottom, and a vertical line at x =  1 connecting
the free surface and its image. The imaginary part of the resulting integral equation
is, after simplication
a(s) =  
Z ya
 1
[a(t)x0(t) + b(t)y0(t)](y(t)  y(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
   
Z ya
 1
[ b(t)x0(t) + a(t)y0(t)](x(t)  x(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
+
Z ya
 1
[a(t)x0(t) + b(t)y0(t)](y(t) + y(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt
 
Z ya
 1
[ b(t)x0(t) + a(t)y0(t)](x(t)  x(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt; (3.29)
where the a(s) and  b(s) are the real and imaginary parts of the function (z(s))
in equation (3.28), given by
a = U +

1 +
1
2


"
1 +
sinh(x
2
) cosh(x
2
)
sin2(y
2
) + sinh2(x
2
)
#
b = V +

1 +
1
2


"
sin(y
2
) cos(y
2
)
sin2(y
2
) + sinh2(x
2
)
#
:
As usual, Bernoulli's equation (3.8) holds on the free surface and the kinematic
condition (3.9) holds on the free surface and the vertical wall.
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3.4.2 Numerical method and results
As with the numerical method for the bow ows, it is desirable to place a mesh over
the free surface such that there are more points near the cusp and fewer points far
upstream. This is done by rst making the transformation
 =
8<:   ln(1  s); s < 0s; s  0:
We now place a mesh of M grid points 1; 2; : : : ; M over the free surface and a
separate mesh of N  M grid points M ; : : : ; N over the vertical wall. Each interval
is equally spaced in the  variable.
An initial guess is made for the new vector of N +M   1 unknowns
u = [y01; : : : ; y
0
M ; 
0
1; : : : ;
0
N 1]
T ;
and as before, given this initial guess, all other ow quantities can be computed
using the methods described in section 3.2.2. Newton's method is used to solve
for u by forcing an error vector E(u) to zero. The rst N   2 components of this
error vector can be found by evaluating the integral equation (3.29) at the half-mesh
points j+1=2, j = 1; : : : ; N 2. The integrals are evaluated in the same manner as in
section 3.2.2, however now there are no correction terms that need to be considered.
The next M components come from evaluating Bernoulli's equation (3.8) at the
points 1; 2; : : : ; M . Finally, the last component of E(u) comes from enforcing the
cusp condition y0M =  1.
As before with the bow ows, it was sucient to use M = 250 numerical mesh
points on the free surface for the results to be independent of the grid within graph-
ical accuracy, given that s1 =  10. The number of points used on the vertical wall
was chosen so that the step size ya=(N  M) was approximately equal to the step
size j+1   j, j = 1; : : : ;M   1 on the free surface.
Typical free surface proles for 
 = 0 are shown in gure 3.13. From bottom to
top, these proles correspond to Froude number values F = 1, 1:25, 2 and1. These
proles are similar in appearance to the corresponding proles in gure 3.2 for the
90
bow ow problem (where  = 0:15 and  = 0:15). Note that the height of each
point on the free surface increases monotonically as the Froude number increases.
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Figure 3.13: Typical free surface proles for 
 = 0. From bottom to top, the surfaces
represent solutions found for Froude numbers F = 1, 1:25, 2 and 1. There is a line sink
at the origin.
For xed vorticity values, solutions exist for all Froude numbers greater than
some lower limit FL, in the same manner as those found in the earlier bow ow
problem considered in section 3.2. Again, it was found that this lower limit was the
critical Froude number F = 1=
p
1 + 
, which can be determined from linear theory
(see section 1.2).
The dependence of the attachment height (or cusp height) ya on the Froude
number F is shown in gure 3.14 for the four vorticity values 
 =  0:5, 0, 1 and
2:35. It can be seen that these plots are similar in nature to the plots shown in
gure 3.3. The dierence here is that for a given Froude number and vorticity
value, the attachment height for sink ows is less than that for bow ows.
The behaviour of the solutions when the Froude number is xed at some value
is slightly dierent to that found in the bow ow problem, although in general the
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Figure 3.14: The dependence of the attachment height ya on the Froude number F for
four dierent vorticity values 
 =  0:5, 0, 1, and 2:35. Using the notation of section 3.2,
this data is collected for  = 0 and  = 0.
qualitative behaviour is the same. Solutions could be found for vorticity values up
to some limiting value, above which the present numerical scheme failed to converge.
This upper limit on the vorticity was found to be about 
 = 2:35, regardless of the
Froude number. After analysing the solutions for vorticity values near 
 = 2:35,
it was observed that the functions x0() and y0() possessed rapid oscillations near
the attachment point, which could explain why the numerical scheme failed in this
parameter region. It seems clear that the abrupt failure does not describe the true
physical behaviour for two reasons. Firstly, since the problem of ow due to a line
sink situated in a corner is equivalent to the bow ow problem of section 3.2 in the
limit  ! 0 and  ! 0, it is expected that the results for large 
 in each case are
qualitatively similar. Secondly, an alternative numerical scheme was able to nd
solutions for arbitrarily large vorticity values. This alternative scheme was identical
to the present one, except that the mesh of grid points on the free surface was
evenly-spaced in the physical variable s, instead of evenly-spaced in the transformed
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variable . The solutions produced by the alternative scheme for 
 < 2:35 agreed
very well with the corresponding solutions found with the current scheme everywhere
except in a small region near the attachment point.
Another small dierence is in the existence of solutions at innite Froude number.
In the present problem, numerical solutions could not be found for vorticity values
near 
 =  1. This is in contrast to the bow ow problem, where solutions could be
found for all vorticity values down to 
 =  1 for all gap heights .
The relationship between the attachment height ya and the vorticity 
 is shown
in gure 3.15 for the ve Froude number values F = 0:75, 1, 1:25, 2 and 1. As
expected, this gure exhibits the same qualitative behaviour as the corresponding
gure 3.4. Note how the plot for F = 1 terminates at its left end before 
 =  1.
As just explained, it is not clear why this occurs, since in the bow ow problem of
section 3.2, solutions for innite Froude exist for all vorticity values down to 
 =  1.
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Figure 3.15: The dependence of the attachment height ya on the vorticity 
 for ve
dierent Froude numbers F = 0:75, 1, 1:25, 2 and 1. Using the notation of section 3.2,
this data is collected for  = 0 and  = 0.
Three free surface proles are shown in gure 3.16 for Froude number F = 2 and
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vorticity values 
 =  0:75, 0 and 2:35. The top prole is the solution for 
 = 0, the
middle prole near the wall represents the solution for 
 =  0:75 and the bottom
one corresponds to 
 = 2:35. This gure exhibits the same behaviour as that shown
in gure 3.5 for the bow ow case where the gap height  and circle radius  at the
nose of the bow are nonzero. That is, the free surface corresponding to the positive
vorticity is lower than the prole for the negative vorticity near the body, but rises
to the asymptotic level of y = 1 faster than the prole for the negative vorticity.
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Figure 3.16: Three proles for F = 2 when there is a line sink located at the origin
beneath a cusped free surface. From top to bottom near the body, the surfaces represent
solutions found for vorticity values 
 = 0,  0:75 and 2:35.
Finally, to check the accuracy of our numerical method, we compare the free
surface prole computed for 
 = 0 and F = 1 with the exact solution given by
equation (3.27). This comparison is presented in gure 3.17. We see that both
proles are in excellent agreement with each other, as expected; this agreement
represents strong conrmation of the reliability of our numerical scheme.
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Figure 3.17: A comparison of a numerically found solution with an exact one. The solid
free surface represents the solution computed using the numerical method in section 3.4.2
when F = 1 and 
 = 0. The dotted free surface represents an exact solution (3.27)
initially found by King & Bloor (1988).
3.5 Summary
In this chapter, the free surface ow of a rotational uid past a semi-innite body is
solved numerically using a boundary integral method. Solutions are found where the
surface meets the front face of the body smoothly. These sorts of ows have been
calculated before by Hocking (1993) for the special situation where the vorticity

 = 0. It is found that for any xed vorticity value 
 >  1, the behaviour of
the solutions is qualitatively the same as that found by Hocking in the irrotational
case. That is, solutions can be found for all Froude numbers above and including
the critical value F = 1=
p
1 + 
. When 
 =  1, the only solution is the limiting
case, where F =1.
The non-existence of solutions below this lower Froude number limit is consistent
with other withdrawal ows with similar geometry. In most cases when the ow is
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irrotational (
 = 0), this lower limit is F = 1. For example, when studying the
problem of uid owing into a vertical slot, Hocking (1992) found a lower bound of
F = 1 for suciently small slot widths. Here the free surface was assumed to attach
smoothly to the vertical wall above the slot. Similar behaviour is found with other
withdrawal ows where a cusp lies on the free surface directly above a source (see
for example Hocking (1985), Hocking (1991) and Vanden-Broeck & Keller (1987a)).
The question arises as to why no steady solutions could be found below this
lower Froude number limit. Possibly the answer lies in the formation of waves on
the free surface. In the related problem of the irrotational ow due to a submerged
source in a uid of nite depth, waves have recently been found by Vanden-Broeck
(1997a) and Hocking & Vanden-Broeck (1998), for F < 1, by placing a rigid lid on
the free surface downstream. They could also reproduce a special family of waveless
solutions found by Vanden-Broeck & Keller (1987a), where the Froude number is
found as part of the solution process. If waves do exist in the present problem, then
it would be natural to assume they exist in the same way, and that the present
numerical method should at least detect a subcritical waveless branch of solutions
at a unique Froude number F < 1=
p
1 + 
, for a xed vorticity 
. Unfortunately,
as was the case with Hocking (1993), no such subcritical family of solutions could
be found, and the question of whether waves exist for this ow geometry remains
unanswered.
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Chapter 4
Free surface ows emerging from
beneath a semi-innite at plate:
Linear solution.
So far, in chapters 2 and 3, we have considered two dierent geometries that may
be appropriate for modelling the ow past a rectangular shaped bow or stern with
a rounded corner. The results of this study show that subcritical solutions with
stagnant attachment describe a family of stern ows, while supercritical solutions
with smooth attachment describe a family of bow and stern ows. In addition, it is
possible that supercritical solutions with stagnant attachment may form a subset of
a general class of bow ows which are characterised by a splash or rolling vortex near
the front face of the body. It is natural to ask whether there are other geometries
which can be used to describe two-dimensional bow or stern ows. This question
leads us to consider the ow emerging from beneath a horizontal plate, which is the
purpose of the next two chapters.
This new problem is very similar to the problems examined in chapters 2 and 3;
however, the simple geometry of the at plate allows us to do things that were not
possible before. For example, in the current chapter, we assume that the elevation
of the plate is close to the level of the undisturbed free surface. A linear problem
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is formulated, and then solved exactly using the Wiener-Hopf technique. In the
next chapter the nonlinear problem is considered. The simple geometry allows us
to derive exact relationships between certain parameters using conservation of mass
and momentum arguments. These results are quite remarkable, considering the level
of nonlinearity in the problem.
Some of the material in this chapter is also presented in McCue & Stump (2000).
4.1 Introduction
In this chapter, we consider the linearised free surface ow past a semi-innite plate
in a uid of nite depth. As usual, it is assumed that the uid is inviscid and
incompressible, and that there is a constant vorticity throughout. In addition, it
is assumed that the free surface detaches horizontally from the trailing edge of the
plate. Subcritical solutions to this problem can be used to model the ow past the
stern of a ship.
Irrotational ow in a uid of innite depth
This chapter is the rst such study for a nite depth uid, even without the constant
vorticity. In the past, all attention has been given to the innite depth case. The
history of the innite depth problem is discussed here.
Consider the two-dimensional, irrotational, free surface ow past a semi-innite
stern in an innitely deep uid, as shown in gure 4.1. The draft of the ship,
denoted by d, is the vertical distance between the body and the undisturbed free
surface level y = 0 in the limit x!  1. The speed of the uid upstream is assigned
the value c, and the location of the free surface is denoted by y = (x). Typically,
in these innite depth problems all lengths are made dimensionless with respect to
the characteristic length c2=g, where g is the acceleration due to gravity. It follows
that the problem depends only on the draft-based Froude number
Fd =
cp
gd
;
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and the shape of the body.
d
c
y
x
Figure 4.1: A sketch in dimensional variables of the free surface ow past a semi-innite
stern in a uid of innite depth. The origin is xed at the mean water level above the
detachment point.
This scaling of variables forces the dimensionless draft to be d = 1=F
2
d . For
this discussion, we will denote the dimensionless body shape by y = dB(x) for
x  0, so that the function B(x) !  1 as x !  1. In the special case of a
at bottomed stern, the body shape function is simply B(x) =  1. As the Froude
number Fd !1, the draft of the body d ! 0, and the ow approaches a uniform
stream (assuming that B(x)   1 for all x).
A linear version of this problem arises under the assumption that the Froude
number Fd is large. Using the Wiener-Hopf technique, Schmidt (1981) solved the
steady linear problem exactly, with the resulting free surface location y = (x) in
the form of quadratures of known functions. Asymptotic expressions were derived
for small and large values of x. In the case of a at stern, these expressions reduce
to
(x) = d

 1 + 4x
3=2
3
p

+O(x2)

as x! 0; (4.1)
and
(x)  d
h
 
p
2 cos(x+ =8)
i
as x!1: (4.2)
Therefore, in this linear problem, there is a train of sinusoidal waves in the far eld
with amplitude
p
2d and wavelength 2.
Vanden-Broeck (1980) considered the steady nonlinear case of a at stern. He
found exact relations between the Froude number (or draft), the wave amplitude, and
wavelength using a conservation of momentum argument. In addition, the complete
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nonlinear problem was solved numerically using a boundary integral method. For
large Froude numbers (small draft values), the downstream waves were very close
to sine waves, and the amplitude and wavelength was found to approach the values
p
2d and 2 respectively. This veries the ndings of Schmidt (1981) for large
x. As the Froude number decreased, the waves appeared to be more nonlinear in
shape, with shaper crests and broader troughs. The exact relationships predict that
there is a minimum Froude number Fd = 2:23. For Froude numbers in the range
2:23 < Fd < 2:26, the wave steepness becomes double-valued, and then reaches the
critical value S = 0:141 when Fd = 2:23.
A time-dependent study of the problem was undertaken by Haussling (1980) for
curved and at stern shapes. Both linear and nonlinear cases were examined. In
the limit t!1, the linear solution and the nonlinear solutions for Froude numbers
Fd = 3 and 4 appeared to agree with the steady results of Vanden-Broeck (1980) for
the at stern case. The problem for Fd = 2 was also considered; however no results
for large time could be found. Instead, the beginnings of a breaking wave formed.
This result is also consistent with Vanden-Broeck's ndings, since there is no steady
solution for Fd < 2:23.
More recently, the linear problem was revisited by Zhang & Zhu (1995), who
again used the Wiener-Hopf technique for their study. Zhang & Zhu considered the
family of stern shapes with B(0) = 0 (of which, the at stern is not a member). They
rst solved the time-dependent problem and showed that a steady state solution
exists in the large time limit. A complicated closed form solution is obtained in
terms of contour integrals. The steady problem is then considered, and a closed form
far eld solution is obtained. Some results are compared with those of Haussling
(1980) for a specic body shape.
In his linear study, Schmidt (1981) computed stern shapes which have the special
property of creating no waves on the downstream free surface. As discussed in
chapters 1 and 2, these waveless stern ows can also be interpreted as splashless
bow ows, and are therefore of great interest.
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Madurasinghe & Tuck (1986) solved the full nonlinear problem of irrotational
ow past a semi-innite body numerically using a boundary integral method, in an
attempt to compute stern shapes which eliminated waves on the free surface. They
forced the free surface to be at upstream a priori, and then solved for the shape
of the body. This study was successful, and some families of these special stern
geometries were found. All such body shapes where characterised by a downward
directed segment at the trailing edge of the stern. The results of Madurasinghe &
Tuck (1986) were later veried by Farrow & Tuck (1995).
Zhang & Zhu (1995) discussed a method of minimising the wave amplitude by
optimising the body shape, but left this for further study. The method proposed
would not yield the same stern shapes as the ones shown in Schmidt (1981), since
Zhang & Zhu (1995) restrict themselves to the case where B(0) = 0.
Other related research
Varley & Walker (1989) have considered the general class of singular integral equa-
tions
a(x) =
1

 
Z 1
0
b(s)
s  x ds; (4.3)
where a(x) and b(x) are given in terms of a function f(x) as
a(x) = A1
df
dx
+ A0f and b(x) = B1
df
dx
+B0f:
They derived a technique for solving these equations for the function f(x), x  0,
subject to the condition f(0) = f0.
Using Cauchy's integral formula, it can be easily shown that solving the problem
of linearised free surface ow past a semi-innite at plate in an innitely deep
uid is equivalent to solving equation (4.3) with f(x) given by the linearised surface
elevation, f(x) = (x), and the constants given by
A0 = 1; A1 = 0; B0 = 0; B1 =  1; f0 =  d: (4.4)
This problem was used as an example by Varley & Walker (1989), who referred to
101
it as the \compliant layer problem". The solution is given by
(x) = d

 
p
2 cos

x+

8

+
1

Z 1
0
exp

1

Z r
0
log t dt
t2 + 1

e rx
(1 + r2)5=4
dr

: (4.5)
This solution consists of two terms. The rst term represents the constant amplitude
sine wave and the second term is the decaying part that behaves like O(x 1) as x
increases. The asymptotic expansions of this solution for small and large x are given
by
(x) = d

 1 + 4x
3=2
3
p

+
8x5=2
153=2

61
15
  0   log 4x

+O(x7=2)

as x! 0 (4.6)
and
(x) = d

 
p
2 cos

x+

8

+
1
x
  0 + 2  log x
2x2
+O(x 3)

as x!1:
Here, and for the rest of this chapter, 0 = 0:5772 : : : is Euler's constant. These
expansions are more accurate than those presented in Schmidt (1981) (see equa-
tions (4.1) and (4.2)) and are due to David Stump [private communication].
Other problems which reduce to solving equation (4.3) are also presented in
Varley & Walker (1989). One of these is the so-called \dock" problem, which bears
a close resemblance to the linearised free surface ow past a semi-innite at plate
in an innitely deep uid. The dock problem is studied by Friedrichs & Lewy (1948)
and Holford (1964), and discussed in Stoker (1957). It is concerned with calculating
the eect a at plate located at the level y = 0, for x < 0, has on time-periodic
waves on the free surface. Far upstream under the plate, the ow is stationary. At
the edge of the dock, there is a singularity, and the velocities become innite. The
dock problem has also been solved in the nite depth case by Heins (1948).
Another similar problem governed by the integral equation (4.3) occurs within
the context of lifting-line theory, and is treated by Stewartson (1960). Here the
constants are given by
A0 = 1; A1 = 0; B0 = 0; B1 = 1; f0 = 1:
Note how these are nearly the same as those given in (4.4) for the problem of free
surface ow past a at plate. The positive value of B1 here yields a solution that
decays monotonically without oscillations.
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Outline of the chapter
In section 4.2 of this chapter, the free surface ow past a semi-innite plate in a
nite depth uid is formulated and then linearised. In keeping with the theme of
this thesis, a constant vorticity is included in the ow. This linear problem is solved
exactly in section 4.3 with the use of the Fourier transform and the Wiener-Hopf
technique. The results for both subcritical and supercritical ows are described in
sections 4.4 and 4.5 respectively. Finally, some closing remarks on this study are
given in section 4.6.
It will be shown that there is a one-parameter family of subcritical solutions,
which are characterised by a train of sinusoidal waves on the free-surface. As the
Froude number approaches zero in the irrotational case, the solutions approach those
found in the innite depth problem described earlier. Supercritical solutions are also
obtained; however these solutions violate the assumptions used in the perturbation
expansions. A possible explanation for this is deferred until the next chapter.
4.2 Mathematical Formulation
Consider the steady, two-dimensional, free surface ow emerging from beneath a
semi-innite at plate, as shown in gure 4.2. As usual, it is assumed that the uid
is inviscid and incompressible, and that there is a constant vorticity ! throughout the
ow domain. Surface tension eects are ignored. The vertical distance between the
horizontal bottom and the plate is denoted by D, and the height of the undisturbed
free surface is denoted by H.
Cartesian coordinates are introduced, so that the x-axis lies on the horizontal
bottom, and the y-axis touches the trailing edge of the plate. Upstream, under the
plate, there is a uniform shear ow with horizontal velocity c2 + !y, where c2 is
given by
c2 =
1
D

cH +
1
2
!(H2  D2)

: (4.7)
Therefore, in the trivial case where H = D, the solution is simply the uniform shear
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with horizontal velocity c+ !y.
The various quantities in the formulation are made dimensionless by scaling with
respect to the height H and the speed c. The three parameters which describe the
ow are the (depth based) Froude number F = c=
p
gH, the nondimensional vorticity

 = !H=c and the height of the plate above the bottom  = D=H. Using these
nondimensional variables, the undisturbed free surface level is located at y = 1.
x
y= η(x)y
*
1γ c +    yΩ
Figure 4.2: A schematic sketch of the free surface ow past a semi-innite plate in a
nite depth uid.
Since the ow is rotational, the problem is governed by Poisson's equation for the
streamfunction  . A particular solution of this equation is cy + 1
2

y2, where c is
a constant. We can therefore write the streamfunction as the sum of this particular
solution and a function 	, so that this new function 	, along with its harmonic
conjugate , satisfy Laplace's equation. The velocity components can be calculated
from  using the expressions
u = c + 
y +
@
@x
; v =
@
@y
:
The constant c is chosen to be the nondimensional version of c2, dened in (4.7).
Thus, c has the value
c =
1


1 +


2
(1  2)

:
The boundary conditions are now considered briey. On the free surface, which
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we denote by y = (x), there is the kinematic condition, which we write as
@
@y
=

c + 
y +
@
@x

d
dx
; on y = (x): (4.8)
The other condition on the free surface is Bernoulli's equation
1
2

c + 
y +
@
@x
2
+
1
2

@
@y
2
+
y
F 2
=
1
2
(1 + 
)2 +
1
F 2
; (4.9)
on y = (x). This equation expresses the fact that there is a constant pressure on
the surface of the uid.
On the plate and free surface, the vertical component of the velocity must vanish,
which leads to the other two boundary conditions
@
@y
= 0; on y = ; for x  0; (4.10)
and
@
@y
= 0; on y = 0; for  1 < x <1: (4.11)
It is convenient for this linear study to introduce the nondimensional draft pa-
rameter
 = 1  :
When the plate height   1, the parameter  becomes small, and it is assumed that
the uniform shear ow is only slightly perturbed. This motivates the introduction
of the perturbation expansions
(x; y) =  (x; y) +O(2) ;
and
(x) = 1 +  1(x) +O(
2) :
These expansions are substituted into Laplace's equation for , and the boundary
conditions (4.8)-(4.11). The resulting linear problem is given by
r2 = @
2
@x2
+
@2
@y2
= 0 for  1 < x <1; 0 < y < 1 ; (4.12)
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subject to the boundary conditions
@
@y
= 0 on y = 1; x < 0 ; (4.13)
@
@y
 

F 2(1 + 
)2
F 2
(1 + 
) + 1

@2
@y2
= 0 on y = 1; x > 0 ; (4.14)
@
@y
= 0 on y = 0  1 < x <1 : (4.15)
Given the solution to this problem, the location of the free surface can be found
from the formula
1(x) =  

F 2(1 + 
)
F 2
(1 + 
) + 1
 
1 + 
 +
@
@x
(x; 1)

; (4.16)
for x > 0.
The correct solution will satisfy 1(0) =  1, so that the free surface detaches
from the plate at the proper height. Also, since the problem is linear, we expect the
solution 1(x) ! 0 in the limit x ! 1 (in the supercritical case), or to consist of
a sinusoidal wavetrain centred about the x-axis (in the subcritical case). In other
words, y = (x) should approach the undisturbed depth y = 1 as x ! 1, either
asymptotically or in the mean.
4.3 Wiener-Hopf Technique
We introduce the Fourier transform pair, dened by
f^(k) =
Z 1
 1
f(x) eikx dx and f(x) =
1
2
Z 1
 1
f^(k) e ikx dk :
The solution of (4.12) is accomplished by taking a Fourier transform in the x-
direction. The resulting dierential equation is
d2^
dy2
(k; y)  k2^(k; y) = 0: (4.17)
Following the Wiener-Hopf procedure (see Noble (1958)), the boundary condi-
tions (4.13) and (4.14) are expressed in the forms
@
@y
(x; 1) =
8<: 0 x < 0m(x) x > 0
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and
@
@y
(x; 1) 

F 2(1 + 
)2
F 2
(1 + 
) + 1

@2
@y2
(x; 1) =
8<: n(x) x < 00 x > 0 ;
where the unknown functions m(x) and n(x) are dened to be zero in the regions
x < 0 and x > 0 respectively. Transforms of these conditions can now be taken in
the usual way. The results are
d^
dy
(k; 1) =
Z 1
0
m(x) eikx dx = m^+(k) (4.18)
and
d^
dy
(k; 1) 

F 2(1 + 
)2
F 2
(1 + 
) + 1

d2^
dy2
(k; 1) =
Z 0
 1
n(x) eikx dx = n^ (k): (4.19)
The quantities m^+(k) and n^ (k) are, respectively, analytic functions in the upper
and lower complex k-plane.
The solution of the dierential equation (4.17) is
^(k; y) = A(k) cosh ky +B(k) sinh ky:
The transform of the bottom condition (4.15), which is simply
d^
dy
(k; 0) = 0;
immediately implies the function B(k) = 0. Therefore the solution for ^(k; y) is of
the form
^(k; y) = A(k) cosh ky: (4.20)
Substitution of (4.20) into (4.18) and (4.19) reveals that
m^+(k) = kA(k) sinh k (4.21)
and
n^ (k) = kA(k) sinh k   k
2A(k)F 2(1 + 
)2
F 2
(1 + 
) + 1
cosh k:
The elimination of A(k) here provides the Wiener-Hopf equation
n (k) = m+(k)f1(k)f2(k); (4.22)
where the functions f1 and f2 are given by
f1(k) =
sinh k
k
  F
2(1 + 
)2
F 2
(1 + 
) + 1
cosh k; f2(k) =
k
sinh k
: (4.23)
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4.3.1 Factoring the Wiener-Hopf equation
The next step in the Wiener-Hopf technique is to factor the quantities dened
by (4.23) into functions which are either analytic and nonzero in the upper or lower
k-plane.
The function f1(k):
The splitting of
f1(k) =
sinh k
k
  F
2(1 + 
)2
F 2
(1 + 
) + 1
cosh k (4.24)
depends upon the value of the Froude number. When the Froude number F >
1=
p
1 + 
, the ow is considered supercritical. Here, the function f1(k) has no real
roots, but innitely many imaginary roots. These roots are denoted by k = in,
for n = 1; 2; : : :, and n > 0. As n!1, the values of n = n  1=2 +O(n 1).
In the subcritical case (Froude number F < 1=
p
1 + 
), there are two real roots
of f1 and innitely many imaginary roots. The real roots are denoted by k = R,
for R > 0. As F ! 1=
p
1 + 
, R ! 0, while as F ! 0,
R  F
2
(1 + 
) + 1
F 2(1 + 
)2
:
The imaginary roots are given by k = in for n = 1; 2; : : :, and n > 0, where
n = n+ 1=2 +O(n
 1) as n!1.
The function f1 is factored into the form
f1(k) =
8>>>>>><>>>>>>:
1  F 2(1 + 
)
F 2
(1 + 
) + 1

1  k
2
2R
 1Y
n=1

1  ik
n

1 +
ik
n

; F < Fc
1  F 2(1 + 
)
F 2
(1 + 
) + 1
1Y
n=1

1  ik
n

1 +
ik
n

; F > Fc;
(4.25)
using the Weierstrass innite product theorem (Spiegel (1964)). Here we have de-
noted the critical Froude number 1=
p
1 + 
 by Fc.
For subcritical ows (F < Fc), we write
f1(k) =
1  F 2(1 + 
)
F 2
(1 + 
) + 1

1  k
2
2R

H(k)H( k) (4.26)
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where the function
H(k) = e i0k=
1Y
n=1

1  ik
n

eik=n (4.27)
is analytic everywhere, with zeros at k =  in, for n = 1; 2; : : :. The second
exponential term in (4.27) ensures that the innite product is uniformly convergent.
Following Buchwald (1994) and Buchwald & Viera (1996, 1998), the function
H0(k) = e
 i0k=
1Y
n=1

1  ik
(n+ 1
2
)

eik=n
is introduced. This function is analytic everywhere, and has simple zeros at k =
 i(n+ 1=2), for n = 1; 2; : : :. It can be shown, after some rearrangement, that
H(k) = C T (k)H0(k); (4.28)
where T (k) and C are given by
T (k) =
1Y
n=1
"
1 +
n   (n+ 12)
n+ 1
2
  ik

#
and
C =
1Y
n=1

n+ 1
2
n

:
The innite product T (k) analytic and non-zero in the upper half k-plane. It has
simple poles at k =  i(n + 1=2), and simple zeros at k =  in (both for n =
1; 2; : : :).
This representation for H(k) is useful for three reasons. Firstly, the function
H0(k) is simply
H0(k) =
p

2  (3
2
  ik

)
; (4.29)
where  (z) is the usual Gamma function. To show this, Euler's innite product
denition
1
 (z + 1)
= e0z
1Y
n=1
h
1 +
z
n
i
e z=n
is used to write
 

3
2
  ik


= e i0k= 0=2
1Y
n=1
"
n+ 1
2
  ik

n
# 1
e ik=n+1=2n:
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After some algebra, it follows that
H0(k)  

3
2
  ik


= e 0=2
1Y
n=1

1 +
1
2n
 1
e1=2n =  

3
2

=
p

2
;
and hence the result (4.29) is obtained.
Secondly, the innite product T (k) is uniformly convergent, since each term has
the form 1 + O(n 2). Furthermore, this function approaches unity in the limit
k !1.
Finally, the constant C has the exact value
C =
2RF (1 + 
)

p
1  F 2(1 + 
) : (4.30)
We show this now by considering the asymptotic behaviour of f1(k) for large k.
With the use of the reection formula for Gamma functions
 (z) (1  z) = 
sin z
; (4.31)
one can easily derive the result
H0(k)H0( k) = cosh k
1 + 4k2=2
:
Therefore, using the expressions in (4.26) and (4.28), there is the behaviour
H(k)H( k) = C2T (k)T ( k) cosh k
1 + 4k2=2
 C
22
4k2
ek
2
and hence
f1(k)   

1  F 2(1 + 
)
F 2
(1 + 
) + 1

C22ek
82R
(4.32)
for large k. In addition, the large k behaviour can be found from (4.24) directly,
giving
f1(k)   

F 2(1 + 
)2
F 2
(1 + 
) + 1

ek
2
(4.33)
The result in (4.30) can be found immediately by comparing (4.32) and (4.33).
For supercritical ows (F > Fc), the analysis is very similar, and can be found
in Appendix B.
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Summary of splitting for f1(k):
The splitting for both the subcritical and supercritical cases is summarised here for
convenience. The function f1 is written as
f1(k) =
8>>>>><>>>>>:
1  F 2(1 + 
)
F 2
(1 + 
) + 1

1  k
2
2R

H(k)H( k); F < Fc
1  F 2(1 + 
)
F 2
(1 + 
) + 1
H(k)H( k); F > Fc ;
(4.34)
where H(k) = C T (k)H0(k), and C, H0(k), and T (k) are given by
C =
8>>>>><>>>>>:
2RF (1 + 
)

p
1  F 2(1 + 
) ; F < Fc
F (1 + 
)p
F 2(1 + 
)  1 ; F > Fc ;
(4.35)
H0(k) =
8>>>>><>>>>>:
p

2 (3
2
  ik

)
; F < Fc
p

 (1
2
  ik

)
; F > Fc ;
(4.36)
and
T (k) =
8>>>>>>><>>>>>>>:
1Y
n=1
"
1 +
n   (n+ 12)
n+ 1
2
  ik

#
; F < Fc
1Y
n=1
"
1 +
n   (n  12)
n  1
2
  ik

#
; F > Fc :
(4.37)
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The function f2(k):
Using the Weierstrass innite product theorem, the function f2 is factored as
f2(k) =
k
sinh k
=
1Y
n=1

1 +
k2
n22
 1
= S(k)S( k); (4.38)
where
S(k) = ei0k=
1Y
n=1

1  ik
n
 1
e ik=n =  

1  ik


: (4.39)
The function S(k) is non-zero everywhere, analytic in the upper-half plane, with
poles at k =  in, for n = 1; 2; : : :.
4.4 Subcritical ow
When the ow is subcritical, the expansions for f1(k) and f2(k) (4.34)-(4.39) are
used to split the Wiener-Hopf equation (4.22) into the form
n^ (k)
S( k)H( k) = m^+(k)

1  F 2(1 + 
)
F 2
(1 + 
) + 1

1  k
2
2R

H(k)S(k) = E; (4.40)
where, by Liouville's theorem, E is an undetermined constant. In this factoring, the
two real roots of f1(k) located at k = R have been grouped with the functions
that are analytic in the upper half-plane. This ensures a downstream wavetrain and
that the velocity components along the free surface remain bounded as x! 0.
The solution of (4.40) for m^+(k) substituted into (4.21) yields the equation
m^+(k) = kA(k) sinh k =

F 2
(1 + 
) + 1
1  F 2(1 + 
)

E
(1  k2=2R)H(k)S(k)
:
It follows from (4.20) that the solution for the transformed function ^ is therefore
^(k; y) =

F 2
(1 + 
) + 1
1  F 2(1 + 
)

E cosh ky
k sinh k(1  k2=2R)H(k)S(k)
;
and hence the solution for  is
(x; y) =
E
2

F 2
(1 + 
) + 1
1  F 2(1 + 
)
 Z 1+i
 1+i
cosh ky e ikx dk
k sinh k(1  k2=2R)H(k)S(k)
: (4.41)
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Here  is a small positive constant chosen so that the poles along the real k-axis lie
below the inversion contour.
To use the formula for the free surface (4.16), we need to evaluate the integral
@
@x
(x; 1) =
 iE
2

F 2
(1 + 
) + 1
1  F 2(1 + 
)
 Z 1+i
 1+i
coth k e ikx dk
(1  k2=2R)H(k)S(k)
=
 iE[F 2
(1 + 
) + 1]
2
p
RF (1 + 
)
p
1  F 2(1 + 
)
Z 1+i
 1+i
I(x; k) e ikx dk (4.42)
using well known complex integration methods.
The term I(x; k) in (4.42) is given by
I(x; k) =
 (3=2  ik=) coth k
 (1  ik=)(1  k2=2R)T (k)
:
This expression can be simplied slightly using the reection formula (4.31). The
result is
I(x; k) =
i(1=2  ik=) (ik=)
 (1=2 + ik=)(1  k2=2R)T (k)
: (4.43)
The integral in (4.42) is evaluated for x  0 by closing the path of integration
with a large semi-circle in the lower half k-plane. With the use of the asymptotic
expansion
 (z)
 (1
2
+ z)
 1
z1=2
+
1
8z3=2
+
1
128z5=2
; as z !1 (4.44)
(see Abramowitz & Stegun (1972)), it is easy to see that the function I(x; k) =
O(k 3=2), as k ! 1. Therefore, by Jordan's Lemma, the contribution along the
semi-circle vanishes. It follows that the expression (4.42) can be written as
@
@x
(x; 1) =
 pE[F 2
(1 + 
) + 1]
RF (1 + 
)
p
1  F 2(1 + 
) W (x) ; (4.45)
where
W (x) =   1
2i
Z 1+i
 1+i
I(x; k) e ikx dk (4.46)
is the sum of the residues of I(x; k)e ikx on the real k-axis, and in the lower half
k-plane.
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Calculating the residues of I(x; k)e ikx
Careful examination reveals that the term I(x; k) has a pole at the origin, two poles
at k = R, and innitely many poles at the roots k =  im of T (k). We consider
the residue at the origin rst.
The Gamma function  (z) has a simple pole at point z = 0 with residue 1.
Therefore, the residue of I(x; k)e ikx at the origin is
i(1=2)(=i)
 (1=2)T (0)
:
Now the innite product T (0) is simply C 1, where the constant C is given by (4.35).
Therefore the required residue is
RF (1 + 
)p

p
1  F 2(1 + 
) : (4.47)
The residues of I(x; k)e ikx due to the simple poles at k = R are given by
 R (3=2  iR=) cothRe iRx
2T (R) (1  iR=) and
 R (3=2 + iR=) cothReiRx
2T (R) (1 + iR=)
:
The sum of these two residues is
  coshR
2T (R)T ( R)

T ( R)  

1 +
iR


 

3
2
  iR


e iRx
+ T (R)  

1  iR


 

3
2
+
iR


eiRx

:
Here the terms in the square brackets are all complex, while the innite product
T (R)T ( R) =
1Y
n=1

2n + 
2
R=
2
(n+ 1=2)2 + 2R=
2

=
(2 + 42R)(F^
2 + 2RF^
4   1)
82RF^
2
(4.48)
is real. The value of T (R)T ( R), given in (4.48), can be found by analysing the
expressions in (4.24), (4.26) and (4.28)-(4.30).
Gamma functions have the property that  (z) =  (z), where the bar denotes
complex conjugate. Therefore the sum of the two residues at k = R can be
written as
  coshR
T (R)T ( R) <

T (R)  

1  iR


 

3
2
+
iR


eiRx

; (4.49)
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where the symbol < denotes the real part of the quantity in the curly brackets. The
expression (4.49) is sinusoidal in x.
Finally, the residues of I(x; k)e ikx at the points k =  im for m = 1; 2; : : :
need to be considered. Using the expression in (4.43), it follows that these residues
are all in the form
i
T 0( im)
(1=2  m)
(1 + 22m=
2
R)
 (m)
 (1=2 + m)
e mx: (4.50)
We now derive an expression for the derivative T 0( im).
Dierentiation of the expression for f1 in (4.34) with respect to the variable k
yields
f 01(k) =
1  F 2(1 + 
)
F 2
(1 + 
) + 1

1  k
2
2R

[H 0(k)H( k) H(k)H 0( k)]
  2k
2R
H(k)H( k)

:
After substituting k =  im, and noting thatH( im) = 0, we have the equation
f 01( im) =
1  F 2(1 + 
)
F 2
(1 + 
) + 1

1  k
2
2R

H 0( im)H(im): (4.51)
The term H 0( im) is found by using the product rule on equation (4.28) and
again cancelling the vanishing terms which involve the product T ( im). The
result is used, along with (4.51), (4.35)-(4.37), and the reection formula (4.31), to
give the expression
f 01( im) =
2RF
2(1 + 
)2
[F 2
(1 + 
) + 1]

1  k
2
2R

T 0( im)T (im)
 (3=2  m) (3=2 + m)
= cos m
(2R + 
22m)F
2(1 + 
)2
2[F 2
(1 + 
) + 1]
T 0( im)T (im)
(1=4  2m)
: (4.52)
An alternative expression for f 01( im) is now found by dierentiating the def-
inition (4.24) directly. The result is
f 01( im) =
i cos m
m
  i sinm
22m
+
iF 2(1 + 
)2
F 2
(1 + 
) + 1
sin m
= i cosm

[1  F 2(1 + 
)][F 2
(1 + 
) + 1] + 22mF 4(1 + 
)4
m[F 2
(1 + 
) + 1]2

;
(4.53)
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where the relationship
tanm
m
=
F 2(1 + 
)2
F 2
(1 + 
) + 1
(4.54)
has been used.
Equating (4.52) and (4.53) yields the required expression involving T 0( im):
i
T 0( im) =
mF
2(1 + 
)2[F 2
(1 + 
) + 1](2R + 
22m)T (im)
(1
4
  2m)([1  F 2(1 + 
)][F 2
(1 + 
) + 1] + 22mF 4(1 + 
)4)
Finally, substitution of this expression into equation (4.50) gives us the residues
at the points k =  im at m = 1; 2; : : :. These are
m
2
RF
2(1 + 
)2[F 2
(1 + 
) + 1]T (im) (m) e
 mx
(1
2
+ m)([1  F 2(1 + 
)][F 2
(1 + 
) + 1] + 22mF 4(1 + 
)4) (12 + m)
: (4.55)
All these residues become exponentially small as x!1.
Calculating the constant E
The solution for 1(x) follows immediately from equations (4.16), (4.45), (4.46),
(4.47), (4.49) and (4.55), and is written in the form
1(x) =  F^ 2 + E F^
2
(1 + 
)(1  F^ 2)
+
p
E F^
R(1 + 
)
p
1  F^ 2
   coshR
T (R)T ( R) <

T (R)  

1  iR


 

3
2
+
iR


eiRx

+
1X
m=1
m
2
RF^
2T (im) (m) e
 mx
(1
2
+ m)(1  F^ 2 + 22mF^ 4) (12 + m)
#
: (4.56)
The parameter F^ , dened by
F^ 2 =
F 2(1 + 
)2
F 2
(1 + 
) + 1
; (4.57)
is used to simplify the solution.
There are three terms in this solution; a constant, a sinusoidal variation centred
on the x-axis, and an exponentially decaying term. Physically, we expect the solution
for large x to consist of the sinusoidal variation only. We therefore force the constant
term to be zero, by choosing the value of E to be
E = (1 + 
)(1  F^ 2) = (1 + 
)[1  F
2(1 + 
)]
F 2
(1 + 
) + 1
:
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This choice for E is justied later, by showing numerically that it corresponds to
the correct detachment condition 1(0) =  1.
With the value of E determined, the solution for the location of the free surface
is given by
1(x) =
F^
q
(1  F^ 2)
R
   coshR
T (R)T ( R) <

T (R)  

1  iR


 

3
2
+
iR


eiRx

+
1X
m=1
m
2
RF^
2T (im) (m) e
 mx
(1
2
+ m)(1  F^ 2 + 22mF^ 4) (12 + m)
#
; (4.58)
with the parameter F^ dened in (4.57).
The parameter F^ can be thought of as a modied Froude number. For subcritical
ows, it takes values in the range 0 < F^ < 1, and reduces to F^ = F when 
 = 0.
Note how the location of the free surface does not depend on both the parameters
F and 
 independently, but in fact only depends on the combination F^ . This is a
remarkable result. For example, the (linear) prole for 
 =  0:5 and F = 0:894 and
the (linear) prole 
 = 0:5 and F = 0:348 is exactly the same, since F^ = 0:5 for both
these cases. The properties of the solution (4.58) will be discussed in section 4.4.2.
4.4.1 Numerical considerations
The solution for the free surface location is computed using the FORTRAN 77 pro-
gramming language. Details of the numerical treatment given to the terms in (4.58)
are presented in this section. We begin by considering the expansion for the term
n.
As stated in section 4.3.1, the imaginary roots of the function f1(k) (dened
in (4.24)) are denoted by k = in for n = 1; 2; : : :. We now write the term n as
n = n+
1
2
+
1X
j=1
aj
nj
for n  2; (4.59)
and solve for the rst two constants a1 and a2.
Simple trigonometric identities and Taylor expansions can be used to show that
sinn = ( 1)n cos
ha1
n
+
a2
n2
+O(n 3)
i
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= ( 1)n

1  a
2
1
2
2n2
+O(n 3)

and
n cosn = ( 1)n+1 sin
ha1
n
+
a2
n2
+O(n 3)
i
n
= ( 1)n
h
 a1
n
  a2
n2
+O(n 3)
i 
n+
1
2
+O(n 1)

= ( 1)n
h
 a1   a1
2n
  a2
n
+O(n 2)
i
:
When these expansions are substituted into equation (4.54), and terms of same order
are equated, we nd that the rst two constants a1 and a2 are given by
a1 =
 1
2F^ 2
and a2 =
1
22F^ 2
: (4.60)
Clearly, when F^ ! 0, the expansion (4.59) is no longer valid, since both a1 and a2
become innite. These constants will be used throughout the rest of this chapter.
Using the constants in (4.60), it is easy to see that the expansion for 2n is
2n = n
2 + n+

1
4
  2
2F^ 2

+O(n 2): (4.61)
The innite products
The innite product T (R), dened by (4.37), is now examined. For numerical
purposes, this product is rewritten in the form
T (R) = exp
( 1X
n=1
log

n   iR=
n+ 1=2  iR=
)
: (4.62)
Using the expansion (4.59), we nd the argument of the series in (4.62) is
  1
2F^ 2n2
+
1
2F^ 2n3
(1  iR=) +O(n 4);
as n!1. Therefore this series converges.
For a suciently large integer value N , the series can be approximated by
NX
n=1
log

n   iR=
n+ 1=2  iR=

+
1X
n=N+1
  1
2F^ 2n2
+
1  iR=
2F^ 2n3

(4.63)
118
Furthermore, the second sum in (4.63) can be approximated using the integralZ 1
N+1
  1
2F^ 22
+
1  iR=
2F^ 23

d =   1
2F^ 2(N + 1)
+
1  iR=
22F^ 2(N + 1)2
(4.64)
The error in this second approximation is less than
1
2F^ 2(N + 1)2
:
The innite product T (R) was computed for various values of the integer N ,
and the results are shown in tables 4.1 and 4.2. For the entries in table 4.1, only
the rst N terms of the innite sum are used in the calculations. In table 4.2, the
results are more accurate, since the tail of the sum for n = N + 1 to N = 1 is
approximated using (4.64), and then added to the sum of the rst N terms.
For a xed value of N , the accuracy of the data in table 4.1 decreases as the
parameter F^ decreases. This is because the tail of the innite series in (4.62),
approximated by (4.64), is proportional to F^ 2. We observe that the addition of
the tail signicantly increases the convergence of the series, and that with N = 105,
the results are accurate to 7 signicant gures.
The innite product T (im) is treated in the same manner as that just described
for T (R). Full details are included in Appendix C.
The Gamma functions
The ratio of Gamma functions
 (m)
 (1
2
+ m)
(4.65)
is now considered. For values of m in the range 1  m  169, each of these Gamma
functions is computed using the NAG Fortran library routine S14AAF directly.
However, for m > 169, the value of each Gamma function becomes too large for
this routine, although the ratio itself is quite small. To overcome this dicultly,
Stirling's formula (4.44) is used.
The approximation given by Stirling's formula is very accurate, even for mod-
erately small values of m, as can be seen in table 4.3. In this table, exact and
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Real part of T (R)
F^ N = 103 N = 104 N = 105 N = 106
0.05 0.681620847 0.656742988 0.654345429 0.654106729
0.2 0.668178857 0.666656648 0.666504679 0.666489483
0.35 0.697256203 0.696737736 0.696685876 0.696680689
0.5 0.750023248 0.749749995 0.749722650 0.749719914
0.65 0.813017928 0.812842659 0.812825117 0.812823361
0.8 0.863292620 0.863169758 0.863157461 0.863156229
0.95 0.898071028 0.897980391 0.897971318 0.897970409
Imaginary part of T (R)
F^ N = 103 N = 104 N = 105 N = 106
0.05 -0.277961394 -0.269749951 -0.268784708 -0.268686852
0.2 -0.240951854 -0.240410432 -0.240355704 -0.240350225
0.35 -0.182217512 -0.182082809 -0.182069264 -0.182067908
0.5 -0.109671318 -0.109631557 -0.109627560 -0.109627160
0.65 -0.0550923286 -0.0550805234 -0.0550793354 -0.0550792164
0.8 -0.0252352995 -0.0252317377 -0.0252313785 -0.0252313425
0.95 -0.00808965346 -0.00808884614 -0.00808876451 -0.00808875632
Table 4.1: A table of T (R) computed for various values of the parameter F^ . Here only
the rst N terms are used in the calculation.
approximate values of the ratio (4.65) are presented for dierent m. It can be seen
that both results for m = 169 agree to within 7 signicant gures. The modied
Froude number used here is F^ = 0:5. Results for other values of F^ are qualitatively
similar.
The NAG routine S14AAF does not accept complex arguments; therefore it
cannot be used to compute the Gamma functions  (1  iR=) and  (3=2+ iR=).
Instead, we use Euler's integral denition
 (z) =
Z 1
0
tz 1e t dt: (4.66)
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Real part of T (R)
F^ N = 103 N = 104 N = 105 N = 106
0.05 0.653898323 0.654080163 0.654080222 0.654080219
0.2 0.666488593 0.666487805 0.666487796 0.666487795
0.35 0.696680400 0.696680117 0.696680114 0.696680113
0.5 0.749719763 0.749719613 0.749719612 0.749719610
0.65 0.812823266 0.812823169 0.812823168 0.812823167
0.8 0.863156163 0.863156095 0.863156094 0.863156093
0.95 0.897970361 0.897970311 0.897970310 0.897970308
Imaginary part of T (R)
F^ N = 103 N = 104 N = 105 N = 106
0.05 -0.268622137 -0.268675944 -0.268675966 -0.268675965
0.2 -0.240349904 -0.240349619 -0.240349616 -0.240349616
0.35 -0.182067833 -0.182067759 -0.182067758 -0.182067758
0.5 -0.109627138 -0.109627116 -0.109627116 -0.109627116
0.65 -0.0550792099 -0.0550792034 -0.0550792033 -0.0550792032
0.8 -0.0252313406 -0.0252313386 -0.0252313386 -0.0252313385
0.95 -0.00808875589 -0.00808875544 -0.00808875543 -0.00808875542
Table 4.2: A table of T (R) computed for various values of the parameter F^ . Here the
approximation for the tail after N terms, given by (4.64), is included in the calculation.
The numerical integration here is performed by rst breaking the integrand into real
and imaginary parts, and then using the NAG routine D01AJF. As a check of the
accuracy of this method, the value of  (3=2) is computed, and compared with the
exact value
p
=2. The result is accurate to 9 signicant gures.
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m exact approximate
1 0.987802441 0.989938583
2 0.689086223 0.689335480
10 0.312889751 0.312891082
50 0.141079516 0.141079521
100 0.0998770874 0.0998770879
169 0.0768667452 0.0768667453
Table 4.3: A table of  (m)= (
1
2 + m) computed for various values of the integer m.
Exact values are found using a NAG routine, while approximate values a found using
Stirling's formula. All results are shown for F^ = 0:5.
The innite sum
The numerical treatment of the innite sum in (4.58) is now discussed. We begin
by considering the behaviour of the innite product
T (im) =
1Y
n=1

1 +
n   (n+ 12)
m + (n+
1
2
)

(4.67)
for large m.
When n = 1 and m!1, the argument of the product in (4.67) is
1 +

1   3
2

1
m
+O(m 2):
For (xed) values of n  2, the argument becomes
1 +
"
m+ n+ 1 +
1X
j=1
aj
mj
# 1 1X
j=1
aj
nj
= 1 +
1
(m+ n)
1X
j=1
aj
nj
+O(m 2)
as m!1.
It follows that
1X
n=1
log

1 +
n   (n+ 12)
m + (n+
1
2
)

=

1   3
2

1
m
+O(m 2)
+
1X
n=2

a1
n(n+m)
+
a2
n2(n+m)
+
a3
n3(n+m)
+ : : :

+O(m 2)

(4.68)
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as m!1.
We consider each of the series on the right hand side of (4.68) successively.
Firstly,
1X
n=2
1
n(n+m)
=
1X
n=2
1
m

1
n
  1
n+m

=
1
m

1 +
1
2
+
1
3
+ : : :+
1
m
+
1
m+ 1
  1

 1
m
[log(m+ 1) + 0   1] :
Here, as usual, 0 = 0:5772 : : : is Euler's constant. This result for the rst series is
used for the second series
1X
n=2
1
n2(n+m)
=
1X
n=2
1
m

1
n2
  1
n(n+m)

=
1
m
[(2)  1]  1
m
1X
n=2
1
n(n+m)
 1
m
[(2)  1]  1
m2
[log(m+ 1) + 0   1];
and this result for the second series is used for the third series
1X
n=2
1
n3(n+m)
 1
m
[(3)  1]  1
m2
[(2)  1] + 1
m3
[log(m+ 1) + 0   1]:
Here (x) denotes the Riemann Zeta function.
Continuing this argument, we nd that the innite sum on the left side of (4.68)
has the asymptotic behaviour
a1
m
log(m+ 1) +
1
m
"
1   3
2
  a1 +
1X
j=2
aj[(j)  1]
#
+O(m 2 logm) (4.69)
for large m, assuming that the innite series containing the Zeta function converges.
It follows that, as m!1, the innite product becomes, asymptotically,
T (im)  1  1
2F^ 2m
logm+O(m 1): (4.70)
All that is left to do here is to show that the innite series in (4.69) is in fact
convergent. We rst note that
1X
j=2
aj[(j)  1] =
1X
j=2
1X
n=2
aj
nj
=
1X
n=2
1X
j=2
aj
nj
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=
1X
n=2
h
n   (n+ 1=2)  a1
n
i
: (4.71)
Now from (4.59), n   (n + 1=2)   a1=n = O(n 2), as n ! 1. Hence the series
in (4.69) is convergent, as required.
Now we can examine the innite series in (4.58). Using (4.44) and (4.70), it can
be shown that each term in the innite series in (4.58) behaves like
2Re
 x=2
3F^ 2
e mx
m5=2
+O

e mx
m7=2

as m!1. Therefore the series converges for all x  0.
For numerical purposes, this sum is truncated at m = M . The tail of the series
from m =M + 1 to m =1 is approximated by the leading term
2Re
 x=2
3F^ 2
Z 1
M+1
e x
5=2
d =
2Re
 x=2
3F^ 2
I(x); say: (4.72)
The integral I(x) is dierentiated twice with respect to x, and after making the
substitution u2 = x, it immediately follows that
I 00(x) =
2p
x
erfc
p
x(M + 1):
Integrating this expression for I 00(x) twice using integration by parts, we nd
I(x) =
42x3=2
3
erfc
p
x(M + 1) +
2
3
p
M + 1

1
M + 1
  2x

e x(M+1):
The approximation for the tail of the sum therefore becomes
42Rx
3=2e x=2
3F^ 2
erfc
p
x(M + 1) +
22R
33F^ 2
p
M + 1

1
M + 1
  2x

e x(M+3=2):
The innite series in (4.58) is computed for various values of F^ , M and x, and
the results are presented in Appendix D.
In the discussion above, we have made use of the complimentary error function
erfc(x) =
2p

Z 1
x
e u
2
du:
Numerically, we compute this function with the NAG routine S15ADF.
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Summary
After considering the data in tables 4.1, 4.3, C.1 and D.1-D.5, it appears that the
location of the free surface, given by (4.58), can be computed accurately to 7 decimal
places by including the following number of terms in the calculations:
 N = 105 terms for T (R)
 N = 105 terms for T (R)T ( R)
 N = 104 terms for T (im)
 For the innite series use
{ M = 10 if x  1
{ M = 100 if 0:1  x < 1
{ M = 1000 if 0:01  x < 0:1
{ M = 104 if 0  x < 0:01
There is an exception. This degree of accuracy cannot be guaranteed for F^ <
0:35, if 0  x < 0:01. However, we already know that (0) =  1, so this causes no
trouble.
Finally, as a check, the height of the free surface at x = 0 is computed for
dierent values of the parameter F^ , and the results are presented in table (4.4). As
expected, all entries for F^  0:35 agree with the exact value  1. This calculation
also justies the choice of the constant E.
4.4.2 Results
Typical free surface proles are shown in gure 4.3(a). The values of the parameter
F^ used for these proles are F^ = 0:5 (dot-dashed line) and F^ = 0:7 (solid line). The
decaying term in (4.58) aects primarily the height of the rst wave crest, so that
after one wavelength the proles are essentially sinusoidal. Figure 4.3(b) contains
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F^ 1(0)
0.05 -0.998387271
0.2 -0.999999990
0.35 -0.999999999
0.5 -1.00000000
0.65 -1.00000000
0.8 -1.00000000
0.95 -1.00000000
Table 4.4: A table of 1(0) computed for dierent values of F^ .
plots of these two free surface proles on a dierent scale. It is clear from this gure
that the proles detach smoothly from the edge of the plate.
Also included in gure 4.3(b) is the asymptotic expansion
1(x) =  1 + R
p
1  F^ 2
F^

4x3=2
3
p

+
8x5=2
153=2F^ 2

46
15
  log 4x

+
8
p
x5=2
15
 
3
8
 
1X
n=1
[n   n  1
2
+
1
2F^ 2n
]
!
+O(x7=2)
#
; (4.73)
computed for both cases (F^ = 0:5 and 0:7). This expression is obtained in the
following manner.
A relationship for @=@y(x; 1) is found directly from (4.41). After making the
substitution k = is, we nd
@
@y
(x; 1) =
p

p
1  F 2(1 + 
)
RF
1
2i
Z +i1
 i1
 (3=2 + s=) esx ds
 (1 + s=)(1 + s2=2R)T (is)
: (4.74)
Since the integrand here has no poles in the right hand s-plane, this integral can be
interpreted as an inverse Laplace transform.
In Appendix C, it is shown that
T (is) = 1 +
a1
s
log s+
a1
s
(0   log ) + 
s
1X
n=1

n   n  1
2
  a1
n

+O

(log s)2
s2

(4.75)
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Figure 4.3: Typical free surface proles are shown for F^ = 0:5 (dot-dashed line) and F^ =
0:7 (solid line) on two dierent scales. Also included in (b) is the small x approximations
(dashed lines), given by (4.73).
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as s ! 1. This expression for large s is found using a similar argument to that
preceding equation (4.70), when we considered the behaviour of T (im) for large
m. With the use of Stirling's formula (4.44), the integrand in (4.74) is expanded for
large s, and then inverted term by term, to give
@
@y
(x; 1) =
R
p

p
1  F 2(1 + 
)
F

2x1=2

+
4a1x
3=2
3

log 4x  8
3

+
4x3=2
3
 
3
8
 
1X
n=1
[n   n  1
2
  a1
n
]
!#
+O(x5=2 log x) (4.76)
as x! 0.
Using Laplace's equation (4.12) and the boundary condition (4.14), it is easy to
see that
d1
dx
(x) =
1
(1 + 
)
@
@y
(x; 1):
Therefore, given that 1(0) =  1, integration of (4.76) yields the required expres-
sion (4.73).
After careful rescaling, it can be shown that the terms to order x5=2 log x in (4.73)
agree with the innite depth result (4.6) in the limit F ! 0, when the vorticity 

is set to zero. Comparing the order x5=2 terms is not so straightforward, since the
expansion in (4.73) involves an innite series. However these terms appear to agree
numerically.
Using the formula (4.58), it can be seen that the sine waves in the far eld take
the form
A0 sin(Rx+ ) =
 F^
q
(1  F^ 2)
R
coshR
T (R)T ( R) <

T (R)  

1  iR


 

3
2
+
iR


eiRx

;
where  is the phase shift. With the use of the reection formula (4.31), it follows
that the amplitude can be written as
A0 =
F^
q
(1  F^ 2)
R
coshR
T (R)T ( R)
128


T (R)T ( R)  

1  iR


 

1 +
iR


 

3
2
+
iR


 

3
2
  iR

1=2
=
F^
q
(1  F^ 2)
R
coshR
T (R)T ( R)

T (R)T ( R) R
coshR sinhR

1
4
+
2R
2
1=2
=
1
R
s
2
4
+ 2R

1  F^ 2
T (R)T ( R) = F^
s
2(1  F^ 2)
F^ 2 + 2RF^
4   1 : (4.77)
This relationship between the wave amplitude A0 and the parameter F^ is shown
in gure 4.4. In the limit F^ ! 0, the amplitude A0 !
p
2. When the ow is
irrotational (
 = 0), this corresponds to the limit A0 !
p
2 as F ! 0, which agrees
with the innite depth case described earlier in this chapter. When F^ ! 1, the
decaying part of (4.58) vanishes, and the solution for the free surface behaves like
1(x)    cosRx.
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Figure 4.4: The dependence of the sinusoidal amplitude A0 on the parameter F^ .
The sinusoidal component of the free surface has a wavelength  = 2=R. The
dependence of the wavelength on the parameter F^ is shown in gure 4.5 with a
solid line. In the limit F^ ! 1, the wavelength  ! 1. As F^ ! 0, the wavelength
behaves like   2F^ 2. This small F^ behaviour is also included in gure 4.5, and
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is indicated with the dashed line. After rescaling, the wavelength agrees with the
innite depth case as F^ ! 0, at least when 
 = 0.
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F
Figure 4.5: The dependence of the wavelength  on the parameter F^ . Also shown is the
asymptotic behaviour   2F^ 2, as F^ ! 0, which is indicated with the dashed line.
The free surface shape for this nite depth problem is compared with the innite
depth result by setting 
 = 0 (F^ = F ) in (4.58), and rescaling the dimensionless
coordinates. This is accomplished by dividing the x-coordinate by F 2 in order to
obtain the dimensionless coordinate ~x = xg=c2 = x=F 2, where ~x is the dimensionless
coordinate of the innite depth analysis and x is the physical coordinate.
A free surface prole computed with these rescaled coordinates is presented in
gure 4.6 with a solid line. The Froude number here is F = 0:2 and the vorticity is

 = 0. Also shown is the surface elevation for the innite problem, given by (4.5),
divided by the draft parameter d. This prole is drawn with a the dashed line. It
can be seen that both of these solutions are in excellent agreement, indicating that
the nite depth solution approaches the innite depth solution in the limit F ! 0.
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Figure 4.6: A comparison of the free surface prole calculated for F = 0:2 and 
 = 0
(solid line) with the prole for the innite depth case (dashed line). The F = 0:2 prole
has been rescaled here by dividing the x-coordinate of this section by F 2 to obtain ~x. The
innite depth prole has been rescaled by dividing the y-coordinate by d.
4.5 Supercritical ow
The procedure for solving the supercritical problem is essentially the same as that
described in section 4.4 for the subcritical case, and hence some details will be
omitted here.
The Wiener-Hopf equation (4.22) is split into the form
n^ (k)
S( k)H( k) = m^+(k)

1  F 2(1 + 
)
F 2
(1 + 
) + 1

H(k)S(k) = E (4.78)
using the expressions in (4.34-4.39). It follows from Liouville's theorem that E is a
constant.
The solution of (4.78) for m^+(k) is used in conjunction with (4.20) and (4.21) to
give the the result for 
(x; y) =
E
2

F 2
(1 + 
) + 1
1  F 2(1 + 
)
 Z 1+i
 1+i
cosh ky e ikx dk
k sinh k H(k)S(k)
: (4.79)
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Again the positive constant  is used so that the pole at the origin lies beneath the
inversion contour. It follows from (4.79) that the integrand for @=@y(x; 1) behaves
like O(k 1=2) for large k, which implies that as x ! 0 along the free surface, the
horizontal velocity @=@x  px, while the vertical velocity @=@y  1=px. This
singularity in @=@y at the edge of the plate is a violation of the assumptions
underlying the perturbation expansion; nevertheless, it is instructive to proceed
with the analysis.
Dierentiation of (4.79) with respect to x yields
@
@x
(x; 1) =
iE[F 2
(1 + 
) + 1]
23=2F (1 + 
)
p
F 2(1 + 
)  1
Z 1+
 1+
I(x; k) e ikx dk; (4.80)
where
I(x; k) =
i (ik=)
 (1=2 + ik=)T (k)
:
The integral in (4.80) is evaluated for x  0 by closing the contour in the lower
half k-plane with a large semi-circle, and employing standard residue theory. This is
possible since the function I(x; k) = O(k 1=2), as k !1, and hence the contribution
due to the large semi-circle is zero, by Jordan's Lemma.
The expression I(x; k) has a pole at the origin and innitely many other poles
located at k =  im, for m = 1; 2; : : :. Following the analysis for the subcritical
case, it can be shown that the corresponding residues are
p
F (1 + 
)p
F 2(1 + 
)  1
and
mF
2(1 + 
)2[F 2
(1 + 
) + 1]T (im) (m)
([F 2(1 + 
)  1][F 2
(1 + 
) + 1]  2 2mF 4(1 + 
)4) (12 + m)
:
There are no poles on the real axis other than at the origin. This implies that there
are no steady waves downstream on the free surface, as is expected in supercritical
ow.
These residues are summed, and with the help of equations (4.80) and (4.16),
the solution for the free surface can be written as
1(x) =  F^ 2   EF^
2
(1 + 
)(F^ 2   1)
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 
p
EF^
(1 + 
)
p
F^ 2   1
1X
m=1
mF^
2T (im) (m) e
 mx
(F^ 2   1  2 2mF^ 4) (12 + m)
;
where we have used the combination parameter F^ , dened by (4.57). Physically
we expect the solution to consist only of the innite sum which decays to zero as
x ! 1. We therefore choose the constant E to be (1 + 
)(1   F^ 2), as in the
subcritical case. The result is that the free surface is given by
1(x) = F^
3
q
(F^ 2   1)
1X
m=1
mT (im) (m) e
 mx
(F^ 2   1  2 2mF^ 4) (12 + m)
;
for x  0. As with the subcritical ow, the solution for (x; y) depends on both
the Froude number F and the vorticity 
, but the location of the free surface 1(x)
depends on the combination parameter F^ only.
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Figure 4.7: Typical free surface prole calculated for F^ > 1. The modied Froude
number here is F^ = 1:2.
In gure 4.7, a typical supercritical free surface prole is presented. The cusp at
the detachment point due to the innite vertical velocity is clearly visible.
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4.6 Summary
In this chapter, the free surface ow of a uid emerging from beneath a semi-innite
at plate has been considered. A linear problem is formulated under the assumption
that the draft of the plate is small compared to the height of the undisturbed ow,
and then solved using a Fourier transform and the Wiener-Hopf technique. It is
found that the location of the free surface does not depend on both the Froude
number F and the vorticity 
 independently, but depends on the modied Froude
number F^ (dened in (4.57)), which is a combination of F and 
.
The solutions for subcritical ow are all characterised by sinusoidal waves in the
far eld. For a xed draft parameter, the amplitude of these waves is shown to in-
crease as the modied Froude number F^ decreases. Since the wavelength approaches
zero in this limit, the wave steepness must become innite. It is well known from
nonlinear theory that this is not possible, so the linear solutions for small F^ cannot
be valid. It is shown in the next chapter that, in reality, the waves approach the
Stokes limiting conguration (with a 120 angle at the crests) as F^ is decreased.
This phenomena is nonlinear in nature and hence cannot be predicted by the theory
presented in the current chapter.
We note here that similar behaviour is encountered in the innite depth prob-
lem (for irrotational ow) described at the beginning of this chapter. Here, linear
solutions can be found for all draft-based Froude numbers Fd, but nonlinear studies
show that solutions only exist for Fd > 2:23.
It might appear at rst that there is a contradiction here, in that we have com-
pared our nite depth results with innite depth results (for irrotational ow) by
taking the limit F ! 0 (see gure 4.6), but now state that the results for F ! 0
are not valid. There is no problem, however, since this comparison is made by care-
fully rescaling the variables, so that, in eect, we are letting the dimensional height
H ! 1 while keeping the draft-based Froude number Fd = c=
p
gd constant. On
the other hand, the linear solutions are clearly invalid in the limit c! 0 for  = d=H
held constant (here c is the nondimensional speed of the undisturbed uid, d is the
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dimensional draft, and g is the acceleration due to gravity).
Solutions to the supercritical problem have also been obtained, which are char-
acterised by a at free surface in the far eld. These solutions, however, are not
physically acceptable, since the condition of smooth detachment is not satised.
Furthermore, the linearised representation breaks down in the vicinity of the de-
tachment point due to an innite vertical velocity there. In section 5.2.1 of the next
chapter, we derive a relationship between the Froude number F , the vorticity 
 and
the plate draft , which provides a possible explanation for why the linear theory
fails to give the correct solutions. A discussion on this topic is deferred until then.
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Chapter 5
Free surface ows emerging from
beneath a semi-innite at plate:
Nonlinear solution.
In the previous chapter, the linearised free surface ow past a semi-innite at plate
was considered under the assumption that the draft of the plate was small. Linear
stern waves of small amplitude were found to exist for all subcritical Froude numbers.
In addition, supercritical ows without waves were also found; however the linear
solutions of this type violate the assumption behind the perturbation expansion,
and hence are disregarded.
In general, we cannot assume that the draft of the plate is small relative to
the depth of the undisturbed free surface. Therefore it is important to consider
the complete nonlinear problem if the solution behaviour is to be fully understood.
For example, the analysis in section 4.4 predicts that the steepness of the stern
waves is proportional to the ship draft. However, as discussed in chapter 1, it is
well known that there is a maximum steepness for nonlinear free surface waves (at
least in the irrotational case). There must be certain characteristics of the solution
behaviour that can only be explained with nonlinear theory. Also, a nonlinear
theory is obviously needed to solve the supercritical problem, since the linear theory
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in section 4.5 is unable to do so. We therefore consider the nonlinear free surface
ow past a semi-innite plate in this chapter.
With the use of conservation of mass and momentum arguments, we derive exact
relations between the Froude number, the vorticity and the plate height for the
nonlinear problem without waves. The complete nonlinear problem is solved with
the use of a boundary integral method, and it is shown numerically that these
waveless solutions exist only when the height of the plate above the bottom is greater
than the height of the undisturbed free surface. The corresponding Froude numbers
are all supercritical. Some very interesting results are found for various values of
the constant vorticity. This nonlinear study provides a possible explanation for the
failure of the linear theory of section 4.5.
Solutions with downstream waves are also considered, and complete nonlinear
solutions are computed numerically. For small plate drafts, both linear and nonlinear
results are found to agree. However, uniquely nonlinear behaviour is encountered
for suciently large deections from the uniform shear.
Some of the material in this chapter is also presented in McCue & Forbes (2002).
5.1 Introduction
In this chapter, we consider the nonlinear, steady ow of an incompressible, inviscid
uid past a semi-innite horizontal plate. There are two completely separate classes
of solutions to this problem.
The rst of these solution classes exhibit no waves on the downstream free sur-
face. Solutions of this type can be used to model the ow emerging from a rectan-
gular vessel (see gure 5.1). This conguration was considered by Vanden-Broeck &
Keller (1987b), in their study of irrotational weir ows. It was shown analytically,
using conservation of mass and momentum, that when the plate is xed at a par-
ticular height, there is only one possible solution. This behaviour is similar to that
found in weir ows, where the upstream velocity is dependent on the geometry of
the weir.
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The full nonlinear problem without waves was examined by Asavanant & Vanden-
Broeck (1996). They solved the problem numerically using a series truncation
method for the case where the irrotational ow is supercritical downstream. The an-
alytic results of Vanden-Broeck & Keller (1987b) were veried using this numerical
method. No subcritical solutions were considered.
In section 5.2.1 of this chapter, we extend the results of Vanden-Broeck & Keller
(1987b) and Asavanant & Vanden-Broeck (1996) to allow the uid to possess a
constant vorticity ! throughout, so that there is a uniform shear ow with height
H and velocity c + !y far downstream. It turns out that the problem depends on
the three nondimensional parameters
F = c=
p
gH; 
 = !H=c;  = D=H: (5.1)
Here F is the Froude number, which is a measure of the downstream velocity at
y = 0, g is the acceleration due to gravity, 
 is the nondimensional vorticity, and
D and  are the dimensional and nondimensional heights of the plate above the
horizontal bottom respectively.
It is shown using conservation of mass and momentum that there is a one-
parameter family of solutions for each vorticity value in the range  1 < 
 < 0:31
whose behaviour is qualitatively the same as the irrotational (
 = 0) family de-
scribed by Vanden-Broeck & Keller (1987b). These solutions bifurcate from the
uniform shear ow ( = 1) at the critical Froude number F = 1=
p
1 + 
. As the
height of the plate  increases from 1, the Froude number also increases, until a
limiting conguration is reached where the free surface detaches from the plate at a
stagnation point.
For each vorticity value 
 > 0:31, there is also a family of solutions which bifur-
cate from the uniform shear ow. However, there is no physical limiting behaviour
in this case. Now, solutions exist for Froude numbers up to and including F = 1.
From the mathematical point of view, this solution branch continues even further,
until the height of the plate  ! 1. The corresponding Froude numbers, how-
ever, take imaginary values in this case, and hence these solutions lack physical
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signicance.
There is an additional branch of solutions for 0 < 
 < 0:31 which do not bifurcate
from a uniform shear. These solutions have the same behaviour in the limit  !1
as the solutions for 
 > 0:31 just described. As  decreases, the solutions approach a
limiting conguration where the free surface detaches from the plate at a stagnation
point. Therefore, there are two limiting congurations for vorticity values in the
range 0 < 
 < 0:31 where the velocity vanishes at the detachment point.
The complete nonlinear problem is reformulated in section 5.2.2 using Cauchy's
integral formula. The numerical method used to solve the problem is described in
section 5.2.3, while the results are presented in section 5.2.4.
Section 5.3 of this chapter is concerned with the second class of solutions to the
problem of free surface ow past a semi-innite plate. These solutions are charac-
terised by a train of waves downstream on the free surface (see gure 4.2). Nonlinear
solutions are computed numerically using the scheme given in section 5.3.1. In sec-
tion 5.3.2, the nonlinear results are presented, and compared with the linear results
of section 4.4.
It is shown that when the draft parameter  = 1    is small, the computed
nonlinear solutions agree with the linear results of section 4.4. However, as jj
increases, the downstream waves become more nonlinear in shape, with sharp crests
and broad troughs. It is expected that these waves will ultimately break when the
crests of the waves reach the stagnation level, which is given by Bernoulli's equation.
5.2 Solutions with no waves downstream
5.2.1 Conservation of mass and momentum
Consider the steady two-dimensional free surface ow under a semi-innite horizon-
tal plate, as shown in gure 5.1. The uid is assumed to be inviscid and incompress-
ible, and for this study it is assumed that there is a constant vorticity ! throughout
the ow region. Cartesian coordinates are chosen so that the x-axis lies on the
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horizontal bottom, and the y-axis points vertically upwards. With this choice of co-
ordinates, the free-surface detaches from the plate at the point (x; y) = (0; D). Far
downstream, the ow approaches a uniform shear ow with height H and horizontal
velocity c+ !y.
x
y
H
D ω2c +    y
ωc+    y
Figure 5.1: A denition sketch in dimensional variables of the waveless free surface ow
past a semi-innite at plate.
It is shown in section 1.2 that since the vorticity is constant, Bernoulli's equation
takes the form
1
2
(u2 + v2) + gy +
p

  ! = 1
2
(c+ !H)2 + gH; (5.2)
throughout the ow eld. Here, u and v are the x and y components of the velocity
vector q, p is the uid pressure,  is the density of the uid, and  is the stream-
function, which has been set to zero on the free surface and plate. A conservation
of mass argument can be used to show that if the horizontal velocity of the uid
approaches c2 + !y far upstream under the plate, then
c2 =
1
D

cH +
1
2
!(H2  D2)

; (5.3)
as in equation (4.7).
Following Vanden-Broeck & Keller (1987b), we integrate the x component of
Euler's equation over the ow domain, to giveZZ 
u
@u
@x
+ v
@u
@y
+
1

@p
@x

dS =
ZZ
[div f   u divq] dS = 0;
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where f = (u2 + p= + gy) i + uv j. Here i and j are the usual unit vectors in the
x and y direction respectively. But since the ow is incompressible, divq = 0, and
hence after the use of the divergence theorem, we obtain the line integralZ
 
[u(q  n) + (p=+ gy)nx] dl = 0; (5.4)
where   is a (non-oriented) curve along the boundary of the ow region. The vector
n is an outward pointing unit vector normal to  , and nx is the x component of this
vector.
It is easy to see that there are no contributions to the integral in (5.4) from the
horizontal bottom and horizontal plate, since both q n and nx vanish there. Along
the free surface we have set p = 0, so the contribution along this segment becomes
g(D2 H2)=2. That leaves us to consider the two vertical lines at x = 1. For these
contributions, the term p=+gy is found using Bernoulli's equation (5.2). It follows
that, after some algebra, these two contributions to the integral in (5.4) become
c2H=2 !2H3=6+H(c+!H)2=2+gH2 and  c22D=2+!2D3=6 D(c+!H)2=2 gDH.
Adding all these terms together, we nally obtain, after more algebra, the equation
(H  D)2
D

c2   gD + c !H + !
2
12
(3H2   2HD  D2)

= 0:
Here we have used the expression in (5.3) to eliminate c2.
Evidently, there are two possibilities. The rst of these is trivial. That is, H = D,
and there is a uniform shear ow throughout. The second possibility is that there are
two-parameter families of solutions where, in non-dimensional variables, the Froude
number is given by
F 2 =

1 + 
 + 
2(3  2   2)=12 : (5.5)
Thus, for every xed value of  and 
, there is only one solution. From here on we
will only be considering nondimensional variables.
For each nondimensional vorticity value 
, there is a family of solutions given
by (5.5) which bifurcates from the uniform shear ow when  = 1. The correspond-
ing Froude number is F = 1=
p
1 + 
, which is also the critical Froude number found
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from linear theory (see section 1.2). When  < 1, the formula (5.5) predicts that
the downstream ow is subcritical. However, we show numerically (in section 5.2.4)
that these ows do not exist. The only solutions found are those with  > 1, and
these are all supercritical ows.
When the vorticity 
 = 0, the ow is irrotational, and the expression (5.5)
reduces to F 2 = , which is exactly the result found by Vanden-Broeck & Keller
(1987b). Irrotational solutions exist for values of  in the range 1    2. The
solution for  = 2 is a limiting solution, at which a stagnation point forms where
the free surface detaches from the plate. The angle of detachment becomes 120,
as predicted by Dagan & Tulin (1972). This conguration was rst considered by
Benjamin (1968), in his study of gravity currents. It can be used to describe the
ow out one end of a semi-innite box (see gure 4 in Benjamin's paper).
The parameters for which solutions with nonzero vorticity in this limiting cong-
uration exist can be found by examining the following form of Bernoulli's equation
1
2
(u2 + v2) +
1
F 2
y =
1
2
(1 + 
)2 +
1
F 2
; (5.6)
which holds on the free surface only. At the stagnation point, y =  and both u and
v vanish. Therefore these solutions exist only when
F 2 =
2(   1)
(1 + 
)2
:
Equating this expression with the one in (5.5) gives a quadratic equation for 
, with
the solutions

 =
 6p6 (3   2    + 1)
3 +  + 2 + 3
: (5.7)
We will examine these limiting solutions later in section 5.2.4.
Conjecture for why the linear theory fails
In chapter 4, the linearised problem was studied under the assumption that the
height of the plate   1. Solutions without waves on the free surface were obtained
for supercritical Froude numbers in section 4.5; however these solutions have the
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property v  (1   )=px as x ! 0 on the free surface, and hence violate the
assumptions behind the initial perturbation expansions.
An explanation for the failure in the linear theory can be found from equa-
tion (5.5). This expression gives a direct relationship between the plate's draft
 = 1  , the Froude number F and the vorticity 
. It is therefore not appropriate
to use  as the perturbation parameter to solve the rst order problem (at least
for supercritical ow). It may be possible, however, to continue the perturbation
expansion to the next order, by writing
(x; y) =  (x; y) + 2 2(x; y) +O(3)
(x) = 1 +  1(x) + 
2 2(x) +O(
3) ;
and then solving the O(2) problem for 2 and 2. In this case, it is conjectured
that the term
@2
@y
(x; 1)  1p
x
+O(x1=2)
as x! 0, and that the special choice of (5.5) somehow cancels the singularity in the
linear problem, and produces a solution with smooth separation. It has not, so far,
been possible to prove this assertion by solving the O(2) problem, as the boundary
conditions involved are too complicated.
5.2.2 Boundary integral formulation
We now present the boundary integral method used to solve the problem described
in section 5.2.1. This method is very similar to that used in chapters 2 and 3, and
hence it will only be described briey here.
The ow is rotational, and hence is governed by Poisson's equation r2 = 

throughout the ow domain. Since the vorticity 
 is constant, we can write the
streamfunction as
 (x; y) = y +
1
2

y2 +	(x; y); (5.8)
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so that the introduced function 	 satises Laplace's equation. It follows that the
complex quantity
f(z) = (x; y) + i	(x; y) (5.9)
is an analytic function of z = x + iy. The real function , which is the harmonic
conjugate of 	, also satises Laplace's equation in the ow domain.
The two components of the velocity vector can be found from (5.8), and are
written in the form
u(x; y) = 1 + 
y + U(x; y); v(x; y) = V (x; y); (5.10)
where
U =
@	
@y
=
@
@x
; V =  @	
@x
=
@
@y
: (5.11)
The analytic function
(z) =
df
dz
= U   iV (5.12)
must therefore vanish far downstream, since the ow approaches a uniform shear
there.
It is convenient to write each point on the horizontal plate and free surface as
(x(s); y(s)), where the parameter s is a measure of arclength. We set s = 0 at the
detachment point, so that (x(s); y(s)) = (s; ) on the plate. The derivatives of x(s)
and y(s) on the free surface are related by the arclength condition
x0(s)2 + y0(s)2 = 1; (5.13)
for s > 0.
Applying Cauchy's integral formula to the function  dened by (5.12), we obtain
the integral equation I
 
(z(t))z0(t)
z(t)  z(s) dt = 0: (5.14)
Here the curve   is a closed path in the physical plane consisting of the free surface
and horizontal plate, except for the point (x(s); y(s)), which is by-passed with a
vanishingly small semi-circle, the reected free surface and plate about the horizontal
bottom, and two connecting vertical lines at x = 1.
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The contribution to the integral in (5.14) from the vertical line at x =1 is evi-
dently zero, since the function  is zero there. It can be shown that the contribution
from the vertical line at x =  1 is also zero, although the function  approaches
some real constant as x !  1 (see section 2.2.1 for details). Finally, the contri-
bution from the semi-circle is  i(z(s)). Taking the imaginary part of (5.14), and
using the symmetry of the reected ow with respect to the x-axis, we obtain, after
some algebra, the required integral equation
U(s) =  
Z 1
 1
0(t)(y(t)  y(s)) 	0(t)(x(t)  x(s))
(x(t)  x(s))2 + (y(t)  y(s))2 dt
+
Z 1
 1
0(t)(y(t) + y(s)) 	0(t)(x(t)  x(s))
(x(t)  x(s))2 + (y(t) + y(s))2 dt; (5.15)
where 0(t) = U(t)x0(t) + V (t)y0(t) and 	0(t) =  V (t)x0(t) + U(t)y0(t). The rst
integral in (5.15) is a Cauchy principle value integral.
The boundary conditions are now considered. Bernoulli's equation (5.6) ex-
presses the fact that the pressure is constant on the free surface. The condition that
uid cannot pass through the free surface and plate can be satised by noting that
d =ds = 0 there. It follows from (5.8) that
	0(s) =  (1 + 
y(s))y0(s) (5.16)
for all values of s. Finally, the condition of no vertical velocity on the horizontal
bottom is automatically satised by the integral equation (5.15), since the preceding
derivation involved the reection of the ow about the x-axis.
5.2.3 Numerical method
Our goal is to solve the integral equation (5.15) for the unknown functions x(s),
y(s), U(s) and V (s), subject to the conditions (5.6), (5.13) and (5.16). To do this,
we need to place a mesh of grid points over the free surface and plate. It is desirable
for this problem that the grid points are clustered near the detachment point at
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(x(0); y(0)) = (0; ); thus, as in section 3.2.2, we introduce the transformation
 =
8<:   ln(1  s); s < 0ln(1 + s); s  0:
A mesh of N evenly spaced grid points 1; 2; : : : ; na; : : : ; N is now placed over the
new variable . The point na = 0 is chosen to represent the detachment point, so
that the points 1; : : : ; na lie on the horizontal plate, and the points na; : : : ; N lie
on the free surface. We choose N to always be an odd integer so that the value of
na can be set to na = (N + 1)=2. The rst grid point 1 and last grid point N are
supposed to represent  1 and 1 respectively.
An initial guess is made for the vector of (3N + 3)=2 unknowns
u = [y0na; : : : ; y
0
N ; 
0
1; : : : ;
0
N ;F ]
T ;
and all other ow quantities are calculated in the following way. The x0i on the free
surface are found from the arclength condition (5.13), which can be rewritten in
terms of the new variable  as
x0()2 + y0()2 = e2jj: (5.17)
A backward trapezoidal rule is used to compute the xi and yi on the free surface,
given that xna = 0 and yna = , and the 	
0
i are found using the kinematic condi-
tion (5.16). On the plate, xi = 1   exp( i), yi = , x0i = exp( i) and y0i = 0.
Finally, the velocities Ui and Vi are found from
U() = [x0()0() + y0()	0()]e 2jj
V () = [y0()0()  x0()	0()]e 2jj:
Bernoulli's equation (5.6) is now satised at the na grid points na; : : : ; N and
the integral equation (5.15) is satised at the N   1 half-mesh points j+1=2, j =
1; : : : ; N  1. Trapezoidal rule integration is used to compute the integrals in (5.15).
The singularity in the Cauchy principle value integral can be ignored, since the
integral is evaluated exactly half way between consecutive mesh points. Linear
146
interpolation is used to estimate the ow variables xj+1=2, yj+1=2 and Uj+1=2 at the
half-mesh points. Since the domain of integration has been truncated, it is important
to consider the contributions to the integrals in (5.15) from the portions beyond the
truncation point. The details of this estimation can be found in section 2.2.1.
We now have (3N   1)=2 equations for the vector of (3N + 3)=2 unknowns
u. There are two more conditions to be satised. The rst condition forces the
free surface to detach smoothly from the horizontal plate, and this is satised by
imposing y0na = 0. The other equation enforces y
0
N = 0, since the downstream free
surface is at. This system of equations is solved using a damped Newton's method.
Typically, when 1 <  < 3, N = 501 grid points were used on the free surface
and at plate with the arclength of the truncation point chosen to be sN = 10. The
corresponding mesh spacing in the new variable is about  = 0:01. For solutions
with larger values of , more grid points were used as needed, keeping the mesh
spacing constant.
5.2.4 Results
As stated earlier in sections 5.1 and 5.2.1, there are families of solutions for each
vorticity 
 >  1 that bifurcate from the uniform shear current when  = 1 and
F = 1=
p
1 + 
. The dependence of the Froude number F on the plate height  for
some of these families is shown in gure 5.2. The solid curves represent the analytic
results given by (5.5), while the solid circles represent the values computed using
the numerical method described in the last section.
Also shown in gure 5.2 is the limiting curve, which is indicated by the dashed
line. This exact data is found using the expression (5.7) (with the + sign) in con-
junction with (5.5). All solutions on this curve are in the limiting conguration with
a stagnation point where the free surface leaves the plate. The angle of detachment
here is 120. The open circles represent the computed Froude numbers found using
a variation of the numerical scheme given in section 5.2.3. In this altered scheme,
the equation y0na = 0 is replaced by y
0
na =
p
3=2. Also, one of the parameters  or
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Figure 5.2: The dependence of the Froude number F on the plate height  for six dierent
values of the vorticity 
 =  0:8,  0:6,  0:4, 0, 0:31 and 2. The solid lines indicate exact
data, while the solid circles indicate computed data. Also included is the limiting curve
for vorticity values in the range  1 < 
 < 0:31. The exact data for this curve is indicated
by the dashed line, while the open circles indicate computed data.

 becomes an extra unknown, so that the condition that the plate is located at the
stagnation height can be enforced.
Figure 5.2 shows that for each  1 < 
 < 0:31, solutions exist for values of  until
the limiting conguration is reached. Typical free surface proles for three vorticity
values in this range are shown in gures 5.3, 5.4 and 5.5(a). The vorticity values
chosen here are 
 =  0:4, 0 and 0:2. In each of these three gures, the proles for
the lowest two  values detach smoothly from the plate. However, the prole for
the highest  value is in the limiting conguration, and the detachment here is at
120. The contents of gure 5.5(b) will be explained later in this section.
The curve in gure 5.2 for 
 = 2 is typical of all the curves for 
 > 0:31. Here
solutions exist for all Froude numbers up to and including F = 1. For vorticity
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Figure 5.3: Typical free surface proles are shown for 
 =  0:4. The proles from
bottom to top are found for plate heights  = 1:15, 1:3 and 1:46. The corresponding
calculated Froude numbers are F = 1:39, 1:49, 1:59
values in this range, there is no limiting conguration. Some free surface proles
for 
 = 2 are shown in gure 5.6(a). Notice how the height of the free surface
asymptotically approaches the level y = 1 more slowly for  = 1:5 and 2 than in the
corresponding plots shown in gure 5.5(a) when 
 = 0:2.
The branch of solutions for 
 = 2 can be taken further, by allowing gravity
to act upwards. Following Vanden-Broeck (1994), we introduce the dimensionless
gravity parameter
G =
gH
c2
:
We can now replace 1=F 2 in Bernoulli's equation (5.6) with G and allow G to be
positive or negative. The solutions with F =1 correspond to G = 0. Figure 5.6(b)
shows some free surface proles for 
 = 2 with G negative. Solutions of this type
can be found for arbitrarily large values of . Clearly, solutions with negative grav-
ity are not physically possible and we emphasize here that these are included for
completeness only.
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Figure 5.4: Typical free surface proles are shown for 
 = 0. The proles from bottom
to top are found for plate heights  = 1:2, 1:6, 1:99. The corresponding calculated Froude
numbers are F = 1:09, 1:26, 1:41
Figure 5.7 shows the dependence of the Froude number F on the vorticity 
 for
ve dierent heights of the plate above the bottom  = 1, 1:5, 2, 3 and 4. This
gure should be viewed in conjunction with gure 5.2. Again, as with gure 5.2, the
solid lines represent the exact data given by the relation (5.5), and the solid circles
represent the data found numerically. The dashed line represents the location of
solutions in the limiting conguration. This limiting curve approaches F = 1 as

!  1. As 
 increases from -1 on this curve, the Froude number F decreases until

 = 0 (here  = 2 and F =
p
2), and then increases until 
 = 0:31 (here  = 4:21
and F = 1:93). At this point, the limiting curve undergoes a fold bifurcation, and
then approaches F =1 as 
! 0 from above. So for vorticity values in the range
0 < 
 < 0:31, there are two distinct solutions which are in the limiting conguration
with a 120 angle at the point of detachment.
New families of solutions for 0 < 
 < 0:31 can be found by starting with solutions
on the upper branch of the limiting curve in gure 5.7, and increasing the plate height
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Figure 5.5: Typical free surface proles are shown for 
 = 0:2. In (a), the proles from
bottom to top are found for plate heights  = 1:5, 2 and 2:56. The corresponding calculated
Froude numbers are F = 1:12, 1:30 and 1:47. In (b), the proles from bottom to top are
found for plate heights  = 10:11, 14, 18:07, 22. The corresponding calculated Froude
numbers for the bottom three are F = 3:56, 5:50 and 1 (G = 0). The corresponding
gravity parameter for the top prole is G =  0:025.
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Figure 5.6: Typical free surface proles are shown for 
 = 2. In (a), the proles from
bottom to top are found for plate heights  = 1:5, 2 and 2:64. The corresponding calculated
Froude numbers are F = 0:81, 1:20 and 1 (G = 0). In (b), the proles from bottom to
top are found for plate heights  = 2:64, 6 and 9. The corresponding calculated gravity
parameters are G = 0, G =  1:97 and G =  3:21.
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Figure 5.7: The dependence of the Froude number F on the vorticity 
 for ve dierent
plate heights  = 1, 1:5, 2, 3 and 4. The solid lines indicate exact data, while the solid
circles indicate computed data. Also included is the exact limiting curve, which is indicated
by the dashed line. The computed data for this curve is indicated by the open circles.
. An example of such a family is shown in gure 5.5(b), where typical free surface
proles for 
 = 0:2 are shown. The prole with the lowest value of  represents a
solution on the upper fold of the limiting curve. As  increases, the Froude number
increases, until F = 1. Finally, just as before with the families of solutions for

 > 0:31, the plate height  can be increased even further, if we allow gravity to act
upwards. An example of this is given by the upmost prole in gure 5.5(b), where
 = 22 and G =  0:025.
A characteristic of the limiting solution shown in gure 5.5(b) is that the free
surface has an overhanging portion near x = 0. Solutions of this type could not be
computed with the numerical scheme described in section 5.2.3, since the derivatives
x0() are not always positive. Instead, a variation of the scheme had to be used,
where the variables x0na; : : : ; x
0
N were added to the vector of unknowns and the
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arclength condition (5.17) was satised at the grid points na; : : : ; N .
Typical free surface proles for solutions on the upper fold of the limiting curve
in gure 5.7 are shown in gure 5.8(a). Note that the solutions for  = 10, 15 and
20 all have overhanging portions of the free surface. This property is common to all
solutions on the upper fold with vorticity values in the range 0 < 
 < 0:22.
The internal ow behaviour for a solution with a large plate height  is shown in
gure 5.8(b). This solution is the same as the upmost prole shown in gure 5.8(a).
An interesting feature of this ow eld is that the horizontal velocity at the height
y = 0 is negative far upstream under the plate. There must exist a dividing stream-
line which attaches to a stagnation point on the bottom. The uid above the dividing
streamline ultimately ows to the right of this stagnation point, and joins the uni-
form shear downstream as x!1. The rest of the incoming uid changes direction
and ows back out under the plate as x !  1. This feature occurs for extreme
solutions with plate heights  >
p
2=
 + 1, as indicated by (5.3).
The solutions with innite Froude number form a continuous one-parameter
family which approaches the uniform shear ow as the vorticity 
!1. As the plate
height increases to innity, the vorticity decreases monotonically to zero. Typical
free surface proles for F = 1 are shown in gure 5.9. The prole for  = 30 is
multi-valued, as are all proles for solutions on this branch with vorticity values in
the range 0 < 
 < 0:18.
The relationship between the plate height  and the vorticity 
 is presented in
gure 5.10 for the case where the Froude number is innite. Also presented are the
similar relationships for F =
p
2, F = 3 and G =  0:5. Again, as with gures 5.2
and 5.7, the solid lines represent the exact relationships found from considering
conservation of mass and momentum, while the solid circles represent data found
using the numerical method described in the last section. Also included in gure 5.10
is the location of solutions which are in the limiting conguration with a stagnation
point where the free surface detaches from the plate. This curve is the dashed one.
The open circles represent the computed data for these solutions. As can be seen in
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Figure 5.8: Typical free surface proles for solutions on the upper fold of the limiting
curve shown in gure 5.7. (a) Proles from bottom to top are found for plate heights
 = 5, 10, 15 and 20. The corresponding calculated vorticity values and Froude numbers
are 
 = 0:305, F = 2:17; 
 = 0:202, F = 3:53; 
 = 0:145, F = 4:62; and 
 = 0:112,
F = 5:54 respectively. (b) Internal ow behaviour for the solution with plate height  = 20.
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Figure 5.9: Typical free surface proles are shown for F = 1. (a) The proles from
bottom to top are found for plate heights  = 10, 20 and 30. The corresponding vorticity
values are 
 = 0:376, 0:181 and 0:119. (b) Internal ow behaviour for the solutions with
plate height  = 20.
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this gure, in the limit that the vorticity 
 ! 0, the curve for F = 1 approaches
 =1 faster than the dashed limiting curve, indicating that there are no solutions
in the limiting conguration for G < 0.
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Figure 5.10: The dependence of the plate height  on the vorticity 
 is shown for Froude
numbers F =
p
2, 3 and 1, and also for the gravity parameter G =  0:5. The solid lines
indicate exact data, while the solid circles indicate computed data. Also included is the
exact limiting curve, which is indicated by the dashed line. The computed data for this
curve is indicated by the open circles.
In this discussion of the results, we have presented numerical solutions to the
current problem which are characterised by free surface proles with overhanging
portions. This phenomenon has been encountered in other problems with constant
vorticity, especially those concerned with periodic or solitary waves (see, for example,
Simmen & Saman (1985), Teles da Silva & Peregrine (1988), Vanden-Broeck (1994),
Vanden-Broeck (1995) and Vanden-Broeck (1996a)). These solutions may possibly
be unstable to small perturbations, since they involve heavy uid (water) overlying
a lighter uid (air).
It should be noted that some waveless solutions with  < 1 could be computed;
157
0 5 10 15 20
0.8
0.9
1
1.1
1.2
x
y
Figure 5.11: A comparison of free surface proles computed with dierent truncation
points. The solid proles are computed with N = 501 grid points and a truncation point
chosen to be N = 2:40 (sN = 10). The dot-dashed proles are computed with N = 635
grid points and a truncation point chosen to be N = 3:04 (sN = 20). The two proles
computed with  = 1:2 are in excellent agreement, while the two proles with  = 0:8 do
not agree at all. For these solutions, the vorticity has been set to 
 = 0.
however these were found to be unreliable, and hence disregarded. The reason for
this unreliability is that the computed free surface proles were heavily dependent
on the truncation point N . Proles with larger truncation points approached the
level y = 1 slower than proles with smaller truncation points. An example of this
is shown in gure 5.11, where two free surface plots for 
 = 0 and  = 0:8 are
shown with dierent truncation points. The solid prole is computed with N = 501
grid points on a domain of integration truncated at N = 2:40, while the dot-dashed
prole is computed with N = 635 grid points on a domain of integration truncated
at N = 3:04. Notice how these two proles do not agree, even for small values of x.
Also shown in gure 5.11 are two free surface plots computed for 
 = 0 and  = 1:2.
The grids used for these two plots are the same as the grids used for the two plots
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just described. Notice how these two proles are in excellent agreement, indicating
that this solution (like all solutions with  > 1) is not dependent on the truncation
point.
In addition, the computed Froude numbers for solutions with  < 1 did not agree
with the exact results given by (5.5). In gure 5.12, the dependence of the Froude
number on the plate height  is shown for the case where the vorticity 
 = 0. The
solid line indicates the exact results, while the solid circles indicate the computed
data. It is easy to see that the data for  > 1 agrees well with the exact data,
while the computed data for  < 1 does not. If waveless solutions for  < 1 did
in fact exist, then the current numerical method should be able to compute them,
and the resulting solutions should be independent of the grid used. Furthermore,
it is reasonable to expect that the computed Froude numbers would agree as well
with the exact data for  < 1 as it does for  > 1. This is clearly not the case. We
therefore conclude that there are no waveless solutions for  < 1.
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Figure 5.12: The dependence of the Froude number on the plate height  is shown for
the vorticity value 
 = 0. The exact data is indicated by the solid line, while the computed
data is indicated by the solid circles.
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In section 5.2.1, it was shown that limiting solutions with stagnant detachment
have vorticity values given by (5.7). The limiting solutions considered so far in this
section correspond to the plus sign in (5.7), as stated earlier. Taking the minus
sign yields a completely new branch of solutions in the limiting conguration, which
exists for vorticity values in the range  1 < 
 < 0. In the limit 
 !  1 on this
new limiting branch, the plate height  ! 1, and the Froude number F !1, just
like the rst limiting branch examined earlier. As 
 increases from  1, the Froude
number decreases until 
 =  0:50 (here  = 3:38 and F = 4:40), and then increases
until F !1, as 
! 0.
The analysis in section 5.2.1 predicts that there are new families of solutions for
each vorticity value  1 < 
 < 0 which start on this new limiting curve and progress
for larger values of  until F =1. These new families are completely disjoint from
all the other families considered in this section.
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Figure 5.13: The dependence of the Froude number F on the vorticity 
 for ve dierent
plate heights  = 1, 2, 4, 8 and 16. Also included are the two limiting curves, which are
indicated by the dashed lines. No solutions on or above the second limiting curve could
be found numerically.
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In gure 5.13, the relationship between the Froude number F and the vorticity 

is shown for plate heights  = 2, 4, 8 and 16. This gure is similar to gure 5.7, with
a dierent scale. Included in gure 5.13 is the new limiting curve. The new families
of solutions are bounded below by this curve. Note how there is a space between the
two limiting curves where no solutions exist. The reason for this is that for these
parameter values, the solutions predicted by conservation of mass and momentum
have stagnation heights below the plate height, which is physically impossible.
Unfortunately, however, after much eort, none of these new solutions could be
found numerically. Therefore, the question of whether these new families of solutions
really do exist has to be left unanswered.
Solitary waves with constant vorticity
The behaviour of these supercritical solutions is very similar to the behaviour of
solitary waves with constant vorticity, with the plate height  analogous to the
solitary wave amplitude . We briey discuss the similarities here.
Vanden-Broeck (1994) showed numerically, using a similar integral equation
method to that used here, for each value of the vorticity 
 >  1, solitary wave
solutions bifurcate from the uniform shear ow at the critical Froude number F =
1=
p
1 + 
. Here the amplitude of the solitary waves  = 0. Just like in the present
study, the limiting behaviour as  increases is determined by the vorticity value.
For  1 < 
 < 
c (
c = 0:49 in our notation), the solitary waves ultimately reach
a limiting conguration characterised by a stagnation point at the crest. The angle
enclosed by the crest in this conguration is 120. For 
 > 
c, solutions exist for
Froude numbers up and including F =1. If gravity is allowed to act upwards, then
this branch can be taken further, and solutions can be found for arbitrarily large
values of the amplitude . Also, just like in the present study, there is an additional
family of solutions for each 0 < 
 < 
c which does not bifurcate from the uniform
shear ow. This extra family is not exactly analogous to the corresponding family
in the present problem (of ow emerging from beneath a semi-innite plate), as the
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limiting behaviour is slightly dierent.
We also note that the shapes of the solitary waves (see Vanden-Broeck (1994)
and Forbes & Belward (1996)) have similar characteristics to the free surface proles
computed in this section. For example, proles with negative vorticity dip down from
the maximum height and approach the undisturbed level faster than the proles for
positive vorticity. In addition, solutions to both problems have free surface proles
with overhanging portions for positive vorticity when the maximum height is large.
5.3 Solutions with downstream waves
5.3.1 Numerical method
We describe here the numerical method used to solve the complete nonlinear problem
with waves on the downstream free surface. The formulation is the same for this
problem as that presented in section 5.2.2, and the only dierence is in the numerical
method.
Since we are seeking solutions with waves downstream, it is no longer desirable
to use a mesh where the grid points are clustered near the detachment point. We
therefore place a mesh of N equally spaced grid points s1; s2; : : : ; sna; : : : ; sN over
the arclength variable s on the horizontal plate and free surface. The points s1 and
sN approximate  1 and 1 respectively. The middle point sna = 0 is chosen to
represent the detachment point, where again we have set na = (N + 1)=2.
In this section the Froude number F is an input variable, and is not found as
part of the solution process. It is therefore not included in the vector of (3N +1)=2
unknowns
u = [y0na; : : : ; y
0
N ; 
0
1; : : : ;
0
N ]
T :
With an initial guess of this unknown vector, all other ow quantities can be calcu-
lated in a similar way to that described in section 5.2.3.
The required (3N + 1)=2 nonlinear equations consist of the integral equation
(5.15), evaluated at the N   1 half-mesh points sj+1=2, j = 1; : : : ; N   1, Bernoulli's
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equation evaluated at na grid points sna; : : : ; sN , and the condition of smooth detach-
ment y0na = 0. The integrals in (5.15) are treated the same way as in section 5.2.3.
Note that we no longer force the free surface to be at downstream.
5.3.2 Results
We begin our analysis of the numerical solutions by considering the special case
where the ow is irrotational and the vorticity 
 = 0. When the height of the plate
 = 1, the solution is simply the trivial uniform stream throughout. For values of 
close to 1, the solutions are characterised by a train of sinusoidal waves downstream,
as indicated by the linear theory. A typical free surface prole for   1 is shown
in gure 5.14(a), where  = 0:999, F = 0:5 and 
 = 0. Here the actual grid points
are shown as circles. The linear solution is also presented, and this is shown as a
dashed line. For these parameters, both solution proles are in excellent agreement.
As the horizontal plate is moved further from the undisturbed level, the ampli-
tude of the downstream waves increases while the wavelength decreases. The waves
themselves begin to develop sharp crests and broad troughs (see gure 5.14(b)). This
behaviour was found to continue until the elevation of the wave crests was close to
the stagnation level ys = F
2(1 + 
)2=2 + 1. At this stage the numerical method
would not converge. It is expected that if the plate is moved even further away from
the level y = 1, then the waves will approach the Stokes limiting conguration with
120 angles at the crests. The free surface prole shown in gure 5.14(c) represents
the solution computed with the lowest value of  when the Froude number and vor-
ticity were xed at F = 0:5 and 
 = 0 respectively. Again, the actual grid points
are shown as circles, while the prole found from linear theory is indicated by the
dashed line. Notice how these two proles are no longer in agreement.
The nonlinear solutions presented in gure 5.14(a) and (b) were computed with
N = 601 grid points on the free surface and body. The arclength of the last grid
point in (a) was sN = 8:06, while the last grid point in (b) was set to sN = 7:97. For
solutions with distinctly non-sinusoidal free surface proles, more grid points are
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Figure 5.14: Typical free surface proles are shown for 
 = 0 and F = 0:5. The circles
represent the actual grid points used in the computed solution, while the dashed line
indicates the linear prole. The proles in (a), (b) and (c) are for  = 0:999, 0:96 and
 = 0:942 respectively.
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needed to resolve the sharp crests. For example, N = 1201 grid points were used to
compute the prole shown in gure 5.14(c) with sN = 7:45.
When the at plate is xed at some level, the linear theory in section 4.4.2
predicts that the wave amplitude A increases slightly as the Froude number F
decreases. This is found to be true also in the nonlinear case, as can be seen from
gure 5.15(a). Here, the dependence of the term 2A=(1  ) on the Froude number
is shown for plate heights  = 0:999 (solid circles) and  = 0:95 (open circles).
Also shown as a dashed line is the linear amplitude given by (4.77). The data for
 = 0:999 agrees well with the linear amplitude, while the data for  = 0:95 does
not.
The corresponding dependence of the wavelength  on the Froude number F is
shown in gure 5.15(b). Again, the solid circles represent the data for  = 0:999,
the open circles represent the data for  = 0:95, and the dashed line represents the
linear result. As expected, the nonlinear data for  = 0:999 agrees very well with the
linear wavelength. The data for  = 0:95 and the linear wavelength also appear to
agree well; however this is in part due to the scale used in the gure. As can be seen
in gure 5.14 (and again later in gure 5.21), the nonlinear wavelength decreases
signicantly as the plate is moved away from the level y = 1.
In each of the two nonlinear cases used in gure 5.15, data is only shown for
Froude numbers greater than some value. The reason for this will be explained later
in this section.
The numerical method described in section 5.3.1 can yield solutions for  > 1,
in addition to solutions for  < 1. The solutions for  > 1 can no longer be used
to model the ow near the stern of a ship, since the bottom of a ship can never be
higher than the level of the undisturbed free surface in a steady situation. However,
these solutions can still model the ow emerging from a rectangular vessel. The
dierence between these ows and the ones considered in section 5.2 is that they
are subcritical downstream, while those considered in section 5.2 are supercritical
downstream.
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Figure 5.15: The dependence of the term 2A=(1  ) (in (a)) and the wavelength  (in
(b)) on the Froude number F for plate heights  = 0:95 (open circles) and  = 0:999
(solid circles). The linear results are also indicated by the dashed lines. All solutions are
computed for 
 = 0.
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Examples of free surface proles calculated with plate height  > 1 are shown
in gure 5.16. Here the vorticity 
 = 0 and the Froude number F = 0:3. Again, as
before with the solutions for  < 1, nonlinear proles computed with plate heights
 close to unity agree well with the linear proles (see gure 5.16(a)). As the plate
height increases from 1, the waves become more nonlinear in shape, with sharper
crests and broader troughs (see gure 5.16(b)). Finally, there exists some value of
 above which no numerical nonlinear solutions could be found. The corresponding
free surface prole has waves which are close to the Stokes limiting conguration
(see gure 5.16(c)).
A feature of the solutions examined in this section is that the free surface proles
computed for negative values of  = 1    with small magnitude are simply a
reection about the level y = 1 of the proles found for  values small and positive,
but with the same magnitude. As jj increases, however, the proles become non-
sinusoidal and this symmetry no longer holds. Some free surface proles for F = 0:7
and 
 = 0 are shown in gure 5.17 to illustrate this behaviour. The solid lines are
for  = 0:03 ( = 0:97) and  = 0:1 ( = 0:9) while the dot-dashed lines are for
 =  0:03 ( = 1:03) and  =  0:1 ( = 1:1).
Figures 5.18(a) and (b) show the relationship between the steepness S of the
downstream waves (dened to be the dierence between the heights of the crests
and the troughs divided by the wavelength) and the height of the plate  for ve
dierent Froude numbers F = 0:3, 0:4, 0:5, 0:6 and 0:7, when the vorticity 
 = 0.
Figure 5.18(a) is for   1 and gure 5.18(b) is for   1. The linear steepness is in-
dicated by the straight dashed lines, while the computed nonlinear data is indicated
by the solid circles. In each case, the upmost circle on the curves represents the
most extreme solutions found using the current numerical scheme. For this range
of Froude numbers, the maximum possible steepness for nonlinear water waves is
S = 0:14 (see Cokelet (1977)). One can estimate the upper and lower bounds of 
for each xed Froude number by extrapolating the curves in gure 5.18 until they
reach this maximum value. In reality, when  < 1, it is not likely that the down-
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Figure 5.16: Typical free surface proles are shown for 
 = 0 and F = 0:3. The circles
represent the actual grid points used in the computed solution, while the dashed line
indicates the linear prole. The proles in (a), (b) and (c) are for  = 1:001, 1:015 and
 = 1:019 respectively.
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Figure 5.17: Free surface proles are shown for 
 = 0 and F = 0:7. The solid lines
indicate solutions computed with  = 0:9 and 0:97, while the dot-dashed lines indicate
solutions computed with  = 1:03 and 1:1.
stream waves ever quite reach the Stokes limiting conguration, since the elevation
of the crest closest to the plate is generally the highest, and hence it will reach the
stagnation level before the other crests. The result would be some sort of unsteady
breaking wave, which cannot be computed with the current numerical method, since
we restrict ourselves to steady ow.
Another feature of gure 5.18 is that for a xed plate height , the steepness
S of the downstream waves increases as the Froude number F decreases. This is
mainly due to the fact that the wavelength contracts signicantly as F decreases.
A consequence of this wavelength contraction is that it becomes computationally
expensive to calculate solutions accurately for small Froude numbers, since the mesh
has to be ne enough to cover each wavelength adequately with sucient grid points.
This is why the data for  = 0:999 in gure 5.15 is only shown for F  0:3. The
reason why no data for  = 0:95 in gure 5.15 is shown for Froude numbers less than
F = 0:46 is because this is the Froude number at which the most extreme solution
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Figure 5.18: The dependence of the wave steepness S on the height of the plate  for
ve dierent Froude numbers F = 0:3, 0:4, 0:5, 0:6 and 0:7 when the vorticity 
 = 0. The
computed data is shown with the solid circles, while the linear steepness is shown with
the dashed lines. (a) is for   1, and (b) is for   1.
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(with the plate height xed at  = 0:95) could be found. As the Froude number
is decreased from this value, it is expected that the solutions will rapidly approach
the limiting conguration with stagnation points at the wave crests, as indicated by
gure 5.18.
Values of the wavelength  versus the plate height  are shown in gure 5.19
for the ve Froude numbers F = 0:3, 0:4, 0:5, 0:6 and 0:7 and the vorticity 
 = 0.
As usual, the solid circles indicate nonlinear data obtained using the numerical
method of the last section, while the dashed lines indicate the corresponding linear
prediction. In this case, the linear theory predicts that the wavelength is independent
of the plate height . This prediction is reasonably valid for values of  close to
unity, when the draft of the plate  is small. However, as the magnitude of the draft
increases, the nonlinear wavelength contracts noticeably, and there is no longer
agreement between linear and nonlinear values.
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Figure 5.19: The dependence of the wavelength  on the height of the plate  for ve
dierent Froude numbers F = 0:3, 0:4, 0:5, 0:6 and 0:7 when the vorticity 
 = 0. The
computed data is shown with the solid circles, while the linear wavelength is shown with
the dashed lines.
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We now consider the eect vorticity has on the solutions. The dependence of
the wave steepness S on the plate height  is shown in gure 5.20 for three dierent
vorticity values 
 =  0:4, 
 = 0 and 
 = 0:4 when the Froude number is xed to
F = 0:5. It can be seen that the behaviour of the solutions for nonzero vorticity
is qualitatively the same as that for irrotational ow. Also, this gure shows that
the steepness S increases as the vorticity 
 decreases when the plate height  and
Froude number F are xed. As in gure 5.18, the steepness predicted by the linear
theory of section 4.4 is indicated by the dashed line. This linear steepness follows
the nonlinear data quite closely, at least for values of  near unity.
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Figure 5.20: The dependence of the wave steepness S on the height of the plate  for
three dierent vorticity values 
 =  0:4, 0, 0:4 when the Froude number is F = 0:5. The
computed data is shown with the solid circles, while the linear steepness is shown with
the dashed lines.
The corresponding dependence of the wavelength  on the plate height  is
shown in gure 5.21. This gure is the analogue of gure 5.19. Again, we see that
the introduction of a constant vorticity does not change the qualitative behaviour
of the solutions in this problem.
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Figure 5.21: The dependence of the wavelength  on the height of the plate  for three
dierent vorticity values 
 =  0:4, 0, 0:4 when the Froude number is F = 0:5. The
computed data is shown with the solid circles, while the linear wavelength is shown with
the dashed lines.
The linear theory presented in section 4.4 predicts that when the height of the
plate   1, all solutions with the same value of the modied Froude number F^
(dened in (4.57)) have identical free surface proles. This turns out to be true for all
vorticity values except those near 
 =  1. For example, solutions for  = 0:99 were
computed for dierent values of the vorticity 
, keeping the parameter F^ constant
at F^ = 0:5. It was found that all solutions computed for vorticity values greater
than about 
 =  0:7 (keeping F^ constant at 0.5) had free surface proles that
were graphically indistinguishable from the linear prole. However, as the vorticity
decreased from 
 =  0:7, the shape of the free surface was found to exhibit nonlinear
characteristics such as broad troughs and sharp crests. Figure 5.22(a) shows two
solution proles for  = 0:99 and F^ = 0:5. The solution for 
 =  0:94 and
F = 3:758 is the one computed with the lowest vorticity value. It is expected that
when the vorticity is decreased even further than this, the waves will ultimately
173
approach the limiting conguration with a 120 angle at the crests.
The computed wave steepness for the solution in gure 5.22(a) with 
 =  0:94
is S = 0:016. We claim this solution is close to the limiting conguration although
the steepness is not close to the upper limit S = 0:14. The reason for this is that
the value 0:14 is only appropriate for irrotational ows (when the vorticity 
 = 0).
When the vorticity is less than zero, the upper limit on the steepness is less than
0:14, as indicated by Teles da Silva & Peregrine (1988).
The reason why the nonlinear results for F^ = 0:5,  = 0:99 do not agree with
the linear theory for vorticity values near 
 =  1 can be found by considering the
stagnation height ys = F
2(1 + 
)2=2 + 1. As the vorticity decreases to 
 =  1,
the stagnation height also decreases, and approaches the undisturbed level y = 1.
The elevation of the waves crests, however, can never be greater than the stagnation
height, so nonlinear solutions can only exist for vorticities above some limiting value

 >  1. The free surface proles for vorticity values just greater than 
 will
have waves close to the limiting conguration, like the prole for 
 =  0:94 in
gure 5.22(a). For vorticity values much greater than 
, the crests of the waves
will no longer be close to the stagnation level, and the waves will appear to be
sinusoidal in shape, agreeing with the linear theory.
A similar behaviour was found when we xed F^ = 0:5 and  = 0:95. The
solution prole for 
 = 0 looks nonlinear in shape with broad troughs and sharp
crests. These nonlinear characteristics of the free surface proles increased as the
vorticity decreased to 
 =  0:45. No solutions with lower vorticity values could be
computed, but again, as before with  = 0:99, it is expected that the waves will
soon break if the vorticity is decreased further. The solution prole for 
 =  0:45 is
shown in gure 5.22(b) as a dot-dashed line. As the vorticity increases from 
 = 0,
the solution proles slowly become more sinusoidal in shape. For all values of 

greater than about 2, the shape of the free surface does not change. This constant
shape for large vorticity values is easily distinguishable from the linear prole, as
can be seen in gure 5.22(b) by comparing the solid prole for 
 = 100 with the
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Figure 5.22: Typical free surface proles for F^ = 0:5. In (a),  = 0:99. Here the solid
prole corresponds to 
 =  0:7 and F = 1:325, while the dot-dashed prole corresponds
to 
 =  0:94 and F = 3:758. In (b),  = 0:95. Here the solid prole corresponds to

 = 100 and F = 0:0057, the dot-dashed prole corresponds to 
 =  0:45 and F = 0:828,
and the dashed line indicates the linear prole.
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dashed linear prole. The fact that these proles do not agree is to be expected,
since  6 1 in this case.
5.4 Summary
The steady free surface ow past a semi-innite at plate has been considered in
this chapter. With the use of conservation of mass and momentum, exact nonlinear
relationships between the Froude number, the plate height and the constant vorticity
have been derived for the case where the downstream free surface is at. This
analysis has been made possible by the simple geometry of the problem. Complete
nonlinear solutions to this wave-free problem have been calculated numerically with
the use of a boundary integral method, and the results agree closely with the exact
relationships. This agreement between exact and numerical results (see gures 5.2
and 5.7) shows that the boundary integral method computes solutions to a high
degree of accuracy. It has been found that the introduction of a constant vorticity
has led to some interesting behaviour not encountered previously in studies restricted
to irrotational ow. Similar behaviour has been found in the study of solitary
waves with constant vorticity (see, for example, Vanden-Broeck (1994) and Forbes
& Belward (1996)). All the solutions computed without waves were supercritical
downstream.
We have also considered solutions to the problem where the ow is characterised
by a train of waves on the free surface. The behaviour of these subcritical solutions
is completely dierent to that encountered in the wave-free problem. When the
elevation of the plate is close to the level of the undisturbed free surface, the com-
puted nonlinear solutions have been found to agree with linear solutions considered
in the last chapter. This again conrms the accuracy of the numerical scheme. As
the plate is moved away from the undisturbed level, the waves on the free surface
become more nonlinear in shape, and ultimately approach limiting congurations
with a 120 angle formed at the crests. The introduction of a constant vorticity here
has not changed the qualitative behaviour of the solutions.
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Chapter 6
Concluding remarks
In this thesis, problems involving two-dimensional free surface ows past semi-
innite bodies have been considered for a uid of nite-depth. We have used a
boundary integral method based on Cauchy's integral formula to compute nonlinear
solutions for three dierent geometries. In the rst of these geometries, the body is
supposed to be rectangular in shape with a rounded corner, and the free surface is
assumed to attach to the body at a stagnation point. The second scenario involves
the same body shape, but this time the free surface is assumed to attach smoothly
to the front face of the body. Finally, for the third problem, the body is simply a
at plate. Here the uid is assumed to detach from the trailing edge of the plate
horizontally. For this last geometry, linear solutions are also calculated with the use
of a Fourier transform. In each of the three cases, the eects of constant vorticity
have been included in the ow.
We have attempted to motivate these studies by relating the problems to the
ow of uid near the bow or stern of a wide, blunt ship. While it is clear that
such two-dimensional models do not describe exactly real-life bow and stern ows,
the results provide a valuable insight into the behaviour of uid ow near a surface
piercing object. In addition, it has been mentioned throughout the study that the
problems considered are also applicable to the ow into (or out of) a horizontal slot.
In this case, the two-dimensional approximation is likely to be quite valid in some
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circumstances.
It must be said that we end this thesis leaving some questions unanswered. For
example, all subcritical solutions computed for our geometries violate the radiation
condition, and hence cannot describe the ow near the bow of a ship. What then
is the nature of a subcritical bow ow? Of course it is possible that there is a
splash near the front face of the bow, and this has been investigated before by Dias
& Vanden-Broeck (1993) and Tuck & Simakov (1999) for an innitely deep uid.
There is strong numerical evidence, however, presented by Dias & Christodoulides
(1991) and Wiryanto & Tuck (1998), that suggests splashing bow ows for a nite-
depth uid only occur for supercritical ow. Another possibility is that there is a
region of rotating uid with high vorticity lying on top of the free surface near the
body. This geometry, sketched in gure 6.1, was suggested by Tuck (1991), and
discussed further in Vanden-Broeck & Tuck (1994). Tuck (1991) proposed that the
vorticity in the rotating region (referred to as a \bow-wake") would be an output
variable in the problem, and would vanish for Froude numbers that correspond to
waveless stern ows. In nite-depth ows, there are only waveless stern ows for
supercritical ow, so if solutions to this problem do exist for subcritical ow, the
vorticity in the bow wake would always be nonzero. A detailed attempt to solve the
ow problem in gure 6.1 has been made by the present author, but unfortunately
there has been no success to date. We therefore leave this problem for further
research.
Figure 6.1: A possible ow conguration near the bow of a ship.
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Throughout this thesis, we have employed bodies with simple geometries to
model the bow or stern of a ship. For ows with stagnant attachment, the body
used was rectangular in shape, with a rounded corner. No attempt has been made
to introduce a bulbous shaped stern, in the hope of minimising the amplitude of the
waves on the free surface (as was done in the past for the innite depth case). This
is possibly an avenue for future study. In view of the research conducted by Farrow
& Tuck (1995), however, such an undertaking is more than likely to be unsuccessful,
since bulbous shaped sterns in innitely deep uid do not have a signicant impact
on the wave amplitude, and there is no reason to believe that this will be dierent
in a uid of nite depth.
We have also considered stern ows in which the free surface detaches smoothly
from the trailing edge of the body. The stern shape chosen here was simply a semi-
innite at plate. Again, it could be possible to vary the body shape in the hope
of eliminating the periodic wave train on the free surface. This is perhaps a more
interesting problem than the stagnant attachment one, since there are no direct
comparisons available for a uid of innite depth. That is, although studies by
Madurasinghe & Tuck (1986) have resulted in wave-eliminating stern shapes (in an
innitely deep uid), the solutions include zero gravity as a limiting case, and hence
are not applicable for stern ows in a nite depth uid.
The inclusion of constant vorticity has had little eect on the problems considered
in this thesis for the subcritical ow regime. In fact, in chapter 4, when we examined
the linear problem of ow past a semi-innite plate, it was shown that the location
of the free surface with non-zero vorticity could be obtained from the free surface
solution without vorticity by replacing the Froude number in the formula with a
modied Froude number. For the nonlinear cases, the comparison is not so straight
forward, but essentially we can conclude that the addition of constant vorticity in
subcritical ow does not change the qualitative behaviour of the solutions.
A similar general statement cannot be given for supercritical ow. The nature
of the solutions presented for the problem of free surface ow attaching smoothly
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to the front face of a rectangular shaped bow (see chapter 3) is qualitatively the
same for each value of the vorticity, including the case where the vorticity is zero.
On the other hand, for ows with stagnant attachment (see chapter 2), there exists
a vorticity value which separates the solutions into two groups; each with dierent
limiting behaviour. Furthermore, a free surface prole for small vorticity appears
quite dierent to a prole for large vorticity. Finally, the inclusion of constant
vorticity in the problem of supercritical ow emerging from beneath a at plate (see
chapter 5) has led to a great deal of new behaviour not previously encountered in
the irrotational case. For example, when the vorticity is nonzero, there are solutions
for innite Froude number, there are fold bifurcations in the parameter space, and
there are solutions whose free surface proles contain overhanging portions. This is
perhaps the most interesting problem considered in the thesis.
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Appendix A
The evaluation of some integrals.
Details for some of the integrals treated in chapter 3 are presented here.
A.1 Evaluating the integral in (3.21)
We consider the equation
() =  
Z 1
 1
1
(et=2   e t=2) log

et + 
et
1=2
dt: (A.1)
This is also equation (3.21).
Dierentiation of (A.1) under the integral sign yields the expression
0() =  
Z 1
 1
 
2(et=2   e t=2)(et + ) dt:
The substitution w = et is made, and this expression becomes
0() =
1
21=2
 
Z 1
0
 
w1=2(w   )(w + ) dw: (A.2)
We let the variable w be a complex number, and make a branch cut along the
positive real w-axis, so that the integrand in (A.2) is single valued. Now consider
the integral
I =
1
21=2
I
 
 
w1=2(w   )(w + ) dw
around the closed curve  , which is shown in gure A.1. Using standard residue
theory, one can evaluate this integral to give
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Γ−σ
Figure A.1: The contour   in the complex w-plane.
I =
1=2
1=2( + )
:
But the contribution to I from the large and small circles vanish, and the contribu-
tions from the two horizontal lines add (due to the branch cut); so this result, along
with (A.2), implies that
0() =
1=2
21=2( + )
: (A.3)
Finally, the solution for () can be found by integrating (A.3) using the symbolic
manipulator MAPLE. The result is
() = arctan



 1
2
  
2
:
The constant of integration is found by applying the condition (1) = 0. This
condition comes from the fact that the free surface is at upstream, and hence the
angle is zero there.
A.2 Integrating equation (3.23)
In this section we integrate equation (3.23), which is repeated here for convenience:
dz
d
=   1

p
   ip
( + 1)( + )1=2
: (A.4)
All integrals in this section are evaluated using integral tables (such as those given
in Gradshteyn & Ryzhik (1980)), or MAPLE.
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First we note thatZ p

( + 1)( + )1=2
d = 2
r

1   arctan
r
 + 
1   + constant: (A.5)
Now considerZ p

( + 1)( + )1=2
d =
1
1  
Z s

 + 
d   1
1  
Z s
( + )
 + 1
d: (A.6)
Each of the integrals on the right hand side of (A.6) can be evaluated to giveZ s

 + 
d =
p
( + )  1
2
Z
p
( + )
d
=
p
( + )   log(
p
 +
p
 + ) + constant;
and Z s
( + )
 + 1
d =
p
( + ) +
   2
2
Z
dp
( + )
+(1  )
Z
d
( + 1)
p
( + )
=
p
( + ) + (   2) log(
p
 +
p
 + )
 p1   log
"
2
p
(1  )( + ) + (   2)   
 + 1
#
+constant:
Therefore, after some algebra, the integral (A.6) becomesZ p

( + 1)( + )1=2
d =
1p
1   log
"
2
p
(1  )( + ) + (   2)   
 + 1
#
+2 log(
p
 +
p
 + ) + constant: (A.7)
So putting together the results in (A.4), (A.5) and (A.7), we nd
z() =   2

log(
p
 +
p
 + )  1

p
1   log
"
2
p
(1  )( + ) + (   2)  
 + 1
#
+
2i

r

1   arctan
r
 + 
1   + A+ i B ; (A.8)
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where A and B are constants. As  !1+ i0,
z !  1  ip
1   + i
r

1   + iB: (A.9)
But we expect z !  1+ i, so the constant B must be
B = 1 +
1 pp
1   : (A.10)
In evaluating the limit (A.9), we have used the fact that
2
p
(1  )( + ) + (   2)    0
for 0    1 and   0. To calculate the other constant A, we note that
z(0) =   1


1 +
1p
1  

log  + A+
2i

r

1  

arctan
r

1    

2

+ i:
Now this value must be the point at which the free surface attaches to the front face
of the body, since  = 0 there. It follows that the real part of z(0) is zero, and that
A =
1


1 +
1p
1  

log : (A.11)
The result (3.24) follows from the expressions in (A.8), (A.10) and (A.11).
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Appendix B
Factoring f1(k) for supercritical
ows.
The factorisation of f1(k) for F > Fc = 1=
p
1 + 
 is presented.
Using the Weierstrass innite product theorem, the function f1(k) dened in
equation (4.24) can be factored in the forms (4.25) and (4.34), where H(k) is given
by
H(k) = e i0k=
1Y
n=1

1  ik
n

eik=n ; (B.1)
and is analytic everywhere, with zeros at k =  i , for n = 1; 2; : : :.
Following Buchwald (1994) and Buchwald & Viera (1996, 1998), the function
H0(k) = e
 i0k=
1Y
n=1

1  ik
(n  1
2
)

eik=n =
p

 (1=2  ik=)
is introduced. Rearrangement of (B.1) produces the formula
H(k) = C T (k)H0(k);
where the innite product T (k) is given by (4.37), and the constant C is given by
C =
1Y
n=1

n  1
2
n

:
The exact value of the constant C can be obtained by considering the behaviour
of f1(k) and the factorisation (4.34) in the limit k ! 1. Using the reection
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formula (4.31), the product H(k)H( k) can be simplied to
H(k)H( k) = C2 T (k)T ( k) cosh k  C
2 ek
2
as k !1. It follows from (4.34) that for large k, the function f1(k) behaves like
f1(k)  1  F
2(1 + 
)
F 2
(1 + 
) + 1
C2 ek
2
: (B.2)
However, from the denition (4.24), the function f1(k) also has the behaviour given
in (4.33). Hence, after equating (B.2) and (4.33), the result (4.35) follows.
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Appendix C
Some extra considerations for the
innite product T (k).
In this Appendix, some extra details of the analysis given to T (k) are presented. In
section C.1, the numerical treatment of T (im) is considered, while the asymptotic
expansion of T (is) for large s is detailed in section C.2.
C.1 Numerical treatment of T (im)
Consider the innite product
T (im) =
1Y
n=1

1 +
n   (n+ 1=2)
m + (n+ 1=2)

= exp
( 1X
n=1
log

1 +
n   (n+ 1=2)
m + (n+ 1=2)
)
:
Using the expansion (4.59), it can be shown that the argument of T (im) is
1  1
2F^ 2n2
+
1 + m
2F^ 2n3
+O(n 4)
as n!1. Hence, for a suciently large integer N , we can use the approximation
T (im)  exp
(
NX
n=1
log

1 +
n   (n+ 1=2)
m + (n+ 1=2)

+
Z 1
N+1

  1
2F^ 22
+
1 + m
2F^ 23

d
)
= exp
(
NX
n=1
log

1 +
n   (n+ 1=2)
m + (n+ 1=2)

  1
2F^ 2(N + 1)
+
1 + m
22F^ 2(N + 1)2
)
:
(C.1)
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In table C.1, various values of the innite product T (im) are presented for
dierent modied Froude numbers F^ and integer values N . In all cases, the ap-
proximation for the tail included in the expression (C.1) is used. When m = 1,
the results are accurate to 7 signicant gures when N = 104. This is not the case
for m = 100 and m = 10000; however the accuracy of the nal result will not be
aected.
C.2 The behaviour of T (is) for large s
In this section, we consider the behaviour of the innite product
T (is) =
1Y
n=1

1 +
n   (n+ 1=2)
s= + (n+ 1=2)

as s!1.
When n = 1 and s!1, the argument of T (is) is
1 +

s
(1   3=2) +O(s 2);
while, for values of n  2, the argument becomes
1 +
1
(s= + n)
1X
j=1
aj
nj
+O(s 2):
It follows that
log T (is) =

s
(1   3=2) +O(s 2)
+
1X
n=2

a1
n(s= + n)
+
a2
n2(s= + n)
+
a3
n3(s= + n)
+ : : :

(C.2)
as s!1.
We consider each of the series on the right hand side of (C.2) successively. Firstly,
1X
n=2
1
n(s= + n)
=

s
[ (1 + s=) + 0]  1
s= + 1
;
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T (im)
F^ N = 103 N = 104 N = 105 N = 106
m = 1
0.05 0.116148117 0.116154087 0.116154071 0.116154071
0.2 0.417253698 0.417253182 0.417253177 0.417253176
0.35 0.634519430 0.634519171 0.634519168 0.634519167
0.5 0.776986932 0.776986776 0.776986774 0.776986773
0.65 0.859982198 0.859982096 0.859982095 0.859982093
0.8 0.906244613 0.906244542 0.906244541 0.906244540
0.95 0.933307068 0.933307016 0.933307016 0.933307014
m = 100
0.05 0.592441672 0.592394744 0.592394587 0.592394584
0.2 0.916808454 0.916800079 0.916800059 0.916800057
0.35 0.965731806 0.965728921 0.965728914 0.965728912
0.5 0.981903919 0.981902482 0.981902478 0.981902476
0.65 0.989072978 0.989072121 0.989072119 0.989072117
0.8 0.992754509 0.992753941 0.992753940 0.992753938
0.95 0.994859084 0.994858680 0.994858679 0.994858677
m = 10000
0.05 0.979261856 0.978496805 0.978495573
0.2 0.998027037 0.997978285 0.997978204
0.35 0.999287045 0.999271106 0.999271078
0.5 0.999638442 0.999630629 0.999630614
0.65 0.999784169 0.999779545 0.999779535
0.8 0.999857315 0.999854263 0.999854256
0.95 0.999898839 0.999896674 0.999896668
Table C.1: A table of T (im) computed for various values of the parameter F^ . Here
the approximation for the tail after N terms, given by (C.1), is included in the calculation.
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where  (z) is the Psi function dened to be  (z) =  0(z)= (z). Using the asymptotic
expansion for  (z) in Abramowitz & Stegun (1972), we nd
1X
n=2
1
n(s= + n)
=

s
log s+

s
(0   log    1) +O(s 2):
This result for the rst series is used for the second series
1X
n=2
1
n2(s= + n)
=
1X
n=2

s

1
n2
  1
n(s= + n)

=

s
[(2)  1] +O(s 2 log s);
and this result for the second series is used for the third series
1X
n=2
1
n3(s= + n)
=
1X
n=2

s

1
n3
  1
n2(s= + n)

=

s
[(3)  1] +O(s 2);
and so on. Continuing this argument, and using the result (4.71), it can be shown
that
log T (is) =
a1
s
log s+

s
(1   3=2)
+
a1
s
(0   log    1) + 
s
1X
j=2
aj[(j)  1] +O(s 2 log s)
=
a1
s
log s+
a1
s
(0   log ) + 
s
1X
n=1
h
n   (n+ 1=2)  a1
n
i
+ O(s 2 log s):
The asymptotic expansion (4.75) follows.
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Appendix D
Tables containing various values of
the innite series in the solution
for 1(x).
The innite series
RF^
3
s
1  F^ 2

1X
m=1
mT (im) (m) e
 mx
(1
2
+ m)(1  F^ 2 + 22mF^ 4) (12 + m)
 RF^ 3
s
1  F^ 2

(
MX
m=1
mT (im) (m) e
 mx
(1
2
+ m)(1  F^ 2 + 22mF^ 4) (12 + m)
+
42Rx
3=2e x=2
3F^ 2
erfc
p
x(M + 1) +
22R
33F^ 2
p
M + 1

1
M + 1
  2x

e x(M+3=2)

(D.1)
is computed for various values of F^ ,M and x, and the results are presented in tables
D.1-D.5.
The entries in table D.1 are computed for x = 0. For this value of x, the innite
series converges the slowest, since the term exp( mx) = 1. It can be seen that
with M = 104, the result is accurate to 7 signicant gures for F^  0:35. For x = 0
and F^ < 0:35, it would only be possible to gain this sort of accuracy if we could
chooseM to be much larger than 104. This is not numerically feasible, and not even
191
necessary, since we already know (0) =  1.
As x increases it becomes signicantly easier to gain an accuracy of 7 signicant
gures, as is evident from tables D.2-D.5. For example, when x = 1, only M = 10
terms are needed.
x = 0
F^ M = 102 M = 103 M = 104 M = 105
0.05 0.467268384 0.305773750 0.304934706 0.305285405
0.2 0.280673105 0.280398200 0.280396814 0.280397642
0.35 0.226264326 0.226244061 0.226243966 0.226244088
0.5 0.146175645 0.146172022 0.146172006 0.146172040
0.65 0.0732717668 0.0732708222 0.0732708181 0.0732708280
0.8 0.0297137993 0.0297135327 0.0297135316 0.0297135342
0.95 0.00553842650 0.00553838722 0.00553838706 0.00553838741
Table D.1: The dependence of the innite series (D.1) on the modied Froude number F^
when the horizontal coordinate x = 0. Entries are computed for integer values M = 102,
103, 104 and 105.
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x = 0:01
F^ M = 50 M = 100 M = 103 M = 104
0.05 0.121879750 0.0634941153 0.061046159 0.061046159
0.2 0.211970064 0.2118520030 0.211848496 0.211848496
0.35 0.198519225 0.1985120150 0.198511842 0.198511842
0.5 0.132988770 0.1329878280 0.132987818 0.132987818
0.65 0.0671386623 0.06713852460 0.0671385280 0.0671385280
0.8 0.0272403125 0.02724030510 0.0272403079 0.0272403079
0.95 0.00507427363 0.005074276980 0.00507427764 0.00507427764
Table D.2: The dependence of the innite series (D.1) on the modied Froude number F^
when the horizontal coordinate x = 0:01. Entries are computed for integer valuesM = 50,
102, 103 and 104.
x = 0:1
F^ M = 10 M = 50 M = 100 M = 1000
0.05 0.0664798157 0.00649139203 0.00649138625 0.00649138625
0.2 0.0680850164 0.0677555697 0.0677555697 0.0677555697
0.35 0.0976391529 0.0976335796 0.0976335796 0.0976335796
0.5 0.0740454764 0.0740479029 0.0740479029 0.0740479029
0.65 0.0379524798 0.0379540954 0.0379540954 0.0379540954
0.8 0.0152952426 0.0152959803 0.0152959803 0.0152959803
0.95 0.00282686199 0.00282700998 0.00282700998 0.00282700998
Table D.3: The dependence of the innite series (D.1) on the modied Froude number F^
when the horizontal coordinate x = 0:1. Entries are computed for integer values M = 10,
50, 100 and 1000.
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x = 0:5
F^ M = 10 M = 50 M = 100
0.05 0.000642139751 0.000642130741 0.000642130741
0.2 0.00825399194 0.00825399198 0.00825399198
0.35 0.0151058390 0.0151058390 0.0151058390
0.5 0.0118100375 0.0118100375 0.0118100375
0.65 0.00565349027 0.00565349027 0.00565349027
0.8 0.00214511009 0.00214511009 0.00214511009
0.95 0.000380746038 0.000380746038 0.000380746038
Table D.4: The dependence of the innite series (D.1) on the modied Froude number F^
when the horizontal coordinate x = 0:5. Entries are computed for integer values M = 10,
50 and 100.
x = 1
F^ M = 10 M = 100
0.05 0.000110413630 0.000110413630
0.2 0.00137827163 0.00137827163
0.35 0.00233353109 0.00233353109
0.5 0.00157637558 0.00157637558
0.65 0.000660255437 0.000660255437
0.8 0.000230211729 0.000230211729
0.95 3.88250229E-05 3.88250229E-05
Table D.5: The dependence of the innite series (D.1) on the modied Froude number
F^ when the horizontal coordinate x = 1. Entries are computed for integer values M = 10
and 100.
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