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1. Introduction
The study of hypersonic flows has been of interest for more than 50 years now. The main
application in the field of hypersonics is the realization of a supersonic combustion ramjet
(Scramjet), a propulsion system that operates above Mach 5 and at approximately 30-40
km altitude. As opposed to classical rockets, the air-breathing Scramjet does not need to
carry oxygen for the combustion because this is taken directly from the atmosphere. The
engine weight is therefore reduced and the payload mass can be increased, thus guaranteeing
a cheaper access to space. One major impediment to the realization of such an engine lies in
the uncertainties related to its design.
During the years, intense numerical analyses have been conducted on different hypersonic
configurations. However, despite the improvement in computer power that allowed com-
putational fluid dynamics (CFD) to be considered as a tool complementary to wind tunnel
and flight test in the aircraft industry, its use for the prediction of hypersonic flows and in
particular of heat fluxes, peak heating and flow separation is still far from satisfactory. For
the aerodynamic design of hypersonic inlets, where large separations reduce the captured
mass flow and thus the engine efficiency and severe heat loads can lead to structural failure,
the correct prediction of these phenomena is critical to the overall performance and, thus, the
realization of such engines.
Due to the high Reynolds number for hypersonic flight conditions, turbulence has to be
taken into account. The lack of a satisfactory understanding of turbulence is one of the
great fundamental challenges in flow simulations. When turbulent hypersonic flows are
characterized by shock wave/boundary layer interaction (SWBLI), as it is always the case
for practical applications, the only affordable numerical tool of investigation is the Reynolds
Averaged Navier-Stokes method (RANS). This is a statistical approach to turbulence, where
the conservative variables are divided into a mean and a fluctuating component and then the
transport equations are averaged. From the averaging process, new variables, representing
the contribution of turbulence to the mean flow, appear. The most widely used RANS models
are the eddy viscosity ones, where a simplified assumption is made for the Reynolds stress
tensor resulting in an isotropic behavior of turbulence inside the flow. For this class of models
one or two additional equations need to be coupled to the averaged Navier-Stokes equations
in order to relate the new turbulent variables to the mean flow equations. Eddy viscosity
models, such as the famous Spalart-Allmaras or the SST k−ω model, have proven to be able
to provide reliable solution, at a relatively cheap price, in many aerodynamic applications.
However, they experience difficulties when dealing with wall dominated flows characterized
by thick boundary layer, strong shock wave/boundary layers interaction and separation.
Therefore, Reynolds stress models (RSM) are important. They are also called second-order
1
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closure models, since they solve transport equations for the second-order correlations of the
fluctuating velocity, which are the components of the Reynolds stress tensor. In addition, an
equation for the turbulent length scale is needed. Due to their nature, these models account
for the anisotropy of turbulence in the wall region, characteristic of wall-dominated flow,
and are suitable for the integration through the boundary layer without the need of any wall
function. Unfortunately, due to their increased computational cost and decreased stability,
these models are not considered as standard design tools yet.
For the correct prediction of wall-bounded flows characterized by high Reynolds number
and high Mach number, of interest for a Scramjet, the anisotropy of turbulence in the near wall
region needs to be properly described by the turbulence model. For this reason, a differential
RSM has been implemented in the in-house code QUADFLOW and tested on different
hypersonic applications. QUADFLOW is a finite volume code that solves the compressible,
time dependent Navier-Stokes equations, either on structured grids or on adaptive grids by
means of an advanced multiscale technique. Several eddy viscosity models and one explicit
algebraic Reynolds stress model are available in the code and have been used for validation
and comparison. All the two-equations models available in QUADFLOW are based on an
ω-equation for computing the turbulent length scale, since this variable is generally preferred
for low-Reynolds number models where an integration through the viscous sublayer and
down to the wall is required. For this reason, the SSG/LRR-ω model has been chosen to
be implemented in QUADFLOW. The model is a combination of two existing RSM, one
used near the wall and coupled to an ω-equation, and one used in the freestream and coupled
to an -equation to profit from the low sensitivity of this variable to the incoming turbulence.
The flow solver has been modified to accommodate seven turbulence equations, and a set
of numerical methods and suitable boundary conditions have been chosen to be used in
combination with the model for hypersonic flow simulations.
As it is a standard procedure in CFD, the model implementation has been tested against
different configurations, starting from a zero pressure gradient flat plate at different Mach
numbers, and subsequently on configurations characterized by SWBLI as a double wedge
configuration. A Scramjet intake, designed in the frame of the Graduiertenkolleg GRK
1095 "Aero-Thermodynamic Design of a Scramjet Engine for Future Space Transportation
Systems", has been investigated using both a block structured grid and an adaptive grid.
The obtained results have been compared with available numerical solutions computed with
QUADFLOW using other turbulence models, theoretical solutions and experimental results.
In addition, the model has been assessed concerning important simulations parameters as the
grid resolution, the incoming turbulence level and the boundary condition for the ω-equation.
For most of the test cases considered, the possibility of using the SSG/LRR-ω model in
combination with grid adaptation has been investigated.
The lack of fully turbulent results to be used for comparison and of measurement data
from a fully three-dimensional SWBLI was the main motivation for the initiation of an
experimental campaign that was conducted at the University of Queensland. The availability
of a hypersonic shock tunnel and of a group of experienced hypersonics scientists, allowed
2
the successful completion of the experimental investigation and the interpretation and
postprocessing of the collected data. The investigated compression corner flow provided
useful results for testing the SSG/LRR-ω model and gaining insight into its prediction
capability for hypersonic SWBLI.
A physical background on hypersonic flows with a focus on SWBLI is given in Chapter
2. There numerical results from turbulence modeling literature are presented to highlight
the limitation of most models in correctly predicting such flows. The RANS approach to
turbulence is shortly presented in Chapter 3. The Reynolds stress equations is derived step-
by-step and the model chosen for this work is described in details. In the end of the chapter a
comparison between eddy viscosity models and Reynolds stress models is given. In Chapter
4 the main features of the flow solver QUADFLOW are highlighted. The validation results
and parametrical studies using different configurations and flow characteristics are presented
in Chapter 5. In Chapter 6 results for a two dimensional and three dimensional Scramjet
configuration are shown using both structured and adaptive grids. The outcomes of the
experimental campaign and the comparison between numerical and experimental results are
illustrated in Chapter 7. Finally some conclusion are drawn in Chapter 8.
3
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2. Hypersonic flows: a Brief Review
In this chapter an overview of the main concepts of relevance to this thesis is presented. The
characteristics of hypersonic flows are outlined with a major focus on shock wave/boundary
layer interaction. A comprehensive description of this phenomenon is given. In the second
part of the chapter the issues related to turbulence modeling of hypersonic flow are analyzed,
the focus being on the results obtained using a statistical approach to turbulence.
2.1. Main Characteristics of Hypersonic Flows
There is no unanimous definition of hypersonic flow based solely on the Mach number, as it
exists for supersonic flow. Depending on the problem at hand, the hypersonic flow regime
begins somewhere between Mach 5 and Mach 7. The reason is that no abrupt changes
occur in the flow characteristics when a supersonic flow is accelerated to higher speed, in
contrast to what happens when a flow is accelerated from subsonic to supersonic speed. The
hypersonic regime is better defined through certain flow phenomena that become of interest
as the Mach number increases. In the next sections, an overview of these phenomena is given
and hypersonic flows are described following the example by Anderson [4].
2.1.1. Thin Shock Layer and Shock-Shock Interaction
The shock layer is defined as the region that lies between the shock wave and the body surface.
As the Mach number increases the shock wave angle decreases moving the shock closer to the
surface. Because of the small inclination of the shock waves with respect to the body surface,
shock interference is more likely to occur at hypersonic Mach number. In addition, it takes
place close to the body surface, thus affecting the flow at the wall dramatically. Phenomena
resulting from shock-shock interactions can have strong local effects because of the intensity
of the shock waves in hypersonic flows and the high stagnation enthalpy level of the upstream
flow [57]. In his work, Edney [39] classified the types of shock-shock interaction into six
categories. These interactions produce high thermal loads on the surfaces that have to be
accounted for in the design of high-speed applications.
2.1.2. Entropy Layer
In practical applications, in order to reduce the heat flux, the leading edge of each component
of a hypersonic vehicle must be round or blunt in some way. At the stagnation point, where
the maximum value is achieved, the heat flux, Qw decreases with the square root of the nose
radius R [4], so that:
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Figure 2.1. Main characteristics of hypersonic flows [4]
Qw ∝ 1√
R
. (2.1)
The use of a blunt leading edge causes the shock that originates in front of it to be curved.
In addition, the bow shock is slightly detached from the solid surface and, for an ideal gas,
this stand-off distance d can be computed from the nose radius and the Mach number [4]:
d
R
= 0.386 · e(4.67/M2∞) . (2.2)
From inviscid shock theory [4] it follows that the entropy increases across a shock and the
larger the strength of the shock, the greater the entropy increase is. Since the portion of the
shock in front of the nose is a normal shock, the flow that crosses it in that region experiences
a larger entropy change than the flow further downstream along the body surface. At the
nose, a layer characterized by high-temperature and high-pressure gas, called entropy layer,
is generated. This layer flows downstream along the body surface, the boundary layer grows
inside it and they interact. The effect of entropy layer on the viscous layer is ambiguous.
The changes in pressure, temperature and local Mach number have to be considered. The
increase in pressure generates a favorable pressure gradient that stabilizes the boundary layer.
6
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The increase in temperature reduces the density of the flow so that, in order to pass the
required mass flow through the boundary layer a thicker boundary layer, is necessary leading
to a destabilizing effect. Finally the local Mach number is reduced. Considering that in
hypersonic flows the boundary layer thickness increases with the square of the Mach number
(see equation (2.4)), this phenomenon has a stabilizing effect reducing the boundary layer
thickness [88]. Experimental results [59] have shown that when the nose bluntness (nose
radius) is slightly increased, the size of a subsequent separation increases. When the nose
bluntness is considerably increased an increase or decrease in the separation size can occur
depending on the characteristics of the flow.
2.1.3. High Temperature Flows
While dealing with hypersonic flows, problems related to high temperature have to be
considered. The deceleration of the high speed flow behind a shock or due to the viscous
dissipation in the boundary layer, and the consequent transformation of kinetic energy into
internal energy, provokes an increase in the temperature. When the temperature reaches 800
K, the vibrational energy of the molecules gets excited, and at 2500 K the molecules begin to
dissociate. Under these conditions, the gas can no longer be considered as a perfect gas with
constant ratio of specific heats. High temperature flows can be characterized by vibrational
and chemical equilibrium if the vibrational excitation and the chemical reactions take place
rapidly with respect to the mean movement of the fluid. If this does not happen, the flow has to
be considered as a non-equilibrium flow. However, for the scope of this work only the perfect
gas assumption is used. According to the work of Mallinson et al. [73], this assumption
should not significantly affect the results for the flow conditions investigated in this thesis.
This allows to focus on the influence of turbulence modeling on the flow prediction without
having to deal with additional complexity of chemically reacting flows. In addition most
of the experimental results available for hypersonic flows that can be used for validation are
confined to perfect gases [105] due to the low enthalpy of the facilities where the experiments
have been performed. For the Mach numbers that characterize the experiments used in this
work for comparison, 7 and 8.3, no high temperature effects are observed. Data from the
blow-down tunnel H2K at the DLR in Cologne are characterized by low freestream static
temperatures, in the order of 50 K, and consequently low total temperatures. Data from
shock tunnel such as TH2 at the Shock Wave Laboratory (SWL) in Aachen and T4 at the
University of Queensland are characterized by high enthalpies and high total temperatures.
However, due to the short test times, of a couple of milliseconds, the model surface does not
heat up significantly so that also in this case high temperature effects are negligible at the
wall. However, the cold walls lead to high heat flux in this region.
2.1.4. Viscous Effects
One of the key characteristics of hypersonic flows is the thickness of the boundary layer. For
incompressible laminar flows, the boundary layer thickness δ decreases with an increase of
7
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the Reynolds number, following the empirical law:
δ ∝ x√
Rex
(2.3)
Additionally, turbulence increases the boundary layer thickness because of the turbulent
energy dissipation [5].
In high-speed flows compressibility plays an important role and the Mach number
influences the thickness of the boundary layer. When such flows pass a solid surface, they are
decelerated due to viscous effects and the kinetic energy of the molecules is converted into
heat and contributes to increase the temperature within the boundary layer. According to the
boundary layer theory [98], the pressure is constant in the direction normal to a solid wall,
so from the perfect gas relation it follows that an increase in temperature leads to a decrease
in density. In order to pass the required mass flow through the boundary layer its thickness
has to increase. As a consequence the boundary layer grows rapidly at hypersonic velocity;
its thickness can be related to the local Reynolds number and the freestream Mach number as
follows:
δ ∝ M
2
∞√
Rex
. (2.4)
Because of the thick boundary layer, hypersonic flows are defined as boundary layer
dominated. In order to numerically simulate them, particular care should be taken in the
resolution of the boundary layer. The flow in this region is characterized by extremely
high gradients, for example in the velocity, that varies from zero to hypersonic values at
the boundary layer edge. The situation is even more critical for turbulent flows where the
gradients at the wall are steeper than in the laminar case as shown in Figure 2.2.
As the Mach number increases, the displacement thickness caused by the thick boundary
layer grows rapidly. This leads to the occurrence of displacement phenomena that make
a hypersonic body to appear thicker than it actually is. This, in turn, affects the inviscid
flow outside the boundary layer, as for example increasing the deflection of a shock. Finally
the changes occurring in the outer flow influence the growth of the boundary layer. This is
referred to as viscous interaction [4]. Viscous phenomena can affect the pressure distribution
on the surface and thus the stability of a vehicle in flight. They also increase heat fluxes
and friction at the wall [4]. Generally two phenomena are classified as viscous interaction.
Firstly, the rapidly growing boundary layer at the leading edge increases the flow deflection
and, consequently, a stronger shock wave is generated. The shock wave produces an increase
in the pressure at the wall which in turn increases the density inside the boundary layer,
making it thinner and reducing the deflection effect. Thus, shock wave strength and boundary
layer growth (inviscid-viscous effects) mutually affect each other. Moving downstream
the boundary layer displacement thickness grows more slowly. Then the so called weak
interaction takes place where the inviscid outflow is only slightly affected and its feedback on
the boundary layer is negligible. The second type of viscous interaction that is of higher
8
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Figure 2.2. Comparison of the velocity profile in a laminar and turbulent boundary layer. Y is the wall
normal distance and u1 the first velocity component. Flat plate simulation at M=6.3 and
Re=1.7×10−6 1/m.
concern for this thesis is the so called shock wave/boundary layer interaction, and it is
discussed in detail in the following section.
2.2. Shock Wave/Boundary Layer Interaction (SWBLI)
Under the name of shock wave/boundary layer interaction (SWBLI) mostly two phenomena
are listed: the impinging-reflecting shock wave, which corresponds to the shock reflection
inside an air-intake, and the compression corner flow, which corresponds to a control surface
or an air-intake compression ramp. Such phenomena have been the subject of research
studies during the past 50 years and are still actively investigated due to the difficulties in
their prediction and the lack of understanding especially in the turbulent regime [7, 36, 55].
The study of the interaction between boundary layer and shock waves has both practical
and theoretical importance. On the one hand, it is known that in high-speed flight SWBLI
can strongly affect the vehicle performance and lead to the creation of regions of maximum
mean and fluctuating pressure levels and severe peak heating. These phenomena can lead to
structural failure as in the case of the X-15 flight in 1967 [81], so that a good understanding
and prediction of these phenomena is an essential starting point for effective flow control. On
the other hand, such flows provide one of the simplest occurrences of strong inviscid/viscous
interaction which are of interest in fundamental research and are a challenging test case for
Navier-Stokes flow solvers. A large amount of experimental data are available on the study
of 2D shock wave/boundary layer interaction and provide a wide range of studies of the
parameters involved [70, 100]. As far as 3D flows are concerned, the number of results
available is considerably smaller and also the understanding of the phenomena and of the
flow organization is not so satisfactory [7, 24]. The two type of SWBLI of interest for this
9
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work are described in detail next.
2.2.1. SWBLI on a Compression Corner Configuration
A schematic sketch of SWBLI along a compression corner is shown in Figure 2.3. The flow
moves along the plate following the undisturbed flat plate distribution. In the kink region the
presence of a compression surface increases the pressure of the flow generating a shock and
deflecting the flow to an angle equal to the ramp angle. In the subsonic viscous sub-layer of
the boundary layer, information such as the pressure change can be propagated upstream.
Figure 2.3. Schematic sketch of shock-wave/boundary layer interaction along a compression ramp [7].
For this reason the pressure rise is ’felt’ also ahead of the kink. The upstream influence
distance, defined as the distance between the point where the solution starts to differ from the
flat plate one up to the kink, increases with increasing the ramp angle. A situation can occur
where the adverse pressure gradient is strong enough to make the boundary layer undergo
separation.
The ability of the boundary layer to prevent separation depends on how much momentum
has been removed from the boundary layer due to viscous forces upstream of the interaction.
Turbulent boundary layers are more resistant to separation than laminar ones because their
velocity profiles increase more rapidly moving away from the wall as illustrated in Figure 2.2.
In addition, the mixing due to turbulence increases the momentum thus assisting the flow to
overcome the pressure gradient.
When separation occurs, a region of flow recirculation appears at the kink and, at the
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separation onset, a shock wave is generated, since the thick separated boundary layer is an
obstacle for the incoming flow. Along the compression ramp the boundary layer reattaches
to the wall and becomes relatively thin inducing extremely high heat fluxes on the surface
(peak heating). This feature is better shown in Figure 2.4 where the streamlines are strongly
deviated toward the surface passing through the shock and get close to the solid wall. A
so-called reattachment shock wave is generated to turn the flow parallel to the surface. At
reattachment the flow field is similar to that near a stagnation point, since the high enthalpy
gases from the freestream flow are transported to the wall causing large local heat transfer
rates. At a certain downstream location the separation shock wave and the reattachment
shock wave merge together into the ramp shock expected from inviscid shock theory. At
the intersection point, a type VI shock-shock interference pattern is produced [39, 83]. For
hypersonic Mach numbers a centered expansion propagates from the triple point where the
two shocks meet in order to make the flows above and below it compatible. Due to the thin
shock layer in hypersonic flow this expansion is so close to the wall that it is responsible for
a remarkable pressure decrease when it impacts on the solid surface. A contact discontinuity
(slip line) is generated between the region of the flow near the wall, that crosses the separation
and the reattachment shock, and the region of flow away from the wall, that crosses the ramp
shock.
Figure 2.4. Pressure distribution, Mach number isolines and stream lines for a 40 degrees compression
corner computed for turbulent flow conditions at M=6.35 and Re=9.65×106 1/m.
The pressure distribution along a hypersonic compression corner in a turbulent flow
for different ramp angles has been the subject of detailed experimental investigations by
Elfstrom [44] and Batham [10]. Furthermore, Colemann and Stollery investigated heat fluxes
distribution for the same geometry [29]. Even though these studies were performed as early
as 1971 and 1972, they have since then been considered as one of the most complete and
reliable experimental database for hypersonic turbulent SWBLI. References to these works
can be found in different reviews of hypersonic flows: in 1991 in Settles and Dodson [100] ,
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in 2004 in Roy and Blotter [91] and in 2009 in Smits, Martin and Girimaji [105]. In the next
paragraphs, selected results from the aforementioned studies are presented. Particularly the
description of SWBLI in terms of two-dimensional flow is of concern here.
Mean Pressure
Figure 2.5 (left) presents a typical pressure distribution along a compression ramp in a
hypersonic flow. The Mach number is 9.22, the Reynolds number is 47×106 1/m, the
freestream temperature is 64.5 K and the wall temperature 295 K. The different lines describe
the pressure at the wall for changing ramp angle. The origin of the x-axis coincides with the
ramp edge. Moving downstream on the plate, the pressure distribution is constant until the
presence of the compression ramp is felt. For an attached boundary layer, the upstream
influence of the interaction, caused by the pressure rise from the shock transmitted through
the subsonic part of the boundary layer, is limited to less than one boundary layer thickness
(δL=boundary layer thickness at a distance L from the leading edge). For this reason it is
considered to be a weak interaction [34]. For separated flow, the upstream influence increases
rapidly with the ramp angle and a pressure plateau of approximately constant level, but of
increasing length, develops.
Figure 2.5. Wall pressure (left) and heat flux distribution (right) on a compression ramp at Mach 9.22
[44].
Results concerning the characteristics of the separation size and the respective pressure
plateau have been first proposed by Chapman [27], and a complete description has later been
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given by Delery and Marvin [35]. They developed the so-called free interaction theory that
can be used to describe the pressure rise at the separation onset and along the pressure plateau.
The relation for pressure is as follows:
p
p∞
= 1 +
1
2
M2∞γF · 2 · (Cf0)1/2 · (M∞ − 1)−1/4 , (2.5)
where F is different for laminar and turbulent flows:
• at the separation point: F = 0.81 for laminar flow, F = 4.22 for turbulent flow;
• for the pressure plateau: F = 1.47 for laminar flow, F = 6.00 for turbulent flow;
M∞ is the freestream Mach number, p∞ the freestream pressure and Cf0 the skin friction
coefficient at the interaction origin.
It follows that the separation and the development of the pressure plateau are independent
of the flow downstream of the separation and of the phenomena that provokes the separation.
Everything happens as if the flow characteristics were entirely determined by the properties
at the onset of the interaction. The same applies to the separation length L:
L/δ∗0 = k · (Cf )1/2 · (M2∞ − 1)1/4 (2.6)
where k is a constant independent of Mach or Reynolds number, but dependent on the ramp
angle.
The free interaction theory predicts that the pressure levels in a separation (pressure at
separation and pressure plateau) increase with the upstream Mach number and decrease with
rising upstream Reynolds number. This is due to the fact that, for a flat plate, the skin friction
decreases when the Reynolds number increases, so a stronger shock is required to separate the
flow at lower Reynolds numbers. This trend is characteristic of both laminar and turbulent
flows. However, the skin friction is considerably higher in turbulent flows, so that higher
pressure levels are required to separate a turbulent boundary layer. The trend of a pressure
decrease with increasing Reynolds number is valid for laminar flows and for turbulent flows
up to Reδ equal 105; above this value the pressure plateau is almost independent of the
Reynolds number and even slightly increases with it [7]. An increase in the extent of the
separation is promoted by an increase in the Reynolds number and a decrease in the Mach
number. Finally, the pressure rise is independent of the ramp angle.
Considering the flow along the ramp, the pressure undergoes a rapid increase when the
flow passes through the shock generated at the kink. For ramp angles up to 30 degrees the
pressure levels downstream of the shock can be well predicted by inviscid flow theory using
the Rankine-Hugoniot relations [4]. Increasing the ramp angle, a pressure overshoot appears
and becomes more significant at higher values. The pressure distribution has a peak and
then decreases to the predicted inviscid values. This is a typical characteristic of SWBLI
for separated hypersonic flows. The pressure rise produced by the combined successive
action of the separation shock and the reattachment shock is much larger than that due to
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a unique oblique shock (as in the inviscid or attached case), therefore an expansion occurs
at the triple point. As pointed out in Section 2.1.1, the angle between the shock and the
solid wall decreases with increasing Mach number. This means that the triple point, where
the separation and reattachment shock waves meet, lies very close to the surface; the intense
expansion wave emanating from there hits the wall at a small distance downstream of the
reattachment point producing a sudden pressure decrease toward the inviscid value. The
characteristics of the pressure distribution described above hold for both laminar and turbulent
flows. However, as said above, in a laminar flow the pressure rise required to separate the
boundary layer is much lower than in a turbulent flow. From the free-interaction theory [35]
it is estimated to be nearly five times smaller.
Mean Heat Fluxes
For attached flow, Coleman and Stollery [29] note that there are similarities between the
pressure profile and the heat transfer profile, and that the upstream influence of the corner is
extremely small. For separated boundary layers, laminar and turbulent heat flux distributions
have to be discussed separately.
In the laminar case, the heat fluxes decrease along the plate following the flat plate solution
until they undergo a fast decrease at the location of the separation onset. The heat transfer
reaches a minimum in this region and then increases sharply upon reattachment.
A typical heat flux distribution for turbulent hypersonic flow over a compression corner at
different ramp angles is presented in Figure 2.5 (right). The inflow conditions are the same
as defined for Figure 2.5 and the different lines represent the same ramp angle as in Figure
2.5. The main feature of this kind of flow is the increase of the heat flux within the separation
region. This rise is explained by the turbulence amplification in the vicinity of the separation
point and further downstream. This leads to the formation of large eddies that enhance the
exchange between the flow near the wall and the outer high enthalpy flow, leading to an
increase in heat transfer [7]. Along the compression ramp, a peak heat flux, corresponding
to the pressure overshoot, is detected just downstream of the reattachment point. In this
location the separated flow impinges on the ramp generating heat transfer rates that exceed
those obtained for a fully attached flow.
Between fully laminar and fully turbulent flows a wide range of transitional flows exists. The
most relevant case, to this thesis, is the situation where the boundary layer at the separation
onset is laminar, therefore leading to a decrease of the heat fluxes along the separation region,
but turns turbulent in the shear layer above the separation, due to a turbulent amplification
through the shock wave and the shear stresses generated in that region. In this case the heat
fluxes measured at reattachment can be higher than in the fully turbulent case. A similar
overshoot is detected along a flat plate where the flow undergoes a laminar to turbulent
transition. In their work Arnal and Delery [34] suggest that this is due to presence of “large
and well organized structure” characterizing a pre-turbulence state of the boundary layer
and enhancing the heat transfer to the wall. Once the turbulent regime is established these
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structures divide into smaller eddies and the heat fluxes approach the fully turbulent value.
2.2.2. Impinging-Reflecting Shock Wave
A schematic sketch of the main phenomena related to a shock wave impinging on a boundary
layer is shown in Figure 2.6. The flow is deflected at first through the impinging shock C1.
Next, in order for the flow to be parallel to the solid wall again, it is further deflected by the
reflected shock C2 by an angle of the same magnitude but opposite in sign than the one of C1.
Figure 2.6. Schematic sketch of a shock wave/boundary layer interaction due to an impinging shock
[7].
The impinging shock penetrates the incoming boundary layer and, through the subsonic
part of it, the disturbance propagates upstream. If the pressure gradient generated at the
impingement is strong enough, a region of separated boundary layer originates upstream of
the impingement and a shock departs from the separation point. This shock merges with
the impinging one creating a type I shock-shock interaction [39, 83]. In this configuration
expansion waves and compression waves generate downstream of the impingement point and
a complex flow pattern arises. The behaviour of the pressure and heat fluxes at the wall
is similar to the compression corner case and is therefore not discussed here. The main
difference is that the separation and reattachment shock waves do not intersect so that no
overshoot is visible in the pressure distribution.
2.3. Turbulence Modeling in Hypersonic Flows
Despite remarkable advances in computational capabilities over the last decades, the
simulation of hypersonic turbulent flows for engineering applications is still a challenge.
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While Computational Fluid Dynamics (CFD) has become an analysis and design tool
complementary to wind tunnel and flight test in the aircraft industry [90], there is not an
easy way to directly transfer the methods used for transonic flows to highly compressible
flows. Even well established turbulence models need to be tested again and assessed for their
applicability to high Mach number flows.
Right now, the use of Direct Numerical Simulation (DNS) or Large Eddy Simulation
(LES) for high speed regimes is limited to fundamental research. The use of hybrid
LES/RANS (Reynolds Averaged Navier-Stokes equations) methods is still at an early stage
and simulations of hypersonic shock wave/boundary layer interaction performed with these
tools are not available [105]. On the contrary, RANS turbulence modeling, mainly in the
form of algebraic and linear eddy viscosity models, has been widely used for different kinds
of hypersonic applications, from basic research to the design and development of hypersonic
vehicles, due to its relatively low computational cost and its suitability for two-dimensional
simulations. In order to extend the applicability of the models to compressible flows, the
original formulations, mainly developed for incompressible flows, have been enriched with
terms to account for compressibility effects. Over the years, a variety of turbulence models
for highly compressible flows has been proposed and compared with experimental findings,
however the results obtained are far from being satisfactory, and important quantities such as
separation size or peak heating still cannot be predicted accurately.
2.3.1. Experimental Databases
The well established way of validating turbulence models is by comparison with experimental
(mostly wind tunnel and sometimes flight) data. Typically, the footprint of SWBLI is
measured by surface measurement techniques such as pressure tabs, thermocouples and thin
film gauges. In order to reproduce the experiments by numerical simulations, information
about initial and boundary conditions as well as measurement uncertainties must be provided.
In the early 1990s, Settles and Dodson [100] compiled a list of shock wave/ boundary layer
interaction cases at Mach 3 or higher and found five experiments that satisfied their list of
necessary criteria to be used as a validation test cases for turbulence models.
In 2006, Roy and Blottner [91] extended the existing database, adding new test cases. Also,
they reported results obtained from well assessed one- and two-equation turbulence models
for these test cases.
In 2010, Smits, Martin and Grimaji [105] reviewed the progress made in basic research on
hypersonic turbulent flows. In their work, they point out that the experimental database
for turbulent flows at hypersonic Mach number is extremely limited and that most of the
studies available are confined to flow of perfect gases. They present different types of flows
and selected results obtained using different approaches to turbulence. For RANS modeling
the results presented in [91] are used. In the conclusions the paper gives some suggestions
concerning the use and development of turbulence models and the authors state that: "for
the forseeable future the design and development of hypersonic vehicles will depend on
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computations employing turbulence closure models".
For the scope of this thesis, experimental results obtained from both blow down tunnels and
shock tunnels have been employed for comparison. The experiments were conducted in the
frame of the German Research Training Group "Aero-Thermodynamic Design of a Scramjet
Engine for Future Space Transportation Systems" (GRK 1095) [48]. The test case of a double
wedge, investigated in the SWL in Aachen, was used as first validation test for SWBLI for
the newly implemented RSM [80]. For simulations including a more complex geometry and
consequently more complicated shock pattern, a Scramjet intake was studied both in 2D and
3D [53, 54]. Both test cases are characterized by moderate hypersonic Mach number of 8.3
and 7, respectively, and a cold wall condition due to either the low enthalpy of the flow or
to the short test time. For each configuration, pressure and heat flux measurements were
taken along the center line of the model using Kulite piezoresistive transducers and either k-
type thermocouples or an infra-red camera. The results are characterized by moderate ramp
angles which vary between 9 and 20.5 degrees, and by a large portion of laminar flow and
subsequently transitional flow.
2.3.2. LES and DNS of SWBLI
LES and DNS of shock wave turbulent boundary layer interactions have been performed for
about a decade now [116]. The first DNS simulation of a Mach 3 compression corner at
18 degrees and Reθ = 1685 was carried out in 2000 by Adams [3]. The results obtained
were compared with experiments of the same configuration but at a higher Reynolds number,
so the author was not able to draw definitive conclusions from the comparison. Generally
there is a lack of experimental data obtained at Reynolds number accessible for LES and
DNS. In 2006 Pirozzoli and Grasso [86] used DNS to study the characteristics of a shock
impinging on a turbulent boundary layer at Mach 2.25 and a Reynolds number based on the
boundary layer momentum thickness Reθ=3725. Also in this case no experimental results at
the same inflow and boundary conditions were available. For this reason in 2007 a numerical
and experimental project was conducted on a 24 degrees compression corner at Mach 2.9
by Wu and Martin [116], [89] and Bookey, Wyckham and Smits [14] who were responsible
for the DNS simulation and the experiment at an appropriate Reynolds number, respectively.
The results showed a discrepancy in the prediction of the separation size and of the pressure
levels which were claimed to be due to the grid resolution and the dissipation of the WENO
scheme employed.
Due to the grid constraints imposed by LES and DNS methods, no study exists of SWBLI at
hypersonic speed performed with these tools, to the author’s knowledge.
2.3.3. Main RANS Results for Hypersonic 2D SWBLI
A few representative comparisons between experimental data and results obtained using
different RANS turbulence models are reported next. It is interesting to note that the authors
of the studies limited their interest to one- and two-equation models. No results of SWBLI at
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hypersonic speed performed using a differential Reynolds Stress Model are available to the
author’s knowledge. In their review, Roy and Blottner [91] state that one- and two-equation
models are the standard tools used in design studies, while advanced turbulence models such
as Reynolds stress models are still under development. In the NASA technical report by
Olsen, Lillard and Coakley [84] it is stated that Reynolds stress models have been extensively
investigated, but for complex flows they did not perform significantly better than simpler
models; in addition, they are commonly considered more complicated and numerically stiff,
and this prevents their wide application.
For the above reasons, only results obtained using one- and two-equation models are reported
and briefly commented here. The experiment from Colemann and Stollery [29] was used by
Roy and Blottner [91] for testing turbulence models in the hypersonic flight regime. The
pressure and the heat fluxes at the wall are compared in Figure 2.7.
Figure 2.7. Pressure (left) and heat flux distribution (right) at Mach 9.2 for a 34 degrees compression
corner [91]. Experimental results in comparison with numerical prediction from different
turbulence models.
The experimental values are compared with five different two equations turbulence models
listed in Table 2.1:
kJL Jones and Launder high Reynolds number k − 
kLS Launder and Sharma (standard) k − 
kR Rodi k − 
k − ω88 Wilcox 1988 k − ω
q − ω Coakley q − ω
Table 2.1. Turbulence models used in Figure 2.7.
The 34 degrees compression corner can be considered a critical test case, since the turbulent
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boundary layer undergoes a separation as shown by the increase in pressure and heat fluxes
ahead of the kink. The pressure distribution is captured relatively well by all turbulence
models at least for what concerns the levels ahead and after the separation. Only two of
the five turbulence models, the kJL and the kSL capture the separation size correctly and
match the pressure increase and the plateau level. Concerning the heat flux in the interaction
region, the numerical results provide predictions that are 2 to 5 times higher than those found
in the experiments even for the models that were able to predict the separation size correctly.
A cylinder flare at Mach 7 was investigated at NASA by Olsen, Lillard and Coakley [84].
They developed a three-equation model starting form a standard k–ω model with the addition
of an equation that accounts for non-equilibrium effects for the eddy-viscosity; in addition, a
high-speed modification for k was used. Three grid resolutions are presented for this model
and two for the Spalart-Allmaras and the Wilcox k–ω model from 1988. The numerical
simulations are compared with experimental results. Different inclinations of the cone were
analyzed from 20 up to 35 degrees. Here the case of 35 degrees, inducing boundary layer
separation, is discussed. Figure 2.8 shows the pressure and heat flux distributions at the wall.
Figure 2.8. Pressure (left) and heat flux (right) distribution at Mach 7 for a 35 degrees cylinder
flare [84]. Experimental results in comparison with numerical prediction from different
turbulence models.
Concerning the pressure distribution, most of the models used predict boundary layer
separation but the separation region is strongly underestimated. Downstream of the separation
region, the pressure distribution is well captured. The heat flux distribution shows similar
problems: the heat flux levels in the separation region are not predicted at all and at
reattachment some models overpredict the peak heating while others underpredict it.
It is evident from these two basic examples that the capabilities of one- and two-equation
models in the hypersonic flight regime are still very limited. The key issues are related to
the prediction of the separation size and respective pressure and heat fluxes rise and the peak
heating occurring at reattachment. The situation generally improves for attached boundary
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layers. Similar results can be found in the works of Coratekin et al. [31], Shina et al. [101]
and Goldberg [50]. While the two-dimensional SWBLI was repeatedly investigated both
numerically and experimentally, this is not the case for three-dimensional interactions. The
importance of the 3D SWBLI can be seen for configurations using side walls to increase the
flow compression, as for example in the case of the Scramjet intake presented in Chapter 6. A
3D configuration of this type was studied numerically by Reinartz using the Reynolds Stress
Model (RSM) of interest in this thesis, producing encouraging results [87] and showing the
ability of the RSM to produce reliable results for complex geometries.
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Flows
In the first part of this chapter the Navier-Stokes equations for compressible viscous fluids
are briefly introduced together with the constitutive equations needed for closing the system.
In the second part the problem of turbulence modeling is addressed. The three main types
of turbulence modeling are discussed and the Reynolds Averaged Navier-Stokes equation
method is explained in detail. Finally, the Reynolds stress equations are derived and the
7-equation SSG/LRR-ω model is described.
3.1. The Navier-Stokes Equations
The general equations describing the time and space evolution of continuum compressible
viscous fluids are the so-called Navier-Stokes equations [12], [5].
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 , (3.1)
∂
∂t
(ρui) +
∂(ρuiuj)
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
, (3.2)
∂
∂t
(ρE) +
∂
∂xj
(ρHuj) =
∂
∂xj
(τijui)− ∂qj
∂xj
. (3.3)
The Einstein convention on repeated indices is applied. The system of equations (3.1)-(3.3)
is not closed. For this reason some assumptions have to be made in order to provide suitable
closure relations.
3.2. Material Laws and Thermodynamic Relations
In this work it is assumed that air (the fluid of interest) is a Newtonian fluid so that the viscous
stresses can be considered proportional to the traceless strain rate tensor. Consequently, the
viscous stress tensor, which characterizes the specific property of the fluid when subject to
mechanical stresses, can be written as:
τij = 2µ
(
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
− 1
3
∂uk
∂xk
δij
)
. (3.4)
The variation of the dynamic viscosity, for a wide range of temperatures, can be described by
the Sutherland’s formula:
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µ(T )
µ0
=
T0 + Ts
T + Ts
(
T
T0
) 3
2
, (3.5)
where the Sutherland constant is equal to Ts = 110.6 K for air and T0 and µ0 are 273.15 K
and 1.716×10−5 kg/(m · s), respectively.
For what concerns the heat flux, Fourier’s law for heat conduction, which states a proportion-
ality between the heat flux and the temperature gradient, is assumed:
qi = −λ ∂T
∂xi
, λ =
cpµ
Pr
, (3.6)
where λ is the thermal conductivity of the fluid, cp is the specific heat at constant pressure
and Pr is the Prandtl number and is assumed constant and equal to 0.72.
In order to close the system, additional thermodynamic relations are needed. In this work the
assumption of an ideal, calorically perfect gas is done. The static pressure p is derived by the
equation of state for an ideal gas:
p = ρRT , (3.7)
where R is the universal gas constant. For air it is equal to 287.058 J · kg−1 K−1.
The total energy E in equation (3.3) is defined as the sum of the internal energy and the
kinetic energy, and the internal energy is proportional to the temperature.
E = e+
1
2
ukuk , e = cvT . (3.8)
The total enthalpyH , that appears in the total energy evolution equation, is defined as follows:
H = E +
p
ρ
. (3.9)
Finally the following relations between the specific heat at constant pressure cp and the
specific heat at constant volume cv hold:
R = cp − cv , γ = cp
cv
, (3.10)
where γ is the isentropic exponent and is constant for a perfect gas and equal to 1.4 for air.
3.3. Turbulent Flows
Turbulence is that state of fluid motion which is characterized by apparently random and
chaotic three-dimensional motion. Tennekes and Lumely [108] have characterized turbulent
flows identifying six key features.
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• Irregularity: turbulence is characterized by irregular and random motion. The flow
is characterized by a spectrum of different scales related to the size of the eddies. The
largest scale of turbulence are of the same order of the geometry under consideration
and the smallest eddies are the ones where the energy of the flow is dissipated in internal
energy.
• Diffusivity: turbulent flows are characterized by an increase in diffusivity. This also
enhances the exchange of momentum between different flow regions. In the boundary
layer this phenomenon delays flow separation from the wall. The increase in diffusivity
also increases the wall friction.
• Large Reynolds Number: turbulent flows are a characteristic of high Reynolds
number flows. It has been seen that flows with high Reynolds numbers usually undergo
a transition to turbulence while flows characterized by lower Reynolds numbers tend to
remain laminar.
• Three-Dimensional: by its nature, turbulence is always three-dimensional. However,
using a time averaged approach the mean flow can be treated as two-dimensional.
• Dissipation: turbulence is characterized by the so called energy cascade. Most of the
kinetic energy of a turbulent flow is contained in the large turbulent structures which
extract it from the mean flow. This energy is partially passed to the smaller scales
through a process called "energy cascade". During this process inviscid mechanisms
occur so that the energy is mostly preserved. The cascade proceeds down to the
dissipative (smallest) structures. At this point the eddies are so small that molecular
diffusion becomes important and the energy is dissipated through viscosity. The scale
of the dissipative eddies is called Kolmogorov length scale.
• Continuum: The smallest scales of turbulence are still much larger than the molecular
scale so that the hypothesis of a continuum flow can be used.
When turbulence is present, it usually dominates all other flow phenomena and results in
increased energy dissipation, mixing, heat transfer, and drag [49]. Since hypersonic vehicles
operate in a high Reynolds number environment, turbulence needs to be taken into account
when the flow around these bodies is simulated.
By the nature of the Navier-Stokes equations, turbulence, as continuum phenomenon,
is automatically included in them. However, while simulating turbulent flows, one faces
two main problems. On the one hand, the spectrum of turbulent scales is so wide that a
Direct Numerical Simulation (DNS) of aerodynamic flows for engineering applications is
computationally too expensive for current computer resources, since it requires extremely
fine three-dimensional grids. On the other hand, if the small scales of turbulence are not
resolved, due to the use of too coarse a grid, important turbulent dynamics are not captured
so that the resulting solution describes a laminar flow. In order to address these problems
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turbulence models, to be coupled to the Navier-Stokes equations, have been developed to
take into account the effects of turbulence on the main flow. There are three fundamental
approaches to turbulence: DNS where no turbulence model is required, LES where only
the small scales of turbulence are modeled, and RANS where a statistical approach is used.
Lately, hybrid approaches with combined RANS and LES have been developed. The different
methods are now briefly described.
DNS: with the term Direct Numerical Simulation one refers to the complete spatial and
temporal solution of the Navier-Stokes equations without the use of turbulence modeling.
This means that three-dimensional, time dependent problems are addressed. In order to
perform such simulations, a very fine grid is required since all the spatial scales from the
dissipative Kolmogorov scales, introduced in Section 3.3, up to the large scales of turbulence
need to be resolved. Since the range of the turbulent scales increases with the Reynolds
number, and consequently the number of grid cells required for solving the problem, DNS of
practical engineering problems is still prohibitive. Application of DNS technique is therefore
limited to low Reynolds number flows.
Nowadays, DNS simulations are employed to investigate the nature of turbulent flows for
gaining an understanding of turbulence structures and processes; in addition they can be used
to compute statistics for testing closure approximation for engineering models. In order to
get reliable results from this kind of simulation, attention should be paid to the specification
of the boundary and initial conditions and to the numerical accuracy. Because of the elliptic
nature of the problem at open boundaries, the flow characteristics at these locations need to
be specified. Usually, to overcome this problem, periodic boundary conditions are used when
applicable. For inhomogeneous flows, however, boundary conditions need to be generated
and prescribed. For what concerns the initial conditions random fluctuations can be added to
the velocity field and then let the flow evolve in time to develop the correct statistics.
LES: with the term Large Eddy Simulation one refers to numerical simulations in which
the three dimensional, time dependent Navier-Stokes equations are solved for the large and
medium scales of turbulence. These scales are anisotropic and directly affected by the
boundary conditions. The smaller unresolved scales, which are nearly isotropic and have
a universal behavior, are modeled. The separation between the grid and subgrid scales is
generally performed using a low-pass filter and a Sub Grid Scale (SGS) model is coupled to
the filtered flow.
Since the subgrid scales contain a significant portion of the turbulence spectrum, their
modeling strongly affects the performances of LES simulations. During the years, lot of effort
has been put into developing satisfactory SGS models, needed to model the SGS stresses
deriving from the filtering procedure. Different models have been proposed, from algebraic,
as the first model proposed by Smagorinsky in 1963 [102], to one-equation or more equation
models.
Since in LES simulations the small eddies do not need to be captured by the grid, this allows
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the use of coarser grids with respect to DNS techniques and thus the possibility to address
problems at higher Reynolds numbers. LES is currently mostly used for the simulation of free
flows as jet problems, combustion problems and weather prediction, when fully unsteady
mechanism have to be studied and provides reasonable agreement also for high-Reynolds-
number flows. However, for high-Reynolds-number wall bounded flows, LES experiences
some difficulties, because at the wall the flow is characterized by less universal properties
than the free flow. The important scales of turbulence become smaller and smaller moving
to the wall and the grid requirements in this region tighten. Unless one uses extremely fine
grids at the wall (DNS grids) the anisotropy of the flow affects the subgrid scales so that
the assumption upon which the LES approach relies breaks down. In these situations SGS
models able to account for the anisotropy of the small scales are required. Usually the SGS
model is then coupled with a wall model as it is done for high Reynolds number models in
RANS simulations [47].
As it is the case for DNS, the numerical approach and even more importantly the way of
imposing inflow and outflow conditions strongly affects the results.
RANS: Since the quantity of interest in a simulation are often averaged flow quantities,
a statistical treatment of the turbulent Navier-Stokes equations can provide a cheap way of
dealing with turbulent flows. In the Reynolds Averaged Navier-Stokes approach, the flow
variables are divided into a mean and a fluctuating component. The equations are solved
for the mean variables while the effect of the fluctuations (turbulence) on the mean flow,
represented by additional terms appearing in the averaged equations, is modeled. A huge
variety of turbulence models are available for RANS equations. Despite some intrinsic
limitations, like the assumption that the turbulent time scale is much smaller than the mean
flow time scale or the lack of accuracy in complex flows (separated flows), RANS modeling is
at the moment the backbone of technical applications. A more detailed description of RANS
modeling is given in Section 3.4.
Hybrid Methods: Since for some applications RANS simulations may not provide data
with the desired accuracy, and LES for wall bounded flows at high Reynolds number is still
too expensive, hybrid LES/RANS models have been proposed for more than a decade now.
LES regions are placed in critical area of the flow (e.g. separation) and coupled with a RANS
model in the remainder of the domain [46]. The most challenging aspect of this approach is
to correctly treat the RANS-to-LES and LES-to-RANS interfaces.
3.4. Reynolds Averaged Navier-Stokes Equations
Since turbulence, by its nature, is a phenomenon characterized by random fluctuations of the
flow quantities, the use of a statistical approach appears as a good way to obtain the main flow
characteristic at an affordable computational cost. For the derivation of the RANS equations,
the flow quantities are divided into a mean and a fluctuating component. Then the resulting
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equations are averaged. Because of the nonlinearity of the Navier-Stokes equations, after
the averaging process, new terms appear in the equations. They are momentum fluxes and
act as apparent stresses. These quantities are unknown and equations for them need to be
derived. The task of deriving enough equations for all the unknown is the so called closure
problem [113].
3.4.1. RANS Equations for Compressible Flows
The general flow variable ui is divided into a mean part ui and a fluctuating part u′i:
ui(x, t) = ui(x) + u′i(x, t) , (3.11)
where the overbar represents the Reynolds averaging, which is a time-averaging defined as
follows:
ui(x) = lim
τ→∞
1
τ
∫ t0+τ
t0
ui(x, t)dt . (3.12)
Clearly τ can never really grow to infinity in any physical flow. For this reason a time τ is
chosen that is very long with respect to the maximum period of the fluctuations. At this point
the equations are averaged and the so called Reynolds Averaged Navier-Stokes equations are
obtained.
This approach was first developed for incompressible flows. When moving to compressible
flows, due to the appearance of density fluctuations in the equations, new terms originate
from the averaging process which are not easy to model. In order to make the calculus easier
the Favre averaging or mass-averaging is introduced defined as:
u˜i(x) =
1
ρ
lim
τ→∞
∫ t0+τ
t0
ρ(x, t) ui(x, t)dt , (3.13)
where the overline indicates the Reynolds averaging. Using the Favre averaging, a general
flow variable ui is divided in a mean component u˜i and a fluctuating component u′′i .
ui(x, t) = u˜i(x) + u′′i (x, t) . (3.14)
The Favre averaging can also be rewritten in terms of the Reynolds averaging simply using
the definition (3.13) as follows:
ρu˜i = ρui = ρ ui + ρ′u′i . (3.15)
From equation (3.15) it is clear why the use of a Favre averaging is preferred to the Reynolds
averaging when the density cannot be considered as a constant quantity. It is important to note
that the weighted averages simplify the notation but not the physics and in case of constant
density, Favre average reduces to Reynolds average.
The Reynolds averaged equations can be derived using the properties and definitions above
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and read as follows:
∂ρ
∂t
+
∂
∂xk
(ρu˜k) = 0 , (3.16)
∂
∂t
(ρu˜i) +
∂
∂xk
(ρu˜iu˜k) +
∂
∂xk
(ρR˜ik) = − ∂p
∂xi
+
∂τ ik
∂xk
, (3.17)
∂
∂t
(ρE˜) +
∂
∂xk
(ρH˜u˜k) +
∂
∂xk
(ρR˜iku˜i) =
∂
∂xk
(τ iku˜i)− ∂qk
∂xk
+ ρD(k) − ∂q
(t)
k
∂xk
, (3.18)
The averaged continuity equation has the same form as the original one. In the momentum
and energy equations, due to their nonlinearity, additional terms appear after the averaging
process. For these terms, which represent the contribution of turbulence to the mean flow, a
closure is needed. The term:
ρR˜ij = ρu′′i u
′′
j (3.19)
is the Reynolds stress tensor and represents the correlation between two different fluctuating
velocity components. The term:
ρD(k) = − ∂
∂xk
(
1
2
ρu′′i u
′′
i u
′′
k − u′′i τik
)
(3.20)
is related to the turbulent transport and the diffusion term.
The term:
q
(t)
k = ρh
′′u′′k (3.21)
represents the turbulent heat flux. The material laws and the thermodynamic relations listed
in Section 3.2 are averaged as above. For Sutherland’s law, Fourier’s law and the perfect gas
equation it is assumed that they keep their original form.
3.4.2. Closure for RANS Equations
The RANS approach introduces new unknowns into the equations. These quantities need
to be either solved using an additional equation or related to the mean variables so that the
number of unknowns and equations is equal. In order to derive new relations one has to make
some assumptions about the nature of the flow and the nature of turbulence itself based on
the observation and on the study of the different terms appearing in the equations. Because of
the scarcity of experimental results that measure turbulence quantities in compressible flows,
as compared to incompressible ones, the development of reliable models that are applicable
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to a wide range of flow is still a work in progress [113].
Since the closure of the RANS equations had started using the incompressible formulation,
where the energy equation is not coupled with the continuity and momentum equations, the
main focus of turbulence modeling was in writing an appropriate description for the Reynolds
stress tensor in equation (3.19).
For all but second-order closure models, a closure approximation should be assumed for
the Reynolds stress tensor. The modeling of this quantity relies on the similarity between
the last term on the left hand side of equation (3.17) and the last term on its right hand side.
These terms can be combined together as follows:
∂
∂xk
(
τ ik − ρR˜ik
)
. (3.22)
This means that both the terms in brackets have the dimension of stress. The first term
represents indeed the viscous stress while the second one, even though it is not a stress, was
named for sake of similarity, Reynolds stress. The eddy viscosity hypothesis assumes that the
Reynolds stresses can be related to the mean velocity gradients and turbulent (eddy) viscosity
by the gradient diffusion hypothesis, in a manner analogous to the relationship between
the stress and the strain tensors in Newtonian flows. This assumption is called Boussinesq
hypothesis and according to it a relation for the Reynolds stresses can be expressed as follows:
ρR˜ij = ρu′′i u
′′
j = −
[
µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
∂u˜k
∂xk
δij
)
− 2
3
ρk˜δij
]
, (3.23)
where µt is a scalar and is called turbulent viscosity. In comparison to the fluid viscosity, the
turbulent viscosity is a property of the flow and not of the fluid. The turbulent kinetic energy
k˜ is related to the trace of the Reynolds stress tensor as:
k˜ =
1
2
ρR˜ij . (3.24)
While formulating equation (3.23) it is important to guarantee that the trace of ρR˜ij is equal
to 2ρk˜.
Turbulence models can be divided in five classes according to the way the Reynolds stress
tensor is treated.
• Algebraic models (zero equation models): one algebraic equation is solved for the
turbulent (or eddy) viscosity. Then the Reynolds stress tensor is derived using equation
(3.23).
• One-equation models: one transport equation is solved for a turbulent quantity. In
many cases this is an equation for the turbulent kinetic energy and a second turbulent
quantity representing a length scale is obtained from an algebraic equation. The
eddy viscosity is then derived as a function of these two variables and some model
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constant. A famous one-equation model in aerodynamic applications, the Spalart-
Allmaras, solves one transport equation for a viscosity-like variable from which the
eddy viscosity is then derived.
• Two-equation models: are the most well known and widely used turbulence models.
Two transport equations are solved for two turbulent variables. Generally, the turbulent
kinetic energy k and its dissipation  or k and the specific dissipation ω are the primary
variables. Then the eddy viscosity is obtained from the two transported scalars and
from mean flow quantities.
• Nonlinear eddy-viscosity models: these models have been proposed in order to
overcome some of the inaccuracies deriving from the Boussinesq hypothesis in
equation (3.23). The most famous nonlinear models are the algebraic Reynolds stress
models (ARSM), where a simplified description of the Reynolds stress tensor can
be obtained in the form of an algebraic equation that needs to be solved iteratively.
ARSM are known to be numerically unstable, so that explicit algebraic Reynolds stress
model have been developed. Here the Reynolds stresses are described in an explicit
formulation, and are thus more easily solved [56].
• Reynolds stress models: a transport equation for the Reynolds stresses is derived from
the momentum equation so that no assumptions on the form of the Reynolds stress
tensor need to be made. An additional transport equation for a turbulent length scale is
needed, mostly an - or an ω-equation. A detailed description of this approach is given
in the following section.
3.4.3. Reynolds Stress Models
The most accurate level of RANS modeling are the differential Reynolds Stress Models
(RSM). RSM are also referred to as second-order closure models. This means that a transport
equation is written for the second order correlations of the fluctuating velocity components
while the higher correlations are modeled. In these models, an equation is written and solved
for each component of the symmetric Reynolds stress tensor plus an additional equation is
provided for the length scale. The Reynolds stress equation can be mathematically derived
from the momentum equation (3.17) defined as N(ui) = 0 in the following way:
N(ui)u′′j +N(uj)u
′′
i = 0 . (3.25)
It can be noticed that equation (3.25), as expected, is symmetric.
The explicit formulation of equation (3.25) reads as follow:
ρu′′j
∂ui
∂t
+ ρu′′i
∂uj
∂t
+ ρu′′juk
∂ui
∂xk
+ ρu′′i uk
∂uj
∂xk
=
−u′′j
∂p
∂xi
− u′′i
∂p
∂xj
+ u′′j
∂τki
∂xk
+ u′′i
∂τkj
∂xk
. (3.26)
29
3. Physical Modeling of Turbulent Compressible Flows
Now the different terms are developed. In order to make it easier to read, the time and
space derivatives are indicated in tensor notation, i.e., ∂
∂t
= ( ),t , ∂∂xi = ( ),i and the equation
is treated term by term.
Unsteady term
ρu′′jui,t + ρu
′′
i uj,t = ρu
′′
i (u˜j + u
′′
j )t + ρu
′′
j (u˜i + u
′′
i )t
= ρu′′i u˜j,t + ρu
′′
i u
′′
j,t + ρu
′′
j u˜i,t + ρu
′′
ju
′′
i,t
= (ρu′′i u
′′
j )t − ρt(u′′i u′′j )
=
∂
∂t
(ρR˜ij)− ∂ρ
∂t
(u′′i u
′′
j )
(3.27)
Convective term
ρu′′i ukuj,k + ρu
′′
jukui,k = ρu
′′
i ((u˜k + u
′′
k)u˜j,k + uku
′′
j,k)) + ρu
′′
j ((u˜k + u
′′
k)u˜i,k + uku
′′
i,k))
= ρu′′i u˜ku˜j,k + ρu
′′
i u
′′
ku˜j,k + ρuku
′′
i u
′′
j,k
+ ρu′′j u˜ku˜i,k + ρu
′′
ju
′′
ku˜i,k + ρuku
′′
ju
′′
i,k
= ρu′′i u
′′
ku˜j,k + ρu
′′
ju
′′
ku˜i,k + (ρuku
′′
ju
′′
i )k − (ρuk)ku′′i u′′j
= ρ¯R˜ik
∂u˜j
∂xk
+ ρ¯R˜jk
∂u˜i
∂xk
+
∂
∂xk
(ρ¯u˜kR˜ij)
− ∂
∂xk
(ρu′′i u
′′
ju
′′
k)− (ρuk)ku′′i u′′j
(3.28)
Pressure term
u′′i p,j + u
′′
jp,i = u
′′
i (p,j + p
′
,j) + u
′′
j (p,i + p
′
,i)
= u′′i p,j + u
′′
jp,i + u
′′
i p
′
,j + u
′′
jp
′
,i
= u′′i p,j + u
′′
jp,i + (u
′′
i p
′),j + (u′′jp′),i − u′′i,jp′ − u′′j,ip′
= u′′i
∂p
∂xj
+ u′′j
∂p
∂xi
+
∂
∂xk
(u′′i p
′δjk + u′′jp
′δik) + p′
(
∂u′′i
∂xj
+
∂u′′j
∂xi
) (3.29)
Viscous term
uiτkj,k + u′′j τki,k = u
′′
i (τ kj,k + τ
′
kj,k) + u
′′
j (τ ki,k + τ
′
ki,k)
= u′′i τkj,k + u
′′
i τ
′
kj,k + u
′′
j τki,k + u
′′
j τ
′
ki,k
= u′′i τkj,k + u
′′
j τki,k + (u
′′
i τ
′
kj)k − u′′i,kτ ′kj + (u′′j τ ′ki)k − u′′j,kτ ′ki
= u′′i
∂τ jk
∂xk
+ u′′j
∂τ ′ik
∂xk
− ∂
∂xk
(τ ′iku
′′
j + τ
′
jku
′′
i ) + τ
′
ik
∂u′′j
∂xk
+ τ ′jk
∂u′′i
∂xk
(3.30)
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Combining the different terms listed above, the Reynolds stress equation can be written in its
final form:
∂
∂t
(ρ¯R˜ij) +
∂
∂xk
(ρ¯u˜kR˜ij) = ρ¯Pij + ρ¯Πij − ρ¯ij + ρ¯Dij + ρ¯Mij . (3.31)
The unsteady term and the convective term derive from the same terms of the momentum
equation. The terms on the right hand side of the equation represent the production, the
redistribution, the destruction, the diffusion and the contribution of the turbulent mass flux
due to compressibility effects.
It has to be noticed that the sum of the last term in equation (3.27) and in equation
(3.28) vanishes, since they are proportional to the two terms appearing in the instantaneous
continuity equation (3.1).
The production term is derived from the convective terms and reads as follows:
ρ¯Pij = −ρ¯R˜ik ∂u˜j
∂xk
− ρ¯R˜jk ∂u˜i
∂xk
. (3.32)
It represents the way in which the kinetic energy can be interchanged between the mean
flow and the fluctuations. As W. George wrote in Lectures for turbulence in the 21st century:
"‘In order to understand how the overall exchange is accomplished one can think of the
terms that appear in the production terms as the working of the Reynolds stresses against the
mean velocity gradient of the flow, exactly as the viscous stresses resist deformation by the
instantaneous velocity gradient. This energy expended against the Reynolds stresses during
deformation by the mean motion ends up in the fluctuating motion [49]"’. From experimental
results it has been observed that almost always the velocity gradient and the Reynolds stresses
have opposite signs which means that kinetic energy is removed from the mean motion and
added to the fluctuations.
The re-distribution (or pressure-strain correlation) derives from the pressure term and it reads:
ρ¯Πij = p′
(
∂u′′i
∂xj
+
∂u′′j
∂xi
)
. (3.33)
It is worth noting at this point that normally energy is transferred from the mean flow to
only a single component of the fluctuating motions. Nevertheless it has been experimentally
observed that all the components of the Reynolds stress tensor have more or less the same
order of magnitude [49]. The pressure strain correlation term, also called the re-distribution
term, is the factor that determines a uniform distribution of the energy among the components.
The destruction term derives from the viscous term. It reads as:
ρ¯ij = τ ′ik
∂u′′j
∂xk
+ τ ′jk
∂u′′i
∂xk
. (3.34)
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The fluctuating energy is dissipated because of the work done by fluctuating viscous
stresses in resisting deformation of the fluid material by the fluctuating strain stress. This
term can be seen as a transfer of turbulent kinetic energy into internal energy.
The diffusion term contains parts that derive from different terms. The pressure diffusion
appears in the pressure term, the viscous diffusion in the viscous term and the diffusion due
to turbulence itself derives from the convective term. The diffusion reads as follows:
ρ¯Dij = − ∂
∂xk
(
ρu′′i u
′′
ju
′′
k + (p
′u′′i δjk + p′u
′′
j δik)− (τ ′iku′′j + τ ′jku′′i )
)
. (3.35)
This term is a divergence term. For this reason it cannot create or destroy fluctuating energy
but only move it around the flow. The spatial transport (diffusion) of fluctuating energy is
accomplished in three ways, the first term represents the turbulent transport of kinetic energy
by the mean of turbulence itself, the second term the transport of kinetic energy by the mean
of pressure diffusion and the last term the molecular diffusion.
The contribution of the turbulent mass flux due to the compressibility effects derives from
both the pressure term and the viscous term:
ρ¯Mij = u′′i
(
∂τ¯jk
∂xk
− ∂p¯
∂xj
)
+ u′′j
(
∂τ¯ik
∂xk
− ∂p¯
∂xi
)
. (3.36)
The pressure part of the above equation represents the pressure work and is another way in
which energy is transferred from the mean motion, through the pressure field, to turbulence.
3.4.4. Eddy Viscosity Models
For comparison with the results obtained in this thesis, eddy viscosity models are used an
are now shortly introduced. Most of the one- and two-equation turbulence models are based
on an equation for the turbulent kinetic energy coupled, for two equations models, with an
equation representing some sort of turbulent length scale, mainly  or ω.
Since turbulent kinetic energy is defined as half of the trace of the Reynolds stress tensor,
an exact transport equation for this quantity can be derived taking half of the trace of equation
(3.31):
∂
∂t
(ρk˜) +
∂
∂xj
(ρu˜j k˜) =ρR˜ij
∂u˜i
∂xj
+ p′
(
∂u′′i
∂xi
)
+
(
τ ′ij
∂u′′i
∂xj
)
− ∂
∂xj
(
ρ
1
2
u′′i u
′′
i u
′′
j + p
′u′′j − τ ′iju′′i
)
+ u′′i
(
∂τ ij
∂xj
− ∂p
∂xi
)
.
(3.37)
It is worth noticing that the second term on the right hand side of equation (3.37) which
is analogous to the re-distribution term in (3.33), also called pressure dilatation, vanishes for
incompressible flows because the divergence of the velocity field is zero.
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Concerning the second equation for the two-equation models, for both ω and  a transport
equation is written in analogy to the (modeled) k equation, considering that the physical
processes normally observed in the motion of a fluid are unsteadiness, convection, diffusion,
dissipation, dispersion and production.
A general k−ω model is now presented. This kind of models has been preferred to  based
models in this work, since it has been observed by Wilcox and Hung [60] that they present a
smaller deviation from the law-of-the-wall in compressible regime and are less problematic
for adverse pressure-gradient wall bounded flows. The k- and ω-equation in conservation
form read as follow:
∂(ρk˜)
∂t
+
∂(ρu˜j k˜)
∂xj
= P− β∗ρωk˜ + ∂
∂xj
[
(µ+ σkµt)
∂k˜
∂xj
]
(3.38)
∂(ρω)
∂t
+
∂(ρu˜jω)
∂xj
=
γρ
µt
P− βρω2 + ∂
∂xj
[
(µ+ σωµt)
∂ω
∂xj
]
(3.39)
where P is the k production terms and has different definitions depending on the turbulence
model chosen.
The terms on the left hand side of equations (3.38) and (3.39) represent the unsteady term
and the convection term while the terms on the right hand side define the production, the
destruction and the diffusion. β∗, β, σk and σω are model constants.
k − ω models have been developed for the case of incompressible flows, i.e. constant
density and molecular viscosity, thus no term for the pressure diffusion, that is generally
modeled together with the molecular diffusion, and for the pressure work and the pressure
dilatation, which are not part of the incompressible formulation, appears in the equation.
However, these models are largely used for the simulation of compressible flows since in
many instances they are able to predict the flow characteristics with reasonable accuracy. For
this kind of simulations, the compressibility of the flow is taken into account in the equations
using a mass conservation equation based on variable mean density. This approach is based
on the hypothesis of Morkovin who stated that one can account for the compressibility effects
in turbulent flow just by mean density variations. Unluckily, incompressible models perform
progressively worse in boundary layer flows with increasing Mach number, particularly for
cold wall cases.
3.5. SSG/LRR-ω Model
The Reynolds stress model chosen to be implemented here is the SSG/LRR-ω [43] [41].
This model has been developed at DLR (Deutsches Zentrum für Luft- und Raumfahrt) by
Eisfeld and is the combination of the Speziale, Sarkar and Gatski (SSG) model [107] in the
far field and the Launder, Reece and Rodi (LRR) model [72] near the wall. The idea is to
extend the applicability of the SSG model to wall-bounded flows in conjunction with an ω-
equation. The LRR model chosen is a simplified version by Wilcox who coupled it with
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his ω-equation [113]. The development of the SSG/LRR-ω model follows the ideas used
by Menter for the SST model. On the one hand an -based model is preferred away from
the wall to avoid the high sensitivity to freestream turbulence observed in ω-based models.
On the other hand the choice of an ω based model near the wall is justified by the desire of
having a low Reynolds number model allowing integration up to the wall. As Wilcox shows,
the near-wall behavior of second-order closure models is strongly influenced by the scale-
determining equation [113]. Models based on an ω-equation often predict acceptable values
of the wall integration constant and are quite easy to integrate through the viscous sublayer
with respect to models based on an -equations. The ω-equation of Menter [78] has been
chosen to provide a turbulent length scale for the present model. The blending function of
Menter has been employed to smoothly blend the coefficients of the two models.
The production term does not need modeling, because it only depends on quantities for which
an equation is solved. The other terms need to be modeled and the way the modeling is carried
out determines the particular type of Reynolds Stress Model. Here the SSG/LRR-ω model is
presented.
The re-distribution term is modeled as follows
ρ¯Πij = −(C1ρ¯+ 1
2
C∗1 ρ¯Pkk)b˜ij + C2ρ¯(b˜ikb˜kj −
1
3
b˜mnb˜mnδij) (3.40)
+(C3 − C∗3
√
II)ρ¯k˜S˜∗ij + C4ρ¯k˜(b˜ikS˜jk + b˜jkS˜ik −
2
3
b˜mnS˜mnδij) + C5ρ¯k˜(b˜ikW˜jk + b˜jkW˜ik),
where all the coefficients are obtained inserting the values in Table 3.1 in the blending
function (3.52) described below. In the above equation, k˜ is the turbulent kinetic energy
and  is the specific dissipation. The tensors appearing in equation (3.40) are the anisotropy
tensor and II its second invariant,
b˜ij =
R˜ij
2k˜
− δij
3
, II = b˜ij b˜ij , (3.41)
S˜ the strain rate tensor, W˜ the rotation tensor (respectively the symmetric and skew part of
the velocity gradient):
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
, W˜ij =
1
2
(
∂u˜i
∂xj
− ∂u˜j
∂xi
)
. (3.42)
S˜∗ij is the traceless strain rate tensor defined as:
S˜∗ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
∂u˜k
∂xk
δij . (3.43)
Finally, the specific dissipation is computed from the length scale.
 = Cµk˜ω , (3.44)
where Cµ=0.09.
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Table 3.1. Coefficients of SSG and LRR model for the re-distribution term.
C1 C
∗
1 C2 C3 C
∗
3 C4 C5
SSG 3.4 1.8 4.2 0.8 1.3 1.25 0.4
LRR 3.6 0 0 0.8 0 2.0 1.11
The destruction term is modeled in an isotropic way as:
ρ¯ij =
2
3
Cµρ¯k˜ωδij . (3.45)
The role of the diffusion term is transporting the fluctuating kinetic energy from one place
to another of the flow. It is known that on average the transport terms move the Reynolds
stresses from region of higher concentration to region of lower concentration. For this
reason, the diffusion term is modeled as proportional to the gradient of the Reynolds stresses
themselves. Even though the assumption is not always locally true, i.e., Reynolds stresses
can be transported from regions of low concentration to regions of high concentration, this
simple idea, employed also in eddy viscosity models, has provided good results in many type
of flows.
The generalized gradient diffusion model is chosen for this term:
ρ¯Dij =
∂
∂xk
((
µ¯δkl +D
(GGD) ρ¯
ω
R˜kl
) ∂R˜ij
∂xl
)
. (3.46)
The value of the constant D(GGD) is computed by the equation:
D(GGD) = Fσ∗ + (1− F )Cs
Cµ
. (3.47)
F is the blending equation in (3.52), σ∗= 0.5 and Cs=0.22.
Finally the term ρ¯Mij , which represents a measure of the effects of compressibility through
variations in density, is neglected. This term is generally neglected since it is difficult to
model and no satisfactory models are presented in the literature yet.
Due to the nature of turbulence, an equation for the turbulence length scale is necessary
to determine the dissipative length scale, i.e., the length scale of the eddies at which the
energy cascade ends and the energy is dissipated into internal energy. In the chosen model,
the Menter ω-equation is used for providing the turbulence length scale [78] and reads as
follows:
∂
∂t
(ρ¯ω) +
∂
∂xk
(ρ¯u˜kω) = ρ¯P
ω − ρ¯Dω + ∂
∂xk
((
µ¯+ σω
ρ¯k˜
ω
)
∂ω
∂xk
)
+ ρ¯CD , (3.48)
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with the production term
ρ¯P ω = −αωω
k˜
R˜ik
∂u˜i
∂xk
, (3.49)
the destruction term
ρ¯Dω = βωρ¯ω
2 , (3.50)
and the cross-diffusion term
ρ¯CD = σd
ρ¯
ω
max
(
∂k˜
∂xk
∂ω
∂xk
; 0
)
. (3.51)
The coefficients of the ω-equation, listed in Table 3.2 as well as those of the Reynolds
stresses are blended using the following function:
φ = FφLRR + (1− F )φSSG . (3.52)
Table 3.2. Coefficients for the ω-equation.
αω βω σω σd
SSG 0.44 0.0828 0.856 2σSSGω
LRR 0.5556 0.075 0.5 0
The blending function of Menter is defined as:
F = tanh(ζ4) , ζ = min
(
max
( √
k˜
Cµωd
;
500µ¯
ρ¯ωd2
)
;
4σ
(SSG)
ω ρ¯k˜
ρ¯C
(SSG)
D d
2
)
. (3.53)
where d is the minimum distance to the wall.
3.5.1. Additional Terms
During the average process required by the RANS approach, some additional terms appear in
the averaged Navier-Stokes equations representing the contribution of turbulence to the mean
flow. The modeling of the Reynolds stress tensor has been largely discussed above. For the
remaining terms an equation is needed for both RSM and eddy viscosity models.
The turbulent heat flux is generally modeled using a Fourier type approach. Alternatively
it is possible to write an exact transport equation for the specific enthalpy, multiply it by a
fluctuating velocity component and re-arrange the terms in a similar way as done for deriving
the RANS equations. At this point new terms appear in the equation. For this reason this
approach is rarely followed.
The Fourier assumption that state a proportionality between heat flux and the temperature
gradient is commonly used in both eddy viscosity and Reynolds stress models:
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q
(t)
k = −λt
∂T˜
∂xk
, with λt =
Cpµt
Prt
, (3.54)
where T˜ is the mean temperature and λt the eddy heat conductivity. In this work the turbulent
Prandtl number (Prt) is treated as a constant and is equal to Prt = 0.9. The turbulent eddy
viscosity can be obtained from the other turbulence variables using the equation:
µt =
ρk˜
ω
= ρCµ
k2

. (3.55)
The relations in equation (3.55) are the standard definition of the turbulent viscosity for k− 
and k−ω based models (and also for the RSM described above). However, many authors have
used modified definitions with additional constants or variables limitation. As an example of
the latter approach one can refer to the Wilcox k − ω model of 2008 [114].
The last term is the diffusion of the turbulent kinetic energy associated with the turbulent
transport and diffusion terms. For eddy viscosity models, it is often neglected while for the
Reynolds stress model it is modeled as half the trace of the Reynolds stresses diffusion term:
ρD(k) ≈ ρDkk
2
. (3.56)
3.5.2. Boundary Conditions at Solid Walls
The natural boundary condition for the Reynolds stresses, which are velocity fluctuations, is
that of a zero value at wall. For the ω-equation it is harder to define a suitable condition since
its value tends to infinity close to a solid wall. Let us consider the transport equation for ω
(3.48). A steady state flow is assumed. Moving close to the wall the viscous forces dominate
so that the convective fluxes, the production and the cross-diffusion can be considered
negligible [63]. Under these assumptions, the ω-equation can be rewritten as:
∂
∂xk
(
µ
∂ω
∂xk
)
= β∗ρωk . (3.57)
The asymptotic solution for this equation moving close to the wall has the following form:
ωw = lim
d→0
6µ
ρβ∗d2
=
6µw
ρwβ∗
lim
d→0
1
d2
, (3.58)
where d is the distance from the wall. This analysis shows that ω goes to infinity when
approaching a solid wall. Clearly an infinite value cannot be prescribed in a numerical
simulation and for this reason different approaches have been proposed during the years to
find a satisfactory solution to this problem. The different approaches used in this work are
presented in Section 4.2.2
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3.6. Reynolds Stress Models versus Eddy Viscosity Models
The main reason to use a Reynolds stress model instead of an eddy viscosity model is to
account for non-isotropic effects in turbulence. Even though eddy viscosity models are able
to produce reliable results for attached boundary layer flows, they experience deficiencies
concerning the prediction of shock location, separation or free vortices and more generally
for flows that undergo a sudden change in mean strain rate. Since the Reynolds stresses adjust
to changes in the mean flow at a rate unrelated to it, it is not surprising that the Boussinesq
hypothesis fails. Furthermore eddy viscosity models predict isotropic normal Reynolds
stresses at the wall or in flows that experience rapid dilatation or significant streamlines
curvatures as opposed to what observed in experiments. Indeed the Boussinesq approach,
which implies that turbulence is an isotropic phenomenon, breaks down in flows characterized
by strong curvature, swirling flows and flows with strong acceleration or retardation.
One of the main reasons for the prediction superiority of second order closure models relies
in the production term. Even though the production term clearly has the same form in the k
equation (3.38) and in the Reynolds stresses equations (3.32), for the RSM, which needs no
modeling, it is an exact term. This allows the model to be able to naturally include effects
of stresses increase or decrease due to curvature, acceleration or deceleration, swirling flow
and so on. In this way, second order closure models represent a potential gain in universality
since all these effects are intrinsic to the model itself and do not need ad-hoc modification
and corrections. In addition, RSM take into account non-equilibrium effects in the sense
that the Reynolds stresses do not respond instantaneously to changes in the strain rate, as it
happens in eddy viscosity models, but realistically delay their response in time and space.
The presence of terms as the dissipation and the turbulent transport that refer to a time scale
different from the scale of the mean flow indicates that history effects are better represented
than in eddy viscosity models. Finally in Reynolds stress transport equations there appear
no a-priori reason for the normal Reynolds stresses to be equal when the mean strain rate
vanishes. This allows the model to capture flows in which a sudden change in the strain rate
occurs.
From a numerical point of view, beside the increased computational effort due to the
7-equations from the turbulence model, RSM are characterized by a decreased numerical
stability which has prevented their use for industrial applications. Eddy viscosity models
increase the diffusion coefficient of the momentum and the heat flux which are the dissipative
terms of the mean flow equations. This has a positive effect on the stability of the models
especially in the boundary layer where the eddy viscosity can exceed the fluid viscosity by
one order of magnitude. On the contrary in Reynolds stress models there is no additional
dissipation since there is no eddy viscosity that sums up to the fluid viscosity but the
turbulence equations are coupled to the mean flow via a divergence term which could
potentially destabilize the solution.
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The results presented in this thesis have been obtained using an in-house flow solver.
QUADFLOW [21] has been developed in the framework of the Collaborative Research
Center SFB 401 Flow Modulation and Fluid-Structure Interaction at Airplane Wings at
the RWTH Aachen University. QUADFLOW relies on an integrated concept consisting
of grid generation, grid adaptation and a flow solver. A general overview of the code is
now given with particular emphasis on the two features which have been the focus of this
work: turbulence models and adaptive simulations. In the second part of the chapter, the
implementation of the RSM described in Section 3.5 is discussed in detail together with the
numerical method used in combination with the turbulence model.
4.1. General Features
QUADFLOW solves the Reynolds Averaged Navier-Stokes equations for unsteady, com-
pressible fluid flow in two and three dimensions. Furthermore, it is able to solve aeroelastic
problems using a partitioned approach [9,97], real gas problems considering air as composed
by five species [69, 115] and gas mixture problems employing a modified Jachimowski
model [51]. The flow solver in QUADFLOW is based on a cell-centered finite volume
discretization. The mesh is treated as fully unstructured and composed of simply connected
elements with otherwise arbitrary topology. This approach, also called "grid-independent",
is especially suited for dealing with hanging nodes appearing in adaptive meshes. For the
discretization of the convective fluxes, upwind methods based on both flux-vector splitting
and flux-difference splitting are available. A linear reconstruction of the primitive variables
is performed to locally achieve second order accuracy in space, and the Venkatakrishnan
slope limiter is employed to avoid oscillations typical of second order schemes [111]. For
the discretization of the viscous fluxes, a modified central difference method is used [20].
For the time integration, a second order accurate explicit Runge-Kutta scheme and first and
second order fully implicit methods are available. In the latter case, the non-linear system
of equations is solved by a Newton-Krylov method. Details on the schemes implemented in
the code can be found in [20, 22]. The flow solver has been parallelized using the Message
Passing Interface (MPI) and is portable across a wide range of computer architectures [23].
Two grid generators have been employed in this work. The grid generator Gnagg
is part of the QUADFLOW paradigm and generates block structured grids for adaptive
simulations. It provides grid mappings for each block of a multiblock topology. These
mappings are B-splines that are characterized typically by a small number of control points.
From these mappings, locally refined grids are constructed during the simulation by point
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evaluation. This grid generator has been developed at the Institut für Geometrie und
Praktische Mathematik (IGPM) at RWTH Aachen University within the frame of the SFB 401
[71]. The grid generator MegaCads is part of the MEGAFLOW project of the DLR [68] and
generates structured multiblock grids which can also be used in QUADFLOW simulations.
4.1.1. Turbulence and Transition Models
For the treatment of turbulent flows, the user can choose from a wide choice of eddy viscosity
models. All the turbulence models present in the solver have been implemented as in the
original papers and no constants tuning has been performed afterwards. From the class of
one-equation turbulence models, the classical Spalart-Allmaras model in its original version
[106], in the version modified by Ashford [8], and in the version proposed by Edwards and
Chandra [40] is available. Concerning two-equation linear eddy viscosity models, the LLR
k–ω model [94], the Menter SST k–ω model [78] and the Wilcox k–ω model in the original
version of 1988 [113] and in the latest version of 2008 [114] are available. A k–ω explicit
algebraic Reynolds stress model (EARSM) developed by Hellsten [58] is also implemented.
The turbulence models have been used for the prediction of different flow regimes from
subsonic to hypersonic [21, 66, 95, 97]. An assessment of the available turbulence models
for high-speed wall-bounded flows can be found in Nguyen et al. [82]. For the simulation of
hypersonic flows mainly the SST model has been employed [64, 65].
Furthermore, the SST turbulence model can be extended by the two-equation γ-Reθ-
transition model from Menter [77] in order to predict flows characterized by laminar to
turbulent transition. The coupling of the SST model with the γ-Reθ-transition model has
been driven by the need of reproducing results from wind tunnel experiments. Even though
the flow around a hypersonic vehicle in flight is turbulent everywhere, this is not the case for
small scale wind tunnel experiments where a large portion of the model lies in a laminar flow
region. For this reason laminar to turbulent transition plays an important role for this kind of
configuration in which the location of the transition point strongly affects the overall flow.
Another way to reproduce the laminar to turbulent transition measured in the experimental
results is the use of a fixed transition point. The location of the transition point is defined
by the user prescribing a region in the computational domain where the source terms of the
turbulence equations are set to zero. The results obtained from the RSM, using a transition
points for transitional test cases, have been mainly compared with the SST model, coupled
with the transition model for the transitional test cases. This has been done since the two
models employ the same ω-equation for the prediction of the turbulence length scale so that
the differences visible between the models are mainly related to the way the Reynolds stress
tensor is treated. For simulations where substantial differences between the two models have
been observed, additional comparisons have been performed using the k–ω models of Wilcox
and the k–ω EARSM from Hellsten.
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4.1.2. Multiscale Analysis for Grid Adaptation
The mesh adaptation is performed by means of multiscale techniques similar to those used in
data compression. Starting point of this strategy is a sequence of nested grids Gl := {Ωli}i∈Il
that can be obtained by successfully refining the cells on a given coarsest scale l = 0, i.e, each
cell on a coarse scale l is the union of cells on the finer scale l+ 1. The index set Il represents
the enumeration of the cells corresponding to the grid Gl and corresponding averages ul. By
means of this sequence, the average uL on the finest level L is successively decomposed into
a sequence of averages on the coarsest level u0 and details dl, l = 0, ..., L−1. This is realized
by a multiscale analysis using biorthogonal wavelets [21].
The detail coefficients can be interpreted as differences between successive refinement
levels, which become negligibly small in regions where the solution is sufficiently smooth.
The set of significant details can now be introduced D := {(l, i) : |dl,i| > l}, where
l = 2
l−L is a level-dependent threshold value. The user defined parameter  determines
the sensitivity of the adaptation. At this point one has to determine the adaptive grid on the
new time level. Since the corresponding averages, respectively details are not yet available,
one has to predict all details on the new time level that can become significant due to the
evolution by means of the details on the old time level. In order to do that, a heuristic approach
is applied taking into account the finite speed of propagation and the fact that gradients may
become steeper causing significant details in the local neighborhood and on higher refinement
levels, respectively. By means of D a locally refined grid with hanging nodes is determined
by proceeding from coarse to fine. If there exists a significant detail the corresponding cell
is refined. For the flow fields considered, the number of significant detail coefficients ND :=
#D, is much smaller than the number of averages NL corresponding to the uniform finest
scale, i.e., the computational time and memory requirements may be significantly reduced.
In order to perform an adaptive simulation, the user needs to set certain parameters:
• L: number of refinement levels. This value should be chosen in a way that the grid on
the finest level satisfies requirements related for example to the desired wall resolution
and the cell size in particular flow regions.
• : threshold value for performing grid adaptation. If a detail is larger than l the
adaptation is activated for that cell. The choice of this parameter strongly affects the
grid refinement. A too large value of the threshold leads to a grid that is not able
to properly capture the flow structures while a too small value leads to an almost
uniformly refined grid.
• variables by which to perform grid adaptation: the adaptation process can be driven
by any of the conserved flow variables including turbulent ones. The user can chose
which variable should be considered for activating the adaptation. This means that
their details are compared with the threshold and if one of them is larger than  in a cell
adaptation is performed.
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• adaptation method: adaptation can be performed after a user defined number of
iterations or once the averaged density residual has dropped by a user defined factor.
Simulations on adaptive grids have been performed to investigate different configurations
[97], [20]. The influence of the adaptation parameters on the results and the best choice for
the hypersonic simulations are discussed Section 4.3.5.
4.2. Computational Approach for the RSM
The SSG/LRR-ω 7-equations differential Reynolds stress model by Eisfeld [41], described
in Section 3.5, has been implemented in the flow solver QUADFLOW. An overview on
the choice of the numerical methods, boundary conditions and convergence criteria used to
perform the simulations is presented in the next sections.
4.2.1. Numerical Methods
For the discretization of convective fluxes, flux-difference splitting methods are preferred for
the solution of hypersonic flows since they are less dissipative than the flux-vector splitting
method [30, 110]. Particularly two methods are employed: the HLLC scheme by Batten and
Leschziner [11] and the AUSMDV scheme by Wada and Liou [112].
In order to obtain second order accuracy, a linear reconstruction is performed and the
Venkatakrishnan slope limiter is employed to avoid oscillations typical of second-order
schemes. In order to accelerate the convergence, simulations are often run using first-order
scheme in space until the residual drops under a user-defined level (usually 10−2) and then
second-order accuracy is prescribed.
For the treatment of viscous fluxes, only one approach is available in QUADFLOW so that a
modified central difference method is always used [20].
The simulations considered in this work are all steady state problems so that time plays the
role of an iteration parameter to achieve asymptotically stationary flow in the computation.
Unsteady simulations using the RSM are possible but are not considered in this thesis.
The numerical methods employed for time integration are a five-stage second-order-accurate
Runge-Kutta explicit scheme and the first-order-accurate implicit Euler integration scheme.
Generally, an implicit integration is preferred because it allows for larger CFL numbers and
consequently a faster convergence rate. However, since the simulations are always started
using uniform variables in the whole field, the flow undergoes a period of transient evolution
where it cannot be considered stationary. In several cases this behavior leads to difficulties in
the solution convergence during the first time steps. Simulations that experience these kind
of difficulties are started using an explicit time integration and after the residuals have started
to drop the time integration is changed to implicit to achieve faster convergence to the steady
state. For simulations with strong shock waves and significant boundary layer separation it
is necessary to run the simulations solely explicitly. Three dimensional simulations are run
explicit in time due to the very high memory requirements for implicit integration.
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4.2.2. Initial and Boundary Conditions
The turbulent variables are initialized by the user-defined freestream values. First of all, the
turbulent kinetic energy (which is not a model variable) is computed from the freestream
turbulence intensity I, the Mach number M∞ and the reference speed of sound c∞.
k˜∞ =
3
2
(I ·M∞ · c∞)2 , I = u
′′
∞
u˜∞
. (4.1)
Then the initial values for the Reynolds stresses are computed by uniformly distributing
the turbulent kinetic energy among the diagonal components of the tensor and considering
the off-diagonal terms as zero:
R˜ii∞ =
2
3
k˜∞ , R˜ij∞ = 0 ∀ i 6= j . (4.2)
The initial value for ω∞ can be written using the definition of the turbulent viscosity as
follows:
ω˜∞ =
ρ∞ · k˜∞
µt∞
; (4.3)
where the initial value for the turbulent viscosity is computed by means of the user-defined
ratio between the turbulent and the laminar viscosity:
visc− ratio = µt∞
µl∞
. (4.4)
For solid walls, two conditions need to be imposed: the no-slip condition and a condition
for the energy equation [33]. For what concerns the no-slip condition, two kinds of
implementations are available:
• Strong boundary conditions: at the wall, the coordinate location that is associated
with the vector of the unknowns, is shifted from the cell center to the midpoint of the
corresponding wall edge. Advantages are that at each iteration the boundary conditions
are strongly enforced for the wall cells. The no-slip condition at the wall is then
imposed modifying the momentum equation.
• Weak boundary conditions: the no-slip condition is imposed modifying the viscous
fluxes at the wall. The component of the gradient in wall normal direction is computed
by the difference between the value in the cell center and the value at the wall which
is forced to be zero. In this way, the tangential component of the gradient is always
zero [33].
For the energy equation two choices are available as described below:
• Isothermal wall: a constant temperature is imposed at the wall.
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• Adiabatic wall: the normal derivative of the temperature is set to zero by imposing
that the temperature at the wall face is the same as the temperature in the cell center so
that there is no heat transfer between the wall and the fluid.
Generally, a strong condition at the wall is chosen together with an isothermal wall. For
simulations where an adiabatic wall is assumed, a weak boundary condition has to be used
because right now adiabatic flow conditions are only implemented in combination with weak
conditions.
For what concerns turbulent quantities, the Reynolds stresses, which are velocity fluctua-
tions, are set to zero at the solid walls:
R˜ij = 0 ∀i, j . (4.5)
Furthermore, three possible ω-wall conditions are considered.
ω-wall condition by Menter
The Menter approach is considered as the natural choice for the Reynolds stress model since
the ω-equation chosen is by Menter [78], as well. In his approach, Menter uses the asymptotic
behavior of ω from equation (3.58) and prescribes as wall condition:
ωw = CM
6µw
ρwβ∗d2
. (4.6)
Here d is defined as the distance of the cell center (for strong boundary conditions this is
the value before moving the cell center to the wall) to the solid wall. The subscript w refers
to values at the wall. The constant CM is the Menter constant and is generally set to 10. This
condition is clearly dependent on the grid resolution.
ω-wall condition by Rudnik
In his approach, Rudnik tries to improve the disadvantages of the direct dependence of the
Menter condition on the grid resolution [92]. The wall value for ω is prescribed using a
reference length, Lref , that should depend on the model geometry. In this way the wall
distance d is defined as:
d = CR · Lref . (4.7)
The ω-value at the wall can then be imposed as follows:
ωw =
6µw
ρwβ∗(CR · Lref )2 , (4.8)
where the constant CR has to be prescribed in the order of magnitude of the first grid spacing.
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ω-wall condition by Wilcox
The ω-wall condition proposed by Wilcox relies on the definition of the surface roughness
[113] and reads as:
ωw =
u2τρw
µw
SR , (4.9)
where
SR = (50/k
+
R)
2 , k+R < 25 and uτ =
√
µw
ρw
∣∣∣∣∂u∂n
∣∣∣∣∣∣∣∣
w
(4.10)
The variable k+R = uτ kRρw/µw is the scaled surface roughness height. For smooth walls
k+R is required to be smaller than 5.
For hypersonic flows, the inflow conditions are prescribed using the freestream values
while the outflow conditions are determined by quantities being extrapolated from the interior
of the domain.
4.2.3. Convergence Criteria
In order to prove that a simulation has reached the steady state solution, each code controls
that some convergence criteria have been satisfied. In QUADFLOW, convergence is measured
by the relative residual of density which is defined as the L1-norm of the density residuals
normalized by the initial density residual. To the author’s experience, steady state simulations
can be considered converged when the relative density residual drops below 10−6. This has
been proven to be sufficient to obtain a converged solution in terms of pressure, skin friction
coefficient and heat fluxes at the wall.
To confirm this, for some test cases the computation has been continued until the density
residual decreased below 10−8 and no differences were visible between the obtained solution
and the solution obtained using the standard convergence criteria. Generally, once the
convergence criteria has been satisfied, the simulation is continued for 10,000 iterations for
an explicit time integration or 500 iterations for an implicit time integration. The results
before and after are compared and in case differences between the two solutions are found
the simulation is continued. Figure 4.1 shows the behavior of the density residual relative
to two solutions obtained by applying explicit and implicit time integration. Details of the
test case are given in Section 5.2.2. After a certain amount of iterations, 5,000 for implicit
and 25,000 for explicit integration, the residual starts to drop steadily and reaches the desired
value. At this point the convergence of the solution has been verified as explained above.
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Figure 4.1. Convergence rate for explicit and implicit time integration for the 15 degrees compression
corner.
4.3. RSM Implementation
In order to accommodate the seven equations of the turbulence model, the QUADFLOW
solver has been modified. Modifications of the input routines to allow the call to the RSM
as well as of the output routines for getting results concerning the values of the additional
turbulence variables have been required. Some details of the main changes required are given
in the next sections.
4.3.1. Non-Dimensional Form of the RSM Equations
For the numerical solution of the conservation laws in QUADFLOW, a dimensionless form
of the governing equations is employed [20]. In order to derive it, a set of reference values
is needed. These are, in our case, the reference length lref , the reference velocity uref , the
reference density ρref , the reference pressure pref and the reference viscosity µref . Using
these reference values a transformation of variables is performed.
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tˆ :=
t
tref
, xˆ :=
x
lref
,
ρˆ :=
ρ
ρref
, uˆ :=
u
uref
,
pˆ :=
p
pref
, τˆ :=
τ
µrefuref/lref
,
Rˆij :=
R˜ij
urefuref
, ωˆ :=
ω˜
tref
.
(4.11)
Finally some important non-dimensional coefficients are defined. These are the Reynolds
number and the Strouhal number, respectively:
Reref :=
ρrefuref lref
µref
, Srref :=
lref
uref tref
. (4.12)
The state of reference for the time tref and for the velocity uref are chosen in such a
manner that the Strouhal number (as well as the Euler number that appears in the momentum
equation) are equal to one.
The differential operators deriving from this change of coordinates are:
∂
∂tˆ
= tref
∂
∂t
,
∂
∂xˆj
= lref
∂
∂xj
,
∂2
∂xˆixˆj
= l2ref
∂
∂xi∂xj
(4.13)
The non-dimensional formulation of the Reynolds stresses, in equation (3.31), is derived here.
Srref
∂
∂tˆ
(ρˆRˆij) +
∂
∂xˆk
(ρˆUˆkRˆij) = (4.14)
ρˆPˆij + ρˆΠˆij − ρˆˆij + ∂
∂xˆk
((
1
Reref
µˆδkl +D
(GGD) ρˆ
ωˆ
Rˆkl
)
∂Rˆij
∂xˆl
)
The non-dimensional form of the ω-equation in (3.48), reads as:
Srref
∂
∂tˆ
(ρˆωˆ) +
∂
∂xˆk
(ρˆUˆkωˆ) = (4.15)
ρˆPˆ ω − ρˆDˆω + ∂
∂xˆk
((
1
Reref
µˆ+ σωˆ
ρˆkˆ
ωˆ
)
∂ωˆ
∂xˆk
)
+ ρˆCˆD
4.3.2. Source Terms
For the computation of the source terms, some preliminary steps need to be performed. In
order to minimize the number of operations required, the cross diffusion term in equation
(3.51) needs to be computed at first. Using the cross diffusion, a value for the blending
function in equation (3.53) can be obtained. This is subsequently used for blending the
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coefficient of the source terms. After these two operations, the different terms can be called
in any order.
During the implementation of the source terms, the difference between the traceless strain
rate tensor and the strain rate tensor appearing in the re-distribution term in equation (3.40)
has been dropped, as it is also assumed in the original paper by Eisfeld [41]. For the implicit
time integration the Jacobian of the source terms has been computed using Maple [1], and
the so derived derivatives have been implemented into the flow solver.
4.3.3. Turbulence Contribution to the Mean Flow
For the contribution of turbulence to the mean momentum equation a modification of the
viscous fluxes is required. In the eddy-viscosity models, the following term needs to be
implemented:
∂
∂xk
(
ρR˜ik + τik
)
=
∂
∂xk
(
ρR˜ik + 2µlS
∗
ij
)
=
∂
∂xk
(
2(µl + µt)S
∗
ij
)
. (4.16)
When applying the RSM, the Reynolds stresses are explicitly computed, therefore the last
step of equation (4.16)is not valid and the Reynolds stresses are inserted directly in the
formulation at the step before.
Considering the energy equation in (3.18), three additional terms appear as contribution of the
turbulent motion to the mean flow. The term containing the Reynolds stress tensor is added to
the viscous stresses. For the turbulent heat fluxes a value of the turbulent viscosity is required,
which is obtained computing the turbulent kinetic energy from the Reynolds stress tensor as
in equations (3.55) and (3.24). Finally the term ρD(k), in equation (3.56), which is related
to the diffusion of the Reynolds stresses and which is always neglected in QUADFLOW for
eddy viscosity models, has been added to the energy equation.
4.3.4. Realizability Constraints
Based on simple mathematical considerations, realizability constraints have been added to
the flow solver.
For the Reynolds stresses on the diagonal line a positive value is imposed, since each of them
represents the square of one fluctuating velocity component. At each iteration the values of
these variables are checked and in case they are negative, they are set to a minimum value
defined in the code.
R˜ii = max(R˜ii, 10
−12) (4.17)
The value of the Reynolds stresses out of the main diagonal line can be easily bounded
from above and below as follows:
−
√
R˜iiR˜jj ≤ R˜ij ≤
√
R˜iiR˜jj ∀i 6= j . (4.18)
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If one of the off-diagonal Reynolds stresses is found to be outside these bounds, its value
is overwritten so that equation (4.18) is satisfied. For the ω-equation, a limitation analogous
to that described by equation (4.17) is used to enforce the positivity of the variable, since ω
is assumed to be proportional to the square root of k˜ and the turbulent length scale.
4.3.5. Adaptive Simulations
As explained in Section 4.1.2, in order to run adaptive simulations some parameters need to
be defined by the user.
For adaptive simulations using the RSM, the adaptation procedure uses all the mean flow
variables and the first component of the Reynolds stress tensor (R˜11). From different tests
using both k − ω models and the RSM, it has been seen that using ω as a variable to trigger
adaptation is a bad choice, because this leads to the generation of a too fine grid even in
far field areas where it is not required. This is due to the fact that there is no ω production
in the freestream and the value of this variable decays quickly moving toward the inside of
the domain. The adaptive procedure detects this change and refines the grid in that location
triggered by the numerical approach and not by the physics.
In order to compare the details of all variables used for adaptation against the same threshold,
the details has to be normalized by some representative quantity. Considering that in
hypersonic flow, the variables take values among the domain that differ by many orders of
magnitude, as for example the velocity which increase from zero to a value of few thousand
(m/s) in the boundary layer, a local maximum is used for rescaling before the thresholding.
The local maximum is computed among the cell and its neighbors.
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In the first part of this chapter results concerning the behavior of the chosen RSM are
shown. Its sensitivity to different parameters like freestream turbulence and wall spacing
is presented as well as the evolution of the solution depending on the choice of the adaptive
strategy. In the second part, selected two-dimensional simulations used for validating the
model implementation are discussed. The results are compared with the solution obtained
using other turbulence models implemented in QUADFLOW, particularly the SST k − ω
model of Menter as well as experimental data and analytical solutions, when available.
5.1. Definition of Non-Dimensional Variables
For the studies presented in this work, non-dimensional variables are often used for
comparison with experimental results or numerical solutions. Particularly three quantities
are considered: the pressure coefficient Cp, the (skin) friction coefficient Cf and the Stanton
number St defined as follows:
Cp =
p− p∞
1
2
ρ∞|u∞|2 , (5.1)
Cf =
τw
1
2
|u∞|Re∞ , (5.2)
St =
qw
ρ∞|u∞|cp(T0,∞ − Tw) , (5.3)
where qw is the heat flux at the wall and τw is the wall shear stress. The symbol cp in equation
(5.3) refers to the specific heat at constant pressure.
5.2. Model Sensitivity Studies
The sensibility of the Reynolds stress model has been assessed against different simulation
parameters. First, the freestream turbulence in the form of turbulence intensity and ratio
between laminar and turbulent viscosity is taken into exam. Then, grid studies are presented
focusing on the changes of the variables at the wall depending on the grid refinement.
Subsequently, three ω conditions at the wall are compared. Finally, the adaptive parameters
are considered and the convergence of the wall variables is presented as well as the error
relative to the results obtained on a uniform grid at the finest prescribed level.
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5.2.1. Freestream Turbulence
For the comparison of numerical results with wind tunnel experiments, a value of the
freestream turbulence intensity (I), defined in equation (4.1), has to be provided describing
the flow characteristics in the facility. However, measurements of such a quantity are difficult
to perform and normally are not reported in the literature. For this reason a study on the
influence of the freestream turbulence intensity for the RSM has been conducted. This
quantity is generally given in percent. The values used here are 0.5%, 2%, 5% and 10%. The
analysis has been performed on the supersonic flow over a flat plate and the inflow conditions
are given in Table 5.1. The Riemann solver used is the AUSMDV and the viscosity ratio
(equation 4.4) is 0.001.
p [Pa] ρ [kg/m3] Re [1/m ] Ma [-] T [K] Tw [K]
24191 0.497 2.5 × 107 2.25 169.44 320.9
Table 5.1. Inflow conditions for a supersonic flow over a flat plate.
The results presented in Figure 5.1 (left) clearly show that the flow along the plate is scarcely
influenced by the turbulence intensity imposed at the inflow boundary, as is also reported in
the literature [91].
Figure 5.1. Parametric study on the influence of the freestream turbulence intensity (left) and of the
viscosity ratio (right) on the skin friction coefficient of a supersonic flat plate at M=2.25
and Re=2.5×107 1/m.
The definition of the turbulence characteristics in QUADFLOW depends also on the
viscosity ratio defined in equation (4.4). This quantity mostly influences the location of
the (numerical) transition from laminar to turbulent flow that occurs along a solid wall in
proximity of the leading edge [91]. This is a well known phenomenon in CFD due to the
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fact that near the inflow boundary the high value of the turbulent dissipation terms exceeds
the turbulent production terms [113], [93]. An increase in the value of the viscosity ratio
leads to a lower value for the incoming ω, which means lower dissipation, and consequently
the flow transition occurs closer to the leading edge. Figure 5.1 (right) shows the influence
of the viscosity ratio for values of 0.001, 0.1 and 1 using a value of I=0.5%. The picture
only shows the portion of the flat plate near the leading edge to have a better focus on the
phenomenon. The friction coefficient distribution shows that the transition region moves
upstream for increasing values of the viscosity ratio but also that the distribution downstream
of the transition region is not affected by this parameter.
5.2.2. Grid Considerations
The problem of generating grids with an appropriate resolution for hypersonic flows is well
known in the CFD literature. The presence of high gradients of the variables across the
boundary layer makes hypersonic simulations extremely grid sensitive with respect to lower
Mach number flows as mentioned in Section 2.1.4. For example, Candler et al. show, in the
case of laminar hypersonic flow, how much care has to be taken in the grid generation to get
a grid-converged solution [26,37]. For turbulent flows, which are of interest in this thesis, the
situation is even more critical since wall quantities such as skin friction and Stanton number
are subject to substantially larger variations than in the laminar case and the flow variables
present steeper gradients close to the solid walls as seen in Figure 2.2 for the velocity.
In order to quantify the quality of a grid at the wall, a non-dimensional wall distance called
y+ is defined as in equation (5.4). For low-Reynolds number turbulence models, which are
models that solve the governing equations up to the wall without employing wall functions,
the value of y+ should be less or equal to one everywhere in order to properly resolve the
viscous sublayer of the boundary layer [113].
y+ =
uτy
ν
, uτ =
√
τw
ρ
, τw = µ
(
∂u
∂y
)
y=0
. (5.4)
The inflow conditions, and especially the Reynolds number, influence the grid resolution
required. The definition of y+ is similar to the one of the Reynolds number and for a given
value of y, y+ increases with the Reynolds number. This means that in order to have y+<1 at
the wall, for increasing Reynolds number, a smaller grid resolution is required.
Description of the Test Case
The hypersonic flow over a compression corner at 15 degrees has been chosen as an
appropriate test case for grid studies since large variable gradients are produced at the wall
due to the presence of SWBLI. In this sense the chosen configuration is representative of
most of the problems addressed in this thesis. The inflow conditions are listed in Table 5.2
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p [Pa] ρ [kg/m3] Re [1/m ] Ma [-] T [K] Tw [K] I [-] visc-ratio [-]
9681 0.08624 9.65 × 106 6.35 396 300 5% 0.001
Table 5.2. Inflow conditions for a hypersonic compression corner at 15 degrees.
Particular care has been placed in the generation of the grid for hypersonic flow
simulations. For the test case considered here, the base grid, used for the grid studies
presented in the next sections, has been built using constant grid spacing in the flow direction
and refrains from clustering point in the area of separation in order to avoid any unphysical
triggering of separation due to the grid spacing. The only region where the grid points are
clustered is at the leading edge in order to capture the growth of the boundary layer and the
viscous interaction described in Section 2.1.4, correctly. A uniform first grid spacing of 10−6
m has been used and the first cell at the leading edge has an aspect ratio of 2.5. The cell size
in the flow direction increases smoothly up to 5×10−4 m and the grid spacing along the ramp
is constant. In the cross flow direction the grid spacing increases up to 5×10−4 m in order
to have squared cells in the freestream. The grid has been generated trying to have the grids
line as orthogonal as possible to the wall in order to minimize the numerical error introduced
by the cells skewness. The grid contains approximately 160,000 cells. The computational
domain is presented in Figure 5.2
Figure 5.2. Computational domain for a 15 degrees compression corner at M=6.35 and Re=9.65×106
1/m. Every fourth grid line displayed.
For what concerns the boundary conditions at the wall the no-slip condition is enforced
using strong boundary conditions as described in Section 4.2.2 and the wall is considered
isothermal. At the inflow boundaries, supersonic inflow conditions have been prescribed and
at the outflow boundary, supersonic outflow conditions. The AUSMDV Riemann solver is
used for the convective fluxes.
Grid Refinement Study
Different grid refinements have been used in order to investigate the effects of grid variation
on the wall variables of interest here. The grids used for the refinement study are described in
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Table 5.3. The maximum aspect ratio (AR) is given with respect to the base grid (AR/ARbase)
which has a value of aspect ratio of 500.
base grid xy-refinement x-refinement y-refinement y-ref, large y+
points x-dir 845 1690 1690 845 845
points y-dir 190 380 190 380 380
∆yw [m] 10−6 5×10−7 10−6 5×10−7 10−6
AR/ARbase 1 1 0.5 2 1
Table 5.3. Characteristics of the grids used for the refinement study.
The variables considered for evaluating the grid convergence of the solution are the Stanton
number and the pressure at the wall. Since the Stanton number is a function of the temperature
gradient, which takes large values at the wall, in hypersonic flows, its correct computation is
challenging and extremely sensitive to the grid resolution. For this reason, it is considered an
appropriate variable for testing grid convergence. For what concerns the pressure at the wall,
it is expected to be not sensitive to grid variation and it is shown for completeness only.
At first a xy-refinement has been performed doubling the number of grid points in each
direction with respect to the base grid. In addition, two grids have been generated refining the
base grid once only in the flow direction (x-refinement grid) and once only in the crossflow
direction (y-refinement grid), in order to see whether the refinements in the x- and y-direction
equally affect the convergence of the wall variables. The pressure and Stanton number for
the three grids mentioned above and the base grid are compared in Figure 5.3.
Figure 5.3. Grid convergence study on Stanton number and pressure for a 15 degrees compression
corner using different refinement techniques. M=6.35 and Re=9.65×106 1/m.
On the one hand it can be seen that the x-refinement does not influence the wall values
for either pressure or Stanton number distribution. On the other hand the Stanton number
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is strongly affected by the grid changes introduced by the xy-refinement grid and the y-
refinement grid and a visible increase in its value is visible. The differences are particularly
appreciable where the variable has its peak values, which means where the temperature
gradient is steeper; this corresponds to the peak heating along the compression ramp where
the flow passes through the compression shock wave. The results obtained with the y-
refinement grid are the same as using the xy-refinement grid which means that the grid
variation in the y-direction accounts for all the changes in the Stanton number distribution.
As expected the pressure is not affected by the grid refinement since at each location it has a
constant value across the boundary layer.
Figure 5.4. Grid convergence study on Stanton number and pressure for a 15 degrees compression
corner at M=6.35 and Re=9.65×106 1/m.
The previous results do not indicate whether the changes in the solution are due to the
better refinement in the whole field or just to the change in the wall resolution. For this
reason a further comparison is done between the results obtained for the base grid, the y-
refinement grid and the y-refinement grid with large y+ i.e. without changing the resolution
at the wall with respect to the base grid. The results are shown in Figure 5.4. Only negligible
differences in both Stanton number and pressure values are visible between the base grid and
the y-refinement grid with the same wall spacing. These differences do not justify the use
of twice as many points. From these results it is evident that, for a reasonably refined grid,
the quantity that considerably affects the grid-convergence is the first grid spacing rather
than the number of cells away from the wall. Such a large difference in the Stanton number
distribution along the ramp between the base grid and the y-refinement grid shows that the
grid resolution prescribed at the wall is not sufficient for the chosen geometry subject to these
inflow conditions.
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Wall refinement study
The results shown in the previous section indicate a strong sensitivity of the surface
distribution of the Stanton number on the first grid spacing. Thus, the number of grid points
is now kept constant but the first grid spacing at the wall is changed in order to determine
which wall resolution is required. It must be considered that this procedure, that only slightly
changes the grid resolution in the field, strongly affects the maximum aspect ratio of the cells.
For this study, seven grids are considered as shown in Table 5.4.
base grid grid 2 grid 3 grid 4 grid 5 grid 6 grid 7
∆yw[m] 10−6 5×10−7 2.5×10−7 1.25×10−7 6.5×10−8 3.25×10−8 1.6×10−8
AR/ARbase 1 2 4 8 16 32 64
Table 5.4. Characteristics of the grids used for the wall refinement study.
The y+ distributions relative to the grids used in this section are presented in Figure 5.5. It
can be noticed that all the grids apart the base grid have a y+ lower than 1 everywhere. For
the finest grid this value even drops below 0.05 everywhere.
Figure 5.5. Effect of wall refinement on y+ for a 15 degrees compression corner at M=6.35 and
Re=9.65×106 1/m..
First of all, grid 2 is compared with the y-refined grid since the two grids have the same
resolution at the wall but a different number of grid points. The results in Figure 5.6 show
that there are only negligible differences in the results for both pressure and Stanton number
indicating that the large differences found in Figure 5.3 are due to the refinement of the first
cell off the wall only.
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Figure 5.6. Comparison of Stanton number and pressure distribution for grids having the same wall
resolution but different number of cells. 15 degrees compression corner at M=6.35 and
Re=9.65×106 1/m.
Figure 5.7. Study of the influence of the wall resolution on Stanton number and pressure for a 15
degrees compression corner at M=6.35 and Re=9.65×106 1/m.
In Figure 5.7, the influence of the resolution at the wall on Stanton number and pressure
is analyzed using the seven grids described in Table 5.4. It can be noticed that, as expected,
all seven grids predict the same pressure distribution while the differences in Stanton number
are significant. Decreasing the wall resolution leads to a considerable increase in Stanton
number and no grid convergence is achieved even with a wall resolution almost 100 times
smaller than in the base grid.
The grid study presented here shows that the Stanton number is extremely sensitive to the
grid resolution at the wall while the pressure levels are not affected by wall refinement.
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In addition, the use of a y+ smaller than one does not guarantee a grid-independent
solution. The discretization error present in the computation of the Stanton number decreases
monotonically with reducing the wall spacing. This means that the result obtained for the
Stanton number on a given grid is a conservative approximation of the result one can obtain
on a grid characterized by a smaller cell size at the wall. In order to chose the grid to be used
for the computations in Section 7.2, a compromise between accuracy and efficiency needs to
be done. For this reason grid 4 has been chosen since it provides a solution with an error of
5% at peak heating (where the largest discrepancy is displayed) with respect to the finest grid
and the simulation converges properly in a reasonable time.
5.2.3. ω-wall Condition
As described in Section 4.2.2, three different approaches for the definition of ω at a solid
wall have been tested in this work. Only the influence of the ω-wall boundary condition
needs to be analyzed, while for the Reynolds stresses the definition of the boundary condition
is straightforward. On the contrary, the ω-condition presents a singularity and is thus not
uniquely defined numerically and the different approaches prescribe a value that depends,
more or less directly, on the resolution at the wall.
The Stanton number distribution for the test case presented in the previous section is now
analyzed for the Menter, Rudnik and Wilcox ω-boundary conditions. However, the Menter
condition, in equation (4.6) is regarded as the natural choice for the RSM since its equation
for the turbulent length scale is employed in the SSG/LRR-ω model and is used as a standard
in this thesis. A detailed analysis of the influence of the ω-wall conditions for different
turbulence models and grid resolutions using QUADFLOW can be found in [63].
The Rudnik condition, in equation (4.7) requires the definition of a parameter that has to be
of the same order of the first grid spacing. A first comparison between the Menter condition
and the Rudnik condition has been performed varying the grid resolution at the wall and the
value of the Rudnik parameter. The base grid and grid 4, described in Section 5.2.2, have been
employed. The results are presented in Figure 5.8 (left). For a Rudnik parameter equal to the
wall distance, the Menter and the Rudnik conditions produce the same results, since under
these conditions they prescribe exactly the same value for ω at the wall. For the grid with a
wall resolution of 1.25×10−7 m a value of 10−7 has been employed for the Rudnik approach
and only small differences can be seen with respect to the Menter solution for the same grid.
For a value of the parameter one order of magnitude different from the wall resolution, large
differences are observed and the predicted Stanton number is much larger than in the previous
case. For a Rudnik parameter close to the grid resolution at the wall the results are in good
agreement with those obtained using the ω condition of Menter. However it should be noticed
that changing the Rudnik parameter on the base grid, it is possible to get a Stanton number
close to the solution obtained on the finest grid. It is not known whether this is a general
trend but it should be considered that the problem of getting a grid converged solution may
also depend on the definition of ω at the wall which varies with the grid resolution.
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Figure 5.8. Comparison of different approaches for the definition of ω at the wall for a 15 degrees
compression corner at M=6.35 and Re=9.65×106 1/m.
A second comparison is made between the Menter and the Wilcox approach. The grid
used here has a wall resolution of 1.25×10−7 m (grid 4). For a smooth wall, as it is the case
here, a value of k+R smaller or equal to 5 should be prescribed in equation (4.9). Three values
of this parameter have been tested: 3, 4 and 5. In Figure 5.8 (right) it can be observed that
the differences in the parameter almost do not affect the solution and the Wilcox approach
produces results similar to the Menter approach.
The results presented in this section are encouraging and show that these three conditions for
ω at the wall, used with appropriate parameters produce similar wall distribution so that the
solution does not strongly depend on the choice of the boundary conditions for this variable.
5.2.4. Adaptive Simulations: Threshold Value and Refinement Levels
For a clear understanding of the capabilities of the adaptive procedure a distinction between
discretization error and perturbation error needs to be done. For each given problem three
solutions can be defined as follows:
• V is the exact solution;
• UL is the adaptive solution projected on the uniform reference mesh for L refinement
levels;
• UL is the non adaptive solution computed on the uniform reference mesh for L
refinement levels.
In order to bound the error for the adaptive solution committed with respect to the exact
solution, the error is split into two contributions:
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||V − UL|| ≤ ||V − UL||︸ ︷︷ ︸
discretization error
+ ||UL − UL||︸ ︷︷ ︸
perturbation error
≤ Tol , (5.5)
where the tolerance Tol has to be defined by the user. The discretization error of the
reference scheme tends to zero for L that goes to infinity, i.e. for an infinitely fine grid. The
perturbation error of the adaptive scheme tends to zero for  that goes to zero for a fixed
number of refinement levels L.
An efficient solution of the problem is obtained when the two errors are balanced, i.e.; they
are of the same order.
From a theoretical point of view, the ideal strategy for the choice of the best parameters for
an adaptive computation would be to first choose the number of refinement levels L so that
the discretization error is smaller than half of the tolerance:
||V − UL|| ≤ Tol/2 , (5.6)
and then chose  so that the perturbation error is of the same order as the discretization
error in the equation above:
||UL − UL|| ≤ Tol/2 . (5.7)
Unfortunately, in practical application, there is no error estimation available by which one
can bound the discretization error. In the case of 1D nonlinear conservative laws, it has been
proved [28] that, hL being the size of a mesh element on the finest scale and α the order of
the reference scheme, the optimal choice for the threshold would be:
 ∼ h1+αL (5.8)
This prediction is by far too pessimistic and cannot be used in practice. For practical
two-dimensional applications, the experience shows that a value of the threshold  ∼ 10−3
provides reasonable results [21].
The hypersonic flow over a flat plate has been studied to analyze the error arising from
the adaptation procedure and the influence of the adaptive parameters on the solution. In the
following analysis, only the perturbation error is considered. The inflow conditions used for
this test case are listed in Table 5.5.
p [Pa] ρ [kg/m3] Re [1/m ] Ma [-] T [K] Tw [K] I visc-ratio
2781.6 0.017 1.7 × 106 6.3 570 288 0.5% 0.001
Table 5.5. Inflow conditions for a hypersonic flat plate.
The coarse grid has 50 points in the streamwise direction and 20 points in the wall normal
direction. The points are clustered near the leading edge and in the boundary layer in order
to capture the boundary layer growth and have a higher resolution in that region. For L=0
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which is the coarsest level the grid contains 1,000 cells. For L=1 which is the initial grid, the
grid contains 4,000 cells. In order to obtain the desired refinement at the wall, the maximum
number of refinement levels has been set to 4. The threshold value has been set to 10−3
as mentioned above. The adaptation procedure is triggered by the mean flow variables and
by the first component of the Reynolds stress tensor ρR˜11. An option is chosen to have, at
any time, the maximum refinement level at the wall. This technique is adopted to avoid the
presence of hanging node close to the wall that can trigger non-physical oscillations in the
solution. The reason for this is not yet clear. Most probably it is related to the reconstruction
procedure on grids with high aspect ratio. The maximum difference of refinement levels
between two adjacent cells, as prescribed by the adaptive algorithm, is one so that a smooth
decrease in the refinement levels is performed moving away from the wall.
Three simulations using different threshold values  of 10−1, 10−2 and 10−3 and a fixed
number of refinement levels (L=4) have been performed. Successively, the number of
refinement levels has been varied from 1 to 2 to 3 keeping the threshold value fixed at 10−3.
All simulations, except for the choice of parameters (L,) = (4, 10−3), have been run on
4 processor, on the Linux Xeon cluster at the Center for Computing and Communication
(CCC) at the RWTH Aachen University using implicit time integration and a maximum CFL
number of 30 so that the computational time can be compared. For the case (4, 10−3), 6
processors have been employed. The simulation performed on the uniform grid has been
performed using explicit time integration due to convergence problems.
The error induced by the thresholding process in the adaptation has been estimated using as
reference a uniform grid at the finest refinement level (L=4). This grid contains 1000·44 cells,
i.e., 256,000 cells. The adaptive solution for each case has been projected on the uniform grid
and then the error between the projected adaptive solution and the reference solution has been
estimated for the wall and the field variables. Calling M the number of wall cells and |Si| the
wall length of the i-th wall cell, the formula used for the computation of the error for wall
variables reads as follows:
Ew =
1
||UL||∞
M∑
i=1
|UL,i − UL,i||Si| . (5.9)
For the field variables, calling N the number of cells and |Vi| the volume of the i-th cell,
the error has been evaluated as follows:
Ef =
1
||UL||∞
N∑
i=1
|UL,i − UL,i||Vi| , (5.10)
where ||UL||∞ = max
i
|(UL)i| .
The errors computed for a decreasing value of the threshold value using 4 levels of
refinement are presented in Table 5.6. The error has been computed using the pressure as
variable. The total number of grid cells after the last adaptation and the computational time
are reported in the last two columns.
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Threshold value Ew Ef cells time
10−1 3.63778×10−4 0.01032 10627 00:34:53
10−2 1.16164×10−4 0.00863 31355 01:51:34
10−3 4.123251×10−5 0.00770 72833 14:59:20
uniform - - 256000 -
Table 5.6. Perturbation error computed on the pressure at the wall and in the whole field. The number
of refinement levels is kept constant to L=4.
The pressure and skin friction distribution along the wall for the same threshold values are
illustrated in Figure 5.9. It can clearly be seen that a large value of the threshold produces
non-physical oscillations in the solution for both pressure and skin friction. The oscillations
gradually decrease when the threshold value is decreasing.
Figure 5.9. Study of the influence of the change in the threshold value for the pressure (left) and
skin friction (right) distributions at the wall for a fixed number of refinement levels L=4.
Hypersonic flow over a flat plate at M=6.3 and Re=1.7×106 1/m.
The errors obtained for an increasing value of the refinement levels and a threshold value of
10−3 are presented in Table 5.7. The error has been computed using the pressure as variable.
The pressure and skin friction distribution along the plate are presented in Figure 5.10. The
variables steadily increase for an increased number of refinement level and the solution
obtained at the highest level almost coincides with the uniform solution.
Naming the solution using the two parameters (L,) one can notice that (2,10−3) and
(4,10−1) have a comparable computational time. The first one shows a smooth behavior
but clearly underestimates the skin friction coefficient, while the second one gives a general
better approximation of the skin friction but strong non-physical oscillations of this quantity
can be seen. Even for an ’easy’ test case as the flat plate, a threshold of at least 10−2 is
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Refinement levels Ew Ef cells time
L=1 0.00405 0.00906 3334 00:05:25
L=2 0.00187 0.00832 11977 00:40:22
L=3 8.38076×10−4 0.010099 33277 08:00:48
L=4 4.123251×10−5 0.00770 72833 14:59:20
uniform - - 256000 -
Table 5.7. Wall and field error for different values of refinement levels and a fixed threshold value of
=10−3.
Figure 5.10. Pressure (left) and skin friction (right) distribution for varying value of the refinement
levels for an adaptive flat plate.
required to get a smooth solution. The effect of the change in the number of refinement levels
is similar to the effect observed in the grid resolution study. A higher L leads to smaller
spacing at the wall and consequently higher values of the friction coefficient.
The difference between the uniform grid and the grid (4,10−3) is small both for what
concerns the field and the wall variables. In terms of number of cells the adaptive grid has
one third of the cells with respect to the uniform grid. The performance in terms of CPU time
cannot be compared since different integration procedures have been employed for the two
simulations as explained above.
5.3. Validation Results
The newly implemented Reynolds stress model has been validated for different configu-
rations. The obtained results have been compared with analytical solutions, experimental
results and numerical results obtained with QUADFLOW using other turbulence models.
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5.3.1. Hypersonic Flow over a Flat Plate
The hypersonic flow over a flat plate has been used as first validation simulation in order to
test the RSM on a zero pressure gradient configuration. The inflow conditions are the same
used in the previous section and listed in Table 5.5. The geometry considered consists of a 2
meters long flat plate with a sharp leading edge. A grid study has been performed using the
three grids described in Table 5.8.
grid points x-dir points y-dir ∆xmax [m] ∆xmin [m] ∆ymax [m] ∆ymin [m]
coarse 150 60 4×10−2 2×10−6 10−2 10−6
medium 300 120 2×10−2 10−6 5×10−3 5×10−7
fine 600 240 1×10−2 5×10−7 2.5×10−3 2.5×10−7
Table 5.8. Grid resolution for the three grids used for the study of a hypersonic flat plate at M=6.3 and
Re=1.7×106 1/m.
The values of the skin friction coefficient for the three grids are presented in Figure 5.11
(left) for the Reynolds stress model.
Figure 5.11. Grid convergence study (left) and comparison of skin friction distribution (right) for a
hypersonic flat plate at M=6.3 and Re=1.7×106 1/m.
The coarse grid provides a value of the skin friction coefficient considerably lower than
the other two grids while the results of the medium and fine grid are comparable and the
maximum difference between the two solutions is smaller than 2%. The grid chosen for the
comparison is the medium grid and it guarantees a y+ smaller than 0.05 everywhere.
The RSM solution is compared with the SST k − ω model and the Spalart-Allmaras (SA)
model using the same grid for all turbulence models. Additionally an analytical solution is
provided. The solution has been obtained using the reference enthalpy method by Meador and
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Smart [74] as recommended in [6]. The skin friction coefficient distribution is presented in
Figure 5.11 (right). It can be seen that the Spalart-Allmaras model strongly underpredicts the
distribution along the whole plate. An excellent agreement between the analytical solution
and the RSM model has been obtained. The SST model slightly overpredicts the skin friction
distribution.
5.3.2. Supersonic Flow over a Flat Plate
The supersonic flow over a flat plate has been studied in order to compare the behavior of the
Reynolds stress model in the cross flow direction with experimental results. The same test
case has been studied with QUADFLOW by Schieffer in the frame of the SFB 405 [96]. The
test case is the number 5501-05 in reference [45] and consists of a flat plate flow at Mach
2.25. The inflow conditions are the same as used in Section 5.2.1 and are given in Table 5.1.
For what concerns the turbulent variables I=0.5% and visc-ratio=0.001 are used.
The grid resolution for this test case is similar to the one used for the hypersonic flat plate.
The outflow boundary has been made larger to allow the Mach wave that generates at the
leading edge to exit the domain at the outflow edge and to avoid unphysical reflections from
the upper boundary. This was not a problem for the hypersonic test case since the shock that
generates at the leading edge lies closer to the surface as explained in Section 2.1.1. The grid
is presented in Figure 5.12.
Figure 5.12. Computational grid used for the simulation of a supersonic flat plate at M=2.25 and
Re=2.5×107 1/m.
The comparison of the skin friction coefficient with the experimental results is presented in
Figure 5.13. The distribution compares well with the experimental results and the difference
at each measurement location is smaller than 5%. No error bars are provided by the authors.
At the same locations where the skin friction coefficient is measured, the Mach number and
temperature distributions in the boundary layer have been experimentally investigated.
A comparison between the numerical and experimental results is presented in Figure 5.14.
In order to make the picture more clear the Mach number distributions have been shifted
by +0.5, +1.0 and +1.5 respectively starting from the second measurement point in the flow
direction. The picture shows an excellent agreement between the experimental measurements
and the simulation. For what concerns the temperature distribution, the results have been
shifted by 10 K, 20 K and 30 K respectively starting from the second measurement point. An
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Figure 5.13. Skin friction distribution along a supersonic flat plate at M=2.25 and Re=2.5×107 1/m
and comparison with experimental results in [45].
Figure 5.14. Mach number (left) and temperature (right) distribution in the wall normal direction at
different streamwise locations for a flat plate at M=2.5 and Re=2.5×107 1/m. The Mach
curves are shifted progressively starting from x=0.295, the second location, by +0.5,
+1.0 and +1.5 Mach, respectively. The temperature distributions are shifted progressively
starting from x=0.295, the second location, by +10 K,+20 K and +30 K, respectively.
excellent agreement is shown at each location also for the temperature distribution. This test
case clearly shows the ability of the Reynolds stress model to correctly predict not only wall
variables, as the skin friction coefficient, but also the velocity and temperature profiles inside
the boundary layer.
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5.3.3. Subsonic Flow over a Flat Plate
In order to test the capability of the Reynolds Stress Model to reproduce the so-called
logarithmic law of the wall the subsonic flow over a flat plate has been considered. The
inflow conditions for this test case are listed in Table 5.9.
p [Pa] ρ [kg/m3] Re [1/m ] Ma [-] T [K] Tw [K] I visc-ratio
143000 1.7475 107 0.3 285 300 0.5% 0.001
Table 5.9. Inflow conditions for a subsonic flat plate.
The numerical grid is composed by two blocks: a freestream block of 0.2 m and the flat
plate block of 1 m length. The height is 0.4 m. The characteristics of the grid are listed in
Table 5.10. Characteristic boundary conditions are imposed at the inflow and upper boundary,
while at the outflow boundary all the variables are extrapolated. The no-slip condition at the
wall is enforced using the strong boundary conditions. A symmetry condition is imposed at
the lower boundary between the inflow and the leading edge of the flat plate. The AUSMDV
Riemann solver is used for the convective fluxes.
points x-dir points y-dir ∆xmax [m] ∆xmin [m] ∆ymax [m] ∆ymin [m]
250 100 10−2 10−6 10−2 5×10−7
Table 5.10. Grid resolution for the study of a subsonic flat plate at M=0.3 and Re=107 1/m.
First the distribution of the skin friction coefficient at the wall is considered and shown
in Figure 5.15. The numerical results are compared with those reported in [42]. The results
show that at subsonic speed the RSM underpredicts the skin friction coefficient slightly.
The velocity in the cross flow direction at the middle of the plate is shown in Figure 5.16
(left) in terms of the non-dimensional variables y+ defined in equation 5.4 and u+ defined as
follows:
u+i =
u˜i
uτ
=
√
2
Cf
1√
γM∞
(
u˜i√
RT˜∞
)
. (5.11)
The figure shows that the RSM correctly predicts the velocity profile in the boundary layer
both in the laminar layer and in the logarithmic layer. For the same reason the skin friction
coefficient is underpredicted, the velocity profile is slightly shifted toward higher u+.
Finally the distribution of the Reynolds stress components R+ij is given in Figure 5.16
(right). Where R+ij are defined as:
R+ij =
R˜ij
uτ
=
2
Cf
1
γM2∞
(
R˜ij
RT˜∞
)
. (5.12)
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Figure 5.15. Skin friction distribution along a subsonic flat plate at M=0.3 and Re=107 1/m. The
results are compared with the values reported in [42].
Figure 5.16. Velocity distribution (left) and Reynolds stresses distribution (right) inside the boundary
layer at x=0.5 m for a subsonic flat plate at M=0.3 and Re=107 1/m. The results are
compared with the values reported in [42].
For the R+11 component of the normal stresses a visible underprediction is shown in the
numerical results in comparison with the experiments. Nevertheless the component R+12
shows a good agreement with the experimental results. This behavior has already been
observed by Eisfeld when testing his model on the same test case [42] and is a characteristic
of the model itself. Eisfeld explains that this is expected because of the missing wall-
reflection term in the Wilcox (LRR) model. The results show then the correctness of the
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implementation.
5.3.4. Hypersonic Flow over a Double Wedge
After the validation on the flat plate, the RSM has been tested on a configuration characterized
by SWBLI at hypersonic speed [18]. The results obtained are compared with experimental
findings and numerical results from QUADFLOW using the SST k − ω turbulence model.
5.3.4.1. Experimental Setting
The double wedge configuration has been experimentally investigated at the Shock Wave
Laboratory (SWL) in Aachen in the TH2 shock tunnel [80], [79]. It consists of two ramps
inclined at 9 and 20.5 degrees respectively with the horizontal. The first ramp is 0.18 m long,
the second ramp 0.255 m long and the model width is 0.27 m to ensure a two-dimensional
flow along the center line. Two different leading edges have been considered. A sharp leading
edge and a blunt one of 0.5 mm radius. In the second case the first ramp length has been
reduced to 0.1773 m. The inflow conditions used in the experiment are listed in Table 5.11.
p [Pa] ρ [kg/m3] Re [1/m] Ma [-] T [K] Tw [K]
463.6 0.0158 3.76 × 106 8.3 102 300
Table 5.11. Experimental inflow conditions for the double wedge configuration.
Heat flux and static pressure measurements were collected along the center line of the
model using K-type thermocouples and Kulite piezoresistive sensors, respectively. The error
bars are set to 5% for the pressure and to 10% for the Stanton number.
5.3.4.2. Numerical Approach
In order to numerically reproduce the experimental findings, the inflow conditions used
in the experimental campaign have been prescribed as numerical inflow. Supersonic
inflow boundary conditions have been imposed at the inflow boundaries, supersonic outflow
boundary conditions at the outflow boundary and the no-slip condition has been enforced
at the solid wall using the strong boundary condition described in Section 4.2.2. The wall
is considered isothermal and the experimental wall temperature is prescribed. A turbulence
intensity of 0.5% and a viscosity ratio of 0.001 are chosen. The HLLC Riemann solver is
used to match the conditions chosen by Krause [64] whose results, obtained with the SST
k-ω model, are used for comparison.
A grid study has been performed using the three grids described in Table 5.12 for
the configuration with blunt leading edge. This configuration contains all the physical
phenomena of the configuration with sharp leading edge but also the entropy layer that makes
it a more challenging test case.
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grid points x-dir points y-dir ∆xmax [m] ∆xmin [m] ∆ymax [m] ∆ymin [m]
Coarse 452 76 2×10−3 10−6 2×10−3 10−6
Medium 576 128 10−3 10−6 10−3 10−6
Fine 700 200 5×10−4 10−6 5×10−4 10−6
Table 5.12. Grid resolutions used for the grid study on the double wedge configuration with blunt
leading edge at M=8.3 and Re=3.76×106 1/m.
The medium grid is presented in Figure 5.17. The grid has been created by Krause [64]
taking care of having orthogonal grids line at the wall and a good refinement in the leading
edge region.
Figure 5.17. Computational grid for a hypersonic double wedge with blunt leading edge.
The results of the grid study are presented in Figure 5.18. For the coarse grid the simulation
produces unreliable results. The results obtained with the medium and fine grids show a close
behavior and allow us to use the medium grid for further analysis of this test case.
The same grid has also been used for the sharp leading edge configuration using 64 fewer
points in the x-direction. These points have previously been used to resolve the blunt leading
edge.
5.3.4.3. Results
For each configuration, a fully turbulent simulation as well as a laminar simulation has
been performed but none of them could reproduce the experimental findings correctly. The
measurements indicate that the boundary layer is laminar along the first ramp giving origin
to a laminar separation, but then turns turbulent at some location along the separation
due to the turbulence amplification across the ramp shock and in the shear layer above
the separation where high shear stresses are generated. To reproduce this phenomenon a
laminar/turbulent simulation has been performed setting the transition point at the kink and
forcing the turbulence source terms to be zero upstream of it.
In order to describe the physics involved in the transitional (laminar/turbulent simulation)
and fully turbulent configurations, the Mach number contours are shown in Figure 5.19 for
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Figure 5.18. Grid convergence study on pressure coefficient and Stanton number for a double wedge
configuration with blunt leading edge at M=8.3 and Re=3.76×106 1/m.
the blunt leading edge configuration. The whole computational domain is displayed and the
main features are highlighted. A zoom of the leading edge is given to show the detached bow
shock wave.
In Figure 5.19 (top), the laminar/turbulent solution is illustrated. The flow features visible
at separation and reattachment are the same as described in Section 2.2.1. Along the first
ramp the boundary layer separates, as visible in the low Mach number region at the kink, and a
separation shock wave generates. This shock wave meets the first ramp shock at the first triple
point. At the location where the boundary layer reattaches to the ramp, a reattachment shock
is generated. Further downstream it meets the shock wave generated from the separation and
the first ramp shock and gives origin to a shock corresponding to the superposition of the first
and second ramp shock. After the second triple point a slip line can be seen in the Mach
number distribution and an expansion wave is originated in order to make the pressure levels
before and after the expansion compatible.
In 5.19 (bottom), the fully turbulent solution is reported. A detached bow shock wave
originates in front of the leading edge and produces the first ramp shock moving downstream
along the straight wall. At the kink a second shock wave is originated. The flow that passes
through the first and second ramp shock waves experiences a higher pressure rise than the
flow that passes through the combined shock that originates at the triple point where the two
shock waves merge. From this point an expansion wave emanates and the slip line, between
the fluids coming from the two different regions described above, is visible.
In Figure 5.20 (left), the pressure coefficient distribution for a sharp leading edge is shown.
The black horizontal lines represent the values obtained from the oblique shock theory. The
computational values obtained from the transitional simulations match well the experimental
results along the first ramp. No substantial differences between the laminar result and the
result obtained with the laminar/turbulent RSM or the SST Menter model with transition can
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Figure 5.19. Mach number distribution for the laminar/turbulent (top) and for the turbulent (bottom)
double wedge configuration with blunt leading edge at M=8.3 and Re=3.76×106 1/m.
be seen in the prediction of the separation size. For both the RSM and the SST model, the
value of the pressure along the separation and up to the peak value are well predicted even
though the peaks are not reached. For what concerns the results toward the end of the second
ramp, a good agreement between the computational results is observed.
Figure 5.20 (right), shows the Stanton number for a sharp leading edge double wedge
configuration. As expected, the fully turbulent simulations largely overpredict the value of the
experimental Stanton number along the first ramp. Considering the transitional simulations,
the laminar/turbulent RSM result and the SST transition result match the laminar profile and
the differences in the size of the separation region are small. Near the kin,k the boundary
layer undergoes a separation and the separation size is well captured by both transitional
simulations and by the laminar one. After decreasing because of the laminar separation,
the Stanton number increases passing through the second shock wave and the RSM results
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Figure 5.20. Pressure coefficient distribution (left) and Stanton number distribution along a double
wedge configuration with sharp leading edge at M=8.3 and Re=3.76×106 1/m.
show a good agreement with the experimental ones but the peak value on the second ramp is
not reached. For the RSM the turbulent and laminar/turbulent profiles are in good agreement
toward the end of the second ramp. The SST model coupled with the transition model predicts
a Stanton number close to the laminar solution along the second ramp.
In the case of a blunt leading edge surface loads similar to the one observed for the sharp
leading edge are expected but in addition the effect of the entropy layer on the boundary
layer has to be taken into account as explained in Section 2.1.2. Considering the small
radius of the leading edge an increase of the separation size is expected as reported in the
literature [59]. Figure 5.21 (left) shows the behavior of the pressure coefficient along the
wall for a configuration with blunt leading edge. The black horizontal lines represent the
pressure values obtained from the oblique shock theory. One can notice that the pressure
value along the first ramp is the same for all the computational results but it is lower than
the experimental one. This suggests that probably the inflow conditions for the experimental
test where different from the nominal ones later used for the simulations. Higher pressure
values are also observed along the second ramp where the pressure-peak measured in the
wind tunnel is not reached by the simulations as it was the case for the sharp leading edge.
The fully turbulent profile obtained with the RSM is in good agreement with the SST model
in all flow regions.
For what concerns the laminar/turbulent computation, a boundary layer separation is observed
along the first ramp and the size of the separation is smaller than that shown by the laminar
solution. This is due to the fact that the turbulent flow along the second ramp affects the
flow upstream of the kink making it more resistant to separation. After the kink the pressure
increases, as predicted by the theory, with a slope larger than in the laminar case and reaches
the inviscid value. Along the second ramp a further change in the pressure coefficient can
be observed due to the merging of the two shock waves and the consequent generation of an
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expansion fan at the triple point.
Figure 5.21. Pressure coefficient distribution (left) and Stanton number distribution along a double
wedge configuration with blunt leading edge at M=8.3 and Re=3.76×106 1/m.
The Stanton number is shown in Figure 5.21 (right). As expected, the fully turbulent
solution does not capture the separation of the boundary layer and shows values significantly
different from the experimental results. For what concerns the laminar/turbulent simulation
performed with the RSM, the Stanton number decreases along the first ramp correctly
following the laminar ramp result and a further abrupt decrease occurs when the separation
takes place. As also shown by the pressure distribution, the size of the separation detected
by the heat flux is smaller than that observed in the fully laminar simulation. After the kink
the Stanton number increases to turbulent values. With respect to the SST model, the RSM
shows a smaller Stanton number peak along the second ramp but no experimental results
are available for comparison in this region. The results presented in this section clearly
show the ability of the RSM to simulate complex flows with SWBLI in hypersonic regime
and producing results in good agreement with experimental findings and numerical results
obtained with another turbulence model.
5.3.5. Comparison Between Adaptive and Structured Grids
This comparison has been performed in order to investigate the possibility of studying
complex flow geometries by the mean of adaptive simulations in combination with the RSM.
The test case and the simulation parameters are the same as the one described in the previous
section apart from the Riemann solver: here the AUSMDV has been used.
The results obtained for a sharp leading edge and a fully turbulent flow are now compared
with the adaptive results. The starting grid for the adaptive simulation has been chosen
relatively fine: 200×30 points, in the stream and cross flow direction respectively, for the first
ramp block and 80×30 point for the second ramp block. The points are uniformly distributed
along the edges. The maximum number of refinement levels is L=6 and the threshold value
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used for adaptation is  = 10−2. The final grid contains approximately 900,000 cells and has a
minimum wall resolution of 10−7 m at the leading edge which increases up to 10−6 m moving
toward the kink and remains constant along the second ramp.
Figure 5.22. Pressure coefficient distribution (left) and Stanton number distribution along a double
wedge configuration with sharp leading edge at M=8.3 and Re=3.76×106 1/m for
adaptive and structured grids.
In Figure 5.22 the pressure distributions obtained using a structured and an adaptive grid do
not present visible differences. The Stanton number distribution shows that the (numerical)
laminar to turbulent transition occurs earlier in the adaptive grids due to the larger number
of point along the first ramp. Along the ramp, the Stanton number is slightly higher in the
adaptive case but the difference at the peak heating, where the error is the largest, is smaller
than 5%.
The same adaptive grid has also been used to study the laminar solution. The main
influence of the grid changes lies in the prediction of a slightly larger separation size. This is
probably due to the sensitivity to the grid resolution in the separation region.
This test case shows the ability of the adaptive procedure, combined with the Reynolds
stress model, to successfully reproduce the results obtained using structured grids.
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A Scramjet (supersonic combustion ramjet) is a ramjet characterized by supersonic combus-
tion. A ramjet is a supersonic air-breathing engine which uses the forward motion through
the air to compress the incoming flow, without a rotary compressor as in the case of classical
transonic vehicles. In order to achieve a supersonic combustion, the Scramjet has a minimal
functional speed which lies in the range of hypersonic velocities.
A Scramjet is a highly integrated system: the forebody and the afterbody are integrated with
the complete propulsion system. No moving parts are necessary for a Scramjet and thus the
mechanical complexity of the system itself is low. However, the Scramjet will always have
to be part of a combination engine.
Figure 6.1. Main features of a Scramjet (source: NASA)
A Scramjet propulsion system is the subject of study for the Graduiertenkolleg GRK
1095 "Aero-Thermodynamic Design of a Scramjet Engine for Future Space Transportation
Systems" [48]. This project involves three German universities: the Universität Stuttgart,
the RWTH Aachen and the Technische Universität München and the German Space Agency
(DLR) in Cologne. A Scramjet consists mainly of four components as illustrated in Figure
6.1. These components are now briefly described illustrating the characteristics chosen in
the frame of the GRK 1095. The inlet consists of a double ramp that provides homogeneous
high-pressure flow to the engine through a series of oblique shock waves. The isolator, as
the name says, isolates the pressure sensitive inlet from the combustion chamber and allows
the flow to adapt to the back pressure of the combustion chamber using a shock train. In the
combustion chamber, liquid hydrogen is injected as fuel using a struct-injector, it mixes with
high pressure air and the supersonic combustion takes place. Finally in the Single Expansion
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Ramp Nozzle (SERN) the gas expands, accelerates to a speed higher than that at the inlet and
exits the vehicle producing positive thrust.
A detailed description of Scramjet propulsion can be found in the book of Heiser and
Pratt [57] or in the NASA report [38].
6.1. Experimental Settings
A Scramjet intake configuration has been studied experimentally in the framework of the
GRK 1095 in the blow down tunnel H2K at the DLR in Cologne [52], [54], [53].
Figure 6.2. Scramjet intake geometry. The dimensions are given in millimeters.
The geometry of the experimental model is presented in Figure 6.2. The model is 100 mm
wide and has side walls on both sides which are represented in the picture by the black bold
line. The leading edge and the cowl tip are blunt with a radius of 0.5 mm. Measurement
of pressure using pressure transducers and heat fluxes using an infrared camera were taken
along the central line of the model. Measurement of Pitot pressure and Mach number have
been taken at the isolator exit plane along the vertical center line.
The inflow conditions used within the experimental campaign are listed in Table 6.1.
p [Pa] ρ [kg/m3] Re [1/m ] Ma [-] T [K]
163 0.012 4 × 106 7 46
Table 6.1. Inflow conditions for the Scramjet intake configuration.
The wall temperature during the experiment was not uniform and its value varied between
300 K and 350 K.
6.2. Numerical Approach
This intensively applied test case has been already computed using the QUADFLOW solver
on a structured grid using the SST two equation turbulence model and has been considered
a valuable configuration for comparing the performance of structured and adaptive grids
and for using the fully three dimensional formulation of the RSM. The inflow conditions
used here are the same as the experimental one, the turbulence intensity is set to 0.2% and
the viscosity ratio to 0.001. The Riemann solver used is the AUSMDV. For the boundary
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conditions, supersonic inflow and supersonic outflow are used at the inflow and outflow
boundaries, respectively. The no-slip condition at the wall is enforced using the strong
boundary conditions. The wall is considered isothermal and its temperature set to 300 K.
Since it was known that the experiment had revealed a laminar to turbulent transition along
the inlet, a combined laminar/turbulent approach is adopted and the fixed transition point is
set at x=0.290 m for all the results presented in this chapter.
First a two-dimensional analysis is performed using a structured grid and an adaptive grid
[17]. The characteristics of the structured grid are given in Table 6.2 and the grid is presented
in Figure 6.3. The grid has a constant wall spacing at the wall and has grid lines that are
orthogonal to the walls. The grid has been generated by Krause and is described in details in
his PhD thesis [64].
points x-dir points y-dir ∆xmax [m] ∆xmin [m] ∆ymax [m] ∆ymin [m]
616 96 4×10−3 10−6 4×10−3 10−6
Table 6.2. Structured grid resolution for the two-dimensional Scramjet configuration at M=7 and
Re=4×106 1/m.
The two-dimensional structured grid contains 60,000 cells. The points have been clustered
in the boundary layer region both along the ramps and inside the isolator and in the kink
region where boundary layer separation is expected.
Figure 6.3. Computational structured grid for a two-dimensional Scramjet intake at M=7 and
Re=4×106 1/m.
For what concerns the adaptive simulation, a number of refinement levels L=5 and a
threshold value  = 10−2 have been chosen. Given the initial resolution, the number of
refinement levels has been determined in order to guarantee a first wall spacing of 10−6 m in
the kink region and along the second ramp for the finest grid. The grid resolution along the
first ramp is below 10−6 m. The grid on level 1 contains 4,600 points and is shown in Figure
6.4. The grid is generated using a multiblock topology and for the starting grid each block
shows a coarse grid discretization. Afterwards the same adaptive procedure is adopted in all
blocks.
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Figure 6.4. Computational grid for an adaptive computation of a Scramjet intake. Initial grid on
uniform level 1.
adaptation 1 2 3 4 5
cells 19192 38218 64069 68971 144208
Table 6.3. Grid size for a 2D Scramjet configuration after each adaptation
Zooms of the interesting regions, such as the round leading edge, the cowl area and the
isolator are presented. These are the regions where the majority of the shocks are generated
and for this reason, more grid refinement is triggered here. The evolution of the grid
resolution during the adaptive procedure is illustrated in Table 6.3.
It is worth noticing that only small differences in the grid size appear between the third and
the fourth adaptation. This is not due to the fact that the grid has reached a good resolution
since at the fifth adaptation the number of cells increases considerably, but due to the ability
of the adaptive procedure to reduce the number of cells in regions where the flow solution has
a smooth behavior. Between step 3 and 4 a new sorting of the cells in the flow takes place:
some cells in the freestream are coarsened while in the regions close to the shocks or in the
boundary layer regions grid refinement is performed. In case of coarsening the four child
cells are replaced by their parent cell.
The final grid obtained after five adaptations is presented in Figure 6.5. Details of the blunt
nose, the cowl tip and the isolator are given. The grid refinement in the location of the leading
edge shock wave is visible in the global picture as well as the refinement at the wall triggered
by the boundary layer. At the blunt leading edge, the bow shock is well captured by the grid
as well as the boundary layer at the wall. At the cowl tip, the bow shock is clearly visible in
the refinement of the grid and also the ramp shock impinging on the bow shock triggers the
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Figure 6.5. Computational grid for a Scramjet intake after the adaptation procedure using 5 refinement
levels.
adaptation procedure. In the isolator, the pattern of the impinging-reflecting shock wave can
be recognized in the way the grid has been refined. In the far field, regions are visible where
no differences in the grid resolution appears between the initial and the final grid since the
flow remains almost unchanged there.
For the three-dimensional grid the two-dimensional block-structured grid has been used as
base and extruded in the z-direction for 100 mm. The characteristics of the grid are given in
Table 6.4. The grid is refined in the z-direction near the side walls to capture the boundary
layer growth. At the side walls the no-slip condition and the isothermal condition have been
imposed.
x-dir y-dir z-dir
min spacing 10−6 m 10−6 m 10−6 m
max spacing 4×10−3 m 4×10−3 m 8×10−4 m
points 616 96 88
Table 6.4. Structured grid resolution for the three-dimensional Scramjet configuration at M=7 and
Re=4×106 1/m.
Some details concerning the resolution of the three-dimensional grid in the leading edge
region and in the spanwise direction are given in Figure 6.6
6.2.1. 2D Results
The Mach contours for the two-dimensional Scramjet intake computed using the 2D
structured grid are displayed in Figure 6.7. The whole field as well as a zoom of the blunt
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Figure 6.6. Details of the three-dimensional grid. Leading edge region (left), along the ramp at x=0.29
m (right).
leading edge and of the cowl tip are shown. In front of the blunt leading edge a detached bow
shock is generated. The bow shock straightens along the first ramp generating the first ramp
shock that exits the domain without interacting with other shock waves.
Along the first ramp, a boundary layer separation occurs and a separation forms at the kink.
At the separation onset the separation shock is visible. Moving downstream along the second
ramp, the separated boundary layer reattaches to the wall and a reattachment shock wave is
generated. This shock wave impinges on the cowl shock that is generated in front of the cowl
tip. Because of the blunt edge, the shock is a curved bow shock. The upper part of this shock
wave simply exits the domain while the lower part impinges on the lower isolator wall giving
origin to a large separation which size is approximately one half of the isolator height. The
shock reflects on the wall and gives origin to an impinging reflected shock pattern, in the end,
the reflected shock wave exits at the end of the isolator.
In Figure 6.8, the pressure distribution along the ramp and the lower isolator wall (left) is
presented as well as the pressure along the upper isolator wall (right). The Mach number
contours in both regions are also presented for clarity on the top of each figure. The
results obtained using the structured grid and the adaptive procedure are compared with the
experimental measurements. The numerical results are presented in blue and red respectively,
the symbols represent the experimental values. The experimental error for the static pressure
is 4-6% and is comparable with the symbol size.
The profile along the ramp clearly shows that the laminar boundary layer undergoes a large
separation; this is visible from the early pressure rise at x=0.14 m. At the separation onset a
separation shock wave is generated. In a location above the separation the flow turns turbulent
due to the turbulence amplification across the shock wave and to the shear stresses generated
in the shear layer. Along the second ramp the boundary layer reattaches to the wall giving
origin to a considerable pressure rise. Due to the second ramp curvature the flow expands,
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Figure 6.7. Mach distribution for a two-dimensional Scramjet configuration at M=7 and Re=4×106
1/m. On the top of the picture a zoom of the blunt leading edge (left) and of the cowl tip
(right) are given.
accelerates and the pressure level decreases. In addition the expansion wave emanating from
the triple point further enhances the pressure decrease. This process leads to a reduction of the
turbulent content of the boundary layer which undergoes a ’relaminarization’ even though a
complete revers transition from turbulent to laminar does not occur. In the location where the
cowl shock impinges on the lower isolator wall, the boundary layer shows a large separation
due to the combined strength of the impinging shock wave and the reduced turbulent content
of the flow. The latter can be seen in the distribution of the first component of the Reynolds
stress tensor R˜11 at the isolator entrance shown in Figure 6.9.
The region of high R˜11 visible near the wall on the left side of the picture is followed by
a region of decreasing value moving downstream due to the expansion of the flow. A local
minimum is visible in the location where the cowl shock impinges on the boundary layer at
the lower isolator wall. Two regions of high R˜11 are generated behind the impinging and the
reflecting shock due to the turbulence amplification across the shock.
The physics at the impingement corresponds to the type I shock-shock interaction
introduced in Section 2.2. A separation and a reattachment shock originate ahead and behind
the separation, respectively. The reattachment shock impinges on the upper wall and an
impinging-reflected pattern is established in the unthrottled isolator. The peaks visible in
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Figure 6.8. Pressure coefficient distribution along the ramp and the lower isolator wall (left) and along
the cowl and upper isolator wall (right) for a 2D Scramjet intake configuration at M=7 and
Re=4×106 1/m. On the upper part the Mach contours for the regions of interest are shown.
the pressure distributions at the wall on the ramp and cowl sides correlate with the shock
wave reflections. On the ramp side, the numerical and the experimental results are in good
agreement. The solution obtained from the structured grids shows more intense pressure
peaks probably due to some small differences in the interaction pattern. On the cowl side, the
solution from the structured grid does not match the exact location of the shock waves and
the pressure rises occur further upstream than detected by the measurements. The adaptive
solution agrees well with the experiment up to the last two measurement points where the
predicted pressure is much lower than the measured one. The same behaviour is observedd
for the solution obtained using a structured grid. These two points show a pressure value that
exceeds the previous peak while it would be expected that the shock waves weaken producing
lower pressure peaks moving downstream.
The skin friction distributions along the wall for the ramp and the cowl side are presented in
Figure 6.10 for the adaptive and the structured two-dimensional grids. The black horizontal
lines correspond to a value of Cf=0 and have been drawn to identify the regions where
the boundary layer is separated. These correspond to negative values of the skin friction
coefficient. The values of the separation and reattachment points along the ramp side and the
cowl side of the model are given in Table 6.5.
The adaptive simulation predicts the first separation point upstream with respect to
the structured grid, probably due to the finer grid resolution along the first ramp. For
both simulations, the skin friction coefficient takes negative values close to zero from the
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Figure 6.9. Distribution of R˜11 at the isolator entrance for a two-dimensional Scramjet configuration
at M=7 and Re=4×106 1/m.
Ramp separation 1 [m] reattachment 1 [m] separation 2 [m] reattachment 2 [m]
Structured 0.159 0.312 0.383 0.418
Adaptive 0.143 0.319 0.381 0.416
Cowl separation 1 [m] reattachment 1 [m] separation 2 [m] reattachment 2 [m]
Structured 0.458 0.469 - -
Adaptive 0.464 0.474 0.562 0.563
Table 6.5. Location of separation and reattachment point for the solutions obtained using a structured
and an adaptive grid. The separations are numbered moving downstream.
separation point to the kink and then shows an abrupt decrease when the flow moves to the
second ramp. Reattachment occurs slightly earlier for the structured grid. A second boundary
layer separation is then numerically detected due to the cowl shock impingement on the lower
isolator wall. Both simulations predict a similar behavior in this area.
Moving downstream, the adaptive simulation shows a larger decrease in correspondence
of the second shock wave impingement. On the cowl side a pattern similar to that detected
in the pressure distribution is visible. Also in this case the structured gird predicts the skin
friction peaks earlier than the structured grid. In addition, the adaptive simulation predicts a
small separation in correspondence to the last shock impingement which is not detected in the
structured grid. The differences noticed for both pressure and skin friction distribution in the
isolator are most probably due to the better resolution of the adaptive grid in correspondence
of the shocks. The grid refinement in these locations decreases the numerical diffusion
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Figure 6.10. Skin friction coefficient distribution along the ramp and the lower isolator wall (left) and
along the cowl and upper isolator wall (right) for a 2D Scramjet intake configuration at
M=7 and Re=4×106 1/m.
allowing the solver to better capture the shock waves structure. A comparison of the grid
resolution inside a portion of the isolator is shown in Figure 6.11. A comparison of the
adaptive simulation with a simulation performed on a uniform grid at the highest refinement
level (L=5) was not performed due to the high computational cost related to the huge number
of cells. The adaptive procedure allows to get the same accuracy but at an affordable cost.
6.2.2. 3D Results
In order to increase the flow compression and improve the performance, side walls can
be used for Scramjet intakes configurations. Clearly the presence of the walls affects the
physics of the flows and new flow features appear. A three-dimensional simulation has
been performed using the grid described in Table 6.4. The Mach number distribution along
different planes is shown in Figure 6.12.
From the figure, some of the main flow features are visible. The first ramp shock wave can
clearly be identified in the change of color at the locations x=7 mm, x=88 mm and x=180
mm. The separation above the kink can be seen in the blue region close to the wall visible
on the planes x=180 mm and x=250 mm. The second separation, occurring at the isolator
entrance is visible at the plane x=410 mm. At the corner between the wall and the side walls
corner vortices formed. They are visible on both sides of the planes x=88 mm to x=335 mm.
Inside the isolator, the traces of these vortices are also visible. In order to have a better look
at the flow features and at the effects that the side walls have on the flow, the skin friction
coefficient is considered.
Figure 6.13 shows the skin friction coefficient along the ramp wall and one side wall. The
areas where the skin friction coefficient is negative are in grey color and correspond to regions
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Figure 6.11. Grid resolution inside the isolator for a structured grid (top) and and adaptive grid
(bottom) for a two-dimensional Scramjet configuration at M=7 and Re=4×106 1/m.
where the boundary layer has separated. Due to the presence of the side walls the separation
and reattachment points show large variations in the crossflow direction. A huge separation
is visible along the kink region characterized by two small areas, one at each side, where
the flow reattaches, for a short distance, to the wall. The separation and reattachment points
along the center line for both turbulence models are listed in Table 6.6.
The pressure distribution along the ramp and the lower isolator wall is shown in Figure
6.14 (left). For this configuration, the results are compared with those obtained using the SST
model, coupled with the Menter transition model, in reference [64]. The results from the two-
dimensional simulation on the structured grid are also reported for comparison. The results
obtained using a 3D grid produce an improvement in the agreement with the experiments
especially along the second ramp where the pressure rise and decrease is correctly predicted
and also toward the end of the isolator where the 2D grid underpredicted the pressure levels
while the 3D grid agrees well with the next-to-last measurement point. The reliability of the
value of the last pressure measurement, which is higher than the ones from the previous peak,
has been discussed in the previous section.
The results produced by the SST model combined with the transition model clearly show
that the separation is considerably reduced with respect to the RSM. The pressure rise along
the second ramp occurs upstream and the simulation does not match the experimental values
in that region. Moving further downstream, the RSM and the SST model produce very similar
results. On the cowl side of the isolator the numerical solutions provide similar results. The
3D simulations predict higher pressure level at the end of the isolator with respect to the 2D
one. The RSM both in 2D and 3D capture a higher pressure peak in correspondence of the
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Figure 6.12. Mach distribution for a three-dimensional Scramjet configuration at M=7 and Re=4×106
1/m.
Figure 6.13. Skin friction coefficient along the wall of a three-dimensional Scramjet at M=7 and
Re=4×106 1/m.
location of the separation due to the impingement of the cowl shock. This is due to the fact
that the differences in the separation size noticed both in the pressure and in the heat flux
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Figure 6.14. Pressure coefficient distribution along the ramp and the lower isolator wall (left) and
along the cowl and upper isolator wall (right) for a 3D Scramjet intake configuration at
M=7 and Re=4×106 1/m. On the upper part the Mach contours for the region of interest
are shown.
results affect the shock pattern. The reattachment shock hits the bow shock from the blunt
cowl tip at different locations depending on the turbulence model used as visible in Figure
6.15. For the RSM, the shock wave hits the bow shock below the cowl and the two shocks
merge giving origin to a stronger shock wave that produces a higher pressure rise at the wall
when it impinges. In the case of the SST model the shock wave hits the bow shock above the
cowl.
The Stanton number along the kink is presented in Figure 6.16. A visible increase in
the Stanton number is observed using a three-dimensional domain, with respect to a two-
dimensional one due to the side wall compression. The RSM prediction starting at x=0.30
m lays among the measurement error. The SST model shows a better agreement along the
second ramp near the kink. The prediction along the first ramp is difficult to interpret. The
RSM always predicts a large separation but the Stanton number levels along this region are
different in 2D and 3D. The SST model predicts a small separation near the kink and the
experiment show a small decrease in the Stanton number and then a steady increase over the
kink where the values are much higher than in all the numerical simulations.
Pitot measurements have been taken placing a pitot rake, containing 5 pitot probes
vertically lined up, at the exit of the isolator. The Pitot pressure and the Mach number are
presented in Figure 6.17 (right). As before, the blue line represents the RSM and the green
line the SST model combined with the transition model; in both cases the 3D grid has been
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Ramp separation 1 [m] reattachment 1 [m] separation 2 [m] reattachment 2 [m]
3D RSM 0.163 0.307 0.383 0.415
3D SST+trans 0.247 0.292 0.383 0.417
Cowl separation 1 [m] reattachment 1 [m] separation 2 [m] reattachment 2 [m]
Structured 0.460 0.471 0.554 0.558
Adaptive 0.455 0.472 0.551 0.554
Table 6.6. Location of separation and reattachment point for the solutions obtained using the 3D RSM
and the 3D SST model coupled with the transition model. The separations are numbered
moving downstream.
Figure 6.15. Mach number distribution in the cowl region for the RSM (left) and the SST model (right)
for a three-dimensional simulation along the center line.
employed. The pressure distribution is better captured by the RSM even though the pressure
peak is not reached. Due to the differences in the shock train occurring in the isolator, the
second Pitot probe from the top is not hit by a shock wave as in the experiment. For what
concerns the Mach distribution, the RSM overestimates the values at each location but seems
able to better capture the general behavior such as the decrease of the Mach number at the
third measurement probe.
The results presented in this chapter show that a differential Reynolds stress model can
be successfully used to simulate highly complex three-dimensional simulations characterized
by SWBLI. The model is able to correctly predict the flow features and to produce results in
good agreement with both experimental findings and another turbulence model. In addition,
the adaptive procedure tested on this geometry has been able to further improve the agreement
with the experimental data.
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Figure 6.16. Stanton number distribution along
the kink region for a 3D Scramjet
intake configuration at M=7 and
Re=4×106 1/m.
Figure 6.17. Pitot pressure and Mach number
distribution at the isolator exit along
the central vertical plane for a
3D Scramjet intake configuration at
M=7 and Re=4×106 1/m.
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7. Three-dimensional hypersonic SWBLI
In this chapter the results obtained during an experimental campaign are compared with
numerical simulations to test the prediction capability of the RSM for a flow characterized by
three-dimensional SWBLI. In the first part, the preparation of the experimental campaign, the
analysis conducted to assess the tunnel flow conditions, the sensors manufacturing and the
choice of the sensors location along the model surface are discussed. In the second part,
the experimental results, for each investigated condition, are compared with the solution
obtained with the RSM. For two representative test cases numerical results from two linear
eddy viscosity models and an explicit algebraic Reynolds stress model are also presented.
7.1. Experimental Investigation of a Compression Corner
The experiment has been a cooperation between three institutions: the Aachen Institute for
advances studies in Computational Engineering Science at the RWTH Aachen University
(AICES, Germany), The University of Queensland, Centre for Hypersonics (UQ, Australia),
where the experiment has been conducted, and the University of New South Wales at the
Australian Defence Force Academy (UNSW@ADFA, Australia). The collaboration initially
focused on the analysis of previous SWBLI experiments, which had been instrumented on the
assumption that the interaction would be fundamentally two-dimensional and that the data
collected along the center line of the model were not affected by the finite model width [13].
In order to quantify the effect of three-dimensionality and to test the prediction capabilities
of the RSM for fully turbulent conditions on a three-dimensional SWBLI, an experimental
campaign has been initiated funded by the AICES graduate school. A compression corner,
which consists of a flat plate with a compression ramp at its end, has been chosen as the
object of investigation. The full definition of the model and test conditions has been specified
through numerical design and the sensors position optimized to collect data from key regions
such as the boundary layer separation and the reattachment. The aspect ratio of the flat plate,
defined as the ratio between its length and its width has been chosen equal to one to minimize
the spillage effects occurring at the model side and two ramp angles have been investigated to
collect results for both a turbulent attached boundary layer and a turbulent separated boundary
layer. Preliminary simulations with varying ramp angles have been performed and values of
15 degrees and 40 degrees have been considered suitable for the campaign purposes.
7.1.1. T4 Shock Tunnel
The experiment has been performed in the T4 free-piston tunnel at the University of
Queensland (Australia) [75]. The facility is capable of producing flows with total enthalpies
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in the range of 2.5 to 15 MJ/Kg and sub-orbital flow speed at a range of Mach numbers from
4 to 10.
Figure 7.1. Schematic of the T4 shock tube as from [103].
The T4 shock tunnel, shown in Figure 7.1 consists of five main sections: a high-pressure
reservoir, a compression tube, a shock tube, a test section and a dump tank. The test section
and the dump tank are evacuated before each run to a pressure below 130 Pa (1 Torr) to
ensure a rapid nozzle startup and flow establishment. When the tunnel is fired a 92 kg piston
is driven by the high pressure air coming from the reservoir, through the compression tube.
At the end of the compression tube a metal-diaphragm breaks once a sufficient pressure is
reached. At this moment a shock wave is generated in the test gas inside the shock tube and
a contact surface separates the driver gas from the test gas. Once the shock wave reaches the
end of the shock tube it is reflected in the shock tube and traveling backwards it stagnates
the test gas. The test gas breaks a thin secondary diaphragm at the nozzle throat, expands
inside the nozzle and finally enters the test section. The unsteady nozzle process starts and is
followed by a steady established flow. The gases are then collected in the dump tank.
For the experimental campaign a Mach 6.68, axisymmetric, contoured nozzle is used.
The experiment is performed using air as test gas, argon as driver gas, a nozzle-supplied
enthalpy of about 3 MJ/kg and a unit Reynolds number of about 10x106 m−1 for a 6
mm diaphragm thickness and 5x106 m−1 for a 3 mm diaphragm thickness. Under these
operational conditions the tunnel provides approximately 2 ms of steady test time. The test
section, where the model is located, has a size of 0.45×0.45 m in the cross flow direction and
a length of about 0.8 m; the usable part of the test section depends on the extent of core flow
region generated by the chosen nozzle.
7.1.2. Operating and Freestream Conditions
The choice of the testing conditions has been dictated both by the need of getting high
Reynolds number flow, which allows the generation of turbulent conditions, and by the need
of keeping the total entalphy low enough for high temperature effects to be negligible. Two
conditions have been investigated that satisfy these requirements. They are listed in table 7.1.
The freestream total enthalpy produced by these conditions is 3.19 MJ/Kg and 3.58 MJ/Kg,
respectively.
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Condition Reservoir Compression Tube CT Gas Shock Tube Test Gas
pressure (MPa) pressure (KPa) pressure (KPa)
3 mm 5.6 80.5 Argon 240 Air
6 mm 2.8 40.2 Argon 150 Air
Table 7.1. Shock tunnel filling conditions.
ρ [Kg/m3] p [Pa] U [m/s] M [-] Re [1/m] T [K]
Condition 6 mm 0.08624 9681 2516 6.35 9.65×106 396
Condition 3 mm 0.0485 5186 2465 6.38 5.51×106 386
Table 7.2. High and low Reynolds number inflow conditions, named by the diaphragm thickness.
The tunnel conditions listed in Table 7.1 lead to the freestream conditions at the nozzle exit
reported in Table 7.2. Considering the short test time of 2 ms, the model surface temperature
remains constant during one test run.
7.1.3. Freestream Non-Uniformities
The contoured nozzle used for the campaign generates a core flow of almost uniform flow
which is bounded by the expansion waves that propagate at the edges of the nozzle itself. A
Pitot pressure survey has been conducted at the end of the test campaign, for both conditions
in Table 7.1, to quantify the non-uniformities of the freestream flow, to prove the repeatability
of the flow characteristics between different runs for the same nominal tunnel conditions
and to determine the appropriate Pitot-to-nozzle-supply pressure ratio (pp/ps) to be used for
postprocessing the results. The nozzle-supplied pressure is the pressure measured by the
stagnation probes at the end of the shock tube. A typical trace of a stagnation probe is given
in Figure 7.7. The Pitot pressure, which is the pressure measured by the Pitot probe, is defined
as [76]:
pp = p∞
[
(γ + 1)M2∞
2
] γ
γ−1
[
γ + 1
2γM2∞ − (γ − 1)
] 1
γ−1
, (7.1)
with γ being the isentropic coefficient equal to 1.4 for air considered as a perfect gas.
Previous pressure survey results have been used before the campaign to detect the core region
and determine an appropriate position of the model inside the test section.
The Pitot rake, consisting of 33 PCB piezoeletric pressure transducers, has been located 33
mm away form the nozzle exit, which corresponds to a position 80 mm downstream of the
flat plate leading edge for the considered model. Taking into account the limited extension of
the model in the flow direction, only one horizontal position of the rake has been investigated
but measurements have been taken for two vertical positions to increase the spatial resolution.
Before use, all PCBs have been calibrated in situ so that the effects of mounting, amplifier
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and cabling were included in the obtained calibration coefficients. Details of the mounting of
a Pitot probe in its shell in order to avoid vibrations can be found in [104].
For each configuration, two runs have been performed which means four runs per inflow
condition. Apart from one run at the 3 mm condition, that has been excluded from the post-
processing, the results show, for each condition, values consistent with the one registered
during the campaign, in terms of stagnation pressure and shock speed inside the shock
tunnel. The data collected from gauges that saturated (experienced pressure levels above
their working range) during the test time have been excluded from the analysis.
Figure 7.2. Isocontours of Pitot-to-nozzle supply pressure ratio (pp/ps) for the 3 mm condition (left)
and the 6 mm condition (right). Levels given as 1000pp/ps.
Figure 7.3. Pitot-to-nozzle supply pressure ratios plotted against radial distance from the nozzle
centerline. 3 mm condition (left) and 6 mm condition (right).
The results from both conditions are shown in Figure 7.2 as contour plot. The value of the
Pitot-to-nozzle pressure supply ratio is shown over the area captured by the Pitot rake and the
values written along the isolines are given as 1000 pp/ps. In Figure 7.3, the radial distribution
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of the same quantity, with respect to the nozzle center, is displayed to test the symmetry of
the flow. The two pictures show a good repeatability for the 3 mm condition, especially in the
flow region where the model has been located, i.e., z-values between +75 mm and -75 mm
in Figure 7.2 corresponding to a radial distance below 75 mm in Figure 7.3. For the 6 mm
condition, the pp/ps value shows a slightly larger spread particularly near the center of the
flow. The pp/ps has been computed as a weighted average of the value over the area captured
by the model at 15 degrees. The average is calculated allocating to each PCB the portion of
the flow which is closer to that gauge than to any other one. A value of pp/ps equal to 0.0013
has been found for both conditions and has been used for the postprocessing as explained in
Section 7.1.5.
7.1.4. Experimental Model and Sensors
A three-dimensional CAD image of the compression corner used for the campaign is shown
in Figure 7.4 for a ramp angle of 15 degrees. The CAD design of the model and the
manufacturing of the parts has been done at UQ. The dimension of the model and the sensor
positions have been accurately optimized in order to collect data in sensible flow regions and
to obtain the desired conditions along the model.
Figure 7.4. Three-dimensional view of the experimental model at an angle of 15 degrees. The location
of the different sensors along the surface is shown.
Figure 7.5 shows the model inside the tunnel for a ramp angle of 40 degrees. On the left
picture the model is visible from the side. With respect to Figure 7.4 the model is mounted
into the test section upside down. The picture on the right has been rotated of 180 degrees
for clarity. For this experiment, the flat plate is 150 mm long and 150 mm wide. From the
design process an aspect ratio of 1, defined as the ratio between the plate length and plate
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width, has been chosen to minimize the three-dimensional effects due to the flow spillage at
the sides. The maximum plate dimension was then subject to constraints deriving from the
extension of the nozzle core flow. From existing experimental and numerical analysis, this
region was found to have a crossflow extension of approx. 200 mm. For this reason 150 mm
has been considered as an appropriate width to ensure an almost uniform flow above the plate.
The plate is composed of three parts visible in Figure 7.5 (left). A removable sharp leading
edge of 45 mm length was chosen to keep the manufacturing process as straightforward as
possible and avoid errors coming from the need of re-manufacturing this part during the
campaign. Connected to the leading edge is a removable plate of 50 mm length. This part
allows a reduction of the plate length and consequently of the local Reynolds number to
obtain a laminar flow above the model (for a diaphragm thickness of 1 mm). The laminar
investigation was not in the aim of this thesis so that only results using the full plate length
are presented here. The last component is an instrumented plate of 60 mm length; the last 5
mm of its surface are used for connecting the plate to the ramp so that the effective total plate
length, from the leading edge to the ramp, is 150 mm.
Figure 7.5. Photographs of the investigated model inside the test section of the T4 shock tunnel. Side
view (left). Front view (right), this picture is rotated of 180 degrees for clarity.
The compression ramp is 250 mm long, so that when inclined at 40 degrees only a small
portion of the back of the ramp lies outside the core flow. At 15 degrees, the whole model
lies inside the core flow. The ramp is connected to the plate using two metal supports on the
side to keep it at the right inclination. A thin layer of silicon gel was applied along the last 5
mm of the plate to ensure a proper adherence between the two metal surfaces. To enhance the
laminar to turbulence transition and obtain a fully turbulent flow along the model, a boundary
layer trip constituted by triangular roughness elements was positioned between the leading
edge and the removable plate as visible in Figure 7.5 (right). The triangular teeth are 2.1 mm
high and 4.2 mm wide.
The main focus of the campaign was the measurement of the heat flux in the separation
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and reattachment regions. For this reason the collocation of the heat flux sensors, thin film
gauges (TFG) and thermocouples (TC), was a priority with respect to the pressure sensors.
The last downstream sensor location along the plate and the first upstream sensor location
along the ramp where imposed by manufacturing constraints. It was not possible to locate
any sensor closer to the hinge line without compromising the structural integrity of the model
when subject to the high Reynolds number flow chosen as inflow. Along the instrumented
plate, two TFG stencils are visible in Figure 7.4. Each stencil is composed of twelve sensors:
eight sensors disposed in the streamwise direction and five in the crossflow direction forming
a cross (one sensor is counted twice). For one stencil the streamwise gauges are distributed
along the center line of the model. The other stencil is located 46.85 mm on the side in order
to gain an insight of the flow away from the center line and estimate the effect of the three-
dimensionality of the flow. In the streamwise direction the gauges cover the whole length of
the instrumented plate within the manufacturing constraints. In the crossflow direction the
ten gauges (five from each stencil) are disposed along a line that is inside the separated region
for each examined condition where a boundary layer separation occurs. For the measurement
of the heat flux in the reattachment region 38 TC have been employed. The TC have been
located along the model surface to measure the heat flux in the reattachment region to detect
variations in both the streamwise and the crossflow direction. Four rows of eight sensors are
spaced orthogonal to the flow, each line slightly displaced with respect to the adjacent ones.
In Figure 7.4 only two of these rows are visible. At one end, each row has a sensor on the
center line or two sensors at its side. Six additional TC are disposed along the center line of
the model to make a series of ten (almost aligned) gauges.
Finally, 10 Kulite pressure sensors have been distributed along a line parallel to the center
line of the model and displaced of 23 mm due to the presence of heat flux sensors along
the center line. Two sensors are located along the flat plate and eight along the compression
ramp. The first Kulite along the ramp is located substantially away from the kink since the
ramp thickness in that region is decreased to allow the ramp to lie on the tip of the flat plate
at an angle of 15 degrees. The reduced model thickness did not allow the drilling of the holes
necessary for the Kulite mounting.
The signal collected by each sensor was sampled every microsecond. The exact location of
each sensor along the model is given in Appendix A.
Thin Film Gauges
For the measurement of the moderate heat fluxes along the flat plate and the separation region
24 thin film gauges have been employed. They are cylinders of 2.3 mm diameter and 3.3 mm
length. The response time of these gauges is about 1 µs. The advantage of this kind of
sensors is that they allow measurement of temperature changes in the order of 0.1 K and
heat flux as small as 0.5 W/cm2. However due to the design their thin film can easily get
damaged. The gauges have been bought from the Shock Wave Laboratory (SWL) in Aachen
and an accurate description of their characteristics can be found on the SWL website [2]. No
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calibration was needed for these gauges since they were calibrated after manufacturing. The
TFG have a diameter of 2.3 mm and a length of 6 mm. They have been mounted into the
model by inserting them into cylindrical holes flash to the surface and gluing the back to the
model, as shown for the TC in Figure 7.6. Each group of 12 TFG has been connected to a 12
pins D-connector. An appropriate amplifier has been used. For the estimation of the error on
the heat flux, the analysis conducted by A. Dann in a similar facility has been used and the
error for the heat flux has been estimated as +/- 10% [32].
Thermocouples
For the measurement of heat fluxes along the compression ramp, fast response surface
junction K-type thermocouples have been chosen for their robustness since they can withstand
harsh flow conditions as the extremely high heat flux, in the order of 2×107 W/m2, registered
at the peak heating during the campaign. The principle of thermocouple is to generate a
voltage using the difference in properties between two different materials. In the case of
K-type TC the components are chromel (chrome and aluminium alloy) and alumel (nickel
and aluminium alloy). The voltage is generated by the temperature gradient between the two
metals. For the range of temperatures between 300 K and 1300 K the change in voltages
registered at the TC surface is directly proportional to the change of the flow temperature. In
order to reduce the experimental costs, the thermocouples have been self-manufactured. The
manufacturing and calibration were performed using a concept and a technique similar to the
one of Buttsworth in [25].
Figure 7.6. Section of a cylindrical thermocouple mounted inside the model wall.
For the manufacturing of the thermocouples, 4 mm long and 1.7 mm wide diameter
chromel annulus have been used as external material and alumel wires as internal material. A
section of a thermocouple is shown in Figure 7.6. A hook up wire was soldered to each of the
two components and connected to a multimeter. An earth wire was soldered on the chromel
cylinder opposite the hook up wire. Five minute araldite was used to electrically isolate the
two materials. The alumel wire covered in araldite was inserted into the chromel annulus
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and rotated until the glue covered both metals inhibiting any contact and an open circuit was
reached. At this point, the TC was covered using a heat shrink tube to electrically isolate
the TC from the model body. In order to get a fast response gauge, a low mass junction
was formed at the exposed surface by scratching the top of the TC with rough sandpaper
in order to transport chromel particles in contact with alumel particles, or vice versa. The
process was continued until the multimeter, set to 200 Ohm read a value below 1 Ohm. The
thermocouples have been mounted into the model using the same technique described for the
TFG. For the error estimation the same value used for the TFG has been used knowing that
due to the manufacturing this is a conservative value.
Sets of ten TC have been grouped using 12-pins D-connectors and their signal amplified
using an appropriate amplifier.
In order to relate the temperature change registered by one TC to the heat flux at that location
along the wall, the value of the thermal product is needed to be used in the procedure
explained in Section 7.1.5. The thermal product is a characteristic of the materials used
for manufacturing the TC, in this case alumel, chromel and araldite, and of the surface
junction generated at its top. It is defined as
√
ρcpk (J/m2 K s1/2) where ρ is the density,
cp is the specific heat at constant pressure and k is the heat conductivity. The water droplet
technique has been employed for the calibration. The instrumented plate containing the TC
has been put inside an oven and heated up to a temperature of approximately 50o C. One
TC has been connected to an amplifier and the amplifier to an oscilloscope. A droplet of
water from a melted ice-cube at 5o C has been made impact on the TC. It is assumed that
no temperature changes occur while the droplet moves toward the gauge. The impact with
the droplet causes an abrupt change in the TC surface temperature and consequently a jump
function is registered by the oscilloscope. Considering that K-type thermocouples have a
sensitivity of 40 µV/K [85], the temperature change experienced by the TC can be measured.
This value is then used to compute the thermal product (TPs) of the TC using the properties
of water at 5o C. The following formula is used for this purpose [61]:
T − Ts
Tw − Ts =
TPw
TPw + TPs
, (7.2)
where the subscript w stands for water, Ts is the temperature of the TC before the contact
and T is the temperature of the TC after the contact. One should consider that this formula
holds only in the hypothetical case of a one-dimensional droplet impact with no rebound
and one-dimensional heat contact. The procedure has been repeated for five TC four times
getting consistent values and an averaged thermal product of 9500 has been used for all TC.
The results of the calibration are reported in Appendix B.
Kulites
Kulite piezoresistive transducers are devices that correlate changes in the voltages registered
at their surface with changes in the surrounding pressure. For a wide range of pressure,
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including those of interest here (5-500 kPa), the changes in voltages are linearly proportional
to changes in the surface pressure.
Consequently, for the calibration of the pressure gauges a two points calibration has been
performed. The kulites are mounted in the model, located inside the test section, and
connected to the amplifiers and the data acquisition system. The test section is closed and
evacuated. At this point signals from the Kulites start to be recorded at low frequency for 20-
30 seconds. The averaged value over this time is used as first calibration point considering
the level measured as zero pressure. Then the valve is opened and air is allowed to enter in
the test section. After a couple of minutes the test section reaches the atmospheric pressure.
The signal is then recorded for 30 seconds and averaged. The correct atmospheric pressure
of the day has been taken from the meteorological station at the UQ which provides highly
accurate atmospheric pressure values each 10 minutes. For each Kulite an offset value and
a calibration coefficient are extracted. The offset are the voltages recorded at zero pressure.
The coefficient is the slope of the line passing between the two points of calibration. The
measurement error for these gauges is set to 5%.
PCBs
For the calibration of the PCB transducers a procedure different than the one employed for the
Kulites is needed since the nature of the PCB transducer inhibits the measurement of absolute
pressure. The technique described in [62], [109] has been used. The calibration is performed
by rapidly applying a pressure to the front of each Pitot probe. A conical fitting, connected to
a pressure reservoir, was placed on top of the probe and sealed. Inside this device a calibrated
Kulite was inserted and experienced the same pressure as the Pitot probe. Opening a fast
acting valve a high pressure of about 200 kPa was applied to the gauges for a short time and
the peak pressure measured by the Kulite was related to the value measured by the PCB.
7.1.5. Analysis and Postprocessing Tools
Previous to the postprocessing of the collected data, the definition of the steady test time for
each run is necessary. This is done using the trace of two stagnation probes that measure
the variation of the stagnation pressure at the end of the shock tube during each run. Figure
7.7 shows a typical trace collected by the stagnation probes. The two probes show a good
agreement which is the sign that they are correctly calibrated and can therefore be used for
the determination of the flow characteristics. Under the chosen condition 2 ms of usable test
time followed the unsteady start process of the nozzle and the flow establishment time.
The onset of flow in the test section is indicated by the sharp pressure rise. After the nozzle
starting and the flow establishment, the steady test time begins. The end of the test time is
characterized by a reduction in the mass flow rate and a consequent decrease in the pressure
(by more than 10%) and by a contamination due to the driver gas reaching the test section.
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Figure 7.7. Trace of the stagnation pressure probes during a shot at the high Reynolds condition. The
name SPA and SPB identify the two stagnation probes used at the end of the shock tube.
The nozzle exit conditions, which are the inflow conditions for the test section, are
estimated using a software called STN (Shock Tube and Nozzle Calculations for Equilibrium
Air) [67], which calculates the flow properties in a reflected shock tunnel. The input data
required by the program are: (1) the initial shock tube fill pressure, (2) the initial temperature
of the test gas in the shock tube, (3) the incident shock speed, (4) the measured nozzle
supply stagnation pressure (over the steady test time) and (5) the Pitot-to-stagnation pressure
ratio. The program then computes the properties of the flow in different locations: (1) the
conditions following the incident shock, (2) the conditions just after the shock reflection,
(3) the stagnation conditions after relaxation to the measured nozzle supply pressure, (4) the
conditions at the nozzle throat and (5) the conditions at the nozzle exit.
For the calculation of the heat flux (Q), using the data collected by the TFG and the TC.
the time history of the measured surface temperature variation is used in the formula:
Q =
√
ρcpk√
pi
∫ t
0
dT/dτ
(t− τ)1/2dτ , (7.3)
where
√
ρck is the thermal product of the gauge. For the numerical integration the discrete
form of equation (7.3) obtained by Schultz and Jones [99] has been implemented in a Matlab
routine and it reads as follows:
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Qs(tn) =
√
ρcpk√
pi
n∑
i=1
T (ti)− T (ti−1)
(tn − ti)1/2 + (tn − Ti−1)1/2 . (7.4)
After the postprocessing the pressure and heat flux values obtained have been averaged
over the test time and used for comparison with numerical simulations.
7.2. Numerical Approach
In order to reproduce the experimental findings, the inflow conditions computed by the
experimental data, listed in Table 7.2, have been prescribed as numerical inflow for the
simulations. At the numerical inflow and outflow boundaries, supersonic inflow and outflow
conditions have been prescribed. At the solid wall, the no-slip condition is enforced using
the strong boundary condition. Due to the short test time the model surfaces is treated as
an isothermal wall and the temperature is set to 300 K corresponding to room temperature.
A turbulence intensity of 0.5% and a viscosity ratio of 0.001 has been chosen. The
AUSMDV Riemann solver is used for the treatment of the convective fluxes together with
the Venkatakrishnan limiter. Both explicit and implicit time integrations have been used. For
the simulation of the flow conditions characterized by a clear laminar to turbulent transition
in the interaction region, a transition point has been defined corresponding to the location of
the model kink.
The experimental runs differ with respect to the diaphragm thickness and consequently the
Reynolds number, use of the boundary layer trip or not and the compression ramp angle. A
list of the runs performed and of the characteristics is given in Table 7.3. As it can be seen
from the table some run numbers are missing in the upper part of the table. This is due to the
fact that the campaign was started using a new piston that weighted 4 kg more than the old
one and produced different flow conditions so that the pressure in the different tunnel sections
had to be tuned again. The missing runs correspond to flow conditions where no steady flow
was visible. From now on, the results from the experimental runs, used for comparison with
the numerical simulations, are referenced by their specific run number.
7.3. 40 degrees Compression Corner Results
For the simulation of the 40 degrees compression corner, a two-dimensional structured grid
was created to simulate the flow along the center line of the model. The grid has been
generated trying to keep the grid resolution as smooth as possible in order not to trigger
unphysical phenomena. The only regions where the grid lines are clustered are the leading
edge, in order to capture the boundary layer growth, and at the wall. The grid has a reduced
ramp length of 150 mm with respect to the 250 mm of the experimental model. This has
been done since no data were collected on the back of the model or they were affected by
the reflection of the expansion waves occurring at the nozzle exit, on the test section walls.In
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run 40 degrees 15 degrees 6 mm cond 3 mm cond with trip without trip
10512 X X X
10515 X X X
10516 X X X
10517 X X X
10518 X X X
10519 X X X
10520 X X X
10521 X X X
10522 X X X
10523 X X X
10524 X X X
10525 X X X
10526 X X X
10527 X X X
10528 X X X
10529 X X X
10530 X X X
10531 X X X
10532 X X X
10533 X X X
Table 7.3. List of experimental runs and their characteristics.
addition this region is of no interest for the study of the SWBLI which occurs close to the
kink.
The characteristics of the numerical grid are given in Table 7.4.
points x-dir points y-dir ∆xmax [m] ∆xmin [m] ∆ymax [m] ∆ymin [m]
450 230 10−3 10−6 10−3 1.25×10−7
Table 7.4. Grid resolution for the simulation of a two-dimensional 40 degrees compression corner.
The grid study has been based on the results of the grid study conducted for the
compression corner at 15 degrees in Section 5.2.2. Since the two test cases involve similar
physical features (SWBLI), it is assumed that the same grid refinement is sufficient to ensure
grid-independent results. The grid is depicted in Figure 7.8 where each fourth grid line is
shown. The grid contains 112,500 cells.
For the three-dimensional simulation, performed at the higher Reynolds number the grid
presented above (named 2D RSM 1.25×10−7) was used as a base, to be extruded in the third
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Figure 7.8. Computational domain for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m and at M=6.38 and Re=5.51×106 1/m. Every fourth grid line displayed.
direction, but the first grid spacing at the wall was increased for accelerating the convergence.
The effect of this change on the y+ at the wall is presented in Figure 7.9 together with the
Stanton number distribution. The two-dimensional grid with increased resolution is called
2D RSM 10−6. The result of the three-dimensional grid is shown along the center line, using
the name 3D RSM center line. The results show that, as expected, the y+ has a huge increase
when changing the grid resolution and the condition y+<1 is not satisfied. The heat flux
shows that the main difference between the 2D simulations on the 2D RSM 10−6 grid and the
2D RSM 1.25×10−7 grid is on the heat flux value on the ramp, as seen in Section 5.2.2 while
no appreciable differences in the separation size can be seen.
Figure 7.9. y+ (left) and heat flux (right) distribution along a 40 degrees compression corner for
different grids at M=6.35 and Re=9.65×106 1/m .
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In order to simulate the flow spillage at the model sides, two freestream blocks were added.
Only half of the plate is simulated and a symmetry condition is used along the symmetry
plane. A front view of the three-dimensional domain, in a streamwise location near the
leading edge, is given in Figure 7.10. The grid is divided into three blocks as shown by the
numbers in the picture.
Figure 7.10. Computational domain for a three-dimensional 40 degrees compression corner on a plane
orthogonal to the incoming flow at M=6.35 and Re=9.65×106 1/m and at M=6.38 and
Re=5.51×106 1/m. The number refers to the different grid blocks.
For each block the grid characteristics are listed in Table 7.5. For block 2 the inclined lines are
considered as z-direction while the other 2 walls are listed as y-direction. The grid contains
approx. 11 million points.
block 1 block 2 block 3
points x-dir 450 450 450
points y-dir 230 230 20
points z-dir 75 20 230
∆xmax [m] 10−3 10−3 10−3
∆xmin [m] 10−5 10−5 10−5
∆ymax [m] 10−3 10−3 10−3
∆ymin [m] 10−6 10−6 10−3
∆zmax [m] 10−3 uniform 10−6
∆zmin [m] 10−3 uniform 10−4
Table 7.5. Grid resolution for the three-dimensional simulation of the 40 degrees compression corner.
The use of block 2 instead of a sharp edge was necessary due to a problem occurring on a
grid with a sharp edge deriving from the formulation of the boundary conditions. The inclined
edge is 3.54 mm long and is rotated by -45 degrees with respect to the plate line.
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7.3.1. 40 degrees 6 mm Condition with Boundary Layer Trip
The first configuration to be analyzed is the compression corner at 40 degrees for the
higher Reynolds number inflow condition which is considered as representative and of main
interest since it is characterized by a turbulent separation [19], [16]. This test case has been
extensively investigated. From the numerical point of view, the two-dimensional case has
been analyzed using the k − ω SST model of Menter, the k − ω model of Wilcox in its latest
version of 2008, the EARSM of Hellsten and the RSM. In addition, a three-dimensional
simulation using the RSM has been performed. The three-dimensional simulation has been
run on the supercomputer JUROPA at the Forschungszentrum Jülich [15].
Figure 7.11. Main flow features of a 40 degrees compression corner investigated numerically using
fully turbulent conditions at M=6.35 and Re=9.65×106 1/m. The Mach contours are
shown and the subsonic regions are highlighted in white color. The number 1 identifies
the flow that passed through the shock wave originated at the triple point by the merging
of the separation and the reattachment shock waves. The number 2 identifies the flow that
passed first through the separation shock wave and then through the reattachment shock
wave separately.
Figure 7.11 shows the main features detected numerically for a two-dimensional fully
turbulent simulation using the RSM. At the leading edge, a weak shock wave forms due to
the boundary layer thickness. Moving downstream, a second weak shock wave is generated
where the numerical laminar to turbulent transition occurs due to the sudden change in
boundary layer thickness. The boundary layer is visible along the flat plate and its thickness
increases quickly along the plate. Moving toward the kink, the boundary layer feels the
adverse pressure gradient, produced by the compression ramp, and separates. A separation
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shock wave is generated at the separation onset. The boundary layer reattaches along the
second ramp and a strong curved reattachment shock wave is generated. The separation
shock and the reattachment shock waves meet in a location close to the wall due to the high
deflection angle. At the triple point a slip line emanates. The flow in region 1 has crossed
only the curved shock wave generated from the merging of the separation and reattachment
shock waves, while the flow in region 2 has passed through the separation shock wave first
and then through the reattachment shock wave. For such a large ramp angle (under the given
inflow conditions) it is impossible for the flow in region 1 to be generated by a single shock
wave and be compatible with the conditions in region 2. For this reason the shock is curved
and its strength is such that a small subsonic region is generated behind it and is visible in
the picture in light-grey color. The shock wave resulting from the interaction between the
separation and the reattachment shock waves interacts with the leading edge shock, but this
interaction does not visibly affect the flow field.
Figure 7.12. Main flow features of a three-dimensional 40 degrees compression corner investigated
numerically using fully turbulent conditions at M=6.35 and Re=9.65×106 1/m.
The same features observed in the two-dimensional simulation are also detected by the
three-dimensional one. In Figure 7.12, the Mach distribution along different planes is shown
and the main flow features are highlighted. The plane at constant z corresponds to the
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symmetry plane of the grid (and to the center line of the model). The weak shock that
originates at the leading edge due to the thick boundary layer is visible along the symmetry
plane. Moving downstream, the flow undergoes a separation whose size reduces moving
toward the plate side. The strong shock that is visible along the ramp decelerates the flow
behind it to subsonic speed in a small region. The areas of subsonic flow are visible in the
figure in grey color. The subsonic region extends for the whole crossflow direction but it
shrink moving toward the side. The flow spillage at the plate side is visible in the decrease of
the Mach number in the crossflow direction.
Figure 7.13. Pressure (left) and skin friction coefficient (right) distribution for a 40 degrees
compression corner at M=6.35 and Re=9.65×106 1/m. Comparison between experiments
and simulations. Runs with boundary layer trip.
Figure 7.13 (left) shows the experimental pressure distribution along the pressure mea-
surement line (0.023 m away from the center line). The experimental data along the flat plate
show that the boundary layer is attached at the first measurement location. The measured
pressure value matches the inflow value computed from the experimental data and used for
the numerical simulation. Moving forward along the plate, the boundary layer undergoes a
separation as shown by the pressure increase at the second measurement point. The pressure
rise along the compression ramp and the peak at the reattachment are not visible in the
measurements since it was not possible to mount pressure sensors close enough to the kink, as
explained in Section 7.1.4. Along the compression ramp the last part of the pressure decrease
is captured in the measurements. Further downstream, the pressure reaches the value from
the inviscid shock theory shown by the black horizontal line.
The experimental results are compared with two-dimensional computations for all turbulence
models listed above and a three-dimensional computation performed with the RSM. For this
last simulation, the numerical pressure distribution shown in the picture correspond to the
correct location with respect to the experimental model. From the numerical point of view,
significant differences can be observed looking at the predicted pressure distribution. The
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two-equation linear eddy-viscosity models do not predict a boundary layer separation and
show the typical profile for an attached boundary layer along a compression corner. The RSM
correctly predicts the boundary layer separation, and the agreement with the pressure level
in the separated region is increased in the three-dimensional simulation due to the reduction
of the separation size moving away from the center line. A large pressure increase is visible
along the ramp followed by a steep decrease due to the expansion fan that emanates from
the triple point which, as visible in Figure 7.11, lies very close to the surface. For the two-
dimensional simulation, the pressure drops to the inviscid value and remains constant while in
the three-dimensional simulation the pressure decreases steadily until the outflow boundary
due to the flow spillage at the side and underestimates the pressure measurements. The
solution obtained using an explicit algebraic Reynolds stress model (EARSM) also predicts a
boundary layer separation of a slightly smaller size than the 2D RSM. Its pressure distribution
has a peak along the ramp corresponding to the boundary layer reattachment, and this peak
is visibly lower than the one predicted by the RSM. The pressure then decreases and reaches
the inviscid solution for a 40 degrees ramp.
Since the numerical simulation shows different separation sizes and location of separation and
reattachment points, these values are listed in Table 7.6 for clarity. For the three-dimensional
simulation, the values reported correspond to the separation size along the center line.
separation point [m] reattachment point [m] separation size [m]
2D RSM 1.25×10−7 0.121 0.156 0.035
2D RSM 10−6 0.121 0.156 0.035
RSM 3D center line 0.126 0.155 0.029
2D EARSM 0.126 0.158 0.032
Table 7.6. Comparison of separation size for different turbulence models and grids for a 40 degrees
compression corner at M=6.35 and Re=9.65×106 1/m. For the three-dimensional grid the
separation size along the center line is considered.
The maximum separation size is obtained using the 2D RSM and this value decreases
by 13% when moving to the 3D simulation. The behavior of the separation size in the 3D
simulation is presented in Figure 7.14. Starting from the leading edge, the location of the
laminar to turbulent transition is visible in the increase of the skin friction coefficient. As
expected, the flow spillage at the side has an influence on the separation size, visible in
the picture in white color. Moving toward the outflow edge, the separation point moves
downstream, the reattachment point moves upstream and the total separation size decreases.
In Figure 7.13 (right), the heat flux distribution along the center line is presented. The first
measurement location shows variant states of turbulence. The second and third measurement
locations consistently detect turbulent values. From the pressure measurements, it is known
that the boundary layer undergoes a separation and the heat flux values measured in the
kink region clarify that it is a turbulent separation because their values grow well above the
111
7. Three-dimensional hypersonic SWBLI
Figure 7.14. Skin friction coefficient at the wall for a 40 degrees 3D compression corner and fully
turbulent conditions using a RSM at M=6.35 and Re=9.65×106 1/m. The dash dotted
line corresponds to the location of the kink. The white area corresponds to the region
where the boundary layer is separated.
turbulent level for a flat plate. From the data available, it is difficult to correctly identify the
separation point that can either be located near the second TFG or near the fourth TFG. Along
the ramp, the high heat flux level correspond to the values expected for a turbulent boundary
layer.
For better analyzing the behavior of the heat flux inside the separation, a zoom of the heat flux
along the instrumented plate is given in Figure 7.15. The measurement taken in the part of
the flow where the simulations predict boundary layer separation, clearly shows an increasing
behavior and values characteristic of a turbulent separation. The third measurement point
shows heat fluxes corresponding to a local maximum for each experimental run. The fact that
the heat flux along the first three TFG is increasing, in contrast to what is expected for a flat
plate, suggests that the boundary layer is transitional in that region and that separation occurs
between the third and the fourth TFG.
Considering the comparison between the numerical solutions, visible differences can be
seen in the heat flux level along the flat plate. In Figure 7.16, the skin friction coefficient,
which for a flat plate is proportional to the heat flux, is presented for the flat plate. The
analytical solution of Meador-Smart [74] is shown for comparison, as well as the laminar
solution. All turbulence models show a (numerical) laminar to turbulent transition displaying
values above the theoretical turbulent solution. Moving forward, the skin friction decreases
and approaches the level predicted by the analytical solution. As expected, the 3D simulation
underpredicts the skin friction due to the larger grid spacing at the wall. Toward the end of
the figure, the RSM shows the better agreement with the analytical solution.
As already discussed in the case of the pressure distribution, neither the SST nor the k–
ω model of Wilcox are able to predict the boundary layer separation. The RSM shows
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Figure 7.15. Heat flux distribution along the flat
plate for a 40 degrees compression
ramp at M=6.35 and Re=9.65×106
1/m. Runs with boundary layer trip.
Figure 7.16. Skin friction coefficient distribution
along a flat plate at M=6.35 and
Re=9.65×106 1/m.
a boundary layer separation that occurs just upstream of the fourth TFG. The heat flux
decreases in a small region and then increases sharply above the separation region in excellent
agreement with the experimental results in that area even though the experimental results
suggest a slightly larger separation size. The decrease in the heat fluxes corresponds to the
region where the skin friction coefficient decreases from the flat plate solution to the zero
value. The minimum in the heat flux corresponds to a value of Cf=0. Once the boundary
layer separates the heat flux increases monotonically over the plate. Along the ramp, the
agreement with the measurement point is also good but the RSM predicts a faster decrease in
the heat flux than the experiment captured. The three-dimensional simulation predicts lower
heat fluxes, as expected due to the lower grid resolution at the wall, and a slightly reduced
separation size as already observed in the pressure distribution and in Table 7.6.
The EARSM also predicts the boundary layer separation in proximity of the fourth TFG but
predicts a different increase in the heat flux with respect to the RSM. Along the compression
ramp a sharp increase in the heat flux occurs, corresponding to the peak heating at the
reattachment point and than a fast decrease is shown. The agreement with the experimental
results along the compression ramp is not as good as for the RSM. From the pressure and
heat flux profile, it can be seen that even though the RSM and the EARSM predict a similar
separation size visible differences are displayed. The cause for this is to be found in the
different shock interaction predicted by the two models. The Mach contours for the RSM
and the EARSM in the kink region are shown in Figure 7.17. As observed above, the RSM
predicts a strong curved shock wave at reattachment which generates a region of subsonic
flow behind it. This shock wave is the cause of the high pressure peak detected at the wall by
this model. The EARSM, on the contrary, does not predict a strong shock at the reattachment
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Figure 7.17. Mach number distribution in the kink region for a fully turbulent simulation using a
RSM (left) and an EARSM (right) at M=6.35 and Re=9.65×106 1/m. The grey regions
correspond to areas of subsonic flow.
and the pressure rise is, consequently, less pronounced.
In order to better identify the correct separation point and to gain some insight into the
problem, the measurements taken away from the center line are analyzed.
Figure 7.18 (left) shows the heat flux distribution along a line parallel to the center line
displaced by 46.85 mm toward the side. The right picture shows an enlargement of the heat
flux along the instrumented plate. The measurements corresponding to the first three TFG
correspond to a turbulent attached boundary layer. Also in this case, as for the center line, the
heat flux values displayed by the first three gauges increase moving downstream in contrast
to what is expected for a flat plate, indicating a transitional behavior. Moving downstream,
the results clearly show that the boundary layer separation does occur between the third and
the fourth TFG leading to the assumption that this is the case also for the heat flux along the
center line. The gauges downstream of the third TFG clearly measure a turbulent boundary
layer separation. While the first value is in excellent agreement with the EARSM profile, the
last two measurements are in much better agreement with the RSM.
Figure 7.19 displays the heat flux distribution along a line in the crossflow located 0.1357 m
downstream of the leading edge. On the left side, the line under consideration is highlighted
on the model assembly. The third measurement from the right corresponds to the sixth TFG
in Figure 7.18 (which is the center sensor in the cross of TFG) . The point z=0 corresponds
to the symmetry wall. The experimental results show a high repeatability. The heat flux
measured away from the center line are higher than the one displayed near z=0. The result
from the shot 10515 at z=0 is in good agreement with the measurement on the left side of the
picture. The reason why the runs 10521 and 10522 show a lower value can lie in the mounting
of the gauges. These gauges had to be replaced due to a damage. The new gauges have a
smaller diameter than the original one and slightly sunk into the model during the mounting.
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Figure 7.18. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m along a line parallel to the center line. Whole model (left) and flat plate (right). Runs
with boundary layer trip.
Figure 7.19. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m along a line orthogonal to the flow (right). The exact location of the line is
highlighted in the model picture (left). Runs with boundary layer trip.
They collect good quality results in term of noise and steadiness of the measurement but,
as a trend, register lower heat fluxes than the gauges that have not been changed. The 3D
simulations predict at each location a lower heat flux value. One reason for the discrepancy
is that the 3D grid has a lower resolution at the wall.
Finally the heat flux collected by the TC along the compression ramp are shown along four
lines orthogonal to the flow in Figure 7.20. The blue horizontal lines represent the heat flux
value measured at the same streamwise location in the 2D simulation. The 3D data are not
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used since, due to the higher grid size at the wall, they systematically underestimate the heat
flux level. The TC are located at the furthest 0.025 m away from the symmetry line.
Figure 7.20. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the four lines shown on the right figure are highlighted. On the right the heat flux
distribution along these four crossflow lines is presented. Runs with boundary layer trip.
Furthermore, the measurements show a spanwise consistency, indicating no 3D structures
in this flow region. Visible differences are displayed between the measurements and the
numerical results. The numerical solution is higher at the peak heating (second line) than
the measurements and the trend is inverted for the third and fourth line confirming what was
observed before. These differences are related to the fact that the numerical solution predicts
a smaller separation size than the experiment. For a larger separation, the reattachment point
and the peak heating at the wall would move downstream and the numerical result would get
closer to the measurements.
The numerical results obtained from this configuration show that two-equation eddy-
viscosity models, that are known to perform well at subsonic and transonic speed, fail to
reproduce a key feature as the turbulent boundary layer separation. On the other hand, both
the RSM and the EARSM predict the boundary layer separation, where the RSM shows a
better agreement with the experimental results in the separated region and the heat flux in the
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reattachment region.
7.3.2. 40 degrees 3 mm Condition with Boundary Layer Trip
The 40 degrees compression corner investigated with boundary layer trip at the lower
Reynolds number is now considered. Due to technical problems no measurements from the
TFG are available for the run conducted at this condition. The Mach distribution resulting
from the 2D RSM computation is similar to the one in Figure 7.11 and, also in this case, a
subsonic region appears behind the curved shock.
Figure 7.21. Heat flux distribution for a 40 degrees compression corner at M=6.38 and Re=5.51×106
1/m along a line parallel to the center line (left) and in the crossflow direction (right).
Runs with boundary layer trip.
In Figure 7.21 (left), the pressure measurements are compared with the numerical result.
The boundary layer, at the first measurement point, is attached both in the simulation and in
the experiment and is separated at the second. The agreement at both location is excellent.
The numerical solution shows that, going through the ramp shock, the pressure has a sudden
increase followed by a decrease due to the flow passing through the expansion wave generated
at the triple point. Finally, the pressure values reach the inviscid solution indicated by the
black horizontal line. The first measurement value along the ramp indicates that the peak
heating in the experiment is located a bit downstream of the numerical one.
In order to understand whether the pressure measurements predict a laminar or a turbulent
separation, the theoretical pressure level of the plateau pP is computed by the mean of the free
interaction theory presented in Section 2.2.1. The theory is used for computing the value for
both a laminar and a turbulent separation. In order to compute these values the skin friction
coefficient obtained numerically from a laminar and a turbulent (RSM) flat plate simulation
at x=0.11 m has been used. The obtained values are compared with the experimental data
and the numerical solution. For what concerns the measurement, only one data is available
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in the separated region (at x=0.1357 m). For the numerical solution, the value at the same
location where the pressure is measured is considered, as well as the value at the end of the
flat plate (x=0.15 m). It should be noted that, due to the small separation size, the pressure
never reaches a constant plateau distribution. The pressures are listed in Table 7.7.
p at x=0.1357 m [Pa] pP or x=0.15 m [Pa]
RSM 2D 29760 38670
Experiment 27910 -
Free-interaction laminar - 10700
Free-interaction turbulent - 43700
Table 7.7. Comparison of the pressure level between the experimental and numerical findings and the
free interaction theory for the plateau.
The simulation and the experiment are in good agreement at the measurement locations
and both show a value approximately double than the laminar value predicted by the free-
interaction theory for the plateau. A much better agreement is shown with the turbulent
theoretical value. However, since the pressure has not yet reached the plateau level, these
values are smaller than the values predicted by the theory for a turbulent boundary layer. The
pressure predicted by the RSM at the end of the plate gets close to the theoretical value. This
means that the experimental results, in agreement with the simulation, predict a turbulent
separation of the boundary layer. In Table 7.8, the characteristics of the separation are listed.
In comparison to the higher Reynolds number test case, the separation size increases. This is
to be expected from equation (2.5), because for this test case, with respect to the previous one,
the Mach number is slightly higher, the skin friction coefficient is higher since it increases
for decreasing Reynolds number, and the boundary layer thickness should be higher since it
is directly proportional to the Mach number squared and inversely proportional to the square
root of the Reynolds number.
separation point [m] reattachment point [m] separation size [m]
RSM 2D 0.118 0.156 0.038
Table 7.8. Details of the numerical separation for a 40 degrees compression corner at M=6.38 and
Re=5.51×106 1/m.
In Figure 7.21 (right), the heat flux along the separation ramp is shown; the three black
vertical lines identify the streamwise locations used in Figure 7.22. The agreement between
the numerical simulation and the measurement is good and confirms that the boundary layer
is fully turbulent at reattachment. The presence of a measurement that lies visibly below
the others, at x=0.189 m, is probably due to the manufacturing differences. As described in
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Section 7.1.4 only one calibration value has been used for all the TC taken as an averaged
value.
Figure 7.22. Heat flux distribution for a 40 degrees compression corner at M=6.38 and Re=5.51×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the three lines shown on the right figure are highlighted. On the right the heat flux
distribution along these three crossflow lines is presented. Runs with boundary layer trip.
Finally, the heat fluxes along the ramp for three different cross flow lines are presented
in Figure 7.22. The value predicted by the 2D RSM is also reported as reference for each
measurement line. The results at x=0.1677 show that the heat flux rise is well captured by
the numerical simulation. At the second location, the numerical simulation overestimates
the experimental findings and at the last location the values are in good agreement again.
These results indicate that there are some small differences between the measurements and
the numerical values and probably the reattachment point has not the same position in the
experiment and the simulation. However, the results show a general good agreement for both
pressure and heat flux and the model can correctly predict the peak heating measured in the
shock tunnel.
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7.3.3. 40 degrees 6 mm Condition without Boundary Layer Trip
The experimental pressure distribution for the compression corner at 40 degrees without
boundary layer trip and at the higher Reynolds number is presented in Figure 7.23. The
measurements along the plate show that the boundary layer has separated and the pressure
levels are visibly higher than the inflow value. Along the ramp the first measurement
point captures the pressure decrease after the pressure peak while the pressure at the other
measurement locations follows the solution from the inviscid shock theory presented in the
figure using a black horizontal line. In order to understand the state of the boundary layer
during the separation, measured pressure values are compared with the theoretical values
from the free interaction theory for both laminar and turbulent flows. The value of theoretical
pressure plateau are computed using the skin friction coefficient obtained from a laminar and
turbulent (RSM) flat plate at x=0.1 m and the results are shown in Table 7.9. Clearly this is an
approximation since the data do not provide any information on where the separation occurs.
Figure 7.23. Pressure distribution along a 40 de-
grees compression corner at M=6.35
and Re=9.65×106 1/m. Runs with-
out boundary layer trip.
p[kPa]
Free-interaction laminar 18.8
Free-interaction turbulent 77.9
10516 n.a. - 30.6
10517 24.1 - 28.9
10518 23.5 - 29.5
10519 33.7 - n.a.
10520 24.3 - n.a.
Table 7.9. Pressure plateau estimation from the
free interaction theory for a laminar
and a turbulent flow and experimental
values at the two locations along the
flat plate for different runs.
The comparison shows that the values measured during the experiment exceed the laminar
prediction by 25% and are less than half the turbulent one. Equation 2.5, for the computation
of the theoretical pressure plateau level shows that the pressure plateau value increases with
an increase of the skin friction coefficient at the separation onset. In this case, it means that the
skin friction coefficient, that generates the pressure plateau measured in the experiment, has
a value between the laminar and the turbulent one, i.e., at the separation onset the boundary
layer is transitional. This conclusion is supported by the heat flux distribution measured along
the instrumented plate.
In Figure 7.24, the heat flux distribution along the center line are displayed together with a
zoom of the values along the instrumented plate. Along the plate the heat flux increases from
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an almost constant value and near the kink it exceeds the level predicted for a fully turbulent
flat plate showing the typical feature of a turbulent separation. At reattachment, the heat flux
takes values characteristic of a turbulent boundary layer.
Figure 7.24. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m along the center line (left) with a zoom of the separation region (right). Runs without
boundary layer trip.
On the right part of the picture the heat flux behavior in the separation region is visible.
From the pressure measurement it is known that, the boundary layer is separated at least
starting from the second TFG (which is aligned in the crossflow direction with the first
Kulite).
The values displayed by the first and second TFG are below the turbulent value, but
nevertheless, the boundary layer shows the characteristics of a turbulent separation, i.e.
an increase of the heat flux above the turbulent flat plate level. The boundary layer at
these two locations shows transitional values in agreement with the results obtained for the
pressure. The comparison with the numerical results shows that the fully turbulent solution
underpredicts the separation size but that the heat flux distribution in the separation region,
were the flow has turned to turbulent, is in qualitatively good agreement with the RSM. The
values collected from the TFG along the side line, presented in Figure 7.25, show a similar
behavior. The heat flux shows a monotonic increase from a value lower than the turbulent
one up to a level higher than that. This result is in agreement with the discussion above.
Finally, the measurements from the TC along four lines in the crossflow direction are
shown in Figure 7.26. Despite the not so good agreement with the numerical levels presented
in the picture, all the data show that the boundary layer at reattachment is turbulent. At
the first measurement location, the numerical result overestimate the heat flux showing that
in the experiment this quantity has a less steep increase. The same is seen for the second
measurement point, which corresponds to the numerical peak heating. Along the third
and fourth line, the trend is inverted and the numerical simulation predicts a much faster
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Figure 7.25. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m along a line parallel to the center line (left) with a zoom of the separation region
(right). Runs without boundary layer trip.
decrease of the heat flux than seen in the measurement. This is due to the fact that the peak
heating in the experiment is downstream of the numerical one so that before the peak heating
the numerical solution overestimates the experimental data and after the peak heating the
opposite is true. This happens only in the proximity of the peak heating.
The results discussed in this section show that a separation, characterized by a distribution
of the heat flux typical of turbulent flow, can be achieved also without employing a boundary
layer trip. However, the flow at the interaction region is affected by the laminar to turbulent
transition which takes place in that area and the separation size is larger than in the case
where a boundary layer trip is used. The fully turbulent solution is unable to predict the flow
transition thus showing a different heat flux profile but is used to interpret the results and to
determine the state of the boundary layer.
7.3.4. 40 degrees 3 mm Condition without Boundary Layer Trip
The 40 degrees compression corner at the lower Reynolds number condition without the
use of a boundary layer trip is discussed here. The pressure and heat flux profile along the
pressure line and the center line, respectively, are displayed in Figure 7.27. The pressure value
measured along the plate shows that the boundary layer at that location has separated. The
measurements along the ramp show the profile expected for a boundary layer that reattaches:
a higher pressure is registered near the kink and then the value decreases toward the inviscid
solution. The low value displayed by the last kulite probably shows a problem with the
gauge during the run since, from the physical point of view, it is known that the pressure
should remain constant and this has been seen in all the previous experimental test cases. The
numerical solution for a fully turbulent flow underpredicts the separation size.
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Figure 7.26. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the four lines shown on the right figure are highlighted. On the right the heat flux
distribution along these four crossflow lines is presented. Runs without boundary layer
trip.
The heat flux measurements shown on the right picture are difficult to interpret. The values
along the plate are neither turbulent nor laminar. On the contrary, the heat flux on the ramp
clearly show turbulent values. For getting a better insight into the problem, the heat flux
values along a line parallel to the center one and 46.85 mm at its side are shown in Figure 7.28
(left). The flow shows a typical profile of a laminar to turbulent transition in correspondence
of the first four gauges. At some point during the transition, the boundary layer separates and
a turbulent separation occurs as shown by the values increasing above the turbulent level for
a flat plate.
In Figure 7.28 (right), the same trend observed on the TFG in the flow direction is visible.
The TFG measured a heat flux value between the laminar and turbulent solution. From
the pressure measurement, assuming that the separation size increases moving toward the
center, it is known that the value shown by the first TFG from left corresponds to a separated
boundary layer. This means that also the other gauges, which display a similar value, are
located inside the separation region.
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Figure 7.27. Pressure (left) and skin friction coefficient (right) distribution for a 40 degrees
compression corner at M=6.38 and Re=5.51×106 1/m. Comparison between experiments
and simulations. Runs without boundary layer trip
Finally, the heat flux on the separation ramp are discussed and presented in Figure 7.29.
The first location along the ramp shows that the numerical solution predicts a steeper increase
in the heat flux then registered by the TC. At the second measurement point, the values are in
good agreement while at the third point the numerical solution predicts a faster decrease of
the heat flux.
7.4. 15 degrees Compression Corner Results
For the 15 degrees compression corner test case, the two-dimensional grid described in
Section 5.2.2 has been used. For the three-dimensional simulation, a two-dimensional grid
with a reduced ramp length of 150 mm has been extruded for 75 mm and two side blocks
have been added to allow flow spillage. In Figure 7.30, the plane on a line orthogonal to the
flow direction is shown and three blocks are highlighted.
The characteristics of each block in terms of number of cells and grid spacing in each
direction are described in Table 7.10.
For this test case, the performance of four turbulence models has been compared. The
configuration at the high Reynolds number has been studied using the k–ω SST model, the
Wilcox k–ω model (2008), the EARSM by Hellsten and the RSM. The performance, in terms
of total number of iterations, CPU time for 1000 iteration and total CPU time, is compared
in Table 7.11. The simulations are run on the Xeon cluster at the Rechenzentrum in Aachen
using 8 processors. The integration in time is performed explicitly using a maximum CFL
number equal to 3. All the simulation parameters are unchanged between the models.
The results show that all the chosen turbulence models require approximately the same
number of iterations for solving the problem. However, the CPU time per iteration varies
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Figure 7.28. Heat flux distribution for a 40 degrees compression corner at M=6.38 and Re=5.51×106
1/m along a line parallel to the center line (left) and in the crossflow direction (right).
Runs without boundary layer trip.
block 1 block 2 block 3
points x-dir 450 450 450
points y-dir 190 190 20
points z-dir 55 20 20
∆xmax [m] 10−3 10−3 10−3
∆xmin [m] 10−5 10−5 10−5
∆ymax [m] 10−3 10−3 10−3
∆ymin [m] 10−7 10−7 10−6
∆zmax [m] 2×10−3 2×10−3 2×10−3
∆zmin [m] 10−6 10−6 10−6
Table 7.10. Grid resolution for the simulation of the 40 degrees compression corner.
visibly and consequently, also the total CPU time required. As expected, the linear eddy-
viscosity models are the cheapest ones in terms of CPU time, followed by the EARSM and
then the RSM, which requires 1.85 times the CPU time of the linear eddy-viscosity models.
7.4.1. 15 degrees 6 mm Condition with Boundary Layer Trip
As for the 40 degrees case, the higher Reynolds number condition has been investigated
numerically using the same four turbulence models and a three-dimensional simulation
performed with the RSM. The simulations have been performed fully turbulent. In Figure
7.31, the main features detected numerically on a two-dimensional grid using the RSM
are presented. Along the flat plate the leading edge shock is visible, as well as the shock
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Figure 7.29. Heat flux distribution for a 40 degrees compression corner at M=6.38 and Re=5.51×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the three lines shown on the right figure are highlighted. On the right the heat flux
distribution along these three crossflow lines is presented. Runs without boundary layer
trip.
Figure 7.30. Computational domain along a plane orthogonal to the flow for a 15 degrees compression
corner at M=6.35 and Re=9.65×106 1/m and at M=6.38 and Re=5.51×106 1/m. The
numbers refer to the different blocks.
originated at the location of the (numerical) laminar to turbulent transition, where the
boundary layer thickness has a sudden increase. At the kink, a shock wave is generated due to
the presence of the compression ramp. This shock wave interacts with both the leading edge
shock wave and the transition shock wave and two slip lines are visible behind the shock
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k-ωSST k-ω Wilcox EARSM RSM
Iterations 90771 94347 90921 89114
CPU Time [s] (1000 it) 2.17×102 2.08×102 2.62×102 4.08×102
CPU Time [s] 1.97×104 1.96×104 2.38×104 3.64×104
Table 7.11. Comparison of turbulence models performance for the 15 degrees compression corner.
wave which originated from two triple points.
Figure 7.31. Computational domain showing the main flow features for a 15 degrees compression
corner and fully turbulent conditions at M=6.35 and Re=9.65×106 1/m.
In Figure 7.32, the experimental findings for the pressure along the pressure line (23 mm
away from the center line) and heat flux along the center line are compared with different
turbulence models. Looking at the experimental results for the pressure, a first remark is
necessary. The last two measurement points along the compression ramp show a pressure
value substantially higher than the previous ones. Considering that, in that region, the
pressure should remain constant and be equal to the value computed using the inviscid shock
theory and reported in the picture with a black horizontal line, there is no physical reason
why the pressure should increase in that region. This behavior has been observed also for
the other test cases at 15 degrees and is probably due to the reflection of the expansion shock
wave, originated at the nozzle exit, on the test section wall and its successive impingement on
the model surface. For this reason, only measurements from the first three pressure gauges
along the ramp are displayed for the following test cases. The pressure measurements along
the plate show the behavior expected for an attached boundary layer and along the ramp the
pressure measured by the first three gauges agrees excellently with the inviscid solution.
From the numerical point of view, all the turbulence models show the same pressure
distribution and no differences are visible between the two-dimensional result obtained
with the RSM and the three-dimensional result using the same model but considering the
line corresponding to the exact location of the pressure sensors along the model. The
heat flux distribution presents only small differences between the turbulence models. The
discrepancies visible along the flat plate have been discussed in Section 7.3.1. The agreement
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with the numerical solution is excellent at each location.
Figure 7.32. Pressure (left) and heat flux distribution (right) for a 15 degrees compression corner at
M=6.35 and Re=9.65×106 1/m along the pressure line (23 mm away from the center
line) and along the center line, respectively. Runs with boundary layer trip.
The results shown in Figure 7.32 (right) are more difficult to interpret. The first three
TFG show the typical increasing behavior noticed before for the 40 degrees test case where
a boundary layer trip was used. The third measurement point approaches the turbulent level
from below. Moving toward the kink, an abrupt decrease of the heat flux is visible. However,
the measured values are well above the laminar one for a flat plate at those conditions. In
addition, the pressure measurement show that the boundary layer is attached in the region
where the decrease occurs. The heat flux values along the ramp are in perfect agreement
with the numerical solutions at each locations showing that there the boundary layer is fully
turbulent.
The same phenomenon observed in the heat flux along the center line manifests itself along
the measurement line at the side, as can be seen in Figure 7.33 (left). Also in this case, the
heat flux increases along the first three measurement points closely approaching the turbulent
level and then, starting from the fourth location the heat flux at the wall decreases steadily
showing values in-between the turbulent and the laminar level. The good agreement between
the data collected from different runs indicates the repeatability of this behavior. In Figure
7.33 (right) the heat flux along a line orthogonal to the flow is shown. The third measurement
from the right corresponds to the sixth TFG along the plate in the left picture. The lower
value registered by this gauge in comparison with its neighbors is visible. This value can
show either a problem with the gauge during the runs or the presence of a vortex generated
by the boundary layer trip. The latter could be the cause of the decrease of the heat flux along
the ramp near the kink region.
Finally, in Figure 7.34 the heat flux along four lines on the compression ramp is compared
with the results obtained from the 3D simulation. The numerical results show that for the
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Figure 7.33. Heat flux distribution for a 15 degrees compression corner at M=6.35 and Re=9.65×106
1/m along a line parallel to the center line (left) and in the crossflow direction (right).
Runs with boundary layer trip.
portion of the flow where the gauges are located the effect of the flow spillage is not felt.
The agreement is excellent at each location and for each run supporting the assumption
that the boundary layer along the plate is attached everywhere. This test case shows that
using a boundary layer trip a turbulent behavior can be obtained in terms of pressure profile.
The heat flux distribution differs from the one expected for a fully turbulent condition but
there are evidences in the heat flux along the ramp and in the pressure measurements that
show that the boundary layer does not undergo a separation. The numerical solutions from
different turbulent models do not show appreciable differences and the agreement with the
measurement is excellent at each location apart from the region near the kink where an
unexpected decrease in the heat flux takes place.
7.4.2. 15 degrees 3 mm Condition with Boundary Layer Trip
The results obtained using the lower Reynolds number condition in combination with a
boundary layer trip show the same features observed for the higher Reynolds number case.
In Figure 7.35 (left), the experimental pressure distribution is shown and compared with the
numerical result obtained using the RSM. The pressure values measured along the ramp show
that the boundary layer in that region is attached. The only measurement available along the
ramp is in agreement with the inviscid theory for this configuration. At all three locations the
agreement between the experimental findings and the numerical simulation is good.
The heat flux along the flat plate, shown in Figure 7.35 (right), display the same behavior
observed at the higher Reynolds number for the first three measurement locations. The last
measurement displays a value below the laminar flat plate level. This probably indicates a
problem with the respective gauge that stopped working after the run 10533. However, the
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Figure 7.34. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the four lines shown on the right figure are highlighted. On the right the heat flux
distribution along these four crossflow lines is presented. Runs with boundary layer trip.
measurement is shown here for completeness. The heat flux along the compression ramp
shows an excellent agreement between measurement and numerical solution.
The heat flux along a line parallel to the center line is shown in Figure 7.33 (left) together
with the measurements in the cross flow direction (right). The results in the flow direction
show features similar to the higher Reynolds number case. From the measurements, it is clear
that the flow is in the transitional regime between laminar and turbulent, thus it is difficult
to predict the exact behavior of the boundary layer in the region of strong adverse pressure
gradient.
For what concerns the measurement along the ramp, the heat flux is presented in Figure
7.37; the measured values are in qualitatively good agreement with the numerical solution
but a spreading of the experimental results can be seen. As for the previous test case, the
agreement between the experiment and the numerical solution for the pressure and the heat
flux along the ramp is very good but the behavior of the heat flux along the plate is not
reproduced by the simulation.
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Figure 7.35. Pressure (left) and heat flux distribution (right) for a 15 degrees compression corner at
M=6.38 and Re=5.51×106 1/m along the pressure line (23 mm away from the center
line) and along the center line, respectively. Runs with boundary layer trip.
Figure 7.36. Heat flux distribution for a 15 degrees compression corner at M=6.38 and Re=5.51×106
1/m along a line parallel to the center line (left) and in the crossflow direction (right).
Runs with boundary layer trip.
7.4.3. 15 degrees 6 mm Condition without Boundary Layer Trip
The results from the high Reynolds number condition without the use of a boundary layer
trip are discussed in this section. The pressure distribution is shown in Figure 7.38 (left). The
measurements show that the boundary layer undergoes a separation in a location between the
two kulite sensors. Along the ramp, the pressure from the run 10525 shows a slight decrease
as expected for a separated boundary layer when it reattaches along the ramp. Downstream,
the values are in good agreement with the inviscid solution. The experiment is compared
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Figure 7.37. Heat flux distribution for a 40 degrees compression corner at M=6.38 and Re=5.51×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the three lines shown on the right figure are highlighted. On the right the heat flux
distribution along these three crossflow lines is presented. Runs with boundary layer trip.
with a fully turbulent solution, a laminar one and a laminar/turbulent solution where the
transition point has been set at the kink. The fully turbulent solution clearly does not predict
the boundary layer separation while the laminar one overpredicts it. The laminar/turbulent
solution correctly predicts an attached boundary layer at the first measurement point and
a separation at the location of the second sensor. However, the pressure rise computed
numerically is higher than in the experiment. The cause can be in the inflow pressure that is
higher than in the experiment as visible from the first pressure measurement that lies below
the laminar value. Also, along the ramp, the simulation overestimates the pressure rise with
respect to that measured in the experiment.
The heat flux measurements, in Figure 7.38 (right) clearly show that the boundary layer
undergoes a separation. The heat flux decreases well below the laminar value and starts to
increase again moving toward the kink. At the reattachment the heat fluxes are turbulent. As
observed above the fully turbulent solution does not predict the boundary layer separation
so that the values along the plate are extremely higher than in the experiment. However, the
flow turns to turbulent inside the interaction region and the heat flux at reattachment and along
the ramp are in excellent agreement with the fully turbulent solution. The laminar solution
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Figure 7.38. Pressure (left) and heat flux distribution (right) for a 15 degrees compression corner at
M=6.35 and Re=9.65×106 1/m along the pressure line (23 mm away from the center
line) and along the center line, respectively. Runs without boundary layer trip.
seems to predict a correct separation size but the heat fluxes along the ramp are too low.
The laminar/turbulent simulation predicts the separation a bit later than what the experiment
shows, probably indicating that the laminar to turbulent transition occurs further downstream
than at the kink allowing a larger separation to develop. Along the ramp, the simulation is in
excellent agreement with the experimental results.
The heat flux distribution along a line parallel to the center line and 46.85 mm at its side,
is presented in Figure 7.39 (left). The experimental findings show that the boundary layer
undergoes a separation. Since the heat flux level at the separation onset is laminar, the heat
flux in the separated region shows the characteristic decrease below the laminar value for a flat
plate. With respect to the measurements along the center line, here it seems that the separation
size is larger and in both cases the separation size captured by the heat flux measurement is
larger than what is seen by the pressure sensors. The differences are not substantial but, while
the second TFG shows a clear separated value, this is not the case for the first kulite (the two
gauges are aligned along the crossflow direction). This can indicate that the flow along the
plate is less uniform then in the case where the boundary layer trip is used and differences
can be observed in a plane orthogonal to the flow. Once more the laminar solution seems to
correctly predict the separation size but the correct decrease and successive increase along
the plate is not shown in the simulation. The heat flux values shown on the crossflow line
inside the separated region indicate that the measurements are well below the laminar value
for a flat plate. The only value collected by the TFG in near the center line is considerably
lower than the others. This is most certainly due to a problem with the gauge.
Finally, the heat flux values along four lines in the crossflow direction located at the
beginning of the ramp are displayed in Figure 7.40. The measurements are in qualitatively
good agreement with the fully turbulent numerical solution. However, a spread of the results
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Figure 7.39. Heat flux distribution for a 15 degrees compression corner at M=6.35 and Re=9.65×106
1/m along a line parallel to the center line (left) and in the crossflow direction (right).
Runs without boundary layer trip.
can be observed for each location. This can once more be due to some non-uniformities of
the flow.
It is interesting to notice that the results obtained without the use of a boundary layer trip
show a different state of the separation for changing ramp angle. In the case of a 40 degrees
compression ramp the flow shows turbulent characteristics and the heat flux never approaches
the laminar level. On the contrary, for the 15 degrees cases, a clear laminar separation takes
place. Along the ramp, both conditions show turbulent results. The reason for this has to
be found in the differences in the strength of the shock wave generated by the compression
ramp. It is known that a turbulent amplification occurs when the flow passes through a shock
and that this change in the flow nature can be transmitted upstream of the shock through
the subsonic part of the boundary layer. This is the reason why the flow that undergoes a
transition, shows a reduced separation size with respect to fully laminar flow. In the case of a
strong shock (40 degrees compression ramp), the amplification is larger and affects the flow
further upstream of the shock wave then in the case of a weak shock (15 degrees compression
ramp). The same feature is observed in the low Reynolds number case presented in the next
section.
7.4.4. 15 degrees 3 mm Condition without Boundary Layer Trip
The last test case to be discussed is the compression corner at 15 degrees at the lower
Reynolds number condition without boundary layer trip. The pressure distribution is shown
in Figure 7.41 (left). The experimental results show that the boundary layer is separated
at both measurement locations along the flat plate. The pressure along the ramp shows a
decrease down to the inviscid solution. For what concerns the prediction of the separation
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Figure 7.40. Heat flux distribution for a 40 degrees compression corner at M=6.35 and Re=9.65×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the three lines shown on the right figure are highlighted. On the right the heat flux
distribution along these three crossflow lines is presented. Runs without boundary layer
trip.
size, only the laminar solution displays a separated value for both measurement locations but
the pressure plateau is higher in the simulation. The pressure decrease detected along the
ramp is not predicted by this solution.
The distribution of the heat flux along the wall presented in Figure 7.41 (right) detects a
laminar separation of the boundary layer and once more the separation size is well predicted
by the laminar solution which on the contrary does not match the heat flux values along the
ramp. The fact that the laminar/turbulent solution underpredicts the separation size is visible
both at separation and at reattachment where the heat flux peak detected in the experiment is
shifted further downstream than in the simulation.
The same heat flux distribution, along a line parallel to the center line and 46.85 mm at its
side, is presented in Figure 7.42 (left). In contrast with the previous test case, the separation
size cannot be estimated neither from the pressure nor the heat flux measurement so that
the possible influence of a non uniform inflow cannot be analyzed here. In the crossflow
direction, in Figure 7.42 (right) the heat fluxes measured in the experiment are lower than the
one predicted for a laminar flat plate confirming that the boundary layer there is separated.
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Figure 7.41. Pressure (left) and heat flux distribution (right) for a 15 degrees compression corner at
M=6.38 and Re=5.51×106 1/m along the pressure line (23 mm away from the center
line) and along the center line, respectively. Runs without boundary layer trip.
Figure 7.42. Heat flux distribution for a 15 degrees compression corner at M=6.38 and Re=5.51×106
1/m along a line parallel to the center line (left) and in the crossflow direction (right).
Runs without boundary layer trip.
Along the compression ramp, the values measured along four crossflow lines, and shown
in Figure 7.43 does not agree so well with the fully turbulent simulation due to the different
locations of the peak heating along the wall.
The results presented in the last two sections show that for cases where the flow is
transitional along the interaction region a laminar/turbulent simulation is necessary to
correctly predict the flow features in both laminar and turbulent regions. However, in order
to perform this kind of simulations a pre-knowledge of the transition point is needed which
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Figure 7.43. Heat flux distribution for a 40 degrees compression corner at M=6.38 and Re=5.51×106
1/m. On the left a zoom of the numerical peak heating region is given and the locations
of the three lines shown on the right figure are highlighted. On the right the heat flux
distribution along these three crossflow lines is presented. Runs without boundary layer
trip.
is generally not available in experimental results.
7.5. Investigation Using an Adaptive Procedure
The compression corner at 15 degrees for fully turbulent inflow conditions has been studied
using an adaptive grid. The inflow conditions relative to the high Reynolds number case are
used here. The adaptive procedure has been performed using L=4 refinement levels. This
number guarantees that, at the finest refinement level, the grid at the wall has a resolution
equal to the optimal one determined in Section 5.2.2. A threshold value of = 10−3 has been
chosen as suggested in Section 5.2.4. The adaptation is triggered when the residual of the
density drops below 10−2. The variables used for grid adaptation are the variables from the
Navier-stokes equation plus the first component of the Reynolds stress tensor.
The results obtained from the adaptive simulation are compared with the ones obtained on
a uniform grid at the maximum refinement level. In addition, the solution obtained on
the structured grid, and presented in the previous sections, is given for completeness. The
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structured grid and the uniform grid are similar in terms of number of cells and spacing but
do not coincide. All the simulations are run explicit in time using a maximum CFL number
of 3.
adaptive uniform L=4 structured
Iterations 77010 108150 89114
CPU Time [s] 9.08×103 2.71×104 3.64×104
Cells 55612 107520 119700
Table 7.12. Comparison of performances for adaptive, uniform and structured grids for a 15 degrees
compression corner at M=6.35 and Re=9.65×106 1/m.
Table 7.12 shows a comparison of the performances obtained using the different grids in
terms of number of iteration, CPU times and number of cells. For what concerns the adaptive
simulation, the number of cells refers to the finest grid. From a computational point of view,
the adaptive grid allows the resolution of the problem using approximately half of the grid
cells required at the finest refinement level or for the structured grid. The reduction in the total
number of cells results in a total computational time which is one third of the one required
for the uniform grid.
Figure 7.44. Comparison of convergence rate in terms of number of iterations and computational time
for adaptive, uniform and structured grid. Test case: 15 degrees compression corner and
fully turbulent conditions at M=6.35 and Re=9.65×106 1/m.
Figure 7.44 (left) shows the convergence rate for the three grids. The adaptive simulation
and the uniform simulation show the same convergence rate. This behavior is expected since
this quantity depends on the problem and on the grid used. What can be seen in this picture is
that the adaptive procedure accelerates the convergence in the first part of the simulation when
the grid is coarse especially in the boundary layer. After this phase the two lines run almost
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parallel. In Figure 7.44 (right) the computational time is analyzed. From this picture the main
advantage of the adaptive procedure shows up: the time required for a single iteration on the
adaptive grid is greately reduced, with respect to the uniform gird, due to the lower number
of cells.
Figure 7.45. Pressure (left) and heat flux (right) distribution for a 15 degrees compression corner at
M=6.38 and Re=5.51×106 1/m for different type of grids.
The results obtained for pressure and heat flux are shown in Figure 7.45. Both distributions
show an excellent agreement between the three numerical solutions. However the adaptive
solution shows some small oscillations in both quantities at the end of the ramp. The
oscillations reduce on the uniform grid and reduce further on the structured grid but never
disappear. The reason why these oscillations appear is still unclear. It can be related to
the boundary conditions. At the outflow wall, supersonic outflow conditions are imposed.
However, in the subsonic part of the boundary layer, this boundary condition is not properly
defined. Due to a finer resolution in the leading edge region, the solutions on the adaptive grid
and on the uniform grid at L=4 show a (numerical) laminar to turbulent transition occurring
slightly upstream.
139
140
8. Conclusions
The simulation of hypersonic flows characterized by shock wave boundary layer interaction
at real flight Reynolds number is a challenge for computational fluid dynamics. On the
one hand the high Mach number generates large gradients in the thick boundary layer and
makes this kind of problem extremely grid sensitive. On the other hand because of the high
Reynolds number, turbulence has to be taken into account in the numerical simulations.
In the literature review it has been shown that, despite more than 50 years of study of
SWBLI and the improvement in computational capabilities, the numerical results achievable
in turbulent regime, as of interest here, is still far from being satisfactory. One reason for
this is that the eddy viscosity models, which are the standards for industrial codes, rely on
the Boussinesq hypothesis of a linear dependence between the Reynolds stress tensor and the
strain rate tensor. However, the assumption fails for wall dominated flows characterized by
thick boundary layers and strong shock wave boundary layers interaction with separation.
For this reason a differential Reynolds stress model has been implemented into the in-
house code QUADFLOW. In contrast to eddy viscosity models, this class of models solves
a transport equation for each component of the Reynolds stress tensor and thus naturally
includes the effects of streamline curvature and rotation and accounts for the normal stress
anisotropy close to the wall.
The choice of the Reynolds stress model to be implemented has been taken on the analysis
of the available results from the same model over different configurations from subsonic up
to hypersonic. The model chosen, the SSG/LRR-ω model, has the advantage of combining
the use of an ω-equation near the wall and of an -equation in the far-field. In this way the
model overcomes the shortcoming of using an -equation in the wall region but maintains
its good features of being only marginally sensitive to variations in the incoming turbulence.
However the ω-equation introduces a singularity related to the definition of its value at the
wall, which should be infinity, so that numerically prescribing a wall condition is not trivial.
The implementation of the Reynolds stress model has been extensively validated primarily
on hypersonic test cases. For zero pressure gradient flows the model has proven to be able to
accurately predict wall quantities such as the skin friction coefficient, when compared to both
experimental data and a theoretical solution based on the reference temperature method. In
addition, the Mach number and temperature distributions inside the boundary layer showed
an excellent agreement with the experimental results available. For the prediction of the
Reynolds stresses, the subsonic flow over a flat plate has been simulated and the results
obtained were in agreement with previous findings obtained with the same turbulence model.
Parametric studies have been performed to assess the sensitivity of the model to free stream
turbulence and grid resolution. As expected by its formulation, the model is only slightly
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sensitive to the prescribed incoming turbulence. Different formulations of the boundary
condition for the ω-equation at the wall have been tested and consistent results have been
obtained when using parameters in the range suggested by the authors. For what concerns grid
sensitivity, as generally known for hypersonic flows, it was hard to obtain a grid-converged
solution for quantities like the heat flux. However the results showed evidence that the
simulations always approximate the heat flux from below and that the difference between
the chosen grid and the finest grid, where a converged solution was obtained, was less than
5% at the peak heating.
Successively, geometries characterized by shock wave/boundary layer interaction have
been analyzed at hypersonic flight inflow conditions. Despite the known decrease in the
stability of the model with respect to eddy viscosity models, the RSM has been successfully
employed for the simulation of a double wedge configuration at Mach 8.3. The obtained
results verify the ability of the model to predict both the pressure coefficient and the
Stanton number distribution in agreement with experimental findings and with the SST model
implemented in the same code. In addition, the RSM was tested in combination with a grid
adaptation procedure showing that the grids generated with an adaptive strategy can further
improve the agreement with the experimental findings and that the Reynolds stress model
can successfully be used in combination with grid adaptation. The use of the model for
the computation of a three dimensional Scramjet intake configuration showed that Reynolds
stress models can be employed for the investigation of complex geometries.
In order to test the model on a fully turbulent test case and to collect data from critical
flow regions, such as at separation and at reattachment, an experimental campaign has been
initiated. A compression corner with two different ramp angles has been chosen to generate
turbulent flow characterized by an attached boundary layer, for the lower ramp angle, and
separated boundary layer, for the higher ramp angle. As expected, the results showed that
for an attached boundary layer, the RSM as well as the eddy viscosity models were able
to provide results in excellent agreement with the experimental data. However fundamental
differences were found in the cases where a boundary layer separation occurred. The eddy
viscosity models failed to predict the separation and consequently the main flow structures.
The RSM and an EARSM predicted boundary layer separation proving the superiority of
Reynolds stress based model for flows characterized by adverse pressure gradient. Different
flow structures in terms of shock-shock interaction were found between the two models.
However the Reynolds stress model showed a better agreement with the experimental findings
for both pressure and heat flux.
Throughout this work, the chosen RSM has proven to be robust and accurate to be used
for the simulation of high Reynolds number hypersonic flows. The superiority of the model,
with respect to standard eddy viscosity models, in the prediction of flows characterized by
turbulent separation and strong shock interaction makes it a valuable tool for the design of
hypersonic vehicles.
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Appendix A.
Sensor Positions
The correct position of each sensor along the model is given in this section. A distinction is
made between the gauges along the plate and the gauges along the ramp. For the flat plate,
the set of coordinates used considers z as the spanwise direction and x as the flow direction,
consistently with the results sections. For the ramp, a relative system of coordinates is used
considering the kink as xrel = 0 and the ramp at 0 angle. For computing the location of
the sensors with respect to the global system of coordinates (in millimeters) the following
formula must be applied considering α the ramp angle:{
x = xrelcosα + 150
z = zrel
(A.1)
Sensor x-coordinate (mm) z-coordinate (mm)
K1 110 -23
K2 135.7 -23
Table A.1. Kulite pressure transducers positions along the flat plate
Sensor xrel-coordinate (mm) zrel-coordinate (mm)
K2 50 -23
K3 70 -23
K4 90 -23
K5 110 -23
K6 110 -23
K7 130 -23
K8 155 -23
K9 175 -23
K10 50 -23
Table A.2. Kulite pressure transducers positions along the ramp.
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Sensor x-coordinate (mm) z-coordinate (mm)
TFG 1 0 100
TFG 2 0 110
TFG 3 0 120
TFG 4 0 128.7
TFG 5 0 132.2
TFG 6 0 135.7
TFG 7 0 139.2
TFG 8 0 142.7
TFG 9 7 135.7
TFG 10 3.5 135.7
TFG 11 -3.5 135.7
TFG 12 -7 135.7
TFG 13 46.85 100
TFG 14 46.85 110
TFG 15 46.85 120
TFG 16 46.85 128.7
TFG 17 46.85 132.2
TFG 18 46.85 135.7
TFG 19 46.85 139.2
TFG 20 46.85 142.7
TFG 21 53.85 135.7
TFG 22 50.35 135.7
TFG 23 43.35 135.7
TFG 24 39.85 135.7
Table A.3. Thin film gauges positions along the flat plate
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Sensor xrel-coordinate (mm) zrel-coordinate (mm)
TC 1 19.25 27.85
TC 2 22.75 27.85
TC 3 0 23.15
TC 4 3.5 23.15
TC 5 7 23.15
TC 6 10.5 23.15
TC 7 14 23.15
TC 8 17.5 23.15
TC 9 21 23.15
TC 10 24.5 23.15
TC 11 14 34.15
TC 12 17.5 34.15
TC 13 21 34.15
TC 14 24.5 34.15
TC 15 -1.75 27.85
TC 16 1.75 27.85
TC 17 5.25 27.85
TC 18 8.75 27.85
TC 19 12.25 27.85
TC 20 15.75 27.85
TC 21 1.75 38.85
TC 22 5.25 38.85
TC 23 8.75 38.85
TC 24 12.25 38.85
TC 25 15.75 38.85
TC 26 19.25 38.85
TC 27 22.75 38.85
TC 28 3.5 34.15
TC 29 7 34.15
TC 30 10.5 34.15
TC 31 0 71.85
TC 32 0 67.15
TC 33 0 60.85
TC 34 0 56.15
TC 35 0 49.85
TC 36 0 45.15
TC 37 -1.75 38.85
TC 38 0 34.15
Table A.4. Thermocouples positions along the ramp.
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Appendix B.
Thermocouples Calibration
The values collected from the calibration of the thermocouples are reported in Table B.1. The
variables refers to the equation 7.2 and ∆V is defined as the change in voltages registered at
the TC surface.
Tw Ts ∆V TP
TC 32 5 48 526 8930
TC 32 5 50 520 9540
TC 32 5 49 542 8650
TC 32 5 50 536 9200
TC 3 5 51 516 9800
TC 3 5 50 534 9250
TC 3 5 50 520 9540
TC 3 5 49 518 9340
TC 25 5 49 520 9290
TC 25 5 50 530 9330
TC 25 5 51 512 9720
TC 25 5 51 520 9790
TC 27 5 50 532 9290
TC 27 5 50 528 9330
TC 27 5 50 512 9720
TC 27 5 49 510 9790
TC 21 5 51 536 9290
TC 21 5 50 528 9370
TC 21 5 51 516 9710
TC 21 5 50 522 9510
Table B.1. Data from the thermocouples calibration.
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