Problems arise in testing the stationarity of the panel in the presence of cross sectional dependence and outliers. The currently available panel unit root tests are very much affected by the presence of outliers. As such, this article introduces an alternative test which is robust to outliers and cross sectional dependence. The performance and robustness of the proposed test is discussed and comparisons are made to the existing tests via simulation studies.
Introduction
The investigation of the stationary in panel data has received great attention in panel analysis for the past few decades. It is an important issue in modeling the panel with the involvement of times series dimension in this study. This investigation can be done via unit root test. The panel unit root tests can be found in Im et al. (2003) , Lin (1992, 1993) , Levin et al. (2002) , Bai and Ng (2004) , Philips and Sul (2003) , Moon and Perron (2004) , Pesaran (2007) and Choi (2001 Choi ( , 2002 . Hurlin (2010) distinguished two generations of unit root tests on which the first generation tests relied on the assumption that all cross sectional units are independent. The first generation of unit root tests were those proposed by Quah (1994) , Breitung and Meyer (1994) and Lin (1992, 1993) .
For the second generation of panel unit root tests, the presence of cross sectional dependence (hereafter CD) among the residuals is allowed within the panel. The assumption of CD is due to the evidence obtained on the strong comovements among the economic variables (Barbieri, 2009) . The assumption that the individual time series in the panel are cross sectional independent is not practical in the context of cross country regressions. As argued by O'Connell, (1998) , the presence of such CD may affect the finite sample behaviour of the panel unit root test which subsequently results to the incorrect decision in a unit root test. Those who proposed the tests which incorporated the CD were: Pesaran (2007) , Philips and Sul (2003) , Bai and Ng (2004) , Moon and Perron (2004) and Choi (2002) .
The existence of outliers implies that some shocks will only have temporary effects and thus, providing that they are sufficiently large or sufficiently frequent indicated that the series is stationary (Franses & Haldrup, 1994) . Martin and Yohai (1986) showed via the simulation experiment that an additive outliers biases Ordinarily Least Squares (OLS) estimator downward for the parameter in a stationary first order autoregressive process. Hence, in some situations it could be expected that the additive outliers will establish the wrong impression that a time series is stationary when it is actually non-stationary. In addition, the presence of a cross sectional dependence may deteriorate the asymptotic distribution of the standard unit root test which is normally distributed (Philips & Sul, 2003; Banerjee, 1999) . Due to such interest, a robust unit root test in the panel data model is proposed which aims at reducing the effects of outliers in the presence of the CD. Specifically, the presence of the unit root will be tested when both the CD and outliers exist in the panel. The finite sample behaviour of the proposed test is studied and its performance is evaluated through the Monte Carlo simulation study.
Model and Tests

Pesaran Unit Root Test
Specifically, in the presence of CD, the following model was considered by Pesaran (2007) to test the presence of the unit root:
1,2, , . 1,2, , where CIPS stands for cross sectional augmented IPS (Im et al. (1997) ,, it-1 . The asymptotic distribution of this distribution is more skewed 162 compared to the ADF (asymptotically normal) distribution in the presence of CD (Philips and Sul, 2003) . The critical value of the test statistics in (5) is given in Table 1 and those are obtained from the simulation experiment based on the CADF model.
Proposed Unit Root Test
The Pesaran's unit root test uses the OLS procedure that is non-robust. It has been known in the literature that the OLS is sensitive to the influence of outliers in the data. Hence, to limit the influence of outliers in the data in investigating the presence of the unit root in the model, the Generalized M-estimator is applied and it is obtained by solving the following equation: To test for a unit root, a similar hypothesis statement as in (2) is considered. Under H 0 of no unit root, the generalization of the test is given by:
where ˆi b  is the Generalized M-estimator where it is computed as follows: ,, The asymptotic distribution of the test statistics given in (7) is obtained through the extensive simulation experiment. Based on Figure 1 , the RCIPS unit root test tends to have an approximate t-distribution with a mean μ and a standard deviation, σ. As the sample size increase, it is believed that the RCIPS will approach to a standard normal distribution. This result is comparable with Pesaran (2007) under conditions where e it is normally distributed. To investigate the performance of the RCIPS, the critical region of test statistics is required. Therefore, the critical region of RCIPS test is obtained through simulation experiment at the 0.05 level of significance and it is given in Table 2 . The data generating process (DGP) and results are given in the next section. Two types of outliers are considered in this study; additive outliers (AO) and temporary change (TC). The AO only affect the level but leave the variance unaffected. The TC will produce an abrupt step and dies out gradually in time. 
Finite Sample Behavior of the Tests
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Results and Discussion
The size and power of the unit root tests are investigated for the uncontaminated panel, the panel with AO and the panel with TC. These are tabulated in Tables 3 to  4 In the uncontaminated panel, the CIPS unit root test gives a smaller size for a small sample but attains a reasonable size as T increases whereas the RCIPS is slightly oversized even when N and T are large. In the presence of the AO and TC, the sizes for the CIPS test are all zeros for all sample sizes. The RCIPS has smaller size in the presence of AO but achieves a good size of the test in the presence of TC compared to CIPS. These results are comparable when the panel is free from the outliers effect (see column of "no cont" of Table 3 ).
In investigating the power of the test in the uncontaminated panel, the CIPS gives slightly lower correct detection (power) of a unit root for T ≤ 50. The probability of correctly detect the presence of unit root however increasing (good power) as T increases and the result is comparable to those obtained in Pesaran (2007) . The RCIPS outperforms the CIPS even for small sample. In the presence of the AO and TC the panel, the powers for the CIPS test are poor when T ≤ 50. The power however increases for T ≥ 100 with an increasing N. The powers for both tests are good as N increases in the presence of TC in the panel. The RCIPS provides a sensible power when T ≤ 30 in the presence of the AO but outperforms the CIPS in the presence of the TC. Based on these results, the RCIPS provides a good reasonable size (close to 0.05) and power (greater than 0.95) in the presence of the AO and TC relative to CIPS especially when N and T are small.
Conclusion
An alternative approach to Pesaran unit root test is proposed in order to investigate the stationarity of the data when outliers occur in the panel. The proposed test is robust to the effect of spurious observation in data. The finite sample behaviour of the tests is studied and compared via the Monte Carlo experiments. The results show that the proposed unit root test provide comparable size and power of the test in uncontaminated panel and yield better results than Pesaran unit root test in the presence of outliers in the panel especially for the small pair of sample size. (the details of this expression can be referred in equation (5)) and the results of the test statistics are reported at 1%, 5% and 10% level of significance. (the details of this expression can be referred in equation (11)) and the results of the test statistics are reported at 1%, 5% and 10% level of significance. The values are the probability of rejecting the null of a unit root based on 1000 replications in uncontaminated panel (column no cont), contaminated with AO (column AO) and contaminated with TC (column TC). The size (probability of rejecting the null of a unit root when the unit root is present in the data) of the test is computed for φ i = 1. The H 0 is rejected if the respective test statistics is greater than theirs critical values (tabulated in Tables 1 and 2 ) at 5% level of significance. The values are the probability of rejecting the null of a unit root based on 1000 replications in uncontaminated panel (column no cont), contaminated with AO (column AO) and contaminated with TC (column TC). The power (probability of correctly rejecting the null of a unit root when the unit root is absence in the data) of the test is computed for φ i ~ U [1. 75, 0.95] . The H 0 is rejected if the respective test statistics is greater than theirs critical values (tabulated in Tables 1 and 2 ) at 5% level of significance.
