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Zero measure Cantor spectra for continuum
one-dimensional quasicrystals
Daniel Lenz, Christian Seifert and Peter Stollmann
Abstract
We study Schro¨dinger operators on R with measures as potentials.
Choosing a suitable subset of measures we can work with a dynamical
system consisting of measures. We then relate properties of this dynamical
system with spectral properties of the associated operators. The constant
spectrum in the strictly ergodic case coincides with the union of the zeros
of the Lyapunov exponent and the set of non-uniformities of the transfer
matrices. This result enables us to prove Cantor spectra of zero Lebesgue
measure for a large class of operator families, including many operator
families generated by aperiodic subshifts.
MSC2010: 35J10, 47B80, 47A10, 47A35
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1 Introduction
Mathematical models for quasicrystals have been studied intensively during the
last decades both from the point of view of mathematics and of physics, see e.g.
the survey articles [47, 11, 12]. In fact, right from the beginning in the heuristic
investigations [25, 35] and in the rigorous studies [10, 3, 45] the remarkable
spectral properties of discrete one-dimensional models has been a key focus of
research. In the early days, these spectral phenomena seemed rather strange,
especially from the point of view of classical Schro¨dinger operators; with the
development of random operator theory it turned out that strange spectral
properties are generic in certain ways.
More specifically, the Hamiltonians for quasicrystals tend to have Cantor
sets of Lebesgue measure zero as spectra and their spectral type tends to be
purely singular continuous. So far, these topics have been thoroughly investi-
gated for various examples in the discrete case, i.e. for operators on Z. However,
from the point of view of modeling there is no reason to restrict attention to
discrete models. It is rather quite natural to consider continuum models on R
as well. In fact, absence of eigenvalues due to so called Gordon arguments, and
absence of absolutely continuous spectrum due to Kotani-Remling theory have
been investigated for various classes of models in the continuum over the last
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ten years or so [16, 39, 41, 23, 24]. Also, generic singular continuous spectrum
for certain classes of models on Delone sets (even in arbitrary dimension) has
been established in [32]. In this sense, it seems fair to say that the basic ques-
tions concerning spectral type for continuum models in one dimension are well
understood. In this article, it is now our aim to treat the question of Cantor
spectrum of Lebesgue measure zero. We will do so in a rather general setting.
More specifically, we will deal with continuum one-dimensional Hamiltonians of
the form
−∆+ µ in L2(R),
where µ is a suitable (local) measure on R. In this way, we will allow for very
general potentials.
The basic strategy to prove Cantor spectrum of Lebesgue measure zero fol-
lows the method developed in [29] in the discrete setting. However, due to the
general nature of the allowed potentials there is quite some work to be done and
many details to be taken care of. In fact, our work can be seen as a twofold
generalization from the discrete case: first from discrete Schro¨dinger operators
to continuum ones and then from continuum Schro¨dinger operators to those
with a measure as a potential. The first step is to link ergodic features of sub-
sets Ω of potentials (i.e., measures) with spectral properties of the associated
Hamiltonians. In case Ω is strictly ergodic with respect to translations we ob-
serve constancy of the spectrum. This spectrum will then be characterized with
the help of Lyapunov exponents and uniformity of transfer matrices. Employ-
ing geometric properties of the potentials as in [24] we can exclude absolutely
continuous spectrum, which by Kotani theory yields results on the Lyapunov
exponents. In this way we can prove Cantor spectra of zero measure for a large
class of operator families.
The paper is organized as follows. In Section 2 we introduce Schro¨dinger
operators on R with measures as potentials. Section 3 is devoted to general
statements on the spectrum of random Schro¨dinger operators. The transfer
matrices and the Lyapunov exponent are introduced in Section 4. In Section 5
we characterize the spectrum of the family of operators by means of the zeros
of the Lyapunov exponent and the set of energies where the transfer matrices
are not uniform. We focus on the absolutely continuous spectrum in Section
6 and explain the Ishii-Pastur-Kotani Theorem for our setting. Conditions on
absence of absolutely continuous spectrum are considered in Section 7. Finally,
in Section 8 we prove Cantor spectra of zero measure for suitable operator
families. We also provide a scheme to produce examples generated by aperiodic
subshifts over finite alphabets. In the appendix we state and prove a semi-
uniform ergodic theorem for continuous-time subadditive processes.
Parts of this paper are based on the 2012 PhD thesis of one of the authors
[40]. After conceiving this paper we learned about the recent work [13] contain-
ing results similar to ours in the situation of ’nice’ potentials.
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2 Schro¨dinger operators with measures
In this section we introduce Schro¨dinger operators with (signed) measures as
potentials.
We say that a map µ from the bounded Borel sets in R to R is a local measure
if 1Kµ := µ(· ∩K) is a signed Radon measure for all compact sets K ⊆ R. Then
it is easy to see that there exist a unique nonnegative Radon measure ν on R
and a measurable function σ : R→ R such that |σ| = 1 ν-a.e. and 1Kµ = 1Kσν
for all compact sets K ⊆ R. We call ν the total variation of µ and write |µ| := ν.
A local measure µ is called uniformly locally bounded or translation bounded if
‖µ‖unif := sup
t∈R
|µ|((t, t+ 1]) <∞.
Let Mloc,unif(R) denote that space of all uniformly locally bounded local mea-
sures. For µ ∈ Mloc,unif(R) and an interval [a, b] ⊆ R we observe |µ|([a, b]) 6
‖µ‖unif(b − a+ 1).
Let
D(τ0) :=W
1
2 (R), τ0(u, v) :=
∫
u′v′
be the classical Dirichlet form associated with the Laplacian −∆ in L2(R). Let
µ ∈ Mloc,unif(R). Then µ defines an infinitesimally form small perturbation
with respect to τ0; cf. [40, Lemma 1.1.1]. Indeed, by Sobolev’s lemma, for any
γ > 0 there exists Cγ > 0 such that for any interval I ⊆ R of length 1 we obtain
‖u|I‖2∞ 6 γ‖u′|I‖
2
2 + Cγ‖u|I‖22 (u ∈W 12 (R)).
Hence, for u ∈ W 12 (R), we obtain
|µ(u, u)| =
∫
R
|u(t)|2 dµ(t) =
∑
k∈Z
∫
(k,k+1]
|u(t)|2 d|µ|(t)
6
∑
k∈Z
∥∥u|[k,k+1]∥∥2∞‖µ‖unif 6 ‖µ‖unifγτ0(u, u) + ‖µ‖unifCγ‖u‖22.
Thus, the form τµ := τ0 + µ defined by
D(τµ) :=W
1
2 (R), τµ(u, v) :=
∫
u′v′ +
∫
uv dµ
is densely defined, semibounded from below, symmetric and closed. Let Hµ be
the unique self-adjoint operator in L2(R) associated with τµ, i.e.
(Hµu | v) = τµ(u, v) (u ∈ D(Hµ), v ∈ D(τµ)),
and D(Hµ) is dense in D(τµ) equipped with the form norm.
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Remark 2.1. For µ ∈Mloc,unif(R) we have defined the operator Hµ via forms.
In fact, various definitions can be found in the literature. This is shortly dis-
cussed in the present remark:
(a) Let Hdistµ be the maximal operator associated with −∆+ µ (in the distri-
butional sense), viz
D(Hdistµ ) := {u ∈ L2(R) ∩ C(R); −u′′ + uµ ∈ L2(R)},
Hdistµ u := −u′′ + uµ.
This means for u, f ∈ L2(R) one has u ∈ D(Hdistµ ), Hdistµ u = f if and only
if ∫
R
fϕ = −
∫
R
uϕ′′ +
∫
R
uϕdµ
(
ϕ ∈ C∞c (R)
)
.
(b) We can also define a realization of the operator along the lines of Sturm-
Liouville theory, see [4]. For u ∈W 11,loc(R) (choosing always the continuous
representative) one defines Aµu ∈ L1,loc(R) by
(Aµu)(t) := u
′(t)−
t∫
0
u(s) dµ(s)
for a.a. t ∈ R. Here,
t∫
0
. . . dµ =
{∫
(0,t]
. . . dµ , t > 0,
− ∫(t,0] . . . dµ , t < 0.
Then we define HSLµ as
D(HSLµ ) :=
{
u ∈ L2(R) ∩W 11,loc(R); Aµu ∈W 11,loc(R), (Aµu)′ ∈ L2(R)
}
,
HSLµ u := −(Aµu)′.
It turns out that all these operators agree. In fact, as shown in [41, Theorem
3.6] we have
Hµ = H
dist
µ = H
SL
µ .
3 Spectra of random Schro¨dinger Operators
We first show that the vague topology σ(Cc(R)
′, Cc(R)) on bounded subsets of
Mloc,unif(R) is compact and metrizable. This is, of course, well known. In the
context of diffraction of quasicrystals a thorough study can be found in [1, 2].
Proposition 3.1. Let Ω ⊆Mloc,unif(R) be ‖·‖unif-bounded and closed with re-
spect to the vague topology. Then Ω is vaguely compact. Furthermore, the vague
topology on Ω is induced by some metric, i.e., Ω is metrizable.
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Proof. We first note that Cc(R) is the inductive limit of (C0(−n, n))n∈N. Thus,
Cc(R) can be equipped with the inductive topology. Since C0(−n, n) is separable
for all n ∈ N, also Cc(R) is separable.
For A > 0 let UA :=
{
f ∈ Cc(R); |f(t)| 6 Ae−|t| (t ∈ R)
}
. Then UA is a
neighborhood of 0 ∈ Cc(R). There exists C > 0 such that ‖µ‖unif 6 C for all
µ ∈ Ω. An easy computation yields
|〈f, µ〉| 6 CA 2e
e− 1 (µ ∈ Ω, f ∈ UA).
So, for A := e−12eC we have Ω ⊆ U◦A, where
U◦ := {µ ∈ Cc(R)′; |〈f, µ〉| 6 1 (f ∈ U)}
is the absolute polar set of U . The Theorem of Alaoglu-Bourbaki ([34, Satz
23.5]) assures that U◦A is σ(Cc(R)
′, Cc(R))-compact. Since Ω is a closed subset
of U◦A, Ω is compact, too.
In order to show that Ω is metrizable note that the initial topology T on
Cc(R)
′ corresponding to a countable dense set of Cc(R) is semimetrizable (i.e.
it comes from some semimetric) and also separated, and hence induced by some
metric. Since the identity
I : (Ω, σ(Cc(R)
′, Cc(R)))→ (Ω, T )
is bijective, continuous and maps a compact onto a separated space it is in fact
a homeomorphism.
From now on we assume that Ω ⊆Mloc,unif(R) is ‖·‖unif-bounded and closed
with respect to the vague topology. In this setting we always equip Ω with the
vague topology such that Ω becomes a compact metric space. Furthermore,
assume Ω to be translation invariant, i.e., for ω ∈ Ω let also ω(·+ t) ∈ Ω for all
t ∈ R. Then, the additive group R induces a group action of translations on Ω
via α : R× Ω→ Ω, αt(ω) := α(t, ω) := ω(·+ t).
Lemma 3.2. α is continuous.
Proof. Let (tn) in R, tn → t and (ωn) in Ω, ωn → ω. Then
αt(ωn) = ωn(·+ t)→ ω(·+ t) = αt(ω).
Let f ∈ Cc(R). There exists R > 0 such that spt f ⊆ [−R,R]. Let ε > 0. There
exists N ∈ N such that∣∣∣∣
∫
f d(αt(ωn)− αt(ω))
∣∣∣∣ 6 ε (n > N).
Furthermore, by uniform continuity of f and convergence of (tn), there exists
N ′ > N such that |tn − t| 6 1 and
|f(· − tn)− f(· − t)| 6 ε
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for n > N ′. Hence, for n > N ′, we obtain∣∣∣∣
∫
f d(αtn(ωn)− αt(ω))
∣∣∣∣
6
∫
[−R+t−1,R+t+1]
|f(· − tn)− f(· − t)| d|ωn|+
∣∣∣∣
∫
f(· − t) d(ωn − ω)
∣∣∣∣
6 ε|ωn|([−R+ t− 1, R+ t+ 1]) + ε = (‖ωn‖unif(2R+ 3) + 1) ε.
As Ω is ‖·‖unif-bounded we conclude αtn(ωn)→ αt(ω).
Remark 3.3. The previous results give that (Ω, α) is a topological dynamical
system. In the context of diffraction on locally compact abelian groups such
systems were introduced and studied under the name of translation bounded
measures dynamical systems (TMDS) in [1, 2].
For ω ∈ Ω the operator Hω can be defined as above by means of the form
D(τω) :=W
1
2 (R), τω(u, v) := τ0(u, v) +
∫
uv dω.
It is easy to see that the lower bound of Hω depends on ‖ω‖unif ; see also [24,
Lemma 1.1]. Since Ω is ‖·‖unif-bounded there exists γ ∈ R such that Hω > −γ
for all ω ∈ Ω.
We will now establish continuity of the mapping ω 7→ Hω in strong resolvent
sense. In the special case of random operators on Delone sets, this can be found
in e.g. [32] (see [23] as well). The general case seems not to be available in the
literature, we therefore include full proofs. We need some preparation.
Lemma 3.4. Let ν be a finite signed Radon measure on R. Then ν ∈ W 12 (R)′
and
‖ν‖W 12 (R)′ 6
∥∥∥Ĵ(−(·)) · νˆ∥∥∥
L2(R)
,
where Jˆ(p) = 1√
1+p2
(p ∈ R) and the hat indicates the Fourier transform.
Proof. There exists a unique J ∈ L2(R) such that Jˆ(p) = 1√
1+p2
(p ∈ R) and
J ∗ f =
√
2π(−∆+ 1)−1/2f (f ∈ L2(R)).
Let v ∈ C∞c (R). Then∫ ∫
|J(x− y)||v(y)| dy d|ν|(x) 6
∫
‖J(x− ·)‖L2(R)‖v‖L2(R) d|ν|(x)
= ‖J‖L2(R)‖v‖L2(R)|ν|(R) <∞.
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Hence, Fubini’s Theorem applies and we obtain∣∣∣∣
∫
v dν
∣∣∣∣ =
∣∣∣∣
∫
(−∆+ 1)−1/2(−∆+ 1)1/2v dν
∣∣∣∣
=
1√
2π
∣∣∣∣
∫ ∫
J(x− y)(−∆+ 1)1/2v(y) dy dν(x)
∣∣∣∣
=
1√
2π
∣∣∣∣
∫ (∫
J(x− y) dν(x)
)
(−∆+ 1)1/2v(y) dy
∣∣∣∣
6
1√
2π
‖J(−(·)) ∗ ν‖L2(R)
∥∥∥(−∆+ 1)1/2v∥∥∥
L2(R)
=
∥∥∥Ĵ(−(·)) · νˆ∥∥∥
L2(R)
‖v‖W 12 (R).
By density of C∞c (R) in W
1
2 (R) the assertion follows.
Lemma 3.5 ([8, Lemma 1]). Let ν, νk be finite signed Radon measures on R
(k ∈ N), νk → ν weakly. Then supk∈N ‖νˆk‖∞ <∞.
Proof. Weak convergence of (νk) is exactly pointwise convergence of the corre-
sponding linear functionals on Cb(R). The uniform boundedness principle yields
supk∈N ‖νk‖Cb(R)′ <∞. Furthermore, for k ∈ N and t ∈ R we have
|νˆk(t)| =
∣∣∣∣ 1√2πνk(e−it(·))
∣∣∣∣ 6 1√2π supk∈N ‖νk‖Cb(R)′ .
Hence,
sup
k∈N
‖νˆk‖∞ <∞.
Theorem 3.6. Let (µn) in Mloc,unif(R) be bounded, µ ∈Mloc,unif(R), µn → µ
vaguely. Then Hµn → Hµ in strong resolvent sense.
Proof. Let u ∈ C∞c (R) and νk := uµk (k ∈ N), ν := uµ. Then νk, ν are finite
signed Radon measures on R and νk → ν weakly.
Thus νˆk(p)→ νˆ(p) for all p ∈ R. Furthermore,
sup
k∈N
‖νˆk − νˆ‖∞ <∞
by Lemma 3.5. We conclude that∥∥∥Ĵ(−(·)) · (νˆk − νˆ)∥∥∥
L2(R)
→ 0
by Lebesgue’s dominated convergence theorem, where J is as in Lemma 3.4. In
view of Lemma 3.4,
‖τµk(u, ·)− τµ(u, ·)‖ = ‖νk − ν‖W 12 (R)′ 6
∥∥∥Ĵ(−(·)) · (νˆk − νˆ)∥∥∥
L2(R)
→ 0.
Now, [43, Theorem A.1] yields the assertion.
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We say that (Ω, α) is ergodic with ergodic measure P if every α-invariant
measurable subset A ⊆ Ω satisfies P(A) ∈ {0, 1}. If the ergodic measure P is
unique then (Ω, α,P) is uniquely ergodic. Furthermore, (Ω, α) is called minimal
if every orbit O(ω) := {αt(ω); t ∈ R} is dense in Ω. If (Ω, α,P) is uniquely
ergodic and minimal, then we call it strictly ergodic.
Note that if (Ω, α,P) is ergodic, then
Hαt(ω) = U(−t)HωU(t),
where U is the shift group on L2(R), i.e. U(t)f = f(· − t). This property of the
family is also sometimes known as covariance. It means that the operator family
(Hω)ω∈Ω is what is known as an ergodic family. Thus, we obtain P-almost sure
constancy of spectral information in the following sense.
Proposition 3.7 ([9, Proposition V.2.4]). Let Ω ⊆ Mloc,unif(R) be ‖·‖unif-
bounded, vaguely closed and translation invariant, α the group action of R on
Ω. Let (Ω, α,P) be ergodic. Then there exists closed subsets Σ,Σ• ⊆ R such that
for P-a.a. ω ∈ Ω we have
σ(Hω) = Σ, σ•(Hω) = Σ• (• ∈ {s, c, ac, sc, pp, disc}).
Proposition 3.7 tells us nothing about some particular operator Hω of the
operator family. However, in case (Ω, α) is minimal we can obtain constancy of
the spectrum as a set. This type of result is well known in the discrete case (see
e.g. [29, 33] for corresponding results on arbitrary dimensional Delone sets).
Theorem 3.8. Let Ω ⊆ Mloc,unif(R) be ‖·‖unif-bounded, vaguely closed and
translation invariant, α the group action of R on Ω. Let (Ω, α) be minimal.
Then there exists Σ ⊆ R such that
σ(Hω) = Σ (ω ∈ Ω).
Proof. Let ω, ω′ ∈ Ω. If ω and ω′ are on the same orbit, i.e. O(ω) = O(ω′), we
obtain σ(Hω) = σ(Hω′) by unitary equivalence of the corresponding operators.
Otherwise, by minimality, there exists (ωk) in O(ω) such that ωk → ω′. Then
σ(Hωk) = σ(Hω) for all k ∈ N. By Theorem 3.6 we have Hωk → Hω′ in strong
resolvent sense. By [36, Theorem VIII.24] for E ∈ σ(Hω′) there is Ek ∈ σ(Hωk)
(k ∈ N) satisfying Ek → E. But σ(Hωk) = σ(Hω) for all k ∈ N and σ(Hω) is
closed, so E ∈ σ(Hω). Thus, we have shown σ(Hω′) ⊆ σ(Hω). Interchanging
the roles of ω and ω′ yields σ(Hω) ⊆ σ(Hω′) and therefore σ(Hω) = σ(Hω′).
Remark 3.9. A remarkable result due to Last and Simon shows that minimality
implies even constancy of the absolutely continuous spectrum [27]. The argu-
ment is given there for discrete operators as well as for continuum Schro¨dinger
operators with potentials which are continuous functions on the dynamical sys-
tem. By [19] the singular continuous and the pure point spectra need not be
constant.
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Lemma 3.10. Let (Ω, α,P) be ergodic. Then Σdisc = ∅. Hence, Σ does not
contain isolated points.
Proof. The first assertion follows the lines of [9, Proposition V.2.8]. Since iso-
lated points of Σ are P-a.s. eigenvalues of (Hω), in view of [17, Corollary 8.4]
these points belong to Σdisc. Hence, also the second assertion holds true.
4 Transfer Matrices and Lyapunov exponents
Let ω ∈ Ω and z ∈ C. We say that u is a (generalized) solution of the equation
Hωu = zu if u ∈ C(R) and
−∆u+ ωu = zu
in the sense of distributions.
Remark 4.1. Let u be a solution of the equation Hωu = zu. Then:
(a) ∆u is a local measure and hence u′ is locally of bounded variation (since
its distributional derivative is locally a signed Radon measure), however
may not be continuous.
(b) As proven in [41, Lemma 3.4], for all intervals I ⊆ R of length 1 we have
‖u′|I‖∞ 6 C1‖u|I‖∞ 6 C2‖u|I‖2
for some constants C1, C2 only depending on z and ‖ω‖unif . Thus, growth
conditions on u also imply such conditions on u′.
(c) u is uniquely determined by (u(0), u′(0+)) (see also [4, Theorem 2.3]).
In fact, for any (a, b) ∈ K2 there exists a unique solution u such that
(u(0), u′(0+)) = (a, b).
Remark 4.2. Note that Green’s identity ([4, Theorem 2.2]) holds true for Hω.
Hence, one can prove (along the lines of classical Surm-Liouville theory) that
we have limit point case for Hω at ±∞, i.e., for z ∈ C+ := {z ∈ C; Im z > 0}
there exist unique (up to some scalar factor) solutions u± of Hωu = zu such
that u− ∈ L2(−∞, 0), u+ ∈ L2(0,∞).
For t ∈ R we can define the transfer matrix mapping the solution ofHωu= zu
at 0 to the solution at t, i.e.,
Tz(t, ω) :
(
u(0)
u′(0+)
)
7→
(
u(t)
u′(t+)
)
.
Let uN, uD be the solutions of Hωu = zu satisfying Neumann and Dirichlet
boundary conditions at 0, respectively, i.e.,
uN(0) = 1, uD(0) = 0,
u′N(0+) = 0, u
′
D(0+) = 1.
Then
Tz(t, ω) =
(
uN(t) uD(t)
u′N(t+) u
′
D(t+)
)
.
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Furthermore, detTz(t, ω) = 1 since the Wronskian of two solutions to the same
equation is constant (see [4, Proposition 2.5]), and by uniqueness of solutions
we obtain Tz(s+ t, ω) = Tz(t, αs(ω))Tz(s, ω) for all s, t ∈ R. Thus, Tz : R×Ω→
SL(2,C) forms a cocycle. For E ∈ R the cocycle TE is even SL(2,R)-valued.
Definition. We say that Ω is atomless, if ω({t}) = 0 for all t ∈ R and ω ∈ Ω,
i.e., if every ω in Ω is a continuous measure.
Note that if Ω is atomless if and only if Tz(t, ·) is continuous for all t ∈ R.
Let (Ω, α,P) be ergodic and E ∈ R. By Kingman’s subadditive ergodic
theorem (see e.g. [9, Corollary IV.1.3]) there exists γ(E) ∈ R such that
1
t
ln ‖TE(t, ω)‖ → γ(E) P-a.s.
γ(E) is called the Lyapunov exponent for the energy E. We say that TE is
uniform if the limit exists for all ω ∈ Ω and the convergence is uniformly in Ω.
Lemma 4.3. Let (Ω, α,P) be uniquely ergodic and atomless, E ∈ R. Then
lim sup
t→∞
sup
ω∈Ω
1
t
ln ‖TE(t, ω)‖ 6 γ(E).
Hence, if γ(E) = 0 then TE is uniform.
Proof. Defining Xt := ln ‖TE(t, ·)‖ the first assertion is a direct consequence of
Proposition A.1. Since detTE(t, ·) = 1 we have Xt > 0 for all t and therefore
γ(E) > 0. Hence, the second assertion is trivial.
If TE is uniform and γ(E) > 0 then TE is sometimes called uniformly hyper-
bolic. At least if Ω is atomless we have a characterization of uniform hyperbol-
icity by means of an exponential splitting. The proof follows very closely the
lines of [31, Theorem 3] for the discrete case (with the obvious modifications for
the continuum setting), for details see also [40, Theorem 5.2.8]. Here, we only
state the result.
Theorem 4.4. Let (Ω, α,P) be uniquely ergodic and atomless, E ∈ R. Then
the following assertions are equivalent:
(a) TE is uniform and γ(E) > 0.
(b) There exist constants κ,C > 0 and u, v ∈ C(Ω,P(R2)) with
‖TE(t, ω)U‖ 6 Ce−κt‖U‖ and ‖TE(−t, ω)V ‖ 6 Ce−κt‖V ‖
for all ω ∈ Ω, t > 0, U ∈ u(ω) and V ∈ v(ω).
Here P(R2) denotes the projective line, i.e., the set of directions in R2 (two
directions may be identified if they span the same one-dimensional subspace).
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5 Characterization of the Spectrum
In this section we characterize the spectrum as a set.
Lemma 5.1. Let (Ω, α,P) be strictly ergodic and atomless, TE uniform for every
E in R. Then for the (ω-independent) spectrum we have Σ = {E ∈ R; γ(E) =
0}.
Proof. Set Z := {E ∈ R; γ(E) = 0}.
Let ω ∈ Ω. Write
S := {E ∈ R; ∀ solutions u of Hωu = Eu ∀ κ > 0 ∃ C > 0:
|u(t)| 6 Ceκ|t| (t ∈ R)},
for the set of energies such that all solutions of the Schro¨dinger equation are
subexponentially bounded.
First of all we show that Z ⊆ S. Let E ∈ Z. Then
lim
t→±∞
1
|t| ln ‖TE(t, ω)‖ = 0.
Hence, for all κ > 0 there is t0 > 0 such that
1
|t| ln ‖TE(t, ω)‖ 6 κ (|t| > t0),
i.e. ‖TE(t, ω)‖ 6 eκ|t| for |t| > t0. We conclude that E ∈ S.
“Z ⊆ Σ”: Let E ∈ Z ⊆ S and u 6= 0 be a solution of Hωu = Eu. Then u
is subexponentially bounded and by Sch’nol-type arguments (see [7, Theorem
4.4]) we conclude that E ∈ σ(Hω) = Σ.
“Σ ⊆ Z”: We have to show that Σ = σ(Hω) ⊆ Z. We prove this by contra-
diction. Assume there is spectrum in ∁Z. By Coppel’s Theorem, see e.g. [21,
Theorem 3.1], we can deduce that ∁Z is open and hence the spectral measures
of Hω give weight to ∁Z. Therefore, there is E ∈ ∁Z ∩ σ(Hω) admitting a
subexponentially bounded solution u 6= 0 of Hωu = Eu (see [7, Theorem 4.6]).
By Theorem 4.4 there exist κ,C > 0 and u(ω), v(ω) ∈ P(R2) such that
‖TE(t, ω)U‖ 6 Ce−κt‖U‖, ‖TE(−t, ω)V ‖ 6 Ce−κt‖V ‖
for all t > 0, U ∈ u(ω), V ∈ v(ω), and u(ω) 6= v(ω). Hence, there exist U ∈ u(ω)
and V ∈ v(ω) such that (
u(0)
u′(0+)
)
= U + V.
Furthermore, for t ∈ R,∥∥∥∥
(
u(t)
u′(t+)
)∥∥∥∥ =
∥∥∥∥TE(t, ω)
(
u(0)
u′(0+)
)∥∥∥∥ > ∣∣‖TE(t, ω)U‖ − ‖TE(t, ω)V ‖∣∣.
Since the right-hand side is exponentially growing as |t| → ∞, in view of Re-
mark 4.1(b) also u is exponentially growing. This contradicts the fact that u is
subexponentially bounded.
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Lemma 5.2. Let (Ω, α) be strictly ergodic and atomless, E ∈ R \ Σ. Then TE
is uniformly hyperbolic.
Proof. By minimality, E ∈ ρ(Hω) for all ω ∈ Ω.
Let ω ∈ Ω. We show: there exist vectors U(ω), V (ω) ∈ R2 such that
‖TE(t, ω)U(ω)‖ decays exponentially for t → ∞ and ‖TE(t, ω)V (ω)‖ decays
exponentially for t→ −∞.
Let t0 < 0. Since we have limit point case at −∞ there exists (a, b) ∈ R2 \
{(0, 0)} such that for solutions u of Hωu = Eu with (u(t0), u′(t0+)) ∈ lin{(a, b)}
(the linear span of {(a, b)}) we have u /∈ L2(−∞, t0). Let v ∈ D(Hω) such that(
v(t0)
v′(t0)
)
=
(
a
b
)
,
(
v(0)
v′(0)
)
=
(
0
0
)
.
Set v˜ := 1(t0,0)(Hω − E)v ∈ L2(R) and define u := (Hω − E)−1v˜ ∈ L2(R).
Note that u is a solution of Hωu = Eu+ v˜ and hence a solution of Hωu = Eu on
[0,∞). Then (u(0), u′(0+)) 6= (0, 0), for if (u(0), u′(0+)) = (0, 0), then u|(t0,0) =
v|(t0,0) and hence (
u(t0)
u′(t0+)
)
=
(
a
b
)
.
But this would imply u /∈ L2(−∞, t0) and therefore u /∈ L2(R). Hence, u cannot
vanish on [0,∞).
By Combes-Thomas arguments (see e.g. [42, Theorem 2.4.1] for a version for
forms which also works for measures as potentials) there exist C > 0 and κ > 0
(not depending on ω) such that∥∥∥1(t− 12 ,t+ 12 )u
∥∥∥
L2(R)
6 Ce−κt (t > 0).
By Remark 4.1(b) then also∥∥∥∥
(
u(t)
u′(t+)
)∥∥∥∥ 6 C˜e−κt (t > 0)
for some C˜ > 0.
Hence, the initial condition U(ω) = (u(0), u′(0+)) gives rise to a solution of
the Schro¨dinger equation Hωu = Eu which decays exponentially for t→∞ and
does not vanish on [0,∞). This yields an element u(ω) = [U(ω)]P(R2) ∈ P(R2).
Analogously, we find v(ω) ∈ P(R2) such that the corresponding solutions
decay exponentially for t→ −∞.
We have u(ω) 6= v(ω). Indeed, in case u(ω) = v(ω), such an initial condition
would yield an L2(R)-solution of Hωu = Eu, i.e., E /∈ σ(Hω) would be an
eigenvalue of Hω.
Therefore, TE admits an exponential splitting (note that the constants κ
and C can be chosen uniformly on Ω). By [38, Lemma 7], ω 7→ u(ω) and
ω 7→ v(ω) are continuous. By Theorem 4.4 we conclude that TE is uniformly
hyperbolic.
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Theorem 5.3. Let (Ω, α,P) be strictly ergodic and atomless. Then
Σ = {E ∈ R; γ(E) = 0} ∪ {E ∈ R; TE is not uniform},
where the union is disjoint.
Proof. By Lemma 4.3 the union is disjoint.
“⊇”: This is a direct consequence of Lemma 5.2.
“⊆”: Let E ∈ R with γ(E) > 0 and TE uniform, δ > 0. It is easy to see that
as soon as |E − E′| is small enough, we have
D := sup
−16t61
sup
ω∈Ω
‖TE(t, ω)− TE′(t, ω)‖ < δ.
By Coppel’s Theorem [21, Theorem 3.1], TE′ is uniformly hyperbolic for all
E′ in a small open interval I containing E. Now we can repeat the proof of
Theorem 5.1 replacing ∁Z by I to obtain E /∈ Σ.
6 Characterization of the absolutely continuous
spectrum
For µ ∈Mloc,unif(R) and z ∈ C+ let
m±(z, µ) := ±
u′±(0+)
u±(0)
,
where u± are the unique solutions of Hµu = zu being L2 at ±∞, see Remark
4.2. The function m±(·, µ) are called m-functions.
Lemma 6.1 ([37, Lemma 1]). Let Ω be atomless, (ωn) in Ω, ω ∈ Ω, ωn → ω
vaguely. Then
m±(·, ωn)→ m±(·, ω)
uniformly on compact subsets of C+.
Lemma 6.2. Let Ω be atomess and K ⊆ C+ compact. Then there exist C1, C2 >
0 such that for all z ∈ K and ω ∈ Ω we have
C1 6 Imm±(z, ω) 6 |m±(z, ω)| 6 C2.
Proof. By Lemma 6.1 the functions m± : K × Ω → C are continuous. Since
K × Ω is compact there exists C2 > 0 such that
|m±(z, ω)| 6 C2 (z ∈ K,ω ∈ Ω).
We show
min
z∈K,ω∈Ω
Imm+(z, ω) > 0
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(note that the minimum exists by continuity of Imm+ and compactness of
K × Ω). Indeed, if the minimum was zero there would be z ∈ K, ω ∈ Ω such
that Imm+(z, ω) = 0. By [17, Theorem 9.1 and Corollary 9.5] we have
Imm+(z, ω)
Im z
= ‖u+‖2L2(0,∞)
yielding that u+ is zero on (0,∞) and hence on R, a contradiction.
Given the previous two lemmas, we can extend the Ishii-Pastur-Kotani The-
orem to our setting. As the proof follows strictly the lines of the original paper
[26], see also [9, Section VII.3], we only state the result.
Recall that for A ⊆ R measurable the essential closure of A is defined as
A
ess
:= {E ∈ R; ∀ ε > 0 : λ(A ∩ (E − ε, E + ε)) > 0},
where λ denotes Lebesgue measure on R.
Theorem 6.3. Let (Ω, α,P) be ergodic and atomless. Then
Σac = {E ∈ R; γ(E) = 0}ess.
7 Absence of absolutely continuous spectrum
In this section we show that a suitable finite local complexity condition on
the potential (i.e., the measure) combined with aperiodicity yields absence of
absolutely continuous spectrum. First, we recall some definitions from [24].
Definition. A piece is a pair (ν, I) consisting of an interval I ⊆ R with positive
length λ(I) > 0 (which is then called the length of the piece) and a local measure
ν on R supported on I. We abbreviate pieces by νI . Without restriction, we
may assume that min I = 0. A finite piece is a piece of finite length. We say νI
occurs in a local measure µ at x ∈ R, if 1x+Iµ is a translate of ν.
The concatenation νI = νI11 | νI22 | . . . of a finite or countable family (νIjj )j∈N ,
with N = {1, 2, . . . , |N |} (for N finite) or N = N (for N infinite), of finite pieces
is defined by
I =

min I1,min I1 + ∑
j∈N
λ(Ij)

 ,
ν = ν1 +
∑
j∈N, j>2
νj
(
· −
(
min I1 +
j−1∑
k=1
λ(Ik)−min Ij
))
.
We also say that νI is decomposed by (ν
Ij
j )j∈N .
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Definition. Let µ be a local measure on R. We say that µ has the finite de-
composition property (f.d.p.), if there exist a finite set P of finite pieces (called
the local pieces) and x0 ∈ R, such that (1[x0,∞)µ)[x0,∞) is a translate of a con-
catenation vI11 | νI22 | . . . with νIjj ∈ P for all j ∈ N.
A local measure µ has the simple finite decomposition property (s.f.d.p.), if
it has the f.d.p. with a decomposition such that there is ℓ > 0 with the following
property: Assume that the two pieces
ν
I−m
−m | . . . | νI00 | νI11 | . . . | ν
Im1
m1 and ν
I−m
−m | . . . | νI00 | µJ11 | . . . | µ
Jm2
m2
occur in the decomposition of µ with a common first part ν
I−m
−m | . . . | νI00 of
length at least ℓ and such that
1[0,ℓ)(ν
I1
1 | . . . | ν
Im1
m1 ) = 1[0,ℓ)(µ
J1
1 | . . . | µ
Jm2
m2 ),
where ν
Ij
j , µ
Jk
k are pieces from the decomposition (in particular, all belong to P
and start at 0) and the latter two concatenations are of lengths at least ℓ. Then
νI11 = µ
J1
1 .
Theorem 7.1. Let µ ∈ Mloc,unif(R) such that µ and the reflected measure
µ(−(·)) have the s.f.d.p. and assume that neither µ nor µ(−(·)) are eventually
periodic. Then Hµ does not have absolutely continuous spectrum.
Proof. By [24, Theorem 4.1], the halfline operators Hµ|[0,∞) and Hµ(−(·))|[0,∞)
(with Dirichlet boundary conditions at 0) do not have absolutely continuous
spectrum. Let U : L2((−∞, 0]) → L2([0,∞)), Uf(t) := f(−t). Then U is uni-
tary and
U∗Hµ(−(·))|[0,∞)U = Hµ|(−∞,0].
Hence, both operatorsHµ|[0,∞) andHµ|(−∞,0] do not have absolutely continuous
spectrum. Therefore, also Hµ cannot have any absolutely continuous spectrum.
We can now state the main theorem of this section. A similar result is stated
in [24, Theorem 5.1].
Theorem 7.2. Let (Ω, α,P) be ergodic, minimal, aperiodic (i.e. there exists
ω ∈ Ω which is not periodic) and have the s.f.d.p. (i.e. for every ω ∈ Ω: ω and
ω(−(·)) have s.f.d.p.). Then Σac = ∅.
Proof. Assume that {ω ∈ Ω; σac(Hω) 6= ∅} has positive P-measure. By The-
orem 7.1 the set {ω ∈ Ω; ω or ω(−(·)) is eventually periodic} has positive P-
measure. W.l.o.g. assume that ω is periodic for t > t0 with period p. By
closedness of Ω,
ω˜ := lim
t→∞
αt(ω) = lim
t→∞
ω(·+ t) ∈ Ω
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and ω˜ is periodic with period p. For ω′ ∈ Ω there exists (tn) in R such that
αtn(ω˜)→ ω′. Since ω˜ is p-periodic and α is continuous, we arrive at
αp(ω
′) = αp
(
lim
n→∞
αtn(ω˜)
)
= lim
n→∞
αtnαp(ω˜) = ω
′.
So, every ω ∈ Ω must be periodic with the same period, a contradiction.
For applications it might be helpful to have some condition when a measure
actually has the s.f.d.p. The remaining part of this section will address this
issue.
Proposition 7.3 ([24, Proposition 2]). Let µ ∈ Mloc,unif(R) have the f.d.p.
with local pieces νI11 , . . . , ν
IN
N . If µ does not have the s.f.d.p. with respect to any
set of local pieces, then there must be two local pieces among the ν
Ij
j which are
multiples of Lebesgue measure, i.e. of the form c1Iλ.
Lemma 7.4. Let A be a finite set, D := {xn; n ∈ Z} ⊆ R be of finite local
complexity, i.e. D′ := {xn+1−xn; n ∈ Z} is finite. Let f : D→ A and for a ∈ A
let νa ∈Mloc,unif(R) be supported in [0, la]. Assume that lf(xn) 6 xn+1− xn for
all n ∈ Z. Define
µ :=
∑
x∈D
δx ∗ νf(x) =
∑
x∈D
νf(x)(· − x).
Then µ and µ(−(·)) have the f.d.p. If, additionally, at most one of the νa is a
multiple of Lebesgue measure then µ and µ(−(·)) have the s.f.d.p.
Proof. By construction the whole measure µ can be decomposed into the pieces{
µ
[0,la]
a ; a ∈ A
}
; therefore µ has the f.d.p. The second assertion is a direct
consequence of Proposition 7.3.
8 Cantor Spectra of zero measure
We now prove Cantor spectra for a large class of operators in case of atomless
Ω. We call C ⊆ R a Cantor set if C is closed, nowhere dense (i.e. C does not
contain any interval of positive length) and does not contain any isolated points.
Theorem 8.1. Let (Ω, α,P) be strictly ergodic, atomless, aperiodic and have
the s.f.d.p. Furthermore, let TE be uniform for all E ∈ R. Then
Σ = {E ∈ R; γ(E) = 0}
and Σ is a Cantor set of zero Lebesgue measure.
Proof. By Theorem 5.3 we observe Σ = {E ∈ R; γ(E) = 0}. By Theorem 6.3
we have
{E ∈ R; γ(E) = 0}ess = Σac.
Since Σac = ∅ by Theorem 7.2 we infer λ({E ∈ R; γ(E) = 0}) = 0. Note
that Σ does not contain any isolated points by Lemma 3.10. Since λ(Σ) = 0 we
conclude that Σ is nowhere dense, i.e., Cantor set of zero Lebesgue measure.
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It remains to establish some criterion for uniformity of the transfer matrices.
Let A be a finite set equipped with the discrete topology. A pair (X,S) is
a subshift over A if X is a closed subset of AZ, where AZ is endowed with the
product topology, and X is invariant under the shift S : AZ → AZ, Sa(n) :=
a(n+ 1).
For a ∈ A let νa ∈Mloc,unif(R) be atomless and supported on [0, la].
For x ∈ X we define the measure ωx ∈ Mloc,unif(R) by
ωx :=
∑
n∈N0
δ∑n−1
k=0 lx(k)
∗ νx(n) +
∑
n∈N
δ∑−1
k=−n −lx(k)
∗ νx(−n).
Let
Ω := {αt(ωx); x ∈ X, t ∈ R}.
Many properties of (X,S) transfer to (Ω, α), as the following proposition
shows.
Proposition 8.2 ([24, Proposition 4]). (a) Assume that at most one of the
measures νa is a multiple of Lebesgue measure. Then (Ω, α) has the s.f.d.p.
(b) Any invariant probability measure PX on (X,S) induces a canonical in-
variant probability measure P on (Ω, α). If PX is ergodic, then P is ergodic.
(c) If (X,S) is uniquely ergodic, then (Ω, α) is uniquely ergodic.
(d) If (X,S) is minimal, then (Ω, α) is minimal.
Proof. Part (a) is just Lemma 7.4. For parts (b) to (d) note that (Ω, αZ) is
a factor of (X,S) where αZ is the restriction of α to Z × Ω. Thus, all the
assertions hold true for (Ω, αZ) instead of (Ω, α), cf. [2]. This, however, implies
the assertions also for (Ω, α).
The crucial notion for uniformity will be Boshernitzan’s condition introduced
in [5].
Definition. Let (X,S) be a subshift over a finite alphabet A. Then (X,S)
satisfies condition (B) if there exists an ergodic probability measure PX on X
with
lim sup
n→∞
nηPX (n) > 0,
where ηPX (n) := min{PX(Vw); w ∈ W , |w| = n}, W is the set of finite words
and Vw := {x ∈ X ; x(1) · · ·x(|w|) = w} is the cylinder set to w.
Condition (B) has been introduced by Boshernitzan as a sufficient condition
for unique ergodicity. It was then shown to imply a strong form of subadditive
ergodic theorem in [14]. This was used there in connection with the method
of [29] to establish Cantor spectrum of Lebesgue measure zero for aperiodic
subshift satisfiying (B). Our use of this condition below is in exactly the same
spirit. The condition can be seen to hold for a large number of subshifts, see
e.g. [15].
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Theorem 8.3. Let (X,S) be a minimal subshift over A satisfying (B) and
νa ∈Mloc,unif(R) atomless for all a ∈ A. Then TE is uniform for all E ∈ R.
Proof. Let E ∈ R, x ∈ X . For n ∈ N0 let sn := lx(0) + . . .+ lx(n−1). Consider
T discE (n, ωx) := TE(sn, ωx) (n > 0).
Then T discE (m+ n, ωx) = T
disc
E (m,ωSnx)T
disc
E (n, ωx). Thus T
disc
E is a continuous
SL(2,R)-valued cocycle (with discrete time). By [14, Theorem 1], T discE is uni-
form. Let t ∈ R, s > max{−t, 0} and choose k ∈ N0 such that sk 6 s < sk+1.
Then
1
s
ln ‖TE(s, αt(ωx))‖ − 1
sk
ln ‖TE(sk, ωx)‖
6
1
s
ln ‖TE(s+ t, ωx)‖+ 1
s
ln
∥∥TE(t, ωx)−1∥∥− 1
sk
ln ‖TE(sk, ωx)‖
6
1
sk
ln ‖TE(s+ t− sk, αsk(ωx))‖ +
1
s
ln
∥∥TE(t, ωx)−1∥∥,
and similarly
1
sk
ln ‖TE(sk, ωx)‖ − 1
s
ln ‖TE(s, αt(ωx))‖
6
1
s
ln ‖TE(sk−s−t, αs+t(ωx))‖ + s− sk
ssk
ln ‖TE(sk, ωx)‖ + 1
s
ln ‖TE(t, ωx)‖.
As s → ∞, the right-hand sides converge to zero, uniformly in t and x (note
that it suffices to consider |t| 6 maxa la by S-invariance). Thus, also TE is
uniform.
Theorem 8.4. Let (X,S) be an aperiodic minimal subshift over A satisfying
(B), νa ∈ Mloc,unif(R) compactly supported, atomless (a ∈ A) and assume that
at most one of the measures νa is a multiple of Lebesgue measure. Furthermore,
assume that Ω is aperiodic. Then
Σ = {E ∈ R; γ(E) = 0}
is a Cantor set of zero Lebesgue measure.
Proof. By Theorem 8.3, TE is uniform for all E ∈ R, and in view of Proposition
8.2(a) we can apply Theorem 8.1 to obtain the assertion.
Remark 8.5. We remark that aperiodicity of (X,S) may not imply aperiodicity
of (Ω, α). Indeed, just choose ν ∈ Mloc,unif(R) with support in [0, 1] and let
νa := ν and la := 1 for all a ∈ A. Then (Ω, α) is periodic irregardless of (X,S).
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A (Semi-)Uniform ergodic theorems
We state and prove a (semi-)uniform ergodic theorem for continuous time. This
theorem is used in the considerations of Section 4. We adapt the arguments of
[44, Theorem 1.5] from the time-discrete case.
Proposition A.1. Let (Ω, α,P) be uniquely ergodic and (Xt)t>0 be a continuous
subadditive process on Ω, i.e.
X0 = 0, Xt+s 6 Xt +Xs ◦ αt (s, t > 0),
and Xt ∈ C(Ω) for t > 0. Furthermore, assume that
M := sup
t∈[0,1]
sup
ω∈Ω
|Xt(ω)| <∞.
Then there exists X ∈ R such that 1tXt → X P-a.s., and we have
lim sup
t→∞
sup
ω∈Ω
1
t
Xt(ω) 6 X.
Proof. Let ε > 0. For t > 0 define Xt :=
1
t
∫
Xt dP. By Kingman’s subadditive
ergodic theorem (see, e.g., [9, Corollary IV.1.3]) there exists X ∈ R such that
Xt → X ; there exists S ∈ N such that Xt 6 X + ε for t > S. Let K :=
supt∈[0,S] supω∈Ω |Xt(ω)| <∞ (which is finite by subadditivity).
Let ω ∈ Ω. By subadditivity, for k ∈ N and t ∈ [0, S] we have
XkS(ω) 6 Xt(ω) +
k−2∑
j=0
XS(αjS+t(ω)) +XS−t(α(k−1)S+t(ω)).
Integrating with respect to t and dividing by S yields
XkS(ω) 6 2K +
k−2∑
j=0
1
S
S∫
0
XS(αjS+t(ω)) dt = 2K +
1
S
(k−1)S∫
0
XS(αt(ω)) dt.
Since XS is continuous there exists S
′ > 0 not depending on ω such that for
all t > S′ we have
1
t
t∫
0
1
S
XS(αr(ω)) dr 6
∫
Ω
1
S
XS(ω) dP(ω) + ε.
Choose k ∈ N such that (k − 1)S > S′. Then
XkS(ω) 6 2K + (k − 1)S 1
(k − 1)S
(k−1)S∫
0
1
S
XS(αt(ω)) dt
6 2K + (k − 1)SXS + (k − 1)Sε.
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Now, for t > S′ + 2S write t = kS + r with k ∈ N and 0 6 r < S. Then
(k − 1)S = t− r − S > S′ and therefore
Xt(ω) 6 XkS(ω) +Xr(αkS(ω)) 6 3K + (k − 1)SXS + (k − 1)Sε.
Since t > (k − 1)S we obtain
1
t
Xt(ω) 6 XS + ε+
3K
t
6 X + 2ε+
3K
t
.
For t > T := max
{
3Kε−1, S′ + 2S
}
we finally arrive at
1
t
Xt(ω) 6 X + 3ε.
Thus,
sup
ω∈Ω
1
t
Xt(ω) 6 X + 3ε (t > T ).
So,
lim sup
t→∞
sup
ω∈Ω
1
t
Xt(ω) 6 X + 3ε.
For ε→ 0 we obtain the assertion.
In a similar way we get uniform control of a lower bound in case of additive
processes. Hence, we can obtain uniform convergence in that case.
Proposition A.2. Let (Ω, α,P) be uniquely ergodic and (Xt)t>0 be a continuous
additive process on Ω, i.e.,
X0 = 0, Xt+s = Xt +Xs ◦ αt (s, t > 0),
and Xt ∈ C(Ω) for t > 0. Furthermore, assume that
M := sup
t∈[0,1]
sup
ω∈Ω
|Xt(ω)| <∞.
Then there exists X ∈ R such that 1tXt → X P-a.s., and
lim
t→∞
sup
ω∈Ω
∣∣∣∣1t Xt(ω)−X
∣∣∣∣ = 0.
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