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Introduction to the Special Issue on  
Label-Free Sensing 
Stephen Holler 
The implementation of label-free sensing of biological and chemical agents allows 
one to investigate the underlying physical and chemical characteristics and 
interactions of target analytes while reducing both sample complexity and 
preparation time. Sensor platforms incorporating label-free detection schemes 
avoid the potentially confounding effects of molecular labels by monitoring the 
target species directly, relying solely on the intrinsic physicochemical properties of 
the target analyte. Because of the relatively minimal sample preparation, such 
approaches are well suited for field applications and remote diagnostics where 
either sample preparation facilities and/or trained personnel may be limited or 
unavailable. This special issue highlights some diverse approaches to the 
challenge of detecting target analytes without the need for labels. These 
approaches principally focus on optical and electrochemical techniques, and offer 
the promise of a rapid diagnostics tool that could be used in a clinical setting that 
would minimize the time between identification and treatment. 
Reprinted from Sensors. Cite as: Holler, S. Introduction to the Special Issue on Label-
Free Sensing. Sensors 2015, 4, 623–636. 
“The single biggest threat to man’s continued dominance on the planet is the 
virus.” These ominous words belong to Nobel Laureate Joshua Lederberg, and 
while he believed that virus poses an existential threat to humanity, mankind 
faces a litany of attacks from no less deadly threats, both naturally occurring and 
man-made. In order to effectively combat this onslaught it is vital that one be able 
to effectively identify the threat, as identification is the first step in the treatment. 
Treatment is crucial because without it maintenance of health, and protection from 
chemical and biological threats would be impossible. Sensitive instrumentation is 
needed to initially identify a threat in order to diagnosis a disease or negative 
impact of exposure, but sensors also play an important role in providing some 
quantifiable metric by which post-treatment efficacy can be gauged. 
A host of methodologies exist for identifying and characterizing threats, both 
known and unknown. Technologically derived methods permit an enhanced 
sensor response by incorporating labels, probes that bind to the target analyte to 
improve detection capability. Often these are fluorophores that provide an 
indirect means for sensing the presence of some species. The use of such probes is 





noise ratio of a measurement. However, there are disadvantages to the use of 
probes. For example, affixing probes to malignant tissue will cause cancerous cells 
to shine brightly, but this can obscure tumor margins. Furthermore, in these 
situations the probes only provide surface coverage and yield no information 
about the depth of the malignancy. In vivo studies using probes can be delicate 
since many highly effective probes have inherent toxicity to humans. Quantum 
dots are a prime example; they offer great promise for labeling in ex vivo analysis 
but are unsuitable for injection into patients, and have fallen by the wayside in 
this regard. Since disease detection and treatment will be the greatest threat that 
we face it is crucial that any sensing technology for in vivo applications employ 
low-toxicity biocompatible materials. In this sense, the ideal sensing modality 
would be based on the inherent properties of the target species. The ideal sensor 
would be label-free. 
The implementation of label-free techniques for sensing biological and 
chemical agents has grown considerably in recent years. New approaches are 
being developed that allow one to investigate the underlying physical and 
chemical characteristics and interactions of target analytes while reducing both 
sample complexity and preparation time. In addition, these sensor platforms 
avoid the potentially confounding effects and potentially hazardous effects of 
molecular labels by monitoring the target species directly, relying solely on the 
target's intrinsic physicochemical properties. Because of the relatively minimal 
sample preparation, such approaches are well suited for field applications and 
remote diagnostics where either sample preparation facilities and/or trained 
personnel may be limited or unavailable. 
This special issue is devoted to label-free sensing techniques that may be 
used in a wide variety of applications from biodefense to cancer screening to mass 
spectrometry. This compilation is by no means complete, but it does provide a 
good survey of techniques that researchers are using to perform label-free sensing. 
There are both original contributions and review articles that summarize the  
state-of-the-art. This issue is loosely divided into two sections that broadly 
categorize these contributions to the label-free sensing literature: optical and 
electrochemical. Since both of these categories are broad there is some overlap in 
the work they encompass, however they generally cover a number of different 
techniques that have been demonstrated to effectively perform the task at hand. 
Immediately what comes to mind for optical approaches are spectroscopic 
techniques. The use of spectroscopy for characterizing samples is venerable, in 
part because the molecular constituents of matter interact with electromagnetic 
radiation and elicit a response. These interactions are, after all, the basis for vision, 
the most universal label-free sensing mechanism. However, enhancements in 
detection capability may be made by incorporating new sensor morphologies or 





achieved, and ever decreasing detection limits may be observed, with the ultimate 
goal being single molecule detection. 
Electrochemical sensing modalities are another natural progression in the 
development of label-free sensing devices. Again, our basic operation is governed 
by electrochemical interactions; the heart would not beat and the brain would 
cease to function if their intrinsic electrical properties were eliminated. Despite the 
heart and brain both having underlying electrochemical properties, their 
composition is dramatically different. It is the unique response of the cellular 
components that allow electrochemical interactions to provide sensing 
discrimination. Furthermore, electrical and chemical measurements also have a 
long history, and the continued improvement of materials and high precision/high 
sensitivity instrumentation is allowing researchers to gain better understanding of 
the physical and chemical responses of target analytes. 
Fundamental to optical spectroscopy is the manner in which molecules move. 
Whether it is through rotations, vibrations, or some combination thereof, 
molecules leave their fingerprints on electromagnetic radiation. This present 
compilation begins with a review of Raman spectroscopy on isolated bioaerosols 
from researchers at the Army Research Lab and Yale University [1]. The ability to 
isolate and suspend a particle frees it from interfering effects associated with 
containment vessels, leaving only the signal from the aerosol. These signals are 
species specific and may be used for discrimination and classification. Complete 
characterization of bioaerosols remains a challenge, but is crucial to maintaining a 
healthy environment and addressing the threat of bioterrorism. 
Microscopy is a venerable technique for studying microscopic entities. 
However, spatial discrimination, particularly for small molecules can be 
challenging. Fluorescence microscopy can be used to improve detection 
capabilities. Researchers at University of Illinois at Urbana-Champaign review the 
state of photonic crystal enhanced microscopy [2]. Photonic crystals are used to 
manipulate the optical characteristics of a material through nanostructured 
surfaces. Optical enhancements provide a sensitive means for detecting broad 
classes of materials such as dielectric nanoparticles, plasmonic nanoparticles, 
biomolecular layers, and cells. These broad capabilities allow researchers to 
examine a host of processes, with the ultimate goal of achieving single molecule 
detection resolution. 
Surface plasmon resonance (SPR) offers a sensitive means for detecting trace 
species of a target analyte. The plasmon resonance boosts electric field strength 
locally leading to improved detection capabilities. Often detection capabilities are 
hindered by the ability to appropriately fit changes in the measured signal, 
especially when fits to nonlinear curves are based on simple polynomial 
regressions. Researchers at Korea University and Sungkrunkwan University have 





The results are in excellent agreement over the full SPR curve, which leads to 
improved resolution and detection sensitivity. While a collaborative effort among 
Henan Agricultural University, McGill University, and University of Gälve has 
sought to improve SPR with high performance A/D and custom signal amplifiers 
[4]. The goal of this work, like many sensor projects, is the development of a 
compact, low-cost, fieldable instrument. Presently in the laboratory stage, the 
compact sensor has demonstrated good detection capabilities and is being 
prepared for field work. 
Enzyme-linked immunosorbent Assay (ELISA) offers a high standard for 
detection, but it requires the use of labels. The development of a competitive 
approach that is label-free would be a boon to researchers and clinical 
diagnosticians. Work out of Universidad Politécnica de Madrid has demonstrated 
just this [5]. Using Fourier Transform Visible-Infrared Spectrometry coupled with 
a Fabry-Pérot inteferometer they were able to develop an immunoassay approach 
with response comparable to ELISA, but label-free. Specifically they targeted 
biomarkers associated with dry eye dysfunction. 
Whispering gallery mode biosensors have emerged in the last fifteen years as 
powerful tools in ultrasensitive detection. They have been used to demonstrate 
detection of DNA hybridization, bacteria, virus, and even single protein molecules. 
However, in mixed media these, like many other sensor platforms, are subject to 
non-specific adsorption. Research out of the Department of Bioengineering at the 
University of Missouri seeks to minimize the confounding effects of nonspecific 
adsorption using poly(ethylene glycol) to form a nonfouling surface layer in 
conjunction with specific biorecognition elements [6]. This is especially important 
to minimize scavenging and non-efficient binding to regions outside the sensing 
mode volume. 
Carbon nanotubes and graphene have emerged as key components in an 
array of mechanical and electrochemical sensing applications. However, less well-
known alternatives such as diamond nanowires offer a fertile platform for 
researchers. Due to their inherently advantageous properties such as 
biocompatibility, chemical inertness, high conductivity (electrical and thermal), 
and high mechanical strength. Researchers at the Institute of Electronics at the 
Université Lille 1 are leveraging the properties of diamond nanowires, specifically 
boron-doped diamond nanowires, to develop novel platforms for electrochemistry 
and mass spectrometry [7]. The ultimate goal being to combine the electrochemical 
sensing approach with the mass spectrometry to create a platform for 
electrochemically enhanced mass spectrometry which would benefit researchers in 
a number of different fields. 
Impedance sensors offer a platform to detect a wide range of substances. 
These sensors work on a number of vapor phase targets to detect a host of 





Alpes and Hanoi University of Science and Technology has taken these platforms 
to the next level. Using nanoporous SnO2 they have developed a label-free 
impedimetric sensing platform [8]. Their device demonstrates detection 
capabilities in both the liquid and vapor phases while offering discrimination 
capabilities down to a single base mismatch in DNA studies. The high sensitivity 
and selectivity with a label-free platform enables a host of DNA hybridization 
experiments to be performed. 
The final two papers of this compilation tackle real diseases that affect 
millions of people globally: Dengue Virus [9] and Colon Cancer [10]. The work on 
the detection of the Dengue virus comes from the Universidade Federal de 
Pernambuco-UFPE, Universidade Federal Alagoas, and Centro de Pesquisas 
Aggeu Magalhães. This collaborative effort utilizes pencil graphite electrodes to 
perform differential pulse voltammetry to characterize the response of sequences 
of Dengue Serotype 3. They achieved high sensitivity and selectivity in a platform 
that has the potential to be both a fast and inexpensive method for serotype 
identification. The colon cancer work was performed jointly by researchers at the 
University of Tehran and York University, and employed aptamer functionalized 
electrodes for a battery of tests including flow cytometry, fluorescence microscopy, 
and electrochemical cyclic voltammetry. Their approach has demonstrated limits 
of detection of less than 10 cancer cells, which offers the promise for rapid point-
of-care diagnostics. 
The work presented in this special issue is a subset of the continually 
growing field of label-free sensing. The diversity offered by these papers exhibits 
just a fraction of the range of detection methodologies being pursued. These 
papers provide insight into the field and demonstrate that ultrasensitive detection 
is possible and may one day soon find its way into clinical facilities for rapid 
diagnostics thus reducing the time between identification and treatment. The best 
defense may be a good offense, and early detection enables implementation of the 
best offense one could hope for. 
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Abstract: The combination of optical trapping with Raman spectroscopy provides
a powerful method for the study, characterization, and identification of biological
micro-particles. In essence, optical trapping helps to overcome the limitation imposed
by the relative inefficiency of the Raman scattering process. This allows Raman
spectroscopy to be applied to individual biological particles in air and in liquid,
providing the potential for particle identification with high specificity, longitudinal
studies of changes in particle composition, and characterization of the heterogeneity
of individual particles in a population. In this review, we introduce the techniques
used to integrate Raman spectroscopy with optical trapping in order to study
individual biological particles in liquid and air. We then provide an overview of
some of the most promising applications of this technique, highlighting the unique
types of measurements enabled by the combination of Raman spectroscopy with
optical trapping. Finally, we present a brief discussion of future research directions
in the field.
Reprinted from Sensors. Cite as: Redding, B.; Schwab, M.J.; Pan, Y. Raman
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1. Introduction
Raman spectroscopy relies on measuring the frequency and relative intensity of
inelastically scattered light due to the vibrational, rotational, and other low-frequency
modes of a sample. As such, the Raman spectrum provides a fingerprint of the
molecules present in a sample [1,2]. Raman spectroscopy has been broadly used
as one of the main diagnostic techniques in analytical chemistry and is developing
into an important method in biology and medicine as a real-time clinical diagnostic
tool for the identification of disease, and evaluation of living cells and tissue [1].
In addition, Raman spectroscopy is a promising method for the identification of
aerosolized biological and chemical threat agents.
The primary challenge associated with performing Raman spectroscopy is the
inefficiency of the Raman scattering process, which results in a signal ~100 dB weaker
than typical fluorescence [2]. Hence, spontaneous Raman measurements require
a long signal integration time and can be difficult to perform on individual cells
or particles in a solution or in the air which do not remain in the same position
long enough to acquire a Raman spectrum. One solution to this challenge is to
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deposit the particle or cell of interest on a substrate before the measurement [3].
However, this has clear limitations since the substrate can alter the Raman spectrum
of the particle, limit the ability to perform longitudinal studies of a particle in its
natural environment, or introduce a background Raman signal, making it difficult to
isolate the Raman spectrum from the particle of interest [4]. Moreover, dense particle
deposition introduces challenges when trying to obtain the Raman spectrum from a
single particle.
The combination of laser trapping with Raman spectroscopy (LTRS) circumvents
these issues by holding a particle or cell in place long enough for data acquisition.
Since optical trapping is possible in both solution and air, the potential influence
of inelastic scattering from the substrate is avoided [4]. Since the Raman spectrum
of a trapped particle can be measured in situ, studies on the temporal response of
a particle to environmental changes are possible [5]. In addition, particle trapping
using laser tweezers holds the particle near the high intensity portion of the beam,
simplifying the alignment by maximizing the Raman signal. Such a combined
method also enables the study of individual particles, providing information about
the heterogeneity of a population which can be difficult to extract from a Raman
measurement of a bulk sample [6]. Performing LTRS on relatively large biological
particles can even enable the measurement of the molecular content of different
regions of a cell [7].
While LTRS has been performed on a wide range of particle types, in this
review we will focus on its application to the characterization of biological particles.
Biological aerosol particles, or bioaerosols, have important implications for human
health, acting as airborne disease transmitters that contain microorganisms such
as bacteria, viruses, pollen, and fungi. Monitoring bioaerosols in locations such as
hospitals for the presence of airborne diseases, or public spaces for the detection of
aerosolized biological warfare agents are increasingly important problems. Aerosol
particles also have significant implications for climate change due to their role in the
scattering and absorption of solar radiation as well as in cloud condensation and the
formation of ice nuclei. Thorough characterization of the composition and density
of aerosol particles is therefore essential to the accuracy of climate change models.
Raman spectroscopy, particularly when combined with optical trapping, is uniquely
suited to the characterization of bioaerosols due to its combination of high specificity
with a modest cost and non-invasive nature.
LTRS is also emerging as a powerful tool in molecular biology due to its ability
to perform longitudinal studies on individual cells, spores, bacteria, and viruses in
their natural environments. Bioaerosols are a complex mixture containing numerous
biomolecules in various concentrations and forms. Previous single-particle optical
characterizations using fluorescence were only able to probe a limited range of
biological compounds, including proteins, amino acids (tyrosine, tryptophan etc.),
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nucleic acids (DNA, RNA etc.), coenzymes (nicotinamide adenine dinucleotides,
flavins, and vitamins B6 and K and variants of these), polysaccharides, dipicolinates,
and lipids. Raman spectroscopy, especially when long acquisition times are enabled
through LTRS, can characterize a much broader range of biomolecules and with
higher specificity compared to techniques that probe only fluorescent compounds.
Some cells or spores can grow, change, and reproduce in buffer liquid or in air, and
LTRS enables the study of these cells as they undergo these processes. For example,
as a cell grows, some biomolecules can decrease or vanish, while others increase or
can even be generated. Therefore, using Raman spectroscopy to detect and monitor
specific biomolecules within a cell as it responds to changes in its environment can
provide new insights into our fundamental understanding of cell growth. LTRS is
also emerging as an important tool in drug discovery due to its ability to monitor a
cells response, for example, to varying forms of chemotherapy [8].
In this paper, we provide a brief review of techniques that perform Raman
spectroscopy on individual optically trapped biological particles. We discuss many
of the promising applications of LTRS and attempt to highlight the unique features
of LTRS which make it such a powerful technique. This paper is organized as
follows: in Section 2, we present a discussion of the most common optical trapping
techniques used in LTRS; in Section 3 we discuss the development of LTRS as well
as several exemplary applications. In Section 4, we provide a brief overview and
discussion of future applications and research directions. We hope this review will
provide researchers entering the field with an introduction to the wide array of LTRS
applications as well as its key features.
2. Optical Trapping Techniques
Optical tweezers rely on the radiative pressure force which results from the
transfer of momentum from photons to a particle. In Figure 1a, we illustrate the
influence of the radiative pressure force on a particle in a collimated beam and in a
focused beam. The radiative pressure force is often divided into a scattering force and
a gradient force, although both result from the same transfer of momentum from the
incident photons [9,10]. The scattering force tends to push particles in the direction
of light propagation whereas the gradient force tends to pull the particle towards
the high intensity region. Ashkin’s original demonstration relied on the radiative
pressure acting on “relatively transparent particles in a relatively transparent media”
to avoid thermal effects which “are usually orders of magnitude larger than radiation
pressure” for strongly absorbing particles [11]. Absorbing particles are subject to
a photophoretic force which results when an absorbing particle is non-uniformly
heated and/or non-uniformly heat-emitting. As illustrated in Figure 1b, a strongly
absorbing particle is non-uniformly heated if it is illuminated from one side. When
the heat is transferred to the surrounding gas molecules, gas molecules on the
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warmer side of the particle will acquire more energy and subsequently collide with
the particle at higher velocity, imposing a net force pushing the particle toward its
cold side. This photophoretic force can be 4–5 orders of magnitude stronger than the
radiative pressure force [12] and is therefore the dominant force acting on strongly




Figure 1. (a) The radiative pressure force, which is the dominant force experienced by  
non-absorbing particles, results from the transfer of momentum from photons scattered by a 
particle. The radiative pressure force can be divided into a scattering force, which tends to 
push the particle along the direction of light propagation, and a gradient force, which tends 
to pull the particle toward the highest intensity region. The gradient force enables trapping 
in a focused laser beam; (b) The photophoretic force, which is the dominant force 
experienced by strongly absorbing particles, results from the transfer of heat to surrounding 
gas molecules from a non-uniformly heated and/or non-uniformly heat-emitting particle. 
2.1. Optical Trapping via the Radiative Pressure Force (Laser Tweezers) 
In 1970, Ashkin first demonstrated that optical radiation pressure could be used to trap glass beads in 
water using two counter propagating, focused beams [11]. A year later, he demonstrated levitation of 
glass spheres in air and in vacuum using a vertically oriented beam to compensate gravity [13], and in 
1976, Roosen et al. showed that the gradient force was strong enough to overcome gravity, enabling the 
trapping of solid glass spheres in two counter propagating horizontal beams [14]. The first single beam 
optical trap for an airborne particle (a 5 μm glass sphere) was demonstrated in 1997 by using an objective 
with a high numerical aperture (NA = 0.95) to provide a sufficiently strong gradient force [15]. Since 
these initial demonstrations the field of optical tweezers has experienced rapid growth and developed 
into an indispensable tool in the study and manipulation of micron sized particles [16]. 
Radiative pressure based optical trapping techniques can be divided into single or multiple beam 
configurations. Single beam traps are more easily aligned; however, a high NA is typically required to 
enable optical trapping. This constraint is particularly pronounced when trapping particles in air, since 
the high refractive index contrast between the particle and air results in a strong scattering force which 
tends to destabilize the trap [9,17]. Using two counter-propagating beams to cancel out the scattering 
force enables optical trapping of airborne particles with much lower NA (Figure 2); however the 
alignment in such systems can be very critical [9].  
Radiative pressure traps have been demonstrated with both continuous wave (CW) and pulsed lasers. 
Although the average power was found to be the primary factor dictating the efficacy of the optical trap [18], 
trapping using a pulsed laser may have advantages in potential non-linear optical applications. 
Figure 1. (a) The r diative pressure force, which is the i t f r experienced
by non-absorbing particles, results from the transfer of omentum from photons
scattered by a particle. The radiative pressure force can be divided into a scattering
force, which tends to push the particle along the direction of light propagation, and
a gradient force, which tends to pull the particle toward the highest intensity region.
The gradient force enables trapping in a focused laser beam; (b) The photophoretic
force, which is the dominant force experienced by strongly absorbing particles,
results from the transfer of heat to surrounding gas molecules from a non-uniformly
heated and/or non-uniformly heat-emitting particle.
2.1. Optical Trapping via the Radiative Pressure Force (Laser Tweezers)
In 1970, Ashkin first demonstrated that optical radiation pressure could be used
to trap glass beads in water using two counter propagating, focused beams [11]. A
year later, he demonstrated levitation of glass spheres in air and in vacuum using
a vertically oriented beam to compensate gravity [13], and in 1976, Roosen et al.
showed that the gradient force was str ng enough to overcome gravity, nabling the
trap ing of solid gl ss spheres in two counter propaga ing horizontal beams [14].
T e first single b am optical trap f r an airborne particle (a 5 µm glass sphere)
was demon ed in 1997 by using an objective with a high numerical perture
(NA = 0.95) to provid a sufficiently strong grad ent force [15]. Since these initial
emonstrations the field of o tical tweezer has experienced rapid growth and
developed into an indis ensable tool in the study and manipulation of micron sized
particles [16].
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Radiative pressure based optical trapping techniques can be divided into single
or multiple beam configurations. Single beam traps are more easily aligned; however,
a high NA is typically required to enable optical trapping. This constraint is
particularly pronounced when trapping particles in air, since the high refractive
index contrast between the particle and air results in a strong scattering force which
tends to destabilize the trap [9,17]. Using two counter-propagating beams to cancel
out the scattering force enables optical trapping of airborne particles with much
lower NA (Figure 2); however the alignment in such systems can be very critical [9].
Radiative pressure traps have been demonstrated with both continuous wave
(CW) and pulsed lasers. Although the average power was found to be the primary
factor dictating the efficacy of the optical trap [18], trapping using a pulsed laser may




Figure 2. A 4.7 μm diameter microsphere trapped inside a vacuum chamber by a  
counter-propagating dual-beam optical tweezer. The wavelength of the trapping beams is  
1064 nm; A weak green (532 nm) laser is used for illumination. Inset is a counter-propagating  
dual-beam optical trap in air based on radiative pressure forces. With kind permission from 
Springer Science and Business Media [9]. 
2.2. Optical Trapping via the Photophoretic Force 
The photophoretic force can provide a highly stable optical trap even for airborne particles. Optical 
levitation based on the photophoretic force was demonstrated as early as 1982 [12] and photophoretic 
trapping in a low-light optical vortex in 1996 [19]. In recent years, a number of additional techniques have 
been developed which utilize the photophoretic force to trap airborne particles. Unlike laser tweezers, 
optical traps based on the photophoretic force generally trap absorbing particles in a low-light intensity 
region where the particle is surrounded by light in 3-dimensions, as in the example shown in Figure 3 
where a particle is trapped between two counter-propagating vortex beams [20–22]. Additional methods 
to generate such a low-light intensity region include hollow cones formed by a ring illuminating the back 
aperture of a lens [23,24], a low-light region formed between two counter-propagating hollow beam [24], 
tapered rings [25], optical lattices [26], bottle beams [27], and even speckle fields [28]. Although absorbing 
particles were trapped in the low-light region in each of these demonstrations, there have also been a few 
recent demonstrations of optical trapping in the high-intensity portion of a single focused beam [29,30]. 
To explain the origin of this phenomena, researchers have cited the role of the accommodation coefficient, 
which describes the ability of a particle to transfer heat to the surrounding gas molecules [31–33]. The 
accommodation coefficient depends on the material and morphology of a particle. If the accommodation 
coefficient varies along the surface of a particle, a body-centric force can result even in a uniformly heated 
particle. Moreover, the accommodation force can at times be orders of magnitude stronger than the 
“longitudinal” photophoretic force (i.e., the force shown in Figure 1b) [32], and could explain anomalous 
observations such as a “negative” photophoretic force experienced by strongly absorbing particles [34,35].  
Figure 2. A 4.7 µm diameter microsphere trapped inside a vacuum chamber by a
counter-propagating dual-beam optical tweezer. The wavelength of the trapping
beams is 1064 nm; A weak green (532 nm) laser is used for illumination. Inset is
a counter-propagating dual-beam optical trap in air based on radiative pressure
forces. With kind permission from Springer Science and Business Media [9].
2.2. Optical Trapping via the Photophoretic Force
The photophoretic forc can provide a highly stable optical trap even for
airborne particles. Optical levitation based on the photophoretic force was
demonstrated as early as 1982 [12] and photophoretic trapping n a low-light
optical vortex in 1996 [19]. In recent years, a number of additional techniques
have been developed which utilize the photophoretic force to trap airborne particles.
Unlike laser tweezers, optical traps based on the photophoretic force generally trap
absorbing particles in a low-light intensity region where the particle is surrounded
by light in 3-dimensions, as in the example shown in Figure 3 where a particle
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is trapped between two counter-propagating vortex beams [20–22]. Additional
methods to generate such a low-light intensity region include hollow cones formed
by a ring illuminating the back aperture of a lens [23,24], a low-light region formed
between two counter-propagating hollow beam [24], tapered rings [25], optical
lattices [26], bottle beams [27], and even speckle fields [28]. Although absorbing
particles were trapped in the low-light region in each of these demonstrations, there
have also been a few recent demonstrations of optical trapping in the high-intensity
portion of a single focused beam [29,30]. To explain the origin of this phenomena,
researchers have cited the role of the accommodation coefficient, which describes
the ability of a particle to transfer heat to the surrounding gas molecules [31–33].
The accommodation coefficient depends on the material and morphology of a
particle. If the accommodation coefficient varies along the surface of a particle,
a body-centric force can result even in a uniformly heated particle. Moreover,
the accommodation force can at times be orders of magnitude stronger than the
“longitudinal” photophoretic force (i.e., the force shown in Figure 1b) [32], and
could explain anomalous observations such as a “negative” photophoretic force




Figure 3. An example of a photophoretic trap. The particle is trapped in the low intensity 
region between two counter-propagating Laguerre-Gaussian vortex beams [21] (Fair Use 
according to OSA). 
2.3. Alternate Trapping Modalities 
Holographic optical tweezers enables many particles to be trapped and manipulated simultaneously. 
It was first demonstrated using a fixed diffractive optical element [36–38]. However, the functionality 
of holographic optical tweezers was greatly enhanced by the development of spatial light modulators 
which enabled researchers to rapidly update the optical trapping pattern without the need to fabricate a 
new diffractive optical element [38,39]. This approach was also applied to trap aerosol droplets [40]. 
Recently, optical fibers have also been proposed as a mechanism to achieve optical trapping.  
For example, Jess et al. [41] showed that a particle could be trapped in the diverging beams between two 
multimode fibers directed toward each other, as shown in Figure 4. This method enabled the 
manipulation of larger cells (up to 100 μm in diameter) than can be trapped in most optical tweezers 
systems [41]. A separate microscope objective was then used to collect the Raman spectra of the trapped 
particles, providing a means to collect Raman spectra from different positions within a trapped cell. 
Analysis of the spatially varying Raman spectra within the cell were used to allow for the identification of 
the nucleus, cytoplasm, and membrane regions of the cell using a principal component analysis (PCA) [41]. 
The dual fiber trap was also extended to trap and record the Raman spectra from particles in microfludic 
flow channels, as shown in Figure 4. This illustrates the potential for LTRS to be used for the on-line 
characterization of particles in a microfluidic system. 
 
Figure 4. (a) A 100 µm polymer sphere is trapped between two fibers; (b) A HL60 cell is 
trapped in a microfluidic channel between two fibers. The particle is stopped in flow while 
the Raman spectrum is recorded and then released [41] (Fair Use according to OSA). 
Optical trapping has also been demonstrated using an individual multimode fiber. In this configuration 
a spatial light modulator controlled the wavefront of light coupled into the fiber to form a focal spot  
Figure 3. An example of a photophoretic trap. The particle is trapped in the
low intensity region between two counter-propagating Laguerre-Gaussian vortex
beams [21] (Fair Use according to OSA).
2.3. Alternate Trapping Modalities
Holographic optical tweezers enables many particles to be trapped and
manipulated simultaneously. It was first demonstrated using a fixed diffractive
optical element [36–38]. However, the functionality of holographic optical tweezers
was greatly enhanced by the development of spatial light modulators which enabled
researchers to rapidly update the optical trapping pattern without the need to
fabricate a n w diff ctive optic l element [38,39]. This a proach was also appli t
trap aerosol droplets [40].
Recently, optical fibers have also been proposed as a mechanism to achieve
optical trapping. For example, Jess et al. [41] showed that a particle could be trapped
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in the diverging beams between two multimode fibers directed toward each other,
as shown in Figure 4. This method enabled the manipulation of larger cells (up
to 100 µm in diameter) than can be trapped in most optical tweezers systems [41].
A separate microscope objective was then used to collect the Raman spectra of
the trapped particles, providing a means to collect Raman spectra from different
positions within a trapped cell. Analysis of the spatially varying Raman spectra
within the cell were used to allow for the identification of the nucleus, cytoplasm, and
membrane regions of the cell using a principal component analysis (PCA) [41]. The
dual fiber trap was also extended to trap and record the Raman spectra from particles
in microfludic flow channels, as shown in Figure 4. This illustrates the potential for
LTRS to be used for the on-line characterization of particles in a microfluidic system.
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a spatial light modulator controlled the wavefront of light coupled into the fiber to form a focal spot  
Figure 4. (a) A 100 µm polymer sphere is trapped between two fibers; (b) A HL60
cell is trapped in a microfluidic channel between two fibers. The particle is stopped
in flow while the Raman spectrum is recorded and then released [41] (Fair Use
according to OSA).
Optic l trappi g has also be n demonstrated using an indivi ual multimode
fiber. In this configuration a spatial light modulator controlled the wavefront of light
coupled into the fiber to form a focal spot (or several focal spots) at the distal end of
the fiber to enable optical trapping. In this way, the system resembled holographic
optical tweezers extended through a multimode fiber [42,43].
2.4. Trapping both Transparent and Absorbing Particles in Air Using a Single Shaped
Laser Beam
Due to the distinct nature of the radiative pressure and photophoretic forces,
most optical traps formed by a single laser beam are designed for either trapping
absorbing or transparent particles. However, many applications require the ability to
trap particles regardless of their morphology and absorptivity. Recently, a technique
was shown to enable the trapping of both absorbing and transparent particles using
a fixed optical geometry [44]. In this approach, a single shaped laser beam forms a
hollow optical cone in which absorbing particles are trapped in the low-light-intensity
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region above the focal spot via the photophoretic force while non-absorbing particles
are trapped at the high-intensity focal spot via the radiative pressure force. The
experimental trapping apparatus used to realize this optical trap is shown in Figure 5a
along with the calculated intensity profile near the focal spot (shown on a log-scale),
an image of the conical focal region, and an image of a Johnson smut grass spore
trapped in air [44]. This approach also reduces the scattering force near the focal spot,
thereby enabling radiative pressure based trapping of transparent particles with
lower NA (e.g., N ~ 0.55 for a particle with refractive index of 1.5) compared with
traditional laser tweezers which require NA ~ 0.9 [17,44,45]. This approach was first
used to trap droplets in air [45] and later shown to trap solid, transparent particles
such as glass beads and albumin in air, as well as absorptive particles such as fungal
spores [44]. Moreover, since particles of each type are trapped along the optical
axis, this method could be combined with a particle interrogation technique such as
Raman spectroscopy by imaging the optical axis to the entrance slit of a spectrometer.
The ability to trap airborne particles in a fixed optical geometry regardless of the
particle morphology or absorptivity could enable extensive on-line characterization
of bioaerosols.
Sensors 2015, 15 19027 
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Figure 5. (a) Schematic of the optical trapping apparatus used to trap both transparent and 
absorbing airborne particles of arbitrary morphology using a single shaped hollow laser 
beam. The aspheric lens forms a hollow conical focus within a glass chamber where airborne 
particles are trapped; (b) Calculated intensity profile near the focal spot plotted on a  
log-scale; (c) Image of the conical focal region produced inside the chamber obtained by 
introducing Johnson Smut Grass Spores and recording a long exposure time image;  
(d) Image of a spore trapped in air near the focal point [44] (Fair Use according to OSA). 
Figure 5. (a) Schematic of the optical trapping apparatus used to trap both
transparent and absorbing airborne particles of arbitrary morphology using a single
shaped hollow laser beam. The aspheric lens forms a hollow conical focus within a
glass chamber where airborne particles are trapped; (b) Calculated intensity p ofile
near the focal spot plotted on a log-scale; (c) Image of the conical focal region
produced inside the chamber obtained by introducing Johnson Smut Grass Spores
and recording a long exposure time image; (d) Image of a spore trapped in air near
the focal point [44] (Fai U e acc rding to OSA).
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In addition to the optical techniques discussed above, bioaerosols particles can
also be trapped using magnetic [46], electrodynamic [47], and acoustic forces [48].
However, in this article, we will limit our discussion to optical trapping techniques
and their integration with Raman spectroscopy.
3. Laser Trapping Raman Spectroscopy (LTRS)
3.1. Development of LTRS
Raman spectroscopy was first combined with optical trapping in a 1984
work in which the Raman spectra were measured from levitated glass spheres
and quartz microcystals in air [4]. Soon after, optical trapping was used to
obtain information about the molecular structure from single microdroplets [49,50].
Later, a near-infrared (NIR) laser source was shown to reduce the fluorescence
background and photo-damage effects on live cells, although it increased the
alignment complexity and the instrument cost [51,52]. The first study performed
on biological particles was not conducted until 2002 when LTRS was demonstrated
on single cellular organelles [53] as well as on living blood cells and yeast cells [54].
Soon afterwards, it was applied to obtain surface-enhanced Raman scattering (SERS)
from single optically trapped bacterial spores [55]. As an example, Figure 6 shows
the Raman spectra recorded from optically trapped yeast cells, illustrating the ability
of Raman spectroscopy to differentiate between live and dead yeast cells which are
essentially indistinguishable from the microscope image.
A 2003 study demonstrated the ability of LTRS to study the behavior of a
single cell over time as it responded to environmental changes [5]. In particular,
the response of single cells of Escerichia coli and Enterobacter aerogenes bacteria to
changes in temperature was studied. The study observed significant changes in the
phenylalanine band which was attributed to heat denaturation of proteins [5]. The
temporal dynamics of yeast cells exposed to changing temperatures were studied via
LTRS a year later [56]. Raman spectra of the trapped yeast cells showed irreversible
changes in two of the Raman lines (1004 and 1604 cm´1) as temperature increased
from 25 ˝C to 80 ˝C [56].
Although there are various optical arrangements used for LTRS, most of them
are composed of a few key components, as exemplified in one of the earliest LTRS
systems shown in Figure 7 [52]. The LTRS system consists of a laser source for
trapping and potentially a second laser source for Raman excitation; a microscope
to focus the trapping laser beam, image the trapped particle, and collect the Raman
signal; a spectrograph/spectrometer or monochromator; and a photoelectronic
detector (charge-coupled device (CCD), Image-intensified CCD (ICCD), electron
multiplying CCD (EMCCD), photomultiplier tube (PMT), or avalanche photodiode
(APD)) to record the Raman spectra. In order to minimize the elastic scattering
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from the trapping and exciting laser while maximizing the Raman signal, a notch
filter, long-pass filter, or dichromatic filter is usually required. Since laser tweezers
traps particles near the focal point of the objective lens, the particles are necessarily
aligned in the high intensity part of the beam, enabling efficient Raman excitation.
As a result, most LTRS systems use the trapping laser to also act as the Raman
excitation light source [51,52,57] although a second laser can provide additional
flexibility [49,53]. Although photophoretic trapping tends to confine the particle in
a low intensity region, Raman spectra have nonetheless been measured with a few
second integration time using a single beam to provide both the photophoretic trap
and Raman excitation [58].
Sensors 2015, 15 19028 
 
 
In addition to the optical techniques discussed above, bioaerosols particles can also be trapped using 
magnetic [46], electrodynamic [47], and acoustic forces [48]. However, in this article, we will limit our 
discussion to optical trapping techniques and their integration with Raman spectroscopy.  
3. Laser Trapping Raman Spectroscopy (LTRS)  
3.1. Development of LTRS 
Raman spectroscopy was first combined with optical trapping in a 1984 work in which the Raman 
spectra were measured from levitated glass spheres and quartz microcystals in air [4]. Soon after, optical 
trapping was used to obtain information about the molecular structure from single microdroplets [49,50]. 
Later, a near-infrared (NIR) laser source was shown to reduce the fluorescence background and  
photo-damage effects on live cells, although it increased the alignment complexity and the instrument 
cost [51,52]. The first study performed on biological particles was not conducted until 2002 when LTRS 
was demonstrated on single cellular organelle  [53] as well as on living blood cells and yeast cells [54]. 
Soon afterwards, it was applied to obtain surface-enhanced Raman scattering (SERS) from single 
optically trapped bacterial spores [55]. As an example, Figure 6 shows the Raman spectra recorded from 
optically trapped yeast cells, illustrating the ability of Raman spectroscopy to differentiate between live 
and dead yeast cells which are essentially indistinguishable from the microscope image.  
 
Figure 6. Raman spectra of trapped yeast cells revealing distinct spectra depending on 
whether the yeast cells are alive or dead [54] (Fair Use according to OSA). 
A 2003 study demonstrated the ability of LTRS to study the behavior of a single cell over time as it 
responded to environmental changes [5]. In particular, the response of single cells of Escerichia coli and 
Enterobacter aerogenes bacteria to changes in temperature was studied. The study observed significant 
changes in the phenylalanine band which was attributed to heat denaturation of proteins [5].  
The temporal dynamics of yeast cells exposed to changing temperatures were studied via LTRS a year  
later [56]. Raman spectra of the trapped yeast cells showed irreversible changes in two of the Raman 
lines (1004 and 1604 cm−1) as temperature increased from 25 °C to 80 °C [56].  
Figure 6. Raman spectra of trapped yeast cells revealing distinct spectra depending
on whether the yeast cells are alive or dead [54] (Fair Use according to OSA).
However, some trapping methods have relatively large fluctuations in the
particle trapping position (e.g., over a few 10 s of µm), which could reduce the
amount of Raman scattered light imaged onto the entrance slit of the spectrometer,
making a Raman measurement impractical even with very long integration times
(e.g., ~10 s). To overcome such a problem, researchers have introduced a position
sensitive detector to monitor the particle position and provide feedback to adjust
the l ser power in order to hold the particle in a fixed trapping location [58].
Other LTRS systems take advantage of advanced microscopy techniques such as
confocal, differential interference contrast, and phase contrast to provide additional
functionality or improve the signal to noise ratio of the Raman spectra. For example,
10
combining LTRS with a confocal microscope can efficiently reject out of focus light to
improve the Raman signal [3,57,59,60]. Recording phase contrast images in addition
to the Raman spectra has provided additional information about the refractility of
spores [61,62].
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Although there are various optical arrangements used for LTRS, most of them are composed of a few 
key components, as exemplified in one of the earliest LTRS systems shown in Figure 7 [52]. The LTRS 
system consists of a laser source for trapping and potentially a second laser source for Raman excitation; 
a microscope to focus the trapping laser beam, image the trapped particle, and collect the Raman signal; 
a spectrograph/spectrometer or monochromator; and a photoelectronic detector (charge-coupled device 
(CCD), image-intensified CCD (ICCD), electron multiplying CCD (EMCCD), photomultiplier tube 
(PMT), or avalanche photodiode (APD)) to record the Raman spectra. In order to minimize the elastic 
scattering from the trapping and exciting laser while maximizing the Raman signal, a notch filter,  
long-pass filter, or dichromatic filter is usually required. Since laser tweezers traps particles near the 
focal point of the objective lens, the particles are necessarily aligned in the high intensity part of the 
beam, enabling efficient Raman excitation. As a result, most LTRS systems use the trapping laser to also 
act as the Raman excitation light source [51,52,57] although a second laser can provide additional 
flexibility [49,53]. Although photophoretic trapping tends to confine the particle in a low intensity 
region, Raman spectra hav  nonetheless been measured with a few second integration time using a single 
beam to provide both the photophoretic trap and Raman excitation [58].  
 
Figure 7. One of the earliest typical LTRS experimental schematics for (a) the near-infrared 
Raman trapping system; and (b) the optical arrangement for the sample cell [52] (With 
permission from ACS publications). 
However, some trapping methods have relatively large fluctuations in the particle trapping position 
(e.g., over a few 10 s of µm), which could reduce the amount of Raman scattered light imaged onto the 
entrance slit of the spectrometer, making a Raman measurement impractical even with very long 
integration times (e.g., ~10 s). To overcome such a problem, researchers have introduced a position 
sensitive detector to monitor the particle position and provide feedback to adjust the laser power in order 
to hold the particle in a fixed trapping location [58]. Other LTRS systems take advantage of advanced 
microscopy techniques such as confocal, differential interference contrast, and phase contrast to provide 
additional functionality or improve the signal to noise ratio of the Raman spectra. For example, 
combining LTRS with a confocal microscope can efficiently reject out of focus light to improve the 
Raman signal [3,57,59,60]. Recording phase contrast images in addition to the Raman spectra has 
provided additional information about the refractility of spores [61,62]. 
Since multiple particles can be trapped and manipulated simultaneously (e.g., by a holographic or 
diffractive optical pattern), the combination with LTRS enables longitudinal studies of the interaction 
between multiple bioaerosols. It also enables studies of the heterogeneous response of different 
Figure 7. One of the earliest typical LTRS experimental schematics for (a) the
near-infrared Raman trapping system; and (b) the optical arrangement for the
sample cell [52] (With permission from ACS publications).
Since multiple particles can be trapped and manipulated simultaneously
(e.g., by a holographic or diffractive optical pattern), the combination with LTRS
enables longitudinal studies of the interaction between multiple bioaerosols. It also
enables studies of the heterogeneous response of different individual particles to a
stimuli [57,63,64]. Figure 8a presents a typical schematic of a multifoci-scan confocal
Raman imaging system, which relies on a set of galvo-mirrors to rapidly steer the
beam in order to generate 40 focal spots under the microscope, each of which is
used to trap an individual b cteria spore. The Raman spec of each of these spores
can then be recorded in parall l on an imaging spectrometer by usi g a third galvo
to direct the Raman signal from different particles to different positions along the
entrance slit of the spectrometer [57].
3.2. LTRS Studies on Blood Cells
Red blood cells have been frequently studied by LTRS. An early study on the
effects of photodamage on trapped red blood cells found that a blood cell trapped
with ~2 mW continued to show the same characteristic Raman spectrum for 30 min,
whereas a cell trapped with ~20 mW showed a dramatic change in the Raman
spectrum after ~15 min, indicating the onset of photodamage [54].
11
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individual particles to a stimuli [57,63,64]. Figure 8a presents a typical schematic of a multifoci-scan 
confocal Raman imaging system, which relies on a set of galvo-mirrors to rapidly steer the beam in order 
to generate 40 focal spots under the microscope, each of which is used to trap an individual bacteria 
spore. The Raman spectra of each of these spores can then be recorded in parallel on an imaging 
spectrometer by using a third galvo to direct the Raman signal from different particles to different 
positions along the entrance slit of the spectrometer [57].  
 
Figure 8. (a) Schematic of a multifoci-scan confocal Raman imaging system; (b) Lateral; 
and (c) axial intensity profiles of the Raman band at 1001 cm−1 of a 100 nm diameter 
polystyrene bead [57] (With permission from AIP Publishing LLC). 
3.2. LTRS Studies on Blood Cells 
Red blood cells have been frequently studied by LTRS. An early study on the effects of photodamage 
on trapped red blood cells found that a blood cell trapped with ~2 mW continued to show the same 
characteristic Raman spectrum for 30 min, whereas a cell trapped with ~20 mW showed a dramatic 
change in the Raman spectrum after ~15 min, indicating the onset of photodamage [54].  
LTRS was used to study the effect of mechanical strain on oxygenation in red blood cells [65]. In this 
study, the optical tweezers were used to apply a force, stretching a red blood cell, while the Raman 
spectrum was used to provide a measure of the oxygenation in the cell. The cell was stretched using two 
optical traps while a third beam was used to provide Raman excitation. Microscope images of the trapped 
cell before and after mechanical stretching are shown in Figure 9. This study was the first direct 
measurement of the relationship between optical force and oxygenation, highlighting the unique 
capabilities of an LTRS system to hold and manipulate a biological particle while simultaneously 
characterizing its chemical composition. 
Figure 8. (a) Schematic of a multifoci-scan confocal Raman imaging system;
(b) Lateral; and (c) axial intensity profiles of the Raman band at 1001 cm´1 of a
100 nm diameter polystyrene bead [57] (With permission from AIP Publishing LLC).
LTRS was used to study the effect of mechanical strain on oxygenation in red
blood cells [65]. In this study, the optical tweezers were used to apply a force,
stretching a red blood cell, while the Raman spectrum was used to provide a measure
of the oxygenation in th cell. The c ll was stretched using two optical traps while a
third beam was used to provide Raman excitation. Microscope images of the trapped
cell before and after mechanical stretching are shown in Figure 9. This study was the
first direct measurement of the relationship between optical force and oxygenation,
highlighting the unique capabilities of an LTRS system to hold and manipulate a
biological particle whil simultaneously characterizing its chemical composition.
LTRS has also been used to study blood diseases such as thalassemia [66]. The
LTRS study confirmed predictions of reduced oxygenation in thalassemic blood cells
and identified differences in the Raman spectra of normal and thalassemic blood cells.
In addition, the optical trapping apparatus was used to stretch the blood cells in order
to measure the mechanical properties, confirmi g pred ctions of increased rigidity in
thalassemic blood cells. This highlights the ability of LTRS to study both the chemical
and mechanical properties of biological particles in a single experimental setup. LTRS
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also has potential as a diagnostic tool, and has been shown to differentiate between




Figure 9. (a) A red blood cell is stretched using optical tweezers while the Raman spectra is 
monitored to gauge the cell oxygenation level; (b) The Raman spectra of the stretched (bottom 
curve) and un-stretched (top curve) blood cell. The shaded regions highlight Raman bands 
which were most affected by mechanical stretching [65] (With permission from Elsevier). 
LTRS has also been used to study blood diseases such as thalassemia [66]. The LTRS study confirmed 
predictions of reduced oxygenation in thalassemic blood cells and identified differences in the Raman 
spectra of normal and thalassemic blood cells. In addition, the optical trapping apparatus was used to 
stretch the blood cells in order to measure the mechanical properties, confirming predictions of increased 
rigidity in thalassemic blood cells. This highlights the ability of LTRS to study both the chemical and 
mechanical properties of biological particles in a single experimental setup. LTRS also has potential as 
a diagnostic tool, and has been shown to differentiate between normal and malaria infected red blood 
cells [67]. 
The effects of oxidative stress were studied on red blood cells using LTRS by Zachariah et al. [68]. 
The Raman spectra of 10 normal blood cells and 10 cells exposed to oxidative stress were recorded. 
Although the Raman spectra exhibited significant cell to cell variation, a PCA of the spectra enabled 
discrimination between the normal and stressed cells, as shown in Figure 10. 
A 2014 study investigated the effect of Ag nanoparticles on red blood cells [69]. Ag nanoparticles 
have potential anti-microbial applications and are also frequently used in producing surface-enhanced 
Raman scattering, but their effect in a biological context is not fully understood. Using LTRS, the Raman 
spectra of trapped red blood cells were measured after exposure to varying concentrations of Ag 
nanoparticles. As shown in Figure 11, sufficiently high concentrations of Ag nanoparticles altered the 
relative intensity of the Raman lines at 1211 and 1224 cm−1, corresponding to a change in the methine 
C-H deformation region of the cell (among other changes) [69]. Monitoring the Raman spectra of 
exposed blood cells showed that the Ag nanoparticles produce irreversible changes through a 
transformation from an oxygenated to a de-oxygenated state. By providing information about the 
temporal evolution of the chemical structure of the blood cells, LTRS provided insights into the 
cell/nanoparticle interaction process [69]. 
Figure 9. (a) A red blood cell is stretched using optical tweezers while the Raman
spectra is monitored to gauge the cell oxygenation level; (b) The Raman spectra
of the stretched (bottom curve) and un-stretched (top curve) blood cell. The
shaded regions highlight Raman bands which were most affected by mechanical
stretching [65] (With permission from Elsevier).
The effects of oxidative stress were studied on red blood cells using LTRS by
Zachariah et al. [68]. The Raman spectra of 10 normal blood cells and 10 cells exposed
to oxidative stress were recorde . Although the Raman spectra exhibited significant
cell t cell variati n, a PCA of the spectra e abled disc imination between the normal
a d stre d ells, as shown in Figure 10.
A 2014 study investigated the effect of Ag nanoparticles on red blood cells [69].
Ag nanoparticles have potential anti-microbial applications and are also frequently
used in producing surface-enhanced Raman scattering, but their effect in a biological
context is not fully understood. Using LTRS, the Raman spectra of trapped red blood
cells were measured after exposure to varying concentrations of Ag nanoparticles.
As shown in Figure 11, sufficiently high concentrations of Ag nanoparticles altered
the relative intensity of the Raman lines at 1211 and 1224 cm´1, corresponding
to a change in the methine C-H deformation region of the cell (among other
changes) [69]. Monitoring the Raman spectra of exposed blood cells showed that
the Ag nanoparticles produce irreversibl chang s through a transf rmation from an
oxygenated to a de-oxyge ted state. By prov ding information about the temporal
evolution of the chemi al structure of th blood cells, LTRS provided insights into
the cell/nanoparticle interaction process [69].
LTRS has also been performed in vivo on red blood cells within the microvessel
of a mouse ear [6]. This enabled researchers to measure the relative oxygenation
and pH of blood cells in the arterioles and venules. They also compared the Raman
spectra of cells measured in vivo with cells measured in vitro in physiological saline,
identifying key differences and highlighting the importance of in vivo studies. In
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addition LTRS enabled a non-destructive measurement without requiring blood




Figure 10. (a) Raman spectra from 10 normal cells and 10 cells exposed to oxidative stress. 
The variations between each spectra illustrate the cell-to-cell variation. Nonetheless, despite 
broadly similar Raman spectra; a PCA shown in (b) clearly differentiates between the 
stressed and unstressed cells [68] (With permission from Elsevier). 
 
Figure 11. (a) LTRS analysis of red blood cells exposed to Ag nanoparticles revealed a 
change in the relative intensity of the 1211 and 1224 cm−1 lines, indicating a change in the 
methane C-H deformation region of the cell; (b) A PCA provided further insight into the 
temporal evolution of blood cells exposed to Ag nanoparticles [69] (Reprinted under the 
Creative Commons Attribution License). 
LTRS has also been performed in vivo on red blood cells within the microvessel of a mouse ear [6]. 
This enabled researchers to measure the relative oxygenation and pH of blood cells in the arterioles and 
venules. They also compared the Raman spectra of cells measured in vivo with cells measured in vitro in 
physiological saline, identifying key differences and highlighting the importance of in vivo studies. In 
addition LTRS enabled a non-destructive measurement without requiring blood extraction [6].  
3.3. LTRS Studies of Yeast Cells 
Yeast cells have also been investigated by several groups using LTRS since a 2002 study revealed 
differences in the Raman spectra of live and dead trapped yeast cells [54]. Later, a detailed study showed 
the response of a trapped yeast cell (Pichia pastoris) to oxidative stress over time [70]. This result 
indicated that Raman lines (e.g., 1651 cm−1 and 1266 cm−1) associated with C=C stretching and =CH 
deformation are reduced under exposure to oxidative stress, whereas lines associated with the twisting 
and bending modes of CH2 remained relatively unaffected. The temporal dependence of varying Raman 
Figure 10. (a) Raman spectra from 10 normal cells and 10 cells exposed to oxidative
stress. The variations between each spectra illustrate the cell-to-cell variation.
Nonetheless, despite broadly simila Raman spectra; a PCA shown in (b) clearly
differentiates between the stressed and unstressed cells [68] (With permission
from Elsevier).
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The variations between each spectra illustrate the cell-to-cell variation. Nonetheless, despite 
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LTRS has also been performed in vivo on red blood cells ithin the icrovessel of a ouse ear [6]. 
This enabled researchers to measure the relative oxygenation and pH of blood cells in the arterioles and 
venules. They also compared the Raman spectra of cells measured in vivo with cells measured in vitro in 
physiological saline, identifying key differences and highlighting the importance of in vivo studies. In 
addition LTRS enabled a non-destructive measurement without requiring blood extraction [6].  
3.3. LTRS Studies of Yeast Cells 
Yeast cells have also been investigated by several groups using LTRS since a 2002 study revealed 
differences in the Raman spectra of live and dead trapped yeast cells [54]. Later, a detailed study showed 
the response of a trapped yeast cell (Pichia pastoris) to oxidative stress over time [70]. This result 
indicated that Raman lines (e.g., 1651 cm−1 and 1266 cm−1) associated with C=C stretching and =CH 
deformation are reduced under exposure to oxidative stress, whereas lines associated with the twisting 
and bending modes of CH2 remained relatively unaffected. The temporal dependence of varying Raman 
Figure 11. (a) LTRS analysis of red blood cells exposed to Ag nanoparticles
revealed a change in the relative intensity of the 1211 and 1224 cm´1 lines,
indicating a change in the methane C-H deformation region of the cell; (b) A PCA
provided fur her insi ht i to the t mporal evolution of blo d cells expos d to A
nanoparticles [69] (Reprinted under the Creative Commons Attribution License).
3.3. LTRS Studies of Yeast Cells
Yeast cells have also been investigated by several groups using LTRS since a
2002 study revealed differences in the Raman spectra of live and dead trapped yeast
cells [54]. Later, a detailed study showed the response of a trapped yeast cell (Pichia
14
pastoris) to oxidative stress over time [70]. This result indicated that Raman lines (e.g.,
1651 cm´1 and 1266 cm´1) associated with C=C stretching and =CH deformation
are reduced under exposure to oxidative stress, whereas lines associated with the
twisting and bending modes of CH2 remained relatively unaffected. The temporal
dependence of varying Raman lines to oxidative stress are shown in Figure 12. The
ability of ascorbic acid to mitigate the effects of oxidative stress was also investigated,
illustrating the potential of LTRS to evaluate potential therapeutics [70].
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lines to oxidative stress are shown in Figure 12. The ability of ascorbic acid to mitigate the effects of 
oxidative stress was also investigated, illustrating the potential of LTRS to evaluate potential 
therapeutics [70].  
 
Figure 12. (a) The temporal response of yeast cells to oxidative stress is characterized via 
LTRS; (b) Raman lines associated with varying chemical bonds within the yeast cell are 
monitored over time. While the bonds associated with the Raman line at 1651 cm−1 and 1441 
cm−1 are diminished, the bonds associated with the line at 1300 cm−1 (among others) are 
unaffected [70] (With permission of John Wiley & Sons). 
3.4. LTRS Studies on Biological and Bacterial Spores 
LTRS has been used to study the germination process in Bacillus spores by monitoring the time 
varying calcium dipicolinate biomarker in the Raman spectra [71]. Monitoring numerous individual cells 
provided information about the variation in the time to germination of individual spores. In addition, the 
studies of individual cells revealed that the calcium dipicolinate biomarkers were rapidly released in 
individual spores, albeit at different times for different spores, whereas Raman measurements averaged 
over a population of spores showed only a smooth decay in the presence of the biomarker [71]. A later 
study by the same group combined LTRS with measurements of the elastic scattering properties of a 
Bacillus spore during germination to provide additional information about changes in the morphology 
and refractive index of the spore [61]. As shown in Figure 13, they were able to correlate changes in the 
elastic scattering of a spore with internal chemical changes monitored via the Raman spectra.  
Figure 12. (a) The temporal response of yeast cells to oxidative stress is
characterized via LTRS; (b) Raman lines associated with varying chemical bonds
within the yeast cell are monitored over time. While the bonds associated with the
Raman line at 1651 cm´1 and 1441 cm´1 are diminished, the bonds associated with
the line at 1300 cm´1 (among others) are unaffected [70] (With permission of John
Wiley & Sons).
3.4. LTRS Studies on Biological and Bacterial Spores
LTRS has been used to study the germination process in Bacillus spores
by monitoring the time varying calcium dipicolinate biomarker in the Raman
spectra [71]. Monitoring numerous individual cells provided information about
the variation in the time to germination of individual spores. In addition, the studies
of individual cells revealed that the calcium dipicolinate biomarkers were rapidly
released i individual spores, albeit at diff rent times for different spores, whereas
Raman measurements av raged over a pop latio of spores showed only a smooth
decay in the pr sence f he biomarker [71]. A later study by th sam group
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combined LTRS with measurements of the elastic scattering properties of a Bacillus
spore during germination to provide additional information about changes in the
morphology and refractive index of the spore [61]. As shown in Figure 13, they were
able to correlate changes in the elastic scattering of a spore with internal chemical
changes monitored via the Raman spectra.
A later study combined LTRS with phase contrast microscopy, providing the first
clear demonstration of the correlation between the release of calcium dipicolinate and
a change in refractility from bright to dark in the phase contrast images. They found
that 70% of the decrease in the intensity of the phase contrast image coincided with
the decrease in the calcium dipicolinate Raman line [62]. Additional studies have
been performed on the development of Geobacillus stearothermophilus spores exposed
to varying germinants [72]. LTRS has also been combined with measurements of
changes in the speckle pattern formed by light scattered off a trapped cell [59] in a
study which compared the dynamics of E. coli cells lysed from outside by an egg
white lysozyme and from within by a temperature induced bacteriophage. The
time varying Raman spectra revealed that the cell underwent significantly different
responses in the cases considered. In addition, since the speckle pattern depends
sensitively on the morphology of the cell, this provided additional information
regarding the release of intracellular materials (e.g., proteins and ribosomes) which
disrupted the cell wall.
LTRS has also been used for the identification of bacterial spores in an aqueous
environment with a mixture of additional particles [73]. Specifically, the LTRS system
was able to identify Bacillus cereus spores in a mixed solution of similarly sized
polystyrene and silica particles, despite indistinguishable microscope images, as
shown in Figure 14. The LTRS-based identification system was validated by sampling
100 particles and found to correctly identify the fraction of each particle type in the
mixture. This demonstrated the potential for such an LTRS system as a particle
analyzer, possibly in a flow cytometry environment [73]. The LTRS system has the
potential for much higher speed particle identification than methods based on cell
cultures, and far superior specificity compared with fluorescence based particle
identification schemes.
16




Figure 13. The Raman line (a) associated with the calcium dipicolinate biomarker is 
monitored during the spore germination process along with the intensity of elastic scattered 
light; (b) for varying particles. The individual particles show different germination times, 
indicated by the rapid decrease in the Raman scattering line at 1017 cm−1 (a); but the 
germination process is consistently correlated with an increase in the elastic scattering of the 
cell (b) [61]. (With permission from ACS publications). 
A later study combined LTRS with phase contrast microscopy, providing the first clear demonstration 
of the correlation between the release of calcium dipicolinate and a change in refractility from bright to 
dark in the phase contrast images. They found that 70% of the decrease in the intensity of the phase 
contrast image coincided with the decrease in the calcium dipicolinate Raman line [62]. Additional 
studies have been performed on the development of Geobacillus stearothermophilus spores exposed to 
varying germinants [72]. LTRS has also been combined with measurements of changes in the speckle 
pattern formed by light scattered off a trapped cell [59] in a study which compared the dynamics of E. coli 
cells lysed from outside by an egg white lysozyme and from within by a temperature induced 
bacteriophage. The time varying Raman spectra revealed that the cell underwent significantly different 
responses in the cases considered. In addition, since the speckle pattern depends sensitively on the 
morphology of the cell, this provided additional information regarding the release of intracellular materials 
(e.g., proteins and ribosomes) which disrupted the cell wall. 
LTRS has also been used for the identification of bacterial spores in an aqueous environment with a 
mixture of additional particles [73]. Specifically, the LTRS system was able to identify Bacillus cereus 
spores in a mixed solution of similarly sized polystyrene and silica particles, despite indistinguishable 
microscope images, as shown in Figure 14. The LTRS-based identification system was validated by 
sampling 100 particles and found to correctly identify the fraction of each particle type in the mixture. 
This demonstrated the potential for such an LTRS system as a particle analyzer, possibly in a flow 
cytometry environment [73]. The LTRS system has the potential for much higher speed particle 
Figure 13. The Raman line (a) associated with the calcium dipicolinate biomarker is
monitored during the spore germination process along with the intensity of elastic
scattered light; (b) for varying particles. The individual particles show diff rent
germination times, indicated by the rapid decrease in the Raman scattering line at
1017 cm´1 (a); but the germination process is consistently correlated with an increase
in the elastic scattering of the cell (b) [61]. (With permission from ACS publications).
3.5. LTRS Used for Drug Discovery and Evaluation
LTRS also has tremendous potential as a tool in the evaluation and
understanding of pharmaceuticals. A 2010 study used LTRS to evaluate the response
of leukemic T lymphocytes exposed to the chemotherapy drug doxorubic n [8].
Raman spectra were recorded over 72 h after exposure to varying doses of the
chemotherapy drug. Raman signatures indicative of changes in vesicle formation,
cell membrane blebbing, chromatin condensation, and the cytoplasm of dead cells
were observed during varying stages of apoptosis induced by the drug. Due to the
heterogeneity in the cellular response, the individual Raman sp ctrum (s own in
Figure 15) is difficult to interpret. However, a PCA was able to clarify the response
of cells exposed to varying drug doses. This analysis revealed three distinct stages
of apoptosis and the time required for the cell to progress through these stages
depended on the drug dose. The ability of LTRS to study individual cells also
revealed that certain cells did not respond to t e drug and remai e in the control
17
group for the duration of the study, indicating that some cells either have a very slow
response or exhibit a drug-resistant phenotype. This indicates a potential application
of LTRS to rapidly determine if an individual patient will respond to a specific drug
treatment. While this initial study recorded the Raman spectrum from a localized
position within a cell [8], a follow-up study analyzed the Raman spectrum from the
entire cell, further elucidating the cellular response to the drug [74].
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Figure 14. Raman spectra and microscope images of trapped particles of either  
(a,b) Bacillus cereus spores; (c,d) polystyrene microspheres; (e,f) glass microspheres.  
The LTRS system used the unique Raman spectra to rapidly identify the particle type [73] 
(With permission from ACS publications). 
3.5. LTRS Used for Drug Discovery and Evaluation 
LTRS also has tremendous potential as a tool in the evaluation and understanding of pharmaceuticals. 
A 2010 study used LTRS to evaluate the response of leukemic T lymphocytes exposed to the 
chemotherapy drug doxorubicin [8]. Raman spectra were recorded over 72 h after exposure to varying 
doses of the chemotherapy drug. Raman signatures indicative of changes in vesicle formation, cell 
membrane blebbing, chromatin condensation, and the cytoplasm of dead cells were observed during 
varying stages of apoptosis induced by the drug. Due to the heterogeneity in the cellular response, the 
individual Raman spectrum (shown in Figure 15) is difficult to interpret. However, a PCA was able to 
clarify the response of cells exposed to varying drug doses. This analysis revealed three distinct stages 
of apoptosis and the time required for the cell to progress through these stages depended on the drug 
dose. The ability of LTRS to study individual cells also revealed that certain cells did not respond to the 
drug and remained in the control group for the duration of the study, indicating that some cells either 
have a very slow response or exhibit a drug-resistant phenotype. This indicates a potential application 
of LTRS to rapidly determine if an individual patient will respond to a specific drug treatment. While 
this initial study recorded the Raman spectrum from a localized position within a cell [8], a follow-up 
study analyzed the Raman spectrum from the entire cell, further elucidating the cellular response to the 
drug [74]. 
In addition to characterizing the interaction between cancer cells and potential treatments, LTRS also 
has potential applications in the identification of cancer cells, as demonstrated in a study on using LTRS 
to identify epithelial cancer cells [75]. In this study, LTRS was performed on surgically removed human 
Figure 14. Raman spectra and microscope images of trapped particles of either
(a,b) Bacillus cereus spores; (c,d) polystyrene microspheres; (e,f) glass microspheres.
The LTRS system used the unique Raman spectra to ra idly identify the particle
type [73] (With permission from ACS publications).
In addition to characterizing the interaction between cancer cells and potential
treatments, LTRS also has potential applications in the identification of cancer cells, as
demonstrated in a study on using LTRS to identify epithelial cancer cells [75]. In this
study, LTRS was performed on surgically removed human colorectal tissue revealing
consistent ifferences in the R man spectra of cancerous and on-cancerous cells
through PCA.
18
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colorectal tissue revealing consistent differences in the Raman spectra of cancerous and non-cancerous 
cells through PCA.  
 
Figure 15. (a) Raman spectra recorded from leukemic T lymphocytes exposed to varying 
doses of a chemotherapy drug over time; (b) Principal component analysis revealed three 
stages in the apoptosis process induced by the drug [8] (Fair Use according to OSA). 
3.6. LTRS Studies on Airborne Bioaerosols 
There is a high demand for real-time, in-situ detection and characterization of airborne bioaerosols 
based on single particle Raman spectroscopy. Raman spectroscopy has been shown to be able to 
discriminate between various microbes and bioaerosols; however, these measurements relied on first 
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Figure 15. (a) Raman spectra recorded from leukemic T lymphocytes exposed to
varying doses of a chemotherapy drug over time; (b) Principal component analysis
revealed three stages in the apoptosis process induced by the drug [8] (Fair Use
according to OSA).
3.6. LTRS Studies on Airborne Bioaerosols
There is a high demand for real-time, in-situ detection and characterization
of airborne bioaerosols based on single particle Raman spectroscopy. Raman
sp ctroscopy has been hown to be able to discriminate between various microbes
and bioaerosols; however, these measurements relied on first collecting the samples
on a substrate and the Raman measurements were only performed after collection,
limiting the characterization system response time and throughput [76–79]. LTRS
has the potential to provide more efficient bioaerosol characterization, without the
n ed for collection on a substrate, which could also interfere with the Raman spectra.
However, optical trapping of a micro-particle in air is more challenging than in liquid
because of the drag force in air and the larger optical scattering force due to the
high refractive index contrast in air [9,24,44]. As a result, there have only been a
few studies on airborne bioaerosol particles based on LTRS techniques, although
there has been significant progress performing LTRS on airborne droplets which take
advantage of the unique optical properties and morphology of airborne droplets.
For example, several studies have investigated the effect of morphology-dependent
microdroplet resonances on the Raman spectra, as well as studies on phase and size
transitions, liquid-gas interactions, thermodyna ic behavior, and the kinetics of
mass transfer in airborne droplets [40,76–86].
Recently, photophoretic trapping was combined with Raman spectroscopy
for the characterization and identification of absorbing bioaerosols, as shown in
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Figure 16. A 2012 study first presented this technique by measuring the Raman
spectra of individual trapped carbon nanotube particles [58]. The Raman spectra of
individual airborne carbon nanoclusters have also been measured in a single beam
photophoretic trap [87]. A later study reported measurements of Raman spectra
from individual bioaerosol particles (pollen particles and fungal spores) held in a
photophoretic trap [23]. In these studies the trapping laser also provided the Raman
excitation and the distinct Raman spectra could be used for particle discrimination
and identification. The photophoretic trap was integrated with an aerosol delivery
nozzle to enable efficient particle trapping for potential applications as an on-line
aerosol characterization instrument [23,24]. Moreover, such photophoretic traps have
been shown to work for a wide range of aerosol types, including biological molecules,
proteins, fungal spores, and allergens [34].
Sensors 2015, 15 19037 
 
 
particle discrimination and identification. The photophoretic trap was integrated with an aerosol delivery 
nozzle to enable efficient particle trapping for potential applications as an on-line aerosol 
characterization instrument [23,24]. Moreover, such photophoretic traps have been shown to work for a 
wide range of aerosol types, including biological molecules, proteins, fungal spores, and allergens [34]. 
 
Figure 16. (a) LTRS studies on absorbing bioaerosols rely on a photophoretic trap to hold a 
particle in the low intensity region formed between two counter-propagating hollow beams;  
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this technique [60,73,74,88,89]. The Raman spectrum is sufficiently sensitive to identify changes in an 
optically trapped stem cell due to the introduced stress of an attached nanoparticle [89]. In a work by  
Tong et al. [88], particles containing salbutamol, which is the active ingredient in inhalers used by 
asthmatics, were trapped in air within a high humidity environment to mimic the environment the particle 
experiences travelling from the inhaler to the lung. Raman spectroscopy was then applied to monitor the 
molecular changes in the particles as they interacted with the high humidity air while remaining optically 
trapped. Studies such as this enable a much richer understanding of the delivery of aerosolized 
pharmaceutical products.  
3.7. LTRS in Microfluidics and in Air for Continuously Sampling Bioaerosol Particles 
The LTRS techniques we discussed above were primarily applied to study the physical, chemical, or 
biological properties from one, or a few representative bioaerosol particles, spores, or cells.  These single 
particle studies relied on capturing and trapping individual particles from thousands of potential particles, 
either by passively waiting for a particle to enter the optical trap, or by actively selecting the particle. 
However, the ability to continuously trap, characterize, and release individual particles for on-line  
Raman-based particle identification or for longitudinal studies on a series of successively arriving particles 
with different properties could further increase the application space for LTRS, particularly if such a system 
could continuously sample individual particles from a particle stream (e.g., airborne particles from the 
atmosphere or particles in a liquid reservoir from a patient) over long periods of time [24].  
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Figure 16. (a) LTRS studies on absorbing bioaerosols rely on a photophoretic trap to
hold a particle in the low intensity region formed between two counter-propagating
hollo beams; (b) Photograph of an experimental photophoretic LTRS system in
which an aerosol delivery nozzle introduces particles into the photophoretic trap
for on-line particle characterization [23]. (With permission from Elsevier).
LTRS has also been applied to clinical and medical research, further illustrating
the potential impact of this technique [60,73,74,88,89]. The Raman spectrum is
sufficiently sensitive to identify changes in an optically trapped stem cell due to
the introduced stress of an ttached nanoparticle [89]. I a work by Tong et al. [88],
particles containing salbutamol, which is the active ingredient in inhalers used by
asthmatics, were trapped in air within a high humidity environment to mimic the
environment the particle experiences travelling from the inhaler to the lung. Raman
spectroscopy was then applied to monitor the molecular changes in the particles
s they interacted with the hig h midity air while remaining optically trapped.
Studies such as this enable a much richer understanding of the delivery of aerosolized
pharmaceutical products.
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3.7. LTRS in Microfluidics and in Air for Continuously Sampling Bioaerosol Particles
The LTRS techniques we discussed above were primarily applied to study
the physical, chemical, or biological properties from one, or a few representative
bioaerosol particles, spores, or cells. These single particle studies relied on capturing
and trapping individual particles from thousands of potential particles, either by
passively waiting for a particle to enter the optical trap, or by actively selecting
the particle. However, the ability to continuously trap, characterize, and release
individual particles for on-line Raman-based particle identification or for longitudinal
studies on a series of successively arriving particles with different properties could
further increase the application space for LTRS, particularly if such a system could
continuously sample individual particles from a particle stream (e.g., airborne
particles from the atmosphere or particles in a liquid reservoir from a patient) over
long periods of time [24].
There are two key requirements for such a system: (1) focusing and concentrating
the particle stream into a small interrogation volume (e.g., 20 ˆ 20 ˆ 20 µm3) through
which particles pass sufficiently slowly to be trapped and sampled one at a time;
(2) the optical trap needs to be strong enough to capture and hold individual particles
from the stream with different optical properties and morphologies. Toward these
goals, a method was recently developed to deliver individual particles into the
trapping volume based on counter-directional air flow which aerodynamically
focused particles into the trapping position with minimal particle loss [24]. A
second study showed that a single optical trapping technique could be used for
both transparent and absorbing particles regardless of their morphologies [44].
Nevertheless, there has been significantly more success applying LTRS to particles
in liquid, particularly in a microfluidic environment. These LTRS systems benefit
from the confinement of the microchannel, which efficiently delivers particles to the
trapping volume [41,90–96]. In addition to optical trapping, microfluidic systems
have also been combined with electrostatic trapping [97–99]. Moreover, combining
microfluidics with surface-enhanced Raman scattering (SERS) enables much faster
Raman measurements, and it is possible to identify cells and characterize cellular
chemical dynamics in flow, without needing to trap the particles [100–105].
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Figure 17. Raman spectra of (a) dormant; and (b) germinated B. subtilis spores;  
(c) subtraction of curve b from curve a; (d) The Ca-DPA; and (e) DPA Raman spectra [96] 
(With permission from American Society for Microbiology). 
Continuous sampling systems based on LTRS in a microfluidic system tend to resemble the 
experimental apparatus shown in Figure 4, with the additional ability to store a reservoir of samples in a 
reservoir or syringe and gradually deliver these particles into the trapping volume. Such a system was 
shown to discriminate between cancerous and normal cells including erythrocytes, leukocytes, acute 
myeloid leukemia cells (OCI-AML3), and breast tumor cells BT-20 and MCF-7 [90,91]. In addition, the 
molecular compositions and structures of single cells or even the subcellular composition could be 
determined [41]. The physical and chemical mechanisms of many biological processes were also explored 
based on the interactions between cells as well as between cells and their environment [93]. A label-free 
cell sorting platform was developed based on intrinsic Raman markers for automated sampling and sorting 
of a large number of individual cells in solution [94]. Microfluidic based LTRS has been used to monitor the 
Figure 17. Raman spectra of (a) dormant; and (b) germinated B. subtilis spores;
(c) subtraction of curve b from curve a; (d) The Ca-DPA; and (e) DPA Raman
spectra [96] (With permission from American Society for Microbiology).
Continuous sampling systems based on LTRS in a microfluidic system tend
to resemble the experimental apparatus shown in Figure 4, with the additional
ability to store a reservoir of samples in a reservoir or syringe and gradually
deliver these particles into the trapping volume. Such a system was shown to
discriminate between cancerous and normal cells including erythrocytes, leukocytes,
acute myeloid leukemia cells (OCI-AML3), and breast tumor cells BT-20 and
MCF-7 [90,91]. In addition, the molec lar compositions and structures of single
cells or even the subcellular composition could be determined [41]. The physical
and chemical mechanisms of many biological processes were also explored based on
the interactions between cells as well as between cells and their environment [93].
A label-free cell sorting platform was developed based on intrinsic Raman markers
for automated sampling and sorting of a large number of individual cells in
solution [94]. Microfluidic based LTRS has been used to monitor the dependence of
the neuronal action on nerve globins by obtaining the Raman spectra from several
globin-containing cells: hemoglobin (Hb) within single red blood cells, a nerve
globin present in the nerve cord of the annelid Aphrodite aculeata (A. aculeata),
and wild-type (wt) human neuroglobin (NGB) overexpressed in Escherichia coli
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(E. coli) bacteria [95]. Calcium (Ca) ion-Dipicolinic acid (DPA) levels in individual
trapped Bacillus spores were measured to provide insight into the spore germination
process [96,106]. Ca-DPA is important in spore resistance to environmental stresses
and in spore stability, and Ca-DPA levels in spore populations can vary with spore
species/strains, as well as with sporulation conditions. Figure 17 shows some
representative Raman spectra of single dormant and germinated Bacillus spores, as
well as the spectra of Ca-DPA, and DPA [96].
4. Conclusions
The combination of optical trapping with Raman spectroscopy has proven itself
to be a versatile and powerful tool in the study of biological particles. LTRS enables
the measurement of Raman spectra from individual particles for applications ranging
from particle detection and identification to longitudinal studies of the response of a
biological particle such as a cell to environmental changes. Optical tweezers enable
the localized measurement of Raman spectra from varying positions within a cell,
as well as providing multi-modality cell characterization by using, for example, the
optical tweezers to measure the mechanical properties of a particle while the Raman
spectrum provides information about the chemical makeup of the particle. The ability
to study individual particles, as opposed to collecting the combined Raman spectrum
from a population of cells, provides additional information about the heterogeneity of
the cells and the variation in the cell-to-cell response to environmental changes. This
unique functionality has enabled researchers to identify the fast release of calcium
dipicolinate in yeast cells, as well as to identify the fraction of cancer cells which
respond to chemotherapy.
Although optical trapping holds particles in place long enough to make
Raman measurements possible, the long exposure time still imposes a limitation
on the throughput of LTRS systems. This limited throughput could be particularly
challenging in on-line particle characterization techniques which use LTRS to identify
airborne biological particles or cells in a microfluidic environment. As a result, a
promising new area of research combines advances in stimulated Raman scattering
or coherent anti-stokes Raman measurements with optical trapping.
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Label-Free Biosensor Imaging on Photonic
Crystal Surfaces
Yue Zhuo and Brian T. Cunningham
Abstract: We review the development and application of nanostructured photonic
crystal surfaces and a hyperspectral reflectance imaging detection instrument which,
when used together, represent a new form of optical microscopy that enables
label-free, quantitative, and kinetic monitoring of biomaterial interaction with
substrate surfaces. Photonic Crystal Enhanced Microscopy (PCEM) has been used
to detect broad classes of materials which include dielectric nanoparticles, metal
plasmonic nanoparticles, biomolecular layers, and live cells. Because PCEM does not
require cytotoxic stains or photobleachable fluorescent dyes, it is especially useful
for monitoring the long-term interactions of cells with extracellular matrix surfaces.
PCEM is only sensitive to the attachment of cell components within ~200 nm of the
photonic crystal surface, which may correspond to the region of most interest for
adhesion processes that involve stem cell differentiation, chemotaxis, and metastasis.
PCEM has also demonstrated sufficient sensitivity for sensing nanoparticle contrast
agents that are roughly the same size as protein molecules, which may enable
applications in “digital” diagnostics with single molecule sensing resolution. We
will review PCEM’s development history, operating principles, nanostructure design,
and imaging modalities that enable tracking of optical scatterers, emitters, absorbers,
and centers of dielectric permittivity.
Reprinted from Sensors. Cite as: Zhuo, Y.; Cunningham, B.T. Label-Free Biosensor
Imaging on Photonic Crystal Surfaces. Sensors 2015, 15, 21613–21635.
1. Introduction
A photonic crystal (PC) surface is a periodic-modulated dielectric nano-structure
material (one example can be seen in Figure 1A) [1–5]. PC surfaces can be designed to
provide photonic bandgaps (Figure 1B), within which light propagation is prohibited
for specific wavelengths [6–8]. Therefore, the local optical modes provided by
the PC surface can be utilized as a highly sensitive and label-free platform for
biosensing and bioimaging in life science research. PC surface biosensors [9–30] have
been widely used to detect refractive index changes induced by surface-attached
biomaterials (Figure 1C,D), and for analytes spanning a wide range of dimensions,
including small molecules [31–35], virus particles [36], DNA microarrays [37], and
live cells [38–45]. Generally, biosensing is realized with a transducer surface (e.g.,
PC surface, waveguide or microcavity) and an instrument for collecting the average
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response from the entire sensing area. When spatially resolved information is
required, such as the behavior within individual cells, it is necessary to measure
localized responses that can be differentiated from neighboring locations. Thus,
spatial resolution becomes a critical factor for biosensor imaging. Among the earliest
developed label-free imaging modalities based on PC biosensors [12,16,38,46,47],
Photonic Crystal Enhanced Microscopy (PCEM) [12,38,44–51] represents a new form
of optical microscopy that uses a PC surface to dynamically detect and visualize
biomaterial-surface interactions (Figures 2–4). Because the detection is label-free,
it is not limited by the transient activity of fluorescent contrast agents that may be
limited by photobleaching effects. Hence, PCEM can be performed for extended
time periods to enable study of cell functions (including cell adhesion, migration,
apoptosis, and differentiation) that take place over the course of several hours or
multiple days.
Based on the number of directions with a periodic repetition of refractive
index (RI) contrast, PC nano-structures can be categorized as one-dimensional (1D),
two-dimensional (2D), or three-dimensional (3D). A PC surface typically consists
of an area of continuous 1D or 2D PC structure on the substrate surface. Here we
describe the case of a 1D PC structure as an example to explain label-free biosensor
imaging on PC surfaces. Traditionally, a 1D PC is characterized as a multilayer stack
of materials with alternating dielectric constants, which are also referred to as Bragg
mirrors (or dielectric mirrors) [52–59]. In such a 1D PC stack, the periodicity is normal
to the substrate plane and a photonic bandgap is formed for light with the evanescent
part of the wavevector (which is highly sensitive to surface RI modifications) normal
to the substrate surface. When used in biosensing and bioimaging, this PC structure
utilizes the surface electromagnetic waves bound to the multilayer (named Bloch
surface waves or surface electromagnetic waves) to measure the dielectric changes
at the substrate surface. However, this type of PC structure has not been used for
realizing high spatial resolution biosensor imaging since its Bloch surface modes are
not confined laterally (rather they propagate along the plane of the substrate surface).
Another type of important PC structure is the PC slab, which consists of a periodicity
of RI contrast in the plane of the substrate surface introduced by alternating a high-RI
guiding layer (e.g., TiO2, GaAs) with low-RI materials (e.g., air, water, Si) [7,27,60–74].
The PC slabs are typically comprised of 1D (e.g., linear) or 2D (e.g., quadratic and
triangular) structures [7,46,51,63,75], and here we focus on the 1D PC slab since
it is the simplest to use for PCEM. A PC slab not only supports in-plane guided
modes that are confined by the slab completely (which cannot couple to external
radiation), but also supports guided-mode resonances (referred to as quasi guided
modes or leaky modes) which can couple to the external environment. Therefore,
the maximum intensity of the electromagnetic field can be observed both in the
high RI layer and in the evanescent part outside of the PC slab. When used in
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biosensing and bioimaging, the binding events of biomaterials interacting with the
evanescent field atop of the PC slab and the associated RI changes can be obtained
by detecting the peak wavelength shift (PWS) of guided-mode resonances in the
reflection/transmission spectrum. Since the periodicity is in the plane, the lateral
propagation of the modes is prohibited in the PC slab biosensor and, therefore, high
spatial resolution can be realized in bioimaging.
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Figure 1. Photonic Crystal (PC) Surface Biosensor. (A) Schematic of the PC surface on a 
substrate with structure parameters: grating period (Λ), grating depth (d), refractive index (RI) 
of low-RI grating material (nlow) and high-RI top layer (nhigh), thickness of high-RI layer (t);  
(B) Band structure of a photonic crystal biosensor calculated by FDTD simulation;  
(C) Normalized reflection spectrum from the PC surface with resonant peak wavelength 
value (PWV) of λ0; (D) Peak wavelength shift (PWS) of Δλ extracted from the normalized 
spectra with a background pixel (PWV of λ0) and a pixel with surface-attached biomaterial 
(PWV of λ1) on the PC biosensor. 
Figure 1. Photonic Crystal (PC) Surface Biosensor. (A) Schematic of the PC surface
on a substrate with structure parameters: grating period (Λ), grating depth (d),
refractive index (RI) of low-RI grating material (nlow) and high-RI top layer (nhigh),
thickness of high-RI layer (t); (B) Band structure of a photonic crystal biosensor
calculated by FDTD simulation; (C) Normalized reflection spectrum from the PC
surface with resonant peak wavelength value (PWV) of λ0; (D) Peak wavelength
shift (PWS) of ∆λ extra ted from the normalized spectra with a background pixel
(PWV of λ0) and a pixel with surface-attached biomaterial (PWV of λ1) on the
PC biosensor.
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Figure 2. Instrument 1: Label-free Biomolecular Interaction Detection (BIND) Scanner 
utilizing a PC surface biosensor. (A) Schematic of excitation/detection instrument where 
an imaging spectrometer gathers hundreds of reflected spectra simultaneously from one 
line across the sensor surface; (B) PWS images of Protein A (bright regions represent 
regions of greater PWS) gathered on a 6-mm diameter region of a PC biosensor, which is 
imaged at approximately 20 µm pixel resolution after writing the letters ‘NSG’ (Nano 
Sensors Group) with a microarray spotting tool (PerkinElmer, Inc. Piezoarray™) 
(Reprinted in part with permission from [50], © 2006 Future Drugs Ltd.); (C) PWS images 
with shift scale bars (ΔPWV) indicating the magnitude of wavelength shifts in nanometers. 
Pixels with higher PWS displayed in brighter colors indicate locations where Panc-1 cell 
attachment has occurred. The three columns of image sets represent the following:  
(a) untreated control, (b) extract that induced 100% cell death Petunia punctata Paxton  
(P. punctate), (c) extract that enhanced proliferation Anisoptera glabra Kurz (A. glabra). The 
top row of images was taken before exposure and the bottom row of images was taken 
after the 24 h exposure period with a plant extract at 100 μg/mL. Scale bar (white) = 300 μm 
(Reprinted in part with permission from [41], © 2010 BioMed Central Ltd.). 
Figure 2. Instrument 1: Label-free Biomolecular Interaction Detection (BIND)
Scanner utilizing a PC surface biosensor. (A) Schematic of xcitation/det c ion
instrument wher an imaging spectromete gath rs hundreds of refl cted spectra
simultaneously from one line across the sensor surfac ; (B) PWS images f P otein
A (bright regions represent regions of greater PWS) gathered on a 6-mm diameter
region of a PC biosensor, which is imaged at approximately 20 µm pixel resolution
after writing the letters ‘NSG’ (Nano Sensors Group) with a microarray spotting
tool (PerkinElmer, Inc. Piezoarray™) (Reprinted in part with permission from [50],
© 2006 Future Drugs Ltd.); (C) PWS images with shift scale bars (∆PWV) indicating
the magnitude of wavelength shifts in nanometers. Pixels with higher PWS
displayed in brighter colors indicate locations where Panc-1 cell attachment has
occurred. The three columns of image sets represent the following: (a) untreated
control, (b) extract that induced 100% cell death Petunia punctata Paxton (P.
punctate), (c) extract that enhanced proliferation Anisoptera glabra Kurz (A. glabra).
The top row of images was taken before exposure and the bottom row of images
was taken after the 24 h exposure period with a plant extract at 100 µg/mL. Scale
bar (white) = 300 µm (Reprinted in part with permission from [41], © 2010 BioMed
Central Ltd.).
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Figure 3. Instrument 2: Transmission acquisition mode of photonic crystal biosensor 
integrated with an upright imaging microscope and using laser as light source.  
(A) Schematic of combined label-free and enhanced-fluorescence imaging instrument;  
(B) Enhanced (a) fluorescence and (b) label-free images of 50 mg/mL SA-Cy5 spots on a 
PC biosensor. Inverted transmission versus angle response for a pixel inside and outside 
the SA-Cy5 spot in (c), and cross-section of the label-free image through two SA-Cy5 
spots in (d). Rather than measuring the PWS, the label-free imaging system measures the 
angle of minimum transmission (AMT) by illuminating the PC sensor at a fixed 
wavelength while scanning the angle of illumination through computer-controlled rotation 
of the mirror (reprinted in part with permission from [76], © 2009 American Optical Society); 
(C) Label-free image of a DNA microarray measured with a PC biosensor. The white 
dashed box denotes the location of a set of 20 intentional blank spots. A line profile 
running through a row containing 4 blank spots followed by 12 probe spots is shown  
in (D) (Reprinted in part with permission from [37], © 2010 American Chemical Society). 
Figure 3. Instrument 2: Transmission acquisition mode of photonic cry tal
biosensor integrated with an upright imaging microscope and using laser as light
source. (A) Schematic of combined label-free and enhanced-fluorescence imaging
instrument; (B) Enhanced (a) fluorescence and (b) label-free images of 50 mg/mL
SA-Cy5 spots on a PC biosensor. Inverted transmission versus angle response for a
pixel inside and outside the SA-Cy5 spot in (c), and cross-section of the label-free
image through two SA-Cy5 spots in (d). Rather than measuring the PWS, the
label-free imaging system measures the angle of minimum transmission (AMT)
by illuminating the PC sensor at a fixed wavelength while scanning the angle of
illumination through computer-controlled rotation of the mirror (reprinted in part
with permission from [76], © 2009 American Optical Society); (C) Label-free image
of a DNA microarray measured with a PC biosensor. The white dashed box denotes
the location of a set of 20 intentional blank spots. A line profile running through a
row containing 4 blank spots followed by 12 probe spots is shown in (D) (Reprinted
in part with permission from [37], © 2010 American Che ical Society).
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Figure 4. Instrument 3: Reflection acquisition mode of photonic crystal biosensor 
integrated with an inverted microscope and using LED as light source. (A) Schematic of 
the structure of a photonic crystal (PC) surface biosensor with a surface-attached 
nanoparticle, inset: photo of a PC biosensor fabricated on a glass slide; (B) Instrument 
schematic of the modern Photonic Crystal Enhanced Microscopy (PCEM); (C) Scanning 
electron micrograph of the photonic crystal surface, inset: zoomed-in image on the edge of 
the PC biosensor; (D) Normalized spectrograph (surface plot) measured with PCEM. Inset: 
PCEM-acquired 3D spectrum data; (E) AFM images of a tDPN-printed 3 × 3 array of  
nano-dots (each with dimension of 5402 × 40 nm3), inset: zoomed-in AFM image of one 
tDPN-printed dot; (F) PWV image of the tDPN-printed dots (displayed in a 3D surface 
plot) within a 202 µm2 field of view, inset: 2D PWV image; (G) Normalized spectra of a 
representative tDPN-printed dot and a background pixel, inset: zoomed-in image of the 
spectra with 2D polynomial fitting (Reprinted in part with permission from [48], © 2014 
RSC Publishing.). 
The advantages of PCEM are inherent from the optical properties of slab-based PC surfaces, since 
they can be designed as a wavelength-selective optical resonator and functionalized as a sensitive 
optical transducer. For instance, high spatial resolution (in-plane) can be achieved in bioimaging due to 
the restricted lateral propagation of electromagnetic waves on surface of the PC slab. Enhanced 
electromagnetic fields (in the form of an evanescent field) near the PC surface (penetration depth of 
~200 nm) only illuminate surface-adsorbed biomaterials, such as the extracellular matrix (ECM), 
membrane components of surface-adsorbed cells, or cellular surface-attached nanoparticle tags. This 
near-field high-intensity illumination regime promises a high axial resolution (out-of-plane) of  
~200 nm, which is beyond the diffraction limit in the spectrum-range of the visible light (400–700 nm) 
during bioimaging. Compared to the broadband resonances and lossy modes (due to absorption) on 
metal surfaces, narrow line width (e.g., a few nm) resonant spectra and high reflection efficiency (e.g., 
Figure 4. Instrument 3: Reflection acquisition mode of photonic crystal
biosensor integrated with an inverted microscope and using LED as light source.
(A) Schematic of the structure of a photonic crystal (PC) surface biosensor with
a surface-attached nanoparticle, inset: photo of a PC biosensor fabricated on a
glass slide; (B) Instrument schematic of the modern Photonic Crystal Enhanced
Microscopy (PCEM); (C) Scanning electron micrograph of the photonic crystal
surface, inset: zoomed-in image on the edge of the PC biosensor; (D) Normalized
spectrograph (surface plot) measured with PCEM. Inset: PCEM-acquired 3D
spectrum data; (E) AFM images of a tDPN-printed 3 ˆ 3 array of nano-dots
(each with dimension of 5402 ˆ 40 nm3), inset: zoomed-in AFM image of one
tDPN-printed dot; (F) PWV image of the tDPN-printed dots (displayed in a 3D
surface plot) within a 202 µm2 field of view, inset: 2D PWV image; (G) Norm lized
spectra of a representative tDPN-printed dot and a background pixel, inset:
zoomed-in image of the spectra with 2D polynomial fitting (Reprinted in part
with permission from [48], © 2014 RSC Publishing.).
The advantages of PCEM are inherent from the optical properties of slab-based
PC surfaces, since they can be designed as a wavelength-selective optical resonator
and functionalized as a sensitive optical transducer. For instance, high spatial
resolution (in-plane) can be achieved in bioimaging due to the restricted lateral
propagation of electromagnetic waves on surface of the PC slab. Enhanced
electromagnetic fields (in the form of an evanescent field) near the PC surface
(penetration depth of ~200 nm) o ly illuminate su face-adsorbed bioma erials,
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such as the extracellular matrix (ECM), membrane components of surface-adsorbed
cells, or cellular surface-attached nanoparticle tags. This near-field high-intensity
illumination regime promises a high axial resolution (out-of-plane) of ~200 nm,
which is beyond the diffraction limit in the spectrum-range of the visible light
(400–700 nm) during bioimaging. Compared to the broadband resonances and
lossy modes (due to absorption) on metal surfaces, narrow line width (e.g., a few
nm) resonant spectra and high reflection efficiency (e.g., nearly 100%) on dielectric
surfaces of PC biosensors enable measurement of resonant wavelength shifts with
high spectral resolution. The PC resonant mode can be measured in a noncontact
detection instrument configuration, in which normal incident-angle illumination
results in simple integration with a standard microscope. The resonant wavelength
can be selected on a PC surface by tuning its geometry (e.g., grating period) or the
incident angle of illumination. Thus, the sensing and imaging can be realized in
many spectral ranges, including ultraviolet, visible, and infrared (IR). Although
PC surfaces have been fabricated by expensive and time-consuming approaches
(such as electron-beam (e-beam) or nano-imprint lithography), recent developments
in high-throughput and large-area polymer-based techniques (such as nanoreplica
molding at room temperature) have led to the commercial introduction of single-use
disposable PC sensors that can be manufactured in a roll-to-roll fashion. These PC
sensors can be subsequently integrated with standard format microplates, microscope
slides, and microfluidic devices for high-throughput drug or cytotoxicity screening
of biomolecule or cell assays. The goal of this review is to summarize the genesis,
development, and recent advances of PCEM.
2. Principles of Modern PCEM
2.1. Photonic Crystal Surface Biosensor
A dielectric PC surface (linear PC slab) is utilized as the optical transducer
for RI sensing in the label-free PCEM imaging system, as shown in Figure 4A.
The PC surface is a resonant grating structure with periodic modulation of the
dielectric permittivity of a low-RI material in one dimension (1D) (which provides
the nano-pattern) and is then coated with a thin layer of high-RI material (which
supports the guided-mode resonances) [49,51]. When illuminated with broadband
polarized light, the incident light is coupled into the resonant modes of the PC if the
Bragg condition is satisfied. As mentioned earlier, such guided-mode resonances are
referred to as “quasi guided modes” or “leaky modes” since they are not allowed
to propagate laterally (due to fact that these modes are rapidly re-radiated out
from the grating structure) and, thus, have a finite lifetime in the PC structure.
Therefore, the resulting electromagnetic standing waves that occur at the resonant
wavelength inhibit lateral propagation and open the potential for the PC surface
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to be utilized for label-free bioimaging. At the combination of incident angle and
incident wavelength that satisfies the resonant coupling condition, nearly no light is
transmitted through the PC and a high reflection coefficient (~100%) can be achieved
during bioimaging [1–3]. The input light can be coupled into the PC resonant mode
via wavelength or angle control, which does not require high precision position
control and, thus, reduces the complexity of the overall imaging instrument.
Fabrication of the PC surface can be performed upon large-area plastic
sheets using a roll-to-roll replica-molding procedure that is performed at room
temperature [46,77–79]. The molding template, which can be used repeatedly (up
to thousands of times), can be made on silicon wafers or quartz substrates by
deep-UV lithography, nano-imprint lithography, or e-beam lithography. During the
replica-molding procedure, a thin layer of liquid ultraviolet-curable polymer (UVCP)
(low-RI) is deposited on the molding template and then compressed against the
device substrate to create a negative volume image of the grating structure from the
mold. After exposure to high-intensity UV light, the UVCP is cured to a solid-phase
grating structure (e.g., grating period of Λ = 400 nm, grating depth of d = 120 nm,
duty cycle of f = 50%). A thin layer of high-RI material (e.g., titanium dioxide (TiO2))
is subsequently deposited on top of the low-RI grating structure (UVCP), with its
thickness (e.g., thickness of t = 80 nm) selected to generate a resonant reflection at a
specific wavelength (e.g., resonant wavelength of λ0 = 620 nm). A scanning electron
microscope (SEM) image of a fabricated 1D PC surface is shown in Figure 4C. This
replica-molding method provides a rapid, reliable, and inexpensive manufacturing
process for PC surface fabrication.
The main criteria for measuring the performance of a PC surface biosensor
include sensitivity and spatial-resolution. The sensitivity of a PC biosensor is
determined by the material (e.g., the dielectric property of the high-RI layer) or
the geometry of the nano-structure (e.g., the thickness of the high-RI layer) [80]. The
sensitivity can be estimated with Finite-difference time-domain (FDTD) computer
simulations and experimentally characterized with an optical transmission/reflection
setup. As mentioned earlier, the spatial resolution of the PC biosensor can be
decomposed into in-plane and axial resolution [81]. The in-plane resolution is
characterized by the propagation length of resonant modes along the surface plane
of the nano-structure and the axial resolution is determined by the penetration depth
of the evanescent field atop of the PC surface. In addition, since the PC surface is
an optical biosensor, the selectivity is realized by coating the surface-immobilized
antibody or ECM molecules on the top of the biosensor. The absence of selectivity
constraints on the biosensor avoids the specific design for each application and, thus,
enables a broad range of bio-applications for the PC biosensor.
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2.2. PCEM Imaging Modality and Operating Principle
As shown in the schematic diagram (Figure 4B), the PCEM detection instrument
uses a linear scanning approach and is built upon the body of an inverted microscope
(Carl Zeiss Axio Observer Z1). In addition to ordinary brightfield imaging, a second
illumination path is provided from a fiber-coupled broadband LED, which is incident
on the PC from below. The unpolarized LED output light passes a polarized beam
splitter (PBS) to illuminate the PC with light polarized with its axis perpendicular to
the grating lines (e.g., y direction), representing the transverse magnetic (TM) mode.
Since the resonant wavelength of a 1D PC surface is only sensitive to the incident
angle in one angular dimension (perpendicular to the grating) (y direction), the light
can be focused in the orthogonal angular dimension (parallel to the grating) (e.g., x
direction) to strengthen the incident intensity. Therefore, the light passing through
the PBS is focused in one axis (x direction) by a cylindrical lens, while the light
remains collimated in the other angular dimension (y direction). The linear beam
(collimated direction) is focused on the back focal plane of the objective lens of the
microscope. The light emerging from the objective lens (upwards) is thus incident
on the PC, so it is collimated in the direction perpendicular to the PC grating lines
(y direction) and, thus, all the light reaching the PC with the TM polarization has
the same angle of incidence. The reflected light beam passes through the objective
lens in the opposite direction (downwards), after which it is projected onto an
imaging spectrometer through a narrow entrance slit. The imaging spectrometer
contains a diffraction grating that disperses the wavelength components of the
PC-reflected light. Once the spectrometer is determined, the dimension of one
imaged pixel of the PC in the direction parallel to the grating lines (x direction) is
determined by the magnification of the objective lens and the dimension of pixels
within the charge-coupled device (CCD) camera (Photometrics Cascade, 5122 pixels).
A motorized stage (Applied Scientific Instruments, MS2000) linearly translates the
PC in the perpendicular direction to the grating (y direction). The step-size of the
stage (together with the magnifications of the objective lens) determines the pixel
size of the PCEM imaging system in the y direction. Therefore, a large area can be
scanned in a line-by-line fashion by translating the PC sensor in steps perpendicular
to the linear grating direction (y direction). For example, with a 10 ˆ objective lens of
the microscope, a 16 µm2 pixel size of the CCD camera, and a 0.6 µm step size of the
motorized stage, a final acquired image with 0.62 µm2 pixel size can be measured in
PCEM (with an acquisition speed of ~10 s per frame for a scanning area of 3002 µm2).
For PCEM data acquisition, the linear light beam reflected from the PC that
contains the resonant biosensing signal produces a spatially resolved spectrum for
each point along the line with a narrow bandwidth (e.g., ∆λ ~ 4 nm) and forms
a 2D spectrograph (e.g., 5122 pixels) across the line (Figure 4D). After line-by-line
scanning, a 3D spectrum data (e.g., 5123 cube) can be acquired (Figure 4D inset)
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and the signal/image processing can be performed with computational software
(Matlab, MathWorks). Specifically, the spectrum signal can be mathematically fit
with a second-order polynomial or Lorentz function for each pixel to extract the peak
wavelength and intensity values. With a background image acquired beforehand,
shifts in the peak wavelength value (PWV) or shifts in the local peak intensity value
(PIV) can be calculated at each pixel location to measure the redistribution of the
attached biomaterials.
3. History of PCEM Development
The development of PCEM instrumentation can be described chronologically
in three main phases that have led to increasingly finer spatial-resolution and
illumination/detection optics, which have been designed for scanning biomolecular
layers on dry PCs or cell attachment on PC surfaces exposed to liquid media.
3.1. Instrument 1—Biomolecular Interaction Detection (BIND) Scanner
In 2002, the first PC biosensor introduced by SRU company (SRU Biosystems)
was designed for high-throughput microplate-based detection of protein-protein
and protein-small molecule interactions, using a PC with resonant reflection in
the near-infrared (NIR) spectral range [49,51]. Shortly afterwards, a PC biosensor
microplate reader was introduced that incorporated a linear array of optical fibers
with illumination/detection heads that could read all the wells in one row (e.g.,
y direction) of a 96-well microplate at one time [46]. The illumination/detection
heads were installed beneath the microtiter plate, which sits upon a motion stage
that could translate the plate in an orthogonal dimension (e.g., x direction) to scan
the entire microplate in ~15 s. This mode enabled serial re-scanning of the microplate
to generate kinetic data for the biomolecular interaction taking place in all the wells.
The PC biosensor resonant PWV was determined at each location with this linear
scan mode. Subsequently, the first-generation label-free PC biosensor imaging system
was introduced and named the “Biomolecular Interaction Detection” (BIND) Scanner
(Instrument 1, Figure 2A) [12,47,50]. The optical fiber-based illumination/detection
approach was replaced by free space illumination of the bottom surface of the PC
biosensor with a broadband light source, and the collection of reflected light into
an imaging spectrometer, which was able to rapidly acquire a spatial PWV map by
scanning a large sensor surface area. Following the light path of the system, the
incoming light beam was divided by a beam splitter, directed to the PC biosensor
surface, magnified by an optional objective lens, and, finally, projected into the
imaging spectrometer via a narrow entrance slit. The illumination source in this
instrument was a white light lamp or a broadband light-emitting diode (LED) in
the NIR spectral range, and the detector was a CCD camera. In a single CCD
image (Figure 2A, bottom-right inset), the reflectance spectra of several hundred
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independent locations in one line that spans the PC were gathered at one time. To
construct a 2D PWV image, a scanning stage translated the PC across the illumination
line in small spatial increments.
The first generation of scanning PC imaging instruments (BIND Scanner) was
developed into a commercially available product and utilized in many life science
research applications [38–41,43,50,80,82,83]. For example, it has been reported
in [83] that assessing combined enhanced fluorescence and label-free biomolecular
detection on the same PC surface. The sensitivity of the PC biosensor has been
examined in detail in [80]. The PWS image shown in Figure 2B illustrates the
detection of a microarray of Protein A printed on the biosensor surface to form the
letters ‘NSG’ (Nano Sensors Group, University of Illinois at Urbana-Champaign) [50].
Cytotoxicity screening of Bangladeshi medicinal plant extracts has been performed
with pancreatic cancer cells (Panc-1) using the BIND Scanner. As shown in Figure 2C,
the untreated control group and two representative plant extracts, Petunia punctata
Paxton (P. punctate) and Anisoptera glabra Kurz (A. glabra), demonstrate different
cellular activities (apoptosis and proliferation) on the biosensor surfaces [41]. The
imaging instrument was sufficient for observing large populations of cells with
~9 µm spatial resolution, so that cells with large surface attachment footprints could
be observed, although the system lacked sufficient resolution for observing intra-cell
attachment dynamics.
3.2. Instrument 2—Transmission Acquisition Mode with Upright Microscopy and
Laser Source
To improve spatial resolution, an upright microscope (Olympus BX-51WI) was
integrated into the PC imaging system in 2009 [76] and the resulting system was
named the “Photonic Crystal Enhanced Microscope” [44]. Instead of measuring
reflection efficiency as a function of wavelength from the bottom of the PC surface,
the second generation PCEM measured transmission efficiency as a function of
incident angle, using a fixed illumination wavelength from a beam-expanded laser
(Instrument 2, Figure 3A). This instrument was designed as a wide-field imaging
system with collimated angle-tunable laser illumination, which allowed imaging
of a PC surface using the same illumination source and imaging optics for both
enhanced fluorescence (EF) and label-free (LF) modalities. As shown in Figure 3A,
the light beam generated from a HeNe laser passes through a half-wave plate (for
polarization control), a variable neutral density filter, a rotating diffuser (to reduce
speckle and fringes), a beam expander, an aperture, and a motorized angle-tunable
mirror before passing through the PC (which is positioned beneath the microscope
objective lens). The gimbal-mounted motorized mirror sits on top of a motorized
linear stage in order to maintain a constant illumination area on the PC device
(as the mirror rotates) and provide selective light coupling to the PC. Using this
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approach, high spatial-resolution and high sensitivity LF and EF images (Figure 3B)
can be accurately registered with each other since a common beam-path is shared
for both imaging modes [76]. An electron-multiplying (EM) CCD camera was used
to acquire high resolution and large-area images, and thus enable high-throughput
analysis. Moreover, images can be simultaneously acquired with other imaging
techniques available on the EF/LF microscope, including reflected brightfield (BF)
and differential interference contrast (DIC) images that can be overlaid with EF
and LF images.
This transmission-based PC imaging modality that was capable of simultaneous
label-free and enhanced fluorescence imaging (EF/LF) was further developed and
utilized in several follow-up publications [20,41,42,44,76,81,84]. One of the main
applications envisioned for the instrument was for performing DNA and protein
microarray analysis, in which the label-free image of immobilized capture spots
could be used to verify correct microarray printing and uniform spot density, while
the enhanced fluorescence imaging modality would be used after hybridization of
the target molecules from a test sample that carries fluorescent tags. Optimization
of the imaging spatial resolution was reported in [81]. Microplate, microfluidic
channel, and spot-based affinity capture assays were also demonstrated with this
detection platform [84]. Figure 3C shows an example of a label-free image acquired
with a tunable resonant angle for a DNA microarray immobilized on the biosensor
surface [37]. Figure 3D shows a line profile through a row (red line in Figure 3C)
containing 4 blank spots followed by 12 probe spots. It can be clearly observed that
areas where the probe DNA has been immobilized produce a measurable increase in
the resonant angle.
3.3. Instrument 3—Reflection Acquisition Mode with Inverted Microscopy and LED Source
Recently, the PCEM instrumentation transitioned to its third generation, in
which an inverted microscope (Carl Zeiss Axio Observer Z1) body was chosen as the
base of the system (Instrument 3, Figure 4A,B) [45,48]. While the second generation
PCEM was developed specifically for scanning PC surfaces in a dry state for the
detection of surface-adsorbed biomolecule patterns (such as DNA microarrays), the
third generation PCEM was designed for label-free detection of cells and real-time
detection of binding events in which the PC surface is exposed to liquid. In order
to avoid scattering and absorption or interference from cell bodies, microfluidic
components, semi-opaque liquid media, or liquid-air meniscus, bottom illumination
of the PC was adopted in a reflection mode. In this system, detection of resonant
reflected wavelength shifts was adopted again as the sensing approach rather than
sensing changes in the resonant angle for a fixed illumination wavelength. An LED
was chosen as the light source to avoid the speckles in the acquired images that may
be caused by a laser illumination source. To obtain higher illumination intensity
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from the LED light source, a cylindrical lens was added into the illumination light
path to convert the incident light from a circular spot to a more concentrated linear
beam [45].
Label-free imaging of surface-absorbed live cells (including cell attachment,
chemotaxis, and apoptosis) [45] and nanoparticles [48] has been performed using the
third generation PCEM. Fluorescence-labeled imaging is also enabled in this system,
in which the PC can be excited by a laser illumination source that can couple with the
resonant PC mode to obtain an electric field enhancement effect. This enhancement
is capable of increasing fluorescence detection sensitivity (which has been validated
previously [20,76,83,85–95]) and enabling estimation of the distance of fluorescence
emitters from the PC surface [96]. The most recently adopted PC surface design and
PCEM detection instrument configurations have already been described in detail in
section 2.
4. Applications of PCEM
The PCEM imaging system can be applied to monitor kinetic changes in the
spatial distribution of dielectric permittivity for surface-adsorbed materials. This
section describes PCEM applications with several examples, such as label-free live
cell imaging, nanoparticle and protein-protein binding detection, and intensity
enhancement of fluorescent tags embedded within live cells.
4.1. PCEM for Label-Free Live Cell Imaging
Label-free live cell imaging involves a sensing transducer surface, which
typically generates an electrical or optical signal when cells interact with it.
Biosensors that measure intrinsic cellular properties (such as dielectric permittivity)
can be used to determine the number of cells in contact with the transducer, or
the distribution/redistribution of focal adhesion areas. Such transducers (e.g., PC
biosensors) may be prepared with different surface chemistry coatings that either
mimic the in vivo microenvironment within tissues or selectively capture specific
cell populations through interaction with proteins expressed on their outer cellular
membranes. Therefore, the PCEM-based label-free images of cell attachment can
assist the study of cell-substrate interactions, including identifying, capturing, and
quantifying cells expressing specific surface molecules (Figure 2C) [38–45,50].
Recently, PCEM has been successfully demonstrated as a label-free live
cell imaging approach to provide visualizations of each individual cell with
subcellular details [45]. As shown in Figure 5A–C, Panc-1 cells were seeded onto a
fibronectin-coated PC biosensor and allowed to incubate for 2 h before imaging. The
non-uniform distribution of the PWS and the subcellular activity can be visualized
clearly for each single cell. Figure 5B shows that the middle cell (No. 2) demonstrates
higher PWS in regions near the boundary of lamellipodia formation (consistent with
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the creation of actin bundles). These darker shadings in the cell indicate regions of
higher protein concentration, which may be attributed to higher modulation in the
strength of cellular material attachment.
In addition, the kinetics of dynamic interaction between cellular materials and
surface coating materials can be measured quantitatively using PCEM. As shown
in Figure 5D, a sequence of movie frames demonstrates murine dental stem cells
(mHAT9a) gradually attaching on the PC surface. Cells were seeded at 20,000 cells
per mL on a fibronectin-coated PC biosensor surface. After three minutes, initial
cell attachment appears as small, round regions, which is consistent with spheroid,
trypsinized cells coming out of suspension and attaching to a surface. As time
progresses, both the size of the cells and intensity of the PWS induced by them
increases, indicating a higher localization of cellular material at the biosensor surface,
which can be expected during cell spreading. Finally, once cells are sufficiently
attached, cellular processes can be observed sensing the cells’ microenvironment in
all directions. The outer irregular boundaries of the cells have a relatively low PWS
(consistent with thin, exploratory filopodia) accompanied by a more heavily attached
region slightly immediately adjacent in the cell interior (likely a result of actin bundle
formation). Figure 5D illustrates distinct modulation distributions of the attachment
strength for both individual cells and the whole cell group during different periods
of the adhesion procedure.
4.2. PCEM for Imaging of Nanoparticle and Protein-Protein Binding
Because the PC surface structure restricts lateral propagation of light at the
resonant wavelength, it is possible to create spatial maps of the resonant wavelength
and the resonant damping that allow high spatial resolution imaging of small-size
biomaterials distributed across the surface. Particles smaller than the pixel size
(e.g., 6002 nm2 for our current PCEM) are very challenging to visualize and identify.
However, it is possible to detect the presence of individual particles when the PWS
induced by each particle is higher than the detection sensitivity limit of PCEM at each
pixel location (the noise-induced PWS need to be considered as well). It is noteworthy
that the PWV image for a particle is always within a diffraction-limited distance of
up to five (or more) adjacent pixels and, hence, it is not expected to observe a PWS
of only one pixel when a sub-micron nanoparticle attaches to the PC. As shown in
Figure 4F, a PWV image is acquired for a 3 ˆ 3 polystyrene particle array that is
printed by thermal Dip-Pen Nanolithography (tDPN) [97,98] with heated atomic
force microscopy (AFM) tips. Each particle has the dimension of ~5402 ˆ 40 nm3 and
~5 µm gaps in between (Figure 4E). Figure 4G demonstrates two acquired spectra
(one from a pixel at particle location, and one from background location) and each
printed particle can cause ~0.5 nm PWS, which can be easily detected and visualized
using the PCEM system. Not only dielectric nanoparticles (as optical scatters) but
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also metal nanoparticles (as optical absorbers) as small as ~100 nm can be detected




Figure 5. Wavelength-sensitive live cell image from instrument 3–PCEM. (A) Brightfield 
and (B) PWV images of Panc-1 cells attached to the PC surface. Lamellipodial extensions 
are visible, especially from cell 2, demonstrating the ability of PCEM to resolve regional 
differences in single-cell attachment; (C) Representative spectra (normalized) from 
background regions and regions with cellular attachment. Selected areas of the PWV image 
from beneath a cell show the PWS of a typical Panc-1 cell is ~1.0 nm; (D) Time-lapse 
PWS images of cellular attachment of dental stem cells (mHAT9a) (Reprinted in part with 
permission from [45], © 2013 RSC Publishing). 
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Figure 5. Wavelength-sensitive live cell image from instrument 3–PCEM.
(A) Brightfield and (B) PWV images of Panc-1 cells attached to the PC surface.
Lamellipodial extensions are visible, especially from cell 2, demonstrating the ability
of PCEM to resolve regional differences in single-cell attachment; (C) Representative
spectra (normalized) from background regions and regions with cellular attachment.
Selected areas of the PWV image from beneath a cell show the PWS of a typical
Panc-1 cell is ~1.0 nm; (D) Time-lapse PWS images of cellular attachment of
dental stem cells (mHAT9a) (Reprinted in part with permission from [45], © 2013
RSC Publishing).
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Single nanoparticles allowing direct visualization in PCEM can be applied as
biosensing tags to detect protein-protein binding for multiple events on a large
sensor surface synchronously. This detection and imaging capability may be used in
high-throughput screening during extended periods while avoiding photobleaching
issues that are inherent for fluorescence dye tags. Furthermore, the resonance
wavelength of nanoparticles can be conveniently tuned through the incident angle of
the illumination light [44], the dimension of the PC biosensor [80], and the size or
geometry of the nanoparticle [48,99,100]. An example is plotted in Figure 6 for PCEM
detection of a target protein molecule (e.g., Rabbit Immunoglobulin G (IgG)) binding
with the immobilized capture antibodies (e.g., anti-Rabbit IgG) using gold nanorods
(AuNR) as tags [48]. The aspect ratio of the AuNR (dimension of ~652 ˆ 30 nm3) was
tuned such that its localized surface plasmon resonance (LSPR) matched the resonant
wavelength of the PC biosensor, and thus further improved the signal-to-noise ratio
performance of the imaging system.
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Figure 6. PCEM detection of protein-protein binding. (A) Schematic illustration of the 
PCEM detection of protein-protein binding on the PC biosensor surface; (B) SEM images 
of AuNR-IgG (AuNR conjugated with SH-PEG-IgG) attached to the PC biosensor surface. 
Inset: zoomed-in image for one AuNR; (C) PCEM-detected peak intensity value (PIV) 
images (in grayscale) and the PIV-shift image indicating AuNR-IgG attached on the PC 
surface; (D) Two representative cross-section lines of the normalized intensity images 
with/without two AuNRs-IgG on the PC surface (Reprinted in part with permission  
from [48], © 2014 RSC Publishing.). 
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4.3. Combination of PCEM and PCEF for Label-Free/Fluorescence-Labeled
Imaging Simultaneously
The PCEM is not limited to detection of optical scatters or absorbers, but
is also capable of enhancing the emission and extraction from optical emitters
(such as fluorescent dyes) in the evanescent field of the PC biosensor. Based on
this principle, the label-free PCEM system can be slightly modified to include an
additional illumination path from a laser that can excite fluorescent emitters. The
ability to tune the illumination angle of the laser to match the resonant coupling
condition of the PC substantially enhances the electric field intensity that is used to
excite fluorophores, resulting in higher intensity fluorescence microscope images.
Photonic Crystal Enhanced Fluorescence (PCEF) represents an additional imaging
modality within the PCEM that enables rapid switching between label-free and
fluorescence-labeled imaging modes (Figure 3A) [76,83]. Figure 3B demonstrates
the enhanced fluorescence image and the label-free image of the same microarray
spots printed with cyanine-5-tagged streptavidin (Cy5-SA) proteins. Figure 7A
depicts the current optical setup for the PCEF portion of a combined imaging system.
Illumination from a fiber-coupled semiconductor laser diode is collimated and
passed through a half waveplate to produce a polarization perpendicular to the
PC grating lines. Figure 7A inset (top left) plots an angle reflection spectrum of
the PC surface when illuminated with a collimated semiconductor laser at 637 nm
over a range of illumination angles. Maximum reflection intensity occurs at the
on-resonance condition at an incident angle of ˘1.14˝ from normal direction. The
off-resonance condition refers to the laser illumination at an incidence angle of 5˝.
Figure 7B illustrates the corresponding enhanced fluorescence images for membrane
dye-stained 3T3 fibroblast cells [96]. The combination of both modalities extends
the PC-enhanced imaging system to be multi-functional and capable of imaging in
numerous bio-applications.
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Figure 7. Photonic Crystal Enhanced Fluorescence (PCEF) portion on a PCEM imaging 
system. (A) Schematic of the PCEF portion on modern PCEM detection instrumentation. 
Inset (top left): angle reflection spectrum; (B) Brightfield and PCEF images of membrane 
dye-stained 3T3 fibroblast cells: (a) brightfield, (b) off-resonance PCEF, (c) on-resonance 
PCEF, (d) enhancement factor image, (e) 3D surface plot image of the enhancement factor 
(Reprinted in part with permission from [96], © 2014 RSC Publishing). 
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Figure 7. Photonic Crystal Enhanced Fluorescence (PCEF) portion on a PCEM
imaging system. (A) Schematic of the PCEF portion on modern PCEM detection
instrumentation. Inset (top left): angle reflection spectrum; (B) Brightfield
and PCEF images of membrane dye-stained 3T3 fibroblast cells: (a) brightfield,
(b) off-resonance PCEF, (c) on-resonance PCEF, (d) enhancement factor image, (e) 3D
surface plot image of the enhancement factor (Reprinted in part with permission
from [96], © 2014 RSC Publishing).
5. Summary
Nanophotonic surfaces used in label-free biosensing and bioimaging are an
attractive research area and have been involved in many biological applications,
including disease diagnostics, drug discovery, and the fundamental study of
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molecular and cellular activity/function. Detection and imaging tools utilizing
nanophotonic surfaces (such as PCEM) with high sensitivity, high detection
throughput, and inexpensively manufactured sensors are demanding requirements
for life science research and drug discovery applications. This paper reviewed
the principles and applications along with the development history of PCEM,
which utilizes a photonic crystal surface as an optical transducer to detect and
visualize surface-absorbed biomaterials. PCEM achieves high sensitivity and high
spatial-resolution due to the narrow spectra line width, restricted lateral propagation
and evanescent field enhancement on the PC surface. The PC-enhanced imaging
system can be applied to the quantitative and dynamic measurement of cell-substrate
interactions, nanoparticle attachment, and protein-protein binding on the biosensor
surface. PCEM can also be combined with PCEF to construct a versatile imaging
system for tracking and visualizing different optical phenomena that occur within
an individual sample. This novel imaging system opens new routes for the detection
and visualization of surface-attached biomaterials and holds great potential to help
uncover numerous underlying biological mechanisms.
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Analysis of Surface Plasmon Resonance
Curves with a Novel Sigmoid-Asymmetric
Fitting Algorithm
Daeho Jang, Geunhyoung Chae and Sehyun Shin
Abstract: The present study introduces a novel curve-fitting algorithm for surface
plasmon resonance (SPR) curves using a self-constructed, wedge-shaped beam type
angular interrogation SPR spectroscopy technique. Previous fitting approaches such
as asymmetric and polynomial equations are still unsatisfactory for analyzing full
SPR curves and their use is limited to determining the resonance angle. In the
present study, we developed a sigmoid-asymmetric equation that provides excellent
curve-fitting for the whole SPR curve over a range of incident angles, including
regions of the critical angle and resonance angle. Regardless of the bulk fluid type
(i.e., water and air), the present sigmoid-asymmetric fitting exhibited nearly perfect
matching with a full SPR curve, whereas the asymmetric and polynomial curve
fitting methods did not. Because the present curve-fitting sigmoid-asymmetric
equation can determine the critical angle as well as the resonance angle, the undesired
effect caused by the bulk fluid refractive index was excluded by subtracting the
critical angle from the resonance angle in real time. In conclusion, the proposed
sigmoid-asymmetric curve-fitting algorithm for SPR curves is widely applicable
to various SPR measurements, while excluding the effect of bulk fluids on the
sensing layer.
Reprinted from Sensors. Cite as: Jang, D.; Chae, G.; Shin, S. Analysis of Surface
Plasmon Resonance Curves with a Novel Sigmoid-Asymmetric Fitting Algorithm.
Sensors 2015, 15, 25385–25398.
1. Introduction
Since the first observation using surface plasmon resonance (SPR) sensors
by Wood in 1902 [1,2], SPR sensors have emerged as popular analysis tools for
bio-molecules, used label-free to detect changes in the refractive index or thickness
of an adsorbed layer on or near the sensing film of the SPR sensor with a high
sensitivity in real time [3–9]. However, the performance of the SPR measurement
still requires improvement for reliable and high-speed data analysis. In fact, the
curve-fitting of the SPR curve is an important and unique process to determine the
performance of the SPR sensing, distinguishing the SPR measurement from other
direct measurements using cantilever, fluorescence, and electrochemical sensors.
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For a typical angular interrogating SPR system, a SPR curve indicating the
reflectance intensity versus the incident light angle provides a fundamental concept
to analyze the binding kinetics of analytes on a sensor film according to changes in
the refractive index [10]. SPR sensors generally monitor the changes of reflectance
intensity over a range of incident angles when target-molecules interact on the
sensing surface. The angle yielding the minimum light intensity on an SPR curve
is denoted as the resonance angle, which is carefully determined with curve fitting
for an SPR curve in a small range of incident angles. For the accurate measurement
of the resonance angle from an SPR curve, several fitting methods have been
proposed, such as the polynomial fits [11,12], centroid method [6] and parabolic
fit [13,14]. Additionally, optimal linear method [15], asymmetric method [10]
and signal processing methods of the SPR signals [16] were proposed. Also to
determine the SPR line in the SPR image, researches utilizing Radon transform
were introduced [17–21]. In particular, the asymmetric fitting method determines
the resonance angle very accurately using a simple equation derived from the
complicated multi-layer Fresnel equation.
However, conventional curve-fitting methods have been used for determining
the change in the resonance angle in short ranges of the incident angle with
wedge-shaped beam type angular interrogation SPR spectroscopy, which is the
most popular and appropriate SPR system for real-time monitoring, as shown in
Figure 1a. When the targeted molecular interaction is measured by SPR spectroscopy,
the real-time results obtained by the change of the resonance angle are also affected
by the bulk fluid, which causes a bulk sensor refractive index. In fact, the existence
of bulk fluid molecules around a sensing range cannot be avoided and should be
excluded in the measured results. Without considering the undesired the effect of
bulk fluid molecules, it is difficult to accurately evaluate the net binding kinetics of
target molecules by analyzing only the resonance angle.
Conventional SPR devices have adopted a reference channel to remove noise
signals caused by the bulky effect of the flowing medium. In order to add a reference
channel in a SPR sensor design, it is necessary to give up a main sensing channel
on a limited sensor area. Furthermore, noise signals vary greatly with referencing
approach [22]. However, these noise signals can be effectively removed by obtaining
the critical angle and resonance angle simultaneously without a reference channel
when non-specific binding is absent. It is known that the critical angle is related
to the refractive index of the surrounding medium [23]. Thus, if the medium is
changed, the critical angle would be shifted and the resonance angle also would be
shifted, correspondingly. Therefore, the capability to determine both the resonance
and critical angles from a SPR curve over an entire range of incident angles is highly
required. A successful curve-fitting method for a whole SPR curve can provide both
critical and resonance angles. Then, the change of angle on specific adsorption of
57
the analyte can be achieved by subtracting the critical angle from resonance angle in
real-time as shown Figure 1b. However, an SPR curve in an entire range of incident
angles cannot be easily fitted because of the complicated shape of the curve. The
conventional fitting methods are not suitable for fitting the entire SPR curve over
a range of incident angles. Although a multi-layer Fresnel equation with curve
fitting [24] can determine the critical angle and resonance angle accurately, this has
rarely been practically applied because the properties are not fully available and it
requires a long computation time [10].
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specific adsorption a gl , respectively. Our novel method can monitor the change
in the specific adsorption angle (θSAA) by simultaneously monitoring the change in
the reso ance angle (θRA) and the change in the critical angle (θCA).
In this study, we proposed a novel fitting algorithm based on a
sigmoid-asymmetric equation that can fit an SPR curve over an entire range of
incident angles. The proposed curve-fitting equation is a formulation combining the
sigmoid-equation and asymmetric equation. The former equation determines the
critical angle, whereas the latter determines resonance angle. Using this curve-fitting
method, one can rapidly determine a critical angle as well as a resonance angle.
The present analytical results were compared with those for the asymmetric and
polynomial equation based fitting methods. In the present study, we also confirmed
the feasibility for evaluating of specific adsorption of an analyte on a sensor chip by
monitoring in real time the specific adsorption angle subtracting the critical angle




We fabricated a lab-made wedge-shaped type angular interrogation-based SPR
spectroscopy for signal detection. The equipment includes a light source, prism,
detector and signal analysis software, liquid handling system with a peristaltic pump
and a degasser and the flow cell. A schematic of our angular-interrogation-based
Kretchmman-configuration SPR system is presented in Figure 2. A slide glass
with a sputtered gold layer (50 nm of Au on 2 nm of Cr) on one side together
with the flow cell is pressed against the prism coated with an index matching
fluid in order to ensure continuous proceeding of the light. We used a 770 nm
light-emitting diode (Opnext Inc., Tokyo, Japan) as a light beam in our system. The
p-polarized wedge-type incidence beam with a range of the incident angle of 7.296˝
(1 pixel = 0.0057˝) passes through a band-pass interference filter (770 ˘ 10 nm) and is
entered to the SPR sensor chip through a half-cylindrical prism. Then, the intensity
of the reflected light beam is monitored using a two-dimensional complementary
metal oxide semiconductor (2D-CMOS) image sensor (IDS Co., Obersulm, Germany),
which has a 1.41 cm sensing area (1280 ˆ 1024 pixels). The image sensor is located
immediately in front of the prism, and it allows the SPR system to be fabricated
without any other lenses. Our system also has a rotation stage, which can control
the incident angle from 35˝ to 85˝ as need for the various samples, including gas
and liquid solutions. The flow cell is composed of independent three channels with
dimensions of 5 mm (l) ˆ 1 mm (w) ˆ 0.2 mm (h) and fabricated from polyether
ether ketone (PEEK) plastic. PEEK is used because it has excellent mechanical and
chemical resistance properties. The sample solution is driven by peristaltic pump into
flow cell and passes through a degasser in order to remove bubbles in the solution
before entering the flow cell.
2.2. Image Processing
A final image for the curve fitting is acquired from three images—a dark image,
TE-mode image, and TM-mode image—using a self-made MATLAB-based program.
The dark image is obtained when the incident light is turned off, while the TE-mode
and TM-mode images are obtained from the light-on mode when the polarizer is in
the TE-mode and TM-mode, after the running buffer is injected on a gold sensor chip.
We processed these three images using the following methods. Firstly, the intensity
of the dark image is subtracted from the TE-mode and TM-mode images in order to
remove the noise signal in the dark condition. Then, the final image is derived by
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dividing the subtracted TM-mode image by the subtracted TE-mode image. Figure 3
shows four images obtained from a 2D CMOS image sensor.
Final image “
TM mode image´Dark image
TE mode image´Dark image
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Figure 2. Schematic of our homemade SPR system based on angular interrogation of 
Kretchmann configuration. The p-polarized wedge-type incidence beam with a range of the 
incident angle of 7.296° passes through a band-pass interference filter (770 ± 10 nm) and is 
directed to the SPR sensor chip through a cylindrical prism (BK7, n = 1.5125 at 770 nm). 
Then, the intensity of the reflected light beam is monitored using a two-dimensional 
complementary metal oxide semiconductor (2D-CMOS) image sensor (IDS Co.) with a 
1.41 cm sensing area (1280 × 1024 pixels). 
  
Figure 2. Schematic of our homemade SPR system based on angular interrogation
of Kretchmann configuration. The p-polarized wedge-type incidence beam with
a range of the incident angle of 7.296˝ passes through a band-pass interference
filter (770 ˘ 10 nm) and is directed to the SPR sensor chip through a cylindrical
prism (BK7, n = 1.5125 at 770 nm). Then, the intensity of the reflected light beam is
monitored using a two-dimensional complementary metal oxide semiconductor
(2D-CMOS) image sensor (IDS Co.) with a 1.41 cm sensing area (1280 ˆ 1024 pixels).
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2.2. Image Processing 
A final image for the curve fitting is acquired from three images—a dark image, TE-mode image, 
and TM-mode image—using a self-made MATLAB-based program. The dark image is obtained when 
the incident light is turned off, while the TE-mode and TM-mode images are obtained from the  
light-on mode when the polarizer is in the TE-mode and TM-mode, after the running buffer is injected 
on a gold sensor chip. We processed these three images using the following methods. Firstly, the 
intensity of the dark image is subtracted from the TE-mode and TM-mode images in order to remove 
the noise signal in the dark condition. Then, the final image is derived by dividing the subtracted  
TM-mode image by the subtract d TE-mode image. Figure 3 shows four images obtained from a  
2D CMOS image sensor. Final	image = −−  
 
Figure 3. Images from a 2D CMOS image sensor: (a) The dark image is obtained when 
the incident light is turned off. (b) The TE-mode. (c) TM-mode images are obtained from 
the light-on mode when the polarizer is in TE-mode and TM-mode after the running buffer 
is injected on a gold sensor chip. (d) The final image is obtained after image processing 
using (a), (b), and (c). 
2.3. Fitting Algorithm Based Sigmoid-Asymmetric Equation 
Figure 4 shows the proposed concept of the sigmoid-asymmetric curve-fitting algorithm. A full SPR 
curve denoted by the black dotted line in Figure 4 is acquired by plotting the average intensity values 
of 100 rows for each column in the final image, which is processed using the method described in  
Section 2.2. Then, the full SPR curve is fitted by the proposed sigmoid-asymmetric equation  
of Equation (1): ( ) = × 1 − + × ( − )( − ) + + 1 + ×( ) + ( × ) (1)
This equation is a formula combining the asymmetric function Equation (2) [10] with an equation 
modified from the sigmoid function Equation (3) [25]. 
Figure 3. Images from a 2D CMOS image sensor: (a) The dark image is obtained
when the incident light is turned off. (b) The TE-mode. (c) TM-mode images are
obtained from the light-on mode when the polarizer is in TE-mode and TM-mode
after the run ing buffer is injected on a gold s nsor chip. (d) The final image is
obtained after image processing using (a), (b), and (c).
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2.3. Fitting Algorithm Based Sigmoid-Asymmetric Equation
Figure 4 shows the proposed concept of the sigmoid-asymmetric curve-fitting
algorithm. A full SPR curve denoted by the black dotted line in Figure 4 is acquired
by plotting the average intensity values of 100 rows for each column in the final
image, which is processed using the method described in Section 2.2. Then, the full
SPR curve is fitted by the proposed sigmoid-asymmetric equation of Equation (1):
R pXq “
˜








` pI ˆ Xq (1)
This equation is a formula combining the asymmetric function Equation (2) [10]




Figure 4. Determination of a resonance angle and a critical angle using sigmoid-
asymmetric curve fitting: full SPR curve (black dotted line) plotted from the final image is 
first fitted by the sigmoid-asymmetric equation (red solid curve), and the resonance angle 
and critical angle are simultaneously and automatically determined after calculating the  
1st derivative (blue solid line). 
The asymmetric function contributes to the determination of the optimal resonance angle on the 
right side of the full SPR curve, and the sigmoid function allows the determination of the optimal 
critical angle on the left side: ( ) = × 1 − + × ( − )( − ) +  (2)( ) = 11 +  (3)
In Equation (1), the parameters A, B, C, D, and E are real and constant values needed to fit the right 
side of the full SPR curve to the asymmetric function, and the parameter X represents the incident  
angle [11]. The parameters F, G, and H are real and constant values needed to fit the left side of the 
full SPR curve to the modified sigmoid function, and the parameter I is a real and constant value 
representing the tilt of the modified sigmoid function. The red solid line of Figure 4 is the fitting curve 
obtained using the proposed sigmoid-asymmetric equation. The proposed method determines a 
resonance angle, which is a response angle position to the minimum reflectance on the fitting curve 
obtained by the sigmoid-asymmetric equation. Moreover, it simultaneously determines the critical 
angle that is a response angle position to the maximum value of the 1st derivative curve in the region 
of the critical angle, as indicated by the blue solid line of Figure 4. 
2.4. Sample Preparation and Measurements 
Chemicals: Glycerol, bovine serum albumin (BSA), phosphate-buffered saline (PBS) were 
purchased from Sigma, Inc. (St. Louis, MO, USA). 
Gold sensor chip: The glass slide (20 mm × 10 mm × 0.55 mm) was from Asahi Glass, Inc. (Tokyo, 
Japan). The chrome and gold sputtered on the slide with 2 nm and 48 nm of thickness. 
Glycerol solutions: Distilled ionized water (DIW) and glycerin solutions of 1%, 2%, 3%, 4% and 
5% in DIW were prepared and measured with our SPR instrument to know the relationship between 
Figure 4. Determination of a resonance angle and a critical angle using
sigmoid-asymmetric curve fitting: full SPR curve (black dotted line) plotted from
the final image is first fitted by the sigmoid-asymmetric equation (red solid curve),
and the resonance angle and critical ngle are simultaneo sly and automatically
determined after calculating the 1st derivative (blue solid line).
The asymmetric function contributes to the determination of the optimal
resonance angle on the right side of the full SPR curve, and the sigmoid function
allows the determination of the optimal critical angle on the left side:
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In Equation (1), the parameters A, B, C, D, and E are real and constant values
needed to fit the right side of the full SPR curve to the asymmetric function, and
the parameter X represents the incident angle [11]. The parameters F, G, and H
are real and constant values needed to fit the left side of the full SPR curve to
the modified sigmoid function, and the parameter I is a real and constant value
representing the tilt of the modified sigmoid function. The red solid line of Figure 4
is the fitting curve obtained using the proposed sigmoid-asymmetric equation. The
proposed method determines a resonance angle, which is a response angle position
to the minimum reflectance on the fitting curve obtained by the sigmoid-asymmetric
equation. Moreover, it simultaneously determines the critical angle that is a response
angle position to the maximum value of the 1st derivative curve in the region of the
critical angle, as indicated by the blue solid line of Figure 4.
2.4. Sample Preparation and Measurements
Chemicals: Glycerol, bovine serum albumin (BSA), phosphate-buffered saline
(PBS) were purchased from Sigma, Inc. (St. Louis, MO, USA).
Gold sensor chip: The glass slide (20 mm ˆ 10 mm ˆ 0.55 mm) was from Asahi
Glass, Inc. (Tokyo, Japan). The chrome and gold sputtered on the slide with 2 nm
and 48 nm of thickness.
Glycerol solutions: Distilled ionized water (DIW) and glycerin solutions of 1%,
2%, 3%, 4% and 5% in DIW were prepared and measured with our SPR instrument
to know the relationship between critical angle and resonance angle. First, the DIW
was injected into a microchannel on the gold sensor chip for a baseline with flow
rate of 40 µL/min. Subsequently, the glycerol-water mixture solutions were loaded
at 500 s intervals.
BSA adsorption: BSA of 5 µg/mL in a 1 ˆ PBS with 1.5% glycerin was prepared
for protein adsorption in real time to confirm the feasibility of removing the bulk
fluid effect. Here, the diluted BSA and glycerin were used as a model protein for
adsorption on the gold sensor chip and for artificially changing the bulky refractive
index around the sensor film. First, the 1 ˆ PBS was injected into a micro channel
on the gold sensor chip for a baseline with flow rate of 40 µL/min. Then, the BSA
solution was loaded and then rinsed by 1 ˆ PBS with same flow rate.
3. Results and Discussion
Using a MATLAB-based program developed in-house, we compared the curve
fitting results for a SPR curve using three different methods: the asymmetric,
24th-order polynomial regression and sigmoid-asymmetric equations. We excluded
the centroid and 2nd order polynomial method, which are also popular methods
used in SPR spectroscopy, from our comparison experiments because those are local
curve fitting methods with threshold values on SPR curves. In Figures 5 and 6 a
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full SPR curve for the fitting was obtained by a wedge type angular interrogating
SPR sensor system with air and water as bulk fluids on a gold sensor chip, and each
fitting curve was plotted, respectively.
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Figure 5. SPR curve-fitting results measured in water (black dot line: SPR curve, red  
solid line: fitting curve): (a) Asymmetric fitted SPR curve. (b) 24th-order polynomial  
regression-fitted SPR curve. (c) Sigmoid-asymmetric fitted SPR curve. 
Figure 5. SPR curve-fitting results measured in water (black dot line: SPR curve,
red solid line: fitting curve): (a) Asymmetric fitted SPR curve. (b) 24th-order
polynomial regression-fitted SPR curve. (c) Sigmoid-asymmetric fitted SPR curve.
Herein, air and water were used to confirm the feasibility in both gas and
liquid phases, and with dry and wet samples. Also both fluids are good readily
available examples to compare the fit quality according to the curve shapes because
the shape of each SPR curve in both bulk fluids is very different. The performance of
curve-fitting results with both bulk fluids was compared in the critical angle region
and resonance angle region, respectively. The two regions that depict each angle were
divided at a criterion angle, which was carefully determined. The criterion angles
for water and air were 600 and 550 pixel of the total incident angle, respectively.
Available fit quality parameters, including the coefficient of determination (CD),
error variance (EV), and angle positions determined by each fitting method, are
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summarized in Table 1. The coefficient of determination, R2, indicates how well the








where Ei = Xi ´ Yi and E is average of Ei at each incident angle position. Here, the Xi
is the intensity of the fitting curve and Yi is that of an experimentally obtained SPR
curve at each incident angle position i. The resonance angle position was determined
at the position where the minimum intensity yields a resonance angle region, whereas
the critical angle position was determined at the position yielding the maximum of
the 1st derivative SPR curve in the critical angle region.
In Figures 5a and 6a, the red solid lines represent the fitting curves obtained
using the asymmetric equation. In the region of the resonance angle (pixel number
> 600), the SPR curve was well fitted with the fitting curve. The CDs for water
and air was 0.999 and 0.981, respectively and these values are fairly good results
compared with sigmoid-asymmetric results (0.999 and 0.997, respectively), as listed
in Table 1. However, the region of the critical angle on the left side was not fitted
well, as shown Figures 5a and 6a. Consequently, the asymmetric curve-fitting
method could not determine the critical angle position except for resonance angle.
Thus, the resonance angles determined using asymmetric curve-fitting method were
66.6303˝ and 42.5929˝ for water and air, respectively, which agreed well with the
sigmoid-asymmetric results (66.6189˝ and 42.6210˝, respectively).
In Figures 5b and 6b, the fitting curves obtained using the 24th-order polynomial
regression equation exhibited a very different appearance depending on both bulk
fluids. First, the fitting curve for the water condition on the gold sensor chip agreed
well with the full SPR curve, but that for air was fitted poorly. The statistical
results in Table 1 also clearly indicate the poor curve-fitting for air compared with
water. Secondly, even for water, close inspection of the resonance angle region
reveals that the fitted SPR curve is not smooth due to the characteristics of the
polynomial equation. This unsmooth fitted curve makes determining the minimum
resonance angle difficult and subsequently degrades the reproducibility regarding
the determination of the resonance angle.
In contrast, the fitting curves obtained using the proposed sigmoid-asymmetric
equation almost perfectly matched the whole SPR curve over a range of incident
angle, as indicated by Figures 5c and 6c. Immediately after curve-fitting with
a sigmoid-asymmetric equation, both the critical and resonance angles could be
determined. The determined resonance and critical angles were 66.6189˝, 61.8309˝
and 42.6100˝, 41.3208˝ with water and air, respectively. The determined critical
angles almost coincide with theoretical critical angles (61.6265˝ and 41.3049˝ with
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water and air). The quality of the determined angle positions can be verified by the
statistical results of curve-fitting in Table 1. The CDs were nearly 1 and the EVs were
also relatively small compared with others, regardless of the bulk fluid types.Sensor  2015, 15 25392 
 
 
Figure 6. SPR curve-fitting results measured in air (black dot line: SPR curve, red solid 
line: fitting curve): (a) Asymmetric fitted SPR curve. (b) 24th-order polynomial 
regression-fitted SPR curve. (c) Sigmoid-asymmetric fitted SPR curve. 
Herein, air and water were used to confirm the feasibility in both gas and liquid phases, and with 
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according to the curve shapes because the shape of each SPR curve in both bulk fluids is very 
different. The performance of curve-fitting results with both bulk fluids was compared in the critical 
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were 600 and 550 pixel of the total incident angle, respectively. Available fit quality parameters, 
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well the experimental data fit the equation models. The EV is used to be defined as follows: 1 ( − )  (4)
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the fitting curve and  is that of an experimentally obtained SPR curve at each incident angle position i. 
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Figure 6. SPR curve-fitting results measured in air (black dot line: SPR curve,
red solid line: fitting curve): (a) Asymmetric fitted SPR curve. (b) 24th-order
polynomial regression-fitted SPR curve. (c) Sigmoid-asymmetric fitted SPR curve.
As summ rized in Table 1, the t ree fitting methods agreed fairly well i
determining resonance angle positi ns w th water as bulk fluid. The CDs
for the t ree m thods ar greater than 0.999 and the angle is in the range of
66.6189˝–66.6303˝. However, for ai , the quality of the curve-fitting was generally
degraded for all thr e methods. In particular, t CD and EV for the polynomial
method ar significantly degraded, and subs quently t e corresponding resonance
angle (42.6955˝) was different from that of other methods (42.5929˝, 42.6100˝).
Meanwhile, the critical angle cannot be determined by any curve-fitting methods
except the sigmoid-asy etric methods, as listed in Table 1. The asymmetric method
was unsuitable for determining the critical angle, yielding poor values of the CD and
EV for both water and air. Also, the polynomial method was not able to determine
the critical angle even though the values of the CD and EV are fairly good for water
as a bulk fluid. It is worthy to note that the sigmoid-asymmetric method yielded
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fairly good fitting results for both water and air. Therefore, the sigmoid-asymmetric
method was the only one to fit a whole SPR curve with high quality and thus
determine both the resonance and critical angles with precision.
Table 1. Calculated statistical results including error variance and coefficient of
determination and both angle positions obtained by fitting methods based on
asymmetric, 24th-order polynomial and sigmoid-asymmetric equation for a full
SPR curve. The SPR curve was experimentally obtained with water and air as bulk
fluids on the sensing film, where N.A.: not available.







Asymmetric 0.999 0.268 66.6303
24th order
polynomial 0.999 0.020 66.6303
Sigmoid-asymmetric 0.999 0.037 66.6189
Critical angle
Asymmetric 0.536 1.189 N.A
24th order
polynomial 0.998 0.004 N.A




Asymmetric 0.981 3.177 42.5929
24th order
polynomial 0.947 8.881 42.6955
Sigmoid-asymmetric 0.997 0.499 42.6100
Critical angle
Asymmetric 0.773 0.960 N.A
24th order
polynomial 0.412 2.488 N.A
Sigmoid-asymmetric 0.985 0.065 41.3208
In order to monitor specific adsorption of target molecules, one should exclude
undesired changes caused by the bulk fluid, which would induce changes in
refractive index around the sensor. For this reason, it is necessary to know the
relationship between critical angle and resonance angle. The present study monitored
the changes in the critical angle and resonance angle on full SPR curve using a DIW
and a glycerol-water solution with a concentration in the range of 1% to 5% as a
refractive-index solution. In a Figure 7a, the black dotted lines are SPR full curves
measured for samples with each concentration of glycerol-water solution and the
red solid lines represent fitting curves obtained by sigmoid-asymmetric method. A
critical angle and a resonance angle on each curve were determined by the presented
algorithm. Figure 7b presents a correlation between the critical angle and resonance
angle caused by the change in the fluid refractive index due to the glycerol-water
solutions. Fortunately, the correlation represents a simple linear equation in the
range of 0.5613˝, which is sufficient to measure biomolecular interactions among
two or three macromolecular layers in real time as discussed in a previous work [26].
The slope of the trend line in the plots was 0.97, and the coefficient of determination
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was 0.999. Thus, we determined the normalization constant as 0.97, and the final
equation for the specific adsorption angle in our system is described as follows:
θSAA “ θRA ´ 0.97θCA (5)
where θSAA, θRA, and θCA indicate the specific adsorption angle, resonance angle,
and critical angle, respectively.
We conducted additional experiments for protein adsorption in real time
to confirm the feasibility of removing the bulk fluid effect using the novel
sigmoid-asymmetric equation-based algorithm. The black solid line of Figure 8
represents a sensorgram for measuring the corresponding change in the resonance
angle on the BSA adsorption as a measurement method of the conventional SPR
system. First, the PBS buffer solution was injected into a micro channel on the gold
sensor chip for a baseline. Then, the BSA solution was loaded at the 80 s point. The
change in the resonance angle dramatically increased until 200 s. This change reflects
a mass increase by the adsorption of the BSA on the surface and the change in the
bulky refractive index due to the glycerin concentration. The change in the resonance
angle then increased sluggishly until the 700 s point. This change includes only the
mass change due to the adsorption of the BSA on the gold surface via hydrophobic
interaction. Finally, the change in the resonance angle was dramatically reduced from
the 700 s by washing with a PBS buffer solution. The signal was stable at a higher
position than the baseline: ~0.0285˝. This value indicates the specific adsorption
level of the BSA on the gold sensor chip. If we do not know the composition of the
sample solution, we cannot understand the meaning of step-by-step changes in the
resonance angle.
The sensorgram can be interpreted in many ways. For example, we can attribute
the increased signal to the binding of abundant BSA, including strong and weak
binding on the gold sensor surface. We can also predict a dramatic decrease in the
signal due to the desorption of the weak-binding BSA on the surface. The gray solid
line of Figure 8 represents a sensorgram for measuring the change in the critical angle.
We observed that the baseline before loading the BSA-glycerin solution was
the same as the last position after the washing with the PBS buffer solution. This
sensorgram indicates only the change in the bulky refractive index around the sensor.
Finally, we observed a sensorgram to evaluate only the change of specific adsorption
angle, i.e., the change in the critical angle caused by the bulky refractive index
subtracted from the change in the resonance angle obtained using Equation (5),
indicated by the pink solid line in Figure 8. Its value is slowly increased by the
adsorption of the BSA before the washing with the PBS buffer, and it is maintained
after the washing, not decreasing due to the desorption. We confirmed that the
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sensorgram is very different from it regarding the change in the resonance angle due
to the elimination of the change caused by the bulk refractive index.
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First, the PBS buffer solution was injected into a micro channel on the gold sensor chip for a baseline. 
Then, the BSA solution was loaded at the 80 s point. The change in the resonance angle dramatically 
increased until 200 s. This change reflects a mass increase by the adsorption of the BSA on the surface 
and the change in the bulky refractive index due to the glycerin concentration. The change in the 
resonance angle then increased sluggishly until the 700 s point. This change includes only the mass 
change due to the adsorption of the BSA on the gold surface via hydrophobic interaction. Finally, the 
change in the resonance angle was dramatically reduced from the 700 s by washing with a PBS buffer 
solution. The signal was stable at a higher position than the baseline: ~0.0285°. This value indicates 
the specific adsorption level of the BSA on the gold sensor chip. If we do not know the composition of 
the sample solution, we cannot understand the meaning of step-by-step changes in the resonance angle. 
 
Figure 7. (a) Full SPR curves (black dotted lines) measured for a DIW and a glycerol-
water solution with a concentration in the range of 1% to 5% as a refractive-index solution 
and the curves (red solid line) fitted by sigmoid-asymmetric method. (b) Correlation graph 
between the changes in the critical angle and resonance angle caused by the change in the 
bulky refractive index due to glycerol-water solutions. 
 
Figure 8. Sensorgrams obtained by measuring θRA (black solid line), θCA (gray solid line), 
and θSAA (pink solid line) in real time on binding, diluted BSA-glycerin mixture in PBS 
buffer solution on bare gold sensor chip. 
Figure 7. (a) Full SPR curves (black dotted lines) measured for DIW
and a glycerol-water solution with a concentration in the range of 1% to
5% as a refractive-index solution and the curves (red solid line) fitted by
sigmoid-asymmetric method. (b) Correlation graph between the changes in the
critical angle and resonance angle caused by the change in the bulky refractive
index due to glycerol-water solutions.
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Figure 8. Sensorgrams obtained by measuring θRA (black solid line), θCA (gray solid line), 
and θSAA (pink solid line) in real time on binding, diluted BSA-glycerin mixture in PBS 
buffer solution on bare gold sensor chip. 
Figure 8. Sensorgrams obtained by measuring θRA (black solid line), θCA (gray
solid line), and θSAA (pink solid line) in real time on binding, diluted BSA-glycerin
mixture in PBS buffer solution on bare gol sensor chip.
We successfully implemented a sensorgram for measuring the specific
adsorption angle by conducting a protein adsorption experiment using only the
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novel fitting method with a self-constructed wedge-shaped beam type angular
interrogation SPR spectroscopy, without any referencing approach or time consuming
multi-layer Fresnel equation. We also consider that the sigmoid-asymmetric equation
based full SPR curve fitting method is practically useful for the simultaneous and
automatic determination of the critical angle and resonance angle in real time.
4. Conclusions
In this study, we introduced a novel full-SPR-curve-fitting algorithm based
on a sigmoid-asymmetric equation that can rapidly determine the critical angle
and resonance angle in real time. The fitting curves obtained by the proposed
sigmoid-asymmetric based approach almost perfectly matched the full SPR curves
with water and air as bulk fluids on the sensing film. This was also proven with the
available fit quality parameters, which were better than those obtained using fitting
methods that are conventionally used to determine the optimal resonance angle,
including the error variance and coefficient of determination. The novel algorithm
effectively eliminated the undesired change caused by the bulk fluid refractive
index change on the sensorgram for measuring the molecular interaction. As a
result, we realized a sensorgram for measuring the specific adsorption angle without
changes caused by the bulk refractive index, by subtracting the critical angle from
the resonance angle in real time using a sigmoid-asymmetric fitting algorithm. We
consider that the sigmoid-asymmetric-equation-based full-SPR-curve-fitting method
is practically useful for the simultaneous and automatic determination of the critical
angle and resonance angle in real time in various applications including gas sensing
and solutions based sensing. We believe that the sigmoid-asymmetric fitting equation
can be applicable to commercially available SPR systems.
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Considerations on Circuit Design and Data
Acquisition of a Portable Surface Plasmon
Resonance Biosensing System
Keke Chang, Ruipeng Chen, Shun Wang, Jianwei Li, Xinran Hu, Hao Liang,
Baiqiong Cao, Xiaohui Sun, Liuzheng Ma, Juanhua Zhu, Min Jiang and
Jiandong Hu
Abstract: The aim of this study was to develop a circuit for an inexpensive portable
biosensing system based on surface plasmon resonance spectroscopy. This portable
biosensing system designed for field use is characterized by a special structure which
consists of a microfluidic cell incorporating a right angle prism functionalized with a
biomolecular identification membrane, a laser line generator and a data acquisition
circuit board. The data structure, data memory capacity and a line charge-coupled
device (CCD) array with a driving circuit for collecting the photoelectric signals are
intensively focused on and the high performance analog-to-digital (A/D) converter
is comprehensively evaluated. The interface circuit and the photoelectric signal
amplifier circuit are first studied to obtain the weak signals from the line CCD
array in this experiment. Quantitative measurements for validating the sensitivity
of the biosensing system were implemented using ethanol solutions of various
concentrations indicated by volume fractions of 5%, 8%, 15%, 20%, 25%, and 30%,
respectively, without a biomembrane immobilized on the surface of the SPR sensor.
The experiments demonstrated that it is possible to detect a change in the refractive
index of an ethanol solution with a sensitivity of 4.99838 ˆ 105 ∆RU/RI in terms of
the changes in delta response unit with refractive index using this SPR biosensing
system, whereby the theoretical limit of detection of 3.3537 ˆ 10´5 refractive index
unit (RIU) and a high linearity at the correlation coefficient of 0.98065. The results
obtained from a series of tests confirmed the practicality of this cost-effective portable
SPR biosensing system.
Reprinted from Sensors. Cite as: Chang, K.; Chen, R.; Wang, S.; Li, J.; Hu, X.; Liang, H.;
Cao, B.; Sun, X.; Ma, L.; Zhu, J.; Jiang, M.; Hu, J. Considerations on Circuit Design
and Data Acquisition of a Portable Surface Plasmon Resonance Biosensing System.
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1. Introduction
In the last two decades there has been a great effort towards the development
of portable surface plasmon resonance (SPR) bioanalyzers to meet the need for fast
and non-destructive detection in numerous important areas including food safety,
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environmental monitoring and agriculture [1–3]. Optical SPR bioanalyzers designed
to measure refractive index changes and quantify biomolecular interactions caused
by the binding of interacting molecules are typically based on surface plasmons
propagating along the metal-dielectric interface where the interaction between an
evanescent wave and dielectric occurs [4–6]. However, the price of these bioanalyzers
when designed by using a common surface plasmon resonance biosensor is extremely
high due to the complicated configurations of the optics and electronics. In recent
years, much effort has been dedicated to the development of portable SPR biosensors
capable of detecting molecular analytes in real time [7–9]. In practice, portable
and cost-effective surface plasmon resonance instruments are urgently needed and
have potential in many practical applications, including medical diagnostics, drug
screening and basic scientific research. A TiSPR1K23-based biosensor, an integrated
SPR biosensor made by Texas Instruments (Dallas, TX, USA), has been used to
design a portable bioanalyzer for applications in kinetic analysis of chemical and
biological reactions [10–12]. There are a few references on data acquisition circuits
for SPR biosensing systems, although the circuit design plays a vital role in the
fabrication of bioanalyzers. In this paper we describe a data acquisition circuit for
collecting the response signals from a line charge-coupled device (CCD) array and
the data transmission from the SPR biosnesing system to the upper computer, mainly
composed of a high performance microcontroller, a driving circuit for adjusting
the current for the laser generator, a watchdog circuit for monitoring the power
supply, and an extension data memory for storing the initialized parameters [13].
A high speed, 12-bit built-in A/D converter is used to collect the signals from the
line CCD array. The data acquisition circuit and the corresponding data algorithm
to collect the photoelectric signals from the line CCD array were successfully built.
The collected photoelectric signals are used to calculate the locations of the surface
plasmon resonance dip on the line CCD array in order to perform the association and
disassociation processes of biomolecules dynamically [14,15]. The data algorithms
are considered extensively to establish the response curve of this SPR biosensing
system. Quantitative measurements for validating the sensitivity were implemented
in this paper. The outline of the paper is as follows: in Section 2, we briefly review the
structure and fundamental principles of SPR biosensing system. Section 3 provides
a detailed account of the data acquisition circuit developed for the portable SPR
biosensing system, while our experimental results are presented in Section 4. The




The laser line generator (dimension ϕ 16 mm ˆ 45 mm, wavelength 780 nm,
beam divergent angle 65˝) was purchased from SFOLT Co., Ltd. (Shanghai, China).
The line CCD array (UPD3575 module) was purchased from Tianjin Brilliance
Photoelectric Technology Co., Ltd. (Tianjin, China). A BK7 prism with 50 nm Au film
was customized by Changchun Dingxin Photoelectric Co., Ltd. (Changchun, China)
The optical adjustment clamp which is designed to hold the right angle prism was
fabricated in Henan Nongda Xunjie Measurement and Testing Technology Co., Ltd.
(Zhengzhou, China). Ethanol solutions with concentrations of 5%, 8%, 15%, 20%, 25%
and 30% volume fraction were purchased from Shanghai General Chemical Reagent
Factory (Shanghai, China). Double distilled water was used throughout the whole
experiment. 0.01 M PBS (pH 7.4) buffer was prepared by dissolving 0.24 g KH2PO4,
8.0 g NaCl, 1.44 g K2HPO4 and 0.2 g KCl in 1000 mL of double distilled water.
2.2. Design of the SPR Biosensing System
The prototype of the SPR biosensing system is shown in Figure 1. From the
figure, this SPR biosensing system consists of a laser line generator, a microfluidic
cell, a line CCD module with driving circuit and an adjustable clamp and a power
supply module. In principle, this SPR biosensing system uses a prism, on which
surface a 50 nm thick, 1 mm long and 3 mm wide Au thin film was deposited. The
dimensions of the microfluidic cell are 3.5 mm (L) ˆ 0.5 mm (W) ˆ 0.25 mm (H).
The laser line generator with a P-polarizer is utilized to excite the free electrons
which originally are oscillating inside the metal film (Au film). The surface plasmon
was produced by the P-polarized laser beam along with the interface between the
surface of Au film and biological medium. It is well-known that the evanescent wave
produced from the total internal reflection acts on the prism to excite a standing
charge density wave on the Au surface [16]. Therefore, a surface plasmon wave will
be produced by the standing charge density at the interface between the metal film
and the biological medium.
For the biosensor constructed by a prism with the coupling method of the
attenuated total reflection, the propagation constants of the incident light wave and
















where the propagation constants for incident light wave and the surface plasmon
wave are indicated with Kprx , K
sp
x , respectively. rεm, εpr are the complex refractive
index of the metal film and the refractive index of the prism, respectively. θpr is the
angle formed between the incident light and the normal line of the prism. εs is the
refractive index of the biological sample flows through the metal film surface. C is
the speed of light andω is the frequency of the surface plasmon wave.
Both propagation constants will be equal, Kprx “ K
sp
x when the surface plasmon
resonance phenomenon occurs. At the resonance point, the intensity of the incident
light is absorbed greatly. The intensity of reflective light is approximately zero [17,18].
By using this relationship, the refractive index of the biological sample bound on the
surface of Au film will be calculated. This is seen as a minimum intensity value in
the reflection spectra. The position of the minima is indicative of the chemistry on
the surface of the SPR sensor. The shift in the minimum value is a measure of the
dielectric constant or refractive index changes on the Au surface [19].
In Figure 1, the overall structure of this biosensing platform, which is composed
of the laser liner generator, the linear CCD module, the microfluidic cell and the
power supply, is shown in Figure 1B. The side view of Figure 1B indicated with
Figure 1C shows the position relationship between the laser line generator and the
linear CCD array clearly. In this SPR biosensing system (see Figure 1), the laser line
generator does not need to be moved to change the angle of the incident beam, so
that the laser line generator is exactly fixed by the adjustable clamp. The low cost of
the instrument can be developed using this platform.
3. Considerations on Data Acquisition
3.1. Optimization of Interface Circuits
The interfacing system of this SPR biosensing system is a combination of
biological sensing membranes and a photoelectrical signals processing circuit.
There are four layers in the architecture which were considered to construct this
interfacing system. The bottom layer of this interfacing system is dedicated to
transducing the refractive indexes changed on the Au film surface of the SPR
biosensor into voltage signals (biosensor) in real time, including the linear CCD
array and on/off control module of the SPR biosensors. The signal conditioning
components including amplifiers for amplifying the photoelectric signals formed the
second layer. A microcontroller was used to execute the filtering algorithm to form
the third layer. The upper layer, mainly referring to the computer for collecting data
from microcontroller with RS232C communication protocol, is used to obtain the
response curves and analyze the response unit signals (RUs) [20]. The light intensity
of the laser line generator can be controlled with currents through the I/O port of
the microcontroller (see Figure 2). For this biosensing system described in Figure 2,
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once the refractive index is changed with the concentrations of biological samples,
these changes will be converted into electronic signals by the SPR biosensor on
which the biomolecular identification membrane should be immobilized in advance,
while the control process strategy can be implemented by the PIC24FJ128GA008
microcontroller, a very versatile piece of hardware. It has been utilized to receive
the data from the A/D converter and the laser line generator is perfectly arranged
together to calculate the SPR pixel positions, to plot the SPR curves, to perform
the kinetics analysis and to transmit the data to the upper PC. This advanced
biological sensing system exists to monitor and process the changes of refractive
index efficiently [21]. Obviously, the microcontroller plays an important role in data
acquisition and decision implementation.
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Figure 1. The SPR biosensing platfrom designed by using a laser line generator, a linear 
CCD module, a microfluidic cell and corresponding clamps. (A) Schematic diagram of the 
principle of this SPR biosensing platform; (B) The top view of the overall structure of this 
SPR biosensing platform without an instrument enclosure; (C) The side view of Figure 1B. 
Figure 1. The SPR biosensing platfrom designed by using a laser line generator, a
linear CCD module, a microfluidic cell and corresponding clamps. (A) Schematic
diagram of the principle of this SPR biose sing platform; (B) The top view of the
overall structure of this SPR biosensing platform without an instrument enclosure;
(C) The side view of Figure 1B.
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Figure 2. Schematic diagram of the interface system of this SPR biosensing system
involving the SPR biosensor, the microcontroller and upper computer.
3.2. Data Structure for Organizing and Storing Response Unit Signals (RUs)
A data structure is considered to organize all the data from the CCD circuit
embedded in the SPR biosensing system and from the memory associated with
the microcontroller efficiently. The 1024 photoelectric signals from the 16-bit A/D
converter are quantified as 16-bit binary codes if the16-bit A/D converter in the CCD
circuit was chosen. The response unit signals (RUs) were computed based on the
following formula RU = (1.334 ´ RIx) ˆ 30,000, where 1.334 is the refractive index
of deionized water. RIx is the refractive index of an unknown sample, which can
be measured by the SPR biosensing system and 30,000 is a pre-determined factor
for increasing the sensitivity of the calculated responses [22]. The normalization of
RU values is obtained from the 16-bit A/D converted value from the line CCD array
when the biological sample flowed through the Au film surface, which is divided by
the 16-bit A/D converted value from the CCD array when air is occurred over the Au
film surface [23–25]. Therefore, the RU value is in 16-bit binary code. It is known that
the lowest and the highest RU values correspond to 1 and 65,536, respectively. The
data structure was intensively considered by taking the least required storage space
into account. Certainly, the minimum amount of the required storage space is not
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only considered in this biosensing system, but also the efficiency for data retrieval
should be linked. In this experiment, the RU values only need to be stored as integer
type data, such as ´32,768 and 32,767. Therefore, the short integer type data structure
was chosen due to the fact it only occupies 2 bytes for one measurement value.
3.3. Memory Management
There are no EEPROM units in the PIC24FJ128GA008 microcontroller, therefore,
a 24LC256 extension memory was used, which is a 32 K ˆ 8 (256 K bits) serial
electrically erasable PROM. This device also has a page write capability of up
to 64 bytes of data to greatly prolong this device’s lifetime. A record index and
corresponding measurement results are included in each data set. The record index is
used to mark the location of the measurement results stored in the extension memory,
which is a type of nonvolatile memory. In this experiment, the data for calculating
the RU values, for finding the internal data record, and for the communication with
the upper computer are stored in this extension memory due to the limitations of the
internal memory in the microcontroller [26,27].
The memory capacity of this extension memory is suggested to be 32 KB
(32,768 Bytes). If the RU value is expressed in a long integer form it can be used
to store a maximum of up to 32,768/4 (8192) measurement results. Three different
areas need to be defined in the extension memory device, which are involved to the
memory space of record indexes, measurement results and parameters for performing
the biosensor actions [28]. The parameters for running the SPR biosensing system
are stored in the parameter areas which use a reserved space of 16 or 32 bytes
in the extension memory. The sequence numbers (serial number), data status
(valid/invalid), channel numbers, the first address of this extension memory, total
data capacity and the corresponding measurement information are stored in the
record index area. The measurement results are stored in the corresponding format
of the data set in the data area [29]. Generally, the block 0 area is used to store the
parameters and record indexes, while the other remaining spaces in the extension
memory are allocated to store measurement results. In this experiment, block 0 was
used to store the parameters and the indexes of the record index area. The record
indexes are stored in the area of block 1 and the measurement results are stored in
the following blocks in order to upgrade the memory capacity easily. In the block 0
area, the first 128 bytes in this memory are used to store the parameters, while the
following 128 bytes are used to store the indexes of the record index area. In the last
half part of the block 0, the first 16 bytes of this space were used to store the indexes
of the sequence number’s index and the first address of the measurement results,
while the next 32 bytes of this space are reserved to store the index of the sequence
number of the measurement results’ index. In the following record index section of
the last half part of block 0, there are 8 bytes occupied by each record index. These
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are the serial number (1 byte) produced by the record indexes, valid status (1 byte),
the number of channels (1 byte), the starting address (2 bytes), the total spaces used
(2 bytes), and 1 byte is reserved. In the record index of block 1, the record indexes
include the measurement results record number, valid status, number of channels,
starting address and total of the data, etc. In the data area, one data section can store
64 measurement result records if the measurement results are expressed in a long
integer form [30]. The memory allocations of the 25LC256 memory chip are shown
in Table 1.
Table 1. Memory allocations in the 25LC256 memory chip.
Block 0 Parameters area and the index of the record index area
Block 1
Measurement result record Index area, which indicates the
measurement result record number, valid status, number of
channels, starting address, total of the data, etc.
Block 2 Measurement results area
. . . . . . . . . . . .
Block 127 Measurement results area
3.4. The Parameter Settings of the Circuit Module of UPD3575D
The photoelectric sensor, linear CCD containing grids of pixels, characterized
by photoelectric conversion, charge storage and charge transfer. The output voltage
is proportional to the charge packets which are collected in potential wells created by
applying a positive voltage to the gate electrodes [31]. Applying a positive voltage
to the gate electrode in the correct sequence transfers the charge packets. In this
experiment, the photoelectric signals from the line CCD array in the UPD3575 module
are obtained under the timing diagrams. The output voltage (Vout) of the pixel signals
starts to change when the arrival of the falling edge of the pixel synchronizing pulse
(PSP) is coming [32].
From Figure 3, the relationship between the Vout and the pixel synchronizing
pulse is illustrated by the fact that the Vout is kept changing when the level of the
pixel synchronizing pulse drops to a low value until the coming of the rising edge of
the pixel synchronizing pulse, and a stable Vout will be achieved when the level of
the pixel synchronizing pulse becomes high in the first half cycle. Then the Vout will
become zero at the high level in the last half cycle of pixel synchronizing pulse [33,34].
The cycle settings of the pixel synchronous pulse are determined manually. The pixel
synchronizing pulse’s cycle can be set in 2 µs, 4 µs, and 8 µs, electronically.
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Figure 3. Timing diagram for the photoelectric signals acquisition of the line CCD array. 
3.5. Considerations of A/D Converter 
The maximum conversion rate is only 100 K samples per second (SPS), so the A/D converter 
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of 1.1 MSPS@10bit (MSPS, million samples per second) or 0.5 MSPS@12bit embedded inside it is 
chosen. If high AD resolution is needed, the 12-bit resolution is the top priority to be chosen. 
Therefore, the sampling period of 2 µs at the sampling rate of 0.5 MSPS is calculated. Correspondingly, 
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Figure 3. Timing diagram for the photoelectric signals acquisition of the line
CCD array.
3.5. Considerations of A/D Converter
The maximum conversion rate is only 100 K samples per second (SPS), so the
A/D converter ADS8320 is primarily considered. The 10 µs sampling period will be
calculated fr m th conversion rate of 100 K SPS, which is larger than the maximum
pixel synchronizing pulse’s cycle of 8 µs obtained from the UPD3575D module.
Therefore, a high speed AD converter must be chosen. For the consideration of the
microcontroller PIC24HJ32GP302, an A/D converter with a high conversion rate of
1.1 MSPS@10bit (MSPS, million samples per seco d) or 0.5 MSPS@12bit embedded
inside it is chosen. If high AD resolution is needed, the 12-bit resolution is the
top priority to be chosen. Therefore, the sampling period of 2 µs at the sampling
rate of 0.5 MSPS is calculated. Correspondingly, the pixel synchronizing pulse’s
cycle of 2, 4, and 8 µs, respectively, is appropriate to match this A/D converter.
From the description of the data sheet of the PIC24HJ32GP302 microcontroller,
in the 0.5 MSPS@12bit mode, the minimum analog-to-digital converter (ADC)
clock period (TAD) of 117.6 ns is found. The conversion time (tCONV) is 14TAD
(14 ˆ 117.6 = 1646.4 ns) is calculated according to the TAD value. The clock frequency
of this microcontroller is found to be 4 ˆ 7.3728 MHz and the clock cycle is 33.9 ns.
T ref re, the instruction cycle TCY (TCY, instructio cycle) is calculated to be
2 ˆ 33.9 = 67.8 ns (TCY is less than TAD). 2TCY (2 ˆ 67.8 = 135.6 ns) is more than TAD
(Min). It is known that the sampling cycle should be larger than 3TAD (since 3TAD is
the minimum ADC sample time) compared with the ADC clock period; under these
conditions, the sampling cycle is 18 TAD (18 ˆ 117.6 ns = 2116 ns = 2.12 µs, with
the maximum sampling frequen y of 0.5 MHz, and the minimum sampli g cycle of
2.0 µs, therefore, the 18 TAD meets the hardware requirements). Correspondingly,
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the sampling frequency is 472 KSPS. Due to the sampling cycle being over 2 µs,
pixel synchronizing pulse cycles of 4, 8 µs are chosen, respectively. Compared with
the PIC24FJ128GA008 microcontroller, the PIC24HJ32GP302 microcontroller can
fit well the actual requirements of this SPR biosensing system because the built-in
A/D converter can work at a high conversion rate of 0.5 MSPS@12bit with the
minimum ADC clock period (TAD) of 117.6 ns or work at a high conversion rate of
1.1 MSPS@10bit with the minimum ADC clock period (TAD) of 76 ns.
4. Results and Analysis
4.1. Response of the Biosensing System to Ethanol Concentrations
By using ethanol solutions as the standard detected sample, the responses
indicated with RU from the biosensing system for the different ethanol concentrations
were measured within a concentration range from 5% to 30% (volume fraction) and
deionized water was flowed successively over the Au surface of biosensor to obtain
the baseline signals. The Au surface of the biosensor was not modified with a ligand
as the specific acceptor for capturing the ethanol molecules to avoid influencing the
signals produced by the biomolecular identification membrane. The experiments
were performed at 37 ˝C. The obtained calibration curves are shown in Figure 4.
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Figure 4. Sensorgrams with inset calibration curve diagrams obtained for different
ethanol solution concentrations. The sensorgram was obtained from concentrations
of 5%, 8%, 15%, 20%, 25% and 30% ethanol in volume fraction, respectively. The
lower right inset indicates the fitting curve established by delta response units with
different standard ethanol concentrations ranging from 5% to 30%.
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The calibration curves represent the process of SPR response signals without a
ligand in the dynamic response range of 5% to 30%, which is useful for quantifying
purposes. In this experiment, the ethanol molecules started to be adsorbed on the
Au film after 1800 s for the reaction in solution. Then the response signals increased
rapidly up to a plateau [35,36]. From Figure 4, it is indicated that the association
curve gradually but obviously dwindled with increasing ethanol concentration. The
plateau of the curve corresponds to the saturation of the sensor active points. A linear
range between 5% and 30% can be used for determination of ethanol concentrations.
4.2. Sensitivity Evaluation
The samples with concentrations of 5%, 8%, 15%, 20%, 25% and 30% in
volumetric fractions, which can also be converted to refractive indexes of 1.32159,
1.32304, 1.32644, 1.32886, 1.33128 and 1.33370, respectively, were measured five times,
repeatedly. The mean response values of these known concentration samples were
calculated to be 529, 1607, 2944, 4720, 5541, and 6065 in delta response units, which
refers to the sensor response induced by biomolecular binding, changing the local
reflective index (RI) at the sensor interface [37]. Importantly, a response (background
response) will also be generated if there is a difference in the refractive indices of the
running and sample buffers. This background response must be subtracted from the
sensorgram to obtain the actual binding response (delta response units, delta RU).
Hence, the refractive index of the medium is directly related to the delta RU. The
coefficient of variation of the repeated measurement was also calculated to be 5.89%.
The fitting equation ∆RU = 499837.79883RI–659968.315329 can be obtained with the
R-Square of 0.98065, the theoretical limit of detection of 3.3537 ˆ 10´5 RIU (refractive
index unit) and the sensitivity of this SPR biosensing system was calculated to be
4.99838 ˆ 105 ∆RU/RI (see the inset in Figure 4).
5. Conclusions
The circuit and signal conditioning approaches designed for an inexpensive
portable SPR biosensing system constructed using a laser line generator and a linear
UPD3575D CCD module have been thoroughly considered. The system is capable
of detecting chemical and biological substances and performing kinetic analysis of
high affinity biomolecular interactions. The circuit for collecting the signals from the
linear CCD array and transferring the measurement results to the computer is mainly
composed of a PIC24FJ128GA008 microcontroller, a driver circuit for running the
laser line generator, and an extension memory for storing the initialized parameters
and measurement results. A UPD3575D CCD module with a 1024 bit linear image
sensor capable of converting light into voltage has been chosen and the integration
time and the pixel synchronizing pulse’s cycle have been discussed in this paper.
In this experiment, a high speed, 12 bit built-in A/D converter has been chosen to
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collect the signals from the linear CCD array. Ethanol solutions with concentrations
of 5%, 8%, 15%, 20%, 25% and 30% in volume fraction, respectively, have been used
to evaluate the performance of the SPR biosensing system. The ethanol solutions
with different concentration factors were flowed over the surface of the sensor chip
and the SPR curve and kinetics response curve are established. The measured
results for the responses to ethanol showed that the selectivity, detection range, and
measuring time of this SPR biosensor supported the utility of the bioassay platform,
especially, for low concentration measurements. The experiments demonstrated
that it is able to detect a change in the refractive index of an ethanol solution with a
sensitivity of 4.99,838 ˆ 105 ∆RU/RI in terms of the changes in delta response unit
with refractive index, and a high linearity with a correlation coefficient of 0.98065.
The theoretical limit of detection of this SPR biosensing system was calculated to be
3.3537 ˆ 10´5 RIU (refractive index unit). Future work will involve the continuation
of laboratory tests as well as field trials to obtain more abundant data illustrating the
high sensitivity and reliability of this inexpensive portable SPR biosensing system to
optimize the algorithm for obtaining the precise position of the resonant dip and the
optimization of the circuit design with microcontrollers.
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Abstract: The specificity and affinity of antibody-antigen interactions is a
fundamental way to achieve reliable biosensing responses. Different proteins
involved with dry eye dysfunction: ANXA1, ANXA11, CST4, PRDX5, PLAA and
S100A6; were validated as biomarkers. In this work several antibodies were tested for
ANXA1, ANXA11 and PRDX5 to select the best candidates for each biomarker. The
results were obtained by using Biophotonic Sensing Cells (BICELLs) as an efficient
methodology for label-free biosensing and compared with the Enzyme-Linked
Immuno Sorbent Assay (ELISA) technique.
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1. Introduction
As reported by Lemp et al. [1], dry eye disease is a multifactorial chronic disorder
of the ocular surface that affects up to 100 million people worldwide. Diagnosis
and management of dry eye has been a source of frustration to clinicians for a lack
of correlation between signs and symptoms. Dry eye (DE) and meibomian gland
dysfunction (MGD) are common inflammatory ocular surface diseases affecting tear
film stability and ocular surface integrity. The pathophysiology of both conditions is
complex and thought to represent the interaction of multiple mechanisms including
tear film hyperosmolarity, instability, and subsequent activation of an inflammatory
cascade, with release of inflammatory mediators into the tears, which in turn can
damage the ocular surface epithelium.
Label-free optical biosensors have been demonstrated to be a good technology
for In-Vitro Diagnostics (IVD) due to advantages versus labeled techniques [2,3]. The
short turnaround and cost-effectiveness advantages are very important factors for
final users and health professionals as a whole. Mainly, three important factors are
connected with the Limit of Detection (LoD) of optical label-free biosensing: the
transducer sensitivity, resolution of the optical reader and the performance of the
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immunoassay. The latter one, the antigen-antibody interaction, plays an important
role to achieve a competitive LoD. In this sense, the study of specificity and affinity
of antibody-antigen interactions is fundamental for understanding the biological
activity of these proteins, as well as to develop suitable biosensors.
As it is well explained [4,5], a highly specific bimolecular association is achieved
by the interaction between an antibody with its corresponding antigen, which
involves various non-covalent interactions between the antigen epitope and the
variable region of the antibody molecule. These interactions (ionic bonds, hydrogen
bonds, hydrophobic interactions and van der Walls interactions) are needed for
a strong antigen-antibody binding requiring a high degree of complementarity
between antigen (Ag) and antibody (Ab).
Affinity is the strength of binding of a single molecule to its corresponding
ligand. Typically it is determined by the equilibrium dissociation constant (KD),
which is used to evaluate biomolecular interactions. The measurement of the reaction
rate constants can be used to define an equilibrium or affinity constant (1/KD).Thus,
the smaller the KD value, the greater the affinity of an antibody with its target.
Antibodies with high affinity have an association constant Ka > 107 M´1 [6,7].
Biomarkers are frequently used in clinical trials of therapeutics for the
assessment of disease states and also for evaluating diagnostic devices. In previous
works, several biomarkers where validated for dry eye disease: S100A6, CST4, MMP9,
PRDX5, ANXA1, ANXA11, PLAA [8].
In previous articles, our research group has also proven an efficient methodology
for label-free biosensing by using Biophotonic Sensing Cells (BICELLs) [9,10], and
particularly for dry eye diseases [11]. According to this, in this article we study
the affinity of several antibodies for biomarkers: ANXA1, ANXA11, PRDX5 and
S100A6 using BICELLs based on SU8 resist Fabry-Perot interferometers with an
optical read-out of the biosensor based on the interferometry.
The label-free optical technique based on BICELLs is a well-reported optical
technique where basically changes in the refractive index are produced by the
recognition or accumulation events of biomolecules onto the sensing surface [9]. This
BICELLs method is a label-free, which means that it is not necessary label-molecules
for the detection. However, in the classical Enzyme-Linked Immuno Sorbent Assay
(ELISA) protocols a labeled-molecule for subsequent detection is needed.
2. Experimental Section
2.1. Production of Mouse mAbs
The mAbs were obtained from female Balb/c mice immunized by
intraperitoneal injections with the recombinant proteins ANXA1, ANXA11 and
PRDX5, separately. The fusion was performed using a Clona Cell-HY kit following
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the manufacturer’s instructions (Stemcell Technologies, Vancouvert, BC, Canada).
Briefly, micesplenocytes were fused with immortal NSO-1 cells (kindly donated by
Margaret Goodall, University of Birmingham, Birmingham, UK) with the addition of
polyethylene glycol (Clona Cell-HY kit). The resulting mix was grown in selective
agar (ClonaCell-HY kit) on 96-well plates.
Screening of positive hybridoma cell culture supernatant was tested by indirect
ELISA. Desired clones were expanded, cultured on a large scale and cryopreserved.
The three best hybridomas of each fusion were selected (Table 1) based on its
productivity, ELISA signal and growth rate for further studies.
mAbisotypes were determined with the mouse mAbisotyping kit
(Sigma-Aldrich, Madrid, Spain), and were purified by Protein G (GE Healthcare,
Buckinghamshire, UK) affinity column chromatography. Their purity was
confirmed by SDS/PAGE. All mAbs were produced and purified by AntibodyBcn
(Barcelona, Spain).














2.2. Affinity ELISA Assay
In order to establish which mAb shown a greater affinity to its own
antigen, calibrating curves were carried out by indirect ELISA assays as follows.
Ninety-six-well ELISA plates (Santa Cruz Biotech, Dallas, TX, USA) were coated for 4 h
at 37 ˝C with 100 µL per well of each protein in serial dilutions (1:2) from 200 ng/mL
to 3.125 ng/mL in 0.2 M carbonate buffer (pH 9.6). Washing was done using 0.05%
Phosphate Buffer Saline (PBS)-Tween 20 (PBS-T). Wells were blocked with 2.5% non-fat
milk-PBST overnight at 4 ˝C. Afterwards plates are incubated with 100 µL purified
mAbs at 5 µg/mL for 1 h at 37 ˝C. Ab binding was detected with HRP-conjugated
anti-mouse IgG (HRP stands for Horseradish Peroxidase; 1:500 in PBS-T; Santa Cruz
Biotech), followed by color development with tetramethylbenzidine ELISA substrate
(TMB; Thermo Fisher Scientific, Uppsala, Sweden). The reaction was stopped




For this experimental work we used, as photonic transducer, a Biophotonic
Sensing Cell (BICELL) based on Fabry-Perot interferometers of SU8 polymeric resist
that exhibits a sensitive optical label-free biosensing capability. The Fabry-Perot
interferometer is the biotransducer of the biosensor itself. Bicells are based on
different type of interferometers and are normally square sensing areas where the
recognition events take place. For this particular case, the interferometer employed
is a single SU8 layer Fabry-Perot interferometer where part of the light is transmitted
through the SU8 reaching the substrate. As a result the interference is produced by
the mixed beams coming from the SU8 (and its biomolecules) and the substrate. The
large number of interfering beams produces an interferometry profile with a high
resolution suitable for biosensing.
We employed SU8 2000.5 (Microchem Corp., Newton, MA, USA) diluted in
cyclopentanone [12] for the fabrication of BICELLs. The SU8 resist was deposited by
spinning at 3000 rpm for 3 min, then the film was soft-baked at 70 ˝C for 1 min. An
exposure to UV light process was then carried out, followed by a post-bake step at
70 ˝C for 5 min in order to give a stable thin film. The SU8 surface of the BICELLs
was treated with sulfuric acid (95% for 10 s) in order to have a hydrophilic sensing
surface. As a result of this treatment, the SU8 epoxy groups are opened and suitable
to immobilize covalently the protein [13].
By monitoring the changes in the interferometric profile of theoptical mode
response, the immobilization of protein and the recognition of several antibodiescan
be properly monitored. Therefore, it is possible to detect the response of the antibody
for each biomarker.
2.4. Optical Characterization of the Biosensor and Sensing Principle
The optical readout of the biosensor was accomplished by a Fourier transform
visible-infrared (FT-VIS-IR) spectrometer (Vertex 70 adapted to the visible range,
Bruker, Madrid, Spain) after each incubation/washing step. We followed the
well-described procedure very recently reported in the literature [9] (see in
Figure 1a–c).
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the immunoassay; (b) optical response for the BICELLs; (c) Bicells used in
the immunoassay.
2.5. Immunoassay Procedure
The indirect immunoassay Protein (ANXA1, ANXA11 and PRDX5)/antibody
was carried out by a covalent binding of the protein onto the BICELLs SU8
sensing surface until saturation for testing the best clone obtained for AntibodyBcn
(Barcelona, Spain). The covalent bond occurs between epoxy ring of SU8 and amine
groups of proposed proteins. The incubation of proteins was made until saturation
with a volume of 60 µL, with a concentration of 50 µg¨ mL´1 in phosphate buffered
saline (pH 7.4,), and at temperature of 37 ˝C during 20 min. Then, the surfaces were
rinsed with deionize water (DI-H2O) and blown with dry and clean dust-less air
under clean environment.
Avoid nonspecific adsorption is a very important step. In fact, the blocking
step avoids the unspecific bounding, especially important for direct immunoassay,
where the antibody is firstly immobilized onto the sensing surface. However, for
this article, we did not consider using a blocking step because we immobilized
the biomarker(indirect immunoassay) until saturation, supposing that the sensing
surface is completely filled with the protein (there are a biofilm of protein according
with our previous simulations).
Then, we proceeded to recognize the corresponding antibody. The recognition
curve of antibody with concentrations 0.2, 0.5, 1.5, 2.5, 5, 10, 25, 5, 10, 25, 50 and
100 µg¨ mL´1 in PBS-pH 7.4 was observed at 37 ˝C for 20 min for each incubation
step. Thus, for each antibody concentration the corresponding BICELLs were washed
with PBS-T and water and blown with dry and clean dust-less air.
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3. Results and Discussion
3.1. Results Obtained by ELISA Technique: Affinity Analysis by ELISA
Selected monoclonal antibodies were individually characterized to determine
which of them showed the highest affinities which meant strong binding ability to
their antigen and would lead to its strong applied value in areas such as detection
and diagnosis. Thus, for ANXA 1 (Figure 2a), the antibody P10B12 did not show
a significant signal even at high ligand concentrations. The other two antibodies
shown a slightly improvement, being antibody P6D7 a little better than the antibody
P4D1, with dissociation constants KD of 2.40 µM, and 27.01 µM, respectively. Both
antibodies give signals too far from the saturation range, however both antibodies
could be used for ANXA1 detection.
In the case of monoclonal antibodies against protein ANXA11 (Figure 2b) all
of them showed apparently good signals; both P3F9 and P1B11 are close to the
saturating point at the highest ligand concentration employed in the assay. Although
P3F9 demonstrated the best ability to bind to antigen ANXA11, P1B11 and P4D9
could be also used for an effective detection of the protein. The dissociation constant
(KD) of P3F9, P4D9 and P1B11 were 19 nM, 4.87 µM and 1.56 µM, respectively.
Finally in the case of antibodies the intensity shown by the three selected
antibodies against PRDX5 (Figure 2c) reveals a high affinity of all of them.
Antibody P9F4 has the higher affinity to PRDX5 with a KD of 17.66 nM. Both
P3G1 and P5H6 antibodies have a similar affinity rate with a KD of 22.05 nM and
27.01 nM, respectively.
3.2. Results Obtained by Optical Label-Free Technique
In order to analyze the response of the antibody for each biomarker, we
evaluated the spectral response for different concentrations of antibody. Figure 3
shows the measured interference dip wavenumber displacement of Fabry-Perot
interferometer for increasing concentrations of the different antibodies. In the
analyte-receptor recognition reaction, the dissociation constant is expressed as
KD = [A]¨ [R]/[AR], where [A] is the free analyte concentration, [R] is the free
receptor concentration and [AR] is the analyte-receptor complex concentration. At the
equilibrium, KD = kd/ka, kd and ka are the kinetic constants for the dissociation and
association process, respectively. Thus, KD can be considered as the reciprocal of the
analyte affinity towards the receptor. In our experiment the receptor concentration is
assumed to be [R] = [R]total ´ [AR] and when 50% of the binding sites are occupied
([AR] = 0.5¨ [R]total), the dissociation constant is the free analyte concentration
KD = [A]. Therefore, the KD value is the antibody concentration causing a response
in the transduction equal to 50% of the total transduction change after saturation. In
Figure 3a (for ANXA1) two clones were studied (P4D1 and P6D7). The signal for
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P4D1 clone is much lower than P6D7 clone. Both clones gave an affinity constant
values very low (P6D7-KD = 1.6 ˆ 10´4 M and P4D1 = 8.86 ˆ 10´5 M), resulting in a
poor affinity for the protein ANXA1 because antibodies with high affinity must have
KD < 10´7 M. For these reasons, both antibodies are not considered very good for
recognizing the ANXA1 biomarker.
For Anxa11 (Figure 3b) he three antibodies offered a good dynamic range
with dissociation constant values lower than 10´7 M. The values obtained for
P3F9, P4D9 and P1B11 are 20 nM, 15 nM and 33.3 nM, respectively. Figure 3b
shows that all antibodies reach the point of saturation below 10 µg¨ mL´1 and the
dissociation constants values obtained show the high affinity of the antibodies to its
corresponding antigen.
Finally for PRDX5 (Figure 3c), three selected antibodies were studied, showing
a high affinity towards PRDX5. The dissociation constants values obtained for P9F4,
P5H6 and P3G1 are 7.3 nM, 23.3 nM and 26.6 nM, respectively. These values are in









Figure 2. Calibration curves for selected monoclonal antibodies. The absorbance 
measurements are plotted against the protein concentration ranging from 3.125 ng·mL−1 to 
200 ng·mL−1: (a) ANXA1; (b) ANXA11; (c) PRDX5. 
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Figure 3. Dip shift against antibody concentration for (a) ANXA1; (b) ANXA11; (c) PRDX5. 
3.3. Comparison of the ELISA Technique versus the Optical Label-Free Technique 
Dissociation constant values for eight antibody-antigen systems were compared with ELISA and the 
Optical Label-Free technique. This analysis, shown in Figure 4, indicated that five antibodies have KD 
values in the same order of magnitude with both techniques. However, three antibodies show 
dissociation constant values that differ by two orders of magnitude.  
The differences between both techniques can be justified as follows: the Enzyme-Linked Immuno 
Sorbent Assay (ELISA) technique is a method where affinity constants is determined in dilution and, 
therefore, a real immunoreaction constant is determined. However, by employing the optical 
interferometric technique based on BICELLs, the reaction constant is calculated in the solid-phase, 
leading an apparent constant in a heterogeneous biosensing assay. Moreover, the optimization of 
immunoassay (e.g., pH of buffers, incubation times, and temperature, among others) may have 
Figure 3. Dip shift against antibody concentration for (a) ANXA1; (b) ANXA11;
(c) PRDX5.
3.3. Comparison of the ELISA Technique versus the Optical Label-Free Technique
Dissociation constant values for eight antibody-antigen systems were compared
with ELISA and the Optical Label-Free technique. This analysis, shown in Figure 4,
indicated that five antibodies have KD values in the same order of magnitude with
both techniques. However, three antibodies show dissociation constant values that
differ by two orders of magnitude.
The differences between both techniques can be justified as follows: the
Enzyme-Linked Immuno Sorbent Assay (ELISA) technique is a method where
affinity constants is determined in dilution and, therefore, a real immunoreaction
constant is determined. However, by employing the optical interferometric technique
based on BICELLs, the reaction constant is calculated in the solid-phase, lea ing an
apparent constant in a heterogeneous biosensing assay. Moreover, the optimization of
immunoassay (e.g., pH of buffers, incubation times, and temperature, among others)
may have significant implications and influence the antigen-antibody interaction.
For this reason, the quantitative estimation of the affinity constant with our optical
interferometric technique is an essential piece of information when setting up a
heterogeneous biosensing assay.
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biomarker, two antibodies were studied by using ELISA and the optical label-free technique. As a result, 
both antibodies exhibited poor affinity. However, for the ANXA11 biomarker we observed a good 
affinity reaction: the best antibody is P3F9 for both techniques. Finally, for the PRDX5 biomarker the 
three antibodies also had a good affinity by both techniques. 
As a main conclusion, the comparative analysis of KD indicates a reasonable correlation between both 
techniques in some antigen-antibody pairs. However, in other pairs there are significant differences. We 
consider that the main different values of KD between both IVD techniques are more related with the 
different immunoassays protocols when using ELISA in solution in comparison with the BICELLs based 
Figure 4. Equilibrium dissociation constant (KD) measurements obtained using the
Elisa technique and the Optical Label-free technique.
4. Conclusions
The affinity antigen-antibody for several biomarkers associated with dry eye
disease was studied using an optical label-free interferometric technique. For this
study biophotonic sensing cells (BICELLs) based on SU8 photoresist have been used.
Antibodies for three biomarkers: ANXA1, ANXA11 and PRDX5 were produced.
The affinity of the antibodies was tested by the ELISA technique calculating their
dissociation constant (KD) and therefore the affinity to their corresponding antigens.
An indirect immunoassay until antigen saturation on the se sing surface took
place by an optical label-free technique was performed. Then, a recognition curve for
each antibody was plotted. From this curve, an apparent dissociation constant (KD)
was calculated and compared with the ELISA result.
In general terms, antibodies with KD < 10´7 M have high affinity. Therefore, for
the ANXA1 biomarker, two antibodies were studied by using ELISA and the optical
label-free techniqu . As a result, both antibodies exhibited poor affinity. However,
for the ANXA11 biomarker we observed a good affinity reaction: the best antibody
is P3F9 for both techniques. Finally, for the PRDX5 biomarker the three antibodies
also had a good affinity by both techniques.
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As a main conclusion, the comparative analysis of KD indicates a reasonable
correlation between both techniques in some antigen-antibody pairs. However, in
other pairs there are significant differences. We consider that the main different
values of KD between both IVD techniques are more related with the different
immunoassays protocols when using ELISA in solution in comparison with the
BICELLs based optical interferometric technique in heterogeneous medium. As
explained above, parameters such as buffer, sample volume, incubation time,
blocking steps and washing can impact the determination of the KD. Finally, even
with the different KD values observed, the proposed interferometric optical label-free
technique seems to be suitable to study antigen-antibody affinity.
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PEG Functionalization of Whispering Gallery
Mode Optical Microresonator Biosensors to
Minimize Non-Specific Adsorption during
Targeted, Label-Free Sensing
Fanyongjing Wang, Mark Anderson, Matthew T. Bernards and Heather K. Hunt
Abstract: Whispering Gallery Mode (WGM) optical microresonator biosensors are
a powerful tool for targeted detection of analytes at extremely low concentrations.
However, in complex environments, non-specific adsorption can significantly reduce
their signal to noise ratio, limiting their accuracy. To overcome this, poly(ethylene
glycol) (PEG) can be employed in conjunction with appropriate recognition elements
to create a nonfouling surface capable of detecting targeted analytes. This paper
investigates a general route for the addition of nonfouling elements to WGM optical
biosensors to reduce non-specific adsorption, while also retaining high sensitivity. We
use the avidin-biotin analyte-recognition element system, in conjunction with PEG
nonfouling elements, as a proof-of-concept, and explore the extent of non-specific
adsorption of lysozyme and fibrinogen at multiple concentrations, as well as the
ability to detect avidin in a concentration-dependent fashion. Ellipsometry, contact
angle measurement, fluorescence microscopy, and optical resonator characterization
methods were used to study non-specific adsorption, the quality of the functionalized
surface, and the biosensor’s performance. Using a recognition element ratio to
nonfouling element ratio of 1:1, we showed that non-specific adsorption could be
significantly reduced over the controls, and that high sensitivity could be maintained.
Due to the frequent use of biotin-avidin-biotin sandwich complexes in functionalizing
sensor surfaces with biotin-labeled recognition elements, this chemistry could
provide a common basis for creating a non-fouling surface capable of targeted
detection. This should improve the ability of WGM optical biosensors to operate in
complex environments, extending their application towards real-world detection.
Reprinted from Sensors. Cite as: Wang, F.; Anderson, M.; Bernards, M.T.;
Hunt, H.K. PEG Functionalization of Whispering Gallery Mode Optical
Microresonator Biosensors to Minimize Non-Specific Adsorption during Targeted,
Label-Free Sensing. Sensors 2015, 15, 18040–18060.
1. Introduction
Biosensors combine biological components with traditional physicochemical
detection systems that operate via optical, electrical, or mechanical signal
transduction mechanisms, offering advantages in the specific and timely detection of
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biomolecular species. Optical biosensors can be classified into two types of sensors:
labeled optical biosensors, such as the fluorescence-based family of biosensors, and
label-free optical biosensors, such as the refractometric family of biosensors. Labeled
biosensors rely on the detection of the label, rather than the biomolecular species
of interest, while label-free biosensors theoretically have a high enough signal to
noise ratio (SNR) that they are capable of directly detecting the biomolecular species
of interest [1]. Of these, labeled biosensors, like fluorescence-based biosensors, are
the most widely-used [2], but they have a number of disadvantages including the
requirements of labeling, the cost of the peripheral equipment needed to perform the
detection, and the possible difficulties in conjugation and quantification due to the
presence of the fluorescent label [3,4]. Label-free optical biosensors, on the other hand,
may not only overcome these limitations but may also have the potential to deliver
higher quality and resolution detection, with more information content and fewer
false negatives, as compared to labeled biosensors [5]. Typically, these platforms
use a high-sensitivity signal transducer to convert a stimulus-induced response
into a quantifiable signal, without relying on dyes, enzymes, or radiolabels [5,6].
The most attractive feature of this type of biosensor is that the detection could
be performed on-site and in real-time, without the need for additional peripheral
equipment [5]. Due to these advantages, label-free optical biosensors have been
used widely in many fields, such as medical diagnostics, drug screenings, food
safety, environmental protection, biotechnology assays, and biohazard security
screenings [7,8]. Moreover, they are playing an essential role in ultra-low detection
studies, as well as studies designed to understand the interactions between and
among biomolecular species [9,10].
One example of a refractometric optical device that is capable of
performing label-free biosensing is the Whispering Gallery Mode (WGM) optical
microresonator [11–13]. The Whispering Gallery Mode is a morphology-dependent
resonance that has unique properties including low cavity loss [1]. To create
a label-free biosensor from this device, the WGM optical microresonator must
be excited via light from an external source. A necessary precondition of the
occurrence of the WGM is that the dielectric optical microresonator must have
a higher refractive index than the surrounding media, so that light can be spatially
confined in the resonator by total internal reflection (TIR) and propagate along the
microresonator’s periphery at specific resonant frequencies. The repeated reflection
around the boundary of the microresonator results in the creation of an evanescent
field in the surrounding environment that decreases exponentially with the distance
away from the interface [14]. This field allows the microresonator to interact with
biomolecules in the surrounding environment. Molecules adsorbing or binding onto
the microresonator will cause a slight deviation in the effective refractive index of
the circulating optical field, resulting in a detectable shift in the resonant frequency
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of the optical field contained by the device (Figure 1). Note that WGM positions
are very sensitive to any modification of the refractive index of either the resonator
or the surrounding media [15,16]. It is these interactions that give the device its
sensing capabilities.
Sensors 2015, 15 18042 
 
 
of the microresonator results in the creation of an evanescent field in the surrounding environment that 
decreases exponentially with the distance away from the interface [14]. This field allows the 
microresonator to interact with biomolecules in the surrounding environment. Molecules adsorbing or 
binding onto the microresonator will cause a slight deviation in the effective refractive index of the 
circulating optical field, resulti g i  a detectabl  shift in th  resonant frequency of the optical field 
contained by the device (Figure 1). Note that WGM positions are very sensitive o any modification of 
the refractive index of either the resonator or the surrounding media [15,16]. It is these interactions that 
give the device its sensing capabilities. 
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the round-trip wavelength of light to increase about 2πΔl. The increase in the light 
wavelength results in a frequency shift in the transmission spectrum. The evanescent field is 
an optical field extending to the surrounding environment and decreasing exponentially with 
the distance away from the resonator’s interface. 
WGM optical microresonators can be fabricated in different geometries, such as microrings, 
microdisks, microtoroids, microspheres, microcylinders, or even asymmetric optical cavities [18–21]. 
However, most biosensors based on the WGM optical microcavities have been fabricated in the 
microsphere geometry from single-mode, silica optical fiber, typically resulting in an average diameter 











Figure 1. Illustration of WGM resonator, based on [17] (adapted with permission).
Light (orange) enters a WGM resonator, where it experiences total internal reflection
(TIR) and generates an evanescent field. When an analyte binds or adsorbs onto
the surface of the microsphere, it ch ges the effective refractive i dex of the
circulating optical field resonator, and it pulls part of the evanescent field to the
outside of the resonator (blue for pre-binding, red for post-binding). The expansion
of the optical field’s boundary causes the round-trip wavelength of light to increase
about 2π∆l. The increase in the light wavelength results in a frequency shift in the
transmission spectrum. The evanescent field is an optical field extending to the
surrounding environment and decreasing exponentially with the distance away
from th resonator’s int rface.
WGM optical microresonators can be fabricated in different geometries, such
as microrings, microdi ks, microtoro ds, microsph s, microcylinders, or even
asymmetric optical cavities [18–21]. However, most biosensors based on the
WGM optical microcavities have been fabricated in the microsphere geometry
from single-mode, silica optical fiber, typically resulting in an average diameter
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of 200 µm [22]. The most attractive property of the WGM optical microresonator
is that both intrinsic and coupling loss can be extremely low. The total loss in
the device is the primary factor in determining the maximum sensitivity of the
resulting biosensor: lower intrinsic loss results in a longer photon lifetime in the
microresonator. It, in turn, enhances the resulting interaction between the circulating
photons and biomolecules on the microresonator’s surface [14,23]. Due to their high
sensitivity, compact structure, and simple fabrication, WGM optical microresonators
have been employed as an efficient platform for molecular detection, single-atom
detection, and temperature measurement [24].
However, one of the primary challenges of utilizing label-free biosensors, like
WGM optical microresonator-based biosensors, is the lack of a recognition element
to provide specific or selective detection, in addition to sensitive detection. In order
to perform either selective or specific detection, these biosensors must be combined
with some kind of recognition element that allows them to selectively or specifically
target a biomolecular species of interest. This recognition element could be an
antibody, a protein, an enzyme, or even a functional organic group [25]. Once this
task has been accomplished, the biosensor must then be capable of specific and
sensitive detection in complex environments, where non-specific adsorption may
occur, reducing the SNR and the overall platform performance. One of the primary
challenges for label-free biosensors, and indeed, for biosensors in general, is the
non-specific adsorption of unwanted biomolecules when the biosensors are used in
complex environments, such as water samples, blood, and serum [1].
Although there are many techniques that may be used to reduce non-specific
adsorption on biosensors, the most popular is the use of “blocker elements,” or
“nonfouling elements”, as a component of the surface chemistry applied to the
device to make it selective or specific. This can be done via physical adsorption,
self-assembled monolayers, or covalent binding. The use of different deposition or
functionalization techniques depends on the outcome desired; in many cases, the
stability of a covalently-bound nonfouling element, particularly in terms of time and
temperature, makes them more attractive candidates than physically adsorbed layers,
despite their potential additional difficulty. Fortunately, there is also a wide variety of
nonfouling elements available, allowing researchers to find a nonfouling chemistry
that works best for a specific application. These include nonfouling elements, such
as bovine serum albumin (BSA), lipids, non-ionic detergents like Tween 20, and of
course, polymeric materials, like polyethylene glycol (PEG), as well as combinations
of these elements [26–29]. PEG is one of the most-studied and general polymeric
materials for nonfouling coatings, especially in the pharmaceutical, cosmetic, and
biomedical fields [30]. The interest in this polymer is driven by its unique physical,
chemical, and biological properties in conjunction with its behavior towards proteins
and other biologically-active molecules. This includes its excellent solubility in both
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aqueous and organic media, and non- immunogenicity, antigenicity, or low toxicity
towards living cells [31,32]. One of the most widespread applications for PEG is to
resist non-specific adsorption via its strong hydration layer and steric stabilization
effect [31–33]. This concept has been used, for instance, in biomaterials to create
nonfouling surfaces, as the attachment alters the electric nature of the surface exposed
to the surrounding fluids [33]. When used in conjunction with biosensor platforms,
the modification by PEG is used to obtain a significant reduction in the non-specific
interaction of biological molecules with the biosensor’s surface, because PEG is
highly hydrophilic and has appreciable chain flexibility [34]. Non-specific adsorption
decreases the SNR by increasing the background noise, and thus degenerates the
sensing ability, even in high sensitivity biosensors. As mentioned above, a biosensor
typically consists of a high-specificity recognition element and a high-sensitivity
transducer. The PEG coatings should prevent non-specific biomolecules from binding
to the surface, while allowing the recognition elements to bind with the targeted
analytes, thus improving the overall performance of the biosensor.
In our previous work, we explored the use of PEG coatings in combination
with WGM optical microresonator biosensors to minimize non-specific adsorption
of fibrinogen and lysozyme during non-targeted detection [35]. In that work, PEG
coatings of varying molecular weight were attached to the biosensor surface and
were proven to have the capability to reduce non-specific adsorption. It was found
that the short-chain PEG surfaces performed better in minimizing non-specific
adsorption compared with long-chain PEG surfaces [35]. Here, we extend this
work to targeted sensing using the biotin-avidin recognition element-target system
as a proof of concept. The reasoning for the use of this system is that the
biotin-avidin-biotin complex is frequently used as an intermediate sandwich complex
when functionalizing surfaces of sensors; by first grafting biotin to the surface,
then associating it with avidin, numerous biotin-labeled recognition elements can
then be bound to the surface using the high affinity of avidin for biotin. The
chemistry presented here, then, could be used as a general approach to reducing
non-specific adsorption for targeted sensing using many different recognition
elements. We evaluate the capability of different PEG-biotin:PEG ratios (1:1,
1:2, 1:3) in preventing non-specific adsorption, hypothesizing that the amount of
exposed (PEG only) nonfouling elements would significantly impact the amount of
non-specific adsorption. For each ratio chosen, the amount of the biotin recognition
element (PEG-biotin) in solution was held constant while the amount of PEG
nonfouling elements was increased. Fibrinogen and lysozyme were used to test for
non-specific absorption to the PEG-biotin:PEG coated microresonators. The results
show that these two proteins interacted minimally with the coated microresonator.
Avidin was then used to test for a specific interaction. The results demonstrate
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that the PEG-biotin:PEG coated microresonator can effectively recognize avidin in a
concentration dependent manner.
2. Experimental Section
PEG plays an important role in resisting non-specific protein binding by creating
a nonfouling surface on the microsphere. In addition, the use of biotin as the
recognition element allows the creation of sandwich complexes with avidin and
recognition elements, such as antibodies, proteins, receptors, etc., labeled with biotin.
Therefore, the combination of PEG and PEG-biotin as a coating on the microspheres
should improve their specificity to the target molecules by rejecting detrimental
protein molecules, and thus reducing the occurrence of false positives (Figure 2). The
different ratios of PEG-biotin to PEG indicate the different densities of the nonfouling
elements on the surface. We investigated if the presence of differing densities of
nonfouling elements could make a significant impact on the capability of resisting
non-specific adsorption.
2.1. Synthesis and Characterization of Functionalized (100) Silica on Silicon Wafers
To investigate the resistance of the functionalized surfaces towards non-specific
adsorption, we used both (100) Si wafers with a 2 µm thermal oxide layer of SiO2
(University Wafers) as a control surface, as many typical surface characterization
techniques have difficulty evaluating 3D curved surfaces accurately, as well as
the silica microsphere optical microresonators (Section 2.2). Here, the thickness
of the coating on the wafers was measured both before and after adsorption using
ellipsometry. Additionally, optical profilometry and contact angle measurement were
also used to investigate the surface quality and hydrophobicity characteristics. By
comparing the thickness change due to the adsorption, the ratio of PEG-Biotin to
PEG that demonstrated the best nonfouling characteristics could be selected and
then applied to the three-dimensional optical microresonators.
To do this, silica-on-silicon (100) wafers (University Wafer) with a 2 µm silica
(thermal oxide) grown on the surface were cut into rectangular pieces of 2 cmˆ 0.8 cm.
Five different sets of chemistries were applied to these wafers: PEG and PEG-biotin
were deposited on the wafer pieces with each of the three ratios (1:1, 1:2, and 1:3,
PEG-biotin:PEG, Figure 3), and additionally, hydroxylated and biotin-only surfaces
were also prepared.
The PEG-biotin:PEG functionalization process was based on Soteropulos et al. [35].
In the first step, the silica surface was treated with piranha solution or oxygen
plasma to populate the surface with terminal hydroxyl groups. Then, PEG is
attached to the hydroxylated surface using a mixture of silane-PEG (2-[methoxy
(polyethyleneoxy)6-9propyl] trimethoxysilane, MPEOPS, MW = 460–590, purity
>90%, Gelest) and silane-PEG-biotin (600 Da, Nanocs) (Figure 4). The applied
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ratios of PEG-biotin to PEG were 1:1, 1:2, and 1:3, respectively, with the 1:1 ratio
equivalent to the same PEG density in solution as the Soteropulos study using
MPEOPS. Afterwards, toluene (Certified ACS, ě99.5%, Fisher Scientific, f.w. 92.14),
ethanol (Fisher Scientific, 95%) and deionized, destilled (DDI) water (Fisher Scientific,
f.w. 18.02) were successively used to rinse the microspheres to remove physically
adsorbed material.
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Figure 4. Functionalization process of silica microsphere’s surface via a two-step
covalent process. Adapted with permission from [35]. Copyright (2012) American
Chemical Society. The silica surface was first populated with hydroxyl groups
by exposing the device to piranha solution. The hydroxylated surface was then
PEG-terminated and PEG-biotin terminated using silane coupling agents attached
to PEG molecules via solvent-based, covalent grafting techniques.
The hydroxylated and biotin-only coatings were prepared using the protocols
suggested in Hunt et al. [36]. The three-step conjugation is recyclable (Figure 5).
First, the silica surface was terminated with hydroxyl groups with the use
of oxygen plasma or piranha solution. Then, it was functionalized with
3-aminopropyltrimethoxy-silane (95%, Fisher) selectively in a vacuum desiccator for
fifteen minutes. Afterwards, the surface was biotinylated with EZ-Link™ NHS-Biotin
(Fisher) for thirty minutes and rinsed with DDI water. A stable amide bond was
created from the NHS esters binding with the primary amines [36].
The thicknesses of the functionalized layers were then measured with a variable
angle spectroscopic ellipsometer (VASE ellipsometer, J.A. Woollam, accurate to a
fraction of a nm) as the initial thickness of PEG-biotin:PEG film, and were analyzed
with the software Wvase32. Three randomly selected spots on each piece of wafer
were measured in a wavelength range of 400–1000 nm by 10 nm increments, with
angles varying from 65˝–75˝ by 5˝ increments, and a dynamic averaging of 30. The
measurements were taken under high accuracy mode and Isop + Depolarization
sample type. To build a model fitting the data, a Cauchy layer with a calibrated
thickness of 2031.336 nm was added to a 1 mm Si film (as defined in Si_jaw) to model
the 2 µm silica layer of the silica-on-silicon wafer. A second Cauchy layer was added
on the top to model the polymer layer. After the measurement, the wafers were then
immersed in 1 mg/mL solutions of lysozyme (chicken egg white, Sigma Aldrich)
or fibrinogen (bovine plasma, EMD Chemicals) in phosphate buffered saline (PBS,
EMD Chemicals) for an hour, and subsequently rinsed with PBS and blown dry
with nitrogen (Airgas, Ultra High Purity 5.0 Grade). The thickness measurement
was taken again as the final thickness of the PEG-biotin:PEG film with non-specific
adsorption, using the same settings as the initial measurement. The thickness change
provides an indication of how much protein adsorption occurred on each surface.
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The smaller the thickness changes, the greater the film’s resistance to non-specific
adsorption. The ratio minimizing protein adsorption could thus be selected.
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Figure 5. Overall reaction scheme for the biotinylation of silica surfaces (based
on reference [36]). (1) Hydroxylation of the silica surface; (2) Amination of the
hydroxylated surface via the silane coupling agent; (3) Biotinylation of the aminated
surface via NHS ester chemistry; (4) Stripping of the surface via oxygen plasma,
resulting in a hydroxylated surface.
Optical profilometry was performed to investigate the surface quality of the
functionalized wafers and to compare it to the non-functionalized wafers. The
nanometer-scale roughness data was obtained with an optical profiler (Veeco, WYKO
NT 9109) in phase sh ft interferometry (PSI) mode and was an lyzed with the
software Vision 4.20. The data was presented with the arithmetic average of the





The Contact Angle Goniometer (ramé-hart M del 200 Stan ard, 200-F4, accurat
to 0.1˝) measured the contact angle f a 2 µL D I water drop on th ee randomly
selected spots of each piece of wafer respectively, using the sessile drop method.
The DROPimage Standard software recorded the instant contact angle for the
PEG-biotin:PEG samples of three ratios, hydroxylated control, and biotin-only control.
Young’s equation describes the mechanical equilibrium of the three interfacial
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tensions with the contact angle of a liquid drop [37]. The surface is considered
hydrophilic when the contact angle is greater than 90˝.
To examine if the PEG-biotin and PEG indeed deposited to the surface from
the specific solution ratios, the fluorescence intensity of each sample was measured.
Texas Red-Avidin was used as the fluorescent dye. Texas Red-Avidin (TR-Avidin)
(Invitrogen, 2.5 mg/mL) was first diluted to 2 mg/mL with PBS and centrifuged to
obtain the supernatant. The supernatant was then diluted to 10 µg/mL with PBS to
incubate the functionalized wafers for 30 min in the dark, after which the wafers were
rinsed with PBS and put on a cold hot plate, then warming to 40 ˝C for 2 min. The
dye was attached to the surface due to the high affinity between biotin and avidin.
Fluorescence microscopy was accomplished via an Olympus IX 70 system, using
20X magnification and the red filter. To find the best exposure time, a pseudo-color
LUT (look-up table) was used to evaluate the brightness of the objects in the image
during acquisition. In this LUT, the brightness of the image pixels was shown on an
arbitrary scale from dark blue (black pixels with zero brightness) to white (saturated
pixels with maximal brightness value 4096), as the exposure time was varied from
short to long. In order to avoid saturated pixels, the exposure time was reduced
until all “white” pixels were gone. This exposure time was then used for all samples.
Three images, of randomly selected views, were acquired for each surface and the
fluorescence intensity of four randomly selected regions of 300 nm ˆ 300 nm in each
of those images were measured with Metamorph software. Thus, twelve values of
the intensity for each group (set of functionalization parameters) were obtained and
then averaged during data analysis.
2.2. Device Fabrication, Functionalization, and Surface Characterization
Upon selecting the best ratio, the same functionalization process was applied to
the silica microsphere optical microresonators. Silica microspheres with diameters
of 200 µm were fabricated by melting the tip of a stripped, single-mode optical
fiber (Single-mode, Newport F-SV) with CO2 (Synrad) laser radiation at ~8% output
power [38]. The microspheres were functionalized with PEG and PEG-biotin in
a 1:1 ratio via the two-step covalent attachment process shown in Figure 2. To
characterize the successful deposition of the functional groups to the microresonators,
both optical microscopy and fluorescence microscopy were used, with the same
procedures and parameters described above.
2.3. Device Characterization
To fabricate the tapered optical fiber that will be used as the waveguide, a
hydrogen torch was used to heat the fiber while it was stretched across a two-axis
stage controller, until it reached an average waist diameter of <700 nm [1]. The
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microsphere and the tapered fiber were coupled to each other, monitored by optical
microscopy top-view and side-view cameras.
The Quality (Q) factor is a measure of the optical performance of the
microresonator. It describes the deviation from the ideal resonator and is proportional
to the confinement time, or the photon lifetime, of the circulating optical field
confined by the microresonator [39]. A high value of the Q factor indicates longer
photon lifetime, and more interactions of the optical field with the surrounding
environment. The Q factor is a direct measure of the device sensitivity. For instance,
microresonators with Q factors above 106 can be used for sensing single viruses [40].
In this study, the Q factor profile is recorded before and after each functionalization
step, to ensure the optical microspheres’ performance does not degrade due to the
synthetic modifications.
To do this, light from a continuous wave (CW), tunable, diode laser with a center
wavelength of 980 nm (New Focus, 6320H) is introduced to a single-mode optical fiber
(Newport, F-SC). The optical field is then evanescently coupled, in the undercoupled
regime, to the microresonator under investigation. The under-coupled regime is
more favorable than the over-coupled and the critically coupled regime, due to the
minimal extrinsic loss [41]. To control the coupling distance and to attain the desired
regime, the fiber was fixed while the microsphere was moved via a fiber-holder
(Thorlabs) attached to a three-axis nanopositioning stage (Optosigma). The device
was monitored using side- and top-view cameras simultaneously (Figure 6).
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coupling, the output signal is transferred to the detector and computer, and Q factor can be 
obtained automatically. 
Once light was coupled into the resonator, the resonant frequency of the device could be detected via 
the switchable gain Si detector photodiode (Thorlabs, PDA36A). The resonance linewidth data was 
recorded using a digitizer/oscilloscope card directly integrated into the computer for automated data 
recording (NI, PCI-5153). The scan speed and direction of the laser was optimized to ensure that  
the resonance lineshape was not distorted. Since microspheres have multiple resonant frequencies,  
the frequency associated with the highest quality factor was used for the performance metrics.  
The resonant wavelength was recorded as λ; the peak data fitted with a Lorentzian function could give  
a full width at half maximum bandwidth (FWHM), denoted as Δλ. The mathematical expression for  
the Q factor can be summarized as: [42] = λ△ λ (2)
2.4. Sensing 
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generated by a tunable diode laser propagates along n optical fiber. Once the
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to th detector and computer, and Q factor can be obtained automatically.
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Once light was coupled into the resonator, the resonant frequency of the device
could be detected via the switchable gain Si detector photodiode (Thorlabs, PDA36A).
The resonance linewidth data was recorded using a digitizer/oscilloscope card
directly integrated into the computer for automated data recording (NI, PCI-5153).
The scan speed and direction of the laser was optimized to ensure that the
resonance lineshape was not distorted. Since microspheres have multiple resonant
frequencies, the frequency associated with the highest quality factor was used for
the performance metrics. The resonant wavelength was recorded as λ; the peak
data fitted with a Lorentzian function could give a full width at half maximum
bandwidth (FWHM), denoted as ∆λ. The mathematical expression for the Q factor
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Figure 7. A model of the open-flow flow cell used for sensing experiments. This cell has 
injection ports for both the test molecule (avidin, lysozyme, or fibrinogen) and the PBS 
buffer solutions. 
Sensing studies were performed using a custom LabVIEW program that located the lowest point on 
the oscilloscope graph of transmission voltage versus wavelength once the resonant wavelength with  
the highest quality factor was identified. The center wavelength (the lowest point on the graph) of this 
resonant wavelength was then tracked over time, resulting in wavelength shift data for each test molecule 
and concentration. For sensing experiments, the microresonator and the taper were in a coupled state. 
PBS buffer, which was used for the entirety of the study, was pumped up through the bottom of the flow 
cell using a syringe pump. The buffered microresonator-taper system was then allowed to reach 
equilibrium before any protein solution was added, thus allowing for the stable resonant wavelength of 
the system to be established. Previous literature has shown no significant resonant peak shift for control 
experiments completed using only PBS as the analyte [35]. A syringe pump was used to add various 
concentrations of the test molecule (avidin, lysozyme, or fibrinogen) into the flow cell. The PBS buffer 
was injected into the flow cell at a rate of 0.05 mL/min, while 0.04 mL of each test molecule solution 
was pumped into the flow cell at a rate of 0.03 mL/min. Solutions of lysozyme and fibrinogen, typical 
tests for non-specific adsorption, were created and tested at concentrations of 10, 100, 500, and  
1000 μg/mL in PBS. Solutions containing avidin (Sigma Aldrich, from egg white, lyophilized powder) 
biotin also at concentrations of 10, 100, 500, and 1000 μg/mL, were then tested to analyze the effectiveness 
of the biotin recognition element and nonfouling surface that was fabricated on the microresonators. 
To maintain consistency amongst the wavelength shifts and so that they were not confounded by 
using different microresonators, each sensing experiment was performed using the same coated 
microresonator. The sensing experiment consisted of evaluating fibrinogen, lysozyme, and avidin at each 
concentration, in that order, from the highest concentration to the lowest concentration, with a PBS rinse 
in between each concentration. The PBS rinse consisted of dipping the sphere in a solution of fresh PBS 
and placed on a rocker tray for 2 min. Then, the sphere was removed, dried, and re-rinsed using the same 
procedures. The entire sensing experiment was repeated two times, each time with a new, coated 
microresonator. Note also that the same size microresonators were used for all repeats to minimize the 
impact of a change in the microresonator size on the wavelength shift. 
  
Figure 7. A model of the open-flow flow cell used for sensing experiments. This
cell has injection ports for both the test molecule (avidin, lysozyme, or fibrinogen)
and the PBS buffer solutions.
Sensing studies were performed using custom LabVIEW pr gram t at located
the lowest point on the oscilloscope graph of transmission voltage versus wavelength
once the resonant wavelength with the highest quality factor was identified. The
center wavelength (the lowest point on the graph) of this resonant wavelength was
then tracked over time, resulting in wavelength shift data for each test molecule
and concentration. For sensing experiments, the microresonator and the taper were
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in a coupled state. PBS buffer, which was used for the entirety of the study, was
pumped up through the bottom of the flow cell using a syringe pump. The buffered
microresonator-taper system was then allowed to reach equilibrium before any
protein solution was added, thus allowing for the stable resonant wavelength of the
system to be established. Previous literature has shown no significant resonant peak
shift for control experiments completed using only PBS as the analyte [35]. A syringe
pump was used to add various concentrations of the test molecule (avidin, lysozyme,
or fibrinogen) into the flow cell. The PBS buffer was injected into the flow cell at a rate
of 0.05 mL/min, while 0.04 mL of each test molecule solution was pumped into the
flow cell at a rate of 0.03 mL/min. Solutions of lysozyme and fibrinogen, typical tests
for non-specific adsorption, were created and tested at concentrations of 10, 100, 500,
and 1000 µg/mL in PBS. Solutions containing avidin (Sigma Aldrich, from egg white,
lyophilized powder) biotin also at concentrations of 10, 100, 500, and 1000 µg/mL,
were then tested to analyze the effectiveness of the biotin recognition element and
nonfouling surface that was fabricated on the microresonators.
To maintain consistency amongst the wavelength shifts and so that they were
not confounded by using different microresonators, each sensing experiment was
performed using the same coated microresonator. The sensing experiment consisted
of evaluating fibrinogen, lysozyme, and avidin at each concentration, in that order,
from the highest concentration to the lowest concentration, with a PBS rinse in
between each concentration. The PBS rinse consisted of dipping the sphere in a
solution of fresh PBS and placed on a rocker tray for 2 min. Then, the sphere
was removed, dried, and re-rinsed using the same procedures. The entire sensing
experiment was repeated two times, each time with a new, coated microresonator.
Note also that the same size microresonators were used for all repeats to minimize
the impact of a change in the microresonator size on the wavelength shift.
3. Results and Discussion
Characterization of Functionalized Wafers
As previously introduced, the (100) silica-on-silicon wafers were functionalized
with three ratios of PEG-biotin to PEG: 1:1, 1:2, 1:3, with hydroxylated and
biotin-modified surfaces serving as controls. To characterize the resistance of the
coated surfaces to non-specific adsorption, the thickness change due to non-specific
adsorption was calculated by subtracting the thickness of the film pre-adsorption
from the thickness of the film post-adsorption. A smaller thickness increase indicated
a thinner protein layer attached to the surface, which in turn suggested improvement
in the coating’s nonfouling characteristics.
The coatings of the as-functionalized wafers were measured with ellipsometry
to be 9.7 ˘ 0.2 nm among the three ratios. The small standard deviation suggested
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that the thickness of the functionalized coatings on all the wafers, resulting from
different PEG-biotin:PEG ratios, showed consistency. This measurement provided
a uniform base measurement for each experiment group. After the adsorption, the
thickness was recorded again. Figure 8 shows the thickness change for all three
ratios and controls. It was observed that the non-specific adsorption layers on the
PEG functionalized surfaces were thinner than those on the hydroxylated controls
(lysozyme adsorption: 26.6 ˘ 0.7 nm; fibrinogen adsorption: 6.7 ˘ 0.1 nm), and
similar to the biotin-only control (lysozyme adsorption: 2.3 ˘ 3 nm; fibrinogen-only
adsorption: 1.4 ˘ 2 nm). The data further confirmed that our functionalization
process indeed reduced non-specific adsorption relative to the hydroxylated control.
Of greater interest is the biotin-only control (surfaces functionalized according to
Figure 4), which suggests that the presence of the silane-biotin linker significantly
reduces non-specific adsorption, without the need for additional nonfouling elements.
However, the data from this control had a high standard deviation in comparison
to the PEG-biotin:PEG surfaces, possibly due to the controls’ lower uniformity.
Interestingly, all three ratios of PEG-biotin:PEG reduced non-specific adsorption in
approximately equivalent amounts, although we had hypothesized that the increased
density of the PEG nonfouling agents would result in a significant decrease in
non-specific adsorption. This means that the lowest PEG density of the 1:1 ratio
is enough to reduce the non-specific adsorption, and more PEG is not needed
to reduce it further. Therefore, the ratio 1:1 was selected for application to the
three-dimensional optical microresonator, which minimizes the amount of PEG
needed for the functionalization. This ratio should also have the highest relative
amount of PEG-biotin immobilized on the surface, leading to an increased detection
capacity. It is possible that a lower PEG density would work as well as 1:1; however,
our previous work functionalizing with only PEG showed that this grafting density
performed best at preventing non-specific adsorption [35].
The wafers that were exposed to adsorption were also examined by optical
profilometry in order to determine their surface roughness parameters. Optical
profilometry was performed in PSI mode to examine the surface quality of the wafers
after non-specific protein (lyzosome) adsorption. The roughness parameters were
presented as the arithmetic average of the absolute values of the roughness profile
ordinates. The roughness of pre-functionalization surfaces were around 1.33 nm,
while that of all the post-functionalization surfaces were around 1.5 nm (Figure 9).
This indicates that the post-adsorption surfaces were still very smooth.
To study the physiochemical property change of the wafers after adsorption,
contact angle was measured using the sessile drop method. As Table 1 shows, both
functionalized and control surfaces became less hydrophilic after the adsorption.
Before non-specific adsorption, PEG-biotin:PEG coating and the molecular weight of
PEG, which is around 500, both make the surface exhibit a hydrophilic character. In
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addition, biotin also tends to be hydrophilic due to the presence of thiol and aldehyde
groups. After non-specific adsorption, the hydrophilic groups were blocked by the
adsorbed protein and tend to be hydrophobic. Therefore, the less hydrophobic (or
more hydrophilic) a surface is following adsorption, the less non-specific adsorption
has occurred.
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Figure 8. Mean thickness change (˘standard deviation, nm) of functionalized
wafers after adsorption. Three spots were measured on each wafer with ellipsometry,
and three wafers were examined for each group. The values correspond to the
amount of non-specific protein adsorbed onto the functionalized wafers.
For example, we see a dramatic increase in contact angle of the hydroxylated
control upon adsorption, which indicates the hydroxylated surface changes to be very
hydrophobic. This is consistent with the ellipsometry result that the hydroxylated
control shows the largest thickness increase, and this further supports the conclusion
that it has the highest levels of non-specific adsorption. The other samples had
lower degrees of change in the contact angle and again the results for the ratios of
PEG-biotin:PEG suggested that they all performed reasonably similarly, leading to
the implication that only the 1:1 ratio needed to be evaluated (the lowest density
of PEG). Interestingly, the biotin-only control surface, functionalized according to
Figure 4, appeared to have similar resistance to non-specific adsorption, although
this was unexpected.
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Table 1. Contact Angle Measurement before and after non-specific protein
(Lysozyme and Fibrinogen) adsorption; the hydroxylated control experiences the
largest increase in contact angle after adsorption, similar to the ellipsometry data,
indicating that it experiences high adsorption, as expected.
Contact Angle Measurement
Pre-Adsorption Post-Adsorption (L) Post-Adsorption (F)
Hydroxylated 65.8 ˘ 5.0 129.2 ˘ 5.7 90.3 ˘ 3.5
Biotin-only 77.0 ˘ 5.7 73.1 ˘ 4.6 89.2 ˘ 4.6
Ratio 1:1 62.2 ˘ 2.2 74.0 ˘ 2.7 81.3 ˘ 4.1
Ratio 1:2 63.2 ˘ 0.8 78.5 ˘ 5.5 80.5 ˘ 3.3
Ratio 1:3 65.8 ˘ 2.9 90.3 ˘ 9.3 86.5 ˘ 0.5
In addition, another group of wafers were functionalized with the same
procedure and then were incubated in a solution of the fluorescent dye, Texas
Red-Avidin, as previously described. We would expect to see a decrease in the
level of fluorescence as the PEG-biotin:PEG ratio is decreased (increasing PEG)
because the competitive binding levels should be relative to the solution levels
as both the PEG-biotin and PEG molecules bind with identical mechanisms to
the surface. Therefore, performing fluorescent intensity measurements provides
information regarding the actual amount of biotin within the nonfouling surfaces.
Figure 10 shows the fluorescence intensity measured with the Olympus IX 70. The
data has been calibrated with a fluorescence-blank wafer subtracted from each
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group’s intensity. The result shows that the hydroxylated surfaces (control) gave
the lowest fluorescence intensity, while all of the other surfaces showed similar
levels of fluorescence. Hydroxylated surfaces showed some intensity due to a small
amount of avidin chemically and/or physically adsorbed to the surface (although
similar amounts of washing to remove this were used with all reactions). When
biotin probe molecules were attached to the surface (Biotin-only control and all
ratios), the surfaces could successfully bind more avidin than the hydroxylated
surfaces, and in turn showed more fluorescence. As the PEG-biotin:PEG ratio was
changed from 1:1 to 1:3, we expect a reduction in fluorescence intensity, with slight
variations present due to possible effects of competitive binding. However, we note
that the nonfouling surfaces resulted in nearly identical levels of, or even slightly
more, Texas Red—Avidin molecules immobilized compared with biotin-only control
and no noticeable differences between the ratios tested. The potential for biotin
to bind multiple avidin sites should not impact non-specific adsorption, however,
just fluorescence. The fluorescence results suggest that there are sufficient biotin
sites present across all 3 ratios to promote a pseudo-monolayer of avidin binding.
Otherwise, we would expect a decrease in the fluoresence intensity as the amount of
PEG is increased. This shows that the inclusion of the nonfouling chemistry does not
decrease the surface’s ability to bind with its target analyte. This further suggests
there is no benefit in diluting the PEG-biotin concentration below the 1:1 ratio.
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Figure 10. Mean fluorescence intensity (˘standard deviation) of functionalized
wafers. Five regions of 256 by 256 pixels were measured on each fluorescence image
with an Olympus IX 70, and three images were taken for each group of wafers.
The selected PEG-biotin:PEG ratio of 1:1 was applied to the silica microspheres.
The modifie spheres were divided t two gro ps, one was for surface quality
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examination, and the other was for sensing experiments. After labeling the coated
spheres with Texas Red-Avidin, fluorescence microscopy was used to investigate the
uniformity of the coating. Figure 11 shows an image of a functionalized microsphere.
A robust and uniform coating can be observed. It indicates that the functionalization
process was successful in coating microspheres with PEG-biotin:PEG solution.
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Figure 11. Repr sentative fluorescence microscopy image of the microsphere
functionalized by PEG-biotin:PEG from a ratio of 1:1. The functionalization pr cess
resulted in a uniform and smooth coverage on the surface.
The microresonators used in this study (three total, for repetitions of sensing
experiments) were evaluated for their Q factor before and after coating. Figure 12
shows these values, as well as a representative resonance, fit with a Lorentzian
function. Typically, the Q factor of the silica microspheres drop an order of magnitude
after coating.
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Figure 13. Average resonant wavelength shift of the PEG-biotin:PEG coated
microresonators at concentrations of 1000, 500, 100, and 10 µg/mL for fibrinogen,
lysozyme, and avidin.
Sensing results show that coating microresonators with PEG has effectively
reduced the non-specific binding of b th fibrinogen and lysozyme. Previous work
has shown wavelength shifts in t e range of 20–30 pm for bare ( ydroxylated)
microspheres [35]. Figure 13 shows the average resonant peak wavelength shift
for all analytes tested at all concentrations, and Figure 14 highlights the specificity
the coated microresonators have for avidin. We note that, for targeted sensing, a
low limit of detection is necessary; however, for non-specific adsorption, a different
metric should be evaluated to determine if the device performed well. In the case of
non-specific adsorption, we typically want the surface to repel proteins, for example,
at not just low concentrations but also high concentrations. Therefore, demonstrating
that across a 100-fold increase in concentration, maintaining a statistically low level
of background, non-specific adsorption, is important. Here, we show that not only
can the surface “repel” or “block” non-specific adsorption at 10 µg/mL but also at
the much more biologically relevant concentration of 1000 µg/mL.
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Figure 14. A representative example of the resonant wavelength shift of one
of the PEG-biotin:PEG coated microresonators used in the study for different
concentrations of fibrinogen, lysozyme, and biotin at the concentration of
1000 µg/ L. Fibrinogen a d lysozyme show a minimal response, while avidin has
a clearly defined wavelength shift that is approximately 20 pm.
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Figure 15. Representative response of one of the PEG-biotin:PEG coated
microresonators for different concentrations of avidin. The wavelength shift
d clines as the concentratio of avidin decli es. Minimal response is seen at
the concentration of 10 µg/mL.
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Here, microresonators coated with PEG show an average shift in response
to fibrinogen/lysozyme in the range of 0–5 pm. The sensing results with respect
to avidin demonstrate that the coated microresonators can also recognize avidin
in a concentration dependent manner. At avidin’s highest concentration tested
(1000 µg/mL), wavelength shifts in the range of 20–30 pm were seen. However, at
avidin’s lowest concentration tested (10 µg/mL), no significant wavelength shift
was seen. Figure 15 illustrates the concentration dependent response of biotin for
a given microresonator. The results in this study indicate that PEG-biotin:PEG
coated microresonators may be able to effectively recognize avidin in a complex
environment where non-specific proteins are present.
4. Conclusions/Outlook
In this study, we have demonstrated the nonfouling characteristics of PEG when
coated on the surface of a Whispering Gallery Mode optical microresonator that is
also functionalized with recognition elements (PEG-biotin). The reasoning for the
use of this system, and, in particular, the use of biotin as a “recognition element”, is
that the biotin-avidin-biotin complex is frequently used as an intermediate sandwich
complex when functionalizing surfaces of sensors. By first grafting biotin to
the surface, then associating it with avidin, numerous biotin-labeled recognition
elements can then be bound to the surface using the high affinity of avidin for
biotin. The chemistry presented here, then, could be used as a general approach
to reducing non-specific adsorption for targeted sensing using many different
recognition elements. We evaluated the capability of different PEG-biotin:PEG
ratios (1:1, 1:2, 1:3) in preventing non-specific adsorption, hypothesizing that the
amount of exposed (PEG only) nonfouling elements would significantly impact the
amount of non-specific adsorption. For each ratio chosen, the amount of the biotin
recognition element (PEG-biotin) in solution was held constant while the amount
of PEG nonfouling elements were increased. Fibrinogen and lysozyme were used
to test for non-specific absorption to the PEG-biotin:PEG coated microresonators.
The results showed that fibrinogen and lysozyme had minimal interactions with
the coated wafers and microresonators, in comparison to the hydroxylated controls,
and that increasing the PEG density on the surface did not significantly reduce
non-specific adsorption beyond the 1:1 ratio. More interestingly, we found via
the biotin-only control, which was functionalized with a simple silane coupling
agent instead of PEG, yielded potentially comparable results to the PEG-biotin:PEG
surfaces. This is surprising, as the silane coupling agent and the silane coupling
agent used (aminopropyltrimethoxysilane, APTMS) are not known for their
nonfouling properties in this sense. Avidin was then used to test for a specific
interaction, and showed that the coated resonators were still capable of performing
concentration-dependent detection. The combination of recognition and nonfouling
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elements should provide a means to increase the specificity of optical sensing
by reducing the noise caused by non-specific adsorption. The covalently-bound
nonfouling and recognition elements provide a means to increase the specificity
of optical sensing by reducing the noise from non-specific adsorption. Due to the
frequent use of biotin-avidin-biotin sandwich complexes in functionalizing sensor
surfaces with biotin-labeled recognition elements, this chemistry could provide
a common basis for creating a non-fouling surface capable of targeted detection.
This should improve the ability of WGM optical biosensors to operate in complex
environments, extending their application towards real-world detection.
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Diamond Nanowires: A Novel Platform for
Electrochemistry and Matrix-Free
Mass Spectrometry
Sabine Szunerits, Yannick Coffinier and Rabah Boukherroub
Abstract: Over the last decades, carbon-based nanostructures have generated a
huge interest from both fundamental and technological viewpoints owing to their
physicochemical characteristics, markedly different from their corresponding bulk
states. Among these nanostructured materials, carbon nanotubes (CNTs), and
more recently graphene and its derivatives, hold a central position. The large
amount of work devoted to these materials is driven not only by their unique
mechanical and electrical properties, but also by the advances made in synthetic
methods to produce these materials in large quantities with reasonably controllable
morphologies. While much less studied than CNTs and graphene, diamond
nanowires, the diamond analogue of CNTs, hold promise for several important
applications. Diamond nanowires display several advantages such as chemical
inertness, high mechanical strength, high thermal and electrical conductivity, together
with proven biocompatibility and existence of various strategies to functionalize
their surface. The unique physicochemical properties of diamond nanowires have
generated wide interest for their use as fillers in nanocomposites, as light detectors
and emitters, as substrates for nanoelectronic devices, as tips for scanning probe
microscopy as well as for sensing applications. In the past few years, studies
on boron-doped diamond nanowires (BDD NWs) focused on increasing their
electrochemical active surface area to achieve higher sensitivity and selectivity
compared to planar diamond interfaces. The first part of the present review article
will cover the promising applications of BDD NWS for label-free sensing. Then,
the potential use of diamond nanowires as inorganic substrates for matrix-free
laser desorption/ionization mass spectrometry, a powerful label-free approach for
quantification and identification of small compounds, will be discussed.
Reprinted from Sensors. Cite as: Szunerits, S.; Coffinier, Y.; Boukherroub, R.
Diamond Nanowires: A Novel Platform for Electrochemistry and Matrix-Free
Mass Spectrometry. Sensors 2015, 15, 12573–12593.
1. Introduction
Diamond, a natural as well as a synthetic material, has captured researchers’
attention since decades. From any list summarizing the specific material properties,
diamond is often at the extreme [1]: crystalline diamond shows the highest atomic
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density of any bulk crystal, the highest bulk modulus and the highest thermal
conductivity. Diamond, a wide band gap semiconductor, is optically transparent
from the far infrared to the ultraviolet, making it an ideal candidate for optical
applications. During the growth of diamond films using chemical vapor deposition
(CVD) systems, dopants and impurities can be readily incorporated into the material,
allowing for tuning its optical and electrical properties. Substantial progress has
been made in this area using boron for p-type doping and heavily boron-doped
diamond (BDD) films (B-doping levels > 1020 cm´3) are now produced routinely for
electrochemical investigations. The interest of BDD films for electrochemical sensing
arises from the wide potential window and negligible capacitive current achieved
as well as their stability required for use in in vitro biosensing applications [2–7].
Figure 1 summarizes some examples of BDD applications in electrochemical sensing.
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Figure 1. Selected examples of electrochemical sensing using BDD electrodes.
The attractiveness of diamond is that different morphologies and forms can be
obtained from this sp3 hybridized material (Figure 2). Indeed, modulation of the
growth parameters results in microcrystalline to ultrananocrystalline CVD diamond
films. Ultrananocrystalline films have the advantage of smooth surfaces, lower strain
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and improved fracture resistance. Such films are characterized by diamond domains
that are «10 nm or less in size with thin sp2-bonded boundaries.
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Nanoscale diamond particles (also termed nanodiamonds, NDs) represent another interesting form 
widely explored for applications in drug delivery or medical diagnostics. The first records of the production 
of NDs date back to the 1960s, when a group of Soviet scientists discovered single crystals of cubic 
diamond particles in soot produced by detonating an oxygen-deficient TNT/hexogen composition in inert 
media without using any extra carbon source [8]. Since then, NDs have been rapidly gaining popularity 
in bioimaging and drug delivery applications, since colloidal suspensions of individual diamond particles 
with diameter of 4–10 nm are commercially available. 
Diamond in the form of nanowires has to be added to this list. The use of diamond nanowires is 
believed to address positively issues related to improving the overall performance of sensors, including 
sensitivity and selectivity [9–12]. For a long time, the routine use of diamond nanowires was restricted, 
as no viable methods for their fabrication were available. The first attempt to synthesize diamond 
nanowires dates back to 1968 using a radiation heating unit developed from a super-high pressure Xenon 
lamp [13]. Only limited progress in this direction was made due to the difficulty of controlling the 
dimension of the diamond filament and lack of characterization facilities at that time, restricting further 
investigation of such diamond-based whiskers.  
The intent of this review article is to make the reader more familiar with recent developments for the 
preparation of diamond nanostructures and their use for label-free sensing applications. The different 
synthetic methods can be classified into two main approaches: “top-down” and “bottom-up” approaches. 
Due to their high surface area, boron-doped diamond nanowires (BDD NWs) represent an  
interesting platform for electrochemical sensing as compared to planar BDD electrodes. This will be  
demonstrated in various examples of electrochemical sensing of different chemical/biological species 
using BDD NWs. Finally, the potential applications of diamond nanowires as inorganic matrix  
for surface-assisted laser desorption/ionization mass spectrometry (SALDI-MS) will be discussed  
in details.  
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Figure 2. Different morphologies and forms of diamond.
Nanoscale diamond particles (also termed nanodiamonds, NDs) represent
another interesting form widely explored for applications in drug delivery or medical
diagnostics. The first records of the production of NDs date back to the 1960s, when
a group of Soviet scientists discovered single crystals of cubic diamond particles
in soot produced by detonating an oxygen-deficient TNT/hexogen composition
in inert media without using any extra carbon source [8]. Since then, NDs have
been rapidly gaining popularity in bioimaging and drug delivery applications, since
colloidal suspensions of individual diamond particles with diameter of 4–10 nm are
commercially available.
Diamond in the form of nanowires has to be added to this list. The use of
diamond nanowires is believed to address positively issues related to improving the
overall performance of sensors, including sensitivity and selectivity [9–12]. For a long
time, the routine use of diamond nanow res was restricted, as no viable methods for
their fabricat on were ava lable. Th first attempt to synthesize diamond nanowires
dates back to 1968 using a radiation heating unit developed from a super-hi h
pressure Xenon lamp [13]. Only limited progress in this direction was made due
to the difficulty of controlling the dimension of the diamond filament and lack
of characterization facilities at that time, restricting further investigation of such
diamond-based whiskers.
The intent of this review article is to make the reader more familiar with recent
developments for the preparation of diamond nanostructures and their use for
label-free sensing applications. The different synthetic methods can be classified
into two main approaches: “top-down” and “bottom-up” approaches. Due to
their high surface area, boron-doped diamond nanowires (BDD NWs) represent
an interesting platform for electrochemical sensing as compared to planar BDD
electrodes. This will be demonstrated in various examples of electrochemical sensing
of different chemical/biological species using BDD NWs. Finally, the potential
applications of diamond nanowires as inorganic matrix for surface-assisted laser
desorption/ionization mass spectrometry (SALDI-MS) will be discussed in details.
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2. Synthetic Routes of Diamond Nanowires
Reports on the fabrication of diamond structured surfaces with diameters as
small as 25 µm and hundreds of microns in length date back to the 1960s [13].
However, it was only around the beginning of the 21st century that further attempts
for the synthesis of diamond nanostructures were undertaken. The main approaches
for the successful fabrication of diamond nanostructures are generally based on
“top-down” and “bottom-up” processes.
2.1. Top-Down Approach
One of the initial attempts for a top-down synthesis of diamond nanostructures
was reported by Shiomi [14]. Reactive ion etching (RIE) with oxygen plasma of
CVD diamond film coated with a 400 nm thick aluminum layer resulted in columnar
structures of approximately 300 nm in length and 10 nm in diameter (Figure 3A) [14].
The plasma-assisted RIE technology has since then been widely investigated for the
top-down fabrication of diamond nanowires and pillars. Masuda et al. proposed,
for example, the use of porous anodic aluminum oxide masks for the formation
of diamond honeycomb films via oxygen plasma etching of CVD diamond films
through the holes of porous alumina films (Figure 3B) [15]. They showed that the
etching rate of alumina, compared to that of the diamond film, is negligible, resulting
in the formation of honeycomb structures with high aspect ratios. Uniform holes
with an average diameter of 70 nm and spacing of 100 nm with uniform depth of
~0.6 µm have been etched perpendicular to the diamond film surface, yielding an
aspect ratio of ~9. An important fact is that this lithographic process was carried out
in non-contact mode: the mask is merely placed on the substrate and therefore does
not adhere to the substrate surface, unlike the situation with the resist-type masks
commonly used in lithography. This makes the approach fast and easy to perform
on different diamond interfaces.
Beside such masks, arrays of nanoparticles, seeded onto CVD grown
diamond films, have been investigated by several groups as attractive alternatives.
Aluminum [17], SiO2 [18], gold [19], as well as diamond nanoparticles [11,20] proved
to be useful etching masks (Figure 4A). Okuyama et al. used RIE with oxygen
plasma through a two-dimensionally ordered SiO2 particle array to form diamond
cylinders [18]. The diameter and the length of the cylinders depend on the etching
time and vary between 0.6–1 µm in diameter and 3–4 µm in length (Figure 4B) [18].
High-density and uniform diamond nanopillar arrays were obtained by Zou et al. by
employing bias-assisted RIE in a hydrogen/argon plasma using gold nanoislands of
150 nm in diameter as etching masks [19]. The gold islands protect the underlying
diamond from etching and sputtering; nanopillars with gold clusters at the tip are
produced. Gold nanoparticles were indeed found to be one of the most suitable
seeding masks as they are easy to disperse, resulting in single nanoparticles on the
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surface requiring no further processing step. The etch rate of the gold nanoparticles
mask is 25 nm/min [21]. This yields good etch selectivity and diamond wires of
900 nm in height, and diameters from 275 nm at bottom to 310 nm at the top can be
produced [21].
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Figure 3. (A) SEM images of diamond nanowiskers formed on as-grown diamond
films coated with 400 nm thick Al layer using reactive io etching (RIE) with oxygen
plasma (reprint with per ission from [16]); (B) Formation of honeycomb diamond
films (reprint with permission from [15]).
The use of nanodiamond (ND) particles as a hard mask for RIE of diamond was
examined by research groups at the AIST (Japan) and IAF (Germany) [11,20,22,23].
Vertically aligned diamond nanowires were obtained using RIE in an O2/CF4 (97/3%)
gas mixture for etching times of 10 s (Figure 4C). The length of the wires was limited
by simultaneous etching of the ND particles mask with an etching rate of 10 Å¨ s´1.
Mask-less top-down approaches have been recently proposed as
alternatives [16,24–27] (Figure 5A). Such methods have the intrinsic advantage of
being simple and straightforward, not requiring complicated processing steps such
as mask deposition or template removal. Our group demonstrated that diamond
nanowires can be easily prepared from highly boron-doped microcrystalline
diamond thin films by RIE in an oxygen plasma (Figure 5A) [12,25–27]. The resulting
nanowires are 1.4 ˘ 0.1 µm long with a tip and base radius of rtip = 10 ˘ 5 nm and
rbase = 40 ˘ 5 nm, respectively. The nanowires are about 140 times longer than
aligned diamond nanowires prepared using diamond nanoparticles as a hard mask.
X-ray photoelectron spectroscopy (XPS) analysis of the chemical composition of the
diamond nanowires revealed that next to C1s at 285 eV and O1s at 532 eV, additional
peaks at 402, 104 and 169 eV due respectively to N1s, Si2p and S2p are present in the
spectrum (Figure 5B). The latter elements are believed to originate from surface
contamination during the RIE process. Indeed, the presence of SiOx shell around the
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BDD NWs was confirmed by HR-TEM analysis (Figure 5B). SiOx was most likely
deposited during the etching process due to sputtering of the substrate holder or the
silicon wafer onto which the diamond film was deposited. A similar behavior was
observed by Baik et al. when Mo sample holder was used [16]. The SiOx deposits can
be easily removed through immersion in HF aqueous solutions.
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Figure 4. (A) Top-down etching process of CVD diamond using seed particles;
(B) SEM image of diamond cylinders obtained using oxygen reactive ion etching
(RIE) for 60 min through a 1 µM SiO2 particle array (reprint with permission
from [18]); (C) SEM image of vertically aligned diamond nanowires using diamond
nanoparticles as masks (with courtesy of C. Nebel).
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Figure 5. (A) Top-down etching process of CVD diamond without mask; (B) SEM
and HR-TEM images, and XPS survey spectrum of boron-doped diamond
nanowires synthesized through maskless technique ( eprint with permission
from [26]).
2.2. Bottom-Up Approach
As the formation of diamond nanowires by the top-down approach is often
accompanied with surface damage, whose imp ct is generally greater at the
nanoscale due to the large surface-to-volume ratio, bottom-up procedures were
also investigated in the literature. One of the first bottom-up approaches was
described by Masuda et al. (Figure 6A) [28]. In this technique, microcrystalline
diamond nanocylinders were grown on anodic oxide templates using microwave
pl sma-assisted CVD and 50 nm nanodiamond particles as seeds. The density of
the obtained wires was as high as 4.6 ˆ 108 cylinders/cm2 with a wire length of
about 5 µm and 300 nm in diameter (Figure 6A). Diamond nanorods of 8–10 nm in
diameter and up to 200 nm in length coated with an amorphous carbon layer were
grown along the (110) direction upon applying a prolonged hydrogen plasma to
multi-walled carbon nanotubes (MWCNTs) (Figure 6B) [29]. The authors suggested
that initial diamond nuclei can be formed at defect sites of the MWCNTs due to the
presence of hydrogen. At high temperature (1000 K) in the presence of hydrogen,
MWCNTs transform to amorphous material, where the nucleation of diamond phase
is facilitated. The addition of N2 into the growth mixture of ultrananocrystalline
diamond was reported by Vlasov and co-workers to change the surface morphology
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to wire-like structures [30]. The addition of 25% of N2 to the Ar/CH4/H2 gas
mixture resulted in the formation of hybrid diamond-graphite nanowires with
lengths up to a few hundred nanometers. This hybrid material consists of a
single crystalline diamond core of 5–6 nm in diameter oriented along the (110)
principal axis and graphitic shells of different thicknesses covering the core. Using a
mixture of N2 and CH4 allowed also the growth of ultrathin diamond nanorods by
microwave-assisted CVD [31]. The resulting nanorods exhibited a diameter as small
as 2.1 nm, which is not only smaller than any other reported diamond nanostructures
but also smaller than the theoretical value of energetically stable diamond nanorods.
More recently, the synthesis of straight, thin and long diamond nanowires using
atmospheric-pressure chemical vapor deposition was proposed [32,33]. The diamond
nanowires showed a uniform diameter of 60–90 nm with over tens of micrometers
in length. Spectroscopic analysis provided information that these nanowires are
diamond with high crystallinity and high structural uniformity.
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diamond wires in porous alumina template (left) and the corresponding SEM
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Post-coating of preformed silicon nanowires by diamond thin films has
attracted considerable interest in the past five years for the preparation of core-shell
nanowires [10,34,35]. Boron-doped diamond nanoforest electrode could be fabricated
on pre-formed silicon nanowires as illustrated in Figure 6C [10]. Silicon nanowires
(Si NWs) were formed according to a procedure reported by Peng et al. [36], and
subsequently post-coated with boron-doped diamond thin films deposited by high
frequency CVD technology. The coverage of the nanocrystalline diamond film is
complete and continuous along the whole length (5 µm) of the Si NWs as seen in the
SEM images in Figure 6C. A similar strategy was employed by Gao and co-workers to
coat Si NWs with a 100 nm layer of nanocrystalline diamond by microwave-enhanced
CVD [34]. The grafting of negatively-charged diamond nanoparticles over cationic
polymer-coated nanometric patterns was proposed by Girard and co-workers as a
bottom-up strategy towards 3D diamond nanostructures [35].
3. Applications of Diamond Nanowires
In general, the synthesis of diamond nanostructures has been advanced to a high
level in a very short time span. The access to such nanostructures allowed finally the
use of diamond nanowires for different applications ranging from solid-state electron
emitters, high performance nano-electromechanical switches, probes for scanning
probe microscopy and photonic systems, to the formation of superhydrophobic and
oleophobic interfaces [15,21,26,31,33,37] (Figure 7). The use of boron-doped diamond
nanowires has in particular found interest for electrochemical sensing [10–12,25,38–43]
and as surface-assisted laser desorption/ionization (SALDI) matrix [27].
Sensors 2015, 15 12580 
 
 
Silicon nanowires (Si NWs) were f rmed according to a procedure reported by Peng et al. [36], and 
subsequently post-coated with boron-doped diamon  thin films deposite  by high frequency CVD 
technology. The coverage of the nanocrystalline diamond film is complete and continuous along the 
whole length (5 µm) of the Si NWs as seen in the SEM images in Figure 6C. A similar strategy was 
employed by Gao and co-workers to coat Si NWs with a 100 nm layer of nanocrystalline diamond by 
microwave-enhanced CVD [34]. The grafting of negatively-charged diamond nanoparticles over cationic 
polymer-coated nanometric patterns was proposed by Girard and co-workers as a bottom-up strategy 
towards 3D diamond nanostructures [35]. 
3. Applications of D amond N nowires 
In general, the synthesis of diamond nanostructures has been advanced to a high level in a very short 
time span. The access to such nanostructures allowed finally the use of diamond nanowires for different 
applications ranging from solid-state electron emitters, high performance nano-electromechanical switches, 
probes for scanning probe microscopy and photonic systems, to the formation of superhydrophobic and 
oleophobic interfaces [15,21,26,31,33,37] (Figure 7). Th  use of boron-doped diamon  nan wires has in 
particular found interest for electrochemical sensing [10–12,25,38–43] a d as surface-assisted laser 
desorption/ionization (SALDI) matrix [27].  
 
Figure 7. Applications of diamond nanowires. 
3.1. Diamond Nanowires for Electrochemical Sensing 
Diamond nanowires are among the fairly new but promising materials for chemical and biochemical 
sensing. The common theme of diamond sensors is that they convert biological or chemical information 
into an electrical signal, which can be measured accurately using a panel of electrochemical methods 
(e.g., cyclic voltammetry, differential pulse voltammetry, electrochemical impedance spectroscopy, etc.). 
As the technology required to create electrochemical biosensors is much cheaper than that required for 
fluorescence-based sensors, electrochemical sensors are dominating the analytical field. Their label-free 
character adds to their general value. While the conversion of a biological interaction to an electrical 
Photonic Systems 






Tryptophan and/or  tyrosine sensing
Dopamine detection
Immunosensing
Surface-assisted laser desorption/ionization (SALDI) matrix
BDD nanowires
Figure 7. Applications of diamond nanowires.
132
3.1. Diamond Nanowires for Electrochemical Sensing
Diamond nanowires are among the fairly new but promising materials for
chemical and biochemical sensing. The common theme of diamond sensors
is that they convert biological or chemical information into an electrical signal,
which can be measured accurately using a panel of electrochemical methods (e.g.,
cyclic voltammetry, differential pulse voltammetry, electrochemical impedance
spectroscopy, etc.). As the technology required to create electrochemical biosensors
is much cheaper than that required for fluorescence-based sensors, electrochemical
sensors are dominating the analytical field. Their label-free character adds to their
general value. While the conversion of a biological interaction to an electrical
signal is attractive for sensors that are in continuous use or need to withstand
harsh environments, so far, electrochemical sensors are in general several orders of
magnitude less sensitive than the best fluorescence-based detection sensors.
Yang et al. were the first to demonstrate that the detection limit of
electrochemical biosensors can be markedly improved if vertically aligned diamond
nanowires are used [11]. DNA sensors were prepared through immobilization
of single strand DNA probes onto diamond nanowires pre-functionalized with
amine-terminated phenyl groups in an electrochemical functionalization step
(Figure 8) [23,44]. The enhanced electrical field at the very end of the diamond
tips resulted in a preferential DNA alignment at the tip rather than at the walls of the
wires, increasing the probes’ accessibility for interaction. This gave rise to optimized
hybridization kinetics of complementary DNA (cDNA) and high sensitivity with a
detection limit of 2 pM for cDNA as well as single-base mismatch discrimination.
Diamond nanowires electrodes allow also the direct electrochemical detection
of glucose under strong basic conditions [10,12,45]. While almost no visible anodic
peak for glucose oxidation was observed during the positive potential scan on a
planar BDD electrode, a well-defined current response for glucose was obtained,
for example, on BDD NWs electrodes of «3 µm in length with a diameter ranging
from 10–50 nm [12]. The detection limit of this sensor was 60 µM (Figure 9). Such
an improvement in glucose oxidation suggests that the Faradaic current of glucose
oxidation depends strongly on the surface structure and porosity of the electrode, and
the accessible surface area. The results reported by Nebel and co-workers showed
that decoration of diamond nanopillar electrodes with Ni-nanoparticles improves
the sensitivity of the sensor for glucose detection with a detection limit of 10 µM [45].
Diamond coated Si nanowires were investigated by Luo et al. for glucose sensing with
an estimated detection limit of 0.2 µM and a sensitivity of 8.1 µA¨mM´1¨ cm´2 [10].
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nanowires with polymer films can be achieved by amperometrically biasing diamond nanowire 
electrodes at 1.2 V vs. Ag/AgCl in 3-(pyrrole) carboxylic acid solution [39]. Fine-tuning the charge 
allowed coating the wires rather than the formation of polymer films (PPA) in solution. Figure 10A 
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CVD diamond films and linear sweep voltammogram recorded in 2 mM glucose
solution (0.1 M NaOH) for BDD (black) and long BDD NWs (blue) (reprint with
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Diamond nanowires are also adapted f r the sensitive electrochemical detection
of aromatic amino acids such as tryptophan and tyrosine, two important precursors
of adrenaline, dopamine or melatonine [12,25]. A detection limit of 5 ˆ 10´7 M
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was recorded for tryptophan on BDD NWs electrodes [25], being significantly lower
than on planar microcrystalline BDD (1 ˆ 10´5 M) [46]. The simultaneous detection
of tryptophan and tyrosine by differential pulse voltammetry is also possible on
BDD NWs electrodes, when the amount of tryptophan present in the mixture is not
exceeding tryptophan/tyrosine ď 0.5 [41]. The oxidation of other small molecules
such as dopamine, uric acid and ascorbic acid was reported by Shalini et al. using
nitrogen-doped diamond nanowire electrodes [47].
Electrochemical immunosensors based on chemically modified BDD NWs
electrodes have been lately developed by our group [38–40]. Diamond nanowires
immunosensors were constructed by coating diamond nanowires with functional
conducting polymer films (e.g., carboxylic acid-terminated poly(pyrrole), copper ion
(Cu2+) chelation followed by linkage of histidine-tagged peptides [39]) (Figure 10A)
or by electrochemical deposition of nickel nanoparticles (Ni-NPs) onto diamond
nanowires followed by immobilization of biotin-tagged anti-IgG (Figure 10B) [38,40].
Post-coating of diamond nanowires with polymer films can be achieved by
amperometrically biasing diamond nanowire electrodes at 1.2 V vs. Ag/AgCl in
3-(pyrrole) carboxylic acid solution [39]. Fine-tuning the charge allowed coating
the wires rather than the formation of polymer films (PPA) in solution. Figure 10A
shows SEM images of BDD NWs coated with carboxylic acid-terminated polypyrrole
(PPA-BDD NWs) by varying the deposition time. At very low deposition charge
(2 mC¨ cm´2), the polymer started to form preferentially at the defect sites of
the interface i.e., in-between the BDD NWs. Increasing the deposition charge
to 11 mC¨ cm´2 resulted in polymer coated BDD NWs, while large deposition
charges (23 mC¨ cm´2 and higher) led to a loss of the wire structure in favor of
continuous film formation. The available carboxylic groups of the poly(pyrrole)
coated wire electrode allows their coordination with copper ion (Cu2+), known to
be specific binding sites for His-tagged analytes. Indeed, the affinity constant (KA)
of His-Tag-des-Arg6-Bradykinine peptide to Cu2+ coordinated carboxyl-terminated
diamond wires was determined as KA = (1.15 ˘ 0.5) ˆ 106 M´1, higher than that
determined in the absence of Cu2+ (KA = (0.31 ˘ 0.5) ˆ 106 M´1). Concentrations as
low as 10 nM resulted in RCT shift of 50 ˘ 22 Ω on these interfaces, while on a planar
BDD interface modified with carboxylic groups and chelated with Cu2+, His-tagged
peptide concentrations had to exceed 100 nM to cause a comparable shift.
The other approach consists of the deposition of nickel nanoparticles.
Figure 10B(b) shows a representative SEM image of Ni NPs modified diamond
nanowires (BDD NWs/Ni NPs) revealing particles of 20 ˘ 5 nm in diameter and a
particle density of 150 Ni NPs/µm2. The oxidation state of the deposited nickel was
confirmed by the presence of a quasi-reversible redox peak at «0.47 V/Ag/AgCl in
the cyclic voltammogram of the BDD NWs/Ni NPs electrodes in PBS (Figure 10B(c)
assigned to Ni(OH)2/NiOOH. The hydrated nickel hydroxide can be present in two
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crystalline forms: the hydrated α-Ni(OH)2 and the anhydrous β-Ni(OH)2, the latter
being the more stable and preferentially formed by cycling in NaOH (0.1 M) [48].
Biotinylated anti-IgG was specifically linked to the Ni2+ particles and the change in
the interfacial properties upon binding of different concentrations of IgG was detected
using electrochemical impedance spectroscopy. A linear relation between ∆Rct and
IgG concentration in the range of 0.3–400 ng/mL was recorded (Figure 10A(d)) with
a correlation coefficient of r = 0.9996 according to ∆Ret (kΩ) = 0.02 + 0.0451 ˆ [IgG].
The detection limit of IgG was determined to be «0.3 ng/mL from five blank noise
signals (95% confidence level). The advantage of this approach is the possibility of a
controlled immobilization of biotinylated antibodies and antigens with the omission
of avidin layers, influencing the electrochemical behavior of the electrical interface.
As the affinity of the biotin-tag to the Ni NPs is weaker than avidin-biotin interaction,
an easy regeneration of the interface through a simple ethylenediaminetetraacetic
acid (EDTA) wash was achieved. This could allow in the future the immobilization of
different antibodies using the same interface.
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3.2. Diamond Nanowires for Matrix-Free Mass Spectrometry
Mass spectrometry (MS) is widely accepted as a ‘gold-standard’ method for
the identification of chemicals or biological products. It is, nowadays, applied
in highly diversified domains like those directly or indirectly tied to healthcare
or regulation-driven demand such as drug development, diagnostics, food and
environmental safety testing. Among the different methodologies, matrix-assisted
laser desorption/ionization mass spectrometry (MALDI-MS), first introduced in
1988 by Hillenkampf and Karas [49], constitutes one of the soft ionization techniques
that provides the nondestructive vaporization and ionization of analytes using
UV-absorbing organic matrices. The utility of MALDI-MS for protein and peptide
analysis lies in its ability to provide high accurate molecular-weight information on
intact molecules. Acquiring optimum MALDI data depends, however, not only on
the functional and structural properties of the analyte itself but also largely on the
choice of suitable matrices. As the matrix is the medium by which the analyte is
transported to the gaseous phase and provides the conditions that makes ionization
possible, the matrix and the sample-matrix preparation procedure greatly influence
the quality of MALDI mass spectra. Organic matrices such as 2,5-dihydroxylbenzoic
acid (DHB), α-cyano-4-hydroxycinnamic acid (HCCA) or sinapic acid (SA) are
commonly used. However, the choice of the matrix remains an empirical issue.
While MALDI-MS has been successfully used to analyze large molecules [50–52], it
has rarely been applied to low-molecular weight compounds (<500 Da) as a large
number of matrix ions appear in the low-mass range.
Tanaka and co-workers proposed the use of a suspension of cobalt nanoparticles
of 30 nm in size mixed with glycerol as inorganic matrix for the laser
desorption/ionization of analytes [53]. Since then, several alternative inorganic
matrices have been proposed as assisting material [54] in a process that was named
surface-assisted laser desorption/ionization mass spectrometry (SALDI-MS) by
Sunner et al. [55]. The basic principle of SALDI-MS analysis is schematically outlined
in Figure 11A. Using inorganic species as the assisting material in MALDI is an
alternative approach to avoid the problems arising in conventional MALDI analysis
using organic compounds as matrix systems [56]. Nanostructured diamond-like
carbon (DLC) coated targets were proposed by Bonn and co-workers as versatile
platform for the analysis of amino acids, carbohydrates, lipids, peptides and
other metabolites using laser desorption/ionization mass spectrometry [57]. A
nanodiamond MALDI-MS support was demonstrated by Wei et al. to improve the
ionization efficiency of samples [58]. The use of boron-doped diamond nanowires
as an inorganic matrix for the D/I of peptides and small molecules, and their
analysis by mass spectrometry with a very high sensitivity has been demonstrated
by us [27]. To minimize droplet spreading on the matrix surface, the nanowires
were chemically functionalized with octadecyltrichlorosilane (OTS) to reach a final
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water contact angle of 120 ˝C (Figure 11B). The sub-bandgap absorption under UV
laser irradiation and the heat confinement inside the nanowires allowed LDI-MS
of various compounds, most likely via a thermal mechanism (Figure 11B). One of
the most used compounds to assess the LDI-MS performances of SALDI surfaces is
verapamil, a calcium channel blocker. Detection of verapamil on silicon nanowires,
prepared by the Metal-Assisted Chemical Etching (MACE) method, has shown a
detection limit value of 5 fmol [59]. Walker et al. explored silicon nanopost arrays
(NAPA) in combination with LDI-MS. The high ionization efficiencies enabled
detection of ultratrace amounts of analytes (800 zmol of verapamil) within a
dynamic range spanning up to four orders of magnitude [60]. For comparison,
the detection limit value of verapamil on diamond nanowires was 200 zeptomoles,
which is slightly better. Impressive results were obtained by Northen et al. by
nanostructure-initiator mass spectrometry (NIMS). They demonstrated a detection
limit value for verapamil of 700 ymol [61]. Although this technique is not a
“matrix” sensu stricto (as MALDI), NIMS takes advantage of an “initiator” compound
(e.g., bis(tridecafluoro-1,1,2,2-tetrahydrooctyl)tetramethyldisiloxane), which assists
desorption and/or ionization of analyte molecules. Even though the limit of
detection (LoD) that is needed depends on the targeted application, most of the
time, the sensitivity race is not scientifically or even technically relevant. Other
parameters should be taken into account for performant SALDI surfaces such as laser
fluence, dynamic range, versatility, peptide discrimination and post-translational
modification (PTMs) detection (proteomics field), cost, reproducibility.
The investigated diamond nanowires, undoped (UDD NWs) or boron-doped
(BDD NWs), display antireflective properties permitting photons absorption at
λ = 337 nm. However, on the mass spectrum of a peptide mixture obtained on
BDD NWs interface, all peptides have been detected with relatively high signal
intensity (Figure 11D). On the contrary, the same experiment performed on a planar
nanocrystalline BDD, i.e., the same interface without any RIE step process etching,
no peaks were observed. Thus, the absence of peaks in the MS spectrum (Figure 11D)
clearly indicates that the presence of nanostructures on the BDD substrate is
mandatory for achieving the laser desorption/ionization (LDI) of biomolecules [27].
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Figure 11. Diamond nanowires as inorganic matrices for SALDI. (A) Schematic 
presentation of the principle of surface-assisted laser desorption/ionization mass spectrometry 
(SALDI-MS) with analyte deposition on SALDI based nanostructures such as diamond 
nanowires; (B) OTS modified diamond nanowires (a) and contact angle values before and 
after UV/O3 treatment (b); (C) LDI-MS spectra on BDD NWs of various compounds 
(Histidine, m/z 156, 1 pmol; Betaine m/z 118, 1 pmol; Cortisone m/z 361, 1 pmol and 
verapamil m/z 455, 2 pmol and 200 zmol (inset)); (D) LDI-MS detection of a peptide 
mixture ([Des-Arg1]-bradykinin m/z 904 (50 fmol/µL), angiotensin I m/z 1296  
(50 fmol/µL), [Glu1]-fibrinopeptide B m/z 1570 (50 fmol/µL), neurotensin m/z 1673  
(10 fmol/µL)) on BDD NWs and BDD films (reprint with permission from [27]). 
The investigated diamond nanowires, undoped (UDD NWs) or boron-doped (BDD NWs), display 
antireflective properties permitting photons absorption at λ = 337 nm. However, on the mass spectrum of 
a peptide mixture obtained on BDD NWs interface, all peptides have been detected with relatively high 
signal intensity (Figure 11D). On the contrary, the same experiment performed on a planar 
nanocrystalline BDD, i.e., the same interface without any RIE step process etching, no peaks were 
observed. Thus, the absence of peaks in the MS spectrum (Figure 11D) clearly indicates that the presence 
of nanostructures on the BDD substrate is mandatory for achieving the laser desorption/ionization (LDI) 
of biomolecules [27]. 
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Figure 11. Diamond nanowires as inorganic matrices for SALDI. (A) Schematic
presentation of the principle of surface-assisted laser desorption/ionization mass
spectrometry (SALDI-MS) with analyte deposition on SALDI based nanostructures
such as diamond nanowires; (B) OTS modified diamond nanowires (a) and
contact angle values before and after UV/O3 treatment (b); (C) LDI-MS spectra on
BDD NWs of various compounds (Histidine, m/z 156, 1 pmol; Betaine m/z 118,
1 pmol; Cortisone m/z 361, 1 pmol and verapamil m/z 455, 2 pmol and 200 zmol
(inset)); (D) LDI-MS detection of a peptide mixture ([Des-Arg1]-bradykinin m/z
904 (50 fmol/µL), angiotensin I m/z 1296 (50 fmol/µL), [Glu1]-fibrinopeptide B
m/z 1570 (50 fmol/µL), neurotensin m/z 1673 (10 fmol/µL)) on BDD NWs and
BDD films (reprint with permission from [27]).
3.3. Future Trend: Coupled Electrochemistry-Mass Spectrometry Analysis on
Diamond Nanowires
Due to the great performance of BDD nanowires for electrochemical sensing and
SALDI-MS, their combined use might provide a powerful quantitative and qualitative
analysis platform. Electrochemistry coupled with mass spectrometry (EC/MS)
allowed the identification of products or/and intermediates of electr chemical
reactions, which is not only useful for elucidation of redox reaction mechanisms
but also leads to many valuable bioanalytical applications [62,63]. The versatility of
EC/MS stems from two facts. MS can serve as a sensitive and general detector for
electrochemical compounds and can provide molecular weight information about
an analyte of interest. In addition, tandem MS analysis can be used for structural
determination based on ion dissociation. Electrochemical conversion, on the other
hand, can improve analyte ionization and provides desired modification to the
analyte prior to MS analysis. Attracted by the complementary nature of these
two techniques, the coupling of EC and MS appears perfect and appealing. For
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more than four decades, researchers have been engaged in coupling these two
techniques [64–67].
A key challenge of the coupling is how to interface an electrochemical cell
online with a mass spectrometer for efficiently ionizing the electrolyzed samples.
Therefore, selecting an appropriate ionization method is critical. In this regard, the
evolution of the coupled EC/MS technique followed the advances of ionization
methods in the field of mass spectrometry. In 1971, the first EC/MS device was
introduced by Bruckenstein and Gadde for in situ mass spectrometric determination
of volatile electrode reaction products [64]. In the experiment, a Teflon membrane
was placed between the porous electrode and the mass spectrometer ionization
chamber so that volatile reaction products could penetrate through the membrane
and be ionized by electron impact (EI) without the interference of the solvent. In 1984,
differential electrochemical mass spectrometry (DEMS) was established for the online
MS detection of volatile electrochemical products in real time. The total response
time was less than 1 s [68]. Furthermore in DEMS, the product MS signal intensity
was proportional to the Faradaic current as only the volatile compounds produced
were transferred to the ionization chamber, from which quantitation could be
achieved. Then, several methods of ionization have been used including thermospray
(TS), fast atom bombardment (FAB), inductively coupled plasma (ICP), chemical
ionization (CI), atmospheric pressure chemical ionization (APCI), atmospheric
pressure photoionization (APPI) and electrospray ionization (ESI). This former
combination (EC/ESI-MS) was the most widely used for many applications [62].
Desorption electrospray ionization (DESI) or nanoDESI and direct analysis in real
time (DART) are other recent methods to perform ambient soft ionization with
little or no sample preparation [69]. Applications of EC/MS are various and
numerous and among them we can cite mechanistic elucidation of electrochemical
reactions [70–73], mimicking of metabolic pathways [65], tagging of protein/peptide
thiol groups using various electrochemical generated species to electrochemically
enhance MS signals [74,75], pre-concentrate target via electrochemical deposition [66],
and following protein/peptide cleavage and online MS analysis that is very notably
useful in the proteomics field [76,77].
4. Conclusions
From the above discussion, it becomes clear that a large amount of effort has
been devoted to the synthesis of diamond nanostructures to a point where they
can be considered for device-oriented applications. The discoveries and research
undertaken in the last years hope to trigger the development of diamond nanowire
sensors for clinical diagnostic, environmental sensing and other applications at
the interface between biology, physics and chemistry. However, the full spectrum
of such nanostructures for other technological applications cannot be overseen.
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Diamond coated silicon nanowires have been lately investigated for supercapacitor
applications [34], bringing diamond nanostructures to the field of energy. A full and
detailed understanding of the electrical and electrochemical properties of a single
diamond nanowire might be of ultimate importance in the near future to foster
further such developments.
The use of diamond nanowires is believed to have great potential for EC/MS.
Indeed, coupling EC/MS using diamond nanowires will permit performing both
electrochemistry and MS detection of ionized compounds achieved by either DESI
(or nanoDESI) or the LDI ionization process.
Surface functionalization is required for almost any kind of sensing applications.
Currently, the reported surface functionalization schemes of diamond wires are
limited to some examples. Widening this area is thus one aspect that should
be undertaken by research groups working in this field. The formation of
superhydrophobic and oleophobic interfaces has, for example, been demonstrated
to have impact on cell and bacteria adhesion [26]. An important aspect will be the
determination of the influence of diamond doping levels and even wire length on
SALDI results. A better understanding will help to optimize the technique and
achieve highly reproducible and accurate results. This will make the approach of
high interest for any laboratory.
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A Label-Free Impedimetric DNA Sensor
Based on a Nanoporous SnO2 Film:
Fabrication and Detection Performance
Minh Hai Le, Carmen Jimenez, Eric Chainet and Valerie Stambouli
Abstract: Nanoporous SnO2 thin films were elaborated to serve as sensing electrodes
for label-free DNA detection using electrochemical impedance spectroscopy
(EIS). Films were deposited by an electrodeposition process (EDP). Then the
non-Faradic EIS behaviour was thoroughly investigated during some different steps
of functionalization up to DNA hybridization. The results have shown a systematic
decrease of the impedance upon DNA hybridization. The impedance decrease
is attributed to an enhanced penetration of ionic species within the film volume.
Besides, the comparison of impedance variations upon DNA hybridization between
the liquid and vapour phase processes for organosilane (APTES) grafting on the
nanoporous SnO2 films showed that vapour-phase method is more efficient. This
is due to the fact that the vapour is more effective than the solution in penetrating
the nanopores of the films. As a result, the DNA sensors built from vapour-treated
silane layer exhibit a higher sensitivity than those produced from liquid-treated
silane, in the range of tested target DNA concentration going to 10 nM. Finally, the
impedance and fluorescence response signals strongly depend on the types of target
DNA molecules, demonstrating a high selectivity of the process on nanoporous
SnO2 films.
Reprinted from Sensors. Cite as: Le, M.H.; Jimenez, C.; Chainet, E.; Stambouli, V. A
Label-Free Impedimetric DNA Sensor Based on a Nanoporous SnO2 Film: Fabrication
and Detection Performance. Sensors 2015, 15, 10686–10704.
1. Introduction
Over the last decades, development of genosensors has increased significantly,
as demonstrated by the large number of scientific publications on this topic [1].
Traditionally, DNA hybridization detection research has relied upon attachment
of various labels to the molecules being studied. The common labels used
in molecular biology studies to analyse DNA hybridization involve fluorescent
dyes [2,3], redox active enzymes [4,5], magnetic particles [6] or different kinds
of nanoparticles [7,8]. For example, the DNA target sequence is labelled with a
suitable fluorescent tag. With the aid of a fluorescence microscope, fluorescence is
observed at the place where complementary hybridization takes place [9]. Although
these techniques are highly sensitive, label processes require extra time, expense,
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sample handling [10]. Additionally, labels might, in some cases, interfere with the
detection, the base-pairing interaction. The challenge is to develop simple, reliable
and economical methods. Label-free strategies have emerged as potential methods
for detecting DNA hybridization with lower cost and high sensitivity. Label-free
techniques can provide direct information on target molecules in the form of changes
in a physical bulk property of a sample. Basically, label-free DNA sensors rely on the
modification of a given physical parameter of the supporting material (transducer),
which is induced by DNA hybridization.
Electrochemical impedance spectroscopy (EIS) has received much attention
recently for the DNA hybridization detection due to its ability to perform
label-free detection. EIS can sensitively detect the change of the impedance of
the electrode/electrolyte interface when the DNA target is captured by the probe.
EIS measurements could be performed according either faradic or non-faradic
process [10]. In the case of faradic impedance spectroscopy, the addition of a
redox-active species, such as [Fe(CN)6]3´/4´ [11,12] or [Ru(NH3)6]2+/3+ [13,14], to
the bulk solution is required. Faradic EIS detection of DNA hybridization is generally
based on the variation of the charge transfer resistance between the solution and
the electrode surface [15]. On the other hand, no additional reagent is needed in
the case of non-Faradic detection. Bio-modification of the electrode leads to the
variation of either the capacitance of the double layer formed between the solution
and the metal electrode surface or the capacitance located in the space charge layer
at the sub-surface of semiconductive electrodes [16]. In this case, a sufficiently
sensitive electrode material is strongly needed. Different kinds of sensitive materials
for non-Faradic EIS DNA detection have been reported, including metals [17,18],
conductive polymers [19–21] and semiconductors [22–29]. The latter can be divided
into two categories including CMOS heterostructures [22–24] and single working
electrodes [25–29].
Within this last category, our group pioneered to study the non-Faradic
label-free detection of DNA hybridization based on semiconductive metal oxides
as working electrodes. Dense and polycrystalline thin film electrodes constituted
of CdIn2O4 [30,31] or pure/doped SnO2 [32,33] were elaborated by the aerosol
pyrolysis technique. The detection results first showed a systematic increase of the
impedance upon DNA hybridization in agreement with the field effect. In particular,
we evidenced the importance of the use of non-doped films to benefit from higher
field effects. Elsewhere, the high chemical stability of SnO2 films when dipped in
saline solutions is an important criterion which led us to pursue further investigations
with this metal oxide. In the following step, using an electrodeposition method, we
elaborated working electrodes constituted of 1D monocrystalline nanopillars [34].
The dimensionality reduction of the SnO2 electrode material from 2D thin film to 1D
nanopillars allowed the surface/volume ratio of the electrode to increase and thus
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to benefit from an enhanced field effect. As a result, the increase of the impedance
signal upon DNA hybridization was more important than in the case of 2D SnO2
thin films. Our results showed that SnO2-nanopillars-electrode provides a higher
sensitivity over 2D-dense SnO2 film electrode (97% ˘ 7% vs. 50% ˘ 10%) for a DNA
target concentration of 2.0 µM [34]. The limit of DNA detection was found in the
nanomolar range, which we expect to improve in a future study by elaborating SnO2
nanowires exhibiting a higher shape ratio. Presently, the idea is to reduce more the
dimensionality of the electrode material down to 0D by elaborating nanoporous
SnO2 films constituted of SnO2 nanoparticles and to investigate the resulting effect
on the impedance signal upon DNA hybridization.
To this aim and for the first time to the best of our knowledge, in the present
work, we investigated the possibility to fabricate impedimetric DNA biosensors
based on nanoporous SnO2 electrodes. As for SnO2 nanopillar electrodes, the
nanoporous SnO2 film electrodes were prepared using an electrodeposition method
which provides a simpler and less expensive route to synthesize the ceramic coatings
over other methods [35]. The characteristics of the obtained films, including
microstructure, morphology and electrochemical properties have been thoroughly
investigated using SEM, TEM and EIS. Then, a functionalization process has been
carried out in order to covalently graft single strand (ss) DNA probes onto the
electrode film surface. This process is based on a silanization step that we have
carried out either in liquid phase or in vapour phase. EIS was used to investigate
the impedance behaviour after the main steps of the functionalization process, as
well as after DNA hybridization. In parallel, the DNA hybridization detection
on the SnO2 nanoporous films was systematically checked using epifluorescence
microscopy. Some performances of the sensors were also analysed, namely:
sensitivity and selectivity.
The paper is organized as follows: we first present the results obtained for
DNA hybridization when using the liquid phase silanization in the case of SnO2
films with increasing thicknesses. Then we present the results obtained when using
the vapour phase silanization. The comparison between these two steps will be
conducted in term of impedance variation upon DNA hybridization. Finally, the
obtained results help us to have a more complete view and understanding on the
effect of the SnO2 sensing electrode morphology and dimensionality on the response
signals to non-faradic DNA detection.
2. Experimental Section
2.1. Nanoporous SnO2 Film Deposition
The electrodeposition of SnO2 thin films was carried out in a standard
three-electrode electrochemical system using a computer-controlled potentiostat
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EG&G 322. The electrolyte consisted of 20 mM SnCl2¨ 2H2O (>99.99%, Sigma
Aldrich, MO, USA), 100 mM NaNO3 (>99%, Sigma Aldrich) and 75 mM HNO3
(>65%, Sigma Aldrich) in Nanopure water. Commercial indium tin-oxide (ITO)
coated glass substrates, purchased from Advanced Film Services Company (San Jose,
CA, USA) were used as the working electrodes. The thickness of the ITO layer is
300 nm, with a sheet resistance of 10 Ω/square. These substrates were sonicated
in the following sequence: 15 min in ethanol, 15 min in acetone and 15 min in
isopropanol in order to remove all the impurities on the surface. Then, the ITO/glass
substrate was installed into the cell vertically using a specific Teflon holder which
controls the area of the working electrode exposed to the electrolyte 1 cm2. A Pt
wire and a commercial Ag/AgCl (KCl 3M) electrode were used as counter and
reference electrodes, respectively. SnO2 films were deposited on ITO substrates at
potentiostatically a fixed potential of ´1.0 V (vs. ref.).
Cathodic electrodeposition of SnO2 film in nitrate solution comprises several
steps [36]. First, in a strong oxidizing environment of nitric acid solution, the Sn2+
ions dissolved from tin dichloride are oxidized to Sn4+. When the negative voltage is
applied, nitrate ions are electrochemically reduced at the electrode surface leading to
the generation of OH´ by Reaction (1). These formed OH´ ions then reacted with
the Sn4+ ions coming from the bulk solution to deposit SnO2 on the electrode surface
according to Reaction (2).
NO3- ` 2H+ ` 2e-ÑNO2- ` 2OH- (1)
Sn4+ ` 4OH-Ñ SnpOHq4Ñ SnO2 ` 2H2O (2)
Because the total charge density (Q) is proportional to the amount of NO3´
electrochemically reduced to generate OH´ group at the electrode surface, Q relates
to the amount of deposited SnO2. As the result, the film thickness could be controlled
by changing the value of Q. By increasing the Q values from 0.2 to 0.8 C¨ cm´2, SnO2
films with increasing thickness were obtained.
2.2. Functionalization Process
The functionalization process of SnO2 films leads to a covalent attachment
of DNA. It is similar to the one we previously used for SnO2 films and SnO2
nanopillars [32,34]. Briefly, it consists of the following steps: the oxide film surface
was first hydroxylated using an air/O2 mixture plasma to create OH´ groups at the
surface. These groups allowed covalent binding of a functional organosilane. Then a
silanization step was accomplished by grafting of the 3-aminopropyltriethoxysilane
(APTES). Both liquid-phase and vapour-phase procedures have been tested for
APTES deposition on SnO2 surface:
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2.2.1. Liquid Phase Deposition
The samples were located into a solution containing 0.5 M of APTES
(Sigma-Aldrich) in 95% absolute ethanol and 5% deionized water under agitation
for a night. To remove the unbound silane, the samples were carefully rinsed with
ethanol and then, with deionized water. This process was followed by curing the
samples in an oven at 110 ˝C for 3 h.
2.2.2. Vapour Phase Deposition
The samples first were placed in a Teflon holder, which then was put into a
glove bag. The next step was to draw out the air from the bag using a rotary pump
and fill the bag with an argon gas. This step was repeated three times to make sure
that the humidity in the bag is as low as about 5%. After 200 µL of APTES was
delivered, the lid of the sample holder was closed tightly. This holder was kept at
82 ˝C for 1 h to cause the evaporation of APTES. To finish, the samples were rinsed
carefully with absolute ethanol and deionized water to remove unreacted silane and
cured in an oven at 110 ˝C for 1 h.
To facilitate strong covalent binding between the NH2 termination of APTES
and the 5'-NH2 termination of the oligonucleotide, a cross linker molecule (10%
glutaraldehyde solution in H2O) was applied. 20-base pre-synthesized DNA probes
were used (purchased from Biomers, Ulm, Germany). A standard-type probe
sequence was chosen: 5'-NH2-TTTTT GAT AAA CCC ACT CTA-3'. These DNA
probes were diluted in a sodium phosphate solution 0.3 M/H2O to a concentration
of 10 µM. Two µL drops of this solution were manually applied on the sample
surface and incubated for 2 h at room temperature. The probes were then reduced
and stabilized using a NaBH4 solution (0.1 M) which modifies the CH=N imine
into a CH2-NH amine bond and also deactivates the non-bonded CHO termination
of the glutaraldehyde transforming them into CH2-OH. The hybridization was
carried out using DNA targets labeled with a Cy3 fluorescent dye. The DNA target
solution was diluted in a hybridization buffer solution (NaCl: 0.5 M, PBS: 0.01 M)
and spread throughout the sample surface. To minimize the experimental dilution
errors, the DNA target solution was prepared once at 2 µM and was then diluted
to the desired lower concentrations down to 10 nM. The samples were then placed
into a hybridization chamber at 42 ˝C for 45 min. Finally, the samples are rinsed
with saline-sodium citrate (SSC) buffer to remove all the unbound DNA targets
from the surface and dried with nitrogen. In order to study the selectivity of the
process, different types of DNA target have been used including complementary,
non-complementary, 1- and 2-base mismatch as reported in Table 1.
152
Table 1. Sequences of the different types of DNA target.
Complementary 3' AC CTA TTT GGG TGA GAT AC-Cy3 5'
Non-complementary 3' AC TGG CGC AAT CAC TCT AC-Cy3 5'
1-base mismatch 3' AC CTA TTT GCG TGA GAT AC-Cy3 5'
2-base mismatch 3' AC CTA TTT GCA TGA GAT AC-Cy3 5'
2.3. Characterization Techniques
The SnO2 film morphology was studied using scanning electron microscopy
(XL30, Philips, Eindhoven, Netherlands) and transmission electron microscopy (JEOL
2010, Tokyo, Japan). TEM and electron diffraction were carried out at 200 kV with a
0.19-nm point-to point resolution. Cross-section samples were obtained by the tripod
method. Samples were polished on both sides using diamond impregnated films.
Low-angle ion Ar+ beam milling was used for final perforation of the samples and to
minimize contamination.
Impedance measurements were carried out: (I) on the bare electrodes; (II) after
silanization step; (III) on the DNA probe grafted electrodes before and (IV) after DNA
hybridization. The electrolyte used systematically was the pure hybridization buffer
solution, containing no DNA target. A laboratory-made microfluidics cell involving
a plexiglas three electrode set-up was used. In this cell, the liquid volume is 500 µL.
The circular and functional surface of the film which acts as the working electrode
is 0.19 cm2. The reference electrode is Ag/AgCl (ref.), and the counter-electrode
is platinum. The electrodes are connected to a Versatile Simple Potentiostat (VSP,)
impedance-analyzer (Bio-Logic, Claix, France). For EIS measurements, this apparatus
is used between 10 mHz to 200 kHz with a modulation of 10 mV and an applied
voltage of ´0.5 V (vs. ref.). The impedance spectra were analyzed with Z-fit
within the EC-lab software (Bio-Logic, Claix, France) using Non-linear Least Squares
Fit principles.
Although this study is ultimately aimed at the development of DNA
hybridization techniques which avoid the use of any label, the use of the Cy3
labelled DNA target for the impedance measurements allows the DNA hybridization
validation and the systematic comparison of electrical results with the complementary
optical results (fluorescence). Epifluorescence measurements were achieved using an
BX41M microscope (Olympus, Tokyo, Japan), fitted with a 100 W mercury lamp, a
cyanide Cy3 dichroic cube filter (excitation 550 nm, emission 580 nm) and a cooled
Spot RT monochrome camera (Diagnostic, Sterling Heights, MI, USA). The Image Pro
plus software (Olympus, Tokyo, Japan) was used for image analysis. The fluorescence
intensity is measured at two distinct regions of the sample: the spot where DNA
probes were grafted and the background outside the spot where no DNA probe was
immobilized. This background intensity was then subtracted from the intensity of
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each spot. The fluorescence intensity value for each condition represents the average
over nine different acquisitions from two independent samples.
3. Results and Discussion
3.1. Bare Electrodeposited SnO2 Film Characteristics
The morphology of films electrodeposited with different charge densities, i.e.,
0.2, 0.4 and 0.8 C¨ cm´2 is revealed through typical SEM images shown in Figure 1a–c.
The film thickness, determined from cross-sectional SEM images, increases linearly
with the charge density. The thicknesses are 220 ˘ 20, 380 ˘ 20 and 940 ˘ 50 nm,
corresponding to charge densities of 0.2, 0.4, and 0.8 C¨ cm´2, respectively. The
top view images (inset) present a porous surface composed of numerous circular
nanoparticles. The particle size does not change significantly going from 5 to
20 nm, when increasing the charge density from 0.2 to 0.8 C¨ cm´2. Due to the
difficulty of observing and measuring efficiently the pore size from SEM images, the
morphology of the films is further characterized by TEM observation. As expected,
the cross-section bright field HRTEM micrograph reveals much better the local
porous structure of the film with highly dispersed SnO2 nanoparticles (Figure 1d). It
shows many nanocrystallites with clear lattice fringes corresponding to tetragonal
SnO2. The average pore size is approximately 10 nm. Besides, the corresponding
selected area electron diffraction (SAED) pattern (inset Figure 1d) exhibits two hollow
diffraction rings corresponding to the (110) and (101) of tetragonal SnO2. The hollow
rings reveal a quasi-amorphous microstructure of the nanoporous film which was
also confirmed by grazing incidence angle XRD.
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Figure 1. SEM images of SnO2 films deposited onto ITO substrate at −1.0 V (vs. Ag/AgCl) 
with charge density (Q) of (a) 0.2; (b) 0.4 and (c) 0.8 C·cm−2; (d) Typical cross-section 
HRTEM image of the film deposited with Q of 0.8 C·cm−2. Inset shows the corresponding 
SAED pattern. 
3.2. DNA Hybridization Detection 
3.2.1. Influence of Film Thickness on the DNA Hybridization Detection Signals 
The validation of DNA hybridization on all nanoporous SnO2 films was first performed using 
epifluorescence microscopy. Figure 2a presents a typical top view image after DNA hybridization with 
Cy3 labelled complementary DNA targets on a 380-nm-thick SnO2 film. Two observations can be made. 
First, at the centre of the DNA drop spot, the fluorescence intensity distribution is discontinuous and 
discrete. Second, the border of the drop is not sharp and a fluorescence intensity gradient is observed. If 
these observations are similar to the ones obtained on SnO2 nanopillars [34], they differ from the ones 
Figure 1. SEM images of SnO2 films deposited onto ITO substrate at ´1 0 V (vs.
Ag/AgCl) with charge density (Q) of (a) 0.2; (b) 0.4 and (c) 0.8 C¨ cm´2; (d) Typical
cross-section HRTEM image of the film deposited with Q of 0.8 C¨ cm´2. Inset
shows the corresponding SAED pattern.
3.2. DNA Hybridization Detection
3.2.1. I fluence of Film Thickness on the DNA Hybridization Detection Signals
The validation of DNA hybridization on all nanoporous SnO2 films was first
performed using epifluorescence microscopy. Figure 2a presents a typical top
view image after DNA hybridization with Cy3 labelled complementary DNA
targets on a 380-nm-thick SnO2 film. Two observations can be made. First,
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at the centre of the DNA drop spot, the fluorescence intensity distribution is
discontinuous and discrete. Second, the border of the drop is not sharp and a
fluorescence intensity gradient is observed. If these observations are similar to
the ones obtained on SnO2 nanopillars [34], they differ from the ones obtained
on dense 2D SnO2 thin film electrode which provided a homogeneous intensity
inside the DNA drop with a sharp border [9]. The difference should be associated
to the nanostructured morphology which considerably modifies and enhances the
hydrophilic characteristic of the surface compared to a 2D thin film surface, causing
a capillary effect and a spreading of the DNA droplet on the nanoporous surface.
The fluorescence intensity significantly depends on the film thickness. The thicker
the film is, the more contrasted the DNA drop is, indicating a higher amount of
hybridized DNA. As a result the 940 nm thick film shows the highest fluorescence
signal, i.e., 1640 ˘ 200, while the fluorescence intensities are 270 ˘ 30 and 1010 ˘
120 in the case of 220 nm and 380 nm thick films, respectively. To confirm that
the fluorescence signal actually comes from DNA hybridization, the hybridization
procedure was also carried with the hybridization solution buffer containing either
no DNA target or non-complementary DNA target molecules. In the latter case, the
results showed a negligible fluorescence signal coming from non-specific adsorption
of DNA target (Figure 2b) while in the former case, no fluorescence signal was
detected. The obtained results demonstrate the success and specificity of the used
DNA hybridization process on the porous SnO2 films.
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semi-circular shape. Besides, the semicircle diameter decreases when increasing the film thickness. The 
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Figure 2. Typical epifluorescence icr r s showing the border of DNA drop on
380-nm-thick SnO2 nanoporous films after hybridization with Cy3 labelled targets
in the case of (a) complementary and (b) non-complementary DNA hybridization
with target concentration of 2 µM.
In a second step, the electrochemical behaviour of nanoporous SnO2 films
with increasing thicknesses was studied (I) on the bare films and after each main
step of the functionalization process: (II) after film liquid phase silanization; (III)
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after probe grafting (ss-DNA) and (IV) after DNA hybridization (ds-DNA). To
validate that the impedance variations actually originates from DNA hybridization,
impedance analyses were performed in the case of both complementary and
non-complementary hybridization.
Whatever the film thickness, the Nyquist plots of bare nanoporous SnO2 films
(Figure 3) display a semi-circular shape. Besides, the semicircle diameter decreases
when increasing the film thickness. The impedance of nanoporous SnO2 film
electrode can be analysed by a simple equivalent circuit Re (R1, Q1). The resistance
Re is the sum of ohmic resistances of both the electrolyte bulk and the electrode (ITO
with SnO2 bulk). The parallel element circuit (Q1, R1) responsible for the observed
semicircle can be essentially attributed to the polarization of the SnO2/electrolyte
interface. Because the obtained semicircles of the Nyquist diagrams present a
non-completely symmetric shape, which is due to some non-ideal behaviour, the
use of a CPE instead of a capacitor is required. The impedance of a CPE is given by
ZCPE = (jω)´α/C where α is an empirical coefficient.
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Figure 3. Nyquist plot (recorded at ´0.5 V vs. ref.) of nanoporous SnO2/ITO
electrodes with increasing film thicknesses from 220 ˘ 20 to 940 ˘ 50 nm. The filled
symbols correspond to experimental data and the continuous lines to fitting data.
The inset shows a zoom-in of the impedance curves at high frequency region.
Extracted electrical parameters from the modelling (Table 2) showed that the
resistance Re increases from 64.6 to 73.9 Ω when the film thickness increases from
220 ˘ 20 to 940 ˘ 50 nm. The increase of Re is mainly due to the increase of the SnO2
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film bulk resistance with the film thickness. However, R1 decreases sharply when
the film thickness increases. The drop of R1 can be explained in term of a higher real
surface area in the case of the thicker films. It is believed that the increment of real
surface area improves the ionic interaction at electrolyte-electrode interface resulting
in low R1.
Table 2. Electrical parameter values obtained from fitting of Nyquist plot of bare
nanoporous SnO2 electrodes with increasing film thickness.
Q (C/cm2) Film Thickness (nm) Re (Ω) C1 (µF) α1 R1 (Ω)
0.2 220˘20 64.61 23.37 0.779 84,782
0.4 380˘20 70.40 26.29 0.772 66,496
0.8 920˘50 73.90 38.15 0.810 21,276
The overall electrochemical behaviour of bio-modified films does not change
upon the functionalization step since the corresponding Nyquist plots still exhibit
one large semicircle. However, their corresponding diameters undergo significantly
change upon the modification step as it is shown in the case of complementary
DNA hybridization for a 220 nm thick SnO2 film (Figure 4a) as well as in the
case of non-complementary hybridization (Figure 4b). The changes are induced
by the different molecular layers immobilized on the film surface. The silanization
induces a large increase of the semicircle diameter, while the DNA probe grafting
results in a decrease of the semicircle diameter, which is amplified upon the
complementary DNA hybridization (Figure 4a). However, this last impedance
change is weak in the case of non-complementary hybridization (Figure 4b). These
electrochemical behaviours were systematically found for all studied films whatever
the film thickness.
As for bare SnO2 films, all impedance curves are best fitted with an equivalent
circuit Re(R1, Q1). In this study, we focused on the evolution of the real part of the
impedance, namely the resistance R1. Its value could be obtained by extrapolating the
fit up to the real axis. By monitoring the changes of R1 we can get information about
the different modification steps of the SnO2 nanoporous based DNA sensors. We
have calculated the variation of these resistances expressed as ∆R1/R1. ∆R1/R1 = [R1
(after hybridization) ´ R1 (before hybridization)]/R1 (before hybridization) ˆ 100%.
As expected, R1 significantly varied upon modification step.
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Figure 4. Nyquist plots of bio-modified 220 ˘ 20 nm thick SnO2 nanoporous
films. DNA hybridization was performed with (a) complementary and (b)
non-complementary DNA targets with target concentration of 2 µM. The filled
symbols correspond to experimental data and the continuous lines to fitting data.
Table 3. Resistance value R1 obtained from fitting of the Nyquist plot of nanoporous
SnO2 electrodes with different film thickness after liquid phase silanization,
after immobilization and after complementary or non-complementary DNA





R1 (Ω) ∆R1/R1 (%)
SnO2 Film Silanized ss_DNA ds_DNA
220 ˘ 20
complementary 84782 146577 51974 24743 ´54 ˘ 5
non-complementary 87250 136078 45541 42543 ´6 ˘ 2
380 ˘ 20
complementary 66496 115162 95137 43301 ´59 ˘ 5
non-complementary 67596 127038 101959 95300 ´5 ˘ 2
940 ˘ 50
complementary 21276 47176 23047 15413 ´33 ˘ 4
non-complementary 20486 56258 28471 26605 ´6 ˘ 2
The R1 values from equivalent circuit are reported in Table 3 for both
films after different functionalization steps, in the case of complementary and
non-complementary DNA hybridization. After silanization, the resistance R1
increases considerably. It could be due to the coverage of the non-charged and
hydrophobic APTES layer on the electrode surface which blocks the electrolyte
from diffusing within the porous layer. After ss-DNA grafting onto the silanized
surface, the resistance R1 decreases. The negatively charged ss-DNA presumably
trapped inside the nanoporous structure could facilitate the ionic current between the
electrolyte and the electrode. Finally, the DNA hybridization with complementary
target DNA molecules results in an additional decrease of R1. The decrease of R1
upon DNA hybridization could be explained by the observed hydrophilic character
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and the change of conformation linked to double-stranded ds-DNA. On the one hand,
the hydrophilic ds-DNA could partially facilitate some ionic molecules of electrolyte
to reach the electrode surface following their infiltration into the nanoporous
structure [19]. On the other hand, the conformation of DNA changes from random
coil for ss-DNA to a rigid helicoidal chain after hybridization [37,38]. Therefore, it is
believed that the electrode surface could be more liberated after hybridization.
The decrease of the polarization resistance R1 is about ´33% ˘ 4% for the
thickest film (940 ˘ 50 nm) and about ´54% ˘ 5% for the thinnest film (220 ˘ 20 nm).
We note that whatever the film thickness, in the case of non-complementary
hybridization, a weak decrease of R1 is obtained, i.e., about 6% ˘ 2%. In the case of
complementary hybridization, we observe that if the change of impedance is rather
similar for the thin films (220 and 380 nm), it drops for the thickest film (940 nm).
We attempt to explain this drop by making a relation with the percentage of surface
area which is influenced by DNA hybridization. We hypothesize that due to much
larger specific surface area, the amount of DNA probe and target molecules absorbed
within the thicker film should be much higher than in the thin one, leading to higher
fluorescence signal as mentioned above. However, because of very high specific area
for the thickest film, the percentage of the surface area on which DNA probe was
grafted is lower than for the thinner ones. Consequently, the DNA free surface is
higher and the impedance signal becomes less important when increasing the film
thickness. From this result, we deduce that the thinnest films are more relevant for
observing impedance changes upon hybridization. For this reason, we follow further
experimentations using the 220 nm thick films.
Besides, interesting comparisons can be made with our previous results obtained
for 2D SnO2 dense film electrodes [32] and 1D SnO2 nanopillar electrodes [34]. It is
to be reminded that our research work focuses on the improvement of the sensitivity
performances of 2D SnO2 material by taking the advantage of higher developed
surface of SnO2 nanostructured electrodes. From the results, it is clear that the
sensitivity of the 0D-nanoporous film-based DNA sensors compared to that of 2D
dense SnO2 film (´59% ˘ 5% vs. 50% ˘ 10%) does not improve as much as that
of 1D SnO2-nanopillar electrode (97% ˘ 7%) for a DNA target concentration of
2.0 µM. However these results emphasize the importance of both the dimensional
and morphological organizations of the sensing material on the impedimetric signal
upon DNA hybridization. In both cases, two similar behaviours are found. First,
the effect of silanization results in a large increase of the impedance, due to the
non-charged APTES molecules which block the electrode surface. Second, the DNA
probe grafting results in a decrease of the impedance which confirms the presence of
charged molecules on both surfaces. However, we observe an opposite behaviour of
the impedance upon DNA hybridization. Here it showed a decrease while it showed
an increase in the case of 2D and 1D SnO2 electrodes. To explain this different
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tendency, it is to be considered that the interfacial charge distribution is different
according to the electrode morphology. Regarding the 0D nanoporous films, the DNA
strands and the ionic species infiltrated and are trapped within the film thickness,
while they are located above the 1D nanopillars and 2D dense film surface. Generally,
in the case of non-Faradic detection, DNA hybridization can induce a change of the
impedance in several manners in relation with either intrinsic or external causes.
On the one hand, in the case of 1D nanopillars and 2D dense films, the increase
of the impedance upon DNA hybridization can be explained by a cause which is
intrinsic to the SnO2 material, namely, the field effect. The addition of negatively
charged DNA molecules upon hybridization leads to an increase of the space charge
thickness which is located below the film surface (in the case of 2D dense film) and
below the nanopillar surface. On the other hand, in the case of 0D nanoporous films,
the decrease of the impedance upon DNA hybridization can be explained by some
external phenomena as discussed above. The penetration of hydrophilic and charged
double-stranded DNA molecules within the nanoporous film volume enhances the
transport of ionic species inside the electrode volume. As a result, the impedance of
this complex interface is reduced. In this case, the field effect is hindered and does
not play any predominant role.
3.2.2. APTES Vapour Phase Deposition vs. Liquid Phase Deposition
In order to obtain higher performance DNA sensor, the immobilization of the
DNA probes on the film electrode needs to be well controlled. In our work, the DNA
probes are covalently grafted to the aminosilane (APTES) through a cross-linker
(glutaraldehyde). Functionalized surfaces were created by chemical treatment using
silanization process which was first carried out in our laboratory by liquid phase
deposition of a solution of silane diluted in 95% pure ethanol and 5% deionized
water. However, the main issue of liquid treatment is the eventual ability of the
precursor to copolymerize in the presence of water forming an inhomogeneous
organosilane monolayer on the surface [39]. To overcome this problem, the vapour
phase deposition has been performed in a next step. The low density of the agent
in vapour phase could reduce the aggregation formation. Importantly, because
the vapour is more effective than the solution in penetrating into the nanoporous
structure of the films, it is expected that a superior organosilane monolayer is
achieved and consequently, a better DNA surface coverage. As a result, the DNA
detection performance should be enhanced.
The Nyquist plots obtained on 220 ˘ 20 nm thick SnO2 films in the case of
vapour phase silanization (Figure 5a) clearly show the importance of the silanization
conditions when comparing with liquid phase (Figure 5b). In this case, the semicircle
(red curve) presents a much larger diameter than that of liquid phase deposition. As
previously, we perform the Nyquist plot modeling by using the equivalent circuit
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Re(R1, Q1) to determine the polarization resistance R1 variation upon the stepwise
modification. The resistance R1 obtained from the impedance curve after vapour
phase silanization revealed an approximately three times higher value than the
one of the liquid phase silanization (432,768 Ω vs. 146,577 Ω in the case of liquid
phase deposition). It indicates that the deposited organosilane monolayer from
vapour phase was more efficient on the nanoporous film than in the case of liquid
phase. DNA hybridization is then performed on both film surfaces with the same
DNA target concentration of 2 µM. The change of resistance ∆R1/R1 upon DNA
hybridization increases from ´54% ˘ 5% in the case of liquid phase deposition
(Table 3) to ´63% ˘ 5% of vapour phase deposition (Table 4).
Table 4. Vapour phase and liquid phase silanization: resistance value R1
obtained from fitting experimental data to the equivalent circuit for 220-nm-thick-
nanoporous-SnO2 electrodes after silanization, after DNA probe immobilization
and after complementary DNA hybridization with different target concentrations.
Vapour Phase Silanization
CDNA target (µM)
R1 (Ω) ∆R1/R1 (%)
SnO2 Film Silanized ss_DNA ds_DNA
2.0 96,782 43,2768 167,202 61,836 ´63 ˘ 5
1.0 86,453 370,742 147,929 76,689 ´48 ˘ 5
0.5 85,310 377,590 143,687 97,006 ´33 ˘ 3
0.1 81,101 416,567 121,467 99,531 ´18 ˘ 3
0.01 79,987 393,879 126,847 111,929 ´11 ˘ 3
Liquid Phase Silanization
CDNA target (µM)
R1 (Ω) ∆R1/R1 (%)
SnO2 Film Silanized ss_DNA ds_DNA
1.0 97,419 144,626 47,492 34,015 ´28 ˘ 5
0.5 97,926 151,935 45,305 37,707 ´17 ˘ 3
0.1 95,509 135,238 43,923 40,441 ´7 ˘ 2
0.01 95,264 141,849 48,337 47,538 ´2 ˘ 1
This nearly 10% increase of the EIS signal confirms that the sensitivity of the
DNA detection could be improved significantly by using vapour phase silanization
process. The EIS result was confirmed by fluorescence measurements carried out
on the corresponding samples. It showed almost three times higher fluorescence
intensity in the case of vapour phase deposition over the liquid method (insets of
Figure 5).
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Figure 5. Nyquist plots of 220 nm thick bio-modified SnO2 nanoporous film with
(a) vapour phase and (b) liquid phase silanization processes. DNA complementary
hybridization was performed with target concentration of 2 µM. The filled symbols
correspond to experimental data and the continuous lines to fitting data. The inset
shows the corresponding typical fluorescence micrograph after hybridization of
complementary target labelled with Cy3.
The sensitivity of the biomodified 220 nm thick SnO2 films was studied by
detecting complementary DNA target at lower concentrations. The evolution of the
polarization resistance ratio ∆R1/R1 has been plotted as a function of DNA target
concentration (Figure 6) for both silanization processes: vapour and liquid phase
deposition. The lower DNA target concentration, the less important is the decrease of
resistance R1. In the case of vapour phase silanization, the decrease of the polarization
resistance ∆R1/R1 is systematically wider, from 10% to 20%, than in the case of liquid
phase silanization. Indeed, in the first case it ranges from ´48% ˘ 5% to ´11% ˘ 3%
when decreasing DNA target concentration from 1 µm down to 10 nM (Table 4),
whereas, it decreases only from ´28% ˘ 5% to ´2% ˘ 1% in the case of liquid phase
silanization (Table 4). As expected, even for low DNA target concentrations, the
infiltration of organosilane molecules into the nanopores is facilitated in the case of
gas phase, which plays a role in the sensitivity enhancement of the DNA sensor.
Finally the selectivity of the sensor on the 220 nm thick nanoporous SnO2 based
DNA sensor has further been tested by performing hybridization procedure with
1- and 2-base-mismatch DNA target molecules as well as with blank hybridization
(buffer with no DNA target molecule). The concentration of all DNA targets was
fixed at 2 µM. The silanization was carried out only in vapour phase deposition
technique. Impedance curves exhibit one semicircles for all kinds of target molecule.
The impedance curves were analysed in terms of R1 variations. As expected,
∆R1/R1 varies differently following the types of DNA target as can be seen from
Table 5 and in Figure 7. ∆R1/R1 was equal to ´34% ˘ 5% and ´21% ˘ 4% in
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the case of 1- and 2-base-mismatch DNA targets, respectively. A negligible signal
(´1%˘ 0.5%) is obtained upon a blank hybridization. Such a value can be considered
as background signal.
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Figure 6. Evolution of the polarization resistance ∆R1/R1 of the biomodified SnO2
nanoporous films as a function of target DNA concentration in the case of vapour
(red) a d liquid phase silanization (black).
To further support the results observed in impedance measurements, the
selectivity of the films has also been studied optically by epifluorescence optical
microscopy. The evolutions of both fluorescence intensity and variation of resistance
∆R1/R1 respectively of the bio-modified 220 nm thick nanoporous-SnO2 electrode
as a function of different types of DNA target are shown in Figure 7. The
complementary ybridization gives the highest fluorescence signal, i.e., 920 ˘ 70,
while the fluorescence intensity significantly drops when 1- and 2-base ismatch
DNA targets are used, i.e., 180 ˘ 20 and 100 ˘ 20, respectively. Non-complementary
hybridization provides a negligible signal, i.e., 10 ˘ 5 of non-specific adsorption of
DNA target. In the case of blank hybridization, the area where the DNA probes
are immobilized could not be found. The fluorescence results match d rather well
with those of impedance, which demonstrates the high selectivity of the process on
nanoporous SnO2 sensing matrix.
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(%) SnO2 Film Silanized ssDNA dsDNA 
1-base mismatch 
2.0 
98742 356254 120292 79007 −34 ± 5 
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Figure 7. Evolutions of the polarization resistance ∆R1/R1 (%) (black) and
the fluorescence signal (blue) as a function of different types of DNA target:
complementary, 1-, 2-base mismatch, non-complementary and hybridization buffer
without DNA target (blank hybridization).
Table 5. Vapour phase silanization: resistance value R1 obtained from
fitting experimental data to the equivalent circuit for DNA probe immobilized
220-nm-thick-nanoporous-SnO2 electrodes after silanization, after DNA probe
immobilization and after complementary DNA hybridization with different types
of target molecules. The target concentration was fixed at 2 µM.
DNA Target Molecule CDNA target
(µM)
1 (Ω) ∆R1/
(%)SnO2 Film Silanized dsDNA
1-base mismatch
2.0
98742 356254 120292 79007 ´34 ˘ 5
2-base mismatch 97249 374519 9624 86 79 ´21 ˘ 4
Blank hybridization
(buffer without DNA target) 87876 381906 105884 99632 ´1 ˘ 0.5
4. Conclusions
We have studied the label free DNA detection using EIS on 0D nanoporous
SnO2 films that have been deposited by an electrodeposition process. The films
thickness has been varied from 220 ˘ 20 to 940 ˘ 50 nm. The results have shown a
systematic decrease of the impedance upon DNA hybridization, the decrease being
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more pronounced for the thinnest films. The decrease of the impedance upon DNA
hybridization has been attributed to the enhanced penetration of ionic species within
the film volume.
The comparison of impedance variations upon DNA hybridization between
the liquid and vapour phase processes for APTES grafting on the nanoporous SnO2
films showed that vapour-phase method is more efficient. This is due to the fact
that the vapour is more effective than the solution in penetrating into the films’
nanopores. As a result, the DNA sensors made with a vapour-treated silane layer
exhibit a higher sensitivity than those produced from liquid-treated silane, in the
range of tested target DNA concentrations, going to 10 nM. Finally, the impedance
and fluorescence response signals strongly depend on the types of target DNA
molecules, demonstrating a high selectivity of the process on nanoporous SnO2 films.
Acknowledgments: The authors express our thanks to Anh Tuan Mai from ITIMS (HUST,
Vietnam) for helpful discussion, Didier Delabouglise from LMGP (UGA) for his useful help in
the electrodeposition of the SnO2 porous films on ITO/glass substrate, Eng. Beatrice Doisneau
and Eng. Laetitia Rapenne for their helps in SEM and TEM observations.
Author Contributions: All authors collaborated to carry out the work presented here. Valerie
Stambouli defined the research topic. Minh Hai Le carried out the experiments. Valerie
Stambouli and Minh Hai Le interpreted the results and wrote the paper. Eric Chainet
and Carmen Jimenez helped prepare the electrodeposition system, reviewed and edited
the manuscript. All authors read and approved the manuscript.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Sassolas, A.; Leca-Bouvier, B.D.; Blum, L.J. DNA Biosensors and Microarrays. Chem. Rev.
2008, 108, 109–139.
2. Livache, T.; Bazin, H.; Mathis, G. Conducting polymers on microelectronic devices as
tools for biological analyses. Clin. Chim. Acta 1998, 278, 171–176.
3. Kushon, S.A.; Ley, K.D.; Bradford, K.; Jones, R.M.; McBranch, D.; Whitten, D. Detection
of DNA hybridization via fluorescent polymer superquenching. Langmuir 2002, 18,
7245–7249.
4. Azek, F.; Grossiord, C.; Joannes, M.; Limoges, B.; Brossier, P. Hybridization Assay at a
Disposable Electrochemical Biosensor for the Attomole Detection of Amplified Human
Cytomegalovirus DNA. Anal. Biochem. 2000, 284, 107–113.
5. Fortin, E.; Mailley, P.; Lacroix, L.; Szunerits, S. Imaging of DNA hybridization on
microscopic polypyrrole patterns using scanning electrochemical microscopy (SECM):
The HRP bio-catalyzed oxidation of 4-chloro-1-naphthol. Analyst 2006, 131, 186–193.
6. Ferreira, H.A.; Cardoso, F.A.; Ferreira, R.; Cardoso, S.; Freitas, P.P. Magnetoresistive DNA
chips based on ac field focusing of magnetic labels. J. Appl. Phys. 2006, 99.
7. Cai, H.; Wang, Y.; He, P.; Fang, Y. Electrochemical detection of DNA hybridization based
on silver-enhanced gold nanoparticle label. Anal. Chim. Acta 2002, 469, 165–172.
166
8. Peng, H.; Soeller, C.; Cannell, M.B.; Bowmaker, G.A.; Cooney, R.P.; Travas-Sejdic, J.
Electrochemical detection of DNA hybridization amplified by nanoparticles.
Biosens. Bioelectron. 2006, 21, 1727–1736.
9. Stambouli, V.; Labeau, M.; Matko, I.; Chenevier, B.; Renault, O.; Guiducci, C.;
Chaudouët, P.; Roussel, H.; Nibkin, D.; Dupuis, E. Development and functionalisation of
Sb doped SnO2 thin films for DNA biochip applications. Sens. Actuators B Chem. 2006,
113, 1025–1033.
10. Daniels, J.S.; Pourmand, N. Label-Free Impedance Biosensors: Opportunities and
Challenges. Electroanalysis 2007, 19, 1239–1257.
11. Ansari, A.A.; Singh, R.; Sumana, G.; Malhotra, B.D. Sol–gel derived nano-structured zinc
oxide film for sexually transmitted disease sensor. Analyst 2009, 134, 997.
12. Patel, M.K.; Singh, J.; Singh, M.K.; Agrawal, V.V.; Ansari, S.G.; Malhotra, B.D. Tin Oxide
Quantum Dot Based DNA Sensor for Pathogen Detection. J. Nanosci. Nanotechnol. 2013,
13, 1671–1678.
13. Popovich, N.D.; Eckhardt, A.E.; Mikulecky, J.C.; Napier, M.E.; Thomas, R.S.
Electrochemical sensor for detection of unmodified nucleic acids. Talanta 2002, 56,
821–828.
14. Yang, I.V.; Thorp, H.H. Modification of Indium Tin Oxide Electrodes with Repeat
Polynucleotides: Electrochemical Detection of Trinucleotide Repeat Expansion.
Anal. Chem. 2001, 73, 5316–5322.
15. Park, J.Y.; Park, S.M. DNA hybridization sensors based on electrochemical impedance
spectroscopy as a detection tool. Sensors 2009, 9, 9513–9532.
16. Lazerges, M.; Bedioui, F. Analysis of the evolution of the detection limits of
electrochemical DNA biosensors. Anal. Bioanal. Chem. 2013, 405, 3705–3714.
17. Christine Berggren, P.S. A Feasibility Study of a Capacitive Biosensor for Direct Detection
of DNA Hybridization. Electroanalysis 1999, 11, 156–160.
18. Lai, W.A.; Lin, C.H.; Yang, Y.S.; Lu, M.S.C. Ultrasensitive and label-free detection
of pathogenic avian influenza DNA by using CMOS impedimetric sensors.
Biosens. Bioelectron. 2012, 35, 456–460.
19. Tlili, C.; Korri-Youssoufi, H.; Ponsonnet, L.; Martelet, C.; Jaffrezic-Renault, N.J.
Electrochemical impedance probing of DNA hybridisation on oligonucleotide-
functionalised polypyrrole. Talanta 2005, 68, 131–137.
20. Gautier, C.; Cougnon, C.; Pilard, J.F.; Casse, N. Label-free detection of DNA hybridization
based on EIS investigation of conducting properties of functionalized polythiophene
matrix. J. Electroanal. Chem. 2006, 587, 276–283.
21. Gautier, C.; Esnault, C.; Cougnon, C.; Pilard, J.F.; Casse, N.; Chénais, B.
Hybridization-induced interfacial changes detected by non-Faradaic impedimetric
measurements compared to Faradaic approach. J. Electroanal. Chem. 2007, 610, 227–233.
22. Souteyrand, E.; Cloarec, J.P.; Martin, J.R.; Wilson, C.; Lawrence, I.; Mikkelsen, S.;
Lawrence, M.F. Direct Detection of the Hybridization of Synthetic Homo-Oligomer
DNA Sequences by Field Effect. J. Phys. Chem. B 1997, 101, 2980–2985.
167
23. Cloarec, J.P.; Martin, J.R.; Polychronakos, C.; Lawrence, I.; Lawrence, M.F.; Souteyrand, E.
Functionalization of Si/SiO2 substrates with homooligonucleotides for a DNA biosensor.
Sens. Actuators B Chem. 1999, 58, 394–398.
24. Chen, C.P.; Ganguly, A.; Lu, C.Y.; Chen, T.Y.; Kuo, C.C.; Chen, R.S.; Tu, W.H.; Fischer, W.B.;
Chen, K.H.; Chen, L.C. Ultrasensitive in situ Label-Free DNA Detection Using a GaN
Nanowire-Based Extended-Gate Field-Effect-Transistor Sensor. Anal. Chem. 2011, 83,
1938–1943.
25. Cai, W.; Peck, J.R.; van der Weide, D.W.; Hamers, R.J. Direct electrical detection of
hybridization at DNA-modified silicon surfaces. Biosens. Bioelectron. 2004, 19, 1013–1019.
26. Vamvakaki, V.; Chaniotakis, N.A. DNA Stabilization and Hybridization Detection on
Porous Silicon Surface by EIS and Total Reflection FT-IR Spectroscopy. Electroanalysis
2008, 20, 1845–1850.
27. Yang, W.; Butler, J.E.; Russell, John N.; Hamers, R.J. Interfacial Electrical Properties of
DNA-Modified Diamond Thin Films: Intrinsic Response and Hybridization-Induced
Field Effects. Langmuir 2004, 20, 6778–6787.
28. Vermeeren, V.; Bijnens, N.; Wenmackers, S.; Daenen, M.; Haenen, K.; Williams, O.A.;
Ameloot, M.; vandeVen, M.; Wagner, P.; Michiels, L. Towards a Real-Time, Label-Free,
Diamond-Based DNA Sensor. Langmuir 2007, 23, 13193–13202.
29. Chen, C.P.; Ganguly, A.; Wang, C.H.; Hsu, C.W.; Chattopadhyay, S.; Hsu, Y.K.;
Chang, Y.C.; Chen, K.H.; Chen, L.C. Label-Free Dual Sensing of DNA Molecules Using
GaN Nanowires. Anal. Chem. 2009, 81, 36–42.
30. Zebda, A.; Stambouli, V.; Labeau, M.; Guiducci, C.; Diard, J.P.; le Gorrec, B. Metallic
oxide CdIn2O4 films for the label free electrochemical detection of DNA hybridization.
Biosens. Bioelectron. 2006, 22, 178–184.
31. Zebda, A.; Labeau, M.; Diard, J.P.; Lavalley, V.; Stambouli, V. Electrical resistivity
dependence of semi-conductive oxide electrode on the label-free electrochemical
detection of DNA. Sens. Actuators B Chem. 2010, 144, 176–182.
32. Stambouli, V.; Zebda, A.; Appert, E.; Guiducci, C.; Labeau, M.; Diard, J.-P.; Le Gorrec, B.;
Brack, N.; Pigram, P.J. Semiconductor oxide based electrodes for the label-free electrical
detection of DNA hybridization: Comparison between Sb doped SnO2 and CdIn2O4.
Electrochimica Acta 2006, 51, 5206–5214.
33. Abdelkader, Z. Propriétés Microstructurales et Electriques D’Electrodes D’Oxydes SnO2
et Cdln2O4: Application à la Détection Electrochimique Directe de L’Hybridation de
l’ADN. Ph.D. Thesis, INPG, Grenoble, France, 2007.
34. Le, M.H.; Fradetal, L.; Delabouglise, D.; Mai, A.T.; Stambouli, V. Fluorescence and label
free impedimetric DNA detection on SnO2 nanopillars. Electroanalysis 2015. in press.
35. Therese, G.H.A.; Kamath, P.V. Electrochemical Synthesis of Metal Oxides and Hydroxides.
Chem. Mater. 2000, 12, 1195–1204.
36. Chang, S.T.; Leu, I.C.; Hon, M.H. Preparation and Characterization of Nanostructured
Tin Oxide Films by Electrochemical Deposition. Electrochem. Solid -State Lett. 2002, 5,
C71–C74.
168
37. Piro, B.; Haccoun, J.; Pham, M.C.; Tran, L.D.; Rubin, A.; Perrot, H.; Gabrielli, C. Study of
the DNA hybridization transduction behavior of a quinone-containing electroactive
polymer by cyclic voltammetry and electrochemical impedance spectroscopy.
J. Electroanal. Chem. 2005, 577, 155–165.
38. Anne, A.; Bouchardon, A.; Moiroux, J. 3’-ferrocene-labeled oligonucleotide chains
end-tethered to gold electrode surfaces: Novel model systems for exploring flexibility of
short DNA using cyclic voltammetry. J. Am. Chem. Soc. 2003, 125, 1112–1113.
39. Fiorilli, S.; Rivolo, P.; Descrovi, E.; Ricciardi, C.; Pasquardini, L.; Lunelli, L.; Vanzetti, L.;
Pederzolli, C.; Onida, B.; Garrone, E. Vapor-phase self-assembled monolayers of
aminosilane on plasma-activated silicon substrates. J. Colloid Interface Sci. 2008, 321,
235–241.
169
A Sensitive and Selective Label-Free
Electrochemical DNA Biosensor for the
Detection of Specific Dengue Virus Serotype
3 Sequences
Natália Oliveira, Elaine Souza, Danielly Ferreira, Deborah Zanforlin,
Wessulla Bezerra, Maria Amélia Borba, Mariana Arruda, Kennya Lopes,
Gustavo Nascimento, Danyelly Martins, Marli Cordeiro and José Lima-Filho
Abstract: Dengue fever is the most prevalent vector-borne disease in the world, with
nearly 100 million people infected every year. Early diagnosis and identification of
the pathogen are crucial steps for the treatment and for prevention of the disease,
mainly in areas where the co-circulation of different serotypes is common, increasing
the outcome of dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS).
Due to the lack of fast and inexpensive methods available for the identification of
dengue serotypes, herein we report the development of an electrochemical DNA
biosensor for the detection of sequences of dengue virus serotype 3 (DENV-3).
DENV-3 probe was designed using bioinformatics software and differential pulse
voltammetry (DPV) was used for electrochemical analysis. The results showed that
a 22-m sequence was the best DNA probe for the identification of DENV-3. The
optimum concentration of the DNA probe immobilized onto the electrode surface
is 500 nM and a low detection limit of the system (3.09 nM). Moreover, this system
allows selective detection of DENV-3 sequences in buffer and human serum solutions.
Therefore, the application of DNA biosensors for diagnostics at the molecular level
may contribute to future advances in the implementation of specific, effective and
rapid detection methods for the diagnosis dengue viruses.
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DNA Biosensor for the Detection of Specific Dengue Virus Serotype 3 Sequences.
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1. Introduction
Dengue fever is the most prevalent vector-borne disease in the world. The World
Health Organization (WHO) estimates that some 100 million people are infected
every year; however, some studies have predicted that this number could be greatly
underestimated, and is actually closer to 390 million [1–3]. The distribution of the
disease is mainly in tropical and subtropical regions and recently, it is has been
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increasingly seen in urban and semi-urban areas. All these factors have contributed
to reveal dengue fever as a major international public health problem [1,2,4,5].
The infection is caused by a single stranded RNA-virus (DENV) of about 10.7 kb,
which belongs to the Flaviviridae family, with approximately four antigenically
distinct serotypes (DENV-1–DENV-4) [6,7]. The disease exhibits a wide range of
symptoms, such as fever, headache and myalgia, which are the most common
in classic dengue. Nevertheless, it can also shows more severe manifestations,
like in dengue hemorrhagic fever (DHF) or dengue shock syndrome (DSS), which
present life-threatening symptoms, such as bleeding, thrombocytopenia and vascular
leakage [8–10].
Early diagnosis and identification of the pathogen are necessary for the prevention
and treatment of patients, as well as for the avoidance of new outbreaks and emergence
of severe cases of dengue, since it is known that the co-circulation of different serotypes
in an area increases the possibility of DHF and DSS outcomes [11,12].
Methods to confirm dengue virus infection may involve detection of the virion,
viral RNA, antigens or antibodies [13]. Virus detection by cell culture, viral nucleic
acid or antigen detection (nonstructural protein 1 or NS1 antigen) can be used to
confirm dengue infection in the acute phase of the illness (0–7 days following the
onset of the symptoms) [14,15]. In the later phase of the disease, serologic tests are
more applied and preferred for diagnosis, as the sensitivity of virus isolation and
antigen reactivity decreases [16]. Viral antigen (NS1) detection assays are rapid,
reliable and easy to perform, however, they cannot allow to distinguish between
different viral serotypes [17,18].
Viral isolation, although considered the gold standard diagnostic method, is
time-consuming and highly complex compared with other direct virus detection
techniques [1,19]. On the other hand, the RT-PCR assay is widely used, it allows the
detection of low copies of viral genes in less than 48 h [20]. However, both techniques
are costly and labor-intensive, but they are more specific than serologic methods used
for antibody detection and allow one to differentiate between the various dengue
virus serotypes [21].
Application of DNA biosensors has emerged as an alternative method to
the current molecular biology techniques [22,23]. These devices consist of a
single-stranded DNA molecule (ssDNA) attached to a transducing surface that
is able to detect a specific nucleic acid sequence, based on DNA hybridization
events. Currently, there is a growing interest in developing label-free methods for
DNA detection, considering their rapidness, easiness, low cost and minimal sample
preparation requirements, compared to labeling methods, where the properties of the
modified macromolecules often change, which may result in total loss of bioactivity
or stability [24,25]. Label-free approaches rely on the direct detection of intrinsic
electrochemical properties of DNA (e.g., oxidation of purine bases, particularly
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guanine) or on changes in some of the interfacial properties after hybridization. In
addition, interference with the biological recognition between DNA molecules is
minimized. Nevertheless, in labeling methods, these undesirable effects are more
likely to occur due to steric hindrance and blocking of the binding sites [26–28].
Consequently, since biosensors allow to detect and identify DNA sequences
in a fast and simple way, herein we report the first step to develop a cost-effective,
sensitive and label-free electrochemical DNA biosensor for the detection of DENV-3
sequences in biological samples, as a part of an ongoing research previously
published [29].
2. Experimental Section
2.1. Design of a Specific DENV-3 DNA Probe
The complete genomes of dengue virus serotype 3, corresponding to GenBank
accession numbers AY099336, AY099337, AY099338S1,AY099338S2, AY099339S1,
AY099339S2, AY099340S1, AY099340S2, AY09934S1, AY099342S1 were obtained from
the National Center for Biotechnology Information (NCBI) database. These sequences
correspond to strains that were introduced in the American continent, and caused
the disease outbreaks in 2002 [30,31]. CLC Main Workbench v.6.0 software was used
to analyze common sequences among those dengue genomes, by using an alignment
tool. Then, a specific DNA probe for DENV-3 was selected by comparison of the
homologous sequences with other organisms, using Basic Local Alignment Search
Tool (BLAST). DENV-3 complementary (target) and non-complementary sequences
were also designed using the same method.
2.2. Reagents and Materials
All chemicals were of reagent grade quality and were used directly as received
without further purification. Tris base was obtained from Promega (Fitchburg, WI,
USA) and sodium acetate was obtained from Sigma-Aldrich (St. Louis, MO, USA)
DENV-3 probes were purchased as lyophilized powder from IDT Technologies
(Coraville, IA, USA). The stock and diluted solutions (25 nM) were prepared in
0.5 M acetate buffer (pH 5.0) and kept frozen. Ultrapure RNAse/DNAse-free water
was used in all buffer solutions. After bioinformatics analysis, the following DNA
sequences were used in this study:
DENV-3 probe: 51-TAA CAT CAT CAT GAG ACA GAG C-31
DENV-3 target: 51-GCT CTG TCT CAT GAT GAT GTT A-31
Non-complementary sequence: 51-TCT CTT GTT TAA GAC AAC AGA G-31
Human serum used in this study was obtained from blood samples provided by
the pathogenic virus collection of Centro de Pesquisas Aggeu Magalhães (CPqAM).
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Serum solutions were prepared by centrifugation at 3500 rpm for 5 min at 20 ˝C
(3500 rpm for 5 min), in which the obtained supernatant was collected from each
sample, and stored at 23 ˝C until further used for experiments testing.
2.3. Apparatus
Experiments were carried out using a PGSTAT302 potentiostat (METROHM
Autolab, Utrecht, The Netherlands) with the GPES 4.9.007 software as a graphic
interface. The electrochemical device was composed by a two-electrode system:
A pencil graphite electrode (PGE) as a working electrode and silver/chloride
silver electrode as a reference electrode. Each measurement consisted of a cycle
of activation/immobilization/hybridization/detection by using a fresh PGE surface.
All the experiments were performed in triplicate, at room temperature (23 ˝C).
2.4. Procedure
2.4.1. Preparation of Electrodes and Pre-Treatment of PGE
PGEs were obtained from Mercur (Santa Cruz do Sul, Brazil), as a pencil
graphite lead type 4 B. Briefly, PGEs were produced by cutting graphite lead in
pieces of 3 cm and polishing them with an emery polishing disc (Dremel, Mount
Prospect, IL,USA). The PGEs were then washed with ultrapure water to remove any
contaminant present on the surface of the working electrode. The reference electrode
was made by immersing a golden pin into an Ag/AgCl ink (Henkel Acheson, Hemel
Hempstead, UK) and dried at 40 ˝C overnight. The polished surface of PGEs was
pre-treated by applying a potential of +1.80 V for 5 min in 0.5 M acetate buffer solution
(pH 5.0) [32–34].
2.4.2. DNA Probe Immobilization onto PGE Surface
Immobilization of DENV-3 probe onto the PGE surface was performed by
immersing the activated PGE in acetate buffer solution, with different concentrations
of DENV-3 probes (250–1000 nM), by applying a fixed potential of +0.5 V for 300 s
onto the electrode surface.
2.4.3. DNA Hybridization with Complementary and
Non-Complementary Sequences
The hybridization of the immobilized DNA probe on the electrode
(PGE/DENV-3 probe) was performed by immersing the electrode in an Eppendorf
tube containing 70 µL of DENV-3 target sequences diluted in acetate buffer.
The hybridization reaction was then carried out in a thermomixer, stirring at
300 rpm, under a specific annealing temperature of 52 ˝C, for 10 min. This same
procedure was adopted to evaluate the hybridization of the PGE/DENV-3 probe
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with non-complementary sequences, as well as buffer solutions containing a mix of
both 75 nM of DENV-3 complementary and non-complementary sequences (mixed
DNA solution).
2.4.4. Detection of Complementary and Non-Complementary Sequences in
Human Serum
As a way to evaluate the efficiency of the system to detect DENV-3
sequences in biological samples on the electrode surface, the complementary
and non-complementary DNA sequences were diluted in human serum (75 nM
concentration) and the hybridization assay was conducted using the same conditions
described previously. This procedure was also adopted for tests human serum
solutions mixed with both target and non-complementary sequences.
2.5. Electrochemical Analysis
Differential pulse voltammetry (DPV) was used for electrochemical analysis in
this study. Current peaks were recorded after applying a potential range of +0.5 up
to +1.2 V at a scan rate of 0.05 V/s onto the electrode surface, which was immersed
in 20 mM Tris-HCl buffer (pH 7.0). The raw data obtained with DPV technique was
treated using the Savitzky and Golay filter (level 2) of the GPES software, followed
by moving the average baseline correction using a peak width of 0.01 V [35].
2.6. Statistical Data Analysis
Experimental data were analyzed with Statistica 8.0 software (StatSoft,
Tulsa, OK, USA) using parametric tests; Tukey’s test was used to compare
multi-independent group data, and a level of p < 0.05 was considered significant.
The reproducibility of the system was expressed as the coefficient of variation
inter-assay (CV), which was calculated over three independent assays on the
probe-modified PGEs.
3. Results and Discussion
3.1. Bioinformatics Analysis of DENV-3 DNA Probes
The design of DNA probes is one of the crucial steps in the development
of a biosensor, because it determines the specificity of the device [36]. For
genosensors, this can be achieved using bioinformatics analysis based on whole
genome sequencing, in a way to predict the most specific region that is able to produce
a steady double-strand DNA with the pathogen [37,38]. In this work, DNA probes
specific for DENV-3 were designed mainly by using CLC Main Workbench software,
based on a sequence alignment tool to identify regions of similarity between the
dengue strains. After that, DNA sequences from the strains that showed specificity
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only for DENV-3 were compared with other organism genomes using BLAST tool, in
order to exclude any correlations. Finally, the Oligonucleotide Properties Calculator
(Oligo Calc) software (Northwestern University, IL, USA) was used to provide
physical properties information of the selected DENV-3 sequences, in a way to
establish the best match of DNA probe for biosensors. Figure 1 shows a flowchart




Figure 1. Flowchart of the selection criteria used to design the DENV-3 probe. 
First, it was shown that 180 DNA sequences were specific only for dengue virus serotype 3. Among 
these, 81 were selected as DNA probes, based on the number of base pairs of the sequence, number of 
guanine bases and the absence of mismatches and hairpins. Finally, a 22-m oligonucleotide was selected 
to detect DENV-3, with the following sequence: 5′-TAA CAT CAT CAT GAG ACA GAG C-3′. This 
sequence was selected due to its suitable features that are desirable for electrochemical biosensors, such 
as shorter base pair length, high specificity and a considerable difference in the number of guanine base 
between the probe and target sequences, which is important to discriminate between ssDNA and dsDNA 
onto the PGE surface [33,39,40]. 
In addition, this probe was targeted to detect sequences from the envelope (E) gene, which is 
responsible for binding and fusion to host cell membranes [4,41]. This particular gene was chosen 
because of it is highly conserved sequence, which suffers less mutation process rather than other parts 
of dengue genome. Viral gene regions that interact with specific host cells are evolutionarily constrained, 
mainly in viruses that infect multiple organisms, like dengue virus. This is important to be considered in 
the development of DNA biosensors to detect dengue virus, once that it determines the selectivity and 
specificity of the method, avoiding cross-reactivity with non-related organisms [42–44]. 
3.2. Effect of DENV-3 Probes Concentration on Immobilization on the PGE 
The immobilization of a biological element on the electrode is the first step to be considered in the 
development of a biosensor [45]. Determination of the optimal probe concentration is crucial to ensure 
a high performance of DNA biosensors, and reduce any interference in the electrochemical response of 
the system [46,47]. Thus, the effect of DENV-3 probes concentration was also investigated in  
this study. 
Figure 1. Flowchart of the selection criteria used to design the DENV-3 probe.
First, it was shown that 180 DNA sequences were specific only for dengue virus
serotype 3. Among these, 81 were selected as DNA probes, based on the number of
base pairs of the sequence, number of guanine bases and the absence of mismatches
and hairpins. Finally, a 22-m oligonucleotide was selected to detect DENV-3, with the
following sequence: 51-TAA CAT CAT CAT GAG ACA G G -31. This sequence was
selected due to its suitable features that are desirable for electrochemical biosensors,
such as shorter base pair length, high specificity and a considerable difference in the
number of guanine base between the probe and target sequences, which is important
to discriminate between ssDNA and dsDNA onto the PGE surface [33,39,40].
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In addition, this probe was targeted to detect sequences from the envelope (E)
gene, which is responsible for binding and fusion to host cell membranes [4,41].
This particular gene was chosen because of it is highly conserved sequence, which
suffers less mutation process rather than other parts of dengue genome. Viral gene
regions that interact with specific host cells are evolutionarily constrained, mainly
in viruses that infect multiple organisms, like dengue virus. This is important to be
considered in the development of DNA biosensors to detect dengue virus, once that
it determines the selectivity and specificity of the method, avoiding cross-reactivity
with non-related organisms [42–44].
3.2. Effect of DENV-3 Probes Concentration on Immobilization on the PGE
The immobilization of a biological element on the electrode is the first step to
be considered in the development of a biosensor [45]. Determination of the optimal
probe concentration is crucial to ensure a high performance of DNA biosensors, and
reduce any interference in the electrochemical response of the system [46,47]. Thus,
the effect of DENV-3 probes concentration was also investigated in this study.
Figure 2 shows current peaks of different DENV-3 probe concentrations on
the PGE surface. As the electrochemical analysis in this study relies on label-free
oxidation of guanine bases, the acquisition of higher current signals for DNA probes
is well-suited for this system [29,48–50]. The results show that the current gradually
rises with the increase of the probe concentration from 250 nM up to 500 nM, reaching
the highest electrochemical signal of 777 ˘ 8.6 nA at 500 nM. The result obtained at
500 nM was also statistically different from that obtained at 750 nM (p = 0.000178).
However, the decrease in the current peaks at higher concentrations of DNA probes
after 500 nM could be due to the steric hindrance between the nitrogenous bases
and the transducer. This prevents the electrons produced by the oxidation process
to access the electrode surface [51–55]. Therefore, a concentration of 500 nM was
selected as the optimal probe concentration for DNA immobilization on the PGE.
3.3. Electrochemical Analysis of Hybridization Assays
In this study, the biosensor performance was analyzed through the hybridization
reaction between the DENV-3 probe and the complementary DENV-3 oligonucleotide.
Hybridization was carried out with different amounts of the target sequence and
this reaction was performed in an electrochemical cell containing 20 mM Tris-HCl
buffer (pH 7.0). The electrochemical signals based on guanine oxidation are displayed
in Figure 3. The results showed that the current peaks increase with the increasing
concentration of the target sequence (10 nM to 500 nM); the highest concentration
exhibited the highest current peak of the system (135 ˘ 2.15 nA). However, at
concentrations higher than 500 nM, there is a decrease in the electrochemical
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signal that could be due to electrostatic hindrance of DNA molecules on the PGE
surface [39,53,56].
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The linear regression of the current peaks obtained from different concentrations of DENV-3 target 
is shown in the inset of Figure 3. The calibration curve (described by the equation y = 0.8962x + 24.979) 
is linear between 10 nM and 100 nM, with a correlation coefficient of 0.9883 (p < 0.00536, n = 5). A detection 
limit of 3.09 nM could be estimated with the following equation: 3 s/m, where s is the standard deviation of 
Figure 2. Electrochemical signals of different concentrations of DENV-3 probe
onto pencil graphite electrodes (PGE). Differential pulse voltammetry (DPV) was
used for electrochemical analysis based on guanine oxidation. Experimental
conditio s: Scanning pote tial rang between +0.5 V and +1.2 V and scan rate
of 0.05 V/s. The results represent the average of triplicates carried out at each
DENV-3 probe concentration.
The linear regression of the current peaks obtained from different concentrations
of DENV-3 target is shown in the inset of Figure 3. The calibration curve (described
by the equation y = 0.8962x + 24.979) is linear between 10 nM and 100 nM, with a
correlation coefficient of 0.9883 (p < 0.00536, n = 5). A detection limit of 3.09 nM could
be estimated with the following equation: 3 s/m, where s is the standard deviation of
most reproducible current peak result (corresponding to 75 nM concentration) and
m is the slope of the linear regression [57]. The sa e experiment l conditions w re
used to estimate the reproducibility of the method, which was 1.01%, indicating,
thus, the significant reproducibility of the method.
Figure 4 displays electrochemical signals of probe-modified PGE before and
after hybridization with 250 nM of the target. A decrease of 83% in the current
signal was observed after the reaction with the DENV-3 target; this is due to the
fact that oxidizable regions of guanine bases in the ssDNA (777 nA) are bound
through hydr gen bonds that held the double chain together, thus decreasing the
electrochemical signal of the dsDNA (135 nA) on the electrode surface [24,58–60].
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Figure 3. Current signals obtained for different DENV-3 target sequence
concentrations after hybridization with probe-modified PGEs. Inset: Related
calibration graph at a concentration range of 10–100 nM for the target sequence.
Experimental conditions: Scanning potential range between +0.5 V and +1.2 V and
scan rate of 0.05 V/s.
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Figure 4. Differential pulse voltammograms corresponding to bare PGE (a),
probe-modified PGE before (b) and after hybridization with 250 nM of target
sequence (c) in 20mM Tris-HCl buffer solution (pH 7.0). Expe imental conditions:
Scanning potential range between +0.5 V and +1.2 V and scan rate of 0.05 V/s.
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Furthermore, as is seen in Table 1, the present sensor has a lower detection limit
(3.09 nM) compared to other electrochemical DNA biosensors.
Table 1. Comparison of the analytical performance of different electrochemical
DNA biosensors.







graphite electrodes for DNA
hybridization
PGE a DPV d 50–200µg/mL 5.14 µM [61]
Hybridization biosensor for
detection of hepatitis B virus GCE
b DPV 0.36–1.32 µM 19.4 nM [62]




CPE c DPV 10 nM–5µM 9 nM [63]
Label-free DNA detection based
on zero current potentiometry PGE LSV
e 10 nM–1µM 6.9 nM [64]
DNA biosensor detection of
DENV-3 sequences onto
PGE surfaces
PGE DPV 10–100 nM 3.09 nM This work
a Pencil graphite electrode; b Glassy carbon electrode; c Carbon paste electrode; d
Differential pulse voltammetry; e Linear sweep voltammetry.
3.4. Selectivity Study
In a way to evaluate the selectivity of the DENV-3 biosensor, hybridization tests
were performed with a non-complementary sequence. DPV voltammograms for
bare PGE, probe-modified PGE before and after hybridization with DENV-3 target
and non-complementary sequence are displayed in Figure 5. It was verified that no
electrochemical signal was recorded with bare PGE, which is in agreement with the
absence of DNA on the electrode surface. Probe-modified PGE presented the highest
current peak of the system, whereas the probe-modified PGE after hybridization with
target sequence showed a decrease in the current signal, as discussed previously.
As shown in Figure 5, a significant difference in the voltammetric signal
was observed after hybridization of DENV-3 probe with the non-complementary
sequence (600 nA) when compared with the complementary DNA (135 nA); however,
the signal was slightly lower compared to the probe-modified electrode (777 nA).
This may be attributed to some unspecific hybridization of non-complementary
sequences with the probe. Nevertheless, the target sequence is clearly able to form a
steady dsDNA on the electrode surface. Moreover, a decrease in the current peak was
also noticed when the probe-modified PGE was added to the mixed DNA solution
(~230 nA) when compared with the probe-modified electrode. Therefore, these
results can confirm the ability of the PGE-modified biosensor to detect selectively
dengue virus serotype 3 [34,61,62].
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Figure 5. Differential pulse voltammograms for guanine oxidation of (a) bare PGE;
(b) probe-modified PGE; (c) probe-modified PGE after hybridization with DENV-3
sequence; (d) non-complementary sequence and (e) a mixed solution of DENV-3
sequence and non-complementary seque ce. Experimental conditions: Scanning
potential range between +0.5 V and +1.2 V and scan rate of 0.05 V/s.
3.5. Electrochemical Measurement of Target Hybridization in Human Serum Solutions
In order to evaluate the efficiency of the probe surface for biosensing applications
and in an attempt to test the performance if the biosensor for the detection
DENV-3 in real samples, DPV was used to investigate DNA hybridization on
PGE surface using human serum. This assay was tested with 75 nM of target
sequence, non-complementary sequences and a solution mixed of both target and
non-complementary sequences.
As shown in Figure 6, the biosensor displays the same electrochemical
behavior observed previously in Tris-HCl buffer solutions. However, all the current
signals of the probe-modified PGE after hybridization with the complementary,
non-complementary sequences and mixed DNA solution diluted in human serum
presented a slight decrease (134, 410.8 and 221 nA, respectively) when compared
with those diluted in acetate buffer (135, 600 and 230 nA, respectively). This could be
due to the hybridization kinetics and the efficiency of the PGE surface, which could
be affected by non-specific adsorption of plasma proteins, and this may interfere
with the detection of the electrochemical signal [63]. However, such interference
with the detection of DNA molecules was observed previously with the optical DNA
biosensor developed by Gong et al. [64,65]. Thus, these results confirm the high
selectivity and sensitivity of the electrochemical DNA biosensor developed herein.
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Figure 6. Current peaks related to guanine oxidation of the probe-modified-PGE
after (a) and before hybridization with DENV-3 (b); in the presence of
non-complementary sequences (c) and in a solution mixed with DENV-3 and
non-complementary sequences (d), all diluted in human serum. Experimental
conditions: Scanning potential range between +0.5 V and +1.2 V and scan rate
of 0.05 V/s.
4. Conclusions
A sensitive DNA biosensor based on electrochemistry for the detection of
dengue virus serotype 3 was proposed in the present study. A pencil graphite
electrode, modified with a probe designed specifically for DENV-3, was able to
identify selectively target sequences of the virus, with a low detection limit of 3.09 nM.
Moreover, the probe-modified PGE allowed to detect specifically complementary
sequences of the target DNA spiked with human serum.
The sensitivity of this assay can be further improved by testing other
electrode materials, such as gold, platinum and grapheme electrodes. In addition,
screen-printed electrodes could be also used for the implementation of a portable
system. Therefore, the application of biosensors for the diagnosis of dengue virus at
the molecular level may contribute to the future development and advancement of
effective and rapid detection methods.
Acknowledgments: The authors would like to thank Centro de Pesquisas Aggeu Magalhães
(CPqAM) that kindly provided biological samples for this project. In addition, they would
like to thank Fundação de Amparo à Pesquisa do Estado de Pernambuco (FACEPE),
Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq) and Laboratório de
Imunopatologia Keizo Asami (LIKA) for providing financial support and Graziella El Khoury
for reviewing of the manuscript for English language.
Author Contributions: N.O. designed and performed the majority of the experiments. D.Z.
performed bioinformatics analysis. W.B. and M.B. prepared PGEs, buffer solutions and
performed part of electrochemical experiments. M.T. and K.T. were responsible for selecting
181
and supplying biological samples for the experiments. D.M. processed human serum samples.
G.N. and D.F. were responsible for statistical data analysis. N.O., E.S., M.A. and J.L.-F. drafted
and revised critically the manuscript.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. WHO. Dengue—Guidelines for Diagnosis, Treatment, Prevention and Control; WHO Press:
Geneva, Switzerland, 2009; p. 147.
2. Sariol, C.A.; White, L.J. Utility, limitations, and future of non-human primates for dengue
research and vaccine development. Front. Immunol. 2014, 5, 452.
3. Bhatt, S.; Gething, P.W.; Brady, O.J.; Messina, J.P.; Farlow, A.W.; Moyes, C.L.; Drake, J.M.;
Brownstein, J.S.; Hoen, A.G.; Sankoh, O.; Myers, M.F.; et al. The global distribution and
burden of dengue. Nature 2013, 496, 504–507.
4. Vasilakis, N.; Cardosa, J.; Hanley, K.A.; Holmes, E.C.; Weaver, S.C. Fever from the forest:
Prospects for the continued emergence of sylvatic dengue virus and its impact on public
health. Nat. Rev. Microbiol. 2011, 9, 532–541.
5. Chien, L.C.; Yu, H.L. Impact of meteorological factors on the spatiotemporal patterns of
dengue fever incidence. Environ. Int. 2014, 73, 46–56.
6. Cedillo-Barrón, L.; García-Cordero, J.; Bustos-Arriaga, J.; León-Juárez, M.;
Gutiérrez-Castañeda, B. Antibody response to dengue virus. Microbes Infect. 2014,
16, 711–720.
7. Rovida, F.; Percivalle, E.; Campanini, G.; Piralla, A.; Novati, S.; Muscatello, A.; Baldanti, F.
Viremic Dengue virus infections in travellers: Potential for local outbreak in Northern
Italy Dengue-1 Dengue-4. J. Clin. Virol. 2011, 50, 76–79.
8. Ashley, E.A. Trends in Anaesthesia and Critical Care Dengue fever. Trends Anaesth.
Crit. Care 2011, 1, 39–41.
9. Qing, X.; Sun, N.; Yeh, J.; Yue, C.; Cai, J. Dengue fever and bone marrow myelofibrosis.
Exp. Mol. Pathol. 2014, 97, 208–210.
10. Halstead, S.B. Dengue. Lancet 2007, 370, 1644–1652.
11. Arora, P.; Sindhu, A.; Dilbaghi, N.; Chaudhury, A. Biosensors as innovative tools for the
detection of food borne pathogens. Biosens. Bioelectron. 2011, 28, 1–12.
12. Chakravarti, A.; Arora, R.; Luxemburger, C. Fifty years of dengue in India. Trans. R. Soc.
Trop. Med. Hyg. 2012, 106, 273–282.
13. Verma, R.; Sahu, R.; Holla, V. Neurological manifestations of dengue infection: A review.
J. Neurol. Sci. 2014, 346, 26–34.
14. Pechansky, F.; Duarte, P.D.C.A.V.; de Boni, R.; Leukefeld, C.G.; von Diemen, L.;
Bumaguin, D.B.; Kreische, F.; Hilgert, J.B.; Bozzetti, M.C.; Fuchs, D.F.P. Predictors
of positive Blood Alcohol Concentration (BAC) in a sample of Brazilian drivers.
Rev. Bras. Psiquiatr. 2012, 34, 277–285.
182
15. Ferraz, F.O.; Bomfim, M.R.Q.; Totola, A.H.; Ávila, T.V.; Cisalpino, D.; Pessanha, J.E.M.;
da Glória de Souza, D.; Teixeira Júnior, A.L.; Nogueira, M.L.; Bruna-Romero, O.; et al.
Evaluation of laboratory tests for dengue diagnosis in clinical specimens from consecutive
patients with suspected dengue in Belo Horizonte, Brazil. J. Clin. Virol. 2013, 58, 41–46.
16. Peeling, R.W.; Artsob, H.; Pelegrino, J.L.; Buchy, P.; Cardosa, M.J.; Devi, S.; Enria, D.A.;
Farrar, J.; Gubler, D.J.; Guzman, M.G.; et al. Evaluation of diagnostic tests: Dengue.
Nat. Rev. Microbiol. 2010, 8, S30–S37.
17. Wattal, C.; Goel, N. Infectious Disease Emergencies in Returning Travelers—Special
Reference to Malaria, Dengue Fever and Chikungunya. Med. Clin. North Am. 2012, 96,
1225–1255.
18. Korhonen, E.M.; Huhtamo, E.; Virtala, A.M.K.; Kantele, A.; Vapalahti, O. Approach to
non-invasive sampling in dengue diagnostics: Exploring virus and NS1 antigen detection
in saliva and urine of travelers with dengue. J. Clin. Virol. 2014, 61, 353–358.
19. Shenoy, B.; Menon, A.; Biradar, S. Science Direct Diagnostic utility of dengue NS1 antigen.
Pediatr. Infect. Dis. 2014, 6, 110–113.
20. Hapugoda, M.D.; de Silva, N.R.; Khan, B.; Damsiri Dayanath, M.Y.; Gunesena, S.;
Prithimala, L.D.; Abeyewickreme, W. A comparative retrospective study of
RT-PCR-based liquid hybridization assay for early, definitive diagnosis of dengue.
Trans. R. Soc. Trop. Med. Hyg. 2010, 104, 279–282.
21. Back, A.T.; Lundkvist, A. Dengue viruses—An overview. Infect. Ecol. Epidemiol. 2013, 1,
1–21.
22. Siddiquee, S.; Rovina, K.; Yusof, N.A.; Rodrigues, K.F. Nanoparticle-enhanced
electrochemical biosensor with DNA immobilization and hybridization of Trichoderma
harzianum gene. Sens. Bio-Sens. Res. 2014, 2, 16–22.
23. Teles, F.S.R.R. Biosensors and rapid diagnostic tests on the frontier between analytical
and clinical chemistry for biomolecular diagnosis of dengue disease: A review.
Anal. Chim. Acta 2011, 687, 28–42.
24. Lucarelli, F.; Tombelli, S.; Minunni, M.; Marrazza, G.; Mascini, M. Electrochemical and
piezoelectric DNA biosensors for hybridisation detection. Anal. Chim. Acta 2008, 609,
139–159.
25. Souada, M.; Piro, B.; Reisberg, S.; Anquetin, G.; Noël, V.; Pham, M.C. Label-free
electrochemical detection of prostate-specific antigen based on nucleic acid aptamer.
Biosens. Bioelectron. 2014, 68C, 49–54.
26. Tosar, J.P.; Keel, K.; Laíz, J. Two independent label-free detection methods in one
electrochemical DNA sensor. Biosens. Bioelectron. 2009, 24, 3036–3042.
27. Sadik, O.A.; Aluoch, A.O.; Zhou, A. Status of biomolecular recognition using
electrochemical techniques. Biosens. Bioelectron. 2009, 24, 2749–2765.
28. Conde, J.; Edelman, E.R.; Artzi, N. Target-responsive DNA/RNA nanomaterials for
microRNA sensing and inhibition: The jack-of-all-trades in cancer nanotheranostics?
Adv. Drug Deliv. Rev. 2015, 81C, 169–183.
183
29. Souza, E.; Nascimento, G.; Santana, N.; Ferreira, D.; Lima, M.; Natividade, E.; Martins, D.;
Lima-Filho, J. Label-free electrochemical detection of the specific oligonucleotide
sequence of dengue virus type 1 on pencil graphite electrodes. Sensors 2011, 11,
5616–5629.
30. Lourenço-de-Oliveira, R.; Honório, N.A.; Castro, M.G.; Schatzmayr, H.G.;
Miagostovich, M.P.; Alves, J.C.R.; Silva, W.C.; Leite, P.J.; Nogueira, R. Dengue Virus
Type 3 Isolation from Aedes aegypti in the Municipality of Nova Iguaçu, State of Rio de
Janeiro. Mem. Inst. Oswaldo Cruz 2002, 97, 799–800.
31. Peyrefitte, C.N.; Couissinier-Paris, P.; Mercier-Perennec, V.; Bessaud, M.; Martial, J.;
Kenane, N.; Durand, J.P.A.; Tolou, H.J. Genetic Characterization of Newly Reintroduced
Dengue Virus Type 3 in Martinique (French West Indies). J. Clin. Microbiol. 2003, 41,
5195–5198.
32. Ensafi, A.A.; Heydari-bafrooei, E.; Amini, M. DNA-functionalized biosensor for
riboflavin based electrochemical interaction on pretreated pencil graphite electrode.
Biosens. Bioelectron. 2012, 31, 376–381.
33. Hejazi, M.S.; Alipour, E.; Pournaghi-Azar, M.H. Immobilization and voltammetric
detection of human interleukine-2 gene on the pencil graphite electrode. Talanta 2007, 71,
1734–1740.
34. Pournaghi-Azar, M.H.; Alipour, E.; Zununi, S. Direct and rapid electrochemical
biosensing of the human interleukin-2 DNA in unpurified polymerase chain reaction
(PCR)-amplified real samples. Biosens. Bioelectron. 2008, 24, 524–530.
35. Özcan, A.; Yücel, S. A novel approach for the determination of paracetamol based on
the reduction of N-acetyl-p-benzoquinoneimine formed on the electrochemically treated
pencil graphite electrode. Anal. Chim. Acta 2011, 685, 9–14.
36. Ermini, M.L.; Scarano, S.; Bini, R.; Banchelli, M.; Berti, D.; Mascini, M.; Minunni, M.
A rational approach in probe design for nucleic acid-based biosensing. Biosens. Bioelectron.
2011, 26, 4785–4790.
37. Huang, J.; Yang, X.; He, X.; Wang, K.; Liu, J.; Shi, H.; Wang, Q.; Guo, Q.; He, D. Design
and bioanalytical applications of DNA hairpin-based fluorescent probes. TrAC Trends
Anal. Chem. 2014, 53, 11–20.
38. O’Brien, B.; Zeng, H.; Polyzos, A.A.; Lemke, K.H.; Weier, J.F.; Wang, M.;
Zitzelsberger, H.F.; Weier, H.U.G. Bioinformatics tools allow targeted selection of
chromosome enumeration probes and aneuploidy detection. J. Histochem. Cytochem.
2013, 61, 134–147.
39. Campos-Ferreira, D.S.; Souza, E.; Nascimento, G.; Zanforlin, D.; Arruda, M.; Beltrão, M.;
Melo, A.; Bruneska, D.; Lima-Filho, J.L. Electrochemical DNA biosensor for the detection
of human papillomavirus E6 gene inserted in recombinant plasmid. Arab. J. Chem. 2014.
40. Corrigan, D.K.; Schulze, H.; McDermott, R.A.; Schmüser, I.; Henihan, G.; Henry, J.B.;
Bachmann, T.T.; Mount, A.R. Improving electrochemical biosensor performance by
understanding the influence of target DNA length on assay sensitivity. J. Electroanal. Chem.
2014, 732, 25–29.
184
41. Soares, R.O.S.; Caliri, A. Stereochemical features of the envelope protein Domain
III of dengue virus reveals putative antigenic site in the five-fold symmetry axis.
Biochim. Biophys. Acta 2013, 1834, 221–230.
42. Weaver, S.C.; Brault, A.C.; Kang, W.; John, J. Genetic and Fitness Changes Accompanying
Adaptation of an Arbovirus to Vertebrate and Invertebrate Cells Genetic and Fitness
Changes Accompanying Adaptation of an Arbovirus to Vertebrate and Invertebrate Cells.
J. Virol. 1999, 73, 4316–4326.
43. Bennett, S.N.; Holmes, E.C.; Chirivella, M.; Rodriguez, D.M.; Beltran, M.; Vorndam, V.;
Gubler, D.J.; McMillan, W.O. Molecular evolution of dengue 2 virus in Puerto Rico:
Positive selection in the viral envelope accompanies clade reintroduction. J. Gen. Virol.
2006, 87, 885–893.
44. Weaver, S.C.; Vasilakis, N. Molecular evolution of dengue viruses: Contributions
of phylogenetics to understanding the history and epidemiology of the preeminent
arboviral disease. Infect. Genet. Evol. 2009, 9, 523–540.
45. Wang, Q.; Ding, Y.; Gao, F.; Jiang, S.; Zhang, B.; Ni, J.; Gao, F. A sensitive DNA
biosensor based on a facile sulfamide coupling reaction for capture probe immobilization.
Anal. Chim. Acta 2013, 788, 158–164.
46. Zhang, L.; Wang, Y.; Chen, M.; Luo, Y.; Deng, K.; Chen, D.; Fu, W. A new system for the
amplification of biological signals: RecA and complimentary single strand DNA probes
on a leaky surface acoustic wave biosensor. Biosens. Bioelectron. 2014, 60, 259–264.
47. Mohamadi, M.; Mostafavi, A.; Torkzadeh-Mahani, M. Electrochemical determination of
biophenol oleuropein using a simple label-free DNA biosensor. Bioelectrochemistry 2015,
101C, 52–57.
48. Erdem, A.; Muti, M.; Karadeniz, H.; Congur, G.; Canavar, E. Colloids and Surfaces B:
Biointerfaces Electrochemical monitoring of indicator-free DNA hybridization by carbon
nanotubes—Chitosan modified disposable graphite sensors. Colloids Surf. B Biointerfaces
2012, 95, 222–228.
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An Apta-Biosensor for Colon
Cancer Diagnostics
Mojgan Ahmadzadeh Raji, Ghasem Amoabediny, Parviz Tajik,
Morteza Hosseini and Ebrahim Ghafar-Zadeh
Abstract: This paper reports the design and implementation of an aptasensor
using a modified KCHA10a aptamer. This aptasensor consists of a functionalized
electrodes using various materials including 11-mercaptoandecanoic acid (11-MUA)
and modified KCHA10a aptamer. The HCT 116, HT 29 and HEp-2 cell lines are
used in this study to demonstrate the functionality of aptasensor for colon cancer
detection purposes. Flow cytometry, fluorescence microscopy and electrochemical
cyclic voltammetry are used to verify the binding between the target cells and
aptamer. The limit of detection (LOD) of this aptasensor is equal to seven cancer
cells. Based on the experimental results, the proposed sensor can be employed for
point-of-care cancer disease diagnostics.
Reprinted from Sensors. Cite as: Raji, M.A.; Amoabediny, G.; Tajik, P.; Hosseini, M.;
Ghafar-Zadeh, E. An Apta-Biosensor for Colon Cancer Diagnostics. Sensors 2015, 15,
22291–22303.
1. Introduction
Colorectal cancer is the second and third most common cause of cancer deaths
in Canada and Iran, respectively [1,2]. Rapid diagnosis of this disease increases
the chance of survival and decreases the medical management cost. Aptasensors
have attracted attention for potential point-of-care diagnostic applications of a
variety of deadly diseases such as prostate and colorectal cancers [3–5]. In these
sensors, aptamers immobilized on the surface of electrodes play a key role as a
recognition element for the detection of biomarkers associated with the various
diseases. The interactions between aptamers and target cells/molecules are measured
using various techniques, including optical and electrochemical ones [6–8]. The focus
of this paper is on the design and implementation of an electrochemical aptasensor
for colon cancer detection, as shown in Figure 1.
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Since the late 1970s, carcinoembryonic antigen (CEA) has used as a major biomarker for the detection 
of colon cancer and other tumors of epithelial origin. CEA is a highly glycosylated biomarker which is 
expressed at the surface of the HCT 116 human cell line. This antigen provides selective high affinity 
binding to aptamers synthesized for colon cancer detection. Anti-CEA antibody can also be considered 
as an alternative for the detection of colon cancer [9–11]; however, in contrast to antibodies, aptamers 
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conditions (e.g., temperature = 25°) than antibodies, and thus have a much longer shelf life. Additionally  
aptamers are produced through economical chemical process from large compound libraries containing 
different sequences using the systematic evolution of ligands by exponential enrichment (SELEX) 
procedure, while antibodies are routinely extracted from animals (e.g., rabbit, sheep etc.) [14–18]. 
Aptamers are self-refolding and reusable, while antibody-based biosensors are disposable. Based on the 
above mentioned reasons, high sensitivity and low cost aptasensors are best candidates for colon cancer 
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Figure 1. Illustration of an apta-sensor using the electrochemical reading technique.
Since the late 1970s, carcinoembryonic antigen (CEA) has used as a major
biomarker for the detection of colon cancer and other tumors of epithelial origin.
CEA is a highly glycosylated biomarker which is expressed at the surface of the
HCT 116 human cell line. This antigen provides selective high affinity binding
to aptamers synthesized for colon cancer detection. Anti-CEA antibody can also
be considered as an alternative for the detection of colon cancer [9–11]; however,
in contrast to antibodies, aptamers offer the key advantages of greater specificity
and affinity binding with target molecules. Indeed the small size of aptamers
(<100 nucleotides [12]) in comparison to antibodies (~10 nm [13]), is the key factor in
creating such high affinity and sensitivity. Further, aptamers are more stable under
ambient conditions (e.g., temperature = 25˝) than antibodies, and thus have a much
longer shelf life. Additionally aptamers are produced through economical chemical
r cess from large compound libraries containing different sequences using the
systematic evolution of ligands by exponential enrichment (SELEX) procedure, while
antibodies are routinely extracted from animals (e.g., rabbit, sheep etc.) [14–18].
Aptamers are self-refolding and reusable, while antibody-based biosensors are
disposable. Based on the above mentioned reasons, high sensitivity and low cost
aptas n rs are best candidates for c lon cancer scr ening [19].
The immobilization of aptamers on the surface of gold electrodes or gold
nanoparticles [20,21] using various methods is an important step to develop a
biosensor. A low complexity method for this purpose relies on the simple physical
adsorption of DNA aptamers on the gold electrodes [22]. This method does not
offer stable binding due to the relatively weak and unreliable van der Waals forces
between the surfaces of electrodes and aptamers. On other hand, covalent chemical
bonding techniques can be employed to develop stable and strong linkers. As
described in the next section, self-assembled monolayers of substances such as
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11-mercaptoundecanoic acid (11-MUA) are stacked with strong chemical binding to
form a linker between the aptamers and working electrode [20–23].
In the remainder of this paper, we present the design and implementation of
our functionalized sensor in Section 2. Thereafter, in Section 3, the materials and
experimental protocols are described. In Section 4, we also demonstrate and discuss
the experimental results followed by the conclusions in Section 5.
2. Aptasensor Design
In this section, we describe the experimental techniques for the development
of an aptasensor dedicated to colon cancer detection. This section presents the
synthesis of the aptamer and creation of recognition elements immobilized on the
electrode surface.
2.1. Aptamer Synthesis
The aptamer synthesis is the first step toward the development of our biosensor.
In this process, SELEX is employed to search for the aptamer DNA sequence. The
following structure called KCHA10a (Figure 2a) is extracted through this process for
colon cancer cell detection [19]. This aptamer sequence was functionalized by adding a
linker and a label, namely amino-C6 at the 31 end and fluorescein isothiocyanate (FITC)
at the 51 end [24]. This aptamer, called FITC-DNA Aptamer RAJI2-HP (Figure 2b),
was synthesized by Tag Copenhagen Inc. (Frederiksberg, Denmark).
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Figure 2. Synthesised DNA aptamer (a) prior to and (b) after labeling.
The FITC label is used to detect th binding between the cells and aptamer using
flow cytometry and fluorescence microscopy. Different secondary structures of this
aptamer can be formed, as shown in Figure 3. These models are predicated using
secondary structure prediction software [25]. As seen in this figure, five different
structures are predicted for the secondary structure of the KCHA10a truncated
aptamer. The lower free energy (E) in these predicted structures (´5.3 kcal¨ mol´1 <
E <´3.3 kcal¨ mol´1) results in ore stability in this nanosystem and consequently
higher affinity to the colon cancer cells, confirmed by the 28.2 ˘ 2.7 nM value
of Kd [12].
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Figure 3. Simulation Results. Five predicated secondary structures of KCHA10a truncated aptamer. 
2.2. Recognition Element 
A chemical procedure is performed to create a recognition element consisting of linkers connected to 
aptamers. In this paper, the following four-step procedure was employed to create the linker: 
 Creation of thiol group by coating 11-MUA on electrode. 
 Activation of COOH group in 11-MUA with ethyl(dimethylaminopropyl)carbodiimide 
(EDC)/N-hydroxysuccinimide (NHS). 
 Binding with the NH2 at the 3′ end of the aptamer. 
 Coating with bovine serum albumin (BSA) to prevent non-specific binding. 




A chemical procedure is performed to create a recognition element consisting of
linkers connected to aptamers. In this paper, the following four-step procedure was
employed to create the linker:
‚ Creation of thiol group by coating 11-MUA on electrode.
‚ Activation of COOH group in 11-MUA with
ethyl(dimethylaminopropyl)carbodiimide (EDC)/N-hydroxysuccinimide (NHS).
‚ Binding with the NH2 at the 31 end of the aptamer.
‚ Coating with bovine serum albumin (BSA) to prevent non-specific binding.
Figure 4 shows all four steps of the creation of a single linker between the surface
of an Au electrode (standard) and an aptamer molecule. However, the gold surface
is covered with a large number of linkers terminated with aptamers for trapping and
detecting the colon cancer cells.
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3. Materials and Methods
3.1. Apta-Sensor Development
Gold electrode (Type: Au El., Code: 303013, Model: IRI.200-E, Azar Electrode
Inc. (Orumieh, Iran) was cleaned prior to create the recognition element through
four steps. In the first step, in order to coat thiol groups on the electrode surface, the
electrode was soaked in ethanol/H2O solution 3:1 (v/v) containing 20 mM 11-MUA
(95%, Sigma Aldrich, London, UK) for 18 h. Then the electrode was washed with
ethanol and H2O, and dried with nitrogen gas. In the second step of this process,
N-hydroxysuccinimide (NHS) and N-ethyl-N-(3-diethylaminopropyl)carbodiimide
(EDC), also provided by Sigma-Aldrich, were used. EDC was used as a cross-linker
to form an amide bond (Figure 4) and NHS was used to activate the carboxyl group
associated with EDC. For this, the gold electrode was immersed in phosphate buffer
saline (PBS) from Gibco® (London, UK) for 1 h. This buffer, with an adjusted pH
at 7.4, contained 2 mM EDC and 5 mM NHS. Thereafter the electrode was soaked
in Tris-HCl buffer for 2 h. This buffer with an adjusted pH at 7.6 and adjusted
ionic strength I at 0.14 contained 0.4 µM aptamer. In the last step, in order to avoid
non-specific binding, electrodes were dipped in distilled water containing 1% BSA
for half an hour. They were also soaked in Tris-HCl buffer [20,26] for 10 min to
remove the unbonded BSA.
3.2. Cell Culture
In this project, three different cells were employed to verify the functionality of
the apta-sensor. The device was tested using two cells associated with human colon
cancer namely epithelial cancer cell lines (Pasteur Institute of Iran, Tehran, Iran);
HCT116 (NCBI code: C570) and epithelial-like cancer cell line HT 29 (NCBI code:
C466). Epithelial cell HEp-2 was also used as a control cell line. Also, McCoy’s 5A
modified medium (Pasteur Institute of Iran, Catalogue number: 30-2007 from Gibco)
was used to culture the colon cancer cells. This medium contained L-glutamine,
penicillin, streptomycin, amphotericin B at concentrations of 300 mg/L, 100 µg/mL,
100 IU/mL, and 2.5 µg/mL, respectively. Also it contained fetal bovine serum,
epidermal growth and adhesion factors (Nano Zist Arrayeh Inc., Tehran, Iran) along
with antitrypsin activity factor to promote cell proliferation and cell attachment in
the adherent flasks provided from JET BIOFII. For the control cells, RPMI (Bioeideh
Inc., Tehran, Iran) was used as cell culture medium. To culture all types of cells,
the incubation was performed in a SANYO device (model MCO-17AI, LabX, Tokyo,
Japan) at 37 ˝C and carbon dioxide concentration was set to 5%. When control HEp-2
cells are confluent (25 cm2 flasks, JET BIOFIL, Guangzhou, China) the passage of
cells was performed by discarding the culture medium and trypsinizing the cells
using Ethylenediaminetetraacetic acid (EDTA) solution containing 0.25% w/v trypsin
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plus 0.53 mM EDTA [27]. However, for other cell lines, a non-enzymatic solution
or cell scraper should be used instead of trypsin when the aptamer is attached to
cells, because CEA is expressed on the cell surface and trypsin damages the cells.
Detached cells were washed with washing buffer, centrifuged at 1200 RPM for 5 min,
re-suspended in binding buffer and kept in room temperature for 20 min. An inverted
microscope (IX70, Olympus, Tokyo, Japan) was used for the assessment and control
of cell culture.
Two binding and washing buffers were also used to enable the conjugation of
aptamers to cells with high affinity and sensitivity. Washing buffer containing 5 mM
MgCl2 and 4.5 g/L glucose were used for rinsing the cells after exposing the cells on
the aptasensor. The binding buffer contained 1 mg/mL BSA in washing buffer [28].
3.3. Flow Cytometry & Fluorescent Microscopy
A flow cytometer (Partec, Nuremberg, Germany) and fluorescence microscope
(BX50, Olympus) were employed for the assessment of binding between the aptamer
and cells. For this purpose, FITC was applied as a fluorescein molecule functionalized
with an isothiocyanate reactive group (–N=C=S), with excitation and emission
spectrum peak wavelengths ranging from 495 to 519 nm. This spectrum range
was detectable in the FL1 channel of the flow cytometer after gating and determining
the desired range of negative control cells. Furthermore, as the positive and negative
control of these experiments, aptamers with 400 nanomolar and zero concentrations
were used, respectively.
3.4. Electrochemical Experiments
All electrochemical measurements were performed at 25 ˝C temperature in
PBS buffer containing K3[Fe(CN)6] with 1 mM concentration [20]. PBS adjusted
at a pH equal to 7.4 was used as an electrolyte in this measurement procedure.
Cyclic voltammetry (CV) was used as an electrochemical technique to detect the
materials coated on the gold electrode layer by layer. These materials include
11-MUA, EDC/NHS and aptamer.
4. Results
4.1. Fluorescence Microscopy
The binding of colon cancer cells to the aptamer were studied by fluorescence
microscopy using the HCT 116 and HEp-2 cell lines. Figure 5a–d shows the
microscopic images of these cells prior (Figure 5a,c) and after UV light exposure
(Figure 5b,d). Based on these results, the binding between the aptamer and HCT
116 cells was confirmed (Figure 5b), while no binding between the HEp-2 cells and
aptamer were indicated (Figure 5d). These experiments were repeated for three times.
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Figure 5. Fluorescence microscopy results: HCT 116 cell lines (a) prior and (b) after UV 
light; HEp-2 cell line (c) before and (d) after UV exposure (Olympus Fluorescence Microscope 
Model BX50, 40× magnification, Tokyo, Japan). 
Figure 5. Fluorescence microscopy results: HCT 116 cell lines (a) prior and
(b) after UV light; HEp-2 cell line (c) before and (d) after UV exposure (Olympus
Fluorescence Microscope Model BX50, 40ˆ magnification, Tokyo, Japan).
4.2. Flow Cytometry
Flow cytometry is the best technique to verify the binding between the target
cells and aptamer. In this experiment, the binding between HCT 116 and HT 29 cells
and aptamers was studied. As already mentioned, HEp-2 cells are used as negative
control. Figure 6a–f shows the side scatter cytometry (SSC) or granularity of different
types of cells in the presence and absence of aptamers as a function of the cell numbers
measured by the first channel of flow cytometer (FL1). For instance, Figure 6a,b
indicates that there was no difference between the surface’s complexity of HEp-2 cells,
before and after binding with aptamers. The significant difference between the two
graphs (Figure 6c,d) reveals the interaction between the HCT 116 and aptamers. Less
interaction between the HT 29 cells and aptamer is expected, as seen in Figure 6e,f.
Flow cytometry histograms confirmed 60.19% and 29.62% aptamer connection to
HCT 116 and HT 29 respectively. The percentage of attached cells analysed with
the Flomax software is also shown in Table 1. Based on these results, the R1 region
indicates the interaction with cells before and after introducing aptamers.
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Figure 6. Flow cytometry histograms. (a,b) Epithelial cell line (HEp-2); (c,d) Epithelial cell 
line HCT 116 and (e,f) Epithelial-like cell line HT 29, before and after binding with aptamer 
are demonstrated. Experiments were repeated three times. 
Table 1. Results of binding between HEp-2, HCT 116 and HT 29 and modified  
KCHA10a aptamer. 






HEp-2 0.2 0.2 
HCT 116 0.43 60.19 
HT 29 0.40 29.62 
Figure 6. Flow cytometry histograms. (a,b) Epithelial cell line (HEp-2);
(c,d) Epithelial cell line HCT 116 and (e,f) Epithelial-like cell line HT 29, before
and after binding with aptamer are demonstrated. Experiments were repeated
three times.
Table 1. Results of binding between HEp-2, HCT 116 and HT 29 and modified
KCHA10a aptamer.
el Line





HCT 116 0.43 60.19
HT 29 0.40 29.62
4.3. Electrochemical Experiments
4.3.1. Functionalization of Electrodes
Electrochemical techniques such as cyclic voltammetry offer a great tool to
study the self-assembled monolayer of different materials involved in creating
linker. In Figure 7, the voltammograms of bare Au electrode, the electrode
coated with 11 MUA/EDC/NHS, and the functionalized electrode in the presence
of aptamer after BSA treatment, as shown with various colors—green, red and
purple—respectively. In these experiments, Ag/AgCl is used as reference electrode.
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The scan rate was 50 mV/s in the range of ´0.2 to 0.8 V. Figure 7 verifies that
the amount of current is decreased after every coating step. In other words, the
functionalization of the electrode is verified by these voltammograms.
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Figure 7. Voltammogram of bare (a) Au; (b) Au coated with 11MUA/EDC/NHS and (c) Au 
coated with 11MUA/EDC/NHS/APT/BSA in K3[Fe(CN)6] 1 mM in PBS (pH 7.4) vs. Ag/AgCl. 
4.3.2. Elctrochemical Biosensor 
The CV results of apta-sensor in the presence of different concentrations of HCT 116 (6, 12, 25, 50, 
100, 1000, 17,000 cells/mL) is showed in Figure 8a. Also the effect of different concentrations of  
HEp-2 cell line as a control cell (6, 12, 100, 1000 cells/mL) on apta-sensor is shown in Figure 8b. As 
described in Section 5, the CV results confirm the high affinity of colon cancer with aptamer in contrast 
with the control cells exposed to apta-sensor.  
 
Figure 8. Electrochemical CV results, Au electrode, Au electrode coated with 11-MUA, Au 
electrode coated with 11-MUA terminated with aptamer and the functionalized electrode 
conjugated with different concentrations (6, 12, 100, 1000 cell/mL) of (a) HCT116 cells;  
(b) HEp-2 cells. Electrolyte was K3[Fe(CN)6] 1 mM in PBS (pH 7.4) vs. Ag/AgCl. 
Figure 7. Voltammogram of bare (a) Au; (b) Au coated with 11MUA/EDC/NHS
and (c) Au coated with 11MUA/EDC/NHS/APT/BSA in K3[Fe(CN)6] 1 mM in
PBS (pH 7.4) vs. Ag/AgCl.
4.3.2. Elctrochemical Biosensor
The CV results of apta-sensor i the presence of different c centrations of HCT
116 (6, 12, 25, 50, 100, 1000, 17,000 cells/mL) is showed in Figure 8a. Also the effect of
different concentrations of HEp-2 cell line as a control cell (6, 12, 100, 1000 cells/mL)
on apta-sensor is shown in Figure 8b. As described in Section 5, the CV results
confirm the high affinity of colon cancer with aptamer in contrast with the control
cells exposed to apta-sensor.
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5. Discussion
5.1. Self-Assembly of Monolayers on Electrodes
These experiments performed on the electrodes coated with 11MUA/EDC/NHS
and 11MUA/EDC/NHS/APT/BSA. In other words, as the negative charge density
on the surface of electrode was increased, the current of Fe (CN)63´ was decreased
accordingly. Therefore, the results shown in Figure 6 demonstrate assembly of
monolayers on the surface of Au electrodes.
5.2. Colon Cancer Cell Detection
As shown in Figure 8, the current peak in the presence of cancer and control
cells is lower and higher than 1 µA, respectively. This current change may be caused
by the higher affinity of cancer cells to conjugate with aptamer, while there is no
affinity between the control cells and aptamer. As shown in Figure 8, with the
higher concentration of target cells, the higher conjunction between the cells and
functionalized electrodes occurs. Consequently, the peak current in each step is
decreased. Let us assume the surface of the bare electrode is A0. It is expected that
reduction and oxidation of Fe(CN)6 ions occurs during the CV experiment. When
11-MUA is deposited on the electrode, the surface is equal to A1. The surface is
changed to A2 after covalent binding of aptamer and linker. Depending on the
concentration of cells, the adherent of cells to the surface of electrode changes the
surface to A3. As the results of the change of surface area (A0 > A1 > A2 > A3), the
current peak at analyte oxidation (Ipa) and reduction (Ipc) changes as well. In the
other words, Ipa3 < Ipa2 <Ipa1 < Ipa0 and Ipc0 < Ipc1 < Ipc2< Ipc3. The decrease
in current oxidation peak (Ipa) and reduction (Ipc), exhibited lower oxidation and
reduction of ions because of the changing charge density on the surface of each
electrode. The CV results associated with colon cancer models and control cells
with different concentrations can be extracted from Figure 8 and shown in Figure 9.
This figure shows the difference between the voltammograms of the electrochemical
sensor in the presence of HEp2, HT29 and HCT 116 cells.
5.3. Sensitivity of the Aptasensor
The current peaks as a function of voltage for different cell types and cell
concentrations are depicted in Figure 10. Based on the results, the saturation
threshold of this sensor is 100 cells. When the number of cells exceeds this amount,
the sensor loses its sensitivity. Based on the exploration shown in Figure 10, the
sensor demonstrates a linear relation between the output current in the range of
1 to 100 cells. Theoretically, at the level of a single cell, the output current of the
sensor results in a 0.03 µA change. Also, based on this discussion, the noise level can
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reach 0.2166 µA and the sensor might be capable of detecting more than seven cells
(>0.2166/0.03~7).
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Figure 9. The voltammogram of HEp-2, HT29 and HCT 116 attached to sensor surface in 
K3[Fe(CN)6] 1 mM in PBS (pH 7.4) vs. Ag/AgCl.  
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Figure 9. The voltammogram of HEp-2, HT29 and HCT 116 attached to sensor
surface in K3[Fe(CN)6] 1 mM in PBS (pH 7.4) vs. Ag/AgCl.
5.4. Selectivity of the Aptasensor
A comparison between the results of the cancer and control cells illustrates that
the sensor function is totally selective for the cancer model cells (Figure 10). The
control cells generate a static output because these cells does not increase the output
current of sensor. In the case of the cancer cells, an increase in the number of cells
leads to an increase of the sensor’s output current.
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Figure 10. Calibration curve for cancer cells (HCT 116) and control cell (HEp-2). 
6. Conclusions 
This paper reports the design and implementation of an apta-sensor for colon cancer detection.  
We have demonstrated and discussed the functionality and applicability of the synthesized KCHA10a 
aptamer using flow cytometry, fluorescence microscopy and electrochemical experiments. The HCT 
116, HT 29 and HEp-2 cell lines were used as colon cancer model and control cells, respectively. The 
surface of an Au electrode was coated—with SH groups using 11-MUA, EDC/NHS and aptamer. 
Furthermore, we put forward an apta-sensor demonstrating a linear relation between the numbers of cells 
(<100) with seven cell resolution. Based on the experimental results and discussions in this paper, the 
proposed apta-sensor offers high sensitivity and can be a good candidate for colon cancer diagnostics. 
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6. Conclusions
This paper reports the design and implementation of an apta-sensor for
colon cancer detection. We have demonstrated and discussed the functionality
and applicability of the synthesized KCHA10a aptamer using flow cytometry,
fluorescence microscopy and electrochemical experiments. The HCT 116, HT 29 and
HEp-2 cell lines were used as colon cancer model and control cells, respectively. The
surface of an Au electrode was coated—with SH groups using 11-MUA, EDC/NHS
and aptamer. Furthermore, we put forward an apta-sensor demonstrating a linear
relation between the numbers of cells (<100) with seven cell resolution. Based on the
experimental results and discussions in this paper, the proposed apta-sensor offers
high sensitivity and can be a good candidate for colon cancer diagnostics.
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