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Lire la première partie de la thèse 
6 | Utilisation des variances ﬁltrées
dans le 3D-Var d’AROME
La méthode de ﬁltrage des variances d’erreur d’ébauche développée dans la section 4.1 ayant
conﬁrmé son eﬃcacité pour le modèle AROME dans le chapitre 5, on cherche dans ce chapitre à
étudier l’impact de l’utilisation de ces variances ﬁltrées dans le 3D-Var AROME. On examine
d’abord l’eﬀet des variances hétérogènes sur les fonctions locales de covariance modélisée, y
compris par comparaison avec les covariances estimées avec un grand ensemble. On évalue
ensuite l’impact de l’utilisation des variances du jour, homogènes ou hétérogènes, sur le spin-
up, sur les incréments d’analyse et sur les scores de prévision.
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6.1. Diagnostic des covariances d’erreur d’ébauche modélisées
L’objectif de cette section est d’illustrer l’impact de l’introduction dans les autocovariances
d’AROME de variances échantillonnées par un ensemble, potentiellement moyennées ou ﬁl-
trées, et d’en évaluer la pertinence en comparant les covariances ainsi modélisées à des cova-
riances échantillonnées par un grand ensemble . Les variances sont insérées dans la matrice B
d’AROME de façon analogue à ARPEGE : l’écart-type moyen Σ
i
de l’équation 2.5 est rem-
placé par la matrice diagonale V1/2
i
, dont les coeﬃcients diagonaux correspondent à la racine
carrée des éléments du vecteur v des chapitres précédents.
6.1.1. Cadre expérimental
Conﬁgurations testées
On se base sur l’ensemble de 90 membres AEARO décrit au chapitre 2 pour estimer des va-
riances d’erreur d’ébauche des variables non balancées. Ces variances sont introduites dans
la matrice B d’AROME, dans plusieurs conﬁgurations résumées dans le tableau 6.1. Pour
l’ensemble de grande taille (84 membres), les variances sont laissées brutes, car l’amplitude
du bruit d’échantillonnage est suﬃsamment faible (cf. section 5.1.2). Pour le petit ensemble
(6 membres), les variances sont soit brutes, soit ﬁltrées par le ﬁltre optimal utilisé dans le
chapitre précédent, soit moyennées horizontalement. Aﬁn de limiter la propagation horizon-
tale excessive des covariances modélisées, parfois observée dans la suite, on utilise dans une
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dernière conﬁguration une version particulière de l’opérateur H (cf. section 2.1.2). Tandis que
la régression spectrale reste inchangée, un masque est appliqué dans l’espace physique pour
rendre l’opérateur à support compact (Guidard, 2007). Cela suppose l’introduction d’un para-
mètre arbitraire, contrôlant la taille du support, et ﬁxé ici à 150 km. Dans cette conﬁguration,
on utilise les variances ﬁltrées tirées du petit ensemble.
Table 6.1. – Conﬁgurations de variances testées avec l’ensemble du chapitre 2.
Conﬁguration Taille de Filtrage spatiall’ensemble
“Averaged var.” 6 Moyenne horizontale
“Raw var. (84)” 84 Non
“Raw var. (6)” 6 Non
“Filtered var. (6)” 6 Filtrage horizontal
“Filtered var.-CoSu (6)” 6 Filtrage horizontalOpérateur H à support compact
Écarts-types
Les coupes verticales des écarts-types d’erreur d’ébauche sont données par la ﬁgure 6.1, le long
de la latitude 44.5°N pour les prévisions à 3 h d’échéance émises le 3 novembre 2011 à 18 h
UTC (cf. cartes de la ﬁgure 5.5, colonne de gauche). On rappelle que pour ce cas, une ligne de
fortes précipitations convectives traversait la France du nord au sud (cf. ﬁgure 2.8). La présence
de ces précipitations explique la plus grande incertitude vers 3°E pour toutes les variables, et
de façon particulièrement prononcée pour ζ et η
u
. Le bruit d’échantillonnage est très net pour
les variances non ﬁltrées calculées à partir de 6 membres, et s’atténue grandement grâce au
ﬁltrage spatial. Ce dernier permet de conserver les structures de grande échelle des variances
de référence (calculées à partir de 84 membres) mais lisse les structures de ﬁne échelle. Enﬁn,
l’utilisation d’un opérateur H à support compact laisse les variances de vorticité inchangées
(H n’intervenant pas), modiﬁe très légèrement celles de divergence non balancée, et change
plus signiﬁcativement les variances de température non balancée et d’humidité spéciﬁque non
balancée.
Les deux croix noires indiquent la position des points d’observation ﬁctifs, qui vont permettre
de détailler les covariances modélisées dans la suite. À l’est, il s’agit d’une zone convective
intense, où les variances sont plus élevées que la moyenne horizontale. À l’ouest, il s’agit d’une
zone plus calme, où les variances sont plutôt moins élevées que la moyenne horizontale.
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Figure 6.1. – Ecarts-types déduits des variances calculées dans diﬀérentes conﬁgurations (de
gauche à droite, voir table 6.1), pour la vorticité, la divergence non balancée, la température
non balancée et l’humidité spéciﬁque non balancée (de haut en bas). Les prévisions à 3 h
d’échéance sont émises le 3 novembre à 18 h UTC (unités respectives : 10−3s−1, 10−3s−1, K,
g.kg−1).
6.1.2. Grandeurs diagnostiquées
Expériences à une observation
On souhaite étudier les structures des covariances d’erreur d’ébauche modélisées dans la ma-
trice B. Aﬁn de déterminer les covariances avec l’élément d’indice J du vecteur d’état x, il
suﬃt d’appliquer B à un vecteur δ dont le Jème élément vaut 1 et tous les autres sont nuls.
La Jème colonne b de B est alors donnée par :
b = Bδ (6.1)
En pratique, seule B1/2 est implémentée dans le système d’assimilation, et il faut donc appli-
quer successivement BT/2 puis B1/2 à δ.
Dans le cadre du BLUE (équation 1.10), si une seule observation est assimilée, il est pos-
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sible de relier b à l’incrément d’analyse δxa, dont on rappelle ici l’expression :
δxa = BHT
(
HBHT + R
)−1(yo − Hxb) (6.2)
où les opérateurs B et R de l’équation 1.10 sont maintenant modélisés respectivement par
B et R. Si l’on impose un vecteur d’observation yo constituée d’une unique observation yo,
correspondant à l’élément d’indice J du vecteur d’état x, l’opérateur H se réduit à :
H = δT (6.3)
Si on déﬁnit le vecteur σb rassemblant les racines carrées des éléments diagonaux de B, la
matrice HBHT est réduite à l’élément (σb
J
)2. La matrice R est scalaire elle aussi et vaut
R = (σo)2. On obtient alors :
δxa = d
(σb
J
)2 + (σo)2
b (6.4)
où d est l’innovation, scalaire également. On peut décomposer b en :
b = σb
J
σb ◦ c (6.5)
où c est le vecteur des corrélations modélisées avec l’élément d’indice J et ◦ indique un produit
de Schur (élément par élément).
Dans la suite de cette section, seules les covariances normalisées b/σb
J
sont tracées pour obte-
nir le produit σb ◦ c, sans interférence supplémentaire de σb
J
. Les champs tracés ont donc la
dimension physique de la partie de la variable d’état correspondante.
Cas du 3D-Var AROME
Dans le 3D-Var du modèle AROME, la matrice B est modélisée selon la méthode de Der-
ber et Bouttier (1999), détaillée dans la section 2.1.2. Elle peut être représentée en blocs de
covariances suivant les variables du vecteur d’état :
B =
⎛⎜⎜⎜⎝
B(ζ, ζ) B(ζ, η) B(ζ, T ) B(ζ, q)
B(η, ζ) B(η, η) B(η, T ) B(η, q)
B(T, ζ) B(T, η) B(T, T ) B(T, q)
B(q, ζ) B(q, η) B(q, T ) B(q, q)
⎞⎟⎟⎟⎠ (6.6)
Les blocs diagonaux, correspondant aux autocovariances, sont décomposés en :
B(ζ, ζ) = B
s,ζ
(6.7a)
B(η, η) = MHB
s,ζ
(MH)T + B
s,ηu
(6.7b)
B(T, T ) = NHB
s,ζ
(NH)T + PB
s,ηu
PT + B
s,Tu
(6.7c)
B(q, q) = QHB
s,ζ
(QH)T +RB
s,ηu
RT + SB
s,Tu
ST + B
s,qu
(6.7d)
Les matrices B
s,αu
correspondent aux matrices d’autocovariance de la partie non balancée de
la variable α. Dans la suite, on s’intéressera également au bloc non diagonal B(q, T ), donnant
la covariance entre la température et l’humidité spéciﬁque :
B(q, T ) = QHB
s,ζ
(NH)T +RB
s,ηu
PT + SB
s,Tu
(6.8)
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Il faut noter que lorsque l’on trace les diﬀérents termes impliqués dans une covariance de ce
type, la normalisation b/σb
J
se fait en divisant par l’élément σb
J
de la covariance totale, et non
par celui de chaque terme individuel. Ainsi, la somme des termes normalisés reste égale à la
covariance totale normalisée.
6.1.3. Détail des covariances modélisées
Autocovariance de vorticité
Comme le suggèrent respectivement les ﬁgures 2 de Montmerle et Berre (2010) et 5 de Brous-
seau et al. (2011), l’autocovariance de vorticité B
s,ζ
a une portée horizontale très courte.
Cependant, sa portée verticale est assez proche de celle des autres variables, ce que l’on re-
trouve dans la ﬁgure 6.2. On constate que ses maxima sont cohérents avec les valeurs de la
ﬁgure 6.1 :
— Le point d’observation à l’est se trouve dans une zone de très forte variance pour les
variances brutes à 84 membres. Pour les variances brutes à 6 membres, il se trouve juste
à côté, d’où l’écart signiﬁcatif.
— Au point d’observation à l’ouest, les maxima de B
s,ζ
sont plus faibles dans les cas où
les variances sont hétérogènes spatialement que dans le cas où elles sont moyennées. On
constate aussi la présence de maxima locaux de covariance à grande séparation, dans
les zones où les variances sont très fortes (en particulier pour les variances brutes à 6
membres). Même si la corrélation à cette séparation est faible, elle est compensée par
un écart-type très fort, jusqu’à 34 fois supérieur à l’écart-type au point d’observation
pour les variances brutes à 6 membres (2,68.10−3 s−1 au maximum contre 7,82.10−5
s−1 au point d’observation).
L’opérateur H n’intervient pas ici, ce qui explique que les conﬁgurations “Filtered var.” et
“Filtered var.-CoSu” donnent des résultats identiques.
Figure 6.2. – Autocovariance normalisée de vorticité (unité : 10−3 s−1), et ses extrema.
Autocovariance de masse totale linéarisée
Comme le montre la ﬁgure 6.3, l’autocovariance de la masse totale linéarisée HB
s,ζ
HT a des
portées horizontales considérablement plus longues que celles de B
s,ζ
seule. Ceci est dû à la
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nature de l’opérateur H, explicitée dans l’équation 2.3 : si l’on néglige les variations en latitude
du paramètre de Coriolis (f  f0), le champ de masse en équilibre géostrophique est donné
par :
δP
t
 f0∇
−2δζ (6.9)
Or l’application du Laplacien inverse ∇−2 correspond à une double intégration spatiale, ce qui
favorise les grandes échelles au détriment des petites.
En comparant les conﬁgurations “Filtered var.” et “Filtered var.-CoSu” pour le point d’obser-
vation à l’est, l’impact de la restriction de H à un support compact est net. Comme attendu,
l’extension horizontale de HB
s,ζ
HT est très réduite, tandis que son amplitude à l’endroit de
l’observation n’est quasiment pas modiﬁée.
Pour le point d’observation à l’ouest, les variances hétérogènes introduisent des maxima locaux
de B
s,ζ
, notés au paragraphe précédent. Ceci change radicalement la structure de HB
s,ζ
HT,
avec l’apparition d’un maximum local très important à l’endroit de ce maximum de variance, à
grande distance du point d’observation. Ce maximum local devient même le maximum global
pour les variances brutes à 84 et 6 membres. L’application du support compact pour H réduit
fortement l’amplitude des covariances, en particulier celle du maximum secondaire.
Figure 6.3. – Autocovariance normalisée de masse totale linéarisée (unité : m2.s−2), et ses
extrema.
Dans la suite de cette section, seules les covariances modélisées au point d’observation à l’ouest
sont montrées, car ce sont elles qui expriment le mieux l’eﬀet des variances hétérogènes.
Autocovariance de divergence
De même que pour la vorticité, les écarts-types de divergence non balancée présentent des
variations très importantes pour les variances brutes (ﬁgure 6.1). Pour les mêmes raisons, on
retrouve donc des minima et maxima importants à grande séparation dans B
s,ηu
, comme on
peut le constater sur la ﬁgure 6.4. On remarque aussi que la structure horizontale de B
s,ηu
est proche de celle de B
s,ζ
, avec des portées très courtes. Cependant, sa structure verticale est
diﬀérente : elle présente un lobe négatif situé au-dessus du point d’observation. Ceci corres-
pond physiquement au fait que la divergence est à peu près conservée au sein d’une colonne
atmosphérique donnée : toute convergence doit être compensée par une divergence.
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Le poids relatif des diﬀérentes composantes de l’autocovariance de divergence (équation 6.7b)
varie clairement d’une conﬁguration à l’autre. Le poids de la composante multivariée
MHB
s,ζ
(MH)T liée à la vorticité est ainsi très faible dans le cas de variances homogènes (infé-
rieur ici à 4 %), et reste assez faible pour des variances hétérogènes ﬁltrées (∼ 10 %). Pour des
variances hétérogènes brutes, ce poids augmente sensiblement. Ceci rappelle le comportement
de HB
s,ζ
HT, dont l’amplitude suivait la même tendance.
Figure 6.4. – Autocovariance normalisée de divergence et ses composantes (unité : 10−3
s−1), ainsi que leurs extrema.
Autocovariance implicite de vent méridien
À partir des autocovariances modélisées de vorticité et de divergence, il est possible de déduire
les autocovariances implicites de vents zonal et méridien. La ﬁgure 6.5 montre que l’hétérogé-
néité des variances spéciﬁées se manifeste par une augmentation de la composante multivariée
de l’autocovariance de vent méridien, d’autant plus forte que les variances sont hétérogènes.
Dans le cas des variances brutes à 6 membres, ce terme à une amplitude plus de 15 fois plus
importante que dans le cas des variances homogènes (1,26 m.s−1 contre 0,08 m.s−1), des struc-
tures de forte amplitude se propageant en altitude, probablement en raison des corrélations
verticales spectrales de l’opérateur M. L’apport du ﬁltrage des variances est décisif, car il
permet de diminuer largement ces eﬀets (rapport des amplitudes réduit à 2,75 : 0,22 m.s−1
contre 0,08 m.s−1). La composante multivariée reste dans tous les cas dominée par la com-
posante univariée. Cette dernière subit également une modiﬁcation de sa structure spatiale,
avec une propagation vers l’est du lobe positif, suivi d’une forte diminution et d’un lobe né-
gatif au passage de la zone de fortes variances. L’hétérogénéité des variances spéciﬁées a donc
tendance dans ce cas à allonger de façon signiﬁcative la portée des covariances modélisées de
vent méridien.
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Figure 6.5. – Autocovariance normalisée de vent méridien : composante multivariée, com-
posante univariée, autocovariance totale (unité : m.s−1), ainsi que leurs extrema.
Autocovariance de température
La ﬁgure 6.6 donne les diﬀérentes composantes de l’autocovariance de température B(T, T ),
rappelées dans l’équation 6.7c. Les changements de structure des covariances modélisées de
vorticité et de divergence non balancée dus aux variances spéciﬁées ont un impact très impor-
tant sur les composantes multivariées de B(T, T ). Ils en modiﬁent fortement la structure et
augmentent leur amplitude, même si les variances des variables non balancées sont localement
faibles. Le problème se pose donc pour le terme NHB
s,ζ
(NH)T et pour dans une moindre me-
sure pour le terme PB
s,ηu
PT, car le couplage de la température avec la divergence non balancée
est plus faible que celui avec la masse totale linéarisée. On note que les poids relatifs des com-
posantes multivariées (NHB
s,ζ
(NH)T + PB
s,ηu
PT) et univariées (B
s,Tu
) dans B(T, T ) sont
modiﬁés selon les variances spéciﬁées. L’utilisation des variances hétérogènes semble augmen-
ter systématiquement le poids des composantes multivariées, qui dominent l’autocovariance
totale dans les cas les plus bruités.
Comme précédemment, ce problème est particulièrement marqué pour les variances brutes
à 6 membres, et semble s’atténuer nettement avec le ﬁltrage des variances, dont le résultat
se rapproche toujours fortement de la référence à 84 membres. L’impact du support compact
pour l’opérateur H est très net, limitant la propagation des structures de NHB
s,ζ
(NH)T.
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Figure 6.6. – Autocovariance normalisée de température et ses composantes (unité : K),
ainsi que leurs extrema.
Autocovariance d’humidité spéciﬁque
Le détail de l’autocovariance d’humidité spéciﬁque (équation 6.7d) est donné par la ﬁgure 6.7.
On constate que le couplage entre les variables dynamiques (vorticité et divergence) et l’humi-
dité spéciﬁque est très faible pour des variances homogènes. Ceci s’explique très probablement
par le faible nombre d’échantillons précipitants comparativement au nombre d’échantillons
total utilisé pour calibrer la matrice B. Pour des covariances calculées spéciﬁquement dans
les précipitations, Montmerle et Berre (2010) ont en eﬀet montré un fort couplage entre ces
variables reﬂétant la dynamique des systèmes convectifs. Dans le cas présent, la principale
composante multivariée provient donc de la température, avec le terme SB
s,Tu
ST.
Pour des variances hétérogènes, on observe comme pour la température que les composantes
multivariées ont un poids plus important dans la matrice B(q, q), d’autant plus que les va-
riances spéciﬁées sont bruitées. Ainsi, pour les variances brutes à 6 membres, le poids de toutes
les composantes multivariées semble largement surestimé et l’extension verticale et horizontale
des covariances modélisées parait également excessive. Cela signiﬁe que le problème mentionné
précédemment d’interaction entre les balances spectrales et des variances très hétérogènes ne
se limite pas aux variables dynamiques, mais touche toutes les régressions. Toutefois, les va-
riances brutes de T
u
étant de plus grande échelle que celles de ζ et η
u
, cette interaction est
moins ﬂagrante pour SB
s,Tu
ST que pour QHB
s,ζ
(QH)T et RB
s,ηu
RT
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Figure 6.7. – Autocovariance normalisée d’humidité spéciﬁque et ses composantes (unité :
g.kg−1), ainsi que leurs extrema.
Covariance croisée température/humidité spéciﬁque
La covariance croisée de température et d’humidité spéciﬁque fait intervenir de nombreux
opérateurs de régression, comme le montre l’équation 6.8. Il n’est donc pas étonnant que les
interactions entre ces opérateurs et les variances hétérogènes décrites dans les paragraphes
précédents s’y retrouvent, comme le montre la ﬁgure 6.8. Dans le cas où les variances sont
homogènes horizontalement, on observe un minima au niveau de l’observation, et un maxima
très faible juste au-dessus. Lorsque les variances sont hétérogènes spatialement, la structure
de la covariance croisée est complètement modiﬁée : des maxima très importants apparaissent,
et la géométrie du minimum change radicalement, au point de disparaitre dans certains cas.
On note également de fortes propagations horizontales dans le cas non ﬁltré à 6 membres.
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Figure 6.8. – Covariance croisée normalisée de température (au point d’observation) et
d’humidité spéciﬁque (unité : g.kg−1), et ses extrema.
6.1.4. Dépendance à l’écoulement
La comparaison des matrices B incluant des variances hétérogènes ou non montre des diﬀé-
rences qui vont au-delà de la simple modulation locale d’amplitude. Les portées horizontales,
voire verticales, sont augmentées, et un poids plus important est mis sur les composantes
multivariées. Dans cette section, on compare à présent les covariances modélisées utilisant
des variances hétérogènes (matrice B) à des covariances totales échantillonnées directement à
partir du même grand ensemble (matrice B˜).
Figure 6.9. – Autocovariance normalisée échantillonnée directement à partir de l’ensemble à
90 membres (B˜) et modélisée en incluant des variances brutes à 84 membres(B) pour le vent
méridien, la température et l’humidité spéciﬁque (de haut en bas, unités respectives : m.s−1,
K et g.kg−1), et leurs extrema.
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La ﬁgure 6.9 montre cette comparaison pour l’autocovariance implicite de vent zonal (rangée
supérieure). Les diﬀérences entre les covariances modélisées à l’est et à l’ouest du domaine
reﬂètent en partie la dépendance à l’écoulement indiquée par le grand ensemble. Le carac-
tère localisé de la covariance à l’est reﬂète l’inﬂuence des zones convectives de petite échelle
sur la matrice B. Outre l’aspect bruité des covariances échantillonnées, on peut noter l’ac-
cord relatif entre ces dernières et les covariances modélisées concernant leur structure spatiale
(plus étendue à l’ouest et plus resserrée à l’est). Cependant, leurs amplitudes montrent des
diﬀérences importantes, de l’ordre d’un facteur 2, dont le sens change entre l’est et l’ouest.
Pour la température, la ﬁgure 6.9 (rangée du milieu) montre que les structures spatiales des
covariances échantillonnées et modélisées sont très diﬀérentes, et que les amplitudes semblent
systématiquement plus fortes pour les covariances modélisées, d’un facteur 2 également. Pour
l’humidité spéciﬁque, la ﬁgure 6.9 (rangée inférieure) montre des disparités encore plus grandes
pour la structure spatiale comme pour l’amplitude. Pour le point d’observation situé à l’est,
l’amplitude des covariances modélisées est par exemple plus de 9 fois plus forte dans celle des
covariances échantillonnées (respectivement 2,28 g.kg−1 et 0,25 g.kg−1).
Ces ﬁgures illustrent un autre aspect des diﬀérences pour la représentation des covariances
d’erreur d’ébauche entre une approche purement ensembliste et une autre basée sur un mo-
dèle : la première produit des covariances très localisées (l’ajout d’une localisation renforcerait
ce constat), fortement dépendantes de l’écoulement, la seconde modélise des covariances lisses,
plus étendues, avec une dépendance à l’écoulement moins marquée.
6.1.5. Conclusions
Dans cette section, diﬀérents champs de variance d’erreur d’ébauche ont été diagnostiqués pour
les variables non balancées, puis utilisés dans la modélisation de plusieurs matrices B. Tous les
termes des principaux blocs constituant ces matrices ont ensuite été comparés avec un point
d’observation caractérisé par de faibles variances, et dans certains cas avec un autre point
d’observation caractérisé par des variances plus fortes. Dans les deux cas de ﬁgure, l’impact
des variances hétérogènes sur les covariances modélisées va au-delà de simples modiﬁcations
locales d’amplitude. Comparativement au cas où B est modélisée avec des variances homo-
gènes, les covariances produites montrent en eﬀet des amplitudes et des structures fortement
diﬀérentes, y compris parfois à grande distance du point d’observation considéré. Il faut noter
que le bruit d’échantillonnage pourrait aussi aﬀecter les régressions spectrales de l’opérateur
de balance, comme cela a déjà été mentionné par Derber et Bouttier (1999) et conﬁrmé par Fi-
sher et al. (2009), ce qui pourrait ampliﬁer l’eﬀet des interactions défavorables entre variances
hétérogènes et balances.
L’application du ﬁltrage homogène présenté précédemment sur les variances brutes permet
de diminuer fortement le bruit d’échantillonnage des variances, ce qui réduit aussi ces arte-
facts. On obtient ainsi à moindre coût des covariances équivalentes à celles obtenues en utilisant
des variances asymptotiques tirées d’un grand ensemble.
La matrice B modélisée en incluant des variances hétérogènes issues du grand ensemble (donc
peu bruitées) est cependant assez diﬀérente en termes d’amplitude et de portée de la matrice
directement échantillonnée.
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6.2. Test d’impact sur une longue période
La section précédente a illustré certaines limitations de la matrice B modélisée utilisant des
variances hétérogènes. Cependant, cette matrice B comporte tout de même une composante
dépendant de l’écoulement et il est intéressant de poursuivre son évaluation dans le 3D-Var
AROME. Pour cela, une assimilation d’ensemble AEARO à 6 membres a été conduite pendant
une période de 6 semaines à l’automne 2012. Dans cette section, le cadre expérimental est
brièvement décrit avant une discussion sur le comportement du ﬁltrage des variances et sa
dépendance à l’écoulement, pour conclure enﬁn avec les scores obtenus par des conﬁgurations
utilisant de façons diﬀérentes les variances de l’ensemble.
6.2.1. Caractéristiques des simulations
Événements météorologiques
La période retenue pour les tests, du 11 octobre au 21 novembre 2012, entre dans le cadre du
projet “Hydrological cycle in Mediterranean Experiment” (HyMeX, Drobinski et al. (2013)).
Le début de la période est en particulier concomitant avec la première “Special Observation
Period” (SOP-1, Ducrocq et al. (2013)), qui a eu lieu du 5 septembre au 6 novembre 2012.
Cette période est caractérisée par plusieurs événements de fortes précipitations à contextes
synoptiques diﬀérents, comme le montre la ﬁgure 6.10 pour les 19 octobre, 26 octobre et 10
novembre 2012. Des cas de fronts précipitants, d’épisodes cévenols ou de convection isolée ont
en eﬀet été observés. Une telle alternance de régimes de temps calmes et agités permet de tester
les modiﬁcations apportées au système d’assimilation dans une grande variété de situations.
Figure 6.10. – Réﬂectivité radar du réseau ARAMIS (unité : dBZ), le 19 octobre 2012 à 12
h UTC (a), le 26 octobre 2012 à 15 h UTC (b) et le 10 novembre 2012 à 6 h UTC (c).
Description de l’ensemble
Le système d’assimilation utilisé pour cette expérience est très proche de celui décrit dans le
chapitre 2. Les 6 membres de l’AEARO sont couplés aux 6 membres de l’AEARP opération-
nelle. Il faut noter que dans cette dernière et à cette date, les corrélations d’erreur d’ébauche
des variables non balancées ne sont plus climatologiques et homogènes, mais dépendantes de
l’écoulement et hétérogènes grâce à une formulation en ondelettes recalculée de façon journa-
lière (Varella et al., 2011).
La diﬀérence principale pour l’AEARO consiste en l’ajout d’une inﬂation λ des perturba-
tions dans le but d’améliorer la dispersion de l’ensemble. Cette inﬂation a donc une inﬂuence
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directe sur l’amplitude des variances calculées à partir de l’ensemble. Implémentée par Laure
Raynaud (CNRM/GMAP), la méthode utilisée pour calculer l’inﬂation dans l’AEARO est
diﬀérente de celle utilisée pour l’AEARP (Raynaud et al., 2012), puisqu’elle se base sur la
formule :
λ =
Tr
(
E
[
εεT
])
Tr
(
B˜
) (6.10)
où ε est la diﬀérence entre la moyenne d’ensemble des prévisions perturbées et l’analyse d’un
cycle d’assimilation non perturbé, tous deux valides au même instant : ε =
〈
x˜b
〉 − xa. Les
propriétés théoriques de cette estimation sont détaillées dans l’annexe A.6. Dans la version
implémentée pour l’AEARO, une hypothèse d’ergodicité spatiale permet de remplacer les
espérances de l’équation 6.10 par des moyennes horizontales sur tout le domaine :
λ  μ
S(ε ◦ ε)
μS
(
v˜
) (6.11)
Une moyenne verticale est également eﬀectuée, sur trois couches atmosphériques correspondant
à peu près à la basse troposphère, la moyenne troposphère et la haute troposphère/stratosphère.
Un proﬁl d’inﬂation aﬃne par morceaux est ensuite reconstitué à partir de ces trois valeurs.
L’inﬂation est ainsi estimée pour une seule variable (la température), puis appliquée à toutes
les variables. L’objectif de ce schéma est de préserver au maximum les équilibres du système,
qui seraient perturbés si l’inﬂation changeait trop fortement selon la variable et selon le niveau.
On constate dans la ﬁgure 6.11 que l’inﬂation estimée est assez stable dans le temps, qu’elle
oscille entre 1 et 1,3 dans la troposphère, mais qu’elle est inférieure à 1 dans la partie supé-
rieure du modèle. Ceci peut s’expliquer par la relaxation spectrale du modèle AROME vers le
coupleur ARPEGE au sommet du premier. Ainsi, dans les niveaux les plus élevés :
— μS
(
v˜
)
devrait donner une estimation ensembliste de la variance moyenne des coupleurs
perturbés de l’AEARP,
— μS
(
ε ◦ ε) devrait donner une estimation spatiale (par l’hypothèse d’ergodicité) de la
variance moyenne de l’ébauche ARPEGE (à quelques modulations près indiquées pré-
cédemment).
Cependant, ce dernier terme est calculé après interpolation sur la grille AROME. La maille
de la grille AROME étant nettement plus ﬁne que celle d’ARPEGE, ceci conduit à une sous-
estimation de μS
(
ε ◦ ε).
6.2.2. Filtrage des variances du jour
Comportement des variances
Les variances des variables non balancées sont calculées à chaque cycle d’assimilation à partir
de l’ensemble de 6 membres. La racine carrée du proﬁl des variances moyennes et ses variations
temporelles sont indiquées sur la ﬁgure 6.12. De manière analogue à ce qui avait déjà été montré
par Brousseau et al. (2012), on constate des variations assez importantes de variance moyenne,
qui étaient toutefois attendues en raison des changements de régime de temps. Par exemple,
les valeurs maximales pour les variables dynamiques sont probablement liées à la présence de
précipitations (Montmerle et Berre, 2010).
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Figure 6.11. – À gauche : coeﬃcients d’inﬂation appliqués à l’AEARO de 6 membres du 12
octobre au 21 novembre 2011, et moyennés horizontalement pour trois couches atmosphériques :
basse troposphère, moyenne troposphère et haute-troposphère/stratosphère. À droite : inﬂation
modélisée en moyenne temporelle (trait plein noir), écarts-types (zone grisée) et extrema (traits
pleins gris).
Figure 6.12. – Racine carrée de la moyenne horizontale des variances brutes : moyenne
temporelle (trait plein noir), écarts-types (zone grisée) et extrema (traits pleins gris), pour la
vorticité (a), la divergence non balancée (b), la température non balancée (c) et l’humidité
spéciﬁque non balancée (d).
137
Un autre point intéressant concerne la variance spatiale des variances brutes ou ﬁltrées, moyen-
nées temporellement. La ﬁgure 6.13 en montre la racine quatrième de manière à ce que la
dimension reste celle du champ initial. L’eﬀet du ﬁltrage est très net : il réduit la variance
spatiale de la variance à tous les niveaux et pour toutes les variables, dans des proportions
assez similaires.
Figure 6.13. – Racine quatrième de la variance horizontale des variances brutes (trait
plein) et des variances ﬁltrées (tireté), pour la vorticité (a), la divergence non balancée (b), la
température non balancée (c) et l’humidité spéciﬁque non balancée (d).
Comportement de la troncature de ﬁltrage
On choisit de ﬁltrer les variances avec un noyau gaussien dont la longueur est optimisée par le
critère général 4.7. Les principales caractéristiques pour la période de la troncature spectrale
correspondant à cette longueur de ﬁltrage sont données par la ﬁgure 6.14. La variabilité im-
portante de cette troncature de ﬁltrage semble indiquer une forte dépendance à l’écoulement
du ﬁltre développé dans la section 4.1. Contrairement à ce qui observé dans la ﬁgure 13 de Bo-
navita et al. (2011), la troncature spectrale ne montre pas d’eﬀet de saturation, ce qui signiﬁe
que le ﬁltrage est toujours actif, quelque soit la variable et le niveau, à l’exception de q
u
dans
la stratosphère.
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On note les points déjà mentionnés au chapitre précédent : nécessité d’un ﬁltrage plus ﬁn
pour ζ et η
u
avec des troncatures moyennes autour de 20, ﬁltrage de grande échelle pour T
u
au-dessus de la tropopause dû à la plus grande uniformité de cette variable à ces altitudes,
très forte troncature utilisée pour q
u
dans ces mêmes couches très sèches de l’atmosphère qui
implique en fait un ﬁltrage quasiment nul. À l’échelle globale dans l’AEARP opérationnelle
(Raynaud et al., 2011), ces deux derniers points sont également visibles, bien que les proﬁls
moyens soient plus bruités. Pour ζ et η
u
en revanche, des valeurs de troncature équivalentes à
celles des autres variables ont été trouvées, ce qui est probablement dû à la faible résolution
spatiale utilisée.
Figure 6.14. – Troncature de ﬁltrage : moyenne temporelle (trait plein noir), écarts-types
(zone grisée) et extrema (traits pleins gris), pour la vorticité (a), la divergence non balancée
(b), la température non balancée (c) et l’humidité spéciﬁque non balancée (d).
Dépendance au ﬂux de la troncature de ﬁltrage
Il est parfois possible de corréler la troncature de ﬁltrage à certains prédicteurs pertinents.
Ainsi, la ﬁgure 6.15 montre la série temporelle de troncature de ﬁltrage des variances de
divergence non balancée de basse couche, moyennée verticalement de la surface au niveau 53
(∼ 980 hPa, noir), et lissée sur une fenêtre de 24 h pour enlever le signal diurne. On la superpose
aux séries temporelles de deux prédicteurs caractéristiques du régime de temps dominant :
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— la pression de surface moyenne sur le domaine,
— la proportion de zones précipitantes dans le domaine.
On constate alors que les variations de troncature de ﬁltrage semblent être corrélées avec celles
de pression de surface moyenne, et anticorrélées avec la proportion de zones précipitantes, qui
sont logiquement étendues en période dépressionnaire. C’est ce qu’indique la ﬁgure 6.16, en
quantiﬁant ces corrélations : 0,56 pour la pression de surface moyenne et -0,53 avec la propor-
tion de zones précipitantes. Ces corrélations non nulles conﬁrment que la troncature de ﬁltrage
obtenue par le critère général 4.7 dépend de l’écoulement. Cependant, la complexité de cette
dépendance peut se manifester à travers tous les facteurs listés dans l’illustration analytique
de la section 4.3 qui inﬂuencent la longueur de ﬁltrage : écart-type et échelle caractéristique
des variances asymptotiques, nombre de membres de l’ensemble.
Figure 6.15. – Séries temporelles de troncature spectrale du ﬁltrage des variances de diver-
gence non balancée, moyennée verticalement de la surface au niveau 53 (∼ 980 hPa, noir), de
pression de surface moyenne sur le domaine (gris) et de proportion de zones précipitantes dans
le domaine (gris clair). Une moyenne glissante de 24 h a été appliquée pour lisser la variabilité
diurne.
Figure 6.16. – Corrélations entre la troncature spectrale du ﬁltrage des variances, moyennée
verticalement de la surface au niveau 53 (∼ 980 hPa) d’une part et la pression de surface
moyenne sur le domaine (a) ou le pourcentage de zone précipitante dans le domaine (b) d’autre
part.
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6.2.3. Utilisation des variances ﬁltrées
Conﬁgurations testées
Pour évaluer la pertinence de l’utilisation des variances du jour et l’impact de leur ﬁltrage
dans les matrices d’autocovariance des variables non balancées d’AROME, on teste plusieurs
conﬁgurations pour les variances échantillonnées à partir de l’ensemble de 6 membres, résumées
dans le tableau 6.2 :
Table 6.2. – Conﬁgurations de variances testées avec l’ensemble à longue période.
Conﬁguration Moyenne Filtrage spatialtemporelle
“Climatological var.” Oui Moyenne horizontale
“Averaged var.” Non Moyenne horizontale
“Raw var.” Non Non
“Filtered var.” Non Filtrage horizontal
“Averaged/ﬁltered var.” Non Moyenne horizontale pour (ζ, ηu),Filtrage horizontal pour (T
u
, q
u
)
“Filtered var.-CoSu” Non
Filtrage horizontal
Opérateur H à support compact
(Guidard, 2007)
“Averaged var.-univariate” Non Moyenne horizontaleOpérateur K
p
= I
“Filtered var.-univariate” Non Filtrage horizontalOpérateur K
p
= I
La ﬁgure 6.17 montre les cartes de variances brutes et ﬁltrées en basse couche pour ζ, T
u
et q
u
. On peut remarquer les diﬀérences d’échelle caractéristique pour les variances brutes
entre ζ d’un côté et T
u
/q
u
de l’autre, ainsi que l’eﬃcacité du ﬁltrage pour réduire le bruit
d’échantillonnage. Il faut noter que les variances ont été recalculées spécialement dans les
deux dernières conﬁgurations : soit en utilisant H à support compact pour appliquer K−1
p
dans “Filtered var.-CoSu”, soit sans appliquer K−1
p
pour obtenir les variances totales dans
“Filtered var.-univariate”.
Premier incrément d’analyse
Comme pour l’ensemble décrit au chapitre 2, plusieurs cycles d’assimilation de l’ensemble
sont eﬀectués avant d’obtenir un ensemble mature utilisable (typiquement 4 cycles, cf. ﬁgure
2.9). Dès que cette période est terminée, les diﬀérentes conﬁgurations sont lancées à partir
d’une ébauche commune (celle de l’opérationnel). Lors du premier cycle d’assimilation pour
ces conﬁgurations, les ébauches sont donc toutes semblables, mais les variances utilisées dans
la matrice B sont diﬀérentes. Les incréments d’analyse obtenus à l’issue des minimisations
pour les diﬀérentes conﬁgurations donnent donc une indication intéressante sur l’impact des
variances spéciﬁées dans un cadre où l’ensemble des observations est pris en compte (cf. chapitre
2).
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Figure 6.17. – Ecarts-types d’erreur d’ébauche de vorticité, de température non balancée
et d’humidité spéciﬁque non balancée au niveau 50 (∼ 945 hPa, de gauche à droite), bruts (en
haut) et ﬁltrés (critère général 4.7, en bas), pour l’ensemble à 6 membres, le 11 octobre 2012,
15 h UTC (unités respectives : 10−3 s−1, K et g.kg−1).
Les ﬁgures 6.18 et 6.19 montrent respectivement des coupes d’incrément d’analyse de tempéra-
ture, horizontale en basse couche et verticale. Ainsi, comme on l’a noté dans la première section
de ce chapitre, les variances brutes augmentent l’amplitude et la portée des covariances modéli-
sées, et donc de l’incrément d’analyse, en particulier dans les zones peu observées (ex. : proche
Atlantique, sud de la Sardaigne). Dans les zones densément observées, le bruit d’échantillon-
nage reste visible, mais les synergies entre observations limitent l’amplitude et la portée des
incréments. Le ﬁltrage des variances permet de ramener eﬃcacement l’incrément à des struc-
tures plus vraisemblables. L’impact de la réduction de H à un support compact est faible,
mais visible pour les structures de grande portée, en particulier dans les zones peu observées.
Dans ce cas, l’analyse obtenue est très proche de la conﬁguration “Averaged/ﬁltered var.”, où
seules des valeurs moyennes de variance sont prises en compte pour les variables dynamiques.
L’utilisation de variances hétérogènes ﬁltrées pour ces dernières (“Filtered var.”) a pour eﬀet
d’augmenter globalement les amplitudes des incréments, comme on peut le voir surtout sur
les coupes verticales (ﬁgure 6.19). Ceci conﬁrme les conclusions de la section précédente, où
l’augmentation de l’amplitude due aux termes multivariés dans les covariances totales était
déjà visible pour ce cas de ﬁgure. L’absence d’opérateur de balance diminue l’amplitude de
l’incrément du fait de la suppression des contributions multivariées.
Les incréments de vent zonal (ﬁgures 6.20 et 6.21) sont plus importants dans le cas "Filte-
red var" que dans le cas "Averaged var", ce qui était déjà le cas pour la température (ﬁgures
6.18 et 6.19). Ces modiﬁcations importantes sont dues aux écarts types de ζ et de η
u
(comme le
conﬁrme la comparaison entre "Filtered var" et "Averaged/Filtered var"). Elles sont également
présentes dans le cas univarié (sous-ﬁgure "Filtered var.-univariate"). L’hétérogénéité des va-
riances de ζ et de η
u
a donc un eﬀet marqué sur les incréments de vent (de façon indépendante
des aspects de balance) qui n’est peut être pas pertinent.
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Figure 6.18. – Incrément d’analyse de température au niveau 50 (∼ 945 hPa) lors du premier
cycle d’assimilation de certaines conﬁgurations du tableau 6.2, le 11 octobre 2012, 15 h UTC
(unité : K).
Figure 6.19. – Incrément d’analyse de température aux alentours de la latitude 42°N (ligne
noire sur la ﬁgure 6.18), lors du premier cycle d’assimilation de certaines conﬁgurations du
tableau 6.2, le 11 octobre 2012, 15 h UTC (unité : K).
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Figure 6.20. – Comme la ﬁgure 6.18 pour le vent zonal (unité : m.s−1).
Figure 6.21. – Comme la ﬁgure 6.19 pour le vent zonal (unité : m.s−1).
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Il faut noter que dans chaque conﬁguration, la variance moyenne donnée par Tr
(
B
)
est diﬀé-
rente, ce qui modiﬁe de facto l’amplitude de l’incrément d’analyse. Cependant, aucun ajuste-
ment n’a été entrepris pour que cette valeur moyenne se rapproche de sa valeur optimale, ce
qui est généralement fait pendant le réglage d’un système d’assimilation.
Spin-up du modèle
Comme mentionné au chapitre 1, il est important que l’incrément d’analyse respecte les grands
équilibres du modèle (hydrostatisme et géostrophisme en particulier), aﬁn d’éviter un ajuste-
ment brutal de l’état du modèle vers l’attracteur dans les premiers pas de temps de la prévision.
Cependant, cet ajustement (appelé spin-up) a toujours lieu, et peut être quantiﬁé en exami-
nant la moyenne spatiale de certaines tendances physiques, de pression de surface notamment
(ﬁgure 3 de Seity et al. (2011)). Il faut noter que ce diagnostic, montré par la ﬁgure 6.22 pour
les diﬀérentes conﬁgurations, quantiﬁe le caractère équilibré ou non de l’incrément d’analyse,
pas sa pertinence complète. Par exemple, un incrément nul est parfaitement équilibré, et donne
un spin-up minimum. A titre de référence, le spin-up diagnostiqué par Seity et al. (2011) pour
les premières conﬁgurations du 3D-Var AROME est de l’ordre de 12 Pa.s−1, ce qui signiﬁe que
même notre conﬁguration ayant le plus fort spin-up reste à des valeurs acceptables.
Figure 6.22. – Evolution temporelle de la racine carrée de la moyenne quadratique de la ten-
dance de pression de surface lors du premier cycle d’assimilation des diﬀérentes conﬁgurations
du tableau 6.2, le 11 octobre 2012, 15 h UTC (unité : Pa.s−1).
La texture des variances de (ζ, η
u
) semble être le paramètre qui détermine l’intensité du spin-
up, et ce indépendamment des options de balance utilisées :
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— variances brutes, le spin-up est important (∼ 10, 5 Pa.s−1),
— variances ﬁltrées spatialement (avec ou sans support compact de H), le spin-up est plus
faible (∼ 6, 5 Pa.s−1),
— variances moyennées spatialement (climatologiques ou non), le spin-up est encore réduit
(∼ 5 Pa.s−1).
Cette dépendance assez prononcée du spin-up à l’hétérogénité de ζ et η
u
suggère que le celui-ci
est induit par l’amplitude et la forme des incréments de vent, qui sont elles-mêmes contrôlées
en grande partie par les innovations de vent d’une part, et par les variances de ζ et η
u
d’autre
part. Cette interprétation semble soutenue par le fait que le niveau de spin-up est bien lié à
l’hétérogénéité des variances de ζ et η
u
, de façon indépendante des options de balances utilisées.
Il peut en outre paraître contre-intuitif de constater que le spin-up soit toujours du même
ordre, que la balance soit active ou non (matrice B multivariée ou univariée). En l’absence de
balance, on s’attendrait en eﬀet à ce que les champs de vent et de masse soient moins bien
équilibrés, augmentant le spin-up. Ceci suggère donc que les opérateurs de balance utilisés
sont potentiellement peu eﬃcaces pour améliorer l’équilibre de l’incrément, d’autant que le
domaine AROME étant densément observé, l’incrément pourrait être bien équilibré même en
l’absence d’opérateur de balance, ce qui a été illustré dans Fisher et al. (2009) pour un modèle
global.
Scores
De façon générale, on évalue les analyses et prévisions réalisées par les diﬀérentes conﬁgura-
tions face à une référence (observations ou analyse indépendante). Deux types de quantités
sont calculés : des biais et des scores dont la valeur est toujours positive pour les cas qui nous
intéressent. Pour pouvoir comparer eﬃcacement les diﬀérentes conﬁgurations, on choisit une
conﬁguration de référence, ici celle se basant sur les variances climatologiques (“Climatological
var.”).
On compare alors les valeurs absolues des biais de chaque conﬁguration à la valeur absolue du
biais de la conﬁguration de référence :
Δ|Biais| = |Biais| − |Biaisref| (6.12)
Pour les autres scores, on eﬀectue la comparaison en normalisant par le score de la conﬁguration
de référence :
Δ log Score =
Score − Scoreref
Scoreref
(6.13)
Les scores utilisés sont la RMSE, le Heidke skill score (HSS) et le Brier skill score (BSS), ces
deux derniers étant décrits dans Amodei et Stein (2009).
Les biais et les scores, moyennés sur les 6 semaines de l’expérience, sont rassemblés dans
les pages suivantes pour les prévisions issues du réseau de 0 h UTC. Des scores similaires
ont été calculés pour des prévisions issues du réseau de 12 h UTC (non montrés), donnant
des résultats cohérents. Les zones bleues y correspondent à une amélioration par rapport à la
conﬁguration de référence, et les zones rouges à une dégradation.
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Figure 6.23. – Variations relatives de RMSE et variations de biais pour les analyses et les
prévisions à 3 h d’échéance comparées aux radiosondages de vent zonal (u), de vent méridien
(v), de température (T ) et d’humidité spéciﬁque (q, en g.kg−1).
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Figure 6.24. – Variations relatives de RMSE et variations de biais pour les analyses et les
prévisions jusqu’à 30 h d’échéance issue de l’analyse de 0 h UTC, comparées aux observations
de surface de pression ramenée au niveau de la mer (SLP), de force du vent, de direction du
vent, de température (T ) et d’humidité spéciﬁque (q, en g.kg−1).
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Figure 6.25. – Variations relatives de RMSE pour les analyses et les prévisions jusqu’à
30 h d’échéance issue de l’analyse de 0 h UTC, comparées aux analyses du CEPMMT de
géopotentiel (Z), de force du vent, de direction du vent, de température (T ) et d’humidité
spéciﬁque (q).
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Figure 6.26. – Variations relatives de Heidke skill score (HSS) et de Brier skill score sur un
voisinage de 50 km (BSS) pour les cumuls de précipitation sur 6 h, pour les analyses et les
prévisions jusqu’à 30 h d’échéance issue de l’analyse de 0 h UTC, comparées aux observations.
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Globalement, on constate que l’apport des variances du jour et de leurs variations spatiales est
neutre à négatif pour les prévisions du modèle AROME. Les scores sont généralement dégra-
dés pour l’analyse et les premières échéances, puis retournent à un état neutre à plus longue
échéance. Les rares améliorations constatées sont passagères, peu signiﬁcatives, et parfois dif-
ﬁciles à recouper entre les diﬀérents scores.
Cependant, plusieurs tendances semblent se dégager, qui ne sont valables que dans le cadre
expérimental présenté :
1. La comparaison des analyses aux données de radiosondages pour le vent (ﬁgure 6.23)
fait ressortir les trois groupes de conﬁgurations déjà présents dans la ﬁgure 6.22 pour le
spin-up. Ceci indique que plus la texture des variances de ζ et η
u
est de petite échelle,
plus l’incrément est de grande amplitude (ﬁgures 6.18 à 6.21), mais qu’il ne se rapproche
pas davantage des observations, bien au contraire. Cet aspect n’est plus visible pour les
prévisions dès 3 h d’échéance, mais il va dans le sens des remarques sur les incréments
de vent et sur l’étude du spin-up.
2. Les conﬁgurations “Climatological var.” et “Averaged var.” donnent des scores proches.
La seconde montre toutefois de légères améliorations pour le vent par rapport aux
observations de surface (ﬁgure 6.24), ainsi que l’après-midi par rapport aux analyses du
CEPMMT (ﬁgure 6.25) pour le réseau de 0 h UTC. Les scores aux précipitations sont
eux aussi améliorés jusqu’à 18 h d’échéance.
3. La conﬁguration “Averaged/ﬁltered var.” a de meilleurs scores que “Filtered var.”. Les
fortes dégradations de cette dernière conﬁguration par rapport aux analyses du CEPMMT
avant 12 h d’échéance en particulier sont fortement estompées. Ceci conﬁrme l’impact
négatif des variances hétérogènes pour le couple (ζ, η
u
), esquissé par les modiﬁcations
importantes des covariances multivariées qui en résultent (première section de ce cha-
pitre), des incréments de vent (ﬁgure 6.21) et par une augmentation du spin-up (ﬁgure
6.22). Cependant, cette conﬁguration a aussi des scores légèrement moins bons que
“Averaged var.”. Cela semble indiquer que les variances hétérogènes de T
u
et q
u
n’ont
pas non plus d’impact positif par rapport à des variances homogènes, même si la dé-
gradation est moins marquée qu’avec les variances hétérogènes de ζ et η
u
.
4. Cet impact négatif des variances hétérogènes pour le couple (ζ, η
u
) est également conﬁrmé
par la nette dégradation de la conﬁguration "Filtered var.-univariate" par rapport à
"Averaged var.-univariate", qui est globalement plus marquée en vent qu’en tempéra-
ture. Cette comparaison conﬁrme également le fait que l’hétérogénéité du couple (ζ, η
u
)
semble poser problème pour le vent horizontal, indépendamment des options de balance
utilisées.
5. La conﬁguration “Filtered var.-CoSu” n’est pas signiﬁcativement meilleure que la conﬁ-
guration “Filtered var.” (meilleure pour les scores de RR6 l’après-midi, mais moins
bonne pour les autres). Comme on a pu le constater sur la ﬁgure 6.3, l’eﬀet du support
compact de l’opérateur H est bien visible, puisqu’il permet de limiter la portée par-
fois trop longue des covariances, mais pas leur amplitude excessive quand les variances
spéciﬁées sont trop hétérogènes.
6. La conﬁguration “Raw var.” donne comme prévu les moins bons scores, et son spin-up
est très fort. Cela conﬁrme le risque d’utiliser des variances brutes pour les variables
non balancées dans la modélisation de la matrice B, le ﬁltrage étant nécessaire pour de
petits ensembles.
7. Les conﬁgurations “Averaged var.-univariate” et “Filtered var.-univariate” donnent des
résultats contrastés, mais on peut noter qu’ils sont du même ordre que ceux des conﬁ-
gurations “Averaged var.” et “Filtered var.”, respectivement. D’une part, cela signiﬁe
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que les interactions entre balances spectrales et variances dans l’espace physique ne
sont pas les seules responsables de la dégradation des scores lorsque les variances de-
viennent hétérogènes. D’autre part, cela semble indiquer que les scores de prévision
sont faiblement sensibles à l’action des opérateurs de balance, comme l’avaient observé
Fisher et al. (2009) pour un modèle global dans des zones densément observées. Enﬁn,
on note une bonne tenue des scores d’humidité jusqu’à 12 h d’échéance par rapport aux
analyses du CEPMMT. À l’échelle convective et pour la période considérée, l’utilisation
de balances statiques pour l’humidité spéciﬁque semble sous-optimale, principalement
car l’intensité des couplages de l’humidité avec les autres paramètres dépend grande-
ment de la présence ou non de nuages et de précipitations. Montmerle et Berre (2010)
ont par exemple montré de fortes variations dans le couplage entre divergence et hu-
midité spéciﬁque selon que la zone est précipitante ou non. De même, on trouve dans
la ﬁgure 6 de Ménétrier et Montmerle (2011) de grandes disparités dans le couplage
entre température et humidité spéciﬁque selon que la zone est couverte de brouillard
ou non. Le signe des couplages entre température et humidité spéciﬁque change selon
que l’humidité relative de l’atmosphère est plutôt élevée ou faible, comme le montrent
Andersson et al. (2005) et Hólm et al. (2002).
6.3. Conclusions
Ce chapitre évalue l’introduction de variances hétérogènes issues d’un ensemble dans le mo-
dèle de covariances d’erreur d’ébauche utilisé dans le 3D-Var AROME. Ces variances sont
ﬁltrées spatialement pour limiter le bruit d’échantillonnage suivant l’algorithme développé et
validé dans les chapitres précédents. Elles sont ensuite insérées dans la matrice B spectrale
d’AROME, les autres opérateurs décrivant les corrélations spatiales et la balance restant in-
changés.
Le diagnostic de la matrice B ainsi modélisée a montré que l’inclusion de variances hété-
rogènes pouvait altérer signiﬁcativement la portée des covariances, et augmenter fortement le
poids donné à sa composante multivariée. Le ﬁltrage objectif des variances permet de réduire
ces artefacts. Toutefois, rien ne permet de s’assurer que ce ﬁltrage, optimal au sens de la sec-
tion 3.2 (minimisation de l’espérance de la norme euclidienne au carré par rapport au signal
“vrai”) soit également optimal au sens où il permettrait une modélisation plus pertinente des
covariances totales de B. Ainsi, même en utilisant les variances ﬁltrées, la matrice B totale
n’est que faiblement dépendante de l’écoulement, et diﬀère nettement des covariances échan-
tillonnées directement à partir du grand ensemble.
Il est sans doute possible d’améliorer la modélisation de la matrice B hétérogène. Les por-
tées excessives peuvent être en partie corrigées par l’application de l’opérateur H à support
compact, au prix de l’ajout de paramètres arbitraires (la longueur du support compact). Une
autre piste pourrait être d’améliorer la formulation de la balance. En eﬀet, une partie du signal
semble provenir de la projection de la variabilité spatiale des variances dans l’espace spectral,
notamment au niveau des balances. Un autre couple de variables dynamiques pourrait être
recherché pour représenter le vent horizontal. Au vu des eﬀets des variances de ζ et η
u
(de
façon quasi-indépendante des options de balance utilisées) sur les incréments de vent, sur le
spin-up et sur les scores, un autre couple de variables dynamiques pourrait être recherché pour
représenter les erreurs sur le vent horizontal. Ainsi, plusieurs centres de prévision numérique
utilisent la fonction de courant et le potentiel de vitesse dans leur variable de contrôle (Met
Oﬃce : Lorenc et al. (2000)). Pour ce qui est des balances, une formulation basée sur des ré-
gressions dans l’espace physique pourrait être considérée (WRF : Barker et al. (2004), NCEP :
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Wu et al. (2002)), avec l’avantage de pouvoir introduire des variations géographiques mais
au détriment cependant de la dépendance des couplages multivariés aux diﬀérentes échelles
spatiales en jeu.
L’inclusion de cette matrice B dans le 3D-Var AROME donne des résultats décevants. Une
première étude (Brousseau et al., 2011) conduite avec un système similaire au nôtre et utilisant
une matrice B homogène avait montré qu’un impact positif important était obtenu en amélio-
rant la qualité générale de l’ensemble utilisé pour calibrer un cette matrice sur une période de
deux semaines (passage du mode “spin-up” au mode “assimilation d’ensemble”). Une seconde
(Brousseau et al., 2012) avait montré que l’utilisation de covariances du jour avait un impact
positif, mais très limité par rapport à des covariances climatologiques calibrées sur la période
de deux semaines. Dans notre cas, où les variances seules sont calibrées à chaque cycle, mais où
les corrélations et les balances restent statiques, il semble que cette légère amélioration n’ait
plus lieu. La calibration des opérateurs successifs de B à partir de données diﬀérentes signiﬁe
que les phénomènes physiques échantillonnés ne sont pas les mêmes, surtout pour un modèle
à aire limitée. Ceci pourrait dégrader la cohérence des covariances totales modélisées.
La matrice B utilisant des variances hétérogènes permet d’inclure de l’information issue de
l’ensemble AEARO dans le 3D-Var. Un certain nombre de développements autour de l’AEARO
sont récents et spéciﬁques à l’échelle convective (ex. : perturbation des observations radar, in-
ﬂation). Leur évaluation doit encore être poursuivie, en complément des questions posées sur
la formulation interne de la matrice B modélisée, qui pour l’instant diﬀère sensiblement d’une
matrice B˜ échantillonnée.
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Conclusions et perspectives
La problématique du bruit d’échantillonnage dans l’estimation des covariances d’erreur d’ébauche
est transverse à toutes les méthodes d’ensemble. À échelle convective, les forts gradients et les
fortes anisotropies rendent le ﬁltrage de ces covariances encore plus délicat. Dans ce contexte,
cette thèse a permis de développer des solutions de ﬁltrage des variances et de localisation des
covariances robustes et peu coûteuses.
Le premier chapitre de cette thèse a permis de présenter les fondements théoriques de l’as-
similation de données. L’importance des covariances d’erreur d’ébauche et la pertinence des
méthodes d’ensemble ont été particulièrement mises en relief.
Dans le second chapitre, basé sur l’article publié Ménétrier et al. (2014a), une assimilation
d’ensemble de grande taille a permis de documenter les covariances d’erreur d’ébauche pour le
3D-Var du modèle à échelle convective AROME. Leur forte dépendance à la situation météoro-
logique, déjà montrée par Montmerle et Berre (2010) et Brousseau et al. (2012), a été conﬁrmée,
ce qui montre l’intérêt de considérer des covariances dépendantes de l’écoulement. La taille
de l’ensemble a aussi permis de constater et de quantiﬁer les eﬀets du sous-échantillonnage
en estimant des covariances à partir de sous-ensembles indépendants de moindre taille. Tous
ces diagnostics ont été comparés pour AROME et pour le modèle global ARPEGE. Comme
attendu, les fortes diﬀérences des modèles et de leurs systèmes d’assimilation respectifs, prin-
cipalement liées à leurs résolutions, sont à l’origine de diﬀérences notables dans les résultats,
même si certaines structures de grande échelle communes ont pu être identiﬁées. Des struc-
tures de variances de plus forte amplitude et de plus ﬁne échelle, notamment pour la vorticité
et la divergence non balancée, ainsi que des corrélations locales bien plus anisotropes ont été
montrées en particulier. Ces corrélations horizontales sont par exemple plus courtes sur les re-
liefs et dans les zones précipitantes que sur la mer, le tenseur LCH montrant des allongements
plus ou moins marqués le long de l’écoulement, ainsi qu’une forte dépendance aux champs
coupleurs sur les bords du domaine.
Les bases théoriques de l’estimation de moments centrés à partir d’un échantillon, ainsi que
celles du ﬁltrage linéaire optimal, ont ensuite été rappelées dans le troisième chapitre. Ceci a
permis la démonstration de l’existence de critères d’optimalité d’un ﬁltre linéaire ou d’un ﬁltre
de Schur appliqués à des covariances échantillonnées. L’idée principale qui sous-tend ces cri-
tères est que l’on ne ﬁltre pas n’importe quelle quantité, mais des covariances échantillonnées,
pour lesquelles le bruit d’échantillonnage a des propriétés statistiques connues. Ces critères
ne sont basés que sur des quantités connues ou estimables de façon robuste, ce qui constitue
leur principal avantage. Un autre intérêt vient de l’absence d’hypothèse d’ergodicité dans la
théorie générale, celle-ci n’étant nécessaire qu’en dernière étape, et donc modulable selon les
besoins de l’application. Le quatrième chapitre a présenté deux applications directes de ces cri-
tères d’optimalité, historiquement distinctes : le ﬁltrage spatial des variances et la localisation
des covariances. Une étape d’illustration a permis de valider conceptuellement ces applica-
tions dans un cadre idéalisé. L’utilisation des critères précédents pour le ﬁltrage des variances
a permis de garantir la positivité des variances ﬁltrées au prix d’une légère sous-optimalité
du ﬁltrage. Les fonctions de localisation diagnostiquées par les nouvelles formules ont bien
répondu aux attentes quant à leur adaptation à la taille de l’ensemble. Les paramètres impor-
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tants du problème et leur impact sur la qualité du ﬁltrage des variances ou de la localisation
des covariances ont ainsi pu être mis en relief. Tous ces résultats ont été récemment soumis
(Ménétrier et al., 2014b).
Le cinquième chapitre rassemble les résultats principaux de l’application des critères d’op-
timalité pour le ﬁltrage des variances et des tenseurs LCH, ainsi que pour la localisation de
covariances dans un contexte de prévision numérique du temps. Un article a également été
soumis à ce sujet (Ménétrier et al., 2014c), en complément du précédent. L’ensemble AROME
développé pour le diagnostic des covariances d’erreur d’ébauche a également permis de tester
ces applications, et de les évaluer objectivement pour le ﬁltrage des variances et des tenseurs.
Il en ressort que le critère général 4.7 permet d’obtenir un ﬁltrage homogène quasi optimal
pour toutes les variables et tous les niveaux, dans le sens où il fournit la meilleure longueur
de ﬁltrage possible une fois la forme du noyau choisi. Sa version simpliﬁée en supposant que
la distribution de l’ensemble est gaussienne fonctionne bien pour les variables vériﬁant cette
hypothèse (température et humidité spéciﬁque non balancées), mais a tendance à largement
sous-ﬁltrer la vorticité et la divergence non balancée, du fait de leur forte non-gaussianité. Ces
ﬁltres itératifs semblent se comporter de manière plus robuste que le ﬁltre adapté de Ray-
naud et al. (2009), en particulier pour la vorticité et la divergence non-balancée, tout en étant
faciles à implémenter et à maintenir. Le ﬁltrage des tenseurs LCH est apparu comme un pro-
longement naturel du ﬁltrage des variances, plusieurs méthodes étant proposées pour ﬁltrer le
terme croisé. Cependant, le ﬁltrage obtenu n’est pas optimal, particulièrement pour les petits
ensembles, en raison d’une violation de l’hypothèse initiale d’indépendance des membres dans
le calcul des covariances. Les tenseurs échantillonnés à partir d’un ensemble réduit sont toute-
fois bien plus proches de la référence après cette étape de ﬁltrage. Le diagnostic de fonctions de
localisation horizontales et verticales a montré une bonne cohérence avec la situation physique,
ainsi qu’avec la taille de l’ensemble. À notre connaissance, il s’agit de la première méthode per-
mettant une estimation objective de la localisation à partir de l’ensemble lui-même, et qui soit
adaptée aux grandes dimensions des modèles de prévision numérique du temps. Cette méthode
pourrait être exploitée dans de nombreux systèmes d’assimilation basés sur des ensembles, de
types EnKF ou EnVar, où ces fonctions de localisation sont encore largement empiriques.
Dans un dernier chapitre, l’impact de l’introduction de variances hétérogènes échantillonnées
par une assimilation d’ensemble (et potentiellement ﬁltrées) dans un modèle de covariance
a été évalué à la fois sur les covariances totales modélisées et sur les scores des prévisions
subséquentes. Une première étape de diagnostic des covariances ainsi modélisées a mis en lu-
mière l’impact considérable des variances hétérogènes spéciﬁées sur la structure et l’amplitude
des covariances modélisées. On a montré que l’utilisation de variances brutes conduisait à des
fonctions de covariance particulièrement bruitées. Le ﬁltrage des variances permet de réduire
ces eﬀets, notamment pour s’approcher des covariances modélisées en utilisant des variances
provenant d’un grand ensemble (et donc peu aﬀectées par le bruit d’échantillonnage). Malgré
tout, cette modélisation des covariances d’erreur d’ébauche ne permet pas de représenter de
manière satisfaisante les covariances échantillonnées par un ensemble de grande taille. En plus
de ces études diagnostiques, l’introduction des variances issues d’un ensemble de 6 membres a
été testée pendant plus de 6 semaines dans le 3D-Var du modèle AROME. Cette expérience
a permis d’une part de montrer la robustesse des ﬁltres itératifs développés précédemment et
leur dépendance à l’écoulement, et d’autre part d’évaluer l’apport de l’utilisation des variances
estimées par l’ensemble pour l’analyse et la prévision. L’absence d’impact positif lors de l’uti-
lisation de variances hétérogènes, les expériences basées sur des variances homogènes pour la
vorticité et la divergence, ainsi que les expériences menées avec ou sans opérateur de balance,
soulèvent de nombreuses questions, aucune des pistes évoquées n’étant a priori responsable
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à elle seule des impacts négatifs. Bien qu’elle permette d’introduire de l’information issue de
l’ensemble, la modélisation utilisée actuellement pour les covariances d’erreur d’ébauche devra
être revisitée aﬁn d’obtenir la dépendance à la situation météorologique souhaitée, et à terme
un impact positif dans le système d’analyse et de prévision.
La non-spéciﬁcité des méthodes développées vis-à-vis d’un modèle ou d’un système d’assi-
milation permet d’imaginer de nombreuses applications dans la communauté ensembliste. Le
coût de calcul raisonnable de ces méthodes les rend accessibles dans des systèmes opérationnels.
Plus spéciﬁquement, le ﬁltrage des variances peut être envisagé dans les algorithmes de type
EnKF ou EnVar : la normalisation des perturbations de l’ensemble par le ratio des écarts-types
ﬁltrés et bruts permet en eﬀet de rendre les variances de l’ensemble ainsi normalisé égales aux
variances ﬁltrées. Comme il s’agit d’une multiplication point à point, les eﬀets de cette norma-
lisation sur les balances de l’ensemble devront être étudiés avec soin. Pour les tenseurs LCH, le
ﬁltrage objectif (quoique non optimal) devrait permettre une meilleure précision des modèles
de corrélation utilisant ces tenseurs. On peut penser d’une part aux modèles océanographiques
pour lesquels la complexité des frontières du domaine encourage une modélisation des corré-
lations par diﬀusion (Mirouze et Weaver, 2010), et d’autre part à des approches utilisant les
tenseurs pour déformer la grille et rendre les covariances quasi homogènes (Michel, 2012a,b).
L’estimation des localisations horizontale et verticale par la nouvelle méthode basée sur l’en-
semble doit encore faire ses preuves dans un schéma d’assimilation réaliste, et être confrontée
aux autres méthodes existantes, mais les premiers tests engagés semblent prometteurs.
L’introduction de variances déduites d’un ensemble dans un modèle de covariances d’erreur
d’ébauche à l’échelle convective se heurte quant à elle à des diﬃcultés importantes, telle qu’elle
est implémentée actuellement. Cette utilisation semble en eﬀet conduire à des eﬀets neutres à
négatifs sur les scores, tandis que les diﬀérences avec les covariances issues d’un grand ensemble
restent signiﬁcatives. Plusieurs pistes pourraient être envisagées aﬁn d’améliorer cette situa-
tion. Cela pourrait comprendre l’utilisation de variables dynamiques de plus grande échelle que
la vorticité et la divergence, dont les eﬀets sur le spin-up, sur les incréments de vent et sur les
scores ont été mis en évidence. Une autre source d’améliorations pourrait être une modiﬁcation
de la calibration des balances, qui pourrait être faite de façon dépendante à la situation via
l’ensemble. La formulation des balances à l’échelle convective pourrait aussi être revisitée, par
exemple en comparant des formulations en spectral, en ondelettes ou dans l’espace physique.
Il serait également bénéﬁque de mieux tenir compte de certaines spéciﬁcités des balances à
l’échelle convective (Pagé et al., 2007; Vetra-Carvalho et al., 2012). L’approche hétérogène par
masques géographiques de Montmerle et Berre (2010) et Ménétrier et Montmerle (2011) per-
mettrait aussi de conserver la cohérence des covariances modélisées. Enﬁn, l’utilisation d’une
fonction coût hybride pourrait permettre de conserver le formalisme variationnel et ses points
forts, tout en incluant de façon plus explicite des covariances d’erreur d’ébauche issues d’un
ensemble. Les solutions de ﬁltrage des covariances apportées par cette thèse pourraient s’avérer
fructueuses au sein de cette approche, qui semble prometteuse.
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A.1. Tenseurs de la hessienne de la corrélation locale (LCH)
A.1.1. Déﬁnitions générales
Tenseur
On se place dans l’espace physique à d dimensions, où le vecteur r de taille d contient les
coordonnées :
r = (x1, ..., xd)
T (A.1)
Soit C
(
r, r′
)
une fonction de corrélation entre les lieux r et r′, que l’on suppose deux fois
dérivable. Le tenseur de la hessienne de la corrélation locale (tenseur LCH) est déﬁni dans
Weaver et Mirouze (2012) par :
H(r) = −∇r∇
T
r′C
(
r, r′
)∣∣
r=r′ (A.2)
Il s’agit d’une matrice de taille d × d, contenant en chaque point r les dérivées secondes de la
fonction b
(
r, r′
)
par rapport à r et r′. La composante d’indices (α, β) de H(r) vaut :
H
αβ
(r) = −∂
2C
(
r, r′
)
∂x
α
∂x′
β
∣∣∣∣
r=r′
(A.3)
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D’après le théorème de Schwarz, les dérivées partielles commutent, donc le tenseur est symé-
trique :
H
βα
(r) = H
αβ
(r) (A.4)
Le point r = r′ est un point critique de la fonction de corrélation, où son gradient s’annule.
Comme il s’agit d’un maximum, la matrice hessienne est déﬁnie négative (théorie de Morse),
et le tenseur LCH est donc déﬁni positif.
Longueur de portée
La longueur de portée est déﬁnie dans Daley (1991) pour une fonction homogène et isotrope
C
(
Δr
)
avec Δr = ‖r − r′‖ par :
LbDaley =
√√√√− d∇2C∣∣Δr=0 (A.5)
Une généralisation pour les fonctions hétérogènes et anisotropes est donnée dans Ménétrier
et al. (2014a), à l’aide du tenseur LCH. Ce tenseur étant déﬁni positif, il peut être diagona-
lisé dans une base de vecteurs propres e
γ
orthonormaux, correspondant aux valeurs propres
λ
γ
, strictement positives. Dans chaque direction e
γ
, on peut déﬁnir une longueur de portée
partielle :
Lb
γ
= λ−1/2
γ
(A.6)
La longueur de portée totale peut être déﬁnie comme la moyenne géométrique des longueurs
de portée partielles :
Lb =
( d∏
γ=1
Lb
γ
)1/d
= det(H)−1/(2d) (A.7)
Ainsi, la longueur de portée totale est telle que la sphère de rayon Lb a le même volume que
l’ellipsoïde déﬁni par les semi-axes Lb
γ
. Dans un cas 2D, il est possible de représenter les ten-
seurs LCH par des ellipses dont les directions principales sont les vecteurs propres e
γ
et les
semi-axes les longueurs de portée partielles Lb
γ
.
Dans le cas d’une fonction homogène et isotrope :
∂2C
∂x
α
∂x′
β
∣∣∣∣
Δr=0
=
{
−D−2 si α = β
0 si α = β (A.8)
où D est une constante positive ayant la dimension physique d’une distance. La longueur de
portée au sens de l’équation A.7 vaut donc :
Lb =
((
D−2
)d)−1/(2d) = D (A.9)
tandis que la longueur de portée selon Daley (1991) vaut :
LbDaley =
√
d
d × D−2 = D (A.10)
Les deux formulations sont donc équivalentes dans le cas homogène et isotrope.
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A.1.2. Estimation dans le cas continu
L’objectif de cette section est d’exprimer les composantes des tenseurs LCH en utilisant uni-
quement l’erreur d’ébauche εb(r) et son écart-type σb(r), et non plus la fonction de corrélation
C
(
r, r′
)
.
Méthode de Belo Pereira et Berre (2006)
Par déﬁnition de la fonction de covariance B
(
r, r′
)
= E
[
εb(r)εb(r′)
]
, on a :
B
(
r, r′
)
= σb(r)σb(r′)C
(
r, r′
)
(A.11)
La dérivée seconde de B
(
r, r′
)
par rapport à x
α
et x′
β
est :
∂2B
(
r, r′
)
∂x
α
∂x′
β
= E
[
∂εb(r)
∂x
α
∂εb(r′)
∂x′
β
]
(A.12)
Celle de σb(r)σb(r′)C
(
r, r′
)
vaut :
∂2
∂x
α
∂x′
β
(
σb(r)σb(r′)C
(
r, r′
))
= ∂σ
b(r)
∂x
α
∂σb(r′)
∂x′
β
C
(
r, r′
)
+ ∂σ
b(r)
∂x
α
σb(r′)
∂C
(
r, r′
)
∂x′
β
+ σb(r)∂σ
b(r′)
∂x′
β
∂C
(
r, r′
)
∂x
α
+ σb(r)σb(r′)
∂2C
(
r, r′
)
∂x
α
∂x′
β
(A.13)
mais en r = r′ :
C(r, r) = 1 (A.14a)
∇C(r, r′)∣∣r=r′ = 0 (A.14b)
d’où :
∂2
∂x
α
∂x′
β
(
σb(r)σb(r′)C
(
r, r′
))∣∣∣∣
r=r′
= ∂σ
b(r)
∂x
α
∂σb(r)
∂x
β
+ σb(r)2
∂2C
(
r, r′
)
∂x
α
∂x′
β
∣∣∣∣
r=r′
(A.15)
En combinant les équations A.11, A.12 et A.15, la composante d’indices (α, β) du tenseur
vaut :
H
αβ
(r) = σb(r)−2
(
E
[
∂εb(r)
∂x
α
∂εb(r)
∂x
β
]
− ∂σ
b(r)
∂x
α
∂σb(r)
∂x
β
)
(A.16)
Méthode de Michel (2012b)
La dérivée spatiale de l’erreur d’ébauche normalisée par son écart-type vaut :
∂
∂x
α
(
εb(r)
σb(r)
)
= 1
σb(r)
∂εb(r)
∂x
α
− ε
b(r)
σb(r)2
∂σb(r)
∂x
α
(A.17)
Comme l’espérance et les dérivations spatiales commutent, l’absence de biais de l’erreur d’ébauche
E
[
εb(r)
]
= 0 implique que :
E
[∇εb(r)] = 0 (A.18)
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La quantité de l’équation A.17 est donc d’espérance nulle :
E
[
∂
∂x
α
(
εb(r)
σb(r)
)]
= 1
σb(r)
E
[
∂εb(r)
∂x
α
]
− E
[
εb(r)
]
σb(r)2)
∂σb(r)
∂x
α
= 0 (A.19)
On a donc :
Cov
(
∂
∂x
α
(
εb(r)
σb(r)
)
,
∂
∂x
β
(
εb(r)
σb(r)
))
= E
[
∂
∂x
α
(
εb(r)
σb(r)
)
∂
∂x
β
(
εb(r)
σb(r)
)]
= E
[(
1
σb(r)
∂εb(r)
∂x
α
− ε
b(r)
σb(r)2
∂σb(r)
∂x
α
)(
1
σb(r)
∂εb(r)
∂x
β
− ε
b(r)
σb(r)2
∂σb(r)
∂x
β
)]
= σb(r)−2
(
E
[
∂εb(r)
∂x
α
∂εb(r)
∂x
β
]
+ σb(r)∂σ
b(r)
∂x
α
∂σb(r)
∂x
β
− ∂σ
b(r)
∂x
α
E
[
εb(r)∂ε
b(r)
∂x
β
]
− ∂σ
b(r)
∂x
β
E
[
εb(r)∂ε
b(r)
∂x
α
])
(A.20)
On utilise le fait que :
E
[
εb(r)∂ε
b(r)
∂x
α
]
= E
[
1
2
∂εb(r)2
∂x
α
]
= 12
∂σb(r)2
∂x
α
= σb(r)∂σ
b(r)
∂x
α
(A.21)
Pour obtenir :
Cov
(
∂
∂x
α
(
εb(r)
σb(r)
)
,
∂
∂x
β
(
εb(r)
σb(r)
))
= σb(r)−2
(
E
[
∂εb(r)
∂x
α
∂εb(r)
∂x
β
]
− ∂σ
b(r)
∂x
α
∂σb(r)
∂x
β
)
(A.22)
Ainsi, la composante d’indices (α, β) du tenseur vaut :
H
αβ
(r) = Cov
(
∂
∂x
α
(
εb(r)
σb(r)
)
,
∂
∂x
β
(
εb(r)
σb(r)
))
(A.23)
soit sous la forme d’une matrice de covariance :
H(r) = Cov
(
∇
(
εb(r)
σb(r)
))
(A.24)
On retrouve ainsi que les tenseurs LCH sont nécessairement déﬁnis positifs.
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A.1.3. Estimation dans le cas discret
Discrétisation spatiale
Dans le cas discret, les fonctions ε(r) et σ(r) sont remplacée par des vecteurs ε et σ. La
dérivation continue est remplacée par un opérateur linéaire de diﬀérentiation D :
∂
∂x
α
→ D
α
(A.25)
En notant H
αβ|i la composante d’indices (α, β) du tenseur H au point d’indice i, les formula-
tions A.16 et A.24 deviennent respectivement :
HBPB
αβ|i =
(
σb
i
)−2(
E
[(
D
α
εb
)
i
(
D
β
εb
)
i
]
− (D
α
σb
)
i
(
D
β
σb
)
i
)
(A.26a)
HM
αβ|i = Cov
((
D
α
(
εb
σb
))
i
,
(
D
β
(
εb
σb
))
i
)
(A.26b)
où le rapport εb/σb s’entend comme une division terme à terme des vecteurs.
Comme l’opérateur de diﬀérentiation n’est plus continu : HBPB = HM.
Estimation à partir de l’ensemble
Les deux formulations précédentes peuvent être utilisées pour estimer les tenseurs LCH à partir
d’un ensemble de N membres
{
x˜b
p
}
1≤p≤N . En notant CovN un estimateur de la covariance par
un ensemble de N membres et σ˜b le vecteur des écarts-types estimés, on obtient :
H˜BPB
αβ|i =
(
σ˜b
i
)−2(Cov
N
((
D
α
x˜b
)
i
,
(
D
β
x˜b
)
i
)
− (D
α
σ˜b
)
i
(
D
β
σ˜b
)
i
)
(A.27a)
H˜M
αβ|i = CovN
((
D
α
( x˜b
σ˜b
))
i
,
(
D
β
( x˜b
σ˜b
)
i
))
(A.27b)
En général, l’estimation σ˜b de σb est biaisée : elle sous-estime σb. Dans le cas où la distribution
de x˜b est gaussienne, ce biais est connu :
E
[
σ˜b
]
=
√
2
N − 1
Γ(N2 )
Γ(N−12 )
σb (A.28)
et il est donc possible de le corriger. Dans le cas général, ce biais est inconnu, mais on peut
appliquer la correction du cas gaussien en première approximation.
Comme on le précise dans le chapitre 2, les formules d’estimation A.27a et A.27b ne sont
pas équivalentes. Dans le premier cas, le caractère déﬁni positif du tenseur estimé n’est pas
garanti, alors qu’il l’est dans le second par construction.
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A.2. Estimation des moments centrés : théorie et pratique
A.2.1. Dérivation des moments dans la théorie de Wishart
Pour le calcul des moments, il est pratique d’utiliser la formule de Leibniz, qui permet d’ex-
primer le déterminant d’une matrice A de taille n × n :
det(A) =
∑
σ∈Pn
sgn(σ)
n∏
i=1
A
iσ(i) (A.29)
où la somme s’eﬀectue sur l’ensemble P
n
des permutations σ du vecteur (1, 2, ..., n), et où le
signe de σ est déﬁni par la parité du nombre de permutations élémentaires pour obtenir σ
(pair : 1, impair : -1).
La méthode de calcul des moments est alors la suivante :
1. développement de det
(
I − ΓB˜) par la formule de Leibniz, en mettant en exergue les
termes en Θ
ij
pertinents (sans oublier que Θ
ji
= Θ
ij
),
2. dérivations successives de ce polynôme, au maximum d’ordre deux en Θ
ij
,
3. reconstitution de la dérivation adéquate de la fonction génératrice des moments,
4. annulation de Θ : l’apparition de produits de δ
iσ(i) permet d’annuler la quasi-totalité
des permutations de P
n
, ne laissant que quelques termes.
A.2.2. Nouvel estimateur des covariances
Dans la suite, les entiers {i, j} indicent les éléments d’un vecteur donné et les entiers {p, q, r}
indicent les membres de l’ensemble.
On remarque qu’il est possible d’exprimer :
x˜b
i,p
− 〈x˜b
i
〉
= x˜b
i,p
− 1
N
N∑
q=1
x˜b
i,q
= 1
N
N∑
q=1
(
x˜b
i,p
− x˜b
i,q
)
(A.30)
La somme S
ij
déﬁnie par :
S
ij
=
N∑
p=1
(
x˜b
i,p
− 〈x˜b
i
〉)(x˜b
j,p
− 〈x˜b
j
〉) (A.31)
peut donc être transformée en :
S
ij
= 1
N2
∑
1≤p,q,r≤N
(
x˜b
i,p
− x˜b
i,q
)(
x˜b
j,p
− x˜b
j,r
)
(A.32)
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En notant que le cas p = q n’apporte aucune contribution dans la somme, on peut exprimer
S
ij
par :
S
ij
= 1
N2
∑
1≤p<q≤N
1≤r≤N
((
x˜b
i,p
− x˜b
i,q
)(
x˜b
j,p
− x˜b
j,r
)
+
(
x˜b
i,q
− x˜b
i,p
)(
x˜b
j,q
− x˜b
j,r
))
(A.33)
Ceci se factorise en :
S
ij
= 1
N2
∑
1≤p<q≤N
1≤r≤N
(
x˜b
i,p
− x˜b
i,q
)(
x˜b
j,p
− x˜b
j,q
)
= 1
N
∑
1≤p<q≤N
(
x˜b
i,p
− x˜b
i,q
)(
x˜b
j,p
− x˜b
j,q
)
(A.34)
On obtient alors le nouvel estimateur de la covariance, parfaitement égal à celui de l’équation
3.5a :
B˜
ij
= 1
N(N − 1)
∑
1≤p<q≤N
(
x˜b
i,p
− x˜b
i,q
)(
x˜b
j,p
− x˜b
j,q
)
(A.35)
A.2.3. Espérance et covariance de B˜
Comme on travaille avec des moments centrés, il est possible de simpliﬁer les calculs en utilisant
les écarts des membres de l’ensemble par rapport à leur espérance :
ε˜b
p
= x˜b
p
− E[x˜b
p
]
(A.36)
L’estimateur 3.22 de la covariance devient alors :
B˜ = 1
N(N − 1)
∑
1≤p<q≤N
(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,q
)
(A.37)
Par déﬁnition, les ε˜b
p
de l’ensemble ont une espérance nulle, des moments centrés égaux à ceux
de εb, et sont indépendants deux à deux, au sens où la perturbation ε˜b
p
est indépendante de
l’indice p. En résumé :
E
[
ε˜b
i,p
]
= 0 (A.38a)
E
[
ε˜b
i,p
ε˜b
j,p
]
= B˜
ij
(A.38b)
E
[
ε˜b
i,p
ε˜b
j,p
ε˜b
k,p
ε˜b
l,p
]
= Ξ˜
ij
(A.38c)
E
[∏
p
∏
ip
ε˜b
ip,p
]
=
∏
p
E
[∏
ip
ε˜b
ip,p
]
(A.38d)
Dans la suite, les entiers {i, j, k, l} indicent les éléments d’un vecteur donné et les entiers
{p, q, r, s} indicent les membres de l’ensemble.
L’espérance d’une covariance B˜
ij
donnée par le nouvel estimateur 3.22 vaut :
E
[
B˜
ij
]
= 1
N(N − 1)
∑
1≤p<q≤N
(
E
[
ε˜b
i,p
ε˜b
j,p
]
+ E
[
ε˜b
i,q
ε˜b
j,q
]− E[ε˜b
i,p
ε˜b
j,q
]− E[ε˜b
i,q
ε˜b
j,p
])
(A.39)
165
Or, d’après les propriétés A.38b et A.38d :
E
[
ε˜b
i,p
ε˜b
j,p
]
= E
[
ε˜b
i,q
ε˜b
j,q
]
= B˜
ij
(A.40a)
E
[
ε˜b
i,p
ε˜b
j,q
]
= E
[
ε˜b
i,q
ε˜b
j,p
]
= 0 (A.40b)
Comme le cardinal de l’ensemble
{
1 ≤ p < q ≤ N} vaut N(N − 1)/2, on obtient :
E
[
B˜
ij
]
= B˜
ij
(A.41)
En utilisant cette propriété, la covariance de deux covariances estimées par 3.22 est donnée
par :
Cov
(
B˜
ij
, B˜
kl
)
= E
[(
B˜
ij
− E[B˜
ij
])(
B˜
kl
− E[B˜
kl
])]
= E
[( 1
N(N − 1)
∑
1≤p<q≤N
(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,q
)− B˜
ij
)
×
( 1
N(N − 1)
∑
1≤r<s≤N
(
ε˜b
k,r
− ε˜b
k,s
)(
ε˜b
l,r
− ε˜b
l,s
)− B˜
kl
)]
= 4
N2(N − 1)2
∑
1≤p<q≤N
1≤r<s≤N
E
[(1
2
(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,q
)− B˜
ij
)
×
(1
2
(
ε˜b
k,r
− ε˜b
k,s
)(
ε˜b
l,r
− ε˜b
l,s
)− B˜
kl
)]
(A.42)
La somme sur les paires d’indices {p, q} et {r, s} peut être séparée en trois parties, en fonction
du cardinal de l’intersection {p, q} ∩ {r, s}, qui ne peut prendre que les valeurs 0, 1 ou 2. Les
termes correspondants sont détaillés dans la suite.
Cependant, il est à noter que les perturbations de l’ensemble sont indépendantes (propriété
A.38d) et que leur espérance est nulle (propriété A.38a). En conséquence, l’espérance du pro-
duit de plusieurs éléments des perturbations s’annule dès que l’une de perturbations n’est
présente qu’une seule fois dans le produit. Les combinaisons qui s’annulent de la sorte ne se-
ront plus explicitement mentionnées dans la suite. D’autre part, les propriétés A.38b et A.38c
permettent d’obtenir les covariances asymptotiques et le moment centré d’ordre quatre asymp-
totique.
1. Premier cas : |{i, j} ∩ {k, l}| = 0
Si l’intersection est vide, l’espérance du produit s’annule, car les perturbations sont
indépendantes :
E
[(1
2
(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,q
)− B˜
ij
)(1
2
(
ε˜b
k,r
− ε˜b
k,s
)(
ε˜b
l,r
− ε˜b
l,s
)− B˜
kl
)]
=
(1
2E
[(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,q
)]− B˜
ij
)(1
2E
[(
ε˜b
k,r
− ε˜b
k,s
)(
ε˜b
l,r
− ε˜b
l,s
)]− B˜
kl
)
=
(
B˜
ij
− B˜
ij
)(
B˜
kl
− B˜
kl
)
= 0 (A.43)
2. Second cas : |{i, j} ∩ {k, l}| = 1
Il y a N(N − 1)(N − 2) termes tels que |{i, j} ∩ {k, l}| = 1. À une permutation des
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indices près, ces termes valent tous :
E
[(1
2(ε˜
b
i,p
− ε˜b
i,q
)(ε˜b
j,p
− ε˜b
j,q
) − B˜
ij
)(1
2(ε˜
b
k,p
− ε˜b
k,s
)(ε˜b
l,p
− ε˜b
l,s
) − B˜
kl
)]
= 14
(
E
[
εb
i
εb
j
εb
k
εb
l
]
+ 3B˜
ij
B˜
kl
)
− B˜
ij
B˜
kl
= 14
(
Ξ˜
ijkl
− B˜
ij
B˜
kl
)
(A.44)
3. Troisième cas : |{i, j} ∩ {k, l}| = 2
Il y a N(N − 1)/2 termes tels que |{i, j} ∩ {k, l}| = 2. À une permutation des indices
près, ces termes valent tous :
E
[(1
2(ε˜
b
i,p
− ε˜b
i,q
)(ε˜b
j,p
− ε˜b
j,q
) − B˜
ij
)(1
2(ε˜
b
k,p
− ε˜b
k,q
)(ε˜b
l,p
− ε˜b
l,q
) − B˜
kl
)]
= 14
(
2E
[
εb
i
εb
j
εb
k
εb
l
]
+ 2B˜
ij
B˜
kl
+ 2B˜
ik
B˜
jl
+ 2B˜
il
B˜
jk
)
− B˜
ij
B˜
kl
= 12
(
Ξ˜
ijkl
+ B˜
ik
B˜
jl
+ B˜
il
B˜
jk
− B˜
ij
B˜
kl
)
(A.45)
En rassemblant tous les termes, on obtient :
Cov
(
B˜
ij
, B˜
kl
)
= 4
N2(N − 1)2
(
N(N − 1)(N − 2)
4
(
Ξ˜
ijkl
− B˜
ij
B˜
kl
)
+ N(N − 1)4
(
Ξ˜
ijkl
+ B˜
ik
B˜
jl
+ B˜
il
B˜
jk
− B˜
ij
B˜
kl
))
= 4
N2(N − 1)2
(
N(N − 1)2
4 Ξ˜

ijkl
− N(N − 1)
2
4 B˜

ij
B˜
kl
+ N(N − 1)4
(
B˜
ik
B˜
jl
+ B˜
il
B˜
jk
))
= 1
N
Ξ˜
ijkl
− 1
N
B˜
ij
B˜
kl
+ 1
N(N − 1)
(
B˜
ik
B˜
jl
+ B˜
il
B˜
jk
)
(A.46)
A.2.4. Espérance de Ξ˜
Dans la suite, les entiers {i, j, k, l} indicent les éléments d’un vecteur donné et les entiers
{p, q, r, s, t} indicent les membres de l’ensemble.
En utilisant le résultat de l’équation A.30, l’estimation du moment centré d’ordre quatre
donnée par 3.5b peut être exprimée par :
Ξ˜
ijkl
= 1
N5
∑
1≤p,q,r,s,t≤N
(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,r
)(
ε˜b
k,p
− ε˜b
k,s
)(
ε˜b
l,p
− ε˜b
l,t
)
(A.47)
L’espérance de cette somme est donnée par :
E
[
Ξ˜
ijkl
]
= 1
N5
∑
1≤p,q,r,s,t≤N
E
[(
ε˜b
i,p
− ε˜b
i,q
)(
ε˜b
j,p
− ε˜b
j,r
)(
ε˜b
k,p
− ε˜b
k,s
)(
ε˜b
l,p
− ε˜b
l,t
)]
(A.48)
Comme les perturbations de l’ensemble sont indépendantes (propriété A.38d) et que leur es-
pérance est nulle (propriété A.38a), une grande partie des termes s’annulent, et il n’en reste
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que deux types :
1. Le terme Ξ˜
ijkl
est présent par la propriété A.38c :
— N(N − 1)4 fois par le produit ε˜b
i,p
ε˜b
j,p
ε˜b
k,p
ε˜b
l,p
,
— N(N − 1) fois par le produit ε˜b
i,q
ε˜b
j,r
ε˜b
k,s
ε˜b
l,t
,
soit N2(N − 1)(N2 − 3N + 3) fois au total.
2. Le terme B˜
ij
B˜
kl
est présent par les propriétés A.38b et A.38d :
— N(N − 1)3 fois par le produit ε˜b
i,p
ε˜b
j,p
ε˜b
k,s
ε˜b
l,t
,
— N(N − 1)3 fois par le produit ε˜b
i,q
ε˜b
j,r
ε˜b
k,p
ε˜b
l,p
,
— N(N − 1)(N − 2) fois par le produit ε˜b
i,q
ε˜b
j,r
ε˜b
k,s
ε˜b
l,t
,
soit N2(N − 1)(2N − 3) fois. Les termes B˜
ik
B˜
jl
et B˜
il
B˜
jk
sont également présents le
même nombre de fois.
Ainsi, l’espérance de Ξ˜
ijkl
vaut :
E
[
Ξ˜
ijkl
]
= (N − 1)(N
2 − 3N + 3)
N3
Ξ˜
ijkl
+ (N − 1)(2N − 3)
N3
(
B˜
ij
B˜
kl
+ B˜
ik
B˜
jl
+ B˜
il
B˜
jk
)
(A.49)
A.2.5. Formule d’estimation itérative des moments centrés
La moyenne de l’ensemble est calculée avec N membres par :
〈
x˜b
i
〉
N
= 1
N
N∑
p=1
x˜b
i,p
(A.50)
où l’indice N appliqué aux chevrons désigne la taille de l’ensemble sur lequel la moyenne est
calculée. Elle peut être transformée en :
〈
x˜b
i
〉
N
= 1
N
(
x˜b
i,N
+
N−1∑
p=1
x˜b
i,p
)
= 1
N
(
x˜b
i,N
+ (N − 1)〈x˜b
i
〉
N−1
)
=
〈
x˜b
i
〉
N
+ 1
N
(
x˜b
i,N
− 〈x˜b
i
〉
N−1
)
(A.51)
Ceci permet de mettre à jour
〈
x˜b
i
〉
N
à partir de
〈
x˜b
i
〉
N
et du nouveau membre x˜b
i,N
.
De même, la somme sk,N déﬁnie par :
sk,N =
N∑
p=1
n∏
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
N
)ki (A.52)
où k est un vecteur d’entiers naturels de taille n, peut être séparée en deux termes :
sk,N =
N−1∑
p=1
n∏
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
N
)ki + n∏
i=1
(
x˜b
i,N
− 〈x˜b
i
〉
N
)ki (A.53)
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En utilisant l’équation 3.28 de récurrence pour la moyenne, puis la formule du binôme de
Newton, le premier terme de A.53 peut être développé en :
N−1∑
p=1
n∏
i=1
(x˜b
i,p
− 〈x˜b
i
〉
N
)ki
=
N−1∑
p=1
n∏
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
N−1 −
1
N
(
x˜b
i,N
− 〈x˜b
i
〉
N−1
))ki
=
N−1∑
p=1
n∏
i=1
ki∑
mi=0
(
k
i
m
i
)(
x˜b
i,p
− 〈x˜b
i
〉
N−1
)mi(− 1
N
(x˜b
i,N
− 〈x˜b
i
〉
N−1)
)ki−mi (A.54)
où m est le vecteur de taille n contenant entiers naturels m1, · · · ,mn. En réorganisant les
sommes pour extraire le facteur dépendant de p, on obtient :
N−1∑
p=1
n∏
i=1
(x˜b
i,p
− 〈x˜b
i
〉
N
)ki
=
N−1∑
p=1
k1∑
m1=0
. . .
kn∑
mn=0
n∏
i=1
((
k
i
m
i
)(−1
N
)ki−mi(
x˜b
i,p
− 〈x˜b
i
〉
N−1
)mi(x˜b
i,N
− 〈x˜b
i
〉
N−1
)ki−mi)
=
k1∑
m1=0
. . .
kn∑
mn=0
(−1
N
)∑n
i=1(ki−mi) n∏
i=1
((
k
i
m
i
)(
x˜b
i,N
− 〈x˜b
i
〉
N−1
)ki−mi)×
N−1∑
p=1
n∏
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
N−1
)mi
=
k1∑
m1=0
. . .
kn∑
mn=0
(−1
N
)∑n
i=1(ki−mi) n∏
i=1
((
k
i
m
i
)(
x˜b
i,N
− 〈x˜b
i
〉
N−1
)ki−mi)sm,N−1 (A.55)
Le second terme de A.53 est simplement modiﬁé en :
n∏
i=1
(x˜b
i,N
− 〈x˜b
i
〉
N
)ki =
n∏
i=1
(
N − 1
N
(x˜b
i,N
− 〈x˜b
i
〉
N−1)
)ki
=
(
N − 1
N
)∑n
i=1 ki n∏
i=1
(
x˜b
i,N
− 〈x˜b
i
〉
N−1
)ki (A.56)
d’où en rassemblant les deux termes :
sk,N =
k1∑
m1=0
. . .
kn∑
mn=0
(−1
N
)∑n
i=1(ki−mi) n∏
i=1
((
k
i
m
i
)(
x˜b
i,N
− 〈x˜b
i
〉
N−1
)ki−mi)sm,N−1
+
(
N − 1
N
)∑n
i=1 ki n∏
i=1
(
x˜b
i,N
− 〈x˜b
i
〉
N−1
)ki (A.57)
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A.2.6. Calcul itératif du moment centré d’ordre quatre multivarié
Pour rendre les notations plus compactes, on déﬁnit un opérateur pouvant prendre autant
d’entiers que nécessaire comme arguments, tel que :
/ijkl . . . / =
{
1 si tous les indices i, j, k, l, . . . sont diﬀérents
0 sinon (A.58)
Pour estimer un moment centré d’ordre quatre multivarié, au maximum quatre éléments du
vecteur aléatoire sont concernés. Pour alléger les notations, on peut donc supposer que la taille
du vecteur aléatoire vaut n = 4. L’algorithme à suivre pour calculer itérativement B˜ et Ξ˜ est
le suivant :
1. Chargement du premier membre x˜b1.
2. Initialisation des variables : μ = x˜b1, toutes les sommes sk,1 sont mises à zéro.
3. Pour p de 2 à N :
— Chargement du membre x˜b
p
.
— Mise à jour de la somme d’ordre quatre, s(1,1,1,1),p :
s(1,1,1,1),p = s(1,1,1,1),p−1 −
1
p
4∑
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
p−1
)
s(/1i/,/2i/,/3i/,/4i/),p−1
+ 1
p2
∑
1≤i,j≤4
(
x˜b
i,p
− 〈x˜b
i
〉
p−1
)(
x˜b
j,p
− 〈x˜b
j
〉
p−1
)
s(/1ij/,/2ij/,/3ij/,/4ij/),p−1
+ (p − 1)(p
2 − 3p + 3)
p3
4∏
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
p−1
)
(A.59)
— Mise à jour des sommes d’ordre trois, de la forme sk,p où k est une permutation du
vecteur (1, 1, 1, 0). Par exemple pour s(1,1,1,0),p :
s(1,1,1,0),p = s(1,1,1,0),p−1 −
1
p
3∑
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
p−1
)
s(/1i/,/2i/,/3i/,0),p−1
+ (p − 1)(p − 2)
p2
3∏
i=1
(
x˜b
i,p
− 〈x˜b
i
〉
p−1
)
(A.60)
— Mise jour des sommes d’ordre deux, de la forme sk,p où k est une permutation du
vecteur (1, 1, 0, 0). Par exemple pour s(1,1,0,0),p :
s(1,1,0,0),p = s(1,1,0,0),p−1 +
p − 1
p
(
x˜b1,p − 〈x˜
b
1〉p−1
)(
x˜b2,p − 〈x˜
b
2〉p−1
)
(A.61)
— Mise à jour des moyennes :
μ = μ + 1
p
(
x˜b
p
− μ) (A.62)
4. Normalisation des sommes pour obtenir les moments centrés :
— Covariances :
B˜12 =
1
N − 1s(1,1,0,0),N (A.63)
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— Moment centré d’ordre quatre :
Ξ˜1234 =
1
N
s(1,1,1,1),N (A.64)
A.3. Théorie du ﬁltrage linéaire optimal
A.3.1. Changement de base du ﬁltre optimal
La matrice inversible P permet de passer de la base Bx à la base Bs :
s = Px (A.65a)
x = P−1s (A.65b)
Supposons que les ﬁltres (Fx, fx) et (Fs, fs) soient optimaux dans les bases Bx et Bs respecti-
vement, on obtient des équations 3.37a et 3.37b :
Fx = Cov
(
x˜, x˜
)
Cov
(
x˜
)−1 (A.66a)
fx = E
[
x˜
]− FxE[x˜] (A.66b)
et :
Fs = Cov
(
s˜, s˜
)
Cov
(
s˜
)−1 (A.67a)
fs = E
[
s˜
]− FsE[s˜] (A.67b)
Les covariances dans les deux bases étant liées par la relation :
Cov
(
s1, s2
)
= PCov
(
x1,x2
)
PT (A.68)
Les deux ﬁltres sont alors liés par la relation :
Fs = PFxP
−1 (A.69a)
fs = Pfx (A.69b)
A.3.2. Diagonalisation du gain du ﬁltre optimal
Comme Cov
(
x˜
)
et Cov
(
x˜e
)
sont des matrices de covariances, elles sont symétriques déﬁnies
positives et sont donc diagonalisables dans une base orthornormale :
Cov
(
x˜
)
= PTx˜Dx˜Px˜ (A.70a)
Px˜P
T
x˜ = I (A.70b)
et :
Cov
(
x˜e
)
= PTx˜eDx˜ePx˜e (A.71a)
Px˜eP
T
x˜e = I (A.71b)
où Dx˜ et Dx˜e sont des matrices diagonales dont les coeﬃcients diagonaux sont strictement
positifs. On peut donc déﬁnir D−1/2x˜ , la matrice diagonale dont les coeﬃcients diagonaux sont
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les inverses des racines carrées de ceux de Dx˜ , ce qui donne
D−1/2x˜ Px˜ Cov
(
x˜
)
PTx˜D
−1/2
x˜ = I (A.72)
On déﬁnit alors :
C = D−1/2x˜ Px˜ Cov
(
x˜e
)
PTx˜D
−1/2
x˜ (A.73)
Sachant que si deux matrices A et B sont symétrique déﬁnies positives, le produit ABA l’est
aussi, on en déduit que le produit
PTx˜CPx˜ = P
T
x˜D
−1/2
x˜ Px˜ Cov
(
x˜e
)
PTx˜D
−1/2
x˜ Px˜ (A.74)
est symétrique déﬁni positif, car Cov
(
x˜e
)
et PTx˜D
−1/2
x˜ Px˜ le sont aussi.
Le changement de base Px˜ étant orthonormal, la matrice C est elle aussi symétrique dé-
ﬁnie positive, donc diagonalisable dans une base orthonormale :
C = PTCDCPC (A.75a)
PCP
T
C = I (A.75b)
où DC est une matrice diagonale à coeﬃcients diagonaux strictement positifs.
Finalement, on pose P = PCD
−1/2
x˜ Px˜ pour obtenir :
P−1P−T = PTx˜D
1/2
x˜ P
T
CPCD
1/2
x˜ Px˜
= PTx˜Dx˜Px˜
= Cov
(
x˜
)
(A.76)
et :
P−1DCP
−T = PTx˜D
1/2
x˜ P
T
CDCPCD
1/2
x˜ Px˜
= PTx˜D
1/2
x˜ CD
1/2
x˜ Px˜
= Cov
(
x˜e
)
(A.77)
Le gain du ﬁltre F s’écrit alors :
F = Cov
(
x˜
)(
Cov
(
x˜
)
+ Cov
(
x˜e
))−1
= P−1P−T
(
P−1(I + DC)P
−T)−1
= P−1(I + DC)
−1P (A.78)
Ainsi, le gain du ﬁltre est toujours diagonalisable avec les hypothèses faites sur l’erreur d’es-
timation. De plus, ses valeurs propres sont de la forme 1/(1 + λ
i
), où λ
i
est un coeﬃcient
diagonal de DC, c’est-à-dire une valeur propre de C, strictement positive. Les valeurs propres
du gain du ﬁltre optimal sont donc toujours strictement comprises entre 0 et 1.
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A.4. Filtrage linéaire optimal des covariances
A.4.1. Moments centrés aléatoires
Soit x un vecteur aléatoire, dont les moments sont connus jusqu’à l’ordre deux. Son espérance
et sa covariance sont respectivement données par :
E
[
x
]
= a (A.79a)
Cov
(
x
)
= A (A.79b)
Soit A1/2 une racine carrée de A, qui permet d’exprimer x et toute généralité sous la forme :
x = a + A1/2ζ (A.80)
où ζ est un vecteur aléatoire sans biais dont la matrice de covariance est l’identité :
E
[
ζ
]
= 0 (A.81a)
E
[
ζζT
]
= I (A.81b)
Les moments d’ordre supérieur de ζ sont déterminés par ceux de x et par A.
Supposons maintenant que a et A soient aussi des variables aléatoires non nécessairement
indépendantes, mais indépendantes de ζ :
a ⊥ ζ (A.82a)
A ⊥ ζ (A.82b)
Ces hypothèses permettent de vériﬁer que :
E
[
x
]
= E
[
a
]
+ E
[
A1/2ζ
]
= E
[
a
]
(A.83)
et que :
Cov
(
x
)
= E
[
(x − E[x])(x − E[x])T]
= E
[
(a + A1/2ζ − E[a])(a + A1/2ζ − E[a])T]
= E
[
(a − E[a])(a − E[a])T]+ E[(A1/2ζ)(A1/2ζ)T]
+ E
[
(a − E[a])(A1/2ζ)T]+ E[(A1/2ζ)(a − E[a])T]
= Cov(a) + E
[
A
]
(A.84)
En résumé, lorsque l’espérance et la covariance d’un vecteur aléatoire deviennent elles aussi
des variables aléatoires sous les hypothèses précédentes :
— la nouvelle espérance E
[
x
]
est donnée par l’espérance de l’espérance initiale a (équation
A.83),
— la nouvelle covariance Cov
(
x
)
est donnée par la covariance de l’espérance initiale a
ajoutée à l’espérance de la covariance initiale A (équation A.84).
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A.4.2. Critères de ﬁltrage linéaire optimal des covariances
Les conditions d’optimalité du ﬁltrage linéaire 3.36a et 3.36b transposées aux covariances sont
données par :
E
[
B̂e
ij
]
= 0 (A.85)
E
[
B̂e
ij
B˜
kl
]
= 0 (A.86)
Dans cette section, on suppose que les hypothèses 3.40, 3.41 et 3.66 sont vériﬁées.
Propriété directe
L’erreur d’estimation de la covariance brute B˜e peut être exprimée comme :
B˜e
ij
= B˜
ij
− B˜
ij
= B˜
ij
− B̂
ij
+ B̂e
ij
(A.87)
A l’optimalité du ﬁltre, les propriétés d’orthogonalité de l’erreur de ﬁltrage et de l’estimation
brute (équation 3.48) font disparaître plusieurs termes de la covariance de B˜e, pour donner :
E
[
B˜e
ij
B˜e
kl
]
= E
[
B˜
ij
B˜
kl
]
+ E
[
B̂
ij
B̂
kl
]
+ E
[
B̂e
ij
B̂e
kl
]− 2E[B˜
ij
B̂
kl
]
(A.88)
En combinant cette équation avec les équations 3.50 et 3.51, on obtient :
E
[
B˜e
ij
B˜e
kl
]
= E
[
B˜
ij
B˜
kl
]− E[B˜
ij
B̂
kl
]
(A.89)
Pour obtenir le résultat qui nous intéresse, on part de l’équation 3.69 dans laquelle on remplace :
— le membre de gauche Cov
(
B˜e
ij
, B˜e
kl
)
grâce à l’équation A.89.
— l’espérance du moment centré d’ordre quatre asymptotique grâce à l’équation 3.72,
— tous les produits d’éléments de la covariance asymptotique par l’équation 3.51,
On obtient ainsi :
E
[
B˜
ij
B˜
kl
]− E[B˜
ij
B̂
kl
]
= 1
N
(
N3
(N − 1)(N2 − 3N + 3)E
[
Ξ˜
ijkl
]
− (2N − 3)
N2 − 3N + 3
(
E
[
B˜
ij
B̂
kl
]
+ E
[
B˜
ik
B̂
jl
]
+ E
[
B˜
il
B̂
jk
]))
− 1
N
E
[
B˜
ij
B̂
kl
]
+ 1
N(N − 1)
(
E
[
B˜
ik
B̂
jl
]
+ E
[
B˜
il
B̂
jk
])
(A.90)
ce qui est équivalent à :
E
[
B˜
ij
B˜
kl
]− (N − 2)2
N2 − 3N + 3E
[
B˜
ij
B̂
kl
]− N2
(N − 1)(N2 − 3N + 3)E
[
Ξ˜
ijkl
]
+ N − 2
(N − 1)(N2 − 3N + 3)
(
E
[
B˜
ik
B̂
jl
]
+ E
[
B˜
il
B̂
jk
])
= 0 (A.91)
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Propriété inverse
Pour démontrer la propriété inverse, on suppose que l’équation A.91 est vériﬁée, et on montre
qu’alors le ﬁltre linéaire est nécessairement optimal. Les hypothèses 3.40 et 3.41 impliquent
que :
E
[
B˜
ij
B˜
kl
]
= E
[
B˜
ij
B˜
kl
]
+ E
[
B˜e
ij
B˜e
kl
]
(A.92)
et aussi que :
E
[
B˜
ij
B̂
kl
]
= E
[
B˜
ij
B˜
kl
]
+ E
[
B˜
ij
B̂e
kl
]
= E
[
B˜
ij
B˜
kl
]
+ E
[
B˜
ij
B̂e
kl
]
(A.93)
En combinant cette équation et les équations 3.68 et 3.72 avec l’équation A.91, on obtient :
0 = (N − 2)E[B˜
ij
B̂e
kl
]− 1
N − 1
(
E
[
B˜
ik
B̂e
jl
]
+ E
[
B˜
il
B̂e
jk
])
(A.94)
L’équation A.94 peut être écrite pour les 4! = 24 permutations d’indices (i, j, k, l), ce qui
construit un système linéaire de 24 équations à 24 inconnues : les couples E
[
B˜
ij
B̂e
kl
]
et leurs
permutations d’indices. Le déterminant de ce système peut être calculé explicitement à l’aide
d’un logiciel de calcul formel : il s’agit d’une fraction de deux polynômes en N de degrés 36
et 12. Ce déterminant ne s’annule que pour N ∈ {0, 2, 3}. Si l’ensemble compte plus de trois
membres, alors le système linéaire est inversible, d’où :
E
[
B˜
ij
B̂e
kl
]
= 0 (A.95)
et de même pour toutes les permutations d’indices.
Cas du ﬁltrage de Schur
Le ﬁltre de Schur optimal est obtenu lorsque l’erreur de ﬁltrage est orthogonale à l’estimation
brute (équation 3.60) soit pour les covariances :
E
[
B̂e
ij
B˜
ij
]
= 0 (A.96)
Mais contrairement au ﬁltre linéaire, l’erreur de ﬁltrage est biaisée.
Il existe une analogie évidente entre les propriétés du ﬁltre linéaire optimal et celles du ﬁltre
de Schur optimal :
— orthogonalité de l’erreur de ﬁltrage et de l’estimation brute : équations 3.48 et 3.64a
— espérance de l’erreur de ﬁltrage au carré : équations 3.50 et 3.64b
— transformation du produit d’éléments de la vérité : équations 3.51 et 3.64c
La seule diﬀérence est que ces propriétés du ﬁltrage de Schur ne concernent que les produits
élément par élément, et pas les produits croisés comme pour le ﬁltrage linéaire.
Il est donc possible d’appliquer la même démonstration que dans le paragraphe précédent,
en remplaçant les termes de l’équation 3.69 pour laquelle on pose k = i et l = j. Seul le
produit E
[
B˜
ii
B˜
jj
]
ne peut pas être transformé par l’équation 3.64c, car l’orthogonalité de
l’équation 3.60 ne s’applique pas aux produits croisés.
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Ainsi, le critère d’optimalité du ﬁltrage de Schur est donné par :
CS
ij
= 0 (A.97)
avec :
CS
ij
= E
[
B˜2
ij
]− N3 − 5N2 + 7N − 2
(N − 1)(N2 − 3N + 3)E
[
B˜
ij
B̂
ij
]− N2
(N − 1)(N2 − 3N + 3)E
[
Ξ˜
ijij
]
+ N − 2
(N − 1)(N2 − 3N + 3)E
[
B˜
ii
B˜
jj
]
(A.98)
A.4.3. Unicité des critères de ﬁltrage des variances
Propriétés dans l’espace spectral
Les variances brutes et ﬁltrées v˜ et v̂ peuvent être transformées dans l’espace spectral pour
donner s˜ et ŝ. La formule de Plancherel donne la moyenne spatiale d’un produit de Schur de
deux vecteurs dans l’espace physique comme une moyenne spectrale d’un produit de Schur de
leurs équivalents dans l’espace spectral :
μS
(
v˜ ◦ v̂) = K∑
k=0
s˜
k
ŝ
k
(A.99)
où K est l’indice du nombre d’onde maximum, et la barre supérieure indique le complexe conju-
gué. Les résultats de Berre (2000) montre qu’un ﬁltrage homogène et isotrope dans l’espace
physique est équivalent à un ﬁltre diagonal dans l’espace spectral :
ŝ
k
= ρ
k
s˜
k
(A.100)
où les ρ
k
sont les coeﬃcients réels du ﬁltre spectral, bornés entre 0 et 1, avec ρ0 = 1 pour
conserver la moyenne spatiale. Pour les formes usuelles des fonctions de ﬁltrage, on peut vériﬁer
que pour k > 0 :
dρ
k
dLf < 0 (A.101)
car pour une intensité de ﬁltrage croissante (si Lf augmente), les coeﬃcients ρ
k
convergent
vers 0.
Démonstration de l’unicité
Dans le cas général, la transformée spectrale de ξ˜ est notée ζ˜. L’équation 4.8 peut ainsi être
exprimée dans l’espace spectral par :
C =
K∑
k=0
(
1 − N(N − 3)(N − 2)
(N − 1)(N2 − 3N + 3)ρk
)
|s˜
k
|2 − N
2
(N − 1)(N2 − 3N + 3) ζ˜0 (A.102)
Sa dérivée par rapport à un coeﬃcient ρ
k
est donnée pour k > 0 par :
∂C
∂ρ
k
= − N(N − 3)(N − 2)
(N − 1)(N2 − 3N + 3) |s˜k|
2 < 0 (A.103)
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de telle sorte que :
dC
dLf =
K∑
k=1
∂C
∂ρ
k
dρ
k
dLf > 0 (A.104)
ce qui prouve que C(Lf ) est une fonction strictement croissante.
De plus, s’il n’y a pas de ﬁltrage (Lf = 0), v̂ = v˜ de telle sorte que :
C(Lf = 0) = N
2 − 3
(N − 1)(N2 − 3N + 3)μ
S(v˜2)− N2
(N − 1)(N2 − 3N + 3)μ
S
(
ξ˜
)
(A.105)
D’après les équations 3.5a et 3.5b utilisées pour calculer v˜ et ξ˜ respectivement, on obtient :
(N − 1)v˜
i
=
N∑
p=1
(
x˜b
i,p
− 〈x˜b
i
〉)2 (A.106)
Nξ˜
i
=
N∑
p=1
(
x˜b
i,p
− 〈x˜b
i
〉)4 (A.107)
et d’après la propriété de convexité :
N∑
p=1
(
x˜b
i,p
− 〈x˜b
i
〉)4 ≥ ( N∑
p=1
(
x˜b
i,p
− 〈x˜b
i
〉)2)2 (A.108)
d’où :
ξ˜
i
≥ (N − 1)
2
N
v˜2
i
(A.109)
et donc ﬁnalement :
μS
(
ξ˜
) ≥ (N − 1)2
N
μS
(
v˜2
)
(A.110)
et :
C(Lf = 0) ≤ − N
3 − 3N2 + N + 3
(N − 1)(N2 − 3N + 3)μ
S(v˜2) < 0 (A.111)
En conclusion, la condition d’optimalité C(Lf ) = 0 n’est obtenue que pour une unique valeur
de longueur de ﬁltrage Lf .
A.5. Longueur de portée d’une fonction hypergaussienne
D’après Purser et al. (2003b), la famille des fonctions hypergaussiennes peut être déﬁnie en
1D par :
H

,γ
(x) =
∫ ∞
−∞
1√
2πγ exp
(
− 12
(
s − log())2
γ
)
1√
2π exp(s)
exp
(
− 12
(
x
exp(s)
)2)
ds (A.112)
où  est un paramètre d’échelle, γ un paramètre de forme et s est une variable d’intégration.
H

,γ
(0) est donc donné par :
H

,γ
(0) = 1√
(2π)2γ
∫ ∞
−∞
exp
(
− 12
(
s − log())2
γ
− s
)
ds (A.113)
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et la dérivée d’ordre deux à l’origine par est donnée par :
d2H

,γ
dx2
∣∣∣∣
x=0
= − 1√
(2π)2γ
∫ ∞
−∞
exp
(
− 12
(
s − log())2
γ
− 3s
)
ds (A.114)
Sachant que pour tout réel positif a :
∫ ∞
−∞
exp
(
− (as2 + bs + c))ds = √π
a
exp
(
b2
4a − c
)
(A.115)
le rapport des équations A.113 et A.114 peut être simpliﬁé en :
H

,γ
(0)
d2H,γ
dx2
∣∣∣
x=0
= − exp
(
γ
2
((
1 − log()
γ
)2 − (3 − log()
γ
))2)
= − exp (2 log() − 4γ) (A.116)
de sorte que la longueur de portée déﬁnie dans Daley (1991) est donnée par :
L =
√√√√√− H
,γ(0)d2H,γ
dx2
∣∣∣
x=0
= exp(2γ) (A.117)
A.6. Propriétés de l’inﬂation estimée
On étudie les propriétés de l’inﬂation estimée par l’équation 6.10 :
λ =
Tr
(
E
[
εεT
])
Tr
(
B˜
) (A.118)
En notant xb l’ébauche du cycle d’assimilation non perturbé, la diﬀérence ε peut être décom-
posée en :
ε = b˜ − δxa (A.119)
où b˜ est la diﬀérence entre la moyenne de l’ensemble et l’ébauche non perturbée :
b˜ =
〈
x˜b
〉− xb (A.120)
et δxa est l’incrément d’analyse du cycle d’assimilation non perturbé :
δxa = xa − xb (A.121)
Si l’ensemble est sans biais (E
[
b˜
]
= 0), alors Muirhead (2005) montre que :
E
[
b˜b˜T
]  B˜/N (A.122)
L’incrément d’analyse est donné par :
δxa = BHT
(
HBHT + R
)−1d (A.123)
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où d est l’innovation. Ainsi :
E
[
δxaδxaT
]
= BHT
(
HBHT + R
)−1
E
[
ddT
](
HBHT + R
)−THB (A.124)
avec :
E
[
ddT
]
= HBHT + R (A.125)
En supposant que B  B et que R  R, alors :
E
[
δxaδxaT
]  BHT(HBHT + R)−1HB (A.126)
En supposant que b˜ et δxa sont décorrélés, on obtient :
E
[
εεT
]  1
N
B˜ + BHT
(
HBHT + R
)−1HB (A.127)
Dans un cas idéalisé où le vecteur d’état ne compte qu’un seul élément qui est observé direc-
tement, l’inﬂation estimée vaut :
λ = 1
N
v˜
v˜
+ v
2
v˜
(
v + (σo)2)
(A.128)
où la lettre v renvoie aux variances d’erreur d’ébauche et σo est l’écart-type d’erreur d’obser-
vation. Dans la limite asymptotique où N → ∞ et dans l’hypothèse où (σo)2  v, alors :
λ → v
v˜
(A.129)
ce qui est la valeur théorique de λ pour un ensemble de taille inﬁnie.
Cependant, si l’ensemble est de taille ﬁnie et si (σo)2 n’est pas négligeable devant v, alors
la valeur de l’inﬂation estimée par l’équation A.128 peut être considérée sous la forme :
λ = a + bλ (A.130)
où λ = v/v˜ est l’inﬂation théorique, et où :
— le terme additif a = v˜/(Nv˜), d’espérance 1/N , tend à surestimer l’inﬂation,
— le facteur b = v/(v + (σo)2), toujours inférieur à 1, tend à sous-estimer l’inﬂation.
Ces deux eﬀets peuvent donc se compenser dans une certaine mesure, mais rien ne le garantit.
En particulier, on ne peut garantir que l’inﬂation ainsi calculée soit supérieure à 1, ce qui est
requis si l’on entend pallier l’absence d’erreur modèle additive.
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