In "The Gel'fand-Kalinin-Fuks class and characteristic classes of transversely symplectic foliations", arXiv:0910.3414, (October 2009) by D. Kotschick and S. Morita, the relative Gel'fandKalinin-Fuks cohomology groups of the formal Hamiltonian vector fields without constant vector fields on 2n-plane were characterized by two parameters, one is degree and the other is weight. And they obtained those cohomology groups of the 2-plane while their weight ≤ 10.
Introduction
Since 2000, many works have been achieved on Gel'fand-Kalinin-Fuks cohomology. S. Metoki in his doctoral thesis [5] found a new exotic class, which is now called the Metoki class. M. Takamura [7] showed that the relative cohomology of Lie algebra of formal contact vector fields with respect to formal Poisson vector fields is trivial. In the paper of D. Kotschick and S. Morita [4] , the relative Gel'fand-Fuks cohomology groups were characterized by two parameters; the degree and the weight, and they obtained those cohomology groups of the 2-plane with weight ≤ 10. We are ambitious to compute more higher weight cases. In this paper, we recall fundamental facts on Hamiltonian formalism; particularly we review group actions very carefully. And then we concentrate on the weight. We show that the weight corresponds to Young diagrams, and we construct the generating function for the weight. We make use of representation theory of Sp(2n), especially the fact that the irreducible representations are parameterized by the Young diagrams of height at most n. In the final section we exhibit our main result, which we obtain by means of computer calculation. 
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where S ℓ means the set of ℓ-th homogeneous polynomials, to [3] or [4] . (2) An announcement of Betti numbers for the weight 20.
Preliminaries 2.1 Lie algebra Cohomology and Gel'fand-Kalinin-Fuks cohomology
Take a Lie algebra g over R. Let (ρ, W ) be a representation of g. Namely, ρ is a Lie algebra homomorphism of g into the Lie algebra End(W ). For each k ∈ Z ≥0 , C k (g) := {σ : g × · · · × g k−times
→ W | alternative and R-multilinear}.
For each k-th cochain σ ∈ C k (g), we define it is known that d satisfies d 2 = 0 and defines the cohomology groups of a Lie algebra g with respect to (ρ, W ). In this paper, hereafter we only deal with the trivial representation of Lie algebra, i.e., W = R and ρ = 0. Let k be a subalgebra of g. Define
and we get the relative cohomology groups H m (g, k). Let K be a Lie group of k. Then we also consider C m (g, K) := {σ ∈ C m (g) | i X σ = 0 (∀X ∈ k), Ad * k σ = σ (∀k ∈ K)} and we get the relative cohomology groups H m (g, K). If K is connected, those are identical. If K is a closed subgroup of G, then C
• (g, K) = Λ • (G/K) G (the exterior algebra of G-invariant differential forms on G/K). Take a differentiable manifold M and consider the space X(M ) of vector fields of M . Then X(M ) forms a Lie algebra by Jacobi-Lie bracket. Thus, we can consider the Lie algebra cohomology of X(M ). But, the cochain complex is huge, so we add some restriction, "continuity" by C ∞ -topology. Let g be a subalgebra of X(M ). For each k ∈ Z ≥0 , C k (g) := {σ : g × · · · × g k−times
→ R | continuous, alternative and R-multilinear}.
For each k-th cochain σ ∈ C k (g), we define 
.).
It is known that d satisfies d 2 = 0 and defines the cohomology group, called Gel'fand-Kalinin-Fuks cohomology of X(M ). There are also relative versions.
Recall of Hamilton formalism
Let (M, ω) be a symplectic manifold, namely, ω is a non-degenerate closed 2-form on M , and so dimM is even. We denote the group of symplectic automorphisms of (M, ω) by Aut(M, ω). By aut(M, ω), we denote the space of vector fields on M satisfying L X ω = 0 (infinitesimal automorphism of ω).
For ∀f on M , we have the Hamiltonian vector field on (M, ω) defined by ω(H f , ·) = df , and the Poisson bracket given by {f, g} := ω(H f , H g ). Since H {f,g} = −[H f , H g ] holds, the Hamiltonian vector fields of (M, ω) form a Lie subalgebra of aut(M, ω). The correspondence f → −H f is a Lie algebra homomorphism and the kernel is R when M is connected. It holds ϕH f = H f •ϕ −1 for each ϕ ∈ Aut(M, ω), and {f, g} • ϕ = {f • ϕ, g • ϕ} for f, g ∈ C ∞ (M ). Let K be a Lie subalgebra of Aut(M, ω) with its Lie algebra k. For each ξ ∈ k, the fundamental vector field on M , say ξ M , is defined by
whereĴ(ξ) is defined as Ĵ (ξ), m := ξ, J(m) for ξ ∈ k, m ∈ M . The above definition means J provides with a Hamiltonian potential for each fundamental vector field of K andĴ(ξ) is defined as
,Ĵ (η)} hold for ξ, η ∈ k, and vice versa if K is connected. In local, by Darboux's theorem we always have a local coordinates q 1 , . . . , q n , p 1 , . . . , p n such that
, the others are 0 and so the Hamiltonian vector field is given by
and the Poisson bracket is given by
If M = (R 2n , linear symplectic structure), the space of the Hamiltonian vector fields of (M, ω) coincides with aut(M, ω), because of the space is connected and 1-connected. Let K be the linear symplectic group of (R 2n , ω) with its Lie algebra k, i.e., K = Sp(2n, R) and k = sp(2n, R). The equivariant (co-)momentum mapping is given bŷ
here q is the natural coordinate of R n ,Ĵ is a Lie algebra homomorphism from the Lie algebra sp(2n, R) into C ∞ (M ), with the Poisson bracket. The Hamilton potential of Hamiltonian vector
3 Cochain complexes, weight and relative cochains
Cochain complexes
When M = R 2n , the Hamiltonian potential for each Hamiltonian vector field is unique up to constant, we consider the Lie subalgebra ham 2n of Hamiltonian vector fields is isomorphic with the formal polynomial space. Then the space is Lie algebra isomorphic with the space of R[[q 1 , . . . , q n , p 1 , . . . , p n ]]/R quotiented by R, where the Lie bracket is given by the Poisson bracket. We see that
where S ℓ is the ℓ-th symmetric power of q 1 , . . . , q n , p 1 , . . . , p n . It holds {S k , S ℓ } ⊂ S k+ℓ−2 , because the Poisson bracket satisfy {q i , p j } = −{p j , q i } = δ i j others are 0, andĴ : sp(2n, R) −→ S 2 is a Lie algebra isomorphism.
If we denote the dual of S ℓ by S ℓ , then we see the first cochain complex is
and the second cochain complex is
and so on, now on we omit the comment of "the completion" for simplicity.
Weight of cochains
Definition 3.1 (cf. [4] ) Define the weight of each element of S ℓ by ℓ − 2.
For each element of
Similarly, we see that
. These show the reason of the definition of weight above. And we also see that the coboundary operator d preserve the weight, namely if a cochain σ is of weight w, then d (σ) is also of weight w.
Now we can decompose the cochain complex by the weight w as follows:
Since the coboundary operator d preserves the weights and so we have the natural splitting of cohomology groups like
We have to be careful of no contribution of (k 2 )-term to w.
Let ham 0 2n be the space of the Hamiltonian vector fields which vanish at the origin of R 2n . Then we have
We look for the relative H
− Id is an element of Sp(2n, R) and each cochain σ should be invariant under the action of −Id.
we see that
Remark 3.4 When n = 1, the type of Metoki ([5] ) and the weight here are related by 2 times of type is equal to weight.
We remember that
Relativity
On our original Lie algebra of Hamiltonian vector fields H f of polynomial potential functions f , we have the natural group action of Sp(2n, R):
Definition 3.5 On the exterior algebra of the space of polynomial functions of R 2n , the group Sp(2n, R) acts naturally by
where f j are polynomials. We define the infinitesimal action of ξ ∈ sp(2n, R) by
Thus the degree of f j is 1, and so f ∧ g = −g ∧ f for each functions f, g.
Proposition 3.7
The above infinitesimal action by ξ ∈ sp(2n, R) is a derivation of degree 0 and
Proof: The first assertion of being derivation of degree 0 is trivial. The second assertion is:
To determine relative cochain complex C
, sp(2n, R)), there are two conditions, one is i ξ σ = 0, and the other is i ξ d σ = 0 for each m-cochain σ, where i ξ is the interior product with respect to ξ ∈ k = sp(2n, R) = S 2 . Since i ξ is a skew-derivation of degree −1, in order to know the effect of i ξ , it is enough to know the operation of i ξ σ for 1-cochain σ. Going back to Hamiltonian vector fields, we see that
In general, it holds
Proof:
Thus, the condition i ξ σ = 0 for ξ ∈ sp(2n, R) imply that S 2 does not appear in C
, sp(2n, R)). The other condition of being relative cochain is i ξ d σ = 0 for each m-cochain σ. Again going back to Hamiltonian vector fields, for each 1-cochain σ, we see that
and since the interior product i ξ for each ξ ∈ sp(2n, R) is a skew-derivation of degree −1, we have 
Remark 3.10 It may be a better way to recall Cartan's formula
From Proposition 3.8 and the discussion above, we see that
The group Sp(2n, R) acts on cochain complexes as the dual action of that of on the exterior algebra of polynomial functions on R 2n . Thus, the precise definition is
for a general m-cochain σ.
Remark 3.11
We re-confirm here that our coboundary operator d is compatible with the groupaction of Sp(2n, R), i.e,. a · d = d • a M holds for each symplectic automorphism a. It is enough only to show for 1-cochain σ. We see that
for ∀a ∈ Sp(2n, R).
Definition 3.12
We define the infinitesimal action of ξ ∈ sp(2n, R) for each cochain σ by
Proposition 3.13 The infinitesimal action ξ ∈ sp(2n, R) preserves the cochain complex C m GF (ham 0 2n ), behaves as an ordinary derivation of degree 0 and
Thus, (i ξ d )(σ) = −ξ · σ holds for each m-cochain σ with i ξ σ = 0 (ξ ∈ sp(2n, R)).
An advantage of the relation in Proposition 3.13 is that ξ :
) is a derivation of degree 0 with respect to the wedge product but also a derivation of degree 0 inside of 1-cochain. Namely, each 1-cochain is a linear combination of symmetric powers and since f → {Ĵ (ξ), f } is a derivation for each polynomial function f , we have
4 Decomposition of m-th cochain complex of weight w Our concern in this section is, given a pair of positive integers (m, w), find all possibilities of cochain complex by denoting the sequences (k 3 , k 4 , . . .) of non-negative integers of multiplicity which satisfies j≥3 k j = m and j≥3 (j − 2)k j = w. We have to be careful about Λ k ℓ S ℓ = {0} may be happen when
By shifting the indices by −2, we rearrange our situation as below. Given a pair of non-negative integers (m, w), we would like to find all sequences (k 1 ,k 2 , . . .) of non-negative integers satisfying j≥1k j = m and
m ≤ w is a necessary condition and denote the set of sequences (k 1 ,k 2 , . . .) satisfying (3) by F (m, w), By subtracting the first equation of (3) from the second one of (3), we have
Thus, we have the all solutions of (3), F (m, w) by the next recursive formula:
For a given (m, w), we have the Maple script gkf act-1.mpl, which shows us the all solutions of (3), There is a primitive question "do the solutions exist for all m ≤ w? or how many?". We will give an answer to this question, here. We join our two equations into one equation as below:
This is a partition of w with length m or a Young diagram of height m with w cells. Conversely, for a partition of w For integers m > 0, w ≧ 0, we definer(m, w) the number of solutions of 
In the above, S 4 is an irreducible representation of Sp(2n, R) and so S Sp(2n,R) 4 = {0}. Also, concerning Λ 2 S 3 , if n=1 we know Λ 2 S 3 = S 0 ⊕ S 4 as we will see in Example 5.1. If n=2 then by the help of Littlewood-Richardson rule, we get a little complex expression 
Example 4.5 By the same way, we have weight=6 case:
If n = 1, then dimS 3 = 4 and so we have C
We express the data which we got by the next table in short form, dividing into direct sum components. Our abbreviation rule is that 1. only pick up the i's with k i > 0, 2. if k i > 1 then express the multiplicity by the power like i k i , i.e., i
then only write i
Using the rule, Example 4.5 above with weight=6 can be written in the next 5 Aid from Representation theory of Sp(2n, R)
In order to compute the relative cohomology groups, we have to know some basis of the cochain complex and the concrete matrix representation of the coboundary operator, and that rank. Fortunately, in the case of C m GF (ham 0 2n , sp(2n, R)) w , there is a very sophisticated way to know the dimension without knowing basis. Namely, wan consider the natural representation of Sp(2n, R) acting on R 2n . Then the all irreducible representations are known by Young diagram of length at most n. Also, the p-th symmetric tensor product of R 2n is an irreducible representation and is identified with S p or its dual in this paper. , sp(2n, R)) w . Thus, we can calculate the Euler characteristic number without knowing cohomology data at least theoretically. When n = 1, the representation theory is rather clear and that is very helpful as we see later.
Assistance of Sp(2, R)
Instead of the variables (q 1 , p 1 ) in R 2 , we use the classical notation (x, y), and let z a k be x a a! y k−a (k − a)! ∈ S k and the dual basis in S k of z a k by the notation z a k . Now, the Poisson bracket {f, g} is the Jacobian ∂(f, g) ∂(x, y) and get the relations {xy, x 2 } = −2x 2 , {xy, y 2 } = 2y 2 , {x 2 , y 2 } = 4xy and so we have the correspondence below with the famous matrices through the momentum mapping J of the natural symplectic action Sp(2, R):
and we have already seen that the component S 2 is a subalgebra of ham 0 2 and isomorphic to sp(R 2 , ω) ∼ = sl(2, R). It is well-known that S ℓ or the (symplectic) dual space S ℓ are the irreducible representations of Sp(2, R) and Clebsch-Gordan rule, for instance, an irreducible decomposition of tensor product is the following: 3 (0 ≤ ℓ 1 < ℓ 2 ≤ 3) are a basis of Λ 2 S 3 . We will find the weight vector space from
which must be zero by the dual action of X. Since our action is z is of S 4 , and we have Λ 2 S 3 = S 0 ⊕ S 4 . Thus, when n = 1 and the weight=2 case, we add our decomposition and we see
When n = 1, we can decompose it into the irreducible components as the same way above, and get Λ 2 S 4 = S 2 ⊕ S 6 . When n = 1, since we have the next decomposition Λ 3 S 5 ∼ = S 9 ⊕ S 5 ⊕ S 3 , we have no rule of negative 4-step descending nor 2-step descending for Λ p S q .
We would like to see the effect of tensor product. 
, here we used the property that
We add those facts in the We summarize the ideas, so far. For a given weight w and degree m, we have the complete list of subcomplex of type (k 3 , k 3 , . . . , k s ) such that j (j − 2)k j = w and j k j = w and
It is possible to decompose Λ p S q into irreducible subspaces, say, Λ p S q = α 8  23  22  13  5  0  2  14 0 1  6  31  71  58  15  2  1  0  16 0 0 12  61  126  147  95  24  0  0  18 0 1 10  80  262  380  268  100  21  1  2  20 0 0 17 124  423  791  801  414  96  9  1  1  22 0 1 14 163  738  1586  1874  1276  479  82  3  1  24 0 0 23 229 1091  2897  4281  3534  1628  408  49  1  −2  26 0 1 19 285 1722  5102  8613  8735  5222  1703  266  19  1  3  28 0 0 29 385 2428  8465 16905 19930 14133  5981 1408 144  2  1  30 0 1 25 468 3541 13661 30687 42291 35986 18457 5431 855 63  0 1 Here, χ means the alternating sum of the dimension of relative cochain complex, including 0-dimensional cochain complex R. Thus, χ = 1 means there is non-trivial Betti number.
5.2 How to use computer in order to get the dimension of relative cochain complex (brief summary)
1. For a given weight w, edit and fix the weight w in ../gkf act-1.mpl and run this maple script in order to get possible direct summands of C dp GF (ham 1 2 ) w for each degree dp. % maple ../gkf act-1.mpl > OUT-w 2. Using the output file OUT-w, we run the next perl script % perl ../gkf act-2.prl OUT-w After this job, we have a couple of output range-w and files cases w dp.txt.
Also, we run % perl ../mk-tex-gkf.prl OUT-w we get a T E X-file gkf w.tex. Compiling this, we get a table of degree, reference numbers and decompose type. , sp(2n, R)) w , and the matrix representation of d with respect to those bases. In this section, we only deal with n = 1 and M = R 2 . We follow the requirements for relative cochain σ. The first one is i ξ σ = 0 (∀ξ ∈ sp(2, R)). This is very easy to check σ contains S 2 and indeed, we already have omitted S 2 . The other thing is i ξ d σ = 0 (∀ξ ∈ sp(2, R)). Since we have already observed that i ξ d = −ξ·, we get 
An easy exmaple
Here, we show a small practice of getting concrete basis of relative cochain complex of the case of n = 1 and the weight 6. As shown in Example 5.3 by some help of Sp(2, R)-theory, we have already known that dimC 
More complicated example
By taking the example of weight = 8, we emphasize that how getting concrete basis is tough job. Later, we stress that our job sequences, which complete those jobs automatically, are how useful in this discussion. The cochain complex of deg = 3 is 4-dim, that of deg = 4 is 5-dim, and that of deg = 5 is 1-dimensional.
Here, we will see the whole process of getting a basis of each cochain complex. In the type (4 2 , 6) of degree 3 with weight 8. a general cochain is and the Euler characteristic number, i.e., the alternating sum including 0-dimensional, is 1. It will be interesting to check if there are non-trivial cohomology groups with weight 20.
Remark 7.3
The above remark was noted on October, 2012. Recently (February 2014) we finished computing the Betti numbers when weight 20, using Gröbner Basis theory for linear polynomials. Our result is that the Betti numbers for weight 20 are all trivial, except 0-dimensional.
