In this paper, we examine parameter identi…cation in the hybrid speci…cation of the New Keynesian Phillips Curve proposed by Gali and Gertler (1999) . We employ recently developed moment-conditions inference procedures, which provide a more e¢ cient and reliable econometric framework for the analysis of the NKPC.
This is of great importance, since the usual standard errors will be invalid if parameters are only weakly identi…ed, as shown by Stock and Wright (2000) . These procedures have been studied by Smith (2005 and 2008) and Otsu (2006) for GEL estimators, based on the work of Kleibergen (2005) , developed in a GMM CUE framework.
Several authors have recently questioned the validity of GG results 1 . Closely related to the present paper, the issue of identi…cation was analyzed empirically by Ma (2002) , who found evidence of weak parameter identi…cation, meaning that conventional GMM asymptotic theory, used in GG and GGLS, is not valid. In turn, however, Dufour et al. (2006) , using identi…cation-robust methods and in ‡ation expectations data, provide evidence of some support for the NKPC speci…cation with US data.
From a methodological point of view, we depart from the existing literature by resorting to an integrated inference approach based on GEL methods, thus bridging the gaps between existing papers on the empirical analysis of the NKPC. Previous papers have relied only on standard GMM, despite its known ‡aws. On the other hand, Ma (2002) applies the Stock and Wright (2000) identi…cation-robust statistics, but these tests are not fully informative with respect to parameter identi…cation. Indeed, rejections of the model may be due to either weak identi…cation or invalid overidentifying restrictions, as these are being jointly tested. We, in turn, conduct our analysis conditional on model validity, thus separating the two problems. Moreover, we improve on Dufour et al. (2006) , as these authors resort to a more restrictive, standard, linear i.i.d., IV approach, which may not be fully e¢ cient -especially if there is non-negligible serial correlation and heteroskedasticity, as it seems to be the case. We account for these potential sources of misspeci…cation by using appropriate HAC variance-covariance estimators in a GEL context. Finally, the procedures employed in our analysis allow us to concentrate both on the full parameter vector, as well as on the subset of crucial parameters, thus potentially leading to more powerful tests. To our knowledge, this paper is the …rst empirical application of these particular methodologies.
Next, we brie ‡y summarize the results in GG and GGLS and then describe the eco- nometric procedures used in our analysis. Section 4 presents the results and a discussion …nalizes this paper.
The New Keynesian Phillips Curve
GG start from a Calvo-type price setting framework with imperfectly competitive …rms, where a proportion of …rms do not change their prices in any given period, independently of past price changes. Furthermore, they assume that a fraction ! of …rms are backwardlooking price-setters, that is, they use a simple rule-of-thumb based on lagged in ‡ation.
The remaining …rms set prices optimally, considering expected future marginal costs.
The resulting equation for in ‡ation is a hybrid Phillips curve, combining forward and backward-looking behavior:
Here, mc t represents real marginal cost, E t ( t+1 ) is the expected in ‡ation in period t and " t captures measurement errors or unexpected mark-up shocks. The reduced-form parameters are expressed as
with structural parameters ; the subjective discount rate, measuring price stickiness and ! the degree of backwardness.
Using the orthogonality conditions implied by (1) and a m 1 parameter vector 2 T ( ), the GEL estimator solves the following saddle point problem^
Special cases arise when (v) = (1 + v) 2 =2; where GEL coincides with the CUE; if (v) = ln(1 v) we have the EL estimator, whereas (v) = exp(v) leads to the ET case.
The class of estimators de…ned by^ GEL is generally ine¢ cient when g(y t ; ) is serially correlated. However, Anatolyev (2005) demonstrates that, in the presence of correlation in g(y t ; ), the smoothed GEL estimator of Kitamura and Stutzer (1997) is e¢ cient, obtained by smoothing the moment function with the truncated kernel 3 , so that
with g tT ( )
The SEL variant, in particular, removes important sources of bias associated with the GMM, namely the correlation between the moment function and its derivative 4 , as well as third-order biases. Furthermore, Anatolyev (2005) shows that even when there is no serial correlation, using smoothing and an appropriate HAC weight matrix, as in Andrews (1991) or Newey and West (1994), leads to a reduction in estimation biases. Thus, it is clearly worthwhile to compare GG and GGLS 2-step GMM ine¢ cient results with GEL estimates.
Identi…cation-robust analysis
Another major source of misleading inferences with GMM is weak parameter identi…ca-tion, due to instruments being poorly correlated with the excluded endogenous variables, or, more formally, the Jacobian of the …rst order conditions of GMM is not full rank. Stock and Wright (2001) derived the appropriate asymptotic theory for this case, concluding that GMM is inconsistent and conventional tests are therefore ‡awed. They developed an asymptotically valid test based on the statistic
as a (possibly HAC) weight matrix, which is simply the renormalized objective function of the CUE evaluated at the simple null hypothesis 3 In the empirical analysis, we use K T = 5; since the optimal bandwidth rate for the truncated kernel used in the Kitamura-Stutzer estimator is O(T 1=3 ) (the results are largely insensitive to the choice of this parameter). 4 This correlation leads to an increasing bias deterioration as the number of moment conditions increase. Recently, Kleibergen (2005) devised a reliable approach that is robust to weak identi…cation, conditional on instrument validity. Indeed, his K-statistic may be written as a quadratic form in the …rst-order conditions of the CUE:
with a 2 (p) limiting distribution that depends only on the number of parameters. The key element isD( 0 ), a modi…ed Jacobian estimator asymptotically uncorrelated with the sample average of the moments, such that The LM statistic can be written as
where G tT ( ) = (@g tT =@ ) and 1 (v) = @ =@v. The statistic has a 2 (p) limiting distribution that depends only on the number of parameters, so its power will not be a¤ected in overidenti…ed situations.
This statistic may be appropriately transformed if one wishes to test a sub-vector of , for instance if one or more parameters are deemed to be strongly identi…ed. Let =( 0 ; 0 ) 0 with dimensions p 1 and p 1, respectively, so that p + p = p: Assuming that is the subset of parameters of interest 6 , we then wish to conduct tests for H 0 : 0 = .
This can be carried out by concentrating out the subset of "nuisance", strongly identi…ed parameters ; which is replaced by a consistent GEL estimator^ ( ) with …xed : The relevant statistic is then
with^ 0 = ( In summary, GEL estimators provide a powerful alternative to standard GMM methods. Nevertheless, identi…cation-robust sets should be also computed, in case weak identi…cation is an issue.
Empirical Results
We begin by discussing the results based on standard GMM and GEL estimation of (1).
We …rst conduct estimations using the original dataset of GG (quarterly data for the < Insert Table 1 here > We start by presenting in Table 1 estimation results using the standard 2-step GMM estimator used in GG and GGLS. One of problems mentioned above with the 2-step estimator is that results di¤er depending on the normalization of the moment conditions 7 .
Indeed, estimates vary considerably across speci…cations, with the slope of the NKPC ranging from 0:02 to 0.3, for example. On the other hand, results for the slope of the NKPC obtained with the updated dataset indicate that the coe¢ cient may not be statistically signi…cant. Next, we turn to GEL estimation for further clari…cation.
7 Speci…cation 1 is based on E t f t ! t 1
t+1
(1 !)(1 )(1 )mc t )z t g = 0, while Speci…cation 2 is based on E t f t ! t 1 t+1 1 (1 !)(1 )(1 )mc t )z t g = 0, with z t representing the set of instruments. We also allow for increasing real marginal cost and variation across …rms, as in Sbordone (2002), following the calibration proposed in GGLS.
< Insert Table 2 here > In contrast with standard GMM, GEL estimators are invariant to the normalization of moment conditions, so we need to present only one speci…cation. Table 2 reports point estimates of both "deep" and "reduced-form" parameters, using the three estimators discussed above, with the top panel presenting results for the original sample period and the bottom panel using the updated dataset. Some issues are worth mentioning. First, we observe that, overall, the three estimators produce consistent and comparable results.
Secondly, estimates of ! increase slightly when the updated set is used, suggesting either an identi…cation problem with this parameter (which will be considered below), or some sort of structural instability. However, the corresponding reduced-form coe¢ cients ( f and b ) are within the expected range.
A crucial element in the analysis of the NKPC is the importance of the e¤ect of aggregate activity, as measured by real marginal costs and given by : We …nd that, unlike results in Table 1 , this coe¢ cient is never di¤erent from 0, statistically speaking. Indeed, point estimates are in some cases larger in magnitude than previously estimated, but, in general, less precisely estimated, and insigni…cant at the 5% level when obtained with the CUE and GG broader instrument set. When estimation is carried out using the updated dataset, the coe¢ cient associated with the real marginal cost is never statistically signi…c-ant (except for ET and GG instruments). This implies that the NKPC may have become ‡atter in more recent years. Alternatively, one can interpret this result as re ‡ecting a substantial degree of price stickiness, but this seems to be at odds with evidence from micro-studies (see Bils and Klenow, 2004 for example), which suggest that prices change with a frequency below 4 quarters, even for goods with 'stickier'prices 8 .
< Insert Table 3 here > 8 However, Altig et al. (2005) show that it is possible to reconcile aggregate price inertia with frequent price changes by …rms. They develop a model allowing for complete …rm-speci…c capital, in which …rms may change their stock of capital and index non-re-optimized prices to lagged in ‡ation, which o¤ers more ‡exibility than the assumptions in Sbordone (2002) and GGLS. We thank a referee for help in clarifying this point.
As a robustness check, we also consider the possibility of …xing given that the data itself provides information on the discount rate. We present results for = 0:99 in Table 3 Table 2 (under ). Once again, the results point to non-signi…cant estimates of the NKPC slope, regardless of the dataset used, which reinforces our previous conclusions.
< Insert Table 4 here > Still, in order to further assess our results, we present in Table 4 CUE estimates and respective standard errors for , obtained using di¤erent variance-covariance matrices. As Interestingly, is never signi…cant across di¤erent methods, even for …xed bandwidths, when the updated dataset is employed. Thus, the results in GG and GGLS seem to be data and method-speci…c, and do not withstand a simple sensitivity analysis.
Nevertheless, the above conclusions may be invalid if weak identi…cation pervades.
Hence, resorting to the analysis discussed in the previous section, one can form 95% and 90% con…dence sets for the set of parameters (!; ; ) by performing a grid search over the parameter space (restricted to the interval (0; 1), with increments of 0:01) then tested 
Conclusion
The NKPC has become a standard tool for macroeconomic analysis. However, there is mounting evidence questioning its empirical validity. In this paper, we revisit the results presented in Gali and Gertler (1999) and Gali et al. (2005) , by employing state-of-the-art inference techniques. Though very recent, the literature on GEL methods suggest that there may be advantages in their use in empirical situations, both asymptotically and in 11 The ridge at ! = 1 corresponds to the point where f ! = 1g; as noted by Ma (2002) .
…nite samples. In particular, we resort to procedures that disentangle tests on coe¢ cients from tests on general model validity, which allow us to focus on the potential sources of misspeci…cation.
Thus, using an alternative approach, our results question some Our conclusions seem to be robust, as they are con…rmed by the use of three di¤erent GEL estimators (the CUE, EL and ET), which produced similar results.
Although the main focus of the paper is on the econometric issues surrounding the empirical analysis of the NKPC, our results suggest that alternative speci…cations of the NKPC should be considered, which is in line with results surveyed in Rudd and Whelan (2007) . Alternatively, di¤erent proxies for the driving variable, the marginal cost, should be analyzed, see Gwin and VanHoose (2007) , for example. Thus, a comparison of di¤erent speci…cations, using appropriate methods, should be entertained. We leave this for future research.
6 Appendix 
