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of Emoji using EmojiNet.
Pictographs, commonly referred to as ‘emoji’, have become a popular way to enhance electronic
communications. They are an important component of the language used in social media. With their
introduction in the late 1990’s, emoji have been widely used to enhance the sentiment, emotion, and
sarcasm expressed in social media messages. They are equally popular across many social media sites
including Facebook, Instagram, and Twitter. In 2015, Instagram reported that nearly half of the
photo comments posted on Instagram contain emoji, and in the same year, Twitter reported that the
‘face with tears of joy’ emoji has been tweeted 6.6 billion times. As of 2017, Facebook and Facebook
Messenger processed over 60 million and 6 billion messages with emoji per day, respectively. Emogi,
an Internet marketing firm, reports that over 92% of all online users have used emoji at least once.
Creators of the SwiftKey Keyboard for mobile devices report that they process 6 billion messages
per day that contain emoji. Moreover, business organizations have adopted and now accept the
use of emoji in professional communication. For example, Appboy, an Internet marketing company,
reports that there has been a 777% year-over-year increase and 20% month-over-month increase
in emoji usage for marketing campaigns by business organizations in 2016. These statistics leave
little doubt that emoji are a significant and important aspect of electronic communication across
the world.
The ability to automatically process and interpret text fused with emoji will be essential as society
embraces emoji as a standard form of online communication. In the same way that natural language
is processed with sophisticated machine learning techniques and technologies for many important
applications, including text similarity and word sense disambiguation, emoji should also be amenable
iii
to such analysis. Yet the pictorial nature of emoji, the fact that the same emoji may be used in
different contexts to express different meanings, and that emoji are used in different cultures over the
world which can interpret emoji differently, make it especially difficult to apply traditional Natural
Language Processing (NLP) techniques to analyze them. Indeed, emoji were developed organically
with no overt/explicit semantics assigned to them. This contributed to their flexible usage but
also lead to ambiguity. Thus, similar to words, emoji can take on different meanings depending on
context and part-of-speech (POS). Polysemy in emoji complicates determination of emoji similarity
and emoji sense disambiguation. However, having access to machine-readable sense repositories that
are specifically designed to capture emoji meaning can play a vital role in representing, contextually
disambiguating, and converting pictorial forms of emoji into text, thereby leveraging and generalizing
NLP techniques for processing richer medium of communication.
This dissertation presents the creation of EmojiNet, the largest machine-readable emoji sense
inventory that links Unicode emoji representations to their English meanings extracted from the
Web. EmojiNet consists of (i) 12,904 sense labels over 2,389 emoji, which were extracted from
reliable online web sources and linked to machine-readable sense definitions seen in BabelNet; (ii)
context words associated with each emoji sense, which are inferred through word embedding models
trained over Google News and Twitter message corpora for each emoji sense definition; and (iii)
recognizing discrepancies in the presentation of emoji on different platforms and specification of the
most likely platform-based emoji sense for a selected set of emoji. It then discusses the application
of emoji meanings extracted from EmojiNet to solve novel downstream applications including emoji
similarity and emoji sense disambiguation. To address the problem of emoji similarity, first, it
presents a comprehensive analysis of the semantic similarity of emoji through emoji embedding
models learned over emoji meanings in EmojiNet. Using emoji descriptions, emoji sense labels, and
emoji sense definitions, and with different training corpora obtained from Twitter and Google News,
multiple embedding models are learned to measure emoji similarity. Using a benchmark sentiment
analysis dataset, it further shows that incorporating emoji meanings in EmojiNet into embedding
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models can improve the accuracy of sentiment analysis tasks by ∼9%. To address the problem of
emoji sense disambiguation, it uses word embedding models learned over Twitter and Google News
corpora and shows that word embeddings models can be used to improve the accuracy of emoji sense
disambiguation tasks. The EmojiNet framework, its RESTful web services, and other benchmarking
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Thesis Statement: Machine-readable emoji sense repositories can be created and used to enable
substantially better understanding of the emoji meaning in text contexts. This is useful for improving
the performance of downstream applications such as emoji sense disambiguation and calculating
emoji similarity.
With the rise of social media, pictographs, better known as ‘emoji’, have become an extremely
popular form of communication. Their popularity may be explained by the typical short text format
of social media, with emoji able to express rich content in a single character. With their introduction
in the late 1990’s, emoji have been widely used to enhance the sentiment [Novak et al. 2015],
emotion [Wood and Ruder 2016], and sarcasm expressed in social media messages [Joshi et al. 2017;
Felbo et al. 2017]. They are taking over non-standard orthographies used in social media such as slang
terms [Dimson 2015] and emoticons [Pavalanathan and Eisenstein 2016]. For example, Instagram
reported that the users of their platform prefer emoji over slang terms when posting photo comments.
They reported that the slang terms such as “xoxo”, “omg”, “lol”, and “hehe” are often replaced by
their corresponding emoji equivalents such as , , and [Dimson 2015]. Pavalanathan et al.
reported that Twitter users are also shifting to emoji [Pavalanathan and Eisenstein 2015; 2016]. All
major social media platforms have reported that they are seeing an increase in the emoji usage in
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their social media platforms. In 2018, Twitter reported that they processed 250 million emoji per
month1. Facebook reported that over 700 million messages with emoji are shared on their platform
every day while over 900 million emoji are sent in Facebook Messenger without any text content every
day2. Studies have also shown that emoji use in social media increases user engagement3. Emoji
are also a powerful way to express emotions or a hard to write, subtle notion effectively [Kelly and
Watts 2015]. For example, emoji are used by many Internet users, irrespective of their age. Emogi,
an Internet marketing firm reports that over 92% of all online users have used emoji and emoji usage
is not simply a millennial fad, as over 65% of frequent and 28% of occasional Internet users over the
age of 35 use emoji4. Emoji are heavily used in business communications too. For example, reports
suggest that there has been a 777% year-over-year increase and 20% month-over-month increase
in emoji usage for marketing campaigns in 20165. Emoji have already started to blending into
the Internet application markets as well. Recently, YouTube started supporting emoji-based music
search and retrieval through YouTubeMusic service6. Many domain name service providers now
support emoji domain names, which are unique Website names that consist of emoji characters7.
Emoji have also played a role in social issues such as identifying hate crime witnesses online. For
example, the ‘eye in speech bubble’ emoji has been extensively used to widen the reach and
engagement of youth in “I Am A Witness” anti-bullying campaign spearheaded by The Advertising
Council (Ad Council). Above statistics and use-cases attest for the importance of emoji in online
and business communications.
As analysis and modeling of written text by Natural Language Processing (NLP) techniques have
enabled important advances such as machine translation [Weaver 1955], word sense disambigua-









Sense Example Sense Example Sense Example
Laugh 
(noun)
I can’t stop laughing Kill 
(verb)
He tried to kill one of my 
brothers last year. 
Costly 
(Adjective)
Can't buy class la
Happy 
(noun)
Got all A’s but 1 Shot 
(noun)
Oooooooh shots fired! Work hard 
(noun)
Up early on the grind 
Funny 
(Adjective)




Why this the only emotion 
I know to show anger? 
Money 
(noun)
Earn money when one 
register /w ur link
Figure 1.1: Emoji Usage in Social Media with Multiple Senses.
of new methods) over emoji is only beginning to be explored [Wijeratne et al. 2017a]. Only recently
have there been efforts to mimic standard NLP techniques used for machine translation, word sense
disambiguation, and search into the realm of emoji. However, adopting traditional NLP systems for
emoji understanding is hindered due to many reasons including, (i) the graphical nature of emoji
that requires additional methods to map pictographic characters to text (or Unicode), (ii) the am-
biguity of emoji or the variations of emoji meaning based on how it is being used and who uses it,
and (iii) emoji are used in all languages over the world which make it especially difficult to develop
traditional NLP techniques [Miller et al. 2016; Barbieri et al. 2016]. Indeed, when emoji were first
introduced, they were defined with no rigid semantics attached, which allowed people to develop
their own use and interpretation8. Thus, similar to words, emoji can take on different meanings
depending on context and part-of-speech (POS) [Wijeratne et al. 2016]. For example, consider the
three emoji , , and and their use in multiple tweets in Figure 1.1. Depending on context,
we see that each of these emoji can take on wildly different meanings. People use the emoji to
mean laughter, happiness, and humor; the emoji to discuss killings, shootings or anger; and the
emoji to express that something is expensive, working hard to earn money or simply to refer to
money.
Knowing the meaning of an emoji can significantly enhance applications that study, analyze,
8https://goo.gl/ztqjC2
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and summarize electronic communications. For example, rather than stripping away emoji in a
preprocessing step, sentiment analysis application reported in [Novak et al. 2015] uses emoji to
improve its sentiment score. For example, consider the two tweets T1 and T2 given below. The
content of the two tweets is the same, except for T2, which has an additional emoji at the end
9.
Both tweets express a negative sentiment.
T1 : I love you and now you’re just gone
T2 : I love you and now you’re just gone
Both T1 and T2 contain strong sentiment-bearing words such as love and gone, which are
associated with positive and negative sentiment, respectively. A simple sentiment analysis algorithm
that counts only for the sentiment-bearing words to determine the sentiment score of a tweet would
find it difficult to determine the correct sentiment of T1 and T2. However, if you consider the presence
of emoji in T2 as a sentiment-bearing term, the same simple sentiment analysis algorithm can
be used to come up with the correct sentiment of T2. The emoji is generally associated with
negative sentiment10 and the presence of in T2 clearly indicates the negative sentiment associated
with it.
Emoji can be helpful to detect sarcasm in social media posts. For example, consider the two
tweets T3 and T4 given below. The content of the two tweets is the same, except for T4, which has
an additional emoji at the end11. Both tweets express sarcasm.
T3 : I love how you never reply back..
T4 : I love how you never reply back..
Both T3 and T4 contain sentiment-bearing words such as love and never, which are associated
with positive and negative sentiment, respectively. Moreover, those sentiment-bearing words are used
to express opposite sentiments about the same sentiment target (i.e., the task of “replying back”).
9The tweet examples are adopted from [Felbo et al. 2017]
10http://kt.ijs.si/data/Emoji_sentiment_ranking/
11The tweet examples are adopted from [Felbo et al. 2017]
5
Having opposite sentiments towards a common sentiment target is considered an important feature to
determine sarcastic comments expressed online [González-Ibánez et al. 2011; Joshi et al. 2017]. The
emoji is generally associated with negative sentiment12 and the presence of in T4 further
strengthens the negative sentiment associated with the sentiment target. Therefore, considering
emoji as features could help computer programs to automatically detect sarcastic messages posted
on social media.
Similar to how sentiment associated with emoji improves sentiment analysis, knowing the mean-
ing of an emoji can also help to further improve the performance of sentiment analysis applications.
A good example for this scenario would be the emoji, where people use it to describe both
happiness (using senses such as laugh, joy) and sadness (using senses such as cry, tear). Knowing
under which sense the emoji is being used could help to understand its sentiment better. But
to enable this, a system needs to understand the particular meaning or sense of the emoji in a par-
ticular instance. However, prior research reports that no resources have been readily made available
for this task [Miller et al. 2016]. This calls for the need of a machine-readable sense inventory for
emoji that can provide information such as: (i) the plausible part-of-speech tags (PoS tags) for a
particular use of emoji; (ii) the definition of an emoji and the senses it is used in; (iii) example
uses of emoji for each sense; and (iv) links of emoji senses to other inventories or knowledge bases
such as BabelNet or Wikipedia. Current research on emoji analysis has been limited to emoji-based
sentiment analysis [Novak et al. 2015], emoji-based emotion analysis [Wang et al. 2012], represen-
tation learning for emoji [Barbieri et al. 2016; Eisner et al. 2016], and applications that analyze
emoji [Jiang et al. 2017; Santhanam et al. 2018; Balasuriya et al. 2016; Wijeratne et al. 2016] etc.
Having access to machine-readable sense repositories that are specifically designed to capture emoji
meaning can play a vital role in representing, contextually disambiguating, and converting pictorial
forms of emoji into text, thereby leveraging and generalizing NLP techniques for processing richer
medium of communication.
12http://kt.ijs.si/data/Emoji_sentiment_ranking/
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1.1 Focus of the Dissertation
This dissertation presents a framework which provides emoji meanings that can be used to solve emoji
understanding tasks. The proposed framework, named EmojiNet, addresses the challenges with
emoji interpretation identified earlier by providing machine-readable emoji meanings. Such machine-
readable emoji meanings can be further used to solve downstream emoji understanding applications
such as emoji similarity calculation and emoji sense disambiguation. Thus, this dissertation also
examines how EmojiNet can be used to solve those emoji understanding tasks. The work presented
in this dissertation makes significant contributions to the field of emoji research. Firstly, it presents
a framework consists of machine-readable emoji meanings that can be used to learn emoji meanings
and representations. Given the miscommunications in emoji use due to varying interpretations
by different cultures and geographies, the framework presented here provides essential tools for
machines to learn emoji representations. Secondly, it demonstrates how traditional NLP algorithms
can be used to analyze emoji pictographic characters, enabling the processing of multi-modal data
(i.e., emoji and text) using traditional NLP algorithms. Finally, it demonstrates the impact of the
technologies presented in the dissertation on downstream applications such as sentiment analysis.
However, those technological contributions can also benefit other research areas such as emotion
analysis and emoji prediction. Below, we discuss the contributions of this dissertation, in brief,
emphasizing how EmojiNet can be a key enabler to solve emoji understanding tasks.
1.1.1 EmojiNet
EmojiNet is an open service and public API that provides machine-readable emoji meanings. The
service enables researchers and practitioners to query an extensive database of emoji senses and
enables the potential integration of emoji with practical and theoretical NLP analyses. EmojiNet
attaches 12,904 sense definitions to over 2,389 emoji, along with data about the relevance of a sense
to the platform it is read on for a selected set of emoji. The set of sense definitions extracted
1.1. FOCUS OF THE DISSERTATION 7
from BabelNet for each emoji are strengthened with context words learned from word embedding
models from corpora of Google News articles and Twitter messages. This dissertation details the
architecture of EmojiNet, including its integration with other web resources. It then discusses the
extent of the EmojiNet emoji sense database and the format and metadata stored in it. It also
gives an evaluation of the quality of emoji pictograph mapping, the quality of the BabelNet sense
extraction process, and a qualitative user study using Amazon Mechanical Turk to determine the
overall quality of the sense matchings to emoji and the platform it may be rendered on for a set of
40 emoji.
1.1.2 Solving Emoji Understanding Tasks using EmojiNet
Solving emoji understanding tasks such as emoji similarity calculation and emoji sense disambigua-
tion would require a machine to learn representations of emoji meanings. There are several learning
methods available such as unsupervised learning and supervised learning that can be used to learn
such representations. However, these methods need access to large datasets of emoji meanings in
order to learn. Especially, creating labeled datasets (i.e., training data) to solve problems such
as emoji sense disambiguation can be extremely challenging due to the number of emoji meanings
available for each emoji. For example, EmojiNet lists more than 30 meanings for emoji13,
which is one of the most popular emoji across social media platforms. Creating a labeled dataset
to disambiguate the meaning of would require human annotators to label social media posts
carrying all meanings associated with , which is a challenging task. Past research has shown
that having access to knowledgebases can improve the performance of unsupervised and supervised
learning methods [Sheth et al. 2017]. Thus, emoji meaning knowledgebases can be a key enabler in
learning representations to solve emoji similarity calculation and emoji sense disambiguation tasks.
Therefore, we also examine the performance of applying EmojiNet to solve emoji understanding
tasks in this dissertation.
13http://bit.ly/2PRNeSj
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1.1.3 Emoji Similarity
When studying emoji understanding, emoji similarity is considered a primary problem because
foundational to many emoji analysis tasks, there should be a way to measure similarity. Having
such measure is important for many applications including: (i) corpus searching, where documents
(or a query) contains emoji symbols [Cappallo et al. 2015]; (ii) sentiment analysis [Barbieri et al.
2016; Eisner et al. 2016], where emoji sentiment lexicons [Novak et al. 2015] are known to improve
the performance; and (iii) interface design, mainly in optimizing mobile phone keyboards [Pohl et al.
2017]. In fact, as of 2017, the poor design of emoji keyboards for mobile devices may be relatable to
the reader: there are 2,82314 emoji supported by the Unicode Consortium, yet listing and searching
through all of them on a mobile keyboard is a time consuming task. Grouping similar emoji together
could lead to optimized emoji keyboard designs for mobile devices [Pohl et al. 2017].
The notion of the similarity of two emoji is very broad. One can imagine a similarity measure
based on the pixel similarity of emoji pictographs, yet this may not be useful since the pictorial
representation of an emoji varies by mobile and computer platform [Miller et al. 2016; Tigwell and
Flatla 2016; Cramer et al. 2016]. Two similar looking pictographs may also correspond to emoji
with radically different senses (e.g. twelve thirty and six o’clock , raised hand and raised
back of hand , octopus and squid etc.) [Wijeratne et al. 2016; 2017a]. Instead, we are
interested in measuring the semantic similarity of emoji, such that the measure reflects the likeness
of their meaning, interpretation or intended use. Understanding the semantics of emoji requires
access to a repository of emoji meanings and interpretations. EmojiNet offers free and open access
to an aggregation of such meanings and interpretations (called senses) collected from major emoji
databases on the Internet (e.g. The Unicode Consortium, The Emoji Dictionary, and Emojipedia).
A collection of emoji sense definitions can enable a semantics-based measure of similarity through
vector word embeddings. Word embeddings are a powerful and proven way [Mikolov et al. 2013] to
measure word similarity based on their meaning. They have been widely used in semantic similarity
14Statistics as of December 2018. For latest information, please visit https://emojipedia.org/stats/
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tasks [Hill et al. ; Huang et al. 2012; Camacho-Collados et al. 2015] and empirically shown to
improve the performance of word similarity tasks when used with proper parameter settings [Levy
et al. 2015]. Word vectors also provide a convenient way of comparing them across each other. Thus,
representing the emoji meanings using word embedding models can be used to generate word vectors
that encode emoji meanings, which we call emoji embedding models.
This dissertation presents a comprehensive study on measuring the semantic similarity of emoji
using emoji embedding models. As a first step to calculate emoji similarity, the machine-readable
emoji meanings are extracted from EmojiNet to model the meaning of an emoji. Using pre-trained
word embedding models learned over a Twitter dataset of 110 million tweets and a Google News text
corpus of 100 billion words, the extracted emoji meanings are encoded to obtain emoji embedding
models. To create a gold standard dataset for evaluating how well the emoji embeddings measure
similarity, a group of ten human annotators who are knowledgeable about emoji were asked to
manually rate the similarity of 508 pairs of emoji. This dataset of human annotations, which is called
‘EmoSim508’, is made publicly available with this dissertation. We evaluate the emoji embeddings
by first establishing that the similarity measured by our embedding models align with the ratings of
the human annotators using statistical measures. Then, we apply our emoji embedding models to
a sentiment analysis task to demonstrate the utility of them in a real-world NLP application. Our
models were able to correctly predict the sentiment class of tweets laden with emoji from a benchmark
dataset [Novak et al. 2015] with an accuracy of 63.6% (7.73% improvement), outperforming recent
results on the same dataset [Barbieri et al. 2016; Eisner et al. 2016].
1.1.4 Emoji Sense Disambiguation
Emoji sense disambiguation is the ability to identify the meaning of an emoji in the context of
a message in a computational manner. Previous research has identified the importance of the
problem [Wijeratne et al. 2016], however, have not solved it. To solve the emoji sense disambiguation
problem, there has to be an emoji sense inventory that a computer program could use to extract
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emoji meanings. We hypothesize that EmojiNet can be used to solve emoji sense disambiguation
problem.
To discuss how EmojiNet can be used to solve emoji sense disambiguation problem, we provide
an illustration of disambiguation of the sense of the emoji as it is used in two example tweets.
We choose this emoji since it is reported as one of the most misunderstood emoji on social media15.
The tweets we consider are:
T5 : Pray for my family God gained an angel today.
T6 : Hard to win, but we did it man Lets celebrate!
EmojiNet lists high five(noun) and pray(verb) as valid senses for the above emoji. For high
five(noun), EmojiNet lists three definitions and for pray(verb), it lists two definitions. We take
all the words that appear in their corresponding definitions as possible context words that can
appear when the corresponding sense is being used in a sentence (tweet in this case). For each sense,
EmojiNet extracts the following sets of words:
pray(verb) : {worship, thanksgiving, saint, pray, higher, god, confession}
highfive(noun) : {palm, high, hand, slide, celebrate, raise, person, five}
To calculate the sense of the emoji in each tweet, we calculate the overlap between the words
which appear in the tweet with words appearing with each emoji sense listed above. This method
is called the Simplified Lesk Algorithm [Vasilescu et al. 2004]. The sense with the highest word
overlap is assigned to the emoji at the end of a successful run of the algorithm. We can see that
emoji in T5 will be assigned pray(verb) based on the overlap of words {god, pray} with words
retrieved from the sense definition of pray(verb) and the same emoji in T6 will be assigned high
five(noun) based on the overlap of word {celebrate} with words retrieved from the sense definition
of high five(noun). In the above example, we have only shown the minimal set of words that one
could extract from EmojiNet. Since we link EmojiNet senses with their corresponding BabelNet
15http://www.goodhousekeeping.com/life/g3601/surprising-emoji-meanings/
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senses using BabelNet sense IDs, one could easily utilize other resources available in BabelNet such
as related WordNet16 senses, VerbNet17 senses, Wikipedia, etc. to collect an improved set of context
words for emoji sense disambiguation tasks. Emoji sense disambiguation has applications in other
downstream tasks such as sentiment and emotion analysis.
1.2 Dissertation Organization
The rest of the dissertation is organized as follows. Chapter 2 presents an overview of the past
research conducted on emoji understanding. First, it tries to position emoji in the semiotics (i.e.,
the general body of research on how meanings are assigned to symbols) space. Then, it discusses the
past research related to emoji understanding, emoji similarity, emoji usage and applications, and
emoji sense disambiguation. It also frames how the work presented in this dissertation differs from
and furthers existing research.
Chapter 3 presents the creation of EmojiNet framework in detail. It discusses how an emoji
is represented using a nine-tuple notation, the data extraction process from online emoji websites,
data validation process, and the data integration process used to create EmojiNet. It also presents
the evaluation of data cleaning and integration processes. It further discusses EmojiNet Applica-
tion Programming Interface (API) along with supported web services calls and links to download
EmojiNet datasets.
Chapter 4 presents the work conducted on emoji similarity calculation. It first discusses how the
emoji embeddings are learned by incorporating emoji meanings from EmojiNet. Then it discusses
the creation of EmoSim508 dataset, presents the evaluation results for emoji embeddings, and shows
that combining distributional semantics with existing knowledge can improve emoji embeddings.
Chapter 5 presents the work on emoji sense disambiguation. It highlights the importance of dis-
ambiguating the emoji meaning in social media posts and presents methodologies to disambiguate
16https://wordnet.princeton.edu/
17https://verbs.colorado.edu/~mpalmer/projects/verbnet.html
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emoji meanings in text. It also discusses two key takeaways learned from sense disambiguation
experiment, namely, (i) longer context lengths improve the disambiguation accuracy, and (ii) tools
designed for well-formed text processing will not work well when used for ill-formatted text process-
ing.
Chapter 6 concludes the dissertation by summarizing the key contributions and insights. It also
discusses future research in the area of building emoji sense inventories and emoji understanding
tasks. It also shows how the work presented in this dissertation can be further extended.
2
Background and Related Work
2.1 Overview
This chapter reviews research related to building emoji sense inventories, emoji similarity calculation,
and emoji sense disambiguation. First, it discusses emoticons and emoji in brief. Then, it tries to
position emoji in the semiotics space and discusses the common emoji usages. Finally, it frames how
the work presented in this dissertation differs from other related works discussed.
2.2 Emoticons, Emoji, and Other Pictographs
We first look at emoticons and how they differ from emoji. Emoticons or smiley characters are
pictorial representations of facial expressions, created by using punctuation marks, such as :-) and
:-(. Even though the general concept of ‘smiley’ characters was introduced in the mid-1960s with
their pictorial representations [Danesi 2016], the emoticons that use punctual marks that are largely
popular today were introduced by Scott Fahlman in 19821. Since then, emoticons have been widely
used for expressing emotion in online communications [Wang et al. 2012; Wang 2015]. However,
recent studies show that emoji are slowly taking over emoticons in online communications [Dimson
1https://en.wikipedia.org/wiki/Emoticon
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Figure 2.1: Emoji Usage Growth on Instagram. Image Source – http://bit.ly/2QVaKTS.
2015; Pavalanathan and Eisenstein 2015; 2016].
Emoji were first introduced by Shigetaka Kurita in the late 1990s for a Japanese telecommunica-
tion organization named NTT DoCoMo2. He proposed a set of 176 emoji characters, however, they
were not widely adopted by other telecommunication providers around the world, except for the
Japanese market. After the Unicode Consortium standardized emoji characters in 2010, telecommu-
nication, mobile, and web platform providers quickly adopted the new Unicode emoji code points
into their platforms. For example, Apple released an emoji keyboard in 2011 for Apple devices and
Android did the same in 2013 for Android devices. These emoji keyboards let the users to easily
incorporate emoji into their social media messages. For example, a study by Instagram shows that
2https://www.cnn.com/style/article/emoji-shigetaka-kurita-standards-manual
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more than 40% of Instagram photo comments in the year 2015 contained at least one emoji [Dimson
2015]. This emoji growth is also shown in Figure 2.1.
Apart from emoji, there are many other pictographic representations proposed and used by
different mobile and web platform providers. For example, mobile application providers such as
Bitmoji3 and video platforms such as Twitch4 have come up with their own sets of emoji-like
pictographic characters. Similarly, Facebook has come up with their own versions of graphicons
(also known as stickers). Researchers have studied how these pictographs have been used in their
corresponding online social media platforms [Barbieri et al. 2017; Jiang et al. 2017; Herring and
Dainas 2017]. However, these pictographs are not standardized in such a way that they can be used
across multiple web and social media platforms. Hence, it is not possible to develop methods which
utilize traditional NLP methods that generalize across multiple platforms. Thus, the focus of this
dissertation is limited to the emoji characters that are standardized by The Unicode Consortium.
2.3 Semiotics, Writing Systems, and Emoji
Semiotics is defined as “the study of signs” [Chandler 2007]. The first reference to semiotics as a
branch of philosophy traces back to John Locke’s (1632–1704) article “An Essay Concerning Human
Understanding” published in 1690 [Locke 1841]. Following Locke, many philosophers and linguists
studied how symbols are given meanings. Among them, the Swiss linguist Ferdinand de Saussure
(1857–1913) and the American philosopher Charles Sanders Peirce (1839–1914), who are considered
as the co-founders of semiotics [Chandler 2007], contributed to the two widely accepted definitions
for semiotics.
Coming from a linguistic background, Saussure defined that a sign composed of two parts; a
signifier and a signified. Signifier describes the form that the sign takes (e.g., a word such as
‘fire’) and the signified describes the concept that the signifier refers to. In Saussure’s model of a sign,
3https://www.bitmoji.com/
4https://www.twitch.tv/
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the presence of signifier and signified is mandatory and the signifier can stand for different signifieds
(e.g., the word ‘fire’ can take different meanings in different contexts). Similarly, many signifiers can
stand for a given form of another signifier (e.g., the sign forms ‘combustion’ and ‘burning’ can also
be signifiers for the sign form ‘fire’).
Peirce proposed a triadic model to define a sign. The three parts of Peirce’s model are:
The representamen :the ‘sign vehicle’ or what is represented by the sign (similar to signifier in
Saussure’s model but broader).
An interpretant :the meaning of the sign.
An object :what is being referred to by the sign (similar to signified in Saussure’s model).
Peirce further stated that the relationship between representamen and object can take three
forms. They are:
Symbol/Symbolic :the sign represents the object through an arbitrary/conventional relation, thus,
the relation should be agreed upon or learned.
Icon/Iconic :the sign resembles or imitates the object.
Index/Indexical :the signifier is directly connected through a form of association.
Researchers have tried to explain emoji usage through the semiotics models discussed above.
Specifically, Bai [Bai 2018] tries to explain the assignment of meanings to emoji symbols via symbolic,
iconic, and indexical relationships proposed by Peirce. In [Bai 2018], Bai provides examples for such
usages. He argues that the ‘guardsman emoji’ gets the meaning ‘guardsman’ simply because
the emoji resembles a guardsman, which follows the iconic form. The heart emoji is commonly
associated with the meaning ‘love’ as heart shape is already associated with that meaning [Bai 2018],
which follows the symbolic form. He lists the ‘peach emoji’ as an example for indexical form as
peach emoji refers to multiple objects.
Researchers have also studied how people use emoji and reported that the emoji are used mainly
2.4. EMOJI UNDERSTANDING AND BUILDING EMOJI SENSE DICTIONARIES 17
to express sentiment [Danesi 2016; Cramer et al. 2016], to replace words [Danesi 2016; Na’aman
et al. 2017; Donato and Paggio 2017], and to emphasize words in a sentence [Danesi 2016; Donato
and Paggio 2017]. These emoji usage patterns show resemblance to different writing systems. For
example, Marcel Danesi argues that emoji show pictographic (i.e., representation of objects) and
logographic (i.e., word replacement) functions of the language systems [Danesi 2016]. In [Danesi
2016], Danesi discusses the cast of language systems from early pictographic languages to logographic
and alphabetic languages. He argues that the use of emoji with alphabetic languages could lead to a
new paradigm shift in the language where pictographic-logographic writing coexist with alphabetic
writing. We have already started to experience this new form of writing style in online social
media platforms. However, researchers admit that emoji would not contribute to a whole new
language [Evans 2017] of its own5, even though they have shown that emoji express certain features
of languages. For example, McCulloch et al. studied the repetitive emoji patterns to draw insights
into emoji grammar [McCulloch and Gawne 2018]. After studying the sequences of most common
two, three, and four emoji strings, they reported that emoji-based communications do not show
the characteristics of grammars with hierarchical structures. They stated that the repetitive emoji
resembles beat gestures, which is a well-established type of co-speech gesture characterized by its
high level of repetition.
2.4 Emoji Understanding and Building Emoji Sense Dictio-
naries
Although emoji was introduced two decades ago, research on this communication form remains
limited [Miller et al. 2016]. Emoji became popular when mobile service vendors adopted emoji onto
mobile platforms [SwiftKey 2015]. Early research into emoji focused on understanding the role of
emoji in computer-mediated communication. Cramer et al. studied the sender-intended functionality
5http://www.bbc.com/future/story/20151012-will-emoji-become-a-new-language
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of emoji using a group of 228 individuals who used emoji in text messages [Cramer et al. 2016]. They
reported on functional differences in emoji use and showed that the social and linguistic functions
of emoji are complex. They argued that the functions of emoji go beyond expressing emotions in
online communications. They reported that people use emoji to provide additional emotional and
situational information, as a means of tone modification (e.g., using a face emoji at the end of the
text to bring down the tone of the message), emphasize certain words in a message (e.g., Happy
Birthday ), and for text/word replacement (e.g., I you). They also highlighted the importance
of building natural language processing systems to understand emoji, which is a primary focus of
this dissertation. Hu et al. also studied how emoji are interpreted by senders and receivers in online
communications [Hu et al. 2017]. They reported that senders commonly use emoji to expressing the
sentiment, strengthening expression, and adjusting the tone of messages. These results align with
Cramer et al.’s observations [Cramer et al. 2016].
Kelly et al. studied how people in close relationships use emoji. They reported that people
who are in close relationships use emoji as a way of maintaining conversational connections in a
playful manner [Kelly and Watts 2015]. Similar to the study by Cramer et al. [Cramer et al. 2016],
Kelly et al. also reported that the functions of emoji in online communication go beyond simple
emotion expression. They reported that people in close relationships often create a shared and
secret bond within a particular relationship by using emoji [Kelly and Watts 2015]. Pavalanathan et
al. studied how emoji compete with ASCII-based non-standard orthographies, including emoticons,
when it comes to communicating paralinguistic content on social media [Pavalanathan and Eisenstein
2016]. They reported that Twitter users prefer emoji over emoticons, and users who adopt emoji
tend to use standard English words at an increased rate after emoji adoption. Their experiments
revealed that emoticons with horizontal orientation and winking eyes are relatively less used after the
introduction of emoji. They also argued that if people continue to use emoji to replace emoticons and
other non-standard orthographies, emoji could, in fact, solve the problems with using non-standard
orthographies in online communications.
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Past work on understanding emoji meanings by Miller et al. focused on how the sentiment and
semantics of emoji differ when the same emoji is displayed on multiple platforms as vendors can
design their own emoji image to display [Miller et al. 2016]. In their experiments, they reported
that even after seeing the same emoji rendering, the participants were confused about the correct
sentiment of the emoji 25% of the time. They also reported that the disagreement in the sentiment of
the emoji only increase when considering the renderings across different platforms. In their follow-up
work, they studied whether the text surrounded by emoji can be used to determine the sentiment
of emoji [Miller et al. 2017]. They reported that miscommunication can still exist even when emoji
are interpreted in textual contexts. They also noted that emoji sense disambiguation, which is a
problem studied in this dissertation is a challenging, hard-to-solve task [Miller et al. 2017].
Tigwell et al. also studied how emoji misunderstanding can happen due to platform-specific emoji
designs [Tigwell and Flatla 2016]. They surveyed people about their use of emoji to investigate the
variation in their interpretation of emoji. Specifically, they looked at people’s interpretations of
emoji available in Android and iOS platforms, which are the two most popular mobile platforms.
They argued that systems should be built in such a way that they can transfer the sender’s intention
along with emoji to solve emoji-related miscommunications. Researchers have also explored whether
different genders interpret emoji differently and reported that there are no significant differences in
the way males and females interpret emoji [Herring and Dainas 2018].
Several researchers have worked on building semantic models that can be used to understand
and interpret emoji in computer applications. For example, Barbieri et al. studied emoji meanings
using word embeddings [Mikolov et al. 2013] learned over a tweet corpus and used the learned
word embeddings to calculate the functional and topical similarity between emoji [Barbieri et al.
2016]. They showed that the emoji embeddings they learned over words surrounding the emoji in
text messages can be used to understand the relationships among emoji. They used t-Distributed
Stochastic Neighbor Embedding (t-SNE) method [Maaten and Hinton 2008] to visualize the learned
embedding models and showed that the emoji embedding models can be used to obtain meaningful
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emoji clusters that can be used to calculate emoji similarity. Eisner et al. used emoji descriptions
available on the Unicode Consortium Website to learn emoji meanings [Eisner et al. 2016] and showed
that their emoji representation model could outperform Barbieri et al.’s model in a sentiment analysis
task. Eisner et al.’s approach was able to combine the emoji meaning knowledge available in Unicode
Consortium Website with word embedding models. They also showed that emoji embeddings can
be used to improve real-world natural language processing tasks such as sentiment analysis. Pohl
et al. [Pohl et al. 2017] also developed a similar emoji embedding model to Barbieri et al. [Barbieri
et al. 2016] and they argued that emoji embeddings can be used to calculate emoji similarity, which
can then be used to optimize emoji keyboard designs for hand-held devices. Ai et al. used emoji
embeddings to study the correlation between emoji semantics and emoji usage [Ai et al. 2017].
They showed that emoji popularity is affected by several factors including the structural properties
of emoji, how complementary they are to the words and the sentiment of the context that they are
being used. Illendula et al. proposed an emoji embedding model based on emoji co-occurrence. They
generated an emoji co-occurrence network based on a large corpus of tweets and showed that emoji
embeddings learned over emoji co-occurrence graphs could improve the performance of downstream
natural language processing applications such as sentiment analysis [Illendula and Yedulla 2018].
Past research has shown that emoji can be used as features for sentiment and emotion analy-
sis experiments [Wijeratne et al. 2017]. For example, Novac et al. developed an emoji sentiment
ranking model based on the sentiment associated with emoji in the messages used in online com-
munications [Novak et al. 2015]. After analyzing the sentiment of 1.6 million tweets in 13 European
languages, they reported that the sentiment of the popular face emoji are generally positive. They
also reported that the sentiment distribution of the tweets with and without emoji can be sig-
nificantly different, suggesting that emoji are extensively used to express the sentiment in online
communications. They further reported that emoji tend to occur at the end of the text messages
and their sentiment polarity increases with the distance. Others have used features extracted from
emoji usage in various computational problems including emotion analysis [Wang et al. 2012; Wood
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and Ruder 2016], understanding communication in disaster events [Santhanam et al. 2018], and
Twitter profile classification [Balasuriya et al. 2016; Wijeratne et al. 2016].
Work on building resources that enable the natural language interpretation of emoji is at a very
early stage. Several web resources list emoji senses either as keywords or sense labels, which is
defined as a word(PoS tag) pair such as laugh(noun). Sense labels can be helpful for developing
emoji sense inventories. For example, The Unicode Consortium6 provides lists of keywords that
could act as the intended meanings for emoji. The Emoji Dictionary lists sense labels for emoji
meanings that are collected via crowdsourcing. However, none of these web resources can serve
as machine-readable sense inventories due to the limitations in their system designs, including not
providing enough training examples for a computer program to understand how an emoji should be
used in a message context [Wijeratne et al. 2016; 2017a]. Therefore, simply scraping those websites
to extract emoji sense labels alone cannot help to build emoji sense inventories. The sense labels
need to be linked with machine processable dictionaries such as BabelNet [Navigli and Ponzetto
2010] to extract message contexts for them. The Emoji Dictionary contains more valuable emoji
meanings compared to what the Unicode Consortium website has to offer, but The Emoji Dictionary
does not list Unicode code points of emoji, which makes it difficult to be directly consumed by a
computer program. Thus, this dissertation focuses on the construction of a machine-readable emoji
sense inventory and using it to solve emoji understanding tasks.
2.5 Emoji Similarity
Emoji similarity has received little attention apart from three attempts by Barbieri et al. [Barbieri
et al. 2016], Eisner et al. [Eisner et al. 2016] and Pohl et al. [Pohl et al. 2017]. Barbieri et al. [Bar-
bieri et al. 2016] collected a sample of 10 million tweets originated from the USA and trained an
emoji embedding model using tweets as the input. Then, using 50 manually-generated emoji pairs
6https://goo.gl/lo3z1E
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annotated by humans for emoji similarity and relatedness, they evaluated how well the learned emoji
embeddings align with the human annotations. They reported that the learned emoji embeddings
align more closely with the relatedness judgment scores of human annotators than the similarity
judgment scores. Eisner et al. [Eisner et al. 2016] used a word embedding model learned over the
Google News corpus7, applied it to emoji names and keywords extracted from the Unicode Consor-
tium website, and learned an emoji embedding model which they called emoji2vec. Using t-SNE
for data visualization [Maaten and Hinton 2008], Eisner et al. showed that the high dimensional
emoji embeddings learned by emoji2vec could group emoji into clusters based on their similarity.
They also showed that their emoji embedding model could outperform Barbieri et al.’s model in a
sentiment analysis task. Pohl et al. [Pohl et al. 2017] studied the emoji similarity problem using two
methods; one based on the emoji keywords extracted from the Unicode Consortium website and the
other based on emoji embeddings learned from a Twitter message corpus. They used the Jaccard
Coefficient8 on the emoji keywords extracted from the Unicode Consortium to find the similarity of
two emoji. They evaluated their approach using 90 manually-generated emoji pairs and discussed
how emoji similarity can be used to optimize the design of emoji keyboards.
The work presented in this dissertation differs from the related works discussed above in many
ways. Barbieri et al. [Barbieri et al. 2016] use the distributional semantics [Harris 1954] of words
learned over a Twitter corpus where they seek an understanding of emoji meanings from how emoji
are used in a large collection of tweets. In contrast, we learn emoji embeddings based on emoji
meanings extracted from EmojiNet. We learn the distributional semantics of the words in emoji
definitions using word embeddings learned over two large text corpora and use the learned word
embeddings to model the emoji meanings extracted from EmojiNet. Hence, we combine emoji
meanings extracted from knowledgebases (i.e., EmojiNet) with distributional semantics of those
words in emoji definitions. Pohl et al. [Pohl et al. 2017] learn emoji embedding models in the same
7https://goo.gl/QaxjVC
8https://goo.gl/RKkRzF
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way as Barbieri et al. and use the Jaccard Coefficient9 on emoji keywords extracted from the Unicode
Consortium to measure similarity. This is similar to our earlier work on emoji similarity which is
discussed in [Wijeratne et al. 2017a], and we further extend that work in this dissertation. Eisner
et al.’s [Eisner et al. 2016] presented an embedding model built on short emoji names and keywords
listed on the Unicode Consortium website, which is approximately 4 to 5 words long on average as
reported by Pohl et al. in [Pohl et al. 2017]. Since prior research suggests that the emoji embedding
models can be improved by incorporating more words by using longer emoji definitions [Eisner
et al. 2016; Pohl et al. 2017], we introduce embeddings based on three different types of long-form
definitions of an emoji. We show that our embedding models outperform the other emoji embedding
models in a downstream sentiment analysis task [Wijeratne et al. 2017b].
2.6 Emoji Sense Disambiguation
Previous research has identified the importance of emoji sense disambiguation problem [Miller et al.
2016; Miller et al. 2017], however, have not solved it. Specifically, past research has looked at creating
datasets that can be used to identify the linguistic roles of emoji use in online communications. For
example, Donato et al. looked at tweets with emoji and annotated them based on the linguistic
roles of emoji [Donato and Paggio 2017]. They identified three linguistic roles of emoji, namely, (i)
redundant, (ii) non-redundant, and (iii) non-redundant with PoS. The redundant category consists
of tweets where the emoji were used to emphasize words in the tweet (e.g., We’d love to have birthday
cake! ). The non-redundant category consists of tweets where emoji refer to information that are
not present in the tweet (e.g., I wish you were here ). Non-redundant with PoS category consists
of tweets where emoji were used to replace the words in the tweet (e.g., We love eating ). Even
though Donato et al. created the annotated datasets, they didn’t work on building models that
can identify those emoji functions in text. Na’aman et al. also looked at the functions of emoji in
9https://en.wikipedia.org/wiki/Jaccard_index
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textual communications [Na’aman et al. 2017] and identified emoji functions that are similar to the
ones reported by Donato et al. [Donato and Paggio 2017].
Miller et al. studied whether the text surrounded by emoji can be used to determine the senti-
ment of emoji [Miller et al. 2017]. They reported that miscommunication can still exist even when
emoji are interpreted in textual contexts and reported that emoji sense disambiguation is a challeng-
ing, hard-to-solve problem [Miller et al. 2017]. We discussed the challenges in solving emoji sense
disambiguation problem in a supervised setting in Section 1.1.2 and showed how emoji meaning
dictionaries can be used to overcome the challenges with supervised methods. There are several on-
line web resources available on the web that can act as emoji dictionaries. The Emoji Dictionary10
is a promising Web resource that could be utilized by humans for emoji sense disambiguation. It
is a crowdsourced emoji dictionary that provides emoji definitions with user defined sense labels,
which are word(PoS tag) pairs such as laugh(noun). However, it cannot be utilized by a ma-
chine for several reasons. First, it does not list the Unicode or shortcode names for emoji, which
are common ways to programmatically identify emoji characters in text. Secondly, it does not list
sense definitions and example sentences along with different sense labels for emoji. Typically, when
using machine readable dictionaries, machines use such sense definitions and example sentences to
generate contextually relevant words for each sense in the dictionary. Thirdly, the reliability of the
sense labels is unclear as no validation of the sense labels submitted by the crowd is performed.
With EmojiNet, we address these limitations by linking The Emoji Dictionary with other rich emoji
resources found on the Web. This allows sense labels to be linked with their Unicode and shortcode
name representations and discards human-entered sense labels for emoji that are not agreed upon
by the resources. EmojiNet also links sense labels with BabelNet to provide definitions and example




This chapter presented an overview of the past research conducted on emoji understanding. First, it
positioned emoji in the semiotics space and discussed the past research related to emoji understand-
ing. Then it framed how the work presented in this dissertation differs from and furthers existing
research. It also discussed the related work on emoji research, which is essential to understand the






This chapter present EmojiNet, the first machine-readable emoji sense inventory that maps emoji
to their set of possible meanings or senses. It discusses how an emoji is modeled in EmojiNet, the
processes involved in creating it, and reports on the evaluation matrices used. It also discusses an
application use-case of EmojiNet where emoji meanings are used to determine the similarity of emoji
pairs1.
1Content presented in this chapter were previously published in [Wijeratne et al. 2017a]
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Table 3.1: Nonuple Representation of an Emoji.
Nonuple Element Description
Unicode ui U+1F64C
Emoji Name ni Raising Hands
Short Code ci :raised hands:
Definition di Two hands raised in the air, celebrating success or an event.
Keywords Ki celebration, hand, hooray, raised
Images Ii
Related Emoji Ri Confetti Ball, Clapping Hands Sign
Emoji Category Hi Gesture symbols
Senses Si Sense Label: celebration(Noun)
Def: A joyful occasion for special festivities to mark a happy event.
3.2 Emoji Modeling and Dataset Creation
EmojiNet exposes a dataset of emoji. Each emoji is represented as a nonuple representing its sense
and other metadata. Let E be the set of all emoji in EmojiNet. For each emoji ei ∈ E, EmojiNet
records the nonuple ei = (ui, ni, ci, di,Ki, Ii, Ri, Hi, Si), where ui is the Unicode representation of
ei, ni is the name of ei, ci is the short code of ei, di is a description of ei, Ki is the set of keywords
that describe intended meanings attached to ei, Ii is the set of images that are used in different
rendering platforms, Ri is the set of related emoji extracted for ei, Hi is the set of categories that
ei belongs to, and Si is the set of different senses in which ei can be used within a sentence.
An example of nonuple notation is shown in Table 3.1. Each element in the nonuple provides
essential information on emoji and for emoji sense disambiguation. EmojiNet uses unicode ui, name
ni, and short code name ci of an emoji ei ∈ E to uniquely identify ei, and hence, to search EmojiNet.
di is a description of what is modeled in the emoji. It can sometimes help to understand the intended
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use of an emoji too. Ki is also helpful to understand the intended uses of an emoji. Ii helps to
understand the rendering differences in each emoji based on different platforms. Ri and Hi could
be useful to understand how emoji are related; thus, will be useful in tasks such as calculating emoji
similarity and emoji sense disambiguation. Finally, Si holds all senses for ei, including their POS
tags and sense definitions and links them with BabelNet, which makes EmojiNet a machine-readable
emoji sense inventory.
3.3 Open Resources Used in EmojiNet
A number of open resources, with appropriate permission from the dataset owners, are used to
construct the nonuple of an emoji. This section introduces those resources and the information
extracted from each of them.
3.3.1 The Unicode Consortium Emoji List
Unicode is an industry standard for the encoding, representation, and handling of text in computers
which enables people around the world to use them in any language2. The Unicode Consortium also
maintains a complete list of the standardized Unicodes for each emoji3 along with other information
on them such as manually curated keywords and images of emoji. Let the set of all emoji available
in the Unicode emoji list be EU . For each emoji eu ∈ EU , the Unicode character uu of eu, the name
nu of eu, the set of all manually assigned keywords Keu that describe the intended functionality of
eu, the set of all images Ieu associated with eu that are used to display eu on different platforms,
and the set of categories Heu which are all the categories that eu belongs to, are extracted from the
Unicode Consortium website for inclusion in EmojiNet.
2http://www.unicode.org/
3https://goo.gl/lo3z1E
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3.3.2 Emojipedia
Emojipedia4 is a human-created emoji reference website that organizes emoji into a pre-defined
sets of categories while also providing useful information about them. Specifically, for each emoji,
Emojipedia lists the Unicode representation of the emoji, its short code, its variations over rendering
platforms, and its relationships with other emoji. Let the set of all emoji available in Emojipedia
be EE . For each emoji ee ∈ EE , EmojiNet extracts the Unicode representation ue, short code ce,
emoji definition de, and the set of related emoji Ree of ee from Emojipedia.
3.3.3 The Emoji Dictionary
The Emoji Dictionary5 is the first crowdsourced emoji reference website that provides emoji defi-
nitions with their sense labels based on how they are used in sentences. It organizes the different
meanings of an emoji under three part-of-speech tags, namely, nouns, verbs, and adjectives. It also
lists an image of the emoji and its definition with example usages spanning across multiples senses
with multiple part-of-speech tags. Let the set of all emoji available in The Emoji Dictionary be ED.
For each emoji ed ∈ ED, EmojiNet extracts its image ied ∈ ID, where ID is the set of all images of
all emoji in ED and the set of crowd-generated sense labels Sed from Emoji Dictionary.
3.3.4 BabelNet
BabelNet6 is the most comprehensive multilingual machine-readable semantic network available to
date [Navigli and Ponzetto 2010] and it has been shown useful in many research areas, including
word sense disambiguation [Navigli 2009; Navigli and Ponzetto 2010], semantic similarity [Camacho-
Collados et al. 2015], and sense clustering [Camacho-Collados et al. 2015]. It is a dictionary with a
lexicographic and encyclopedic coverage of words within a semantic network that connects concepts
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Figure 3.1: Construction of Emoji Representation in EmojiNet.
are included in EmojiNet. For the set of all sense labels Sed in each ed ∈ ED, EmojiNet extracts
the sense definitions and examples for each sense label sed ∈ Sed from BabelNet.
3.4 Resource Integration
Figure 3.1 gives a high level four step overview of how the open resources are utilized to create an
emoji representation. This section elaborates on each of these steps.
3.4.1 Linking Resources based on the Unicode Code Points
First, EmojiNet extracts all emoji characters that are currently supported by the Unicode Consor-
tium and the information it stores for each one of them, such as emoji names, keywords and images.
Then, for each emoji extracted from the Unicode website, EmojiNet extracts additional information
such as the emoji short code, emoji description and related emoji from Emojipedia website. Emo-
jiNet merges all information extracted from the two websites based on the Unicode representation
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of emoji and stores them under each emoji ei ∈ E using the nonuple notation described earlier.
3.4.2 Linking Resources based on the Images
The Emoji Dictionary does not store the Unicode character representations of emoji, hence inte-
grating it with the emoji data extracted from the Unicode Consortium and Emojipedia websites is
done based on matching the images of the emoji available in the three resources. For this purpose,
we extracted 18,615 images representing all emoji extracted from the Unicode Consortium website
and created an index, which we refer to as our example set, Ix. We also downloaded images of
all emoji listed on The Emoji Dictionary website, which resulted in a total of 1,074 images, from
which we created our test image dataset, It. We implemented a nearest neighborhood-based image
matching algorithm based on [Santos 2010] that matches each image in It with the images in Ix.
This algorithm has shown to perform well when aligning images with few colors and objects, which
is the case with emoji. Since images are of different resolutions, we first normalized them into a
300x300px space and then divided them along a lattice of 25 non-overlapping regions of size 25x25px.
We then calculated the average color intensity of each region by averaging its R, G and B pixel color
values. To calculate the dissimilarity between two images, we summed the L2 distance of the average
color intensities of the corresponding regions. We selected L2 distance as it prefers many medium
disagreements to one large disagreement as in L1 distance. The final accumulated value that we
received for a pair of images will be a measure of the dissimilarity of the two images. For each image
in It, the least dissimilar image from Ix is chosen and the corresponding emoji nonuple information
is merged.
3.4.3 Extracting Sense Labels
The Emoji Dictionary lists sense labels for each emoji which were obtained through its crowdsourced
data collection platform, while the Unicode Consortium lists intended meanings for each emoji
as keywords, but without any part-of-speech tags. The two resources thus carry complementary
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information about emoji meanings necessary to create a sense label. EmojiNet follows the procedure
illustrated in Figure 3.2 to extract emoji sense labels using the two resources. For each emoji,
EmojiNet extracts all the emoji sense labels listed in The Emoji Dictionary. This resulted in a total
of 31,944 sense labels. For each of the 6,057 keywords for emoji listed in the Unicode Consortium
website, it then generates three sense labels using the three part-of-speech tags; noun, verb, and
adjective. That means, for a keyword listed in the Unicode Consortium website such as face,
EmojiNet generates the three sense labels face(N), face(V), and face(A) as shown in Figure 3.2.
We selected only three part-of-speech tags as they were the only part-of-speech tags supported by
The Emoji Dictionary and other emoji sense inventories [Wijeratne et al. 2016].
Following the above step, a total of 18,171 sense labels for the 6,057 keywords are created. Next,
EmojiNet combines the sense labels from the two resources into a pool of sense labels, totaling 50,115
sense labels in the pool. However, not all senses in the pool of sense labels are valid. For example,
the sense label face(A) is invalid as the word face cannot be used as an adjective in the English
language. To filter out invalid sense labels from the sense label pool, EmojiNet validates each sense
label in the pool against the valid sense labels in BabelNet sense inventory. During this validation
process, a total of 21,779 sense labels were discarded from the sense label pool where 10,848 of them
were extracted from The Emoji Dictionary and 10,931 of them were generated from the Unicode
Consortium keywords. The above filtering step leaves 28,336 valid sense labels in the sense label
pool. We also noticed that there are a lot of sense labels in the pool that do not represent valid
meanings for certain emoji. For example, for the emoji , pig(N), rainbow(N), and face(V) are
listed among many other invalid meanings. Even though these are valid English sense labels, they
are not valid meanings for the emoji, thus we remove such instances. Most of such invalid sense
labels were extracted from The Emoji Dictionary, and due to non availability of input validation
methods in The Emoji Dictionary website, those being ended up adding to Emoji Dictionary’s sense
inventory. With the help of two human annotators, we were able to remove a total of 15,432 such
sense labels. The remaining 12,904 sense labels are ready to be assigned their sense definitions using
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Figure 3.2: Using The Unicode Consortium and The Emoji Dictionary for Sense Label Filtering.
BabelNet, as described next.
3.4.4 Extracting and Linking with BabelNet Senses
For a given sense label, there could be multiple sense definitions available in BabelNet. For example,
the current version of BabelNet lists 6 different sense definitions for the sense label laugh(noun).
Thus, to select the most appropriate sense definition out of the multiple BabelNet sense definitions
and link them with the sense labels extracted in the earlier step, a Word Sense Disambiguation
(WSD) task needs to be performed. To conduct this WSD task, we use the Manually Annotated
Sub-Corpus (MASC)7 with a most frequent sense (MFS) baseline. We choose the MASC corpus
because it is a balanced dataset that represents different text categories such as tweets, blogs, emails,
etc. and Moro et al. have already annotated it using the BabelNet senses [Moro et al. 2014]. A
MFS baseline outputs the MFS calculated for each word with respect to a sense-annotated text
corpus. Then the baseline assigns the MFS of a word as its correct word sense. We use a MFS-based
WSD baseline due to the fact that MFS is a very strong, hard-to-beat baseline model for WSD
tasks [Basile et al. 2014].
7https://goo.gl/OeLc2F
























Figure 3.3: Assigning BabelNet Sense Definitions.
Figure 3.3 depicts the process of assigning BabelNet sense definitions to the sense labels in
EmojiNet. We use the MASC annotations provided by Moro et al. to calculate the MFS of each
word in the MASC corpus. Then, for all sense labels that are common for the MASC corpus and
EmojiNet, we assign the calculated MFS for each of them as their corresponding sense definition and
save their sense definitions in EmojiNet. However, not all sense labels in EmojiNet were assigned
BabelNet senses in the above WSD task as several sense labels were not present in the MASC corpus.
To assign sense definitions for those that were missed in the earlier WSD task, we defined a second
WSD task based on the most popular sense (MPS) of each BabelNet sense. We define the MPS of
a sense label as follows. For each BabelNet sense label Bs, we take the count of all sense definitions
BabelNet lists for Bs. The MPS of Bs is the BabelNet sense ID that has the highest number of
definitions for Bs. For sense labels that there are more than one MPS available in BabelNet, we
manually assign the correct BabelNet sense ID. Once the MPS is calculated, those will be assigned
to their corresponding sense labels in EmojiNet which were left out in the MFS-based WSD task.
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3.5 Enhancing EmojiNet for Analysis Tasks
Making EmojiNet more useful beyond just serving as a machine-readable sense inventory and to
enable its use for emoji analysis tasks on ill-formatted social media text required the following
enhancements.
3.5.1 Adding Word Embeddings to EmojiNet
As pointed out earlier, the accuracy of the sense disambiguation tasks can be improved by incorpo-
rating more context words [Vasilescu et al. 2004], and NLP tools trained on well-formed text might
not work well with the language variations seen in social media [Ritter et al. 2011]. Thus, to make
EmojiNet a more robust tool for working with social media text processing, we derive additional
context words based on word embedding models learned over Twitter and news articles, respectively.
We collected a Twitter dataset that contained emoji using the Twitter streaming API8 to train
a word embedding model on tweets with emoji. The dataset was collected using emoji Unicodes as
filtering words, over a four week period, starting from 6th August 2016 to 8th September 2016. It
consists of 147 million tweets containing emoji. We removed all retweets and used the remaining
110 million unique tweets for training purposes. When training the Twitter-based word embedding
model [Mikolov et al. 2013], we first convert all emoji into textual features using Emoji for Python9
API. Then we remove all stopwords and perform stemming across all tweets. We then feed all the
training data (i.e. words found in tweets, including emoji) to the Word2Vec tool and train it using
a Skip-gram model with negative sampling. We choose Skip-gram model with negative sampling to
train our model as it is shown to generate robust word embedding models even when certain words
are less frequent in the training corpus [Mikolov et al. 2013]. We set the number of dimensions
of our model to 300 and the negative sampling rate to 10 sample words, which works well with
medium-sized datasets [Mikolov et al. 2013]. We set the context word window to be 5 so that it will
8https://dev.twitter.com/streaming/public
9https://pypi.python.org/pypi/emoji/
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consider 5 words to left and right of the target word at each iteration of the training process. This
setting is suitable for sentences where average sentence length is less than 11 words, as is the case in
tweets [Hu et al. 2013]. We ignore the words that occur fewer than 10 times in our Twitter dataset
when training the word embedding model. We use a publicly available word embedding model that
is trained over Google News corpus10 to learn additional context words for emoji sense definitions.
We follow an approach similar to the one presented by Eisner et al. when learning additional
context words for emoji sense definitions [Eisner et al. 2016]. For each emoji ei ∈ E, we extract the
definition di of the emoji ei and the set of all emoji sense definitions Si of ei from EmojiNet. Then,
for each word w in di, we extract the twenty most similar words from the two word embedding
models as two separate sets, namely CWTei and CW
N
ei . For example, for , EmojiNet lists “A
gun emoji, more precisely a pistol. A weapon that has potential to cause great harm” as its emoji
definition. To generate context words, we replace each word in the definition above with the top
twenty most similar words learned for it using the two word embedding models, respectively. We do
the same for each emoji sense definition for as well. For each emoji sense definition si ∈ Si that
belongs to ei, we then extract the words wsi in si ∈ Si and repeat the same process to learn two
separate context word sets CWTei−si and CW
N
ei−si , based on the twenty most similar words for each
word wsi in si ∈ Si. The separate sets allow us to mark if a context word was learned from social
media (Twitter) or more well-formed text (news articles) in EmojiNet.
3.5.2 Adding Platform-specific Meanings to EmojiNet
As pointed out by [Miller et al. 2016], platform-specific emoji meanings could also play an important
role in emoji understanding tasks. We came up with a list11 of 40 most confused emoji (please refer
to Appendix A for the full emoji list) based on the differences in their platform-specific images
and crowd-provided senses, including the 25 emoji studied by Miller et al. We setup an Amazon
10https://goo.gl/QaxjVC
11http://emojinet.knoesis.org/dataset/vendorspecific_emoji.html
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Mechanical Turk (AMT) experiment to identify the platform-specific meanings associated with the
40 selected emoji. We selected five vendor platforms for our study, namely Google, Apple, Windows,
Samsung, and Twitter, and extracted all of the emoji sense labels stored in EmojiNet. In our
experiment, a single AMT task asks a worker to say whether they think that a given sense label is a
reasonable sense for a platform-specific emoji. Radio buttons (agree or disagree) are used to record
their decisions, along with a text field to give a brief explanation. Results with no, repeating, or
nonsense explanations were filtered away under the assumption that the worker was a spammer. We
conducted a total of 14,448 such AMT tasks, of which 1,128 were filtered as spam.
We looked at what were the emoji that had platform specific meanings. We specifically look
for meanings that are unique for certain emoji when they were shown in certain platforms. We
found 27 emoji (67.50%) that had platform specific meanings. For example, for , we noticed that
windows platform was the only one that shows a smiling face with teeth displaying as shown in .
Therefore, the AMT workers have assigned laugh as a meaning for but not for any other emoji
depictions for the same Unicode representation including . We also noticed that the Samsung
platform-based emoji had the least number of meanings associated with their images, which tells
us Amazon workers had hard time agreeing with each other on the emoji meanings when Samsung
images are displayed. Google platform images had the highest agreement among emoji senses. We’ve
added these vendor-specific meanings into EmojiNet dataset.
3.6 EmojiNet Web application and REST API
To make it easy to browse and programmatically access the EmojiNet dataset, we host EmojiNet
as a web application at http://emojinet.knoesis.org/. The web application supports searching
the EmojiNet dataset based on the Unicode character representation, name, or the short code of an
emoji. It also supports browsing EmojiNet by specifying the part-of-speech tags of the emoji senses
(see Figure 3.4). A REST API is implemented so that computer applications can also access the
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Figure 3.4: EmojiNet Web Application at http://emojinet.knoesis.org/.
EmojiNet dataset. The API has a series of methods that can be invoked over an HTTP connection
that return data in a JSON object format. The resource, along with the complementary sense
embedding, vendor-specific sense data and REST API with documentation, is freely available to the
public for research use. Each method in the EmojiNet REST API is discussed in Appendix B by
providing the functionality of the method, method signature, URL parameters of the method, and
a sample request that shows how the method is invoked. For a detailed description of each method
signature including sample responses and error codes, please refer to the online EmojiNet REST
API available at - http://emojinet.knoesis.org/api.php.
Table 3.2 lists some summary statistics for the data stored in EmojiNet and the emoji data
distribution. Each emoji in EmojiNet carries all features listed in Table 3.2 except related emoji. A
total of 7,544 related emoji pairs have been stored in EmojiNet that belongs to 1,755 emoji. There
are 6,057 emoji keywords, 18,615 images, and 141 categories shared across the emoji. An emoji in
EmojiNet has 5 to 6 senses on average.
Figure 3.5 plots the number of unique emoji senses for each emoji stored in EmojiNet. A selected
set of emoji are also shown there. Emoji with a diverse set of senses include (55) followed by
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# of data stored
for each feature
Unicodes 2,389 2,389
Emoji Names 2,389 2,389




Related Emoji 1,755 7,544
Categories 2,389 141
Senses 2,389 12,904
(49). For example, had senses ranging from chocolate to smelly. When looking at the senses, it
was evident that most of the senses are based on the look and feel of the emoji. For example,
had many sense variations that interpret as feces, and some sense variations which were based on
the color and the shape of the emoji. had senses ranging from sweat to rain. We also noticed
, and , which are three of the most popular emoji on Twitter12, were among EmojiNet’s
top 10 emoji with most number of senses. We examined the emoji that had least number of emoji
senses (1). Those include blood type emoji such as and , buttons such as and , and
newly introduced emoji such as and . We found that all of them do not exist in The Emoji
Dictionary website, hence they did not have any crowd-generated emoji meanings saved in EmojiNet.
We also noticed that they have only one keyword listed in the Unicode Consortium website as the
intended meaning. Some of them, such as animal faces, were recently introduced.
12http://www.emojitracker.com/












Figure 3.5: Emoji Sense Distribution.
3.7 Dataset Evaluation
This section evaluates the process we used to curate the data published in EmojiNet. In particular,
we evaluate the nearest neighborhood-based image processing algorithm that we used to integrate
emoji resources and the most frequent sense-based and most popular sense-based WSD algorithms
that we used to assign meanings to emoji sense labels.
3.7.1 Resource Integration Evaluation
We evaluate how the nearest neighborhood-based image processing algorithm matches images from
The Emoji Dictionary website (i.e., It) with the images downloaded from the Unicode Consortium
website (i.e., Ix). The Unicode Consortium website contains multiple vendor-specific images for a
given emoji that depict how an emoji looks on those vendors’ platforms (i.e., different emoji for
different platforms such as Apple, Samsung, Windows, Twitter etc.). Since we have indexed all
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vendor-specific images of each emoji under that emoji’s Unicode representation, to correctly map an
image in It with Ix, we only require an image in It to match with any one of those vendor-specific
images in Ix for a given emoji. Once the matching process is completed, we pick the top ranked match
for each emoji based on the dissimilarity of the two matched images and manually evaluate them for
equality. The Unicode representation of the top ranked matched image from Ix will be assigned as
the Unicode representation of the matching image from It. Though the image processing algorithm
we used is naive, it works well for our study as the images of the emoji are not complex (i.e., each
image has one object such as a face or a fruit) and they do not contain complex color combinations
(i.e., one or two colors with a transparent/white background). The image processing algorithm
we used combines color (spectral) information with spatial (position/distribution) information and
tends to represent those features well when the images are simple.
Out of the 1,074 image instances we checked, our algorithm could correctly find matching images
for 1,034 images in It with an accuracy of 96.27%. An error analysis performed on the 40 incorrect
matches revealed that 13 family emoji, 9 person/family emoji, and 8 clock emoji were identified
incorrectly among others. These image types had minimal differences in either objects or color,
hence the algorithm had failed to match them correctly. For example, 9 person/family emoji had
very slight differences in objects such as long hair in one image versus the short hair in the other (e.g.,
Vs ). The clock emoji had their arms at different locations while the color of the images were
identical (e.g., Vs ). We manually corrected the 40 incorrect matches and assigned them
their correct Unicode representations to complete the integration between The Emoji Dictionary
data with Unicode Consortium data.
3.7.2 Sense Assignment Evaluation
Here we discuss how we evaluated the most frequent sense-based and most popular sense-based
word sense disambiguation algorithms that we used to link emoji sense labels with BabelNet sense
definitions. To do this evaluation, we sought the help of two human judges who have experience in
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Table 3.3: Word Sense Disambiguation Statistics.
Correct Incorrect Total
Noun 6,633 (86.64%) 1,022 (13.36%) 7,655
Verb 2,231 (77.14%) 661 (22.86%) 2,892
Adjective 1,915 (81.24%) 442 (18.76%) 2,357
Total 10,779 (83.53%) 2,125 (16.47%) 12,904
NLP research. We provided them with all emoji included in EmojiNet, listing all the valid sense
labels for each emoji and their corresponding BabelNet senses (BabelNet sense IDs with definitions)
calculated though either MFS or MPS baselines. They were asked to mark whether they thought
that the suggested BabelNet sense ID was the correct sense ID for the emoji sense label listed. We
calculated the agreement between the two judges for this task using Cohen’s kappa coefficient13 and
obtained an agreement value of 0.7134, which is considered to be a good agreement.
Out of the 12,904 sense labels we provided them to disambiguate, 7,815 appeared in both the
EmojiNet dataset and MASC dataset, so they were assigned BabelNet sense definitions through
the MFS-based WSD approach. Our judges evaluated the sense assignments based on whether
they thought that the suggested BabelNet sense ID assigned by the MFS baseline was the correct
sense ID for the emoji sense label. They decided that 6,673 sense labels were assigned correct
BabelNet sense IDs, yielding an accuracy of 85.38% for the MFS baseline. Judges then assigned the
correct sense IDs for the 1,142 sense labels that were sense disambiguated incorrectly by the MFS
baseline. The remaining 5,089 sense labels which were not assigned senses by the MFS baseline were
considered for a second WSD task based on a MPS baseline. While evaluating the accuracy of the
MPS baseline, the judges followed the same approach that they followed for evaluating the MFS
baseline. Based on the evaluation results, we found that the MPS baseline has achieved 80.68%
accuracy in the WSD task. There were 983 sense labels which were sense disambiguated incorrectly
13https://goo.gl/szv50P
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in this approach, which were then corrected by the judges. Overall, the two WSD baselines have
correctly sense disambiguated a total of 10,779 sense labels, yielding an accuracy of 83.53% for the
WSD task. Table 3.3 integrates the results obtained by both word sense disambiguation algorithms
for different part-of-speech tags. The results shows that the two WSD approaches we used have
performed reasonably well in disambiguating the sense labels in EmojiNet.
3.8 EmojiNet at Work - An Experiment on Calculating Emoji
Similarity
Similar to semantic similarity of words14, we define emoji similarity based on the likeness of their
meaning as defined by the sense labels assigned to each emoji. This is a new notion of ‘emoji similar-
ity’ compared to previous work that defined similarity by emoji functionality or topic [Barbieri et al.
2016; Eisner et al. 2016] and is uniquely enabled by EmojiNet’s sense repository. This sense similar-
ity is similar to how semantic similarity measures have been defined using sense inventories such as
WordNet15 and BabelNet. Since EmojiNet carries functional and topical emoji meanings available
in the Unicode Consortium and The Emoji Dictionary websites in addition to the other intended
meanings of emoji if any, our method complements other similarity measures. Next, we describe a
use-case where we model an emoji similarity graph using the emoji present in EmoTwi50 [Barbieri
et al. 2016] dataset created by Barbieri et al. to explain sense-based emoji similarity.
EmoTwi50 is a dataset that contains 25 manually created and 25 randomly created emoji pairs,
totaling 100 unique emoji. Barbieri et al. created and used this dataset to find functional and
topical similarity of the 50 emoji pairs. We use it to create our emoji similarity graph based on
emoji senses. We first extract the sense labels of the 100 emoji in EmoTwi50 dataset from EmojiNet.
A node in the emoji similarity graph is an emoji and an edge exists if there is at least one common
14https://goo.gl/ITXkAT
15https://wordnet.princeton.edu/
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Figure 3.6: Emoji Clusters using Emoji Sense Overlap.
sense between them. Figure 3.6 visualizes this graph, with the thickness of an edge corresponding
to the number of shared emoji senses between them. We then run a label propagation community
detection algorithm [Barber and Clark 2009] to identify emoji communities (clusters) based on their
sense overlap. This revealed 16 clusters in our graph, each of which represents ‘sense-similar’ emoji.
We have list a selected set of emoji within different clusters and label them in Table 3.4. We can see
that the smiling face emoji have been clustered together while sad faces, hearts, drinks, and hand
symbols form their own clusters. We also notice two islands, which we have labeled as cameras and
sports & entertainment.
3.9. SUMMARY 45








Once the graph is computed, we can use any traditional semantic, path or set similarity measure
to find the sense similarity between any two emoji in the graph. For example, we use Jaccard
Similarity16 to find the sense similarity between and . Both emoji have 12 sense labels each,
shares 9 sense labels, and have 15 unique sense labels between them. Thus, the sense similarity
between them can be calculated as the ratio between 9 and 15, which gives 0.60. Table 3.5 lists the ten
most similar emoji pairs calculated based on EmoTwi50 dataset. We can replace Jaccard Similarity
with a sophisticated similarity measure to improve the results shown. The emoji similarity dataset
we created using Jaccard Similarity is available to download at http://emojinet.knoesis.org/.
3.9 Summary
This chapter presented the details of the creation of EmojiNet, the largest machine-readable emoji
sense inventory that links Unicode emoji representations to their English meanings extracted from
the Web. We described how (i) three open resources were integrated to build EmojiNet, (ii) word
embedding models and vendor-specific emoji senses were used to improve EmojiNet, and (iii) how
the resource building process was evaluated. We also discussed the web application we developed
16https://goo.gl/RKkRzF
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to browse EmojiNet dataset, the REST API to access the functionality of EmojiNet and showed
how EmojiNet can be used to calculate emoji sense similarity. We will discuss how EmojiNet can
be used to solve emoji understanding tasks in the next two chapters of this dissertation.
4
Applications of EmojiNet – Emoji
Similarity
4.1 Overview
In this chapter, we look at how EmojiNet can be used to solve emoji similarity tasks. First, we
present a comprehensive study on measuring the semantic similarity of emoji using emoji embedding
models. We extract machine-readable emoji meanings from EmojiNet to model the meaning of an
emoji. Using pre-trained word embedding models learned over a Twitter dataset of 110 million
tweets and a Google News text corpus of 100 billion words, we encode the extracted emoji meanings
to obtain emoji embedding models. To create a gold standard dataset for evaluating how well the
emoji embeddings measure similarity, we ask ten human annotators who are knowledgeable about
emoji to manually rate the similarity of 508 pairs of emoji. This dataset of human annotations,
which we call ‘EmoSim508’, is made available with this dissertation for use by other researchers. We
evaluate the emoji embeddings by first establishing that the similarity measured by our embedding
models align with the ratings of the human annotators using statistical measures. Then, we apply
our emoji embedding models to a sentiment analysis task to demonstrate the utility of them in a
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real-world NLP application. Our models were able to correctly predict the sentiment class of tweets
laden with emoji from a benchmark dataset [Novak et al. 2015] with an accuracy of 63.6 (7.73%
improvement), outperforming the previous best results on the same dataset [Barbieri et al. 2016;
Eisner et al. 2016]1.
4.2 Representation of Emoji Meaning
EmojiNet provides different types of information on emoji which one can use to train computer
models. Here, we are interested in the information in EmojiNet that we can use to represent the
meaning of an emoji. We consider three different ways to represent the meaning of an emoji using
the information in EmojiNet. Specifically, we extract emoji descriptions, emoji sense labels, and the
emoji sense definitions of each emoji sense from EmojiNet to model the meaning of an emoji. We
discuss each briefly below.
4.2.1 Emoji Description (Sense Desc.)
Emoji descriptions give an overview of what is depicted in an emoji and its intended uses. For
example, for the pistol emoji , EmojiNet lists “A gun emoji, more precisely a pistol. A weapon that
has potential to cause great harm. Displayed facing right-to-left on all platforms” as its description.
One could use this information to get an understanding of how the pistol emoji should be used in a
message.
4.2.2 Emoji Sense Labels (Sense Label)
Emoji sense labels are word-POS tag pairs (such as laugh(noun)) that describe the senses and
their part-of-speech under which an emoji can be used in a sentence. Emoji sense labels can act as
words that convey the meaning of an emoji and thus, can play an important role in understanding
1Content presented in this chapter were previously published in [Wijeratne et al. 2017b]
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the meaning of an emoji. For example, for pistol emoji , EmojiNet lists 12 emoji sense labels
consisting of 6 nouns (gun, weapon, pistol, violence, revolver, handgun), 3 verbs (shoot,
gun, pistol) and 3 adjectives (deadly, violent, deathly).
4.2.3 Emoji Sense Definitions (Sense Def.)
Emoji sense definitions are the textual descriptions that explain each sense label and how those sense
labels should be used in a sentence. For example, for the gun(Noun) sense label of the pistol emoji
, EmojiNet lists 5 sense definitions that complement each other2. These emoji sense definitions
can be valuable in understanding the meaning of an emoji; thus, we use them to represent the
meaning of an emoji.
4.2.4 Learning the Emoji Embedding Models
Once the machine-readable emoji descriptions are extracted from EmojiNet, we use word embedding
models [Mikolov et al. 2013] to convert them into a vectorial representation. A word embedding
model is a neural network that learns rich representations of words in a text corpus. It takes data
from a large, n-dimensional ‘word space’ (where n is the number of unique words in a corpus) and
learns a transformation of the data into a lower k-dimensional space of real numbers. This trans-
formation is developed in a way that similarities between the k-dimensional vector representation
of two words reflects semantic relationships among the words themselves. Word embedding models
are inspired by the distributional hypothesis (i.e., words that are co-occurring in the same contexts
tend to carry similar meanings), hence the semantic relationships among word vectors are learned
based on the word co-occurrence in contexts (e.g., sentences) extracted from large text corpora.
Mikolov et al. have shown that these word embeddings can learn different types of semantic rela-
tionships, including gender relationships (e.g., King-Queen) and class inclusion (e.g.,
Clothing-Shirt) among many others [Mikolov et al. 2013]. Similar to word embedding models,
2https://goo.gl/gm7TQ2
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an emoji embedding model is defined as an emoji symbol and its learned k-dimensional vector
representation.
We chose two different types of datasets, namely, a tweet corpus and a Google News corpus,
to train emoji embedding models. We made this selection to make it easy to compare our emoji
embedding models with other works that have used embedding models based on tweet text and
Google News text. To train the Twitter word embedding model, we first collected a Twitter dataset
that contained emoji using the Twitter public streaming API3. The dataset was collected using
emoji Unicodes as filtes over a four week period, from August 6th, 2016 to September 8th, 2016. It
consists of 147 million tweets containing emoji. We first removed all retweets and then converted all
emoji in the remaining 110 million unique tweets into textual features using the Emoji for Python4
API. The tweets were then stemmed before being processed with Word2Vec [Mikolov et al. 2013]
using a Skip-gram model with negative sampling. This process is depicted in Figure 4.1. We choose
the Skip-gram model with negative sampling to train our model as it is shown to generate robust
word embedding models even when certain words are less frequent in the training corpus [Mikolov
et al. 2013]. We set the number of dimensions of our model to 300 and the negative sampling rate
to 10 sample words, which are shown to work well empirically [Mikolov et al. 2013]. We set the
context word window to 5 (words wt−5 to wt+5 in Figure 4.1) so that it will consider 5 words to left
and right of the target word (word wt in Figure 4.1) at each iteration of the training process. This
setting is suitable for sentences where the average sentence length is less than 11 words, as is the
case in tweets [Hu et al. 2013]. We ignore the words that occur fewer than 10 times in our Twitter
dataset when training the word embedding model. We use a publicly available word embedding
model that is trained over Google News corpus5 to obtain Google News word embeddings.
We use the learned word vectors to represent the different types of emoji definitions listed in
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as shown in Figure 4.1. For example, all words in the pistol emoji’s description, which is “A
gun emoji, more precisely a pistol. A weapon that has potential to cause great harm. Displayed
facing right-to-left on all platforms” are replaced by the word vectors learned for each word. Then,
to get the emoji embedding, the word vectors of all words in the emoji definition are averaged into
form a final single vector of size 300 (the dimension size). The vector mean (or average) adjusts
for word embedding bias that could take place due to certain emoji definitions having considerably
more words than others [Kenter et al. 2016]. If the total number of words in the emoji definition is





Using the three different emoji definitions and two types of word vectors learned over Twitter and
the Google News corpora, we learn six different embeddings for each emoji. Then we integrate all
words in the three types of emoji definitions into a set called (Sense All) and learn two more emoji
embeddings over them by using the two types of word vectors. We take this step as prior research
suggests that having more words in an emoji definition could improve the embeddings learned over
them [Eisner et al. 2016; Pohl et al. 2017]. Thus, we learn a total of 8 embeddings for emoji. The
utility of each embedding as a similarity measure is discussed next.
4.3 Ground Truth Data Curation
Once the emoji embedding vectors are learned, it is necessary to evaluate how well those represent
emoji meanings. For this purpose, we create an emoji similarity dataset called ‘EmoSim508’ that
consist of 508 emoji pairs which were assigned similarity scores by ten human judges. This section
discusses the development of the EmoSim508 emoji similarity dataset, which is available at http:
//emojinet.knoesis.org/emosim508.php.
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Figure 4.2: Emoji Co-Occurrence Frequency Graph.
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4.3.1 Emoji Pair Selection
Curating a reasonable sample of emoji pairs for human evaluation is a critical step: there are 2,389
emoji, leading to over 5 million emoji pairs, which would be impossible to ask a human to evaluate for
their similarity. Hand-picking emoji pairs might not be a good approach as such a dataset would not
cover a wide variety of similarities or could be biased towards certain relationships that commonly
exist among emoji [Barbieri et al. 2016]. Furthermore, random sampling of the emoji pairs will lead
to many unrelated emoji as suggested by Barbieri et al. [Barbieri et al. 2016], making the dataset
less useful as a gold standard dataset. We thus sought to curate the EmoSim508 dataset in such
a way that the emoji pairs in it are not hand-picked but still represent a ‘meaningful’ dataset. By
meaningful, we mean that the dataset contains emoji pairs that are often seen together in practice.
The dataset should also have pairs that are related, unrelated, and the shades in-between, leading
to a diverse collection of examples for evaluating a similarity measure. To address this, we consider
the most frequently co-occurring emoji pairs from the Twitter corpus used to learn word vectors in
Section 4.2.4 and created a plot of how often pairs of emoji co-occur with each other. From this
plot, shown in Figure 4.2, we select the top-k emoji that cover 25% of our Twitter dataset (shown in
the dotted red line in Figure 4.2). This resulted in the top 508 emoji pairs. Since the co-occurence
frequency plot is decidedly heavy-tailed (the blue line), we chose the 25% threshold, giving us a
dataset which is 10 times bigger than the previous dataset used by Barbieri et al. [Barbieri et al.
2016] to calculate emoji similarity. These 508 emoji pairs have 158 unique emoji. We have also
shown the top 10 and bottom 10 emoji pairs based on their co-occurrence frequency in Figure 4.2.
We can observe that the face emoji are dominant in the top 10 emoji pairs while bottom 10 contain
few interesting emoji pairs such as and , and , and and .
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4.3.2 Human Annotation Task
We use human annotators to assign similarity scores to each emoji pair in the EmoSim508 dataset.
A total of ten annotators were used, all of whom were graduate students at Wright State University,
and of whom four were male and six were female. Their ages ranged from 24 years to 32 years;
past studies suggest people within this age range use emoji frequently6. The annotators were shown
a webpage (a screen shot is shown in Figure 4.3) with two emoji and were prompted with two
questions, one related to emoji equivalence and the other related to emoji relatedness, which they
were required to answer on a five-point Lickert scale [Likert 1932] ranging from 0 to 4, where 0 means
the emoji were dissimilar and 4 means the emoji were identical. We selected the five-point Lickert
scale for our study for two main reasons. Firstly, past research has shown that Lickert scale is best
suited for questionnaire-based user studies and five-point scale have shown to perform better than
other scales (seven-points and ten-points) empirically [Revilla et al. 2014]. Secondly, many human
annotators-involved word similarity experiments have used the same Lickert scale from 0 to 4 to
calculate the similarity of words [Snow et al. 2008]. The two questions we asked from the annotators
were:
• Q1. How equivalent are these two emoji?
(i.e., can the use of one emoji be replaced by the other?)
• Q2. How related are these two emoji?
(i.e., can one use either emoji in the same context?)
We asked Q1 to understand whether an equivalence relationship exists between an emoji pair and
Q2, to understand whether a relatedness relationship exists between them. Annotators answered
the same two questions for all 508 emoji pairs in the EmoSim508 dataset. We then averaged values
received as answers for the ordinal selections (0 to 4) for both questions separately and assign the
emoji pair an emoji equivalence score and an emoji relatedness score. Then we average the two
6https://goo.gl/GSbCGL
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How equivalent are these two emoji? (i.e., can the use of one emoji be replaced by the other?) 
How related are these two emoji? (i.e., can one use either emoji in the same context?) 
(0 being totally dissimilar/un-related and 4 being totally similar (identical)/related)
Figure 4.3: A Screen shot of the Web Application Used for the Annotation Task.
values to calculate the final emoji similarity score for a given pair of emoji. We use the final emoji
similarity score to evaluate our emoji embedding models.
4.3.3 Annotation Evaluation
We conducted a series of statistical tests to verify that EmoSim508 is a reliable dataset, that is, to
ensure that the annotators did not randomly answer the task’s questions [Artstein and Poesio 2008].
To verify this, we measured the inter-annotator agreement. Since we had ten annotators who used
ordinal data to evaluate the similarity of emoji, we selected Krippendorff’s alpha coefficient α to
calculate the agreement among annotators [Hayes and Krippendorff 2007]. We calculated annotator
agreement for each question separately and observed an α value of 0.632 for Q1 and an α value
of 0.567 for Q2. This tells us that the emoji similarity evaluation was not an easy task for the
annotators and their agreement is slightly better when deciding on two emoji pairs for equivalence
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than relatedness. In our dataset, a lot of annotators have agreed on the non-equivalence of emoji
pairs, thus, we believe that the slightly higher α score for agreeing on the equivalence of an emoji
pair could be a result of that.
To evaluate how reasonable are the scores provided by the human annotators, we look at the
emoji pairs with highest inter-annotator agreement for each ordinal value in the Lickert scale (0
to 4) in Figure 4.4. Here, we focus on annotator agreement at each level of the Lickert scale (0
to 4). We notice that all annotators have agreed that the and emoji show an equivalence
relationship. All other emoji pairs shown for ordinal value 4, which stands for ‘equivalent or fully
related’, show high agreement (a minimum of 8/10) among the annotators. Ordinal value 3, which
stands for ‘highly similar or closely related’, show medium agreement (a minimum of 5/10) among
annotators. Ordinal values 1 and 2, standing for ‘slightly similar or slightly related’ and ‘similar
or related’, respectively, also show medium agreement (a minimum of 5/10) among the top-5 emoji
pairs for each ordinal value. Finally, ordinal value 0, which stands for ‘dissimilar or unrelated’,
show full agreement (10/10) among annotators for a total of 184 emoji pairs. The annotators have
unanimously agreed that there is no relatedness and equivalence relationships exist for a group 31
and 153 emoji pairs, respectively. This further shows that it has been easier for them to agree on
the dissimilarity of a pair of emoji than on its similarity or relatedness.
Figure 4.5 depicts the distribution of the mean of the annotator ratings (line plot) and one
standard deviation from the mean (ribbon plot) for each emoji pair for each question. For both
questions, the mean of each plot shows a near-linear trend, proving that our dataset captures diverse
types of relationships. Specifically, for question 1, we find a near-linear trend in the mean distribution
for emoji pairs where the mean user rating is between 0.66 and 4. For question 2, we find a similar
trend for emoji pairs where the mean rating is between 1 and 4. For both questions, the deviation
bands are dense, especially in the range of 0.75 – 2.5, which is to be expected. We also note that the
deviation does not span beyond one rating (e.g., the deviation bands at a mean of 2 tend to span
between 1 and 3). This reasonable deviation further speaks for the diversity of responses. The size
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Figure 4.5: Distribution of the Mean of User Ratings.
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of these deviation bands decrease as we approach extreme values (i.e., emoji definitely similar and
definitely different). We notice an elbow (from (0, 0) to (153, 0)) at the start of the mean distribution
for Q1 due to the strong agreement among annotators for the unrelated emoji. This shows that even
though we selected highly co-occurring emoji pairs from a Twitter corpus to be included in the
EmoSim508 dataset, annotators have rated them as not related. However, we can also see that the
unrelated emoji only cover 29.7% (153/508 for Q1) of the dataset, leaving 70.3% of the dataset with
diverse relationships.
4.4 Evaluating Emoji Embedding Models
In this section, we discuss how we evaluated the different emoji embedding models using EmoSim508
as a gold standard dataset. We generated nine ranked lists of emoji pairs based on emoji similarity
scores, one ranked list representing the EmoSim508 emoji similarity and eight ranked lists represent-
ing each emoji embedding model obtained under different corpus settings. Treating EmoSim508’s
emoji similarity ranks as our ground truth emoji rankings, we use Spearman’s rank correlation co-
efficient7 (Spearman’s ρ) to evaluate how well the emoji similarity rankings generated by our emoji
embedding models align with the emoji similarity rankings of the gold standard dataset. We used
Spearman’s ρ because we noticed that our emoji annotation distribution does not follow a normal
distribution. The rank correlation obtained for each setting (multiplied by 100 for display purposes)
is shown in Table 4.1. Based on the rank correlation results, we notice that emoji embedding models
learned over emoji descriptions (Sense Desc.) moderately correlate (40.0 < ρ < 59.0) with the gold
standard results, whereas all other models show a strong correlation (60.0 < ρ < 79.0). All results
reported in Table 4.1 are statistically significant (p < 0.05).
We observe that the emoji embeddings learned on sense labels correlate best with the emoji sim-
ilarity rankings of the gold standard dataset. We further looked into what could be the reason for
7https://goo.gl/ZA4zDP
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Table 4.1: Spearman’s Rank Correlation Results.
Emoji Embedding Model ρ x 100 for each Corpus
Google News Twitter
(Sense Desc.) 49.0 46.6
(Sense Label) 76.0 70.2
(Sense Def.) 69.5 66.9
(Sense All) 71.2 67.7
emoji sense labels-based embedding models (Sense Label) to outperform other models. Past work
suggests that having access to lengthy emoji sense definitions could improve the performance of the
emoji embedding models [Eisner et al. 2016; Pohl et al. 2017]. For the 158 emoji in EmoSim508
dataset, emoji meanings were represented using 25 words on average when using the emoji descrip-
tions; 12 words when using the emoji sense labels; 567 words when using the emoji sense definitions;
and 606 words when all above definitions were combined. All our emoji embedding definitions have
more words (at least twice as many) than past work [Eisner et al. 2016], but we notice that emoji
sense labels are very specific words that only describe emoji meanings, unlike the words in emoji
sense descriptions and emoji sense definitions. In contrast, emoji descriptions and emoji sense defi-
nitions provide more words describing how an emoji is shown on different platforms or how an emoji
should be used in a sentence while describing the emoji’s meaning. These unrelated words in emoji
definitions may well be the reason for degraded performance of (Sense Desc.), (Sense Def.) and
(Sense All) embeddings. Thus, access to quality sense labels are of vital importance for learning
good emoji embeddings.
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4.5 Emoji Embeddings at Work
To show that our emoji embedding models can be used in real-world NLP tasks8, we set up a
sentiment analysis experiment using the gold standard dataset used in [Novak et al. 2015]. We
selected this dataset because Barbieri et al.’s [Barbieri et al. 2016] and Eisner et al.’s [Eisner et al.
2016] models have already been evaluated on this dataset. Thus, it allows us to compare our
embedding models with theirs. The gold standard dataset consists of nearly 66,000 English tweets,
labelled manually for positive, neutral or negative sentiment. The dataset is divided into a testing
set that consist of 51,679 tweets, where 11,700 of them contain emoji, and a training set that consist
of 12,920 tweets with 2,295 of them contain emoji. In both the training set and the test set, 46%
of tweets are labeled neutral, 29% are labeled positive, and 25% are labeled negative. Thus, the
dataset is reasonably balanced.
To represent a training instance in our sentiment analysis dataset, we replaced every word in a
tweet using the different embedding models learned for that word by using different text corpora.
We also replaced every emoji in the tweet with its representation from a particular emoji embedding
model we learned. Table 4.2 shows the results we obtained for the sentiment analysis task when using
different emoji embeddings. Here, Google News + (Sense Desc.) means that all words in the tweets
in the gold standard dataset are replaced by their corresponding word embedding models learned
by the Google News corpus and all emoji are replaced by their corresponding emoji embeddings
obtained by the (Sense Desc.) model. We report classification accuracies for: (i) the whole testing
dataset (N = 12,920); (ii) all tweets with emoji (N = 2,295); (iii) 90% of the most frequently used
emoji in the test set (N = 2,186); and (iv) 10% of the least frequently used emoji in the test set (N =
308). We trained a Random Forrest (RF) classifier and a Support Vector Machine (SVM) classifier
using each test data segment. We selected those two classifier models as they are commonly used
for text classification problems, including the sentiment analysis experiment conducted by Eisner
8Please note that our main goal is to demonstrate the usefulness of the learned embedding models and not to
develop a state-of-the-art sentiment analysis algorithm.
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Table 4.2: Accuracy of the Sentiment Analysis task using Emoji Embeddings.
Classification accuracy on sections of testing dataset
Word Embedding Model N = 12,920 N = 2,295 N = 2,186 N = 308
RF SVM RF SVM RF SVM RF SVM
Google News + emoji2vec 59.5 60.5 54.4 59.2 55.0 59.5 54.5 55.2
Google News + (Sense Desc.) 58.7 61.9 50.6 55.0 49.7 55.3 45.4 50.0
Twitter + (Sense Desc.) 60.2 62.5 55.1 56.7 53.8 57.3 53.5 53.2
Google News + (Sense Label) 60.3 63.3 55.0 61.8 56.8 62.3 54.2 59.0
Twitter + (Sense Label) 60.7 63.6 57.3 60.8 57.5 61.5 56.1 58.4
Google News + (Sense Def.) 59.0 62.2 50.3 55.0 51.1 55.2 48.0 50.6
Twitter + (Sense Def.) 60.0 62.4 53.6 56.2 53.7 56.7 50.6 50.6
Google News + (Sense All) 59.1 62.2 50.8 55.1 50.2 55.3 50.0 50.6
Twitter + (Sense All) 60.3 62.4 53.1 57.6 54.1 56.8 54.5 50.0
et al. [Eisner et al. 2016] on the same gold standard dataset. Table 4.2 summarizes the results
obtained in the sentiment analysis task. Following Eisner et al. [Eisner et al. 2016], we also report
the accuracy of the sentiment analysis task, which allows us to compare our embedding models
with theirs. Accuracy is measured in settings where the testing dataset is divided into four groups
based on the availability of tweets with emoji in each group. We find that the embeddings learned
over emoji sense labels perform best in the sentiment analysis task, outperforming the previous best
emoji embedding model [Eisner et al. 2016] with an improvement of 7.73%. This embedding model
also yielded the best similarity ranking as per Spearman’s Rank Correlation test.
As discussed in Section 4.4, we believe that the inclusion of words that are highly related to emoji
meanings make emoji embeddings over sense labels to learn better models to represent the meaning
of an emoji, hence, outperform the other models in the sentiment analysis task. We also notice
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that Twitter-based emoji embedding models continue to outperform Google News-based embedding
models in the majority of the test run settings. Past research on social media text processing
suggests that NLP tools designed for social media text processing outperform NLP tools designed
for well-formed text processing on the same task [Wijeratne et al. 2017a]. We believe this could
be the reason why Twitter-based models continue to outperform Google News-based models. Our
results, which continue to outperform Eisner et al.’s model [Eisner et al. 2016], prove that the use
of emoji descriptions, sense labels, and emoji definitions to model emoji meanings has resulted in
learning better emoji embedding models.
4.6 Summary
This chapter presented how the semantic similarity of emoji can be calculated by utilizing the
machine-readable emoji sense definitions available in EmojiNet. We looked at how different types of
emoji meanings available in EmojiNet can be used to learn emoji embedding models and evaluated
the embedding models using EmoSim508 dataset. To show a real-world use-case of the learned
emoji embedding models, we used them in a sentiment analysis task and presented the results.
EmoSim508 dataset and our emoji embedding models can be downloaded from http://emojinet.
knoesis.org/emosim508.php. Next, we will explore how EmojiNet can be used to solve emoji sense
disambiguation tasks.
5
Applications of EmojiNet – Emoji
Sense Disambiguation
5.1 Overview
People use emoji to add color and whimsiness to their messages [Kelly and Watts 2015] and to
articulate hard to describe emotions [emo 2015]. Perhaps by design, emoji were defined with no
rigid semantics attached to them1, allowing people to develop their own use and interpretation.
Thus, similar to words, emoji can take on different meanings depending on context and part-of-
speech [Miller et al. 2016]. For example, consider the three emoji , , and and their use
in multiple tweets in Figure 5.1. Depending on context, we see that each of these emoji can take
on wildly different meanings. People use the emoji to mean laughter, sadness, and humor;
the emoji to express praying, high-fiving or thanking; and the emoji to refer to monkeys,
hiding or blindness. An application designed to disambiguate emoji senses can be used improve
sentiment and emotion analysis applications. For example, consider the emoji , which can take
the meanings happy and sad based on the context in which it has been used. Current sentiment
1http://www.unicode.org/faq/emoji_dingbats.html#4.0.1
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Sense Example Sense Example Sense Example
Laugh 
(noun)
Can’t stop laughing Pray 
(verb)
Pray for my family, god 
gained an angel today 
Monkey 
(Noun)
Got a pet monkey 
Crying 
(verb)








The dog was hiding 
behind the door  
Hilarious 
(Adjective)




Thank you so much for 
taking care of the baby
Blind (verb) I’m blind with no lights 
on. Can’t see anything
Figure 5.1: Emoji Usage in Social Media with Multiple Senses.
analysis applications do not differentiate among these two meanings when they process .
This chapter introduces the emoji sense disambiguation problem and discusses how EmojiNet can
be used as an emoji sense inventory to solve it. There is a lack of availability in emoji sense-tagged
data which can be used to solve the emoji sense disambiguation problem in a supervised learning
setting. We show that EmojiNet can be utilized as an alternate knowledge-based method to solve
the emoji sense disambiguation problem, below.
5.2 Proposed Approach
To show EmojiNet could be used as a sense inventory for emoji sense disambiguation, we first
selected 25 emoji which have shown to be interpreted differently when used in communication by
previous research [Miller et al. 2016]. Then we take the Twitter corpus that we used to train the
word embedding model discussed in Section 3.5 and randomly select 50 tweets for each of the 25
emoji. We select tweets that contain only one emoji anywhere in the middle of the tweet. To
disambiguate the sense of an emoji in a tweet, we compare the context of the emoji in the tweet
with the contexts of each emoji sense for that emoji obtained from EmojiNet. This tweet context
is defined as all words surrounding the emoji. We define three sets of contexts for an emoji sense
based on the three different datasets we used to generate them:
• BabelNet-based context: This is the set of words coming from BabelNet sense definitions
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which we extracted for an emoji. It also includes the words in sense labels and in examples that
show how to use those sense labels in sentences,
• Twitter-based context: This is the set of context words learned by using the Twitter word
embedding model for the emoji from Section 3.5. Each word in the BabelNet-based context is
expanded by using the related words learned from the Twitter word embedding model, and
• News-based context: This is the set of context words learned by using the Google News word
embedding model for an emoji from Section 3.5. Each word in the BabelNet-based context is
expanded by using the related words learned from the Google News word embedding model.
To find the sense of an emoji in a tweet, we calculate the context overlap between the context
of the emoji in the tweet with the context words taken from each of the above three sets. Following
past studies, the sense with the highest context word overlap is assigned to the emoji at the end
of a successful run of the algorithm [Vasilescu et al. 2004]. We then asked two human judges to
evaluate the emoji senses assigned to the emoji in our tweet dataset. We asked the judges to label
the sense assignment as correct if they think that the chosen sense for an emoji in a tweet is the
most appropriate sense that could be assigned to it from EmojiNet or incorrect if they do not think
the sense is appropriately assigned for the emoji in a tweet. The agreement between the two judges
for this task measured by Cohen’s kappa coefficient was 0.6878, which is considered to be a good
agreement.
Table 5.1 lists the top 10 emoji based on their sense disambiguation accuracy. We define the
emoji sense disambiguation accuracy for an emoji as the ratio between the number of correctly sense
disambiguated messages (tweets) and the number of total sense disambiguated messages for that
emoji. Among the 25 emoji in our dataset, gives the highest sense disambiguation accuracy of
0.61. We observe that Twitter-based context vectors outperforms the other two context vectors con-
stantly, except for disambiguating the sense of . This observation aligns with what past research
on social media text processing suggest us, which is, tools designed for well-formed text processing
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Table 5.1: Top 10 Emoji based on the Emoji Sense Disambiguation Accuracy (in % values).











Avg. Accuracy 18.38 51.54 38.91
will not work well when used for ill-formatted text processing [Ritter et al. 2011]. The average num-
ber of Twitter-based context words for an emoji sense definition was very high compared to that of
BabelNet-based contexts. This align with the past research too, that the disambiguation results can
be improved when we increase the number of context words in the sense definitions [Vasilescu et al.
2004]. These evaluation results validates the importance of the improvements we made to EmojiNet
by introducing context word vectors learned by Twitter and Google News corpora. It also validates
the fact that EmojiNet can be successfully used as an emoji knowledgebase that can enable using




This chapter presented the emoji sense disambiguation problem and discussed how EmojiNet can
be used as an emoji sense inventory to solve it. It discussed the challenges in solving the emoji
sense disambiguation problem using supervised methods and discussed how EmojiNet can be used
as a knowledgebase to solve the problem in a knowledge-based setting. It presented emoji sense
disambiguation experiments carried out on 25 emoji that are identified in previous research as
highly ambiguous. The results showed the potential of EmojiNet as a framework to solve the emoji
sense disambiguation problem.
6
Conclusion and Future Work
6.1 Overview
This section concludes the dissertation. In this section, we brief what was covered in the dissertation.
Then, we discuss potential future research related to building emoji sense inventories, emoji similarity
calculation, and emoji sense disambiguation. We also discuss other future research directions that
are important to further emoji research.
6.2 EmojiNet: Building a Machine-Readable Emoji Sense
Inventory
We presented the construction of EmojiNet, the first ever machine-readable sense inventory to
understand the meanings of emoji. It integrates three different emoji resources from the Web to
extract emoji senses and aligns those senses with BabelNet. We discussed the process involved
in building EmojiNet and presented how we evaluated those processes. We then explored how
EmojiNet can be used to solve multiple emoji understanding tasks. The EmojiNet framework, along
with the complementary sense embeddings, vendor-specific emoji meanings, and its REST API with
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documentation are publicly released at http://emojinet.knoesis.org/.
6.3 Emoji Similarity Calculation
Emoji similarity is shown to be important for many applications such as: (i) emoji-based search [Cap-
pallo et al. 2015]; (ii) sentiment analysis [Barbieri et al. 2016; Eisner et al. 2016; Novak et al. 2015],
and (iii) mobile keyboard design [Pohl et al. 2017]. However, the notion of the similarity of two emoji
is very broad [Wijeratne et al. 2017b]. We presented a method to measure the semantic similarity of
emoji, such that the similarity measure reflects the likeness of the emoji meaning, interpretation or
intended use. Using the emoji descriptions, emoji sense labels and emoji sense definitions extracted
from EmojiNet, on top of two different training corpora obtained from Twitter and Google News,
we explored multiple emoji embedding models to measure emoji similarity. We showed that we
can generate word vectors that encode emoji meanings by representing the emoji meanings using
word embedding models. With the help of ten human annotators who are knowledgeable about
emoji, we created EmoSim508 dataset, which consists of 508 emoji pairs and used it as the gold
standard to evaluate how well our emoji embedding models perform in an emoji similarity calcu-
lation task. To show a real-world use-case of the learned emoji embedding models, we used them
in a sentiment analysis task and presented the results. We released the EmoSim508 dataset at
http://emojinet.knoesis.org/emosim508.php.
6.4 Emoji Sense Disambiguation
The state-of-the-art emoji processing applications do not account for the contextual differences in
emoji meaning and interpretation, which poses challenges for applications that utilize emoji. Thus,
similar to the word sense disambiguation task in natural language processing, applications need to
disambiguate the meaning or ‘sense’ of an emoji. We examined this problem and tried to solve it
by combining EmojiNet sense definitions with traditional NLP techniques. We demonstrated an
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approach that automatically disambiguates the meanings of polysemous emoji. We evaluated our
approach using a manually annotated Twitter dataset consists of at least one emoji in each tweet
and its meaning in the message context. We showed that EmojiNet sense definitions can be coupled
with traditional NLP algorithms to solve the emoji sense disambiguation problem.
6.5 Future Work
The work presented in this dissertation can be further extended in three important directions,
namely, (i) building emoji sense dictionaries, (ii) emoji similarity calculation, and (iii) emoji sense
disambiguation. We will look at each of these directions in more detail, below.
6.5.1 Building a Machine-Readable Emoji Sense Inventory
The approach we followed to build EmojiNet can be further extended in several ways. One can
extend the EmojiNet sense inventory by adding machine processable emoji meanings such as slang
terms that were not present in BabelNet but listed as intended meanings by the Unicode Consortium.
For example, we noticed that slang terms such as OMG are filtered in the data filtration process as
OMG is not listed as a word in BabelNet. However, it is listed as a concept in BabelNet, which is not
associated with a PoS tag, thus, it gets filtered in the process. Therefore, we believe an additional
step is needed to identify slang terms which can be very important for certain emoji (e.g., OMG is
one of the most prominent meanings for ‘Face Screaming in Fear’ emoji.). EmojiNet framework
can also benefit from a semi-automatic update process to keep EmojiNet up-to-date as and when
new emoji are supported by the Unicode Consortium. We noticed that the Unicode Consortium
requires new emoji proposals to list the possible uses of those emoji. These emoji usages reflect
different emoji meanings that the designers of the emoji have assigned them. Thus, building methods
to automatically extract emoji usages from emoji proposals available in the Unicode Consortium
Website can be helpful to further extend EmojiNet. EmojiNet currently supports platform-specific
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emoji meanings for 40 emoji that are highly misunderstood across mobile platforms. However, there
can be other emoji that are mis-classified due to their depictions across platforms, that are not
covered in our study. Further studies on platform-specific emoji meanings can contribute to finding
these missing emoji meanings in EmojiNet. One could also work on introducing more sophisticated
algorithms to solve image processing and word sense disambiguation algorithms we used in evaluating
the creation process of EmojiNet.
6.5.2 Emoji Similarity Calculation
Our emoji similarity calculation approach can be further extended as follows. The emoji embedding
models can be further extended to understand the differences in emoji interpretations due to how they
appear across different platforms or devices. EmojiNet currently lists platform-specific meanings for
40 emoji and those platform-specific meanings were not treated differently when we trained our emoji
embedding models. However, once EmojiNet started to carry platform-specific emoji meanings for
all emoji standardized by the Unicode Consortium (thus, available in EmojiNet), one could also
train platform-specific emoji embeddings following the approaches we discussed in this dissertation.
One could also apply our emoji embedding models to other emoji analysis tasks such as emoji-based
search. Emoji-based search is now getting the attention of the Internet-based companies. Especially,
Internet giants such as YouTubeMusic has already started supporting emoji-based search in their
mobile application. It will be interesting to explore whether emoji similarity results could be used to
improve the recall in emoji-based search applications. If the gold standard datasets can be created,
the emoji similarity methods discussed in this dissertation can be evaluated for improvements in
recall in emoji-based search.
6.5.3 Emoji Sense Disambiguation
Our emoji sense disambiguation methods can be further extended by introducing more sophisticated
algorithms to solve emoji sense disambiguation problem. For example, Iacobacci et al. recently
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studied how word embedding-based methods can be used to improve word sense disambiguation
tasks [Iacobacci et al. 2016; Bordea et al. 2016]. They experimented with several word vector sum-
mation methods including (i) vector concatenation, (ii) vector average, (iii) fractional decay, and
(iv) exponential decay [Iacobacci et al. 2016; Bordea et al. 2016]. They also studied different word
embedding generation methods including (i) Word2Vec [Mikolov et al. 2013], (ii) Collobert and We-
ston’s method [Collobert and Weston 2008], and (iii) retrofitting of word embeddings [Faruqui et al.
2015]. One can incorporate the findings of Iacobacci et al. [Iacobacci et al. 2016] to introduce state-
of-the-art word embedding models to solve emoji sense disambiguation problem. Another possible
direction for future research would be creating evaluation datasets for emoji sense disambiguation.
For example, evaluation datasets for emoji sense disambiguation experiments we carried out as part
of this dissertation were consist of randomly selected tweets with emoji. However, these datasets can
be further improved by hand-selecting example emoji usages where emoji are used to replace words
in Tweets. We didn’t consider platform-specific emoji meanings when conducting our emoji sense
disambiguation experiments. Specifically, social media platforms such as Twitter records the plat-
form that a tweet generated from and disseminates it via their programming API. Thus, one could
use the platform details available in Twitter (via the source field in Twitter JSON object [Wijeratne
et al. 2017]) to further improve the emoji sense disambiguation algorithms.
6.5.4 Emoji Prediction
Emoji prediction is the problem of predicting an emoji to a given text segment. In the simplest form,
it tries to predict an emoji at the end of a sentence (or a tweet) in a way that the predicted emoji
captures what is conveyed in the sentence. Several recent research studies have tried to solve the
emoji prediction problem in a supervised setting [Barbieri et al. 2017; Barbieri et al. 2018; Barbieri
et al. 2018] and have achieved prediction accuracies that range from 13% to 48%. This tells us that
the emoji prediction is a challenging problem. Past research has shown that supervised learning
approaches can be improved by using carefully generated domain knowledge [Sheth et al. 2017].
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Thus, it will be interesting to explore the possibility of utilizing the emoji senses knowledge available
in EmojiNet to improve the accuracy of emoji prediction problem. Working on the novel methods to
incorporate EmojiNet knowledgebase into deep learning architectures so that the resulting models
can be used to solve the emoji prediction problem will be a challenging task.
6.6 Going Forward
In this dissertation, we looked at how external knowledge on emoji meanings can be used to improve
emoji understanding tasks. We also looked at ways to incorporate traditional NLP algorithms into
our solutions. Emoji usage is complex in nature. Compared to regular languages, emoji do not have
a clear hierarchical grammar [McCulloch and Gawne 2018]. As suggested by Danesi in [Danesi 2016],
we also believe that emoji would continue to exist as a complementary writing element for alphabetic
writing systems. Therefore, we believe that efforts to use existing NLP systems with emoji-specific
language processing systems will be crucial for the further development of emoji research. We believe
having access to emoji datasets will also play a major role in furthering emoji research. For example,
we created ground truth datasets for emoji similarity and emoji sense disambiguation. We believe
these datasets can further be improved. For example, as discussed in Section 6.5.3, we believe emoji
sense disambiguation datasets should include more hand-selected instances. Specifically, we should
include training instances where emoji replaces words. So far, many researchers have ignored the role
that the emoji play in a text message when analyzing them. For example, emoji sense disambiguation
and emoji prediction approaches discussed in this dissertation do not consider the position of an
emoji in a text message or the role of the emoji (e.g., tone modification, replace words, emphasize an
existing word etc.) when addressing those emoji understanding tasks. However, we believe having
an understanding of where an emoji appears in a text and the role it plays could further improve
the algorithms we develop. Therefore, further research should shed a light on investigating such
problems to measure their effects on the performance of the emoji understanding tasks.
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Platform-specific emoji meanings are still common for many emoji. We have recently seen major
mobile platform providers (such as Apple and Android) trying to minimize the differences in their
emoji designs and trying to agree on universal emoji designs. For example, in 2018, all major mobile
and web platform providers decided to replace the gun emoji with a water pistol emoji, following
Apple, who first changed their gun emoji to a water pistol in 20161. However, it is well known that
mobile platform providers like to maintain their own versions of emoji pictographs, except for rare
instances like the gun emoji. Thus, we expect emoji miscommunication due to platform-specific
emoji depictions to continue to exist. We believe platform-specific emoji meanings can be valuable
to address emoji miscommunications. However, there hasn’t been scalable efforts to learn platform-
specific emoji representations, mainly due to the challenges in collecting platform-specific emoji
datasets. Even though emoji data which are generated from each mobile or web platform is hard to
find, we can extend EmojiNet to hold platform-specific emoji meanings, which can then be used to
learn platform-specific emoji embeddings by using the emoji embedding learning methods discussed
in Chapter 4. We believe that emoji sense disambiguation and emoji prediction will continue to
be hard-to-solve emoji understanding tasks. We are hopeful that EmojiNet would continue be a
valuable resource to address those open problems.
6.7 Summary
This section briefly presented what was covered in the dissertation. It also discussed potential future
research related to building emoji sense inventories, emoji similarity calculation, emoji sense disam-









Here, we list all the platform-specific emoji in EmojiNet. We’ve collected platform-specific emoji
meanings for the 40 emoji listed in Table A.1 using an Amazon Mechanical Turk experiment and the
results can be downloaded from http://emojinet.knoesis.org/dataset/emojiplatformresults.
zip. For the illustration purposes, we’ve only shown Twitter platform-specific emoji images in Ta-




Table A.1: Platform-specific Emoji in EmojiNet.






















EmojiNet REST API Calls
B.1 Overview
This chapter explains EmojiNet REST API calls. It lists each REST API call with corresponding
input parameters and sample requests. Currently, EmojiNet REST API supports 7 methods that
can be used to retrieve information about emoji stored in EmojiNet. They are: (i) Get Emoji
Information, (ii) Get Emoji Images, (iii) Get Noun Meanings for Emoji, (iv) Get Verb Meanings
for Emoji, (v) Get Adjective Meanings for Emoji, (vi) Get Twitter Word Embeddings for Emoji,
and (vii) Get Google News Word Embeddings for Emoji. Each method in the EmojiNet REST
API is discussed below by providing the functionality of the method, method signature (URL field),
URL parameters of the method, and a sample request that shows how the method is invoked. For
a detailed description of each method signature including sample responses and error codes, please
refer to the Online EmojiNet REST API available at - http://emojinet.knoesis.org/api.php.
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Table B.1: Get Emoji Information.
Function Get Emoji Information
Description This method returns information about a given
emoji including its Unicode, name, shortcode, description,




Table B.2: Get Emoji Images.
Function Get Emoji Images
Description This method returns information about vendor-specific
images stored in EmojiNet for a given emoji. A binary






Table B.3: Get Noun Meanings for Emoji.
Function Get Noun Meanings for Emoji
Description This method returns information about all noun meanings stored
in EmojiNet for a given emoji. It will return NULL if there are




Table B.4: Get Verb Meanings for Emoji.
Function Get Verb Meanings for Emoji
Description This method returns information about all verb meanings stored
in EmojiNet for a given emoji. It will return NULL if there are





Table B.5: Get Adjectives Meanings for Emoji.
Function Get Adjectives Meanings for Emoji
Description This method returns information about all adjective meanings stored
in EmojiNet for a given emoji. It will return NULL if there are




Table B.6: Get Twitter Word Embeddings for Emoji.
Function Get Twitter Word Embeddings for Emoji
Description This method returns Twitter-based context words learned for a given
emoji sense. The method expects a BabelNet sense ID as the input and
returns a list of words learned by our Twitter-based word embedding





Table B.7: Get Google News Word Embeddings for Emoji.Emoji (Twitter)
Function Get Google News Word Embeddings for Emoji
Description This method returns Google News-based context words learned for a given
emoji sense. The method expects a BabelNet sense ID as the input and
returns a list of words learned by our Google News-based word embedding
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