Abstract-We consider the problem of learning a local metric in order to enhance the performance of nearest neighbor classification. Conventional metric learning methods attempt to separate data distributions in a purely discriminative manner; here we show how to take advantage of information from parametric generative models. We focus on the bias in the information-theoretic error arising from finite sampling effects, and find an appropriate local metric that maximally reduces the bias based upon knowledge from generative models. As a byproduct, the asymptotic theoretical analysis in this work relates metric learning to dimensionality reduction from a novel perspective, which was not understood from previous discriminative approaches. Empirical experiments show that this learned local metric enhances the discriminative nearest neighbor performance on various datasets using simple class conditional generative models such as a Gaussian.
INTRODUCTION
T HE classic dichotomy between generative and discriminative methods for classification in machine learning can clearly be seen in two distinct performance regimes as the number of training examples is varied [1] , [2] . Generative models-which employ models to find the underlying distribution pðxjyÞ for discrete class label y and input data x 2 R D -typically outperform discriminative methods when the number of training examples is small, due to the smaller variance in the generative models which compensates for any possible bias in the models. On the other hand, more flexible discriminative methods-which are interested in a direct measure of pðyjxÞ-can accurately capture the true posterior structure pðyjxÞ when the number of training examples is large. Thus, given enough training examples, the best performing classification algorithms have typically employed purely discriminative methods.
However, due to the curse of dimensionality when D is large, the number of data examples may be insufficient for discriminative methods to approach their asymptotic performance limits. In this case, it may be possible to improve discriminative methods by exploiting knowledge from generative models. There has been recent work on hybrid models showing some improvement [3] , [4] , [5] , but the generative models have mainly been improved through the discriminative formulation. In this work, we consider a very simple discriminative classifier, the nearest neighbor classifier, where the class label of an unknown datum is chosen according to the class label of the nearest known datum. The choice of a metric to define nearest is then crucial, and we show how this metric can be locally defined based upon information garnered by generative models.
Previous work on metric learning for nearest neighbor classification has focused on a purely discriminative approach. The metric is parameterized by a single global form, which is then optimized on the training data to maximize pairwise separation between dissimilar points and to minimize the pairwise separation of similar points [6] , [7] , [8] , [9] , [10] , where [10] has been extended to a faster online algorithm [11] . For k-nearest neighbors, a similar formulation is introduced which is tolerant to imposters making no errors by majority voting [12] . The discriminative learning can be used to find multiple metrics applied at different locations, where each metric is locally discriminative [13] or the metric in different locations is determined by the nonlinear transformation using the combination of regression trees [14] . In discriminative learning, the calculation of the distances for all similar and dissimilar pairs is unavoidable, and it is the main reason that discriminative metric learning does not scale well with many data. The optimization problem is simplified to an eigenvector problem in [15] , but the optimization over the simplex of all dissimilar pairs remains a major drawback for large scale data.
Here, we introduce a scalable generative method by analyzing how the problem of learning a metric can be related to reducing the theoretical bias of the nearest neighbor classifier. Though the performance of the nearest neighbor classifier has good theoretical guarantees in the limit of infinite data, finite sampling effects can introduce a bias which can be minimized by the choice of an appropriate metric. By directly reducing this bias at each point, the classification error is reduced significantly compared to the global classseparating metric.
We show how to choose such a metric by analyzing the probability distribution on nearest neighbors, provided we know the underlying generative models. Analyses of nearest neighbor distributions have been discussed before [16] , [17] , [18] , [19] , but we take a simpler approach and derive the metric-dependent term in the bias directly. Minimizing this bias results in a semi-definite programming problem having an analytic solution of an optimal local-metric. In related work, Fukunaga et al. considered learning a metric from a generative setting [20] , [21] , providing a one-dimensional direction for data projection which is not related to reducing the bias [22] . Moreover, the direction is obtained from nearby data only, where the resulting direction is possibly vulnerable to high-dimensional noise [20] . To avoid the dependency on the local noise, their work was extended to use the averaged metric with the Monte Carlo average [21] , but the bias reduction was still not considered. In a different line of research, Jaakkola et al. showed how a generative model can be used to derive a special kernel, called the Fisher kernel [1] . Unfortunately, the Fisher kernel is quite generic and does not necessarily improve nearest neighbor performance.
Our generative approach provides a theoretical relationship between metric learning and the dimensionality reduction problem. In order to find better projections for classification, research on dimensionality reduction has utilized information-theoretic measures such as the Bhattacharrya divergence [23] and mutual information [24] , [25] . We argue that these problems can be connected with metric learning for nearest neighbor classification within the general framework of f-divergences. We will also explain how dimensionality reduction is entirely different from metric learning in the generative approach, whereas in the discriminative setting, it is simply a special case of metric learning where the distances along particular directions have been shrunk to zero.
The remainder of the paper is organized as follows. In Section 2, we begin by comparing the metric dependency of the discriminative and generative approaches for nearest neighbor classification. After we derive the bias due to finite sampling in Section 3, we show in Section 4 how minimizing this bias results in a local metric learning algorithm. In Section 5, we explain how metric learning should be understood in a generative perspective, in particular, its relationship with dimensionality reduction. Experiments on various datasets are presented in Section 6, and we derive an extended algorithm using k-nearest neighbors for k greater than one in Section 7. Finally, in Section 8, we conclude with a discussion of future work and possible extensions.
METRIC AND NEAREST NEIGHBOR CLASSIFICATION
In recent work, determining a good metric for nearest neighbor classification has been thought to be crucial. However, traditional generative analysis of this problem has simply ignored the metric issue with good reason. In this section, we explain why conventional metric learning cannot be explored in a traditional generative approach, and we briefly explain how this property can be leveraged for a novel metric learning algorithm.
Metric Learning for Nearest Neighbor Classification
A nearest neighbor classifier determines the label of an unknown datum according to the label of its nearest neighbor. In general, the meaning of the term nearest is defined along with the notion of distance in data space. One common choice for this distance is the Mahalanobis distance with a positive definite square matrix A 2 R DÂD where D is the dimensionality of data space. In this case, the distance between two points x 1 and x 2 is defined as
and the nearest datum x NN is the one having minimal distance to the test point among labeled training data in fx i g N i¼1 . In this classification task, the results are highly dependent on the choice of matrix A, and prior work [6] , [7] , [8] , [9] , [10] has attempted to improve the performance by a better choice of A. That work assumed the following common heuristic: The training data in different classes should be separated in a new metric space. Given training data, a global A is optimized such that directions separating different class data are extended, and directions binding together data from the same class are shrunk.
However, in terms of the test results, these conventional methods do not improve the performance dramatically, which will be shown in our later experiments on many datasets, and we show in our theoretical analysis why only small improvements arise or often no improvements at all.
Theoretical Performance of Nearest Neighbor Classifier
The primary motivation for conventional metric learning algorithms has been to seek a separation between sets of data belonging to different classes. For example, if Class 1 data and Class 2 data are distributed along grid lines as in Fig. 1 , extending the metric along the horizontal direction obviously helps provide a smaller error for the nearest neighbor classification. Using this motivation, most recent metric learning algorithms have tried to maximize the separation between different classes. Contrary to the recent metric learning approaches, however, a simple theoretical analysis using a generative model displays no sensitivity to the choice of metric. In Fig. 2 , with random data from two different probability densities p 1 and p 2 where p 1 > p 2 , extending the horizontal direction does not increase the separation between data along the horizontal any more than the separation along the vertical direction. Instead, the extension of a particular direction only reduces the scalar densities of both classes together. In a situation where data are dense and the nearest neighbor appears within a small distance where the probability densities are considered to be uniform, the expected classification accuracies are unaffected by changing the metric. In this situation, no metric learning algorithms can improve the nearest neighbor classification. A more detailed analysis of this situation is as follows.
We consider i.i.d. samples generated from two different distributions p 1 ðxÞ and p 2 ðxÞ over the vector space x 2 R D . With infinite samples, the probability of misclassification using a nearest neighbor classifier can be obtained
The equation comes from the probability that the labels of the query datum and its nearest neighbor are different. The probability that the query datum has Class 1 is p 1 =ðp 1 þ p 2 Þ, and the probability that the nearest neighbor has Class 2 is p 2 =ðp 1 þ p 2 Þ with many data. The multiplication of these two probabilities constitutes the probability of error. Along with the probability that the query has Class 2 and its nearest neighbor has Class 1 as well as the total density of data,
assuming equal priors, the integration of
gives the expectation of error with infinite data. The equation is better known by its relationship to an upper bound, twice the optimal Bayes error [20] , [21] , [26] . By looking at the asymptotic error in a linearly transformed z-space, we can show that Eq. (2) is invariant to the change of metric. If we consider a linear transformation z ¼ L > x using a full rank matrix L, and the distribution q c ðzÞ for c 2 f1; 2g in z-space satisfying p c ðxÞdx ¼ q c ðzÞdz and accompanying measure change dz ¼ jLjdx, we see that E Asymp in z-space is unchanged. Since any positive definite A can be decomposed as A ¼ LL > , we can say the asymptotic error remains constant even as the metric shrinks or expands in any spatial directions in data space.
However, the metric independency only arises in the asymptotic limit. When we do not have infinite samples, the expectation of error is biased in that it deviates from the asymptotic error, and the bias is dependent on the metric. From a theoretical perspective, the asymptotic error is the theoretical limit of expected error, and the bias reduces as the number of samples increases. Since these metric and sample dependencies have not been considered in previous research, the aforementioned class-separating metric will not exhibit performance improvements when the sample number is large.
In the next section, we look at the performance bias associated with finite sampling directly and find a metric that minimizes the bias from the theoretical asymptotic error.
PERFORMANCE BIAS DUE TO FINITE SAMPLING
Here, we obtain the expectation of nearest neighbor classification error from the distribution of nearest neighbors in different classes. As we consider a finite number of samples, the nearest neighbor from a point x 0 appears at a finite distance d N > 0. This non-zero distance gives rise to the performance difference from its theoretical limit (2) . A twicedifferentiable probability density function pðxÞ is considered, and it is approximated to second order near a test point x 0
with the gradient rpðxÞ and Hessian matrix rrpðxÞ defined by taking derivatives with respect to x. Now, under the condition that the nearest neighbor appears at the distance d N from the test point, the expectation of the probability pðx NN Þ at a nearest neighbor point is derived by averaging the probability over the D-dimensional hypersphere of radius d N , as in Fig. 3 . Here, the point x NN is the location of the nearest neighbor for a given test point x 0 , and the set of x NN apart from x 0 by d N is of interest.
After averaging pðx NN Þ, the gradient term disappears, and the resulting expectation is obtained as the sum of the probability at x 0 and a residual term containing the Fig. 2 . Metric change for data from a probabilistic generative model. For random data from two different probability density functions, extending the horizontal line simply reduces the densities. There is no visible increase of separation along the horizontal direction between different data any greater than the increase of separation along the vertical direction. Fig. 3 . The nearest neighbor x NN appears at a finite distance d N from x 0 due to finite sampling. Given the data distribution pðxÞ, the average probability density function over the surface of a D dimensional hypersphere
Laplacian of p, where the detailed derivation is shown in the Appendix. We replace this expected probability
, then the expected error is given to the leading order by
where p 1 and p 2 are the abbreviations of the class conditional density functions p 1 ðxÞ and p 2 ðxÞ, respectively.
with an infinite number of samples, this error converges to the asymptotic limit in Eq. (2) as expected. The residual term can be considered as the finite sampling bias of the error discussed earlier. Under the coordinate transformation z ¼ L > x and the distributions pðxÞ on x and qðzÞ on z, we see that this bias term is dependent upon the choice of metric A ¼ LL
which is derived using pðxÞdx ¼ qðzÞdz and jLjr 2 q ¼ tr½A À1 rrp where the determinant of the second equation results from taking the derivative of pðxÞ with respect to z using z ¼ L > x. The expectation of squared distance
as in [22] . By using A with fixed determinant jAj ¼ 1, we do not have to consider the change of E d N ½d 2 N . Therefore, finding the metric that minimizes the quantity given in Eq. (9) at each point is equivalent to minimizing the metricdependent bias in Eq. (8).
REDUCING DEVIATION FROM THE ASYMPTOTIC PERFORMANCE
Finding the local metric that minimizes the bias can be formulated as a semi-definite programming (SDP) problem of minimizing the squared residual with respect to a positive semi-definite metric A
where the matrix B at each point is
Here B depends upon the given test point x, and the corresponding optimal A is determined locally as well. However the B's at different points come from the same generative model explaining p 1 and p 2 at different points. For a given generative model, the densities and Hessians p 1 ðxÞ, p 2 ðxÞ, rrp 1 j x , and rrp 2 j x are determined at each testing point, and the B at the same point is determined correspondingly. The optimization problem in Eq. (11) is a simple SDP problem having an analytical solution. The solution shares the eigenvectors with B.
be the diagonal matrices containing the positive and negative eigenvalues of B, respectively. If U þ 2 R DÂd þ contains the eigenvectors corresponding to the eigenvalues in L þ and U À 2 R DÂdÀ contains the eigenvectors corresponding to the eigenvalues in L À , we use a scaled solution given by
with appropriate b satisfying jA opt j ¼ 1. Eq. (13) is optimal when either all the eigenvalues of the matrix B are positive The solution A opt is a local metric since we assume that the nearest neighbor is close to the test point satisfying Eq. (4). In principle, distances should then be defined as geodesic distances using this local metric on a Riemannian manifold. However, this is computationally difficult, so we use the surrogate distance A ¼ gI þ A opt and treat g as a regularization parameter that is learned in addition to the local metric A opt .
The multiway extension of this problem is straightforward. The asymptotic error with C-class distributions can be extended to
dx using the posteriors of each class, and it replaces B in Eq. (12) by the extended matrix
METRIC LEARNING IN GENERATIVE MODELS
Once the Hessian matrices rrp c are given for all classes c ¼ 1; . . . ; C, the metric can be obtained from the eigenvalues and the eigenvectors of Eq. (14) . Since p c is the underlying density function, the Hessian cannot be obtained directly but has to be estimated. In this work, a simple standard Gaussian density function is used for p c to learn the generative model with parameters m c and S c , the mean vector and the covariance matrix, respectively for each class c. The Hessian of the Gaussian density function is given by the expression
This expression is then used with estimated parameters to learn the local metric at each point x. Because we use a generative model to obtain the metric, we call our learning method Generative Local Metric Learning (GLML). As a generative model, any twice-differentiable parametric or nonparametric density functions can be used, but empirically, a coarse Gaussian model for each class works well. For a Gaussian model, the computational complexity of calculating parameters is OðCðND 2 þ D 3 ÞÞ for C-class data with N number of D-dimensional training data, and the metric matrix is obtained with cost OðD 3 Þ for solving the eigenvector problem for each testing datum. The algorithm can easily scale with the number of training data N. The algorithm using the Gaussian generative model is presented in Algorithm 1. 
Dimensionality Reduction and Metric Learning
Traditional metric learning methods can be understood as being purely discriminative-in other words, they do not consider the class-conditional density functions, p 1 ðxÞ or p 2 ðxÞ. Those methods are focused on maximizing the separation of data belonging to different classes. In general, their motivations are compared to the supervised dimensionality reduction methods, which try to find a low dimensional space where the separation between classes is maximized. The motivation of previous metric learning is not so different from this dimensionality reduction, thus dimensionality reduction has often been considered as a similar problem seeking a separation between classes but with a special constraint where the metric in particular directions is forced to be zero. When a generative approach is considered, however, the relationship between dimensionality reduction and metric learning is different. As in the discriminative case, dimensionality reduction in generative models tries to obtain class separation in a transformed space. It assumes particular parametric distributions (typically Gaussians) and uses a criterion to maximize the separation [23] , [24] , [25] , [27] . One general form of these criteria is the f-divergence (also known as Csiszer's general measure of divergence), which can be defined with respect to a convex function fðtÞ for t 2 R use of mutual information between data and labels can be understood as an extension of KL-divergence. The well known Linear Discriminant Analysis is a special example of a Bhattacharyya criterion when we assume two-class Gaussians sharing the same covariance matrices. Unlike dimensionality reduction, we cannot use the f-divergence as criteria for metric learning because any f-divergence is metric-invariant. Instead, we can find the relationship from the asymptotic error in Eq. (2) . This asymptotic error is related to f-divergence by E Asymp ¼ 1 À F ðp 1 ; p 2 Þ where the f-divergence is associated with fðtÞ ¼ 1=ð1 þ tÞ. The f-divergence here can be called the asymptotic accuracy of nearest neighbor classification. While dimensionality reduction uses f-divergences as maximizing criteria with generative information, in metric learning in contrast, we view the problem as an estimation problem, and we optimize the metric for better estimation of the f-divergence. In other words, a better estimation can be interpreted as a matter of reconstructing the asymptotic nearest neighbor classification results-which are less than twice the Bayes error-with finite data, and this interpretation provides an understanding of how we can discriminate this novel idea from the concept underlying the dimensionality reduction problem.
Generative Information for Classification
Classification using generative models typically tries to make a model for class-conditional probability densities p 1 ðxÞ and p 2 ðxÞ and use the criterion p 1 ðxÞ=p 2 ðxÞ51 for classification. Nearest neighbors have the probability density information where the higher density tends to give the shorter nearest neighbor distance. However, the classification using nearest neighbors from finite samples deviates from that of using infinite samples because the probability density itself deviates at the location of nearest neighbors.
If we can keep the probability densities intact at the location of nearest neighbors x NN , the expected error of a point x is still
2 , where p 1 ðxÞ and p 2 ðxÞ are the probability densities at the point of interest x, and the nearest neighbor classification will achieve the asymptotic classification error.
Our motivation for reducing Eq. (9) , this also implies
2D r 2 p, the average probability at a distance d N in (6) . Thus, the algorithm tries to keep the ratio of the average probabilitiesp 1 =p 2 at a distance d N as similar as possible to the ratio of probabilities p 1 =p 2 at the test point. Although we cannot keep the probability density constant at a distance, our metric can stabilize the ratio between the average of the probability densities at a distance. This means that the expected nearest neighbor classification at a distance d N will be least biased again even though the density information is changed. Fig. 4 shows how the learned local metric A opt varies at a point x for a 3-class Gaussian example and, at a specific point, how the ratio ofp=p is kept as similar as possible between different classes.
In the following experiments, we show how the actual nearest neighbor classification can benefit from the analysis. At issue is how reliably we can estimate the Hessian from data. It turns out that by applying a simple model, such as a single Gaussian for each class, we can see a significant increase in performance for many datasets. A coarse model captures the overall curvature structure of the underlying probability densities, providing guidelines to the nearest neighbor classifier on which directions to focus for reconstructing asymptotic results.
EXPERIMENTS
We apply our algorithm for learning a local metric to synthetic and various real datasets and see how well it improves nearest neighbor classification performance. We compare the performance of our method-GLML using class-conditional Gaussian model in Algorithm 1-with recent metric learning discriminative methods which report state-of-the-art performance on a number of datasets. These include Information-Theoretic Metric Learning (ITML) 1 [6] , Boost Metric 2 (BM) [9] , and Largest Margin Nearest Neighbor (LMNN) 3 [10] . As recently proposed methods, we also present results using Parametric Local Metric Learning (PLML) [13] and Distance Metric Learning with Eigenvalue Optimization (DML-eig) [15] . We use the implementations downloaded from the corresponding authors' websites. We also compare with a local metric given by the Fisher kernel [1] assuming a single Gaussian for the generative model and using the location parameter to derive the Fisher information matrix. The metric from the Fisher kernel was not originally intended for nearest neighbor classification, but it is the only other reported algorithm that learns a local metric from generative models.
Experiments with Gaussian Data
For the synthetic dataset, we generated data from two-class random Gaussian distributions having two fixed means. The covariance matrices are generated from random orthogonal eigenvectors and random eigenvalues. Experiments were performed varying the input dimensionality, and the classification accuracies are shown in Fig. 5a along with the results of the other algorithms. We used 500 test points and an equal number of training examples. The experiments were performed with 20 different realizations, and the results were averaged. As the dimensionality grows, the original nearest neighbor performance degrades because of the high dimensionality. However, we see that the proposed local metric substantially outperforms the discriminative nearest neighbor performance in a high dimensional space. We note that this example is ideal for GLML, and it shows considerable improvement compared to the other methods. 
Experiments with Real Data
The other experiments consist of the following benchmark datasets: UCI machine learning repository 4 datasets (Ionosphere, Wine), and the IDA benchmark repository 5 (German, Image, Waveform, Twonorm). We also used the USPS handwritten digits and the TI46 speech dataset. For the USPS data, we resized the images to 8 Â 8 pixels and trained on the 64-dimensional pixel vector data. For the TI46 dataset, the examples consist of spoken sounds pronounced by eight different men and eight different women. We chose the pronunciation of 10 digits ("zero" to "nine"), and performed a 10 class digit classification task. Ten different filters in the Fourier domain were used as features to preprocess the acoustic data. The experiments were done on 20 data sampling realizations for Twonorm and TI46, 10 for USPS, 200 for Wine, and 100 for the others. For DML-eig and PLML, the algorithms are not scalable with the number of data, so the results are not fully obtained for datasets with many data.
Our algorithm has two hyperparameters. The metric matrix is regularized as A ¼ A opt þ gI with the identity matrix I. We also used a regularized estimated covariance matrix S ¼Ŝ þ aI using a with the maximum-likelihood estimatedŜ. Both g and a are chosen by cross-validation on a subset of the training data, then fixed for testing. The covariance regularization a is fixed for all classes in each experiment.
In Fig. 5a , we show the results for the synthetic data with varying dimensionalities. Many algorithms show decreasing accuracies for higher dimensionalities, where this decrease is due to the curse of dimensionality. In high dimensional space, distance becomes non-informative, and many algorithms do not succeed at extracting information living in the high dimensional space. On the other hand, two Gaussians in a high dimensional space become more separable than the Gaussians in a lower dimensional space. Our algorithm captures the information effectively and increases the accuracy substantially over other algorithms.
From the results shown in Fig. 5b, 5c , 5d, 5e, 5f, 5g, 5h, 5i, our local metric algorithm generally outperforms most of the other metrics across most of the datasets. On quite a number of datasets, many of the other methods do not outperform the original euclidean nearest neighbor classifier. This is because these methods (all except PLML and Fisher metric) use a global metric upon which performance can be improved only little. On the other hand, the local metric derived from simple Gaussian distributions always shows a performance gain over the naive nearest neighbor classifier. In contrast, using the Bayes rule with these simple Gaussian generative models often results in a very poor performance. The computational time using a local metric is also very competitive, since the underlying SDP optimization has a simple spectral solution. This is in contrast to other methods which numerically solve for a global metric using an SDP over the data points.
For some algorithms in our experiments, we did not report the results because those algorithms do not scale with the amount of data. DML-eig obtains the metric matrix using an iterative iteration of solving two problems: an eigenvector problem of D Â D matrix with data dimensionality D and an optimization problem over the set of disimilar pairs where the number of pairs scales with OðN 2 Þ with the number of data N. We used two hyperparameters-the smoothing parameter in the algorithm and the number of nearest neighbors for the disimilar pair-selection, and they are selected using crossvalidation with training data. We used 10 À3 as a tolerance value. PLML tries to solve two objective functions at the same time: one is the local smoothness objective function of the metric matrices at different points, and the other is the discriminative objective function of the metric matrices at anchor points. The amount of computation scales with OðNMD þ N 2 MÞ for smoothness optimization with M number of anchor points and OðMD 3 þ MND 2 þ TDÞ with T number of similar and disimilar triplets. The number of triplets can scale with OðN 3 Þ. Our algorithm can easily scale with the number of training data. Once the parameter of the generative model is estimated, the calculation cost of the metric is OðD 3 Þ for solving the eigenvector problem for each testing datum. In addition, considering that the Hessian matrix in Eq. (15) [30] . For example, the two-class problem uses the eigenvalues and the eigenvectors of p
Þ, and because
once the eigenvalues and the eigenvectors of
Ã are obtained, they can be rank-one modified by the two rank one matrices:
2 at each point of interest x where a test datum is located.
Experiments with an Inconsistent Generative Model
In the experiments with synthetic and real data, we use a generative model to obtain the curvature information for the metric. In particular, experiments with Gaussian data in Fig. 5a show that the curvature information from the consistent model obviously improves the performance. Other experiments in this section show whether the accuracy is improved when the generative model does not contain the true underlying probability density but captures only the rough configuration of data. Fig. 6a shows a two-dimensional projection of the twoclass five-dimensional data generated from two Gaussian mixtures where each class cannot be modeled using only a single Gaussian. The remaining three dimensionalities have an isotropic Gaussian, where any useful information for discrimination is in the presented two-dimensional space. The ellipsoids for two classes represent the Gaussian density functions which were fit to data using maximum likelihood estimation.
As a test using the Gaussian generative model b p 1 ðxÞ and b p 2 ðxÞ with estimated parameters, the classification can be performed by comparing b p 1 ðxÞ5b p 2 ðxÞ. In Fig. 6b 'Bayes' shows the accuracy of this classification which is outperformed by the nearest neighbor classification, 'euclidean', due to the The result shows that even though the generative model is not flexible enough for capturing the detailed structure of the true densities, the rough information of the configuration helps improve the accuracy of the nearest neighbor classification. In our experiments, the generative model using one Gaussian captures the global structure of data although the data themselves are not exactly from a single Gaussian. This compensates for the fundamental weakness of the nearest neighbor methods which use only local data. In particular, in high dimensional space, the distance information is easily corrupted by a small amount of ambient noise but by using the metric from the global structure, the noise is efficiently reduced. Initially, nearest neighbor classification is designed to capture the detailed boundaries of different classes by using local information, and the information necessary for this method is a rough guideline of directions which should have more focus. We understand that the cascade of this generative and discriminative information is cooperative because each model captures different information, the global rough structure for generative and the local detailed structure for discriminative.
Embedding Experiments
In this section, we show the Isomap embeddings when different metrics are used. Isomap captures local distance information and finds the global manifold structure preserving the local distances [31] . In our experiment, we used Isomap for the embedding of the three handwritten digits "1," "3," and "8" from MNIST [32] . When the euclidean distance is used in Fig. 7a , the Isomap captures the slope structure of digits along the horizontal axis. The slope of writing on the right-hand side tends to be rotated more clockwise than the slope on the left-hand side. In terms of the separation between classes, three different digits are roughly separated in this embedding, but there is an overlap throughout the embedding as well.
LMNN aims at finding the metric maximally separating different classes. The LMNN embedding in Fig. 7b shows a clearer separation between different digits than the euclidean embedding in Fig. 7a , but it still shows overlap around the boundaries.
If we consider the motivation of GLML, the method does not intentionally separate different classes. Instead, it finds the metric that reconstructs the asymptotic classification results. However, in Fig. 7c , different classes are more clearly separated for GLML than LMNN embedding, and the slope structure is shown along the horizontal axis as well. In fact, it shows an unfolding of the manifold where the slope of characters is rotated clockwise as we move along the horizontal axis from left to center, and it is rotated back counterclockwise when we move from center to the right. This unfolding is due to the metric that separates different classes while simultaneously preserving the slope structure. Here we used a single Gaussian generative model for each class as before.
A result of the conventional embedding method, t-Distributed Stochastic Neighbor Embedding (t-SNE), is also presented in Fig. 7d for comparison. The embedding using t-SNE is known to find clustering structure without actual labels [33] . According to the figure, t-SNE finds three big clusters, each of which corresponds to a single digit. However, in the clearly separated clusters, digits belonging to different clusters are found in many points, which can be compared with our Gaussian GLML results in which different classes are clearly separated.
EXTENSION TO k-NEAREST NEIGHBOR CLASSIFICATION
In this section, we derive the GLML metric for k-nearest neighbor classification. Compared to nearest neighbor classification, k-nearest neighbor classification needs to combine the expectations of the combinatorial cases based on the majority voting strategy. Using the expected error of these combinatorial cases and their deviations from the asymptotic expectations, we derive the metric for the k-nearest neighbor classification. First, the asymptotic expected error for classifying a datum at x is as follows where the class-posteriors are m 1 ¼ 
where m 1 and m 2 are the posteriors that x has Class 1 and Class 2 labels, respectively, c j is the class of jth nearest neighbor, and fc 1 ; . . . ; c k j
g is the set of all k number of labels where the number of Class 1 is greater (or less) than the number of Class 2 labels. Error occurs when x has Class 1 and the majority voting classifies x as Class 2 with the condition
. The expectation of this error is the first term of Eq. (20) . Another error occurs when x has Class 2 and the majority voting classifies x as Class 1 which gives the second term.
We consider Eq. (20) and the perturbed probability, p c ðxÞ ¼ p c ðxÞ þ ar 2 p c ðxÞ, the expected probability at the location of nearest neighbors. Here, a is a constant to represent the deviation of the probability density at the point of nearest neighbors. To find the deviation of the posteriors m 1 and m 2 , we can use a constant a regardless of Class c because we consider the same nearest neighbor position for both classes.
For each posteriorm 1 andm 2 at nearest neighbor point, we usep 1 andp 2 to calculate the deviation
...;c k ; . Thus, the metric with the least deviation of the nearest neighbor classification also minimizes the deviation for the k-nearest neighbor classification as well.
Experiments with Caltech 101 and Caltech 256
In this section, we present experimental results with Caltech 101 and Caltech 256 [34] . The dataset contains images of 101 and 256 different data objects, respectively. For Caltech 101, we first use the bag of words of the Speeded Up Robust Feature (SURF) [35] and show in Fig. 8(a) how our algorithm increases the classification accuracy of the nearest neighbor classification. In this figure, we report the average and standard error of the 5-fold experiments with k ¼ 5 for the 70 percent randomly selected training data and the remaining 30 percent testing data for each class. The SURF features are obtained from training data, and they are clustered to produce a bag of words. Using the centers of the 500 clusters, we changed all images into 500 dimensional vectors, and from the 500 dimensional data, we extracted 10 and 100 dimensional data using principal component analysis (PCA). We show the results of the original nearest neighbor classification and the nearest neighbor classification using GLML, PLML, and DML-eig metrics with data of 101 labels. According to Fig. 8a , DML-eig shows very similar accuracy to the original 5-nearest neighbor classification, and PLML shows some increase with 500 dimensionalities but with the cost of calculation time which was 33 hours compared with 20 minutes of the total GLML experiment time.
In Fig. 8b , we used the features from the AlexNet with trained weights using ImageNet [36] . The 4096 features of the second fully-connected layer are used, and the dimensionalities are reduced to 10, 100, 500, and 1000 using PCA. For the same Caltech 101 data used in Fig. 8a , this setting showed accuracy above 80 percent by using simple 5-nearest neighbor classification, and with the GLML metric, the accuracy is increased with the largest margin among the results from various metrics. In Fig. 8c , we applied the same setting to Caltech 256 data with more data as well as more labels. We again used the average of 5-fold experiments, but with Caltech 256, we used 90 percent for train and 10 percent for test because the 10 percent test set included enough data. In all experiments, GLML increases the original 5-nearest neighbor classification accuracy, while other recent metric learning methods fail to increase the accuracy with large numbers of data and labels.
CONCLUSIONS
In our study, we show how a local metric for nearest neighbor classification can be learned using generative models. Our experiments show improvement over competitive methods on a number of experimental datasets. The learning algorithm is derived from an analysis of the asymptotic performance of the nearest neighbor classifier, such that the optimal metric minimizes the bias of the expected performance of the classifier. This connection to generative models is very powerful, as it can easily be extended to include missing data-one of the major advantages of generative models in machine learning. The use of kernel methods in conjunction with our method is also straightforward. We use simple Gaussians for the generative models but could easily extend them to include other possibilities as well, such as mixture models, hidden Markov models, or other dynamic generative models.
APPENDIX A AVERAGE PROBABILITY DENSITY AT THE NEAREST NEIGHBOR POINT
In this appendix, we derive the average probability density on the surface of hypersphere where a nearest neighbor is found, as in Fig. 3 . Due to the local curvature structure of the density function, the expectation of the probability density pðx NN Þ at a nearest neighbor point is perturbed, and here, we derive the deviation in Eq. (6) from the density at the point of interest x 0 , pðx 0 Þ. 
with the eigenvalues of Hessian, 1 ; . . . ; D . With the integration of Eq. (29) and the derivative with respect to the radius, we obtain the average Hessian on the surface
Here, we used the Laplacian as the sum of Hessian eigenvalues. In other words, r 2 p ¼ tr½rrp ¼ P i . Now, the average of the probability density on the surface of a hypersphere can be derived as follows: We consider a D-dimensional hypersphere with radius d with the center of the hypersphere x, and the point on the surface x 0 which is close to x. The probability density pðx 0 Þ can be approximated using the second order Taylor series 
