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For a class of extensions of free products of groups, a description is given of
the space of the real-valued functions ϕ deﬁned on the group G and satisfying
the conditions (1) the set ϕxy − ϕx − ϕy  x y ∈ G is bounded; and (2)
ϕxn = nϕx for any x ∈ G and any n ∈  (the set of integers).
Let G be an arbitrary group and let S be its subset such that S−1 = S. Suppose
grS is the subgroup of G generated by S. Denote by lSg the length of an element
g ∈ grS relative to the set S. Let V be a ﬁnite subset of a free group F of countable
rank, and let the verbal subgroup V F be a proper subgroup of F . For arbitrary
group G, denote by 	V G the set of values in the group G of all the words from
the set V . This paper establishes the inﬁnity of the set lSg
 g ∈ V G, where
G belongs to a class of extension of free products of groups, S = 	V G ∪ 	V G−1.
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1. INTRODUCTION
In 1940, S. M. Ulam [40] posed the following problem concerning the
stability of homomorphisms. Given a group G1, a metric group G2 d,
and a positive number ε, does there exist a δ > 0 such that, if f 
 G1 → G2
satisﬁes df xy f xf y < δ for all x y ∈ G1, then a homomorphism
T 
 G1 → G2 exists, with df x T x < ε for all x y ∈ G1? The ﬁrst
afﬁrmative answer was given by D. H. Hyers [22] in 1941.
Theorem 1.1 (Hyers [22]). Let E1 and E2 be Banach spaces. If f 
 E1 →
E2 satisﬁes the inequality
f x+ y − f x − f y < ε(1.1)
for some ε > 0 and for all x y ∈ E1, then there exists a unique map T 
 E1 →
E2 such that
T x+ y − T x − T y = 0 for all x y ∈ E1(1.2)
and
f x − T x < ε for all x ∈ E1(1.3)
The subject rested there until Th. M. Rassias [35] considered a general-
ized version of the previous result which permitted the Cauchy difference
to become unbounded. That is, he assumed that
f x+ y − f x − f y ≤ εxp + yp for all x y ∈ E1
where ε and p are constant with ε > 0 and 0 ≤ p < 1. Rassias proved in this
case, too, that there is an additive function T from E1 into E2 such that
T x − f x ≤ kεxp
where k depends on p as well as ε.
In 1990, during the 27th International Symposium on Functional Equa-
tions, Rassias [36] asked whether such a theorem can also be proved for
p ≥ 1. Z. Gajda [19], following the same approach as in [35], gave an
afﬁrmative solution to this question for p > 1. Several generalizations of
these results can be found in [26–30] and [35, 36]. In connection with these
results, the following question arises. Let S be an arbitrary semigroup or
group and let a mapping f 
 S →  (the set of reals) be such that the
set f xy − f x − f y  x y ∈ S is bounded. Is it true that there is a
mapping T 
 S →  that satisﬁes
T xy − T x − T y = 0 for all x y ∈ S
and the set T x − f x  x ∈ S is bounded?
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A negative answer was given by G. L. Forti [18] by means of the following
example. Let Fαβ be the free group generated by the two elements αβ.
Let each word x ∈ Fαβ be written in reduced form; that is, x does not
contain pairs of the forms αα−1, α−1α, ββ−1, β−1β, and has no exponents
different from 1 and −1. Deﬁne the function f 
 Fαβ →  as follows.
If rx is the number of pairs of the form αβ in x, and sx is the number
of pairs of the form β−1α−1 in x, put f x = rx − sx. It is easily seen
that, for all x y ∈ Fαβ, we have f xy − f x − f y ∈ −1 0 1. Now
assume that there is a map T 
 Fαβ →  such that the relations (1.2)
and (1.3) hold. However, T is completely determined by its values T α and
T β, while f is identically zero on the subgroups A and B generated by
α and β, respectively. For α ∈ A, we have T αn = nT α and f αn = 0
for n ∈  (the set of natural numbers). Since T αn − f αn = nT α for
n ∈ , it follows that T α = 0. Similarly, we have T β = 0, so that
T is identically zero on Fαβ. Hence, f − T = f on Fαβ, where f
is unbounded. This contradiction proves that there is no homomorphism
T 
 Fαβ →  such that the relation (1.3) holds.
It turns out that the existence of mappings that are “almost homo-
morphisms” but are not small perturbations of homomorphisms has an
algebraic nature.
Deﬁnition 1.2. A quasicharacter of a semigroup S is a real-valued func-
tion f on S such that the set f xy − f x − f y  x y ∈ S is bounded.
Deﬁnition 1.3. By a pseudocharacter of a semigroup S (group S) we
mean its quasicharacter f that satisﬁes f xn = nf x for all x ∈ S and all
n ∈  (and all n ∈ , if S is a group).
The set of quasicharacters of a semigroup S is a vector space (with respect
to the usual operations of addition of functions and their multiplication by
numbers), which will be denoted by KXS. The subspace of KXS con-
sisting of pseudocharacters will be denoted by PXS, and the subspace
consisting of real additive characters of the semigroup S will be denoted
by XS. We say that a pseudocharacter ϕ of the group G is nontrivial if
ϕ ∈ XG. In the papers [5–7, 10–12], a description of the set of pseu-
docharacters of free groups and semigroups, on the free and semidirect
products of groups and semigroups, was given.
In papers [2, 21, 32], for a mapping f from a group G into a semigroup
of linear transformations of a vector space, the problem on the sufﬁcient
conditions of the coincidence of the solution of a functional inequality
f xy − f xf y < c with a solution of the corresponding functional
equation f xy − f xf y = 0 was studied. In papers [21, 32], it was inde-
pendently shown that if a continuous mapping f of a compact group G
into the algebra of endomorphisms of a Banach space satisﬁes the relation
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f xy − f xf y ≤ δ for all x y ∈ G, with a sufﬁciently small δ > 0,
then it is ε-close to a continuous representation g of the same group in the
same Banach space (that is, we have f x − gx < ε for all x ∈ G).
The study of pseudocharacters and quasicharacters as independent
objects was begun in the papers [5–12]. However, earlier in the paper
[38], quasicharacters were constructed for investigation of the problem of
expressibility in theory of groups. Further, in [31], a quasicharacter was
constructed in a free group for studying the groups of cohomology of a
Banach algebra.
In [14] it was shown that, for any group G, the following decomposition
holds,
KXG = PXG ⊕ BG
where BG denotes the set of real-valued functions on G.
In connection with the example of Forti, note that in [6] and [7], the set
of all pseudocharacters of free groups was described.
Let H be a Hilbert space and let UH be the group of unitary operators
of H endowed with the operator-norm topology. If H is n-dimensional for
n ∈ , then the group UH will be denoted by Un.
Deﬁnition 1.4. Let 0 < ε < 2. Suppose T is a mapping from a group
G into UH. We say that T is an ε-representation if, for any x y in G, the
relation
T xy − T xT y < ε
holds.
V. Milman raised the following question. Let ρ
 G → UH be an
ε-representation with small ε. Is it true that ρ is near to an actual rep-
resentation π of the group G in H; that is, does there exist some small
δ > 0 such that ρx − πx < δ for all x ∈ G? Answering this question,
Kazhdan in [32] obtained the following result.
Theorem 1.5 (Kazhdan [32]). There is a group % with the following
property. For any 0 < ε < 1 and any natural number n > 3
ε
, there exists
an ε-representation ρ such that, for any homomorphism π
 G → Un, the
relation
ρ− π = supρx − πx  x ∈ % > 1
10
holds.
Note that the group % has the following presentation in terms of gener-
ators and deﬁning relations: % = x y a bx−1y−1xya−1b−1ab.
In [16], by using pseudocharacters, a stronger version of Kazhdan’s
theorem was established as follows. We say that a group G belongs to the
class  if every nonunit quotient group of G has an element of order 2.
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Theorem 1.6. Let H be a Hilbert space and let UH be its group of
unitary operators. Suppose that groups A and B belong to the class  and the
order of B is greater than 2. Then the free product G = A ∗B has the following
property. For any ε > 0, there exists a mapping T 
 G → UH satisfying the
following conditions:
(1) T xy − T x · T y ≤ ε ∀x ∀ y ∈ G;
(2) for any representation π
 G→ UH, the relation
supT x − πx  x ∈ G = 2
holds.
In the present paper we consider an application of pseudocharacters to
the problem of expressibility in groups. Let G be an arbitrary group and
let S be its subset such that S−1 = S. Denote by grS the subgroup of
G generated by S. We say that the width of the set S is ﬁnite if there is
a number k ∈  such that any element g of grS is representable in the
form
g = s1s2 · · · sn where si ∈ S ∪ S−1 n ≤ k(1.4)
The minimal k with this property is called the width of the set S in G and
will be denoted by widSG.
We say that the width of the set S in the group G is inﬁnite if, for any
k ∈ , there is an element gk ∈ grS which does not have a presentation
of the form (1.4). Many papers have been devoted to the problem of the
width of different subsets (see, for example, [1, 3, 4, 15, 17, 20, 34, 38, 39]).
In this paper we consider the problem of the width of verbal subgroups.
Let V be a ﬁnite subset of the free group F of the countable rank. We say
that V is proper if the verbal subgroup V F is a proper subgroup of F . Let
G be an arbitrary group. Denote by 	V G the set of values in the group G
of all the words from the set V . By the width of verbal subgroup V G we
mean the width of the set 	V G ∪ 	V G−1 in the group G. Many papers
have also been devoted to the problem of the width of verbal subgroups
(see [3, 15, 17, 20, 38] and references therein).
The present paper establishes that if V is a proper ﬁnite subset of F ,
then the width of a group from a class of extensions of free products of
groups is inﬁnite.
The present paper is organized as follows. In Section 2 we recall some
facts about pseudocharacters of free products of groups H = A ∗ B. In
Section 3 we give a description of pseudocharacters space of free products
H = A ∗B invariant relative to a special automorphisms group. In Section 4
we give some properties of pseudocharacters of the group H = A ∗ B that
are needed in the next section. In Sections 5 and 6 we give full description
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of pseudocharacters space of the group T · H. In Section 7 we use the
results of the earlier sections for solving the problem of expressibility for
the group T ·H.
2. SOME AUXILIARY FACTS
Let G be an arbitrary group and let τ
 G→ H be an epimorphism from
G onto a group H. Denote by τ∗ the mapping that takes each element
ϕ ∈ PXH to ϕ ◦ τ ∈ PXG. It is evident that τ∗ is an embedding PXH
into PXG.
Let G = A ∗ B be the free product of nontrivial groups A and B, and
let τ∗A and τ
∗
B be embedding of the spaces PXA and PXB into PXG,
respectively. Below we shall identify the spaces PXA and PXB with
their τ∗A and τ
∗
B isomorphic images, respectively. Set A0 = A\1 , B0 =
B\1, and M = a · b  a ∈ A0 b ∈ B0. It is clear that subsemigroup D˜
of group G generated by the set M is free and M is the system of free
generators for D˜. By D denote a semigroup generated by D˜ and 1. Let
v ∈ D. By v denote the length of the word v in alphabet M . If v = 1, we
set v = 0.
Deﬁnition 2.1. By canonical form of nonunit element g from G = A ∗
B, we mean its presentation in the form g = c1c2 · · · cn, where ci ∈ A0 ∪B0,
and cici+1 ∈ A ∪ B.
Let v = a1b1 · · · anbn ∈ D˜. By v¯ we denote the element b1a2b2 · · · anbna1.
Let PXD−1 be the subspace of PXD consisting of the pseudocharac-
ters ϕ of D satisfying the following conditions:
(1) the set ϕM is bounded, and
(2) ϕv¯−1 = −ϕv ∀ v ∈ D.
Remark 2.2. We recall that by [7, Proposition 3], for any pseudochar-
acter ϕ of arbitrary semigroup S, the relation ϕxy = ϕyx holds for all
x y ∈ S.
Hence a pseudocharacter is constant in a class of conjugate elements in
a group because ϕx−1yx = ϕyxx−1 = ϕy.
Let ϕ ∈ PXD−1. Denote by ϕ¯ the function on the group G deﬁned
as follows. If the element v from G is conjugate to some element a ∈ A or
some element b ∈ B, then we set ϕ¯v = 0. Otherwise we set ϕ¯v = ϕt,
where t ∈ D and elements v and t are conjugate in G. Remark 1 implies
that the function ϕ¯ is well deﬁned. It is clear that the function ϕ¯ is constant
on the classes of conjugacy in G. Denote by ∼ the relation of conjugacy in
the group G. If v = c1c2 · · · cn is a canonical form, then we set v˙ = c1 and
v¨ = cn.
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Deﬁnition 2.3. Let v be a word in the alphabet A0 ∪ B0. By regular
subdivision of v we mean its presentation in the form v = v1v2, where
v1 v2 are canonical forms such that v¨1 · v˙2 ∈ A0 ∪ B0.
In [13], the following two theorems were established by the ﬁrst author.
Theorem 2.4. Let ϕ ∈ PXD−1 and c > 0 such that ϕxy − ϕx −
ϕy ≤ c for all x y ∈ D. Then the function ϕ¯ is a pseudocharacter of the
group G such that φ¯A∪B ≡ 0, and for any u v in G, the inequality
ϕ¯uv − ϕ¯u − ϕ¯v ≤ 261c
holds.
Theorem 2.5. The mapping λ
 ϕ → ϕ¯ is an embedding of PXD−1
into PXG; and PXG = PXA ⊕ PXB ⊕ PXD−1.
3. SEMIDIRECT PRODUCT
Let G be a group and let α be its automorphism. For any ϕ ∈ PXG,
we set ϕαx = ϕxα for all x ∈ G. It is clear that ϕα is a pseudocharacter
of G.
Deﬁnition 3.1. Let ϕ ∈ PXG. The map ϕ is said to be invariant
relative to α if ϕα = ϕ. If this relation holds for each a from A ⊆ AutG,
we will say that ϕ is invariant relative to A.
The subspace consisting of pseudocharacters of G invariant relative to A
will be denoted by PXGA.
Let G = A · B be a semidirect product of its subgroups A and B such
that B is an invariant subgroup of G.
In [10], it was shown that any element from PXBA can be extended to
G as a pseudocharacter that is equal to zero on subgroup A. The following
theorem was proved in [10].
Theorem 3.2. Let the group G = A · B be a semidirect product of its
subgroups A and B such that B is an invariant subgroup of G. Then
PXA · B = PXA ⊕ PXBA(3.1)
By this theorem, the problem of describing PXG is reduced to that of
PXA and PXBA.
We will use the following notations for the rest of this paper. Let A and
B be groups and let H = A ∗ B be their free product. Further, let T1 be a
subgroup of AutA, and let T2 be a subgroup of AutB, and T = T1 × T2.
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Let G = T ·H be the semidirect product such that T acts on H by the
rule that
at = at1 bt = bt2 at2 = a bt1 = b
for any a ∈ A, b ∈ B, t1 ∈ T1, t2 ∈ T2, and t = t1t2. The relation of conjugacy
in the group H will be denoted by ∼, and by ∼ we will also denote the
relation of conjugacy in the semigroup D.
Deﬁnition 3.3. We will say that elements u and v from H are T -
conjugate if there is t ∈ T such that ut ∼ v.
Lemma 3.4. PXHT  = PXAT1 ⊕ PXBT2 ⊕ PXD−1 T .
Proof. Let us verify that if ϕ ∈ PXD−1 T , then pseudocharacter ϕ¯
is invariant relative to T . Let g ∈ H and let v be an element of D such that
g ∼ v. Then by deﬁnition we have ϕ¯g = ϕv. Obviously, for any t ∈ T ,
the relation gt ∼ vt holds. Hence ϕ¯gt = ϕ¯vt = ϕvt = ϕv = ϕ¯g.
Now the required decomposition follows from Theorem 3.2.
Corollary 3.5. PXG = PXT  ⊕ PXAT1 ⊕ PXBT2 ⊕
PXD−1 T .
Thus the problem of describing PXG is reduced to that of
PXD−1 T .
4. SOME AUXILIARY FACTS ABOUT
FREE PRODUCTS OF GROUPS
Let A and B be groups of order 2 generated by a and b, respectively,
and let M = a · b. Then any pseudocharacter of D is also a real additive
character of D. Obviously, in this case, for any v ∈ D we have v¯ = v−1.
This implies that if ϕ ∈ PXD−1, then ϕ ≡ 0. Hence, we may assume
that either the order of the group A or the order of the group B is greater
than 2. Let D∗ be a free subsemigroup of the group G generated by the
set M∗ = ba  b ∈ B0 a ∈ A0. Denote by v the length of a word v
in alphabet M . For any word v in alphabet M , we introduce the set of
“beginnings” Hv and the set of “ends” Kv as follows: Hv = Kv =
!, if v ≤ 1; and
Hv = {xi1 xi1xi2     xi1xi2 · · ·xin−1}
Kv = {xi2     xin xi3 · · ·xin     xin−1xin xin}
if v = xi1 · · ·xin n > 1.
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For any element w in D such thatHw ∩Kw = !, the functions ηwv
and ewv were deﬁned in [9] as follows: If v ∈ D, then ηwv is equal to
the number of occurrences of w in the word v; and
ewv = maxηwv′  v′ ∼D v
An element v from the free semigroup D is called simple if it is not a
nontrivial power of another element u ∈ D. The set of simple elements of
semigroup D will be denoted by  . Obviously, if u ∼D v, then u ∈  if and
only if v ∈  .
By [9, Lemma 8], we have that, in any class of ∼D conjugate elements
belonging to the set  , there is a representative w that satisﬁes the condi-
tion
Hw ∩Kw = !(4.1)
Denote by P the set of representatives w of classes of conjugate elements
belonging to  and satisfying relation (4.1).
It is clear that if w is a word in alphabet M such that Hw ∩ Kw =
!, then the word w−1 in alphabet M∗ satisﬁes the condition Hw−1 ∩
Kw−1 = !. By [9, Lemma 13], we have that, for any w ∈ P , the function
ew is the pseudocharacter of semigroup D such that, for any u v in D, the
relation
ewuv − ewu − ewv ≤ 2
holds. A similar pseudocharacter of semigroup group D∗ which corresponds
to the word w−1 will be denoted by ew−1 . Denote by P0 a subset of P
consisting of elements w such that w ∼ w−1 in the group G. Let Q = P \P0
Let us check that Q = !. Let a ∈ A0 and b1 b2 ∈ B0, with b1 = b2.
Then the criterion of conjugacy in the free product of groups (see [33])
implies that if a2 = 1, then element w = ab1 is not conjugate to w−1 =
b−11 a
−1. Now assume that the groups A and B satisfy the identity relation
x2 = 1. Since G is not an inﬁnite dihedral group, we may assume that there
are elements b1 b2 b3 ∈ B such that bi = bj , if i = j. Consider a word of
the form wi j k = ab1iab2jab3k. Then w−1i j k = b3akb2ajb1ai ∼
ab3kab2jab1i. The criterion of conjugacy in the free product of groups
implies that, for any positive integers i j k, the elements wi j k and w
−1
i j k
are not conjugate.
Note that Hwi j k ∩ Kwi j k = !. Let w ∈ Q. Then from deﬁnition
of the set Q, we obtain w ∼ w−1 in group G. Therefore, there exists w1 ∈ Q
such that w−1 ∼ w1. Obviously, w−11 ∼ w. Deﬁne a relation ∼1 on the set
Q as follows. Set w1 ∼1 w2 if and only if either w1 = w2 or w−11 ∼ w2.
It is clear that ∼1 is an equivalence relation such that there are only two
elements in each class of ∼1 equivalency.
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Let us choose in each of these classes a representative. Denote by Q+
the set of these representatives. By Q+n denote subset of Q
+ consisting of
elements of length n in alphabet M . Obviously, if ϕ ∈ PXD−1, then ϕ
is fully deﬁned by its restriction to Q+.
Let 	Hw = Hw ∪ w and 	Kw = Kw ∪ w. We set µu vw = 1
if there exist x and y such that x ∈ 	Kw, y ∈ 	Hw, and w = xy; otherwise
we set µu vw = 0. We set µa b cw = 1 if there exist x y such that
x ∈ 	Ku, y ∈ 	Hw, and w = xby; otherwise we set µa b cw = 0. The
measures µu v and µa b cw for all u v a b c ∈ D∗ on Q−1 are deﬁned
similarly. Let
νu vw = µu vw + µvuw + µu v uw + µvu vw
− µuuw − µv vw
It is easy to prove that
νu vw = µu vw + µuv uvw − µuuw − µv vw
Hence, the measure νu v takes values from the set −2−1 0 1 2.
In [9] it was shown that, for any u v ∈ D and for any w ∈ Q+, the
equality
ewuv − ewu − ewv = νu vw(4.2)
holds. Let v = c1c2 · · · ckck+1 be a canonical form. Then we set v˙ = c1,
v¨ = ck+1, v˜ = 1, if k = 1, and v˜ = c2 · · · ck, if k > 1.
For any t ∈M∗ and any w ∈ Q+, we set rtw = 1, if t = w−1; rtw = 0,
if t = w−1. For any u v in D that differ from unit element, let us deﬁne a
measure ζu vw on Q+ as follows:
ζu vw = ru¨v˙w + rv¨u˙w − ru¨u˙w − rv¨v˙w(4.3)
+ νu˜u¨v˙v˜v¨u˙w−1 + νu˜ u¨v˙w−1 + νv˜v¨u˙w−1
− νu˜ u¨u˙w−1 − νv˜ v¨v˙w−1
Lemma 4.1 (see [13]). For any w ∈ Q+ and u v ∈ D, the following equal-
ity holds:
ew−1uv − ew−1u¯ − ew−1v¯ = ζu vw
If w ∈ M , that is, the length of the word w in alphabet M is equal to 1,
then it is clear that
νu˜u¨v˙ v˜v¨u˙w−1 = νu˜ u¨v˙w−1 = νv˜ v¨u˙w−1 = νu˜ u¨u˙w−1 = νv˜ v¨v˙w−1 = 0
Hence
ζu vw = ru¨v˙w + rv¨u˙w − ru¨u˙w − rv¨v˙w w ∈M(4.4)
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If w ∈M , then
ru¨v˙w = rv¨u˙w = ru¨u˙w = rv¨v˙w = 0
and by (4.3) we get
ζu vw = νu˜u¨v˙ v˜v¨v˙w−1 + νu˜ u¨v˙w−1(4.5)
+ νv˜ v¨u˙w−1 − νu˜ u¨u˙w−1 − νv˜ v¨v˙w−1
For any w ∈ Q+ and u v ∈ D, deﬁne 9u vw by setting
9u vw = νu vw − ζu vw(4.6)
Remark 4.2. Let us note that if either u˙ = v˙ or u¨ = v¨, then 9uvw = 0
for all w ∈ M . Indeed, for example, if u˙ = v˙, then we obtain u¨v˙ = u¨u˙ and
vu˙ = v¨v˙.
Hence, (4.6) implies 9u vw = 0.
Thus, if 9u vw = 0, then u˙ = v˙ and u¨ = v¨. From the latter we obtain
that the words u¨v˙, v¨u˙, u¨u˙, v¨v˙ are pairwise different. Hence, the measure
9u v on Q
+
1 takes values from the set −1 0 1.
The measure νu v is a sum of four measures of the form µu v, and the
measure 9u v is the sum of 24 measures of the form µu v. Hence, for any
n > 1, the following relations hold,
supp νu v ∩Q+n  ≤ 4n− 1(4.7)
supp9u v ∩Q+n  ≤ 24n− 1(4.8)
Note that if w ∈M , then 9u vw ≤ 4, and if w ∈M , then 9u vw ≤ 10.
Lemma 4.3 (see [13]). Let w ∈ Q+. Then the function
v→ πwv = ewv − ew−1v¯
is an element of the space PXD−1, and the following relations hold,
πwuv − πwu − πwv = 9u vw 9u vw ≤ 10(4.9)
Corollary 4.4. Let w ∈ Q+, u ∈ D. Then:
(1) if u < w, then πwu = 0;
(2) if u = w and u is not conjugate to either w or w−1, then πwu =
0; if u ∼ wε, where ε ∈ +1−1, then πwu = ε.
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Lemma 4.5 (see [13]). Let n ∈  and let λ be a bounded function on Q+n .
Then the function
ψλ =
∑
w∈Q+n
λwπw
is an element of the space BPXD−1, and for any u v ∈ D, the following
inequality holds,
ψλuv − ψλu − ψλv ≤ 240λ0w − 1(4.10)
where λ0 = supλw  w ∈ Q+n . Moreover, for any w0 ∈ Q+n , we have
ψλw0 = λw0.
5. DESCRIPTION OF THE SPACE PXD−1 T 
Let  be a set of simple elements of semigroup D, and let the sets P , P0
be the same as before. Denote by E0 a subset of P consisting of elements
w such that w ∼ w−1 in the group G. That is, there is t in T such that
elements wt and w−1 conjugate in the group H. It is easy to verify that
P \ E0 = !.
Deﬁnition 5.1. Let v = xn11 xn22 · · ·xnkk , xi = xi+1, x1 = xk, ni ≥ 1, and
xi ∈ M . By type of the word v we will mean the set T v consisting of all
cyclic permutations of the sequence n1 n2    nk. By subtype of the word
v we will mean any subsequence of any sequence belonging to T v.
Proposition 5.2. Let u v ∈ D and let the types of u and v be different.
Then the words are not conjugate in G; that is, they are not T -conjugate in H.
Proof. Note, if ab ∈ M , then abt = atbt ∈ M . Hence, for any v ∈ D,
we have T v = T vt and the proof is complete.
Let 1 = a ∈ A and b1, b2 be nonunit elements from B such that b1 = b2.
Let w = ab13ab22ab1ab2; then
w−1 = b−12 a−1b−11 a−1
(
b−12 a
−1)2(b−11 a−1)3
∼ a−1b−11
(
a−1b−12
)2(
a−1b−11 3a−1b−12
)

Hence T w = 3 2 1 1 and T w−1 = 1 2 3 1 = 3 1 1 2, and we
get T w = T w−1. Therefore wt ∼ w−1 for all t ∈ T .
Denote by E a system of representatives of classes of T -conjugate ele-
ments belonging to  such that, if w ∈ E, then w and w−1 are not T -
conjugate. As it was shown before, the set E is not empty. The subset of
E consisting of elements of the length n in alphabet M is denoted by En.
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It is clear that we can assume that E ⊆ Q and En ⊆ Qn. Let E+ = E ∩Q+;
then E+n = E ∩Q+n .
Let Mw be the set of values of the function w→ wt for t ∈ T . For any
w ∈ E, deﬁne the function δw
 D→ R by letting
δwv =
∑
u∈Mw
πuv
From Lemma 4.5, it follows that δw ∈ PXD−1, and if w ≥ 2, then
δwuv − δwu − δwv ≤ 240w − 1(5.1)
Proposition 5.3. For any w ∈ E+, the relation δw ∈ PXD−1 T 
is valid.
Proof. It is clear that, for any τ ∈ T , we have πuτvτ = πuv. Further-
more, for any τ ∈ T , we have Mwtau =Mw. Hence
δwvτ =
∑
u∈Mw
πuvτ =
∑
u∈Mw
π
ut
−1 v
= ∑
u∈Mt−1w
πuv =
∑
u∈Mw
πuv
= δwv
and the proof is now complete.
Proposition 5.4. Let w ∈ E+. Then
(1) for any u ∈Mw, we have eu−1w¯ = 0, and
(2) δww = number of elements in the set Mw conjugate to w.
Proof. We have u−1 = w. Hence if eu−1w¯ = 0, then eu−1w¯ = 1.
The latter means that elements u−1 and w are conjugate in D∗. Therefore
elements u−1 and w are conjugate in the group G; that is, there is a t ∈ T
such that wt ∼ w−1 and we obtain a contradiction. This proves (1).
Since
δww =
∑
u∈Mw
πuw =
∑
u∈Mw
euw
the proof of (2) follows.
Proposition 5.5. For any w ∈ E+, the inequality δwv ≤ w holds.
Proof. The number of elements of D conjugate to w is at most the num-
ber of all cyclic permutations of the word w, and hence, it is no more than
w.
It is clear that for any w ∈ D, the estimate 1 ≤ δww ≤ w holds.
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Set δˆw = 1/δwwδw. It is clear that δˆww = 1, δwv = δwwδˆwv.
Set
9Tu vw =
∑
g∈Mw
9u vg
Proposition 5.6. Let w = n ≥ 2. Then∣∣9Tu vw∣∣ ≤ w − 11024
= 240w − 1∣∣supp9Tu v ∩ E+n ∣∣ ≤ 20n− 12
Proof. We have 9u vg ≤ 10, Q+n ∩ supp9u v ≤ 24n− 1, and
9Tu vw =
∑
z∈Mw
9u vz =
∑
z∈Mw∩ supp9u v
9u vz
Consider the measure µu v. Let Mn be the subset of D consisting of the
words of length n in the alphabet M . Then for each w ∈ Q+n , Mw is sub-
set of Mw. From the deﬁnition of the measure µu v, it follows that for any
word u and v and n ≥ 2, the estimate Mn ∩ suppµu v ≤ n − 1 holds.
Note that the collection
⋃
w∈E+n t  t ∈ Mw consists of pairwise distinct
elements. In fact, it is clear for elements belonging to v& v ∈Mw. Now
suppose that v1 = v2, v1 ∈ Mw1, v2 ∈ Mw2, and w1 ∼A w2. Since
v1 ∼A w1, and v2 ∼A w2, we obtain that w1 ∼A w2, and we come to a
contradiction to the assumption. Hence, there exist at most n − 1 ele-
ments w from Mn such that µTu vw = 0. Therefore, E+n ∩ suppµTu v ≤
n − 1. Hence  supp9Tu v ∩ E+n  ≤ 24n − 1 and 9Tu vw ≤ 24w −
19u vw ≤ 240w − 1.
Proposition 5.7. Let λ be a bounded function on E+n for all n ∈ N . Then
the functions
ψλ =
∑
w∈E+n
λwδw and ψ¯λ =
∑
w∈E+n
λwδˆw
belong to PXD−1 T , and ψ¯λw = λw for all w ∈ E+n .
Proof. Let λ0 > 0 such that λw ≤ λ0 for all w ∈ E+n . Then for any
v1 v2 ∈ D, we have
ψλv1v2 − ψλv1 − ψλv2 =
∣∣∣∣∣ ∑
w∈E+n
λw'δwv1v2 − δwv1 − δwv2(
∣∣∣∣∣
≤ λ0
∑
w∈E+n
'δwv1v2 − δwv1 − δwv2(
= λ0
∑
w∈E+n
∣∣9Tu vw∣∣
≤ 240λ0n− 12
and now the proof is complete.
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Denote by KD the set of functions ϕ on the semigroup D satisfying
the relations:
(1) ϕxn = nϕx for all n ∈  and for all x ∈ D;
(2) ϕxy = ϕyx for all x y ∈ D;
(3) ϕv¯−1 = −ϕv for all v ∈ D;
(4) ϕE+i is a bounded function for all i ∈ ;
(5) ϕxt = ϕx for all x ∈ D and for all t ∈ T .
It is clear that KD is a linear space (with respect to ordinary opera-
tions).
Lemma 5.8. Let ϕ ∈ PXD−1. Then ϕ is bounded on Q+n for all n ∈ .
Proof. From the condition of the lemma, it follows that the function ϕM
is bounded. Let c > 0 such that, for any x y ∈ D, the inequality ϕxy −
ϕx − ϕy ≤ c holds. By induction on n, we obtain ϕx1x2 · · ·xn+1 −∑n
i=1 ϕxi ≤ n · c. The latter implies that the function ϕQ+n is bounded for
all n ∈ . The lemma is proved.
From Lemma 5.8, it follows that PXD−1 T  is subspace of KD.
Denote by LE+ the space of real-valued functions α on E+ satisfying
the following condition: αE+n is bounded for any n ∈ .
Let us construct an isomorphism @ between the spaces KD and LE+.
Let ϕ ∈ KD. For each i ∈ , we deﬁne the function αi
 E+i →  by
induction as follows: α1 ≡ ϕE+1 , and if the values α1     αn have already
been deﬁned, then we set
αn+1 =
(
ϕ−
n∑
i=1
ϕαi
)∣∣∣∣∣
Q+n+1
w w ∈ Q+n+1(5.2)
Here ϕαi are pseudocharacters introduced by the formula
ϕαi =
∑
w∈E+i
αwδˆw(5.3)
Now we deﬁne the function α = @ϕ via its restriction to E+i by setting
αE+i = αi.
Let us show that @ϕ belongs to LE+. Indeed, we have αE+1 = α1.
Furthermore, suppose that we have already established that the func-
tions αE+1      αE+n are bounded. Let us prove that αE+n+1 is also bounded.
Lemma 5.8 implies that all pseudocharacters ϕα1 ϕα2     ϕαn are bounded
functions on E+n+1. Hence @ϕ ∈ LE+.
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Now let us show that the mapping @ is linear. First we note that if τ τ1 τ2
are bounded functions on E+n+1 and λ1 λ2 are reals such that τ = λ1τ1 +
λ2τ2, then we have
ϕτ = λ1ϕτ1 + λ2ϕτ2(5.4)
where ϕτ λ1ϕτ1 λ2ϕτ2 are pseudocharacters deﬁned by the rule (5.3).
Suppose that the function ϕ ∈ KD satisﬁes formula (5.2). Let λ ∈ .
Assume we have already established that the restrictions of the function
@ϕ to E+1      E+n are equal to λα1 λα2     λαn, respectively. Then
from formulas (5.2) and (5.4), we obtain
@λϕE+n+1 =
(
λϕ−
n∑
i=2
ϕλαi
)∣∣∣∣∣
E+n+1
=
(
λϕ−
n∑
i=2
λϕαi
)∣∣∣∣∣
E+n+1
= λαn+1
that is, @λϕ = λ@ϕ.
Let ψ ∈ KD and @ψE+n = βn ∈ . Then it is clear that
ϕ+ ψE+1 ≡ 0 and ϕ+ ψE+2 = ϕE+2 + ψE+2 = α2 + β2
Suppose we have already established that
ϕ+ ψE+i = ϕE+i + ψE+i  for i = 1     n
Then for n+ 1, the formulas (5.2) and (5.4) imply
ϕ+ ψE+n+1 =
(
ϕ+ ψ −
n∑
i=2
ϕαi+βi
)∣∣∣∣∣
E+n+1
=
(
ϕ+ ψ −
n∑
i=2
ϕαi + ϕβi
)∣∣∣∣∣
E+n+1
=
(
ϕ−
n∑
i=2
ϕαi
)∣∣∣∣∣
E+n+1
+
(
ψ−
n∑
i=2
ϕβi
)∣∣∣∣∣
E+n+1
= αn+1 + βn+1
= ϕE+n+1 + ψE+n+1 
Thus, the mapping @ is linear.
Let us show that @ maps KD onto LE+. Let α ∈ LE+ and αE+i =
αi. Since for each w ∈ E+ there is only a ﬁnite set of nonzero numbers
of the form ϕαnw for n ∈ , the function ϕ =
∑∞
i=2 ϕαi on D is well
deﬁned and belongs to the space KD. Let us show that @ϕ = α. We
set @ϕE+i = β. Let us verify that βi = αi for all i ∈ . Since β1 = ϕE+1 ,
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we have β1 = α1. Suppose that we have already established the relations
βi = αi for i ≤ n; then, for all w ∈ E+n+1, we have
βn+1w =
(
ϕw −
n∑
i=2
ϕαiw
)
=
∞∑
i=2
ϕαiw −
n∑
i=2
ϕαiw =
∞∑
i=n+1
ϕαiw
Furthermore, since ϕαi E+n+1 ≡ 0 for all i > n+ 1, we obtain
∞∑
i=n+1
ϕαiw = ϕαn+1w = αn+1w
where the latter equality follows from Proposition 5.7 and (5.3). Thus,
βn+1 = αn+1, and @ is onto.
Now let us verify that ker@ = 0. Indeed, let ϕ ∈ KD and @ϕ = 0.
This means αi = @ϕE+i ≡ 0 for all i ∈ . Formula (5.2) implies ϕE+1 ≡ 0,
ϕE+2 ≡ 0, and for any w ∈ E
+
n+1, we get ϕw =
∑n
i=2 ϕαiw + αn+1w =∑n+1
i=2 ϕαiw. Since αi ≡ 0 for all i ∈ , we have ϕαiw ≡ 0. Therefore,
the latter equality implies ϕE+n+1 ≡ 0. Now from properties (1) and (2) of
functions from the space KD, it follows that ϕE+1 ≡ 0. Thus ker@ = 0.
Hence, as was shown above, for a function α from LE+ such that αE+i =
αi for all i ∈ , we have
@−1α =
∞∑
i=2
ϕαiw(5.5)
Therefore @ is an isomorphism between the linear spaces KD and LE+.
Furthermore, if @ϕ = α, then ϕ by formula (5.5) is deﬁned. Denote
by LE+9 a subspace of LE+, consisting of functions α ∈ LE+ such
that the quantities ∣∣∣∫
E+
αd9u v
∣∣∣ u v ∈ D
are uniformly bounded.
Theorem 5.9. (1) The mapping @ establishes an isomorphism between
linear spaces PXD−1 T  and LE+9T .
(2) Each element ϕ from the space PXD−1 T  is uniquely repre-
sentable in the form
ϕ = ∑
w∈E+
αwπw where α ∈ LE+9T 
or in the form
ϕ = ∑
w∈E+
βwδw where βw =
αw
δww

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Proof. Let us show that under the isomorphism @
 KD → LE+, we
assign to the element of PXD−1 T  a function α from LE+ such that∣∣∣∫
E+
αd9Tu v
∣∣∣ ≤ ε
for some ε > 0 and any u and v from D.
Let ϕ ∈ PXD−1. Let us choose ε > 0 such that ϕuv − ϕu −
ϕv ≤ ε for each u and v from D. Suppose that @ϕ = α; then∣∣∣∣∫
E+
αd9Tu v
∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
∫
E+i
α d9Tu v
∣∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
∫
E+i
αi d9
T
uv
∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
∑
w∈E+i
αiw9Tu vw
∣∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
∑
w∈E+i
αiwδˆwuv − δˆwu − δˆwv
∣∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
( ∑
w∈E+i
αiwδˆwuv −
∑
w∈E+i
αiwδˆwu −
∑
w∈E+i
αiwδˆwv
)∣∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
ϕαiuv − ϕαiu − ϕαiv
∣∣∣∣∣ by formula 53
= ϕuv − ϕu − ϕv ≤ ε
Now let α ∈ LE+ and  ∫E+ αd9Tuv ≤ ε for some ε > 0 and any u v ∈
D. If αi = αE+i and ϕ = @−1αi, then ϕ =
∑∞
i=2 ϕαi ; therefore
ϕuv − ϕu − ϕv
=
∣∣∣∣∣∞∑
i=2
ϕαiuv − ϕαiu − ϕαiv
∣∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
( ∑
w∈E+i
αiwδˆwuv −
∑
w∈E+i
αiwδˆwu −
∑
w∈E+i
αiwδˆwv
)∣∣∣∣∣
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=
∣∣∣∣∣∞∑
i=2
∑
w∈E+i
αiwδˆwuv − δˆwu − δˆwv
∣∣∣∣∣
=
∣∣∣∣∣∞∑
i=2
∑
w∈E+i
αiwd9Tu vw
∣∣∣∣∣
=
∣∣∣∣∫
E+
αwd9Tu vw
∣∣∣∣ ≤ ε
Now the theorem is proved.
6. DESCRIPTION OF PXT ·H
Note that if ϕ = ∑w∈Q+ λwπw, then its extension to G is given by the
formula
ϕ¯ = ∑
w∈Q+
λwπ¯w(6.1)
In particular,
δ¯w =
∑
v∈Mw
π¯v(6.2)
Hence if ϕ = ∑w∈E+ λwδw, an element from the space PXD−1 T ,
then its extension to H with zero condition on the groups A and B is
given by
ϕ¯ = ∑
w∈E+
λwδ¯w(6.3)
Now we can reformulate Theorem 5.9 as follows.
Theorem 6.1. (1) The mapping @ establishes an isomorphism between
linear spaces PXHT  and LE+9T .
(2) Any element ϕ from PXHT  that is zero on A and B is uniquely
representable in the form
ϕ = ∑
w∈E+
αw ¯ˆδw where α ∈ LE+9T 
From Lemma 4.3 we have
πwuv − πwu − πwv = 9u vw ∀u v ∈ D ∀w ∈ Q+(6.4)
Deﬁnition 6.2. For any x y ∈ H and any w ∈ Q+, we set
9x yw = π¯wxy − π¯wx − π¯wy
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Hence for all x y ∈ H and for all w ∈ Q+, the equality
π¯wxy = π¯wx + π¯wy +9x yw(6.5)
holds. It is clear that if x y ∈ D, then (6.5) coincides with (6.4).
Deﬁnition 6.3. For any x y ∈ H and any w ∈ Q+, we set
	9Tx yw = δ¯wxy − δ¯wx − δ¯wy
Denote by L1E+	9Tx y the linear space of real functions on the set E+
that are bounded on E+n for any n ∈  and such that the set{∫
E+
λd	9Tx y  x y ∈ H
}
is bounded. Denote by PXHA∪B the subspace of PXH consisting of the
functions that are zero on the set A ∪ B.
Theorem 6.4. (1) The mapping @ establishes an isomorphism between
linear spaces PXHA∪B T  and L1E+	9T .
(2) Each element ϕ of the space PXHA∪B T  is uniquely representable
in the form
ϕ = ∑
w∈E+
αw ¯ˆδw where α ∈ L1E+	9T 
or in the form
ϕ = ∑
w∈E+
βwδ¯w where β ∈ L1E+	9T 
7. ON THE WIDTH OF VERBAL SUBGROUPS
OF THE GROUP G = T ·H
Let A be a subset of Q+ such that, for any w ∈ A and any u v ∈ D,
w ≥ 3 and A ∩ supp9u v ≤ k0(7.1)
where k0 is a real constant.
Lemma 7.1. For any v ∈ D and any d ∈ A∪B, there exist at most six pair
of elements zi qi in D such that 9d v is a linear combination with coefﬁcients
±1 of measures 9zi qi .
Hence
A ∩ supp9d v ≤ 6k0 A ∩ supp9vd ≤ 6k0(7.2)
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Proof. Let v = a1b1 · · · anbn be a canonical form of element v.
It is clear that if n = 1, then dv conjugates in G either with some element
from the set A ∪ B or with some element from M . Therefore, for any
w ∈ A, the relations π¯wdv = 0, π¯wd = 0, πwv = 0, and 9d v = 0 hold.
Now we assume n ≥ 2. Consider two cases: Case I, when d = a ∈ A; and
Case II, when d = b ∈ B.
Case I. If aa1 = 1, then
9a v = π¯wav − π¯v − π¯a
= πwaa1b1a2b2 · · · anbn − πwa1b1a2b2 · · · anbn
= πwaa1b1 + πwa2b2 · · · anbn +9aa1b1 a2b2···anbn
− πwa1b1 + πwa2b2 · · · anbn +9a1b1 a2b2···anbn
= 9aa1b1 a2b2···anbn +9a1b1 a2b2···anbn 
This implies (7.2).
Now we assume that aa1 = 1. Let n = 2, v = a1b1a2b2. Then element av
conjugates with some element from the set A∪B∪M . Therefore π¯wav =
0, 9a vw = πwv = 0. This implies (7.2).
Next we assume that n ≥ 3. If bnb1 = 1, then we have
π¯wav = π¯wb1a2b2 · · · anbn = πwa2b2 · · · an−1bn−1anbnb1
Hence
9a vw = π¯wav − πwv
= πwa2b2 · · · anbnb1 − πwa1b1a2b2 · · · anbn
= πwa2b2 · · · an−1bn−1 + πwanbnb1 +9a2b2···an−1bn−1 anbnb1
− πwa2b2 · · · an−1bn−1 − πwanbna1b1 −9a2b2···an−1bn−1anbna1b1
= 9a2b2···an−1bn−1 anbnb1w −9a2b2···an−1bn−1 anbna1b1w
This implies (7.2).
Let aa1 = 1, bnb1 = 1   . Then the canonical form of element av is
av = b1a2b2 · · · anbn = t−1ut(7.3)
Moreover, the ﬁrst letters of the word u belong to either A0 or B0. From
(7.3) we have π¯wav = π¯wu, and the canonical form of u is either (i)
u = u1γ for u1 ∈ D and γ ∈ A, or (ii) u = βu2 for u2 ∈ D and β ∈ B.
Note that γβ differ from 1, and u¨2β = 1 and γu˙1 = 1.
Consider the subcase (i). The canonical form of element v is v =
a1b1 · · · anbn = a1t−1ut = a1t−1u1γt, where the word t terminates on the
letter lying in B; that is, t = β1α1 · · ·βrαrβr+1 for βi ∈ B and αi ∈ A.
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If r = 1, then t = β1α1β2 and av = β−12 α−11 β−11 uβ1α1β2. Let u1 = u2u3
and u2 = 1. Therefore
9a vw = π¯wav − πwv
= π¯wt−1u1γt − πwa1t−1u1γt
= π¯wu1γ − πwa1t−1 − πwu1 − π¯wγt
−9a1t−1 u1γtw −9u1 γtw
= π¯wγu2u3 − πwu2u3 −9a1t−1 u1γtw −9u1 γtw
= πwγu2 + πwu3 − πwu2 − πwu3
+9γu2 u3w −9u2 u3w −9a1t−1 u1γtw −9u1 γtw
= 9γu2 u3w −9u2 u3w −9a1t−1 u1γtw −9u1γtw
From here follows the required.
Let r > 1, u1 = u2u3, and u2 = 1. Because
v = a1β−1r+1α−1r β−1r · · ·α−11 β−11 u1γβ1α1 · · ·βrαrβr+1
is a canonical form, we have
9a vw = π¯wav − πwv
= πwγu1 − πw
(
a1t
−1u1γt
)
= πwγu2u3 − πw
(
a1t
−1u2u3γt
)
= πwu3 +9γu2 u3 − πw
(
a1t
−1)− πwu2u3γt −9a1t−1 u2u3γtw
= πwu3 +9γu2 u3w − πw
(
a1t
−1)− πwu2 − πwu3 − πwγt
−9u2 u3γtw −9u3 γtw −9a1t−1 u2u3γtw
= 9γu2 u3w − πw
(
a1t
−1)− πwγt −9u2 u3γtw −9u3 γtw
−9a1t−1 u2u3γtw
Consider the sum πwa1t−1 + πwγt. Since
t = β1α1 · · ·βrαrβr+1 = β1t1 where t1 = α1 · · ·βrαrβr+1 ∈ D
we get
πwa1t−1 = πw
(
a1t
−1
1 β
−1
1
)
= −πw
(
t1a
−1
1 β1
)
= −πwt1 − πw
(
a−11 β1
)−9t1 a−11 β1w
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and
πwγt = πwγβ1t1
= πwγβ1 + πwt1 +9γβ1 t1w
Therefore
πwa1t−1 + πwγt = −9t1 a−11 β1w +9γβ1 t1w
So
9a vw = π¯wav − πwv
= 9γu2 u3w −9u2 u3γtw −9u3 γtw
−9a1t−1 u2u3γtw +9t1 a−11 β1w −9γβ1 t1w
The subcase (ii), where u = βu2 where u2 ∈ D and β ∈ B, can be con-
sidered in a manner similar to subcase (i).
Case II, when d = b ∈ B, is considered similar to Case I and the lemma
is proved.
Lemma 7.2. For any x ∈ H and any d ∈ A∪B, there exist at most 12 pair
of elements zi qi in D such that 9xd is a linear combination with coefﬁcients
±1 of the measures 9zi qi . Hence∣∣A ∩ supp9xd∣∣ ≤ 12k0(7.4)
Proof. Let x = bva and d = α, where a α ∈ A, b ∈ B, v ∈ D. Obviously,
if α = 1, then 9xd ≡ 0.
Let b = 1. Then we obtain 9xdw = π¯wuaα − π¯wua. Now from
Lemma 7.1 we get the asserted result.
Consider the case α b = 1. If a = 1, then we obtain
9xdw = π¯wbvα − π¯wbv − π¯wα
= π¯wαb + π¯wv +9αb vw − π¯wbv − π¯wv + π¯wv
= 9αb vw − π¯wbv + π¯wv
= 9αb vw −9b vw
Now from Lemma 7.1 we obtain the required result.
Now let a = 1. If aα = 1, we get
9xd = π¯wbvaα − π¯wbva − π¯wα
= πwaαbv − πwabv
= πwaαb + πwv − πwab − πwv +9aαb vw −9ab vw
= 9aαb vw −9ab vw
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If aα = 1, we obtain
9xdw = π¯wbv − π¯wbva − π¯wα
= π¯wbv − π¯wbva
= π¯wbv − π¯wv + π¯wv − π¯wab − π¯wv +9ab vw
= π¯wbv − π¯wv +9ab vw
Now from Lemma 7.1 we obtain the required result, and the lemma is
proved.
Lemma 7.3. For any x y ∈ H, there exist at most 73 pair of elements
zi qi from D such that 9x y is a linear combination with coefﬁcients ±1 of
the measures 9zi qi . Hence
A ∩ supp9x y  ≤ 73k0(7.5)
Proof. Let a α ∈ A, bβ ∈ B, and u v ∈ D such that x = bua and y =
βvα. Therefore 9x yw = π¯wxy − π¯wx − π¯wy = π¯wbua · βvα −
π¯wbua − π¯wβvα. Using (6.5), we get
π¯wx = π¯wb + π¯wua +9buaw(7.6)
= π¯wu +9uaw +9buaw
Similarly,
π¯wy = π¯wv +9vαw +9βvαw(7.7)
and
π¯wxy = π¯wbua · βvα
= π¯wb + π¯wua · βvα +9bua·βvαw
= π¯wα + π¯wua · βv +9bua·βvαw +9ua·βvαw
Hence,
π¯wxy = π¯wα + π¯wua · βv +9bua·βvαw +9ua·βv αw(7.8)
Moreover,
π¯wuaβv = π¯wβvua
= π¯wβvu + π¯wa +9βvu aw
= π¯wβ + π¯wvu +9βvuw +9βvu aw
= π¯wu + π¯wv +9vuw +9βvuw +9βvu aw
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Hence,
π¯wuaβv = π¯wu + π¯wv +9vuw +9βvuw +9βvu aw(7.9)
From (7.8) and (7.9), we have
π¯wbua · βvα = π¯wu + π¯wv +9vuw +9βvuw
+9βvu aw +9bua·βvαw +9ua·βv αw
Now from the last equality, (7.6) and (7.7), we obtain
9x yw = 9vuw +9βvuw +9βvu aw +9bua·βvαw
+9ua·βv αw −9uaw −9buaw −9vαw −9βvαw
From the last and Lemma 7.1, we obtain the required result, and now the
proof of the lemma is complete.
Let wk = ab13kab22kab1kab2k and A = wk& k ∈ . It can easily
be checked that wl is not a subword of wk for k = l and also that
Hwk ∩Kwl = ! ∀k l ∈ (7.10)
Deﬁne the measures µTu v by setting
µTu vw =
∑
x∈Mw
µu vx
Lemma 7.4. For any w ∈ A and any u v ∈ D, there exist at most two
elements z from the set Mw that belong to the support of the measure µu v;
that is,
A ∩ suppµTu v ≤ 2
Proof. Let ab1 = x and ab2 = y. Then wk = x3ky2kxkyk. Let τ ∈ T and
xτ yτ ∈ x y. It is clear that Hwτk ∩Kwk = ! and Kwτk ∩Hwk =
!.
Let z /∈ x y. It is easy to verify that the following relations hold:
(1) If xτ = x, yτ = z or xτ = z, yτ = y, then Hwτk ∩ Kwk = !
and Kwτk ∩Hwk = !.
(2) If xτ = y, yτ = z, then Hwτk ∩ Kwk = yi i ≤ k and
Kwτk ∩Hwk = !.
(3) If xτ = z, yτ = x, then Hwτk ∩ Kwk = ! and Kwτk ∩
Hwk = xi i ≤ k.
(4) If xτ = y, yτ = x, then wτk = y3kx2kykxk, Hwτk ∩ Kwk =
xi i ≤ k, and Kwτk ∩Hwk = yi i ≤ k.
628 fa˘iziev and sahoo
We will say that the word z belongs to the junction of the words u v (or
that the word z belongs to the junction u⊥v), if there are u1 ∈ Ku and
v1 ∈ Hv such that z = u1v1.
Now let us verify that, for any words u v from D, there are at most two
elements from Mw on the junction u⊥v.
First consider the case w belongs to u⊥v. Then if τ = 1 and wτ belongs
to u⊥v too, then one of the following cases (2), (3), (4) is valid.
Let us consider them. Let us show that if τ1 = 1, τ1 = τ, then the word
wτ1 cannot be on the junction u⊥v. Suppose that wτ1 belongs to u⊥v. Then
there are three cases:
(a) xτ1 = y, yτ1 = z1;
(b) xτ1 = z1, yτ1 = x;
(c) xτ1 = y, yτ1 = x;
where z1 ∈M \ x y.
(2) In this case the occurrence wτ is on the right-hand side of w. If
for τ1 we have the case (a), then wτ and wτ1 have no intersection and wτ
cannot be on the junction u⊥v.
If for τ1 we have the case (b), then wτ and wτ1 have no intersection only
if z = z1. In this case the occurrence wτ1 is on the right-hand side of the
occurrence wτ and have no intersection with w, hence cannot be on the
junction u⊥v.
If for τ1 we have the case (c), then wτ and wτ1 have no intersection and
hence wτ1 cannot be on the junction u⊥v.
Similarly we consider the cases (3) and (4).
Now consider the case when the word w is not on the junction u⊥v.
If we assume that the words wτ, wτ1 , wτ2 belong to u⊥v, we obtain that
there are three elements in Mw that are on the junction uτ−1⊥vτ−1 and
w is between them. Thus we obtain a contradiction to the case considered
before. Now the lemma is proved.
Lemma 7.5. For any u v ∈ D and any x y ∈ H and any w ∈ A, the
following relations hold,
A ∩ supp9Tu v ≤ 20 A ∩ supp9Tx y  ≤ 2 · 73(7.11)
9Tu vw ≤ 20 9Tx yw ≤ 2 · 73(7.12)
Now for any integer m ≥ 2, deﬁne on the group G, function γm as fol-
lows. For any x ∈ G, the set Rx = w  w ∈ A δwx ≡ 0 modm is
ﬁnite. Denote by γmx the number of elements in the set Rx.
Proposition 7.6. For any m ≥ 2 and for any x y from G, the following
relations are valid:
(1) γmx ≥ 0,
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(2) γmx−1 = γmx,
(3) γmx−1yx − γmy ≤ 40,
(4) γmxy ≤ γmx + γmy + 146,
(5) γmx−1y−1xy ≤ 3 · 146,
(6) γmxm ≤ m− 1 · 146,
(7) γmwmw2·mw3·m · · ·wk·m = k, for k ∈ .
Proof. (1) The proof of (1) follows obviously.
(2) Let x = bv, where b ∈ T , v ∈ H. Then x−1 = bv−1 =
b−1v−1b−1 . Therefore, for any w ∈ A, we have δwx−1 = −δwx; that is,
the sets Rx−1 and Rx coincide.
(3) Let x = bv and y = au, where b a ∈ T , v u ∈ H. Then x−1yx =
v−1b−1aubv = b−1abv−1b−1abubv.
Hence, for any w ∈ A, we have
δw
(
x−1yx
) = δw(b−1abv−1b−1abubv)
= δwv−1b
−1abubv
= δwv−1b
−1ab + δwub + δwv
+9Tv−1b−1ab ubvw +9
T
ub v
w
= δwu +9Tv−1b−1ab ubvw +9
T
ub v
w
= δwy +9Tv−1b−1ab ubvw +9
T
ub v
w
Therefore
δwx−1yx − δwy = 9Tv−1b−1ab ubvw +9
T
ub v
w
Hence
δwx−1yx − δwy ≤ 9Tv−1b−1ab ubvw + 9
T
ub v
w
≤ 20+ 20 = 40
(4) We have δwxy = δwx + δwy + 9Tx yw; therefore if
δwxy ≡ 0 modm, then either δwx ≡ 0 modm, or δwy ≡ 0
modm, or 9Tx yw = 0. The latter implies that the set Rxy belongs to
the union of the sets Rx, Ry, supp9Tx y . Hence
γmxy ≤ γmx + γmy + A ∩ supp9Tx y  ≤ γmx + γmy + 146
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(5) Let x = au, y = bv. Then
x−1y−1xy = au−1bv−1aubv
= u−1a−1v−1b−1aubv
= a−1b−1abu−1'a b(v−1b
−1ab
ubv
and hence we obtain
δw'x y( = δw
(
u−1
'a b(
v−1
b−1ab
ubv
)
= δw
(
u−1
'a b()+ δw(v−1b−1abubv)+9T
u−1'a b( v−1b
−1ab
ubv
w
= −δwu + δw
(
v−1
b−1ab
ubv
)+9T
u−1'a b( v−1b
−1ab
ubv
w
= −δwu + δw
(
v−1
b−1ab)+ δwubv
+9T
u−1'a b( v−1b
−1ab
ubv
w +9T
v−1b
−1ab
 ubv
w
= −δwu + δwv−1 + δwub + δwv +9Tub vw
+9T
u−1'a b( v−1b
−1ab
ubv
w +9T
v−1b
−1ab
 ubv
w
= −δwu − δwv + δwu + δwv +9Tub vw
+9T
u−1'a b( v−1b
−1ab
ubv
w +9T
v−1b
−1ab
 ubv
w
= 9T
ub v
w +9T
u−1'a b( v−1b
−1ab
ubv
w +9T
v−1b
−1ab
 ubv
w
Hence it follows that if δw'x y( ≡ 0 modm, then w belongs to at
least one of the sets
supp9T
ub v
 supp9T
u−1'a b( v−1b
−1ab
ubv
 supp9T
v−1b
−1ab
 ubv

Thus we have
γm'x y( ≤ 3 · 146
(6) Let x = bv; then we have xm = bmvbm−1vbm−2 · · · vbv. Hence
δwxm = δw
(
vb
m−1
vb
m−2 · · · vbv)
= δw
(
vb
m−1)+ δw(vbm−2 · · · vbv)+9Tvbm−1 vbm−2 ···vbvw
= δwv + δw
(
vb
m−2 · · · vbv)+9T
vb
m−1
vb
m−2 ···vbvw
= δwv + δw
(
vb
m−2)+ δw(vbm−3 · · · vbv)
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+9T
vb
m−2
vb
m−3 ···vbvw +9
T
vb
m−1
vb
m−2 ···vbv
= 2δwv + +δw
(
vb
m−3 · · · vbv)
+9T
vb
m−2
vb
m−3 ···vbvw +9
T
vb
m−1
vb
m−2 ···vbv

= mδwv +9Tvbm−1  vbm−2 ···vbv +9
T
vb
m−2
 vb
m−3 ···vbvw
+9T
vb
m−3
bm−4···vbv · · · +9
T
vb v
w
Hence it follows that γmxm ≤ m− 1 · 146.
(7) Let n ≤ k and let uk = wmw2m · · ·wkm. Using (7.10), it is not
difﬁcult to verify that ewnuk = 1 and ewn−1u¯k = 0.
Besides, for any v ∈ Mwn such that v = wn, the equalities evuk = 0
and ev−1u¯k = 0 hold. Therefore we get δwnwk = ewnuk = 1, and hence
it follows that γmuk = k. Now the proof of the proposition is complete.
Let X = xb  b ∈ B \ 1 and let  be the free semigroup with the
set of free generators X. Let u = a1b1a2b2 · · · anbn ∈ D. Then it is clear
that the mapping ξu = xb1xb2 · · ·xbn is a homomorphism of D onto  .
Obviously, if u1 u2 are conjugate in D, then the words ξu1 and ξu2 are
conjugate in  . If u = xb1xb2 · · ·xbn , then we set u∗ = xb−1n xb−1n−1 · · ·xb−11 .
Deﬁnition 7.7. By the type of the word u ∈ D, we mean the type of
the word ξu.
Theorem 7.8. Let C be an invariant subgroup of G. Then there is a q ∈
D ∩ C such that q is a simple element and ξq ∼ ξq∗.
Proof. First let us note that in C there are elements of the form g =
a1b1 · · · ambm, where ai ∈ A0, bi ∈ B0, for m ≥ 1. Suppose that this is not
true and let g = tv ∈ C and t = 1, v ∈ H. Then it is clear that, for any
u ∈ H, we have 'tv u( ∈ C ∩H.
It is easy to verify that we can choose an element u such that the ele-
ment 'tv u( will be conjugate with some element from D. Therefore, in the
group C, there are elements of the form g = a1b1 · · · ambm, where ai ∈ A0,
bi ∈ B0, for m ≥ 1.
Now we consider two cases.
Case A. There are b c ∈ B \ 1 such that b2 = 1, c2 = 1, and b = c.
Let g = α1β1 · · ·αkβk ∈ C and k > 2; and consider the two following
subcases.
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Subcase 1. Suppose that, for some i, the relations βi = b and βi = c
hold. Replacing g by a conjugate of itself if necessary, we may assume that
βk = b and βk = c.
Let us choose a = α1. It is clear that αkβk · · ·αk−1βk−1α1β1 ∈ C. Let
gm = acmab−1mα1β1 · · ·αkβkba−1m
× c−1a−1mα1β1 · · ·αkβk
= acmab−1mα1β1 · · ·αk'βkb(a−1ba−1m−1
× c−1a−1m−1'c−1a−1α1β1( · · ·αkβk
The latter is a canonical form because βkb = 1 and c−1β1 = 1. Let
m > k, ξab = x, ξac = y, and ξaβk = z. Further, let vm = ξgm.
Now consider the element g3mg2mgm ∈ C. It is clear that the word
wm = ξg3mg2mgm is cyclically reduced and '3m 2mm( ∈ T wm. But
'3m 2mm( ∈ T w∗m. Thus we obtain wm ∼ w∗m.
Subcase 2 For any i, either βi = b or βi = c.
Suppose that β1 = βk or, for some i, we have βi+1 = βi. In any case
we may assume that β1 = βk. Let β1 = βk = b. Let us choose a = α1.
Consider element
gm = acmα1β1α2β2 · · ·αk−1βk−1αkβkc−1a−1mα1β1 · · ·αkβk
= acmα1bα2β2 · · ·αk−1βk−1αkbc−1a−1mα1bα2β2 · · ·αk−1βk−1αkb
= acmα1bα2β2 · · ·αk−1βk−1αk'bc−1(a−1c−1a−1m−2'c−1a−1α1b(
× α2β2 · · ·αk−1βk−1αkb
= acmα1bα2β2 · · ·αk−1βk−1αk'bc−1(a−1c−1a−1m−2'c−1b(
× α2β2 · · ·αk−1βk−1αkb
The latter is a canonical form because bc−1 = 1, c−1b = 1. It is clear that
the type of wm = ξg3mg2mgm is different from the type of w∗m, because
'3m 2mm( ∈ T wm but '3m 2mm( ∈ T w∗m. Hence, wm ∼ w∗m and the
consideration of the case A is fully completed.
Case B. There is a b such that b2 = 1. Next we treat two subcases.
Subcase 1 Suppose that among β1     βk, there is a βi such that βi =
b and βi = b−1. We may assume that g = α1β1α2β2 · · ·αk−1βk−1αkβk ∈ C,
and βk = b and βk = b−1. Again we have three cases now: (1) β1 = b; (2)
β1 = b−1; and (3) β1 ∈ b b−1.
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We consider the case (1) β1 = b. Consider the element
gm = ab−1mα1bα2β2 · · ·αk−1βk−1αkbba−1mα1bα2β2 · · ·αk−1βk−1αkb
= ab−1mα1bα2β2 · · ·αk−1βk−1αk
[
bba−1m−1ba−1α1b
]
× α2β2 · · ·αk−1βk−1αkb
Now consider the element g3mg2mgm ∈ C. It is clear that the word
wm = ξg3mg2mgm is cyclically reduced and '3m 2mm( ∈ T wm. But
'3m 2mm( ∈ T w∗m. And we obtain wm ∼ w∗m.
The cases (2) β1 = b−1 and (3) β1 ∈ b b−1 are considered similarly.
Subcase 2 In this subcase, we consider two cases.
(1) The element g has a subword of the form αibεαi+1bε, ε = ±1.
In this case we may assume g has the form g = α1bεα2β2 · · ·αkbε.
Let gm = ab−εmgab−εm−1g. Then
gm = ab−εmα1bεα2β2 · · ·αkbεab−εm−1α1bεα2β2 · · ·αkbε
× ab−εmα1bεα2β2 · · ·αkbεb−εa−1mα1bεα2β2 · · ·αkbε
As above, we see that g3mg2mgm ∈ C and the word wm = ξg3mg2mgm is
cyclically reduced and '3m 2mm( ∈ T wm. But '3m 2mm( ∈ T w∗m,
and we obtain wm ∼ w∗m.
(2) Suppose that βi = βi+1 β1 = βk, βi ∈ b b−1, β1 = b; then g
has the form g = α1bγ1b−1 · · ·αkbγkb−1, where αi γi ∈ A.
Let gm=abmα1bγ1b−1 · · ·αkbγkb−1b−1a−1mα1βγ1β−1 · · ·αkβγkβ−1,
a = α1, and m > 4. Let us verify that element wm = ξg3mg2mgm is not
conjugate with w∗m. It is clear that b
2 = 1, hence
gm = abmα1bγ1b−1 · · ·αkbγkb−1b−1a−1mα1bγ1b−1 · · ·αkbγkb−1
= abmα1bγ1b−1 · · ·αkbγkb−1b−1a−1b−1a−1m−2
× b−1a−1α1bγ1b−1 · · ·αkbγkb−1
= abmα1bγ1b−1 · · ·αkbγkb−1b−1a−1b−1a−1m−2γ1b−1 · · ·αkbγkb−1
= abmα1bγ1b−1 · · ·αkbγkb−1b−1a−1b−1a−1m−3
× (b−1aγ1b−1) · · ·αkbγkb−1
Consider the element g3mg2mgm ∈ C. It is clear that the word wm =
ξg3mg2mgm is cyclically reduced and '3m 2mm( ∈ T wm. But
'3m 2mm( /∈ T w∗m, and we obtain wm ∼ w∗m.
Next let us verify that element g = g3mg2mgm ∈ C is simple. Indeed,
suppose that g = gk1 for some g1 ∈ D and k ≥ 2. It is clear that if wm = ξg
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and w = ξg1, then wm = wk. Hence T wm is a periodical sequence and
its period contains subsequence '3m 2mm(. From this fact, it follows that
T wm contains subsequence 'm 2m 3m(. Thus we obtain a contradiction
to the property of element wm proved above. So the element g is simple.
Proposition 7.9. Let C ,G and C ⊆ H. Then there exists a pseudochar-
acter ϕ of G such that ϕC ≡ 0.
Proof. By Theorem 7.8, there is a simple element w ∈ D ∩ C such that
w ∼ w−1 in the group G. Hence we have δ¯wC ≡ 0. This completes the
proof.
Lemma 7.10. Let ϕ ∈ PXG and suppose that ϕxy −ϕx −ϕy <
ε for all x y ∈ G. Then
(1) The inequality ϕx1x2 · · ·xn+1 −
∑n+1
i=1 ϕxi < nε holds for any
positive integer n and any x1 x2     xn ∈ G.
(2) If ϕ is a bounded function, then ϕ ≡ 0.
Proof. Assertion (1) can be easily proved by induction on n and we omit
its proof. Let us prove (2). If δ is a positive number such that ϕx < δ for
all x ∈ G, then for any positive integer n, we have nϕx = ϕxn < δ.
Therefore ϕx = 0 as required, and the lemma is proved.
Theorem 7.11. Let V be a ﬁnite subset of the free group F such that the
verbal subgroup V F is a proper subgroup of F . Then the verbal subgroup
V G of G has inﬁnite width.
Proof. Suppose that V F ⊆ F ′. Let ϕ ∈ PXG and choose r ∈ 
such that ϕxy − ϕx − ϕy ≤ r for all x y ∈ G. By Lemma 7.10 and
Remark 4.2, we get
ϕx−1y−1xy = ϕx−1y−1xy − ϕx−1 − ϕy−1xy ≤ r
for all x y ∈ G. Since V is ﬁnite, there is an integer l such that each
element of V is a product of at most l commutators, and we deduce that
ϕg < l − 1r for all g ∈ 	V G. Hence if widV G <∞, it follows that
the pseudocharacter ϕ is bounded on V G. By Lemma 7.10, we obtain
ϕ ≡ 0 on V G, contradicting Proposition 7.9.
Now suppose that V F ⊆ F ′. Let Z = z1 z2    be a set of free
generators of F , and let V = v1 v2     vk. Then there is positive integer
n such that each vi is uniquely expressible in the form
vi = zli11 zli22 · · · zlinn ui(7.13)
where lij ∈  and ui ∈ F ′, and each ui is a word in the alphabet z1     zn.
Let m be the highest common factor of the numbers lij  1 ≤ i ≤ k 1 ≤
j ≤ n, and for each i, let mi be the highest common factor of the numbers
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lij  1 ≤ j ≤ n. It is clear that m is the highest common factor of the
numbers mi  1 ≤ i ≤ k. Choose integers αij such that mi =
∑n
j=1 αijlij .
We have ui = uiz1 z2     zn. If t is any element of F and k1     kn
are any integers, then uitk1 tk2     tkn = 1, since ui ∈ F ′. Hence we
obtain
vitαi1 tαi2     tαin = tαi1li1 · tαi2li1 · · · · · tαinlin = tmi 
and we see that tmi ∈ V F for any t ∈ F . Now as there are integers
β1     βk such that β1m1 + · · · + βkmk = m, it follows that, for all g ∈ F ,
gm = gβ1m1+···+βkmk = gβ1m1 · · · gβkmk ∈ V F
Since V F = F , it follows that m ≥ 2.
From (7.13) and Proposition 7.6 item (4), we obtain
γm
(
z
li1
1 z
li2
2 · · · zlinn ui
) ≤ n∑
j=1
γm
(
z
lij
j
)+ γmui + 146n(7.14)
We have lij = mpij for some pij ∈ ; hence by Proposition 7.6 item (6),
γm
(
z
lij
j
) ≤ 146m− 1(7.15)
It is clear that there is q ∈  such that each ui from (7.13) is representable
as a product of at most q commutators, and then by Proposition 7.6 items
(5) and (4), we have
γmui ≤ 3 · 146q+ 146q− 1(7.16)
Now from (7.14), (7.15), (7.16), we obtain that there is an l ∈  such
that, for any u ∈ 	V G, the relation γmu ≤ l holds. This implies that if
V G has ﬁnite width, then the function γm is bounded on V G. Indeed,
if widV G = k, then by Proposition 7.6 item (5), we have γmg ≤ 146×
k− 1l.
Consider the elements
wk = ab13kab22kab1kab2k and uk = wmw2mw3m · · ·wkm
where k ∈ . Obviously, uk ∈ V G for all k ∈ . By Proposition 7.6 item
(7), we have γmuk = k for all k ∈ , and we obtain a contradiction. This
completes the proof.
Let T1 and T2 be trivial subgroups of AutA and AutB, respectively. Then
we obtain the following corollary.
Corollary 7.12 (see [38]). Let V be a ﬁnite subset of the free group F
such that V F = F . Suppose that A, B are nontrivial groups such that the
order of B is at least 3, and let G = A ∗B be the free product. Then the width
of the verbal subgroup V G is inﬁnite.
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