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Self-consistent theory of Bose-Einstein condensate with impurity at finite temperature
Abdelaˆali Boudjemaˆa
Department of Physics, Faculty of Sciences, Hassiba Benbouali
University of Chlef P.O. Box 151, 02000, Ouled Fares, Chlef, Algeria.∗
We study the properties of Bose-Einstein condensate (BEC)-impurity mixtures at finite tempera-
ture employing the Balian-Ve´ne´roni (BV) variational principle. The method leads to a set of coupled
nonlinear equations of motion for the condensate and its normal and anomalous fluctuations on the
one hand, and for the impurity on the other. We show that the obtained equations satisfy the
energy and number conserving laws. Useful analytic expressions for the chemical potential and the
radius of both condensate and anomalous components are derived in the framework of the Thomas-
Fermi (TF) approximation in d-dimensional regime. Effects of the impurity on these quantities are
discussed.
PACS numbers: 05.30.Jp, 67.85.Hj, 67.85.Bc
I. INTRODUCTION
In the past decade, BEC-impurity mixtures have been
the subject of intense experimental [1–10] and theoreti-
cal [11–20] studies. These mixtures have been also in-
vestigated in the case where the surrounding medium
is fermionic atoms, the so-called Fermi polaron problem
(see for review [21]).
Most of the above studies ignore completely the be-
havior of BEC-impurity systems at finite temeprature.
The effects of the temperature are however important, in
particular on the fluctuations, on the expansion of the
condensate, and on the thermodynamics of the system.
Certainly, the dynamics of the BEC-impurity at nonzero
temperature is a challenging problem since for example
the Bogoliubov approximation becomes invalid, at least
at large times, and large thermal phase fluctuations have
to be taken into account even at low temperatures where
density fluctuations are small. It is therefore instruc-
tive to derive a self-consisent approach describing the
static and the dynamics of BEC-impurity mixtures at
finite temperature especially since that all experiments
actually take place at nonzero temperatures.
Our approach is based on the time-dependent BV vari-
ational principle [22–25, 30–32]. During the last three
decades, this principle has been applied in different area
of physics. First, it has been used to various quantum
problems including heavy ion reactions [22–25], quan-
tum fields out of equilibrium [26, 27] attempts to go be-
yond the Gaussian approximation for fermion systems
[29]. Furthermore, the BV variational principle has been
employed to provide the best approximation to the gener-
ating functional for multi-time correlation functions of a
system of bosonic and fermionic observables [28, 30–33].
Recently, it has been applied to derive a set of equations
governing the dynamics of trapped Bose gases [34–37].
The BV variational principle is also used to determine
the particle number fluctuation in fragments of many-
body systems of fermions [38].
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The time-dependent BV variational principle requires
first the choice of a trial density operator. In our case, we
will consider a Gaussian time-dependent density opera-
tor. This ansatz, which belongs to the class of the gen-
eralized coherent states, allows us to perform the calcu-
lations since there exists Wicks theorem, while retaining
some fundamental aspects such as the pairing between
atoms. The BV variational principle is based on the min-
imization of an action which involves two variational ob-
jects : one related to the observables of interest and the
other is akin to a density matrix (see below). This leads
to a set of coupled time-dependent mean-field equations
for the condensate, the noncondensate, the anomalous
average and the impurity. We call this approach time-
dependent Hartree-Fock-Bogoliubov (TDHFB).
The rest of the paper is organized as follows: In Sec.II,
we review the main features of the BV variational prin-
ciple which we use to derive the TDHFB equations. In
Sec.III, the TDHFB equations are applied to a trapped
BEC-impurity system to derive coupled equations of mo-
tion for the condensate, the noncondensate, the anoma-
lous density and for the impurity. The link between our
equations and those existing in the literature such as the
Hartree-Fock-Bogoliubov-de-Gennes (HF-BdG) theory is
highlighted. Sec.IV is devoted to discuss the hydrody-
namic approximation and conservation laws. Moreover,
useful expressions for the radius and the chemical po-
tential of BEC-impurity and anomalous density-impurity
mixtures are obtained in the TF limit in d-dimensional
case. Our conclusion and outlook are presented in Sec.V.
II. BALIAN- VE´NE´RONI VARIATIONAL
PRINCIPLE AND TDHFB EQUATIONS
The BV variational principle [30, 31] is based on the
Liouville-Von Neumann equation. It addresses the fol-
lowing question: Given the state of a system described
by the density operator D(ti) at an initial time ti, what
will be the expectation value of an observable A mea-
sured at a final time tf ? The answer can be stated as
follows: take two variational objects, one for an observ-
2able denoted A and one for a density operator denoted D,
the optimal value of TrAD(tf ) is given by the stationary
value of the action-like functional [27, 34]
I = TrAD(tf )−
∫ tf
ti
dtTrA
(
dD
dt
+ i[H,D]
)
, (1)
with the two mixed boundary conditions:
D(ti) = D(ti) A(tf ) = A. (2)
The symbol Tr stands for a trace taken over a complete
basis of the Fock space, and H is the Hamiltonian of the
system assumed to be time independent. The variation
of I in (1) provides evolution equations for the operators
D and A, which are in general coupled.
When the allowed variation δA(t) and δD(t) are unre-
stricted, the stationary conditions of the BV functional
(1) lead to the exact Liouville-von Neumann equation
forA(t) and the (backward) Heisenberg equation for D(t)
(see [30] for more details).
Before introducing the trial class of operators that we
shall use in this work for A(t) and D(t), it is useful to
define the 2n-component operator α [34, 37]
α =
(
ψ
ψ+
)
, (3)
where ψ and ψ+ denote boson field creation and annihi-
lation operators in a given single-particle space of dimen-
sion n. The commutation relations can be expressed in
the compact form (i, j = 1 · · · 2n)
[αi, αj ] = τij , (4)
where τ = iσ2 is (2n × 2n) second Pauli matrix. With
this notation, the trial class for the operator D(t), the
exponentials of the linear plus quadratic forms in α, can
be written in the factorized form [34, 39, 40]
D(t) = exp (ν) exp (λ˜(t)τα) exp
(
1
2
α˜τS(t)α
)
, (5)
where ν is a c-number, λ is a 2n -component vector and
S is a (2n × 2n) symplectic matrix (τS is symmetric).
The tilde symbol denotes vector or matrix transposition.
More detailed properties of the exponential operator (5)
cand be found in [39, 40].
For any operator O, let us denote the average value〈O〉 =
Tr(OD)/Z and the shifted operator
O¯ = O − 〈O〉. (6)
Then, D is completely specified by the knowledge of the
partition function Z(t) = TrD(t), the vector 〈α〉 and the
one-body density matrix ρ, are defined as
ρij = 〈(τα¯)j α¯i〉. (7)
It is convenient to characterize the operator D by Z, 〈α〉
and ρ instead of ν, λ and S. Indeed, we will see that the
evolution equation for the former variables take a simple
form.
With the same notation, the variational choice for the
operator A can be taken as a linear plus quadratic form
in the operator α [34]:
A(t) = ν + λ˜(t)τα + 1
2
α˜τS(t)α, (8)
to which we shall loosely refer as a single-particle opera-
tor.
To get a reduced form of the functional (1), correspond-
ing to (5) and (8), one should calculate the quantities
TrAdD/dt and TrA[H, D]. The former can be evalu-
ated by calculating first TrAD using Wick theorem. This
yields
TrAD ≡ Z 〈A〉 = Z
{
ν + λ˜τ〈α〉 − 1
2
trS(ρ− 〈α〉〈α˜〉τ)
}
,
(9)
where the symbol tr indicates a trace in the single-
particle space of the (2n × 2n) matrices. Keeping fixed
the parameters of A, differentiation with respect to time
gives:
TrAdD
dt
=
Z˙
ZTrAD + Z
{
L˜τ〈α˙〉 − 1
2
trSρ˙
}
, (10)
with L = λ− S〈α〉 and the dots denote the time deriva-
tive d/dt.
The second term of the integrand in the functional (1),
TrA[H, D], can be written without specifying the Hamil-
tonian as
TrA[H, D] = Z
{
L˜τP − 1
2
trS [ρ,M ]
}
. (11)
The expressions for the vector P and the matrix M are
the following:
Pi =
2n∑
j=1
τij
∂E
∂〈α〉 j
,Mij = −2 dE
dρji
, (12)
where E = 〈H〉 is the mean field energy.
The matrix M is the analog of the Hartree-Fock Hamil-
tonian for fermions. The vector P has no equivalent for
fermions. By means of Wick theorem, the energy E can
be evaluated in terms of 〈α〉 and ρ only. From the defi-
nitions (12), one sees that P and M are independent of
Z. Finally, the BV action takes the form [28, 34]:
3I = TrAD(tf )−
∫ tf
ti
dt
[
TrADZ˙Z − iZ
{
L˜τ
(
i〈α˙〉 − τ ∂E
∂〈α〉
)
− 1
2
trS
(
iρ˙+ 2
[
ρ,
dE
dρ
])}]
. (13)
The equation of motion for Z, 〈α〉 and ρ are now obtained
by writing the stationary of the BV functional (13) with
respect to ν, λ and S. These equations can be written in
compact form [28, 34, 37]
iZ˙ = 0, (14)
i〈α˙〉 = dE
d〈α〉 , (15)
and
iρ˙ = −2
[
ρ,
dE
dρ
]
. (16)
We see from equation (14) that the partition function
Z is a constant of motion. The two last equations (15)
and (16) imply that the energy E is conserved when the
Hamiltonian H does not depend explicitly on time. We
may notice at this point that the above equations consti-
tute a closed self-consistent system.
One of the most noticeable properties of the these equa-
tions is the unitary evolution of the one body density
matrix ρ, which means that the eigenvalues of ρ are con-
served. This leads to the expression [37, 42]
C = 4ρ(ρ+ 1) + 1, (17)
where C known as the Heisenberg invariant.
Therefore, Eq.(17) implies the conservation of the von
Neumann entropy S = −TrD lnD.
Other property of the TDHFB equations is that they ad-
mit a Lie-Poisson structure [41, 42]. Also, among the
advantages of the TDHFB equations is that they should
in principle yield the general time, space, and temper-
ature dependence of various densities. In addition, the
most important feature of the TDHFB equations is that
they are valid for any density matrix operator of the form
(5).
III. APPLICATION TO BEC-IMPURITY
MIXTURE
We consider NI impurity bosonic atoms of mass mI in
an external trap VI(r), and identical bosons of mass mB
trapped by an external potential VB(r). The impurity-
boson interaction and boson-boson interactions have
been approximated by the contact potentials gBδ(r− r′)
and gIBδ(r−r′), respectively, where gB = (4πh¯2/mB)aB
and gIB = 2πh¯
2(m−1B +m
−1
I )aIB with aB and aIB being
the boson-boson and impurity-boson scattering lengths,
respectively. We neglect the mutual interactions of impu-
rity atoms since we assume that their number and local
density remains sufficiently small [11, 12] and hence there
is no impurity fluctuation. The many-body Hamiltonian
for combined system which describes bosons, impurity
and impurity-boson gas coupling is given by
Hˆ = HˆB + HˆI + HˆIB (18)
=
∫
drψˆ+B(r)
[
− h¯
2
2mB
∆+ VB(r) +
gB
2
ψˆ+B(r)ψˆB(r)
]
ψˆB(r)
+
∫
drψˆ+I (r)
[
− h¯
2
2mI
∆+ VI(r)
]
ψˆI(r)
+gIB
∫
drψˆ+I (r)ψˆI (r)ψˆ
+
B(r)ψˆB(r),
where ψˆB(r) and ψˆI(r) are the boson and impurity field
operators.
Treating this Hamiltonian using a self-consistent
quadratic approximation, and expanding the field oper-
ators using (6) ψˆ = ˆ¯ψ +Φ, where ˆ¯ψ is the noncondensed
part of the field operator, one finds
Hˆ =
∫
dr
{
Φ∗B
(
hspB +
gB
2
|ΦB|2
)
ΦB + ψ¯
+
B (h
sp
B + 2gBn) ψ¯B +
gB
2
[
(m˜∗ +Φ∗2B )ψ¯Bψ¯B + (m˜+Φ
2
B)ψ¯
+
B ψ¯
+
B
]}
(19)
+
∫
dr (Φ∗Ih
sp
I ΦI)
+ gIB
∫
dr
[
(|ΦB |2 + ψ¯+Bψ¯B)|ΦI |2
]
,
where hspB = −(h¯2/2mB)∆ + VB and hspI =
−(h¯2/2mI)∆ + VI are, respectively the single particle
Hamiltonian for the condensate and the impurity. ΦB
and ΦI stand for the condensate and the impurity wave
4functions, respectively. The noncondensed density n˜ and
the anomalous density m˜ of the condensate are identified,
respectively, as 〈ψ¯+Bψ¯B〉, 〈ψ¯Bψ¯B〉, where n = |ΦB|2 + n˜
is the total density. The coefficients of linear terms in
ψ¯,ψ¯+ in (19) can be shown to vanish[43].
Having defined our notations, we can now easily write
down the density matrix (7)
ρ =
( 〈ψ¯+ψ¯〉 −〈ψ¯ψ¯〉
〈ψ¯+ψ¯+〉 −〈ψ¯ψ¯+〉
)
=
(
n˜ −m˜
m˜∗ −(n˜+ 1)
)
. (20)
The coupling between different quantities of the system
occurs via the derivatives of E = 〈Hˆ〉 which can be cal-
culated in usual manner.
Making use of these expressions, Eqs.(15) and (16) take
the following explicit form:
ih¯Φ˙B =
[
hspB + gB(|ΦB|2 + 2n˜) + gIB|ΦI |2
]
ΦB + gBm˜Φ
∗
B, (21a)
ih¯Φ˙I =
[
hspI + gIB(|ΦB|2 + n˜)
]
ΦI , (21b)
ih¯ ˙˜n = gB
(
m˜∗Φ2B − m˜Φ∗B2
)
, (21c)
ih¯ ˙˜m = gB(2n˜+ 1)Φ
2
B + 4
[
hspB + 2gBn+
gB
4
(2n˜+ 1) + gIB|ΦI |2
]
m˜. (21d)
Putting gIB = 0 (i.e., neglecting the mean-field interac-
tion energy between bosons and impurity components)
one recovers the usual TDHFB equations [36, 37, 44, 45]
describing a degenerate Bose gas at finite temperature
and the Schro¨dinger equation describing a noninteract-
ing impurity system. For n˜ = 0 and m˜ = 0, the TD-
HFB equations reduce to the well known Gross-Pitaevskii
equation. One should mention here that Eqs.(21a) and
(21b) are more general than those used in the litera-
ture [11–20] since they contain simultaneously the impu-
rity and the condensate fluctuations. Equation. (21d),
which describes the behavior of the anomalous density-
impurity, has never been derived before in the literature.
For impurities in a fermionic bath, evidently Eq.(21a)
has no analog, the corresponding equations of (21c) and
(21d) are the Hartree-Fock and the gap equations, re-
spectively. While Eq.(21b) becomes a set of Schro¨dinger
equations describing a noninteracting Fermi system with
ΦI =
∑
j Φ
(j)
I .
A useful relation between the normal and anomalous
densities can be given via Eq.(17):
CB = (2n˜+ 1)
2 − 4|m˜|2. (22)
In the uniform case, by working in the momentum space,
Ck = coth
2(εk/T ) [44], where εk is the excitation energy
of either BEC or impurity. At zero temperature C = 1.
The expression of C allows us to calculate in a very useful
way the dissipated heat for d-dimensional Bose gas as
Q = (1/n)
∫
EkCkd
dk/(2π)d with Ek = h¯
2k2/2m [44].
Indeed, the dissipated heat or the superfluid fraction are
defined through the dispersion of the total momentum
operator of the whole system. This definition is valid for
an arbitrary system, including nonequilibrium one. In an
equilibrium system, the average total momentum is zero.
Hence, the corresponding heat becomes just the average
total kinetic energy per particle.
It is necessary to stress that our formalism provides an
interesting formula for the superfluid fraction ns = 1 −
2Q/dT in d-dimensional Bose gas [44, 46] which reflects
the importance of the parameter C.
Equations (21) in principle cannot be used as they
stand since they do not guarantee to give the best ex-
citation frequencies and to satisfy the conservation laws.
Indeed it is well known [37, 47] that the inclusion of the
anomalous average leads to a theory with a (unphysical)
gap in the excitation spectrum. This can be seen to arise
from the fact that the effective interaction between a pair
of particles depends upon whether both come from the
condensate or one is excited. The common way to cir-
cumvent this problem is to neglect m˜ in the above equa-
tions, which restores the symmetry and hence leads to a
gapless theory. This is often reminiscent to the Popov
approximation. In addition, one finds that the anoma-
lous average is divergent if one uses a contact interac-
tion. To go beyond Popov one has to modify the atom-
atom interaction. This can be approximated, in the zero-
momentum limit, by a contact potential with position-
dependent amplitude strength. Following [45, 47] we get:
gB|ΦB|2ΦB + gBm˜Φ∗B = gB(1 + m˜/Φ2B)|ΦB|2ΦB
(23)
=U |ΦB|2ΦB.
In a uniform gas, this definition of the effective potential
U(r) is related to the Beliaev-type second order coupling
constant[48, 49].
It is useful to show that the new coupling constant (23)
is also equivalent to the many body T -matrix. As is
known, this latter contains all the effects of the medium
on the pair interactions in a gas, it is related to the low-
momentum limit of the vacuum scattering amplitude gB
5via the following equation:
TMB = gB
{
1− TMB
∫
d3k
(2π)3
[
2Nk + 1
2ǫk
− 1
2Ek
]}
,
(24)
where Nk = [exp(εk/T ) − 1]−1 are occupation numbers
for the excitations.
The expression of m˜ which after the subtraction of the
ultraviolet divergent part is given
m˜ = −Φ2BTMB
∫
d3k
(2π)3
[
2Nk + 1
2ǫk
− 1
2Ek
]
. (25)
Comparison with (24), immediately yields the effective
potential (23).
Introducing now U in (21), and using the fact that at
very low temperature 2n˜+ 1 ≈ 2m˜ [45], one gets
ih¯Φ˙B =
[
hspB + gB
(
(β − 2)|ΦB|2 + 2n+ γ|ΦI |2
)]
ΦB,
(26a)
ih¯ ˙˜m =
[
hspB + gB
(
2Gm˜+ 2n+ γ|ΦI |2
)]
m˜, (26b)
where β = U/gB, G = β/4(β − 1) and γ = gIB/gB.
Importantly, the set (26) generates a self-consistent, gap-
less and non-divergent theory.
Let us now reveal the significance of parameter β. First
of all, for β = 1, i.e., m˜ = 0, the new coupling constant
U reduces to gB and hence, Eq.(26a) recovers the well
known HFB-Popov equation. For 0 < β < 1, G is nega-
tive and hence, m˜ has a negative sign. For β > 1, G is
positive, and thus, m˜ becomes a positive quantity. For
β = 2, the gas becomes highly correlated and strongly
interacting since m˜ = Φ2B. Therefore, to guarantee the
diluteness of the system, β should vary as β = 1± ǫ with
ǫ being a small value.
To illustrate comparatively the behavior of the conden-
sate, the anomalous density and the impurity density as
a function of temperature, we consider that the mixture
is confined in an isotropic harmonic trap. We then solve
numerically Eqs. (26) and (21b) using the finite differ-
ences method in 3d model.
In the numerical investigation, we use lB =
√
h¯/mBωB
and h¯ωB as the length (the ground state extent of a single
BEC-boson particle) and the energy units, respectively,
ωB is the bosonic trapping frequency, and we end up with
α = mB/mI being the ratio mass and Ω = ωB/ωI , where
ωI is the impurity trapping frequency. The parameters
are set to: 5% of 85Rb impurity atom, N=106 of 23Na
bosonic atoms, aB=3.4nm, aIB = 16.7nm for repulsive
interactions, aIB = −16.7nm for attractive interactions
and Ω = 0.2.
Figure.1 (a) depicts that for repulsive interactions, the
condensate is distorted by the impurity and forms a dip
near the center of the trap. The impurity is focused in-
side the condensate forming a self-localized state in good
agreement with existing theoretical results. One can see
also from the same figure that the density of the con-
densate is decreasing with temperature and the impu-
rity becomes less localize (ignorant of its environment).
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FIG. 1. Impurity (dashed lines) and condensed (solid lines)
densities for various condensed fractions. (a) Repulsive in-
teractions aIB=16.7nm. (b) Attractive interactions aIB =
−16.7nm.
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FIG. 2. Anomalous density for various condensed fractions
and for aIB=16.7nm.
The BEC exhibits a hump (peak) if the impurity and
boson-atom mutually attract as is shown quantitatively
in Fig.1 (b). Indeed, the interaction potential aIB can
be adjusted by means of the Feshbach resonance [21].
For β = 1, i.e. in the HFB-Popov approximation (m˜ =
0), the condensate and the impurity preserve their shape
shown in Fig.1 (a). It has been pointed out that the in-
clusion of the anomalous density may shift the collective
excitations of a trapped pure condensate rather than the
shape of densities[47].
For weak interactinons or small impurity concentra-
tions, there is copious evidence that the impurity delo-
calizes and the BEC remains constant i.e. does not de-
form. This may lead to a coexistence of both quantities
in the center of the trap. For aIB = 0, the impurity and
the condensate become completely decoupled.
Figure.2 shows that the anomalous density grows at
low temperature until it reaches its maximum value at
intermediate temperatures and starts to disappear near
the transition (NB/N ≈ 55%) irrespective to the pres-
6ence of the impurity or not. The anomalous density is
also distorted and formed a dip in an analogous manner
with the condensate in the repulsive case.
Let us now turn to discuss the relationship between
our TDHFB equations (26) and the HF-BdG equations.
Upon linearizing Eq.(26a) around a static solution within
the random phase approximation (RPA), ΦB = ΦB0 +
[uk(r)e
−iεkt/h¯ + vk(r)e
iεkt/h¯]e−iµBt/h¯. We then obtain( L −M
−M L
)(
uk(r)
vk(r)
)
= εk
(
uk(r)
vk(r)
)
, (27)
where L = (−h¯2/2mB)∆ + VB +
gB
(
2(β − 2)|ΦB|2 + 2n+ γ|ΦI |2
) − µB , with µB being
the chemical potential of the condensate component, it
can be calculated from both Eq.(26a) and the hydrody-
namic approach (see section.IV). M = gB(β − 2)|ΦB|2
and uk(r), vk(r) are the quasi-particle amplitudes.
The set (27) constitutes the HF-BdG equations of BEC-
impurity mixture at finite temperature. Interestingly we
remark that these equations are just the RPA of our Eq.
(26a).
In the case of an impurity immersed in a homogeneous
BEC, the excitation spectrum can be determined via the
diagonalization of the whole RPA matrix of the set (21).
This yields an extended spectrum due to the condensate
fluctuation corrections. The obtained spectrum not only
exhibits numerous quasiparticle properties of the attrac-
tive, repulsive and molecular branches as in the case of
zero temperature [21], but permits us to examine effects
of the condensate fluctuation on these branches.
IV. HYDRODYNAMIC APPROACH AND
CONSERVATION LAWS
Solving the TDHFB equations(26) is not always the
most adequate way to study the properties of BECs.
When it comes to the low-lying excitations, for exam-
ple, it is often useful to switch to an equivalent treat-
ment which is provided by the hydrodynamic equations.
These equations can be derived by factorizing the con-
densate wave function and the anomalous density of the
set (26) according to the Madelung transformation [45]:
ΦB(r, t) =
√
nB(r, t) exp(−iS(r, t)),
m˜(r, t) = m˜(r, t) exp(−iθ(r, t)), (28)
where S and θ are phases of the order parameter and
the anomalous density, respectively. They are real quan-
tities, related to the superfluid and thermal velocities,
respectively, by vB = h¯/mB∇S and vm˜ = h¯/mB∇θ. By
substituting expressions (28) in Eqs. (26) and separating
real and imaginary parts, one gets the following set of
hydrodynamic equations:
∂nB
∂t
+∇.(nBvB) = 0, (29)
∂|m˜|2
∂t
+∇.(|m˜|2vm˜) = 0. (30)
Equations (29) and (30) are nothing else than equations
of continuity expressing the conservation of mass, and
Euler-like equations read
mB
∂vB
∂t
= −∇
[
− h¯
2
2mB
∆
√
nB√
nB
+
1
2
mBv
2
B + VB + gB ((β − 2)nB + 2n+ γnI)
]
, (31)
mB
∂vm˜
∂t
= −∇
[
− h¯
2
2mB
∆m˜
m˜
+
1
2
mBv
2
m˜ + VB + gB (2Gm˜+ 2n+ γnI)
]
, (32)
where ∆
√
nB/
√
nB and ∆m˜/m˜ are, respectively, quan-
tum and anomalous pressures, and nI = |ΦI |2 is the den-
sity of the impurity.
In a nonstationary situation, we consider small oscilla-
tions (low density) for the condensed and anomalous den-
sities around their static solutions in the form
nB = nB0 + δnB, m˜ = m˜0 + δm˜, (33)
where δnB/nB0 ≪ 1 and δm˜/m˜0 ≪ 1.
Shifting the phases by −µBt/h¯ and −µm˜t/h¯, we then
linearize Eqs.(31) and (32) with respect to δnB, δm˜, ∇S
and ∇θ, around the stationary solution. The zero-order
terms give two expressions for the chemical potential:
7µB = − h¯
2
2mB
∆
√
nB√
nB
+ VB + gB ((β − 2)nB + 2n+ γnI) ,
(34)
and
µm˜ = − h¯
2
2mB
∆m˜
m˜
+ VB + gB (2Gm˜+ 2n+ γnI) , (35)
where µm˜ is the chemical potential associated with the
anomalous density. Strictly speaking µm˜ is also associ-
ated with the thermal cloud density since n˜ and m˜ are
related to each other by Eq. (22). Clearly µB 6= µm˜ at all
ranges of temperature except near the transition where
nB = m˜ = 0 and n˜ = n. Additionally, in the grand
canonical ensemble the Hamiltonian may be written as
Kˆ = Hˆ−µNˆ . If in the experiment only the total number
of particles N = NB + N˜ or the total density n can be
fixed, then the total chemical potential of the system can
be given as
µ =
NB
N
µB +
N˜
N
µm˜, (36)
where NB/N and N˜/N are, respectively, the condensed
and the thermal fractions. It should be noted that this
equation arises naturally from our formalism without any
subsidiary assumptions. Moreover, Eq. (36) very nicely
guarantees the conservation of the total number of par-
ticles and precisely coincides with the theory of Ref [46]
for pure BEC system.
We now focus on the important case of a spherically
symmetric system in d-dimensions with the Bose gas
trapped in the harmonic potential. In the TF limit, it
is reasonable to assume that the kinetic terms associated
with both condensate and anomalous pressures can be
neglected. Therefore, Eqs (34) and (35) take the algebric
form
nB =
1
(β − 2)
[
µB −mBω2Br2/2
gB
− 2n− γnI
]
, (37)
m˜ =
2(β − 1)
β
[
µm˜ −mBω2Br2/2
gB
− 2n− γnI
]
. (38)
The density profiles (37) and (38) have the form of an
inverted parabola. It is remarkable that for β = 1, the
anomalous density vanishes.
Then, using normalization conditions
∫
ddrn(r) = N ,∫
ddrnB(r) = NB,
∫
ddrnI(r) = NI and
∫
ddrm˜(r) =
Nm˜, Eqs. (37) and (38) provide useful formulas for the
radius of the condensate and the anomalous density (i.e.
the thermal cloud), respectively, as
RB = R
(0)
TF
[
(β − 2)NB
N
+ 2 + γ
NI
N
]1/(d+2)
, (39)
and
Rm˜ = R
(0)
TF
[
β
2(β − 1)
Nm˜
N
+ 2 + γ
NI
N
]1/(d+2)
, (40)
where
R
(0)
TF =
[
(d+ 2)Γ(d2 + 1)l
2
BNgB
h¯ωBπd/2
]1/(d+2)
, (41)
is the d-dimensional TF radius at zero temperature and
Γ(x) is the Gamma function.
At the classical turning point, one has µ = VB(R).
Then, using results of Eqs.(39) and (40), we obtain the
following expressions for the chemical potential of the
condensate and the anomalous density
µB = µ
(0)
TF
[
(β − 2)NB
N
+ 2 + γ
NI
N
]2/(d+2)
, (42)
and
µm˜ = µ
(0)
TF
[
β
2(β − 1)
Nm˜
N
+ 2 + γ
NI
N
]2/(d+2)
, (43)
where
µ
(0)
TF =
[
(d+ 2)Γ(d2 + 1)
2
NgB
(
h¯ωB
2πl2B
)d/2]2/(d+2)
,
(44)
is the d-dimensional TF chemical potential at zero tem-
perature.
Terms between brackets in the right hand side of expres-
sions (39), (40), (42) and (43) constitute the temperature
and the impurity corrections to the radius and the chem-
ical potential of both condensate and anomalous compo-
nents.
In 3d case, the behavior of the chemical potential of the
condensate µB as a function of condensed fracion is dis-
played in Fig.3. For repulsive interactions, µB increases
when the condensed fraction decreases. Moreover, a qual-
itative difference can be observed between µB with im-
purity and µB without impurity. Fig.3 clearly shows that
the presence of the impurity in the system rises the chem-
ical potential.
Figure. 4 shows that in 3d case, R5B/NB increases
when NB/N decreases and gives reasonable agreement
with experimental results of [50] for small values of β.
One can observe also that the impurity fraction tends to
dilate the radius of the condensate.
Another important feature of the above generalized hy-
drodynamic equations is that they lead us to study in a
straightforward manner the breathing modes of a BEC
at nonzero temperatures in the presence of impurities.
Inserting Eqs. (34), (35) into (31) and (32) and taking
the time derivative of the resulting equations, we find
mB
∂2δnB0
∂t2
= ∇.(nB0∇µB), (45)
and
mB
∂2δm˜0
∂t2
= ∇.(m˜0∇µm˜). (46)
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FIG. 3. Chemical potential of the condensate as a function of
the condensed fracion with the same parameters as in Fig.1
(a) for d = 3. Solid lines: in the presence of the impurity.
Dashed lines : without impurity.
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FIG. 4. The ratio R5B/Nc as a function of the condensed
fraction with the same parameters as in Fig.3. Circles show
experimental results of [50]. Solid lines : in the presence of
the impurity. Dashed lines: without impurity.
Equations (45) and (46) describe the collective modes
of the condensate and the anomalous density for a Bose
gas in an arbitrary potential and in the presence of an
impurity. The validity of these equations is based on
the assumption that the spatial variation of densities
(nB0 and m˜0) are smooth not only in the ground state,
but also during the oscillation. In a uniform gas, this
is equivalent to requiring that the collective frequen-
cies be much smaller than the chemical potential. For
γ = 0 and at very low temperature where nB/m˜ ≪ 0,
Eq.(45) well recovers the famous Stringari’s equation
m∂2δn0/∂t
2 = ∇.(n0∇µ) [51] which describes the col-
lective modes of a pure condensate at zero temperature.
V. CONCLUSION AND OUTLOOK
In this paper we have derived a set of coupled equations
for BEC-impurity mixture using the BV time-dependent
variational principle. These equations govern in a self-
consistent way the dynamics of the condensate, the ther-
mal cloud, the anomalous average and the impurity at
finite temperature. We have shown that the TDHFB
equations satisfy all the conservation laws and provide
a gapless excitations spectrum. The numerical simula-
tions of the TDHFB equations in an isotropic harmonic
trap showed that the condensate and the anomalous den-
sity are deformed by the impurity for repulsive interac-
tions. While in the attractive case, the condensate forms
a hump near the impurity. In addition, the impurity
becomes ignorant of its host medium at higher tempera-
tures.
Moreover, we have derived quite useful analytic ex-
pressions for the chemical potential and for the radius
of both condensate and of anomalous components in the
presence of the impurity using the TF approximation in
d-dimensional model. The obtained expressions appear
as natural extensions of those existing in the literature
since they gather both temperature and impurity correc-
tions. We have found in this sense that the impurity may
strongly enhance the chemical potential and the radius
of the mixture. Importantly, these expressions can be
used to investigate the expansion, the breathing modes
and the transport properties of BEC-impurity mixtures
at nonzero temperatures.
Finally, it would be interesting to discuss the impor-
tance of the three-body forces in the impurity-host-host
mixtures. These effects are indeed ubiquitous and arise
naturally in effective field theories when one integrates
out some of high-energy degrees of freedom in the sys-
tem [52]. In the spirit of the BV variational principle,
three-body effects can be taken into account by using
a post-Gaussian ansatz [29] i.e. adding the three-boson
operator Wi,j,kαiαjαk/3 to the expressions (5) and (8),
where the matrix Wi,j,k is symmetrical with respect to
its three indices. This leads to extend the TDHFB equa-
tions (Eq.(21)) and provide a self-consistent equation of
motion for the triplet correlation function. However,
the Efimov effect [53] happens in such a system if the
impurity-host interaction is resonant even if the host-host
interaction is not. The effect is due to an effective 1/R2
(R is the hyper radius) attraction in this three-body sys-
tem and it gets enhanced when the impurity is light. In
this situation, one can expect that there is no suppression
of the three-body relaxation [54] and thus, the polaron
cannot survive for a long time in the degenerate regime.
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