ABSTRACT. An adaptive regularization strategy for stabilizing Newton-like iterations on a coarse mesh is developed in the context of adaptive finite element methods for nonlinear PDE. Existence, uniqueness and approximation properties are known for finite element solutions of quasilinear problems assuming the initial mesh is fine enough. Here, an adaptive method is started on a coarse mesh where the finite element discretization and quadrature error produce a sequence of approximate problems with indefinite and ill-conditioned Jacobians. The methods of Tikhonov regularization and pseudo-transient continuation are related and used to define a regularized iteration using a positive semidefinite penalty term. The regularization matrix is adapted with the mesh refinements and its scaling is adapted with the iterations to find an approximate sequence of coarse mesh solutions leading to an efficient approximation of the PDE solution. Local q-linear convergence is shown for the error and the residual in the asymptotic regime and numerical examples of a model problem illustrate distinct phases of the solution process and support the convergence theory.
INTRODUCTION
This note discusses a practical regularization technique used in an adaptive finite element method (AFEM) for nonlinear and in particular stationary quasilinear problems. The method uses Tikhonov regularization to stabilize a sequence of coarse-mesh problems leading to an adaptively generated mesh where the approximate problem is wellposed. It is demonstrated using a positive semidefinite penalty matrix based on the Laplacian, essentially penalizing iterates for being far from H 2 . This stabilization technique is particularly relevant in the context of adaptive methods where quadrature approximations of the problem data on a coarse mesh may produce linearizations with sharp spikes and ill-conditioned and indefinite Jacobians. The goal is to stabilize the coarse mesh problem enabling local refinement to enrich the solution space first to resolve the problem data, and then to obtain an accurate solution. The alternative of starting on a uniformly fine mesh creates an unnecessarily large problem as many degrees of freedom are added where the data is smooth and already well approximated; moreover, it may not be a priori known how fine of an initial mesh is necessary run the computation without stabilization.
Borrowing from the techniques used in ill-posed problems, Tikhonov regularization is applied as in for example [9, 10, 20, 16, 15, 3, 13] and the references therein, to stabilize the possibly indefinite Jacobian with an appropriate penalty term in an automated way, ultimately attaining an efficient adaptive method once the problem data is resolved. The resulting Newton-like iteration on each mesh refinement is similar to a well analyzed and motivated method found in the work of Bank and Rose in [1] and [2] for uniformly monotone problems; and more generally as the pseudo-transient continuation (Ψtc) method discussed in the context of Newton-methods in [8] and developed in for example [18, 12, 7, 17] . The discussion here relates the Tikhonov-regularization point of view to that of pseudo-transient continuation and extends the Ψtc theory to penalty matrices with adaptively expanded nullspaces.
This work differs from the well-developed adaptive framework for solving nonlinear PDE in [11] as this presentation addresses the coarse mesh regime dominated by quadrature error where the nonlinear solver is designed to approach a stable state, even if to a local rather than global minimizer in the interest of determining the next mesh refinement. In the context of adaptive finite difference methods for two-point boundary value problems, [21] discusses the critical mesh-spacing necessary for the Newton iterations to remain in the domain of convergence across mesh refinements. The presence of an analogous critical mesh-spacing is detected in the numerical examples presented here, and the analysis of this is under investigation by the author.
The remainder of the paper is organized as follows. Section 2 describes the quasilinear problem and its finite element implementation. Section 3 introduces the Newton-like iterations and relates the concepts of Tikhonov regularization and pseudo-transient continuation. Section 4 describes three phases of the solution process and provides local convergence results for the error and residual in the final, asymptotic phase. Section 5 demonstrates the method and the distinct solution phases on a model problem.
PROBLEM SETUP
The goal of an adaptive method is the efficient approximation to the solution of a problem, achieved by selectively increasing the degrees of freedom. The focus of this discussion is developing a stabilized solver for an adaptive method where due to sharp gradients and near-singularities in the data, the nonlinear problem is not well resolved on one or more of the initial coarse meshes and an approximate coarse mesh solution must be found in order to run the adaptive method.
Throughout this discussion, (u(x), v(x)) = Ω u(x)v(x) dx, and similarly for vectorvalued functions. Consider the quasilinear PDE in divergence form
and κ(u) bounded away from zero with lth derivative D (l) (κ(s)) bounded for l = 0, 1, 2 as in [5] , then there is a unique solution u ∈ W 1,p (Ω), with 2 < p < ∞. This problem also fits into the context of [22] with the assumption that κ(u) is bounded and F ′ (u) :
is an isomorphism, in which case u is an isolated solution. The weak form of (2.1) is given by, find u ∈ X such that
The discretized equation is, find u h ∈ X h such that
where X h ⊂ X and Y h ⊂ Y are discrete finite element spaces with respect to triangulation T h , where the family of triangulations {T h } 0<h<1 is regular and quasi-uniform in the sense of [6] . Computationally, rather than solving (2.3), one solves an approximate discrete problem as given by, find u h ∈ X h such that
where κ h and f h are approximations to κ and f evaluated by quadrature on triangulation T h . On a sufficiently fine mesh, (2.4) is a good approximation on (2.3), and quadrature error may be neglected in the analysis. Following [5] and the references therein, under the above assumptions the inf-sup conditions hold for problem (2.1) and the discrete infsup conditions hold for problem (2.3), assuming the meshsize h is small enough; see also [22] and [19] for an alternative discussion describing the small meshsize condition.
In particular, taking X h = Y h = V h the finite element space of linear Lagrange finite elements P 1 over T h that satisfy the homogeneous Dirichlet boundary conditions,
for p > 2 and 1/p + 1/q = 1. This yields existence, uniqueness and approximation properties of u h the solution to the exact discrete problem (2.3). The discussion now focuses on the pre-asymptotic regime in which (2.4) is not a good approximation to (2.3), the meshsize is not sufficiently small and the discrete inf-sup condition (2.5) is not assumed. However, the sequence of coarse-grid problems are still of use in obtaining a mesh where quadrature error becomes negligible and (2.5) holds. The remainder of the paper describes an asymptotically efficient algorithm to stabilize and solve the nonlinear problem (2.4) with a regularized Newton-like method.
REGULARIZED METHODS
On each refinement of the mesh, the solution to the nonlinear problem (2.4) is approximated iteratively. The following notation is used in the remained of the paper: the nth iteration subordinate to partition T h is denoted u n h , or u n k on the kth partition T k ; u n is the nth iteration on a fixed partition and u k is the final iteration on the kth mesh, taken as the approximate solution on T k . For the standard Newton method starting with initial guess u 0 , iterate until convergence:
where A n is the Jacobian matrix associated with (2.4) with respect to the finite element basis, found by taking the Gateaux derivative of
and {φ i } the set of basis functions for V h , the Jacobian matrix for iteration n on partition T h is assembled by
where all functions of u n h in (3.2) are evaluated by quadrature. The residual vector is assembled by
Newton's method, algorithm (3.1) converges quadratically for u 0 close enough to u * the solution to F (u * ) = 0, and otherwise may converge slowly or fail to converge altogether. Following the ideas used in the solution of ill-posed problems as for example in [9, 3, 13] , consider stabilizing the real d-dimensional matrix problem at each iteration by Tikhonov regularization. The solution x n of A n x n = F n for invertible matrix A n is the unique solution of the minimization problem
More generally, w n α is the unique minimizer of the Tikhonov functional w
for stabilization matrix R and parameter α. The necessary and sufficient optimality condition on w
The solution w n α to (3.6) is the Tikhonov approximation to x n , the solution to (3.1). As A n and F n are constructed by (3.2) and (3.3) with respect to the approximate problem (2.4) rather than (2.3), both can be viewed as noisy data. As the noise due to quadrature error pollutes both F n and A n , the problem departs from the analysis of linear ill-posed problems where only the right-hand side data is considered noisy and an a priori bound of F n − F n δ ≤ δ, with noise level characterized by δ is used in the convergence analysis. Here, the α n and R h should be chosen so that α n R T h R h → 0 as both κ h → κ and f h → f . Remark 3.1. Also unlike the case of ill-posed problems, the equation
The normal equations are used to create stability when the Jacobian matrix A n is indefinite, ensuring the shift in the spectrum of the left-hand side operator is away rather than towards zero. For a coercive elliptic problem with variable diffusion coefficients, the discrete approximation to the bilinear form even with quadrature error can also be shown coercive [4] . Tikhonov regularization of a linear problem in that case can be observed to stabilize the initial sequence of coarse-mesh solutions, but an eventual solution on an adaptive mesh can be achieved with or without regularization.
For the problem considered here, let R the Laplacian stiffness matrix assembled by
There is significant literature on the choice of regularization parameters for ill-posed problems, see for instance [10, 20, 9, 16, 15, 3, 13] and the references therein; and an analysis of parameter choice for this discrete well-posed if noisy problem is the topic of current investigation by the author. In the scope of this article, examples of regularization parameters α n and R h are demonstrated to effectively stabilize the model problem and allow accurate approximation of (2.2). With A n and F n assembled by (3.2) and (3.3) obtain the regularized Newton-like iteration solve:
Tikhonov regularization theory is based on the normal equations formulation (3.8). In the special case where the Jacobians A n are known to be positive definite, the following secondary formulation which exploits the sparsity of the Jacobian may be used.
While more efficient due to maintaining the sparse structure of the original problem, method (3.9) may actually shift a nonpositive spectrum close to zero and is generally the less robust of the two methods. Formulation (3.8) creates stability for indefinite Jacobians but with a loss of sparse structure: it stabilizes the computation on the coarsest grids but it is preferable to switch to the algorithm (3.9) once the discretization yields positive Jacobians. Determining efficiently computable criteria for choosing which formulation to use is a topic of further investigation by the author, and is presently performed based on the size of the initial residual on each mesh refinement. If stability is the priority, the adaptive algorithm can be run with (3.8) alone. 
Setting s n = t n+1 − t n , and letting u n approximate u(t n ), (3.11) is discretized by
Applying a backward Euler approximation to d(u n+1 )/dt and linearizing g(u n+1 ) about g(u n ), obtain the iteration (3.10). The present method (3.9) may be similarly described by considering the ODE Ideally, the exact solution u should be in the nullspace of the regularization matrix; another view is the regularization should penalize against undesirable properties of the iterates such as sharp spikes or high curvature determining a smoothed path for the homotopy method to follow. Choice of an appropriate matrix then depends on a priori knowledge of the solution, for instance its regularity. The Laplacian for example penalizes against spikes in curvature. Development of more precise and localized penalty terms is under investigation by the author; the examples in Section 5 use a sequence of singular penalty matrices found by applying a cutoff to the Laplacian penalty matrix, regularizing only degrees of freedom where the error spikes as determined by an a posteriori error indicator. This method of adaptively expanding the nullspace of the penalty matrix with each mesh refinement has been observed to reduce the time spent in Newton-like iterations by approximately 85% as compared to the full-rank regularization technique when the algorithm is run from a coarse mesh until asymptotic error reduction is achieved.
SOLUTION PROCESS
In the spirit of [7, 17] the adaptive method is discussed in three phases. Similarly to [21] and the recent [11] , iterations are are stopped and the mesh is refined some number of times during each phase, characterized as follows.
Initial phase: Quadrature error dominates and the iterations defined by (3.8) use a large penalty term or small timestep. Iterations are stopped when decrease of the residual slows and the mesh is refined using an a posteriori error indicator. If the residual fails to decrease, the coarsest elements of the mesh are refined and the solution process is restarted with the initial guess for the next refinement reset to zero. At present, there are no convergence results for this phase; at worst, the coarse mesh elements are refined sufficiently-many times to bring the algorithm to the next phase.
Pre-asymptotic phase: Quadrature error is still large but iterates defined by (3.8) converge to a smooth local minimizer of the Tikhonov functional G α (w). On each mesh refinement T k the penalty term starts large and decreases guided by the norm of the residual, i.e., α n = γ n F n . Iterations are stopped when decrease in residual slows or the residual drops below a preset tolerance; the mesh is refined using an a posteriori error indicator, and the Newton-like iterations on each new refinement are started with the interpolation of the solution from the previous refinement onto the current mesh.
Asymptotic error reduction: The problem is well approximated and the mesh may be assumed sufficiently fine so existence and uniqueness results for the nonlinear problem and its finite element approximation apply. In this phase the method may be switched from (3.8) to (3.9) as the problem is bigger in terms of total dof and it is advantageous to exploit the sparsity of the Jacobian. The regularization term is small and may be phased out altogether. Iterations are stopped when the residual decreases below a preset tolerance; the mesh is refined using an a posteriori error indicator, and the Newton-like iterations on each new refinement are started with the interpolation of the solution from the previous refinement onto the current mesh.
In the initial phase, iterates at best approach local minimizers. The mesh is coarse and the problem is relatively small but the overall efficiency of the algorithm could be improved by determining early stopping criteria when iterates fail to converge. This is a topic of current investigation by the author. 4.1. Local Convergence. Local convergence describes the behavior of the method in the asymptotic error reduction phase, where the initial guess on a given refinement is sufficiently close to a minimizer. The relevance of this analysis is the regularization term does not prevent the iterates from converging to the correct solution. An analysis addressing the pre-asymptotic regime will be discussed in future work, for instance by considering the sequence of approximate problems as snapshots of a stiff PDE.
For clarity of presentation, the algorithm is analyzed for finding a zero of function g(x). Relating the notation to the assembled matrices (3.2) and (3.3) used in computation, A n discretizes g ′ (u n ) and F n discretizes g(u n ). Let x * the solution to g(x) = 0 and denote the open ball B(x * , ε) = {x x − x * < ε}. Denote the error e n = x n − x * .
Assumption 4.1. (c.f. Assumptions 2.2-2.3 of [7]
). There exist β, ω L and ε 1 > 0 so that for positive semidefinite R, and for all 0 < α n < α M , then for all x ∈ B(x * , ε 1 ):
Assumption 4.1 (4) characterizes the stability of the approximate Jacobian, c.f., Assumption 2.3 in [7] and Assumption 2.1.3 in [17] . Unlike the standard Newton method, it is not assumed here that g ′ (x) is invertible or has a bounded inverse, and the role of the regularization term α n R is to bound the inverse of the approximate Jacobian away from zero in a well-conditioned way in the sense of Assumption 4.1 (4). With these assumptions which describe the asymptotic phase of the algorithm, local convergence of the error is shown, and under similar assumptions local convergence of the residual is then demonstrated. It is relevant to show this for algorithm (3.9) as the problem data has stabilized enough to take advantage of the sparse approximate Jacobian in this phase. Theorem 4.2. Let α n < α M and let Assumption 4.1 hold. Then there is ε E so that for x n ∈ B(x * , ε E ), the iteration (4.1) converges q-linearly. The regularized iteration is given by
Proof.
The first term in (4.2) is bounded by Assumption 4.1 and the integral mean value theorem together with the Lipschitz assumption on g ′ (x).
3)
The second term in (4.2) is bounded by Assumption 4.1 (4) . Then
To establish q-linear convergence, set
, and ε E = min{ε 1 , ε 2 }.
, and from (4.5)
Rearranging (4.5) yields
yielding asymptotically quadratic convergence assuming the sequence α n → 0.
Remark 4.3.
Maximizing (4.6) for ε = ε(y(α)) with y = α/β, obtain
with the maximum attained at α = β/ √
The constant β is a priori unavailable computationally, however this shows making α arbitrarily large does not enlarge the domain of convergence of the algorithm. While it is not practical to test at every refinement, this also yields the condition based on Assumption 4.1 (4), suggesting
as a guideline for q-linear convergence of method (3.9) .
A similar analysis shows the local q-linear and asymptotically quadratic convergence of the residual. The following bound similar to Assumption 4.1 (4) is required.
Assumption 4.4.
There exist β S and ε 3 > 0 with ε 3 ≤ ε E so that for positive semidefinite R and for all 0 < α n < α M , then for all x ∈ B(x * , ε 3 ):
Theorem 4.5. Let the hypotheses of Theorem 4.2 and Assumption 4.4 hold.
Then there is ε S > 0 so that for x n ∈ B(x * , ε S ), the sequence of residuals defined by iteration (4.1) converges q-linearly to zero.
Proof. Let ∆x n = x n+1 − x n . By the integral mean value theorem and iteration (4.1)
The first term of (4.8) is bounded by Assumption 4.4 and the second using the Lipschitz condition, Assumption 4.1 (1). Then
By Theorem 4.2 for x n ∈ B(x * , ε E ) the next iterate x n+1 ∈ B(x * , ε E ) so that ∆x n ≤ 2ε E . To establish q-linear convergence of the residual, choose ε 4 small enough so that by (4.9) and the same reasoning as in Theorem 4.2
From (4.9) and iteration (4.1)
yielding asymptotically quadratic convergence to zero of the residual assuming the sequence α n → 0.
Proposition 4.6. With the domain of convergence as given by Theorem 4.2 and Theorem 4.5, the sequences given by
both lead to asymptotically quadratic convergence of the residual, as predicted by (4.11).
The choice of parameter α n = γ n g(x n ) is justified in [1] and related choices are discussed in [8, 17] and the references therein. The parameter choice used in the present results α n = g(x n ) 2 / g(x n−1 ) and the relevant convergence theory for method (3.8) will be further discussed in future investigations by the author.
NUMERICAL EXAMPLES
Consider the quasilinear stationary diffusion equation 1] , and u = 0 on ∂Ω, with nonlinear diffusion coefficient
, with ε = 10 −3 , a = 0.5, and load f (x, y) chosen so the exact solution u(x, y) = sin πx sin πy. Existence and uniqueness of solutions is discussed in Section 2 following [5] and [22] , assuming the mesh is fine enough. The problem is discretized with finite element space V k consisting of linear Lagrange finite elements P 1 over partition T k that satisfy the homogeneous Dirichlet boundary conditions. On an initial mesh of 288 elements or less the Jacobian based on certain iterates u n k is observed to be indefinite, justifying the use of (3.8). The algorithm is implemented using the finite element library FETK [14] and a direct solver is used on each linear system. The mesh is refined with respect to local element indicators. In the numerical examples that follow, standard residual-based indicators are used both for mesh refinement and to determine which degrees of freedom to stabilize.
The local a posteriori residual-based indicator for element T ∈ T k with h T the element diameter is given by
, where n is the appropriate outward normal defined on ∂T .
On each mesh partition T k the penalty matrix R = R k is adapted from the Laplacian stiffness matrix as in (3.7), modified by a cutoff against degrees of freedom v j for which the local error indicator
for each element T which contains v j as a vertex. An investigation of conditions for selective application of regularization is currently being investigated by the author. This heuristic cutoff is used because of the observed separation in the magnitude of the local error indicators. It is also observed with this cutoff that none of the degrees of freedom get selected for additional regularization within a few mesh refinements past the point where the error decays at its asymptotic rate. The regularization parameter α n that scales the penalty matrix R k is chosen as follows:
To reduce rapid fluctuation of γ n , correct to ensure γ n−1 /2 ≤ γ n ≤ 1 in the case that F n < F n−1 and γ n ≤ 2γ n−1 if F n > F n−1 . On the first coarse mesh the Newton-like method is started with initial guess u 0 0 = 0. On subsequent refinements, u 0 k is chosen by interpolating u k−1 onto V k . If the criteria for exiting the Newton-like iterations are not met on partition T k after a maximum allowed number of iterations, the coarsest elements are refined, u 0 k+1 is reset to zero, and the cutoff on the regularization is not used on R k+1 .
The criterium used for switching from method (3.8) to method (3.9) is the initial residual F 0 < 50, tested on each mesh refinement. The stopping criteria for the iterations are either Tables (1) and (2) both illustrate the stopping criterium based on the increase in factors γ n effectively stops the iterations when the decrease in the residual slows. As the theory predicts an increase in the convergence rate as u n → u, the the iterates in this case are approaching a stable configuration other than the solution. Table ( 3) shows data based on the first iteration using the standard method (3.9) and illustrates the q-linear convergence once J n < 1/(1 + √ 2). In practice, the factors J n are not computed, although they could be periodically monitored. the stopping criteria after 20 iterations. The norm of the final residual F k assembled by (3.3) from u k and the final regularization factor α k on each refinement T k are shown, as well as the ratio of regularized to total degrees of freedom. Up to level 19 the iterations are run using (3.8) and the rest using (3.9). On the 25th refinement no dof are selected for refinement and that remains the case for the following iterations, meaning the standard Newton iteration (3.1) is run from that point forward. Both α k and F k show the three distinct solution phases. The solution is only reset during the initial phase and converges on every level in the asymptotic phase. In between in the pre-asymptotic phase the iterates approach a stable state other than the solution.
It is observed that starting on an initial mesh of 36, 72, 144 or 288 elements all adaptive refinements reset at the same stages so the mesh and solutions agree in all cases. Starting the algorithm with an initial mesh of 18 elements the mesh is asymptotically similar in that the coarsest elements are the same size as the other cases when the algorithm runs long enough, however there are minor differences in the element subdivisions on the smaller elements. This predicts a minimum meshsize necessary to resolve the problem data, c.f., [21] for the case of finite differences, and will be investigated in this context by the author in future work. Figure ( 2) shows the finite element solution after 10, 16 and 20 adaptive refinements starting with an initial mesh of 36 elements. These snapshots illustrate the three phases of the solution process discussed in Section 4 where the initial phase is characterized by nonsmooth solutions; however, the adaptive mesh as shown in Figure (1) still enriches the degrees of freedom where the data has the sharpest gradients. The pre-asymptotic phase is characterized by smooth solutions which fail to converge to the solution of the exact problem; in the asymptotic phase the finite element solutions converge to the exact sinusoidal solution.
Figure (3) shows the H 1 error (below) and error estimator (above) corresponding to the iterations in Table ( error and the distinction between the last two phases is clear in the estimator. Once the problem data is resolved, the error and estimator decrease asymptotically like n −1/2 , with n the number of mesh elements.
CONCLUSION
This discussion presents a regularization strategy for Newton-like iterations designed to run an adaptive algorithm for a quasilinear problem starting on a coarse mesh. Tikhonov regularization used in the solution of ill-posed problems with noisy data is related to pseudo-transient continuation methods used in the computation of steady-state solutions to nonlinear differential equations. The resulting method is demonstrated to produce a convergent sequence of approximations on a model problem where an ill-conditioned indefinite Jacobian makes standard or damped Newton iterations infeasible. The algorithm is discussed with respect to, and numerically demonstrated to display three distinct phases in the solution process, and q-linear convergence of the regularized iterative method is demonstrated in the final asymptotic phase. Future investigations by the author will address problem-dependent meshsize requirements necessary to transition from the initial to the pre-asymptotic phases, where the existence of such conditions are suggested by the numerics. Analysis and control of the regularization parameters in the pre-asymptotic phase, as well as criteria for using the regularized formulation based on the normal equations for problems of this form and the investigation of stronger nonlinearities will also be addressed in future work.
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