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Zahvaljujem se mentorju izr. prof. dr. Mateju Kristanu za vodstvo in pomoč
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Naslov: Siamski sledilnik s segmentacijo za robustno lokalizacijo tarče
Na področju sledilnikov trenutno prevladujeta dve metodi, in sicer slede-
nje z diskriminativnimi korelacijskimi filtri in sledenje s siamskimi mrežami.
Obe metodi temeljita na sledenju s pravokotnimi regijami in imata probleme
s sledenjem objektov, ki so slabo aproksimirani z očrtanimi pravokotniki. V
magistrskem delu smo predlagali nov sledilnik SiamDGC, ki je združil dobre
lastnosti sledilnikov s pravokotnimi regijami in dobre lastnosti segmentacij-
skih modelov za natančno segmentacijo. Sledilnik SiamDGC deluje tako, da
na območju lokalizacije iz SiamFC izreže sliko, doda mapo evklidske raz-
dalje in mapo odziva iz SiamFC ter izvede segmentacijo objekta sledenja.
Na osnovi segmentacijske maske se nato posodobi lokalizacija v SiamFC za
iskanje v sledečih sličicah. Sledilnik SiamDGC smo testirali in primerjali s
sledilnikom SiamFC na podatkovnih zbirkah VOT2016 in DAVIS2016. Pri
tem smo gledali natančnost in robustnost sledilnika. Ugotovili smo, da je
za zanesljivo sledenje posodabljanje predloge sledenja zelo pomembno. Do-
datek segmentacijske metode izbolǰsa natančnost sledilnika SiamFC s poso-
dabljanjem predloge na zbirki VOT2016 za 11, 82%/6, 26% in robustnost
za 0, 00%/8, 06% pri primerjavi mask/očrtanih pravokotnikov. Na zbirki
DAVIS2016 pa se natančnost izbolǰsa za 27, 20%/7, 59% in robustnost za
75, 00%/75, 00% pri primerjavi mask/očrtanih pravokotnikov.
Ključne besede
sledilnik, segmentacija, mreže, sledenje, detekcija, lokalizacija

Abstract
Title: Siamese tracker with segmentation for robust target localization
Two methods dominate in the field single-target visual object tracking.
Tracking with discriminant correlation filters and tracking with Siamese net-
works. Both methods are based on tracking with rectangular regions and
have difficulty tracking objects that are poorly approximated with a bounding
box. In the master’s thesis we proposed a new SiamDGC tracker which com-
bines good properties from the trackers with rectangular regions and of the
segmentations models with accurate segmentations. The SiamDGC tracker
works by cutting out an image from the localization returned by the SiamFC,
adding an Euclidean distance map and a response map from the SiamFC
and then segmenting the tracked object. Based on the segmentation mask
we then update the localization and search area for SiamFC in the following
images. The SiamDGC tracker was compared with the SiamFC tracker on
the VOT2016 and DAVIS2016 databases in terms of accuracy and robust-
ness. We concluded that updating the tracking template online is important.
Addition of the segmentation method improved the accuracy of the SiamFC
tracker, with template updating, on the VOT2016 database by 11.82%/6.26%
and robustness by 0.00%/8.06% when comparing masks/bounding boxes. On
the DAVIS2016 database accuracy is improved by 27.20%/7.59% and robust-
ness by 75.00%/75.00% when comparing masks/bounding boxes.
Keywords




Problem sledenja objektu v video posnetku je eden temeljnih problemov
računalnǐskega vida, z veliko aplikacijami v vsakdanjem življenju – od slede-
nja določenemu košarkarju med tekmo do sledenja določenemu avtomobilu
med policijskim pregonom. Problem sledenja objektom ima aplikacije tudi
v nadzoru, interakciji med človekom in strojem ter v robotiki [1]. Razvoj
zanesljivega sistema sledenja tako predstavlja pomemben izziv.
Sledenje objektu v video posnetku po navadi poteka na naslednji način: v
prvi sličici video posnetka imamo z očrtanim pravokotnikom označen objekt,
ki mu želimo slediti. Objekt je lahko poljubna stvar, recimo človek, vaza,
žival, avtomobil ... Na osnovi očrtanega pravokotnika se nato inicializira al-
goritem sledenja, s ciljem, da izvede uspešno sledenje objektu do konca video
posnetka. Pri izbiri algoritma sledenja je treba tudi upoštevati, v kakšne
namene izvajamo sledenje oziroma ali potrebujemo sledenje, ki poteka v re-
alnem času. Načeloma velja, da ločimo med počasneǰsimi in natančneǰsimi
algoritmi ter algoritmi, ki potekajo v realnem času, a je posledično njihova
natančnost slabša.
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1.1 Motivacija
Ob pregledu 10 najbolǰsih sledilnikov izziva VOT2018 (The Visual Object
Tracking 2018) [2] vidimo, da dva temeljita na siamskih mrežah [3], preostalih
osem pa na diskriminativnih korelacijskih filtrih [4]. Obe vrsti sledilnikov
delujeta tako, da se na osnovi objekta sledenja naučita določen filter oziroma
jedro, ki v kombinaciji s sliko vrne najmočneǰsi odziv tam, kjer se nahaja
objekt sledenja. Te vrste sledilnikov pa imajo slabost, da aproksimirajo tarčo
s pravokotno regijo. Problem se pojavi, ko želimo slediti objektu, katerega
oblika ni dobro aproksimirana s pravokotno regijo, recimo objektu, ki ima
votel center (npr. hula hoop obroč) ali pa nekemu rotiranemu podolgovatemu
objektu, na primer svinčniku, ki ga držimo pod kotom 45 stopinj. Problem
je, da se bo filter čez čas naučil zaznavati ozadje, kar bo lahko privedlo do
zdrsa in izgube objekta sledenja [5].
Zaradi tega so se začele razvijati metode, ki sledijo s segmentacijo [6, 7, 8].
Problem teh metod pa je, da zahtevajo zelo dobro inicializacijo sledenja z
natančno segmentacijsko masko v prvi sličici, kar zahteva ročno segmentiranje
objekta, česar v praktični uporabi načeloma nimamo.
Na področju segmentacije je bila predstavljena nova metoda za natančno
segmentacijo objektov Deep GrabCut [9]. Lastnost te metode je, da je spo-
sobna hitre segmentacije, pri tem pa zahteva samo približno natančno ini-
cializacijo objekta z uporabo očrtanega pravokotnika, ki približno označuje
objekt zanimanja.
Naš cilj je bil implementirati sledilnik, ki je združil dobre lastnosti sle-
dilnikov s pravokotnimi regijami in dobre lastnosti segmentacijskih modelov
za natančno segmentacijo. Na ta način smo dobili sledilnik, ki je sposo-
ben sledenja s segmentacijo in ne zahteva natančne segmentacijske maske za
inicializacijo.
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1.2 Pregled sorodnih del
Kot že omenjeno ob pregledu rezultatov VOT2018 [2] vidimo, da osem sle-
dilnikov (med desetimi najbolǰsimi sledilniki) temelji na diskriminativnih ko-
relacijskih filtrih [4], ostala dva pa na siamskih mrežah [3]. Zato bomo v
nadaljevanju najprej predstavili osnovni princip, po katerem delujejo diskri-
minativni korelacijski filtri. Za tem pa bomo predstavili še osnovni princip,
po katerem delujejo sledilniki, ki temeljijo na siamskih nevronskih mrežah.
Diskriminativni korelacijski filtri temeljijo na učenju filtra v vsaki sličici,
ki nam v korelaciji s trenutno sličico vrne najmočneǰsi odziv na lokaciji
objekta sledenja. S korelacijo filtra čez območje iskanja v naslednji sličici
se nato poǐsče premik objekta sledenja. Glede na dobljeno lokacijo se nato
posodobi filter sledenja. Da bi dobili hiter sledilnik, se korelacija računa v
Fourierjevi domeni. Najprej se izračuna 2D Fourierjeva transformacija nad
vhodno sliko F = F(f) in nad filtrom H = F(h). V Fourierjevem prostoru
korelacija postane Hadamardov produkt (množenje istoležnih elementov) [4].
G = FH∗. (1.1)
Pri tem  označuje Hadamardov produkt in ∗ označuje konjugacijo komple-
ksnega števila. Učenje filtra poteka tako, da se v vsaki sličici poǐsče filter H,
ki minimalizira vsoto kvadratov napake med dejanskimi izhodi in želenimi





|Fi H∗ −Gi|2, (1.2)
in G = F(g), pri čemer g predstavlja želeni izhod, to je 2D Gaussovo krivuljo








Fi  F∗i + λ
. (1.3)
Tu naj še omenimo, da smo dodali parameter λ, ki predstavlja parameter
regularizacije, ki ustvari bolj stabilen filter z večjo odpornostjo na šum. Ta
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filter nato uporabimo za lokalizacijo objekta sledenja v naslednji sličici z (1.1).
Po lokalizaciji posodobimo filter sledenja. To storimo tako, da izračunamo
novi filter v sličici H po (1.3) in ga z enačbo
Hi = αHi−1 + (1− α)H, (1.4)
združimo s filtrom iz preǰsnje sličice Hi−1. Pri tem nam parameter α pred-
stavlja stopnjo združevanja.
Zmagovalec VOT2018 je bil sledilnik MFT [10], ki je temeljil na korela-
cijskih filtrih in je združeval modul ocene gibanja, hierarhično izbiro značilk,
neodvisno učenje korelacijskih filtrov in adaptivno fuzijo slednjih. Na drugem
mestu je bil prav tako na korelacijskih filtrih osnovan sledilnik UPDT [11], ki
se je naučil neodvisna modela za sledenje z globokimi in plitvimi značilkami.
Model z globokimi značilkami je bil učen s ciljem doseganja visoke robustno-
sti, model s plitvimi značilkami pa s ciljem visoke natančnosti. Rezultata
obeh modelov sta bila nato združena, da se pridobi končni rezultat loka-
lizacije. Na tretjem mestu je bil sledilnik RCO, ki prav tako temelji na
korelacijskih filtrih in je podalǰsek sledilnika CFWCR [12]. Sledilnik RCO
uporablja značilke, dobljene iz različnih slojev mreže ResNet50 [13], ki jih
združi skupaj, da dobi končno lokalizacijo.
Sledenje s siamskimi nevronskimi mrežami temelji na predhodno naučenih
nevronskih mrežah, ki se učijo generirati značilke, ki dobro opǐsejo objekte na
sliki. Preko generacije teh značilk lahko nato ugotovimo, ali dve sliki vsebu-
jeta isti objekt. V fazi inicializacije pošljemo označeni objekt sledenja skozi
siamsko mrežo in tako dobimo močne značilke objekta. V vsaki naslednji
sličici nato glede na lokacijo objekta sledenja v predhodni sličici določimo
območje iskanja objekta, ki ga pošljemo skozi nevronsko mrežo. S križno
korelacijo nato primerjamo značilke objekta z značilkami v območju iskanja
in glede na najmočneǰse ujemanje določimo novo lokacijo objekta.
Prvi sledilnik na tekmovanju VOT2018, ki uporablja siamske nevronske
mreže, se nahaja na sedmem mestu. To je sledilnik SiamRPN [14], ki je
sestavljen iz siamske mreže za ekstrakcijo značilk in iz mreže za regijske
predloge (angl. RPN – region proposal network [15]), ki vsebuje dve veji, eno
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za klasifikacijo in eno za regresijo, ki vrača natančneǰsi očrtani pravokotnik
objekta sledenja.
Skupna lastnost teh sledilnikov je, da objektu pravzaprav ne sledijo,
temveč ga v vsaki sličici ponovno zaznavajo. Čeprav so to trenutno naj-
bolǰsi sledilniki, pa imajo težave z občutljivostjo na ozadje, še posebej, ko
sledimo objektom, ki so slabo predstavljeni s pravokotno regijo. Algoritmi se
čez čas naučijo zaznavati ozadje, kar lahko privede do zdrsa in izgube objekta
sledenja.
Na področju segmentacije je večina algoritmov temeljila na predpostavki,
da očrtani pravokotnik natančno označuje objekt segmentacije [16, 17, 18,
19], kar povzroči težave, ko ta predpostavka ne drži. Avtorji Deep Grab-
Cuta [9] so tako prǐsli do spoznanja, da je uporaba natančnih očrtanih pra-
vokotnikov za določitev objekta segmentacije preveč omejujoča. Očrtani
pravokotnik so zato vzeli samo kot neko približno oznako lokacije objekta
segmentacije, jo spremenili v mapo evklidske razdalje in jo v povezavi z
originalno RGB sliko dali kot vhod v konvolucijsko enkoder-dekoder mrežo
(CEDN) [20]. Ker se je mreža učila z uporabo nenatančnih očrtanih pravo-
kotnikov, je nanje tudi odporna in daje dobre rezultate segmentacije tudi ob
nenatančni inicializaciji lokacije objekta. Eno leto po Deep GrabCutu se je
pojavil nov algoritem za segmentacijo Dextr (angl. Deep Extreme Cut) [21].
Tudi ta temelji na globokih nevronskih mrežah, uporablja pa najbolj ekstre-
mne točke objekta (najbolj levo, najbolj desno, najvǐsjo in najnižjo točko),
ki jih doda sliki kakor četrti kanal. S tem pristopom izbolǰsa napako Deep
GrabCuta nad podatkovno zbirko Grabcut [22] za 1, 1% in sicer s 3, 4% na
2, 3%.
Na področju sledenja s segmentacijo so se začele pojavljati metode, kot
so YouTube-VOS [6], VideoMatch [7] ter PML [8]. Skupna lastnost vseh teh
metod je, da delujejo hitro in dosegajo tekmovalne rezultate. Imajo pa vse te
metode tudi skupen problem, in sicer da zahtevajo inicializacijo z natančno
segmentacijsko masko v prvi sličici video posnetka. Prav tako pa imajo pro-
bleme pri razločevanju med vizualno podobnimi objekti, recimo pri sledenju
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določeni ptici znotraj jate. Pred kratkim pa se je pojavil tudi sledilnik Si-
amMask [23], ki uporablja siamsko arhitekturo mreže, ki jo razširi z dodatno
dvoslojno mrežo, s katero po lokalizaciji še segmentira objekt sledenja. Mreža
je sposobna slediti in segmentirati v resničnem času, za inicializacijo pa ji je
dovolj le očrtani pravokotnik.
1.3 Prispevki
V magistrskem delu smo združili sledilnik SiamFC s segmentacijsko metodo,
osnovano na metodi Deep GrabCut in na ta način dobili nov sledilnik Si-
amDGC. Poleg analize delovanja sledilnika SiamDGC in njegove primerjave
s sledilnikom SiamFC smo analizirali tudi različne pristope k posodabljanju
predloge sledenja in prǐsli do zaključka, da je posodabljanje predloge zelo
pomembno za sledenje objektom s spreminjajočo se obliko. Dodatek poso-
dabljanja predloge izbolǰsa robustnost sledenja navadnega sledilnika SiamFC
na podatkovni zbirki VOT2016 za 69, 57% pri primerjavi mask in za 68, 89%
pri primerjavi očrtanih pravokotnikov. Pri tem se natančnost sledilnika pri
primerjavi mask poslabša za 5, 27%, pri primerjavi očrtanih pravokotnikov
pa za 6, 11%. Dodatek segmentacijske metode nato izbolǰsa natančnost za
11, 82% pri primerjavi mask in za 6, 26% pri primerjavi očrtanih pravokotni-
kov. Pri tem ostane robustnost pri primerjavi mask enaka, pri primerjavi
očrtanih pravokotnikov pa se izbolǰsa za 8, 06%. Tudi na podatkovni zbirki
DAVIS2016 dobimo izbolǰsanje sledilnika po dodatku segmentacije, in sicer
pri različici posodabljanja predloge s segmentiranim ozadjem. Tu se na-
tančnost izbolǰsa za 27, 20% pri primerjavi mask in za 7, 59% pri primerjavi
očrtanih pravokotnikov. Pri tem se robustnost v obeh primerih izbolǰsa za
75, 00%.
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1.4 Zgradba magistrskega dela
Preostanek magistrskega dela je sestavljen iz štirih poglavij. V Poglavju 2
predstavimo konvolucijske nevronske mreže, opǐsemo, kako so sestavljene,
kako delujejo, predstavimo arhitekturo mreže ResNet50 [13] in prednost učenja
s preostankom. Nato v Poglavju 3 najprej predstavimo zgradbo sledilnika Si-
amDGC, zatem pa še delovanje metode sledenja SiamFC in segmentacijske
metode Deep GrabCut. Nato predstavimo uporabljeno podatkovno zbirko za
učenje YouTube-VOS, kako smo slednjo pripravili za učenje mreže SiamDGC,
na koncu pa še potek učenja. V Poglavju 4 nato predstavimo evalvacijski pro-
tokol, podatkovni zbirki VOT2016 in DAVIS2016, uporabljeni za evalvacijo,
nato predstavimo še izvedene eksperimente in dobljene rezultate. Na koncu
v Poglavju 5 podamo naše sklepne ugotovitve in predstavimo možnosti za
nadaljnje delo.
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Poglavje 2
Konvolucijske nevronske mreže
Na področju strojnega učenja igrajo v zadnjih letih nevronske mreže vedno
večjo vlogo. Ti računski modeli, katerih poimenovanje in delovanje so nav-
dihnile povezave nevronov v možganih, so sposobni preseči preǰsnje metode
umetne inteligence na področju standardnih nalog strojnega učenja [24].
V nadaljevanju bomo v Poglavju 2.1 najprej predstavili umetne nevron-
ske mreže, nato bomo v Poglavju 2.2 predstavili še konvolucijske nevronske
mreže. Zatem bomo v Poglavju 2.3 in njegovih podpoglavjih predstavili nji-
hove računske bloke in si podrobneje pogledali konvolucijski sloj, združevalni
sloj in aktivacijsko funkcijo. V Poglavju 2.4 bomo predstavili uporabljeno
kriterijsko funkcijo, uporabljeno pri učenju mreže Deep GrabCut [9], v Po-
glavju 2.5 pa bomo razložili potek vzvratnega prehoda. V Poglavju 2.6 bomo
predstavili arhitekturo mreže ResNet [13] uporabljeno v naši segmentacijski
metodi. Na koncu bomo v Poglavju 2.7 še razložili prednost učenja s preo-
stankom.
2.1 Umetne nevronske mreže
Umetne nevronske mreže so računski sistemi, katerih razvoj je navdihnilo
delovanje bioloških nevronskih sistemov (kakor na primer naši možgani) [24].
Umetna nevronska mreža je funkcija g, ki slika podatke x (na primer sliko)
9
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v določen izhodni vektor y (na primer v označbo slike). Pri tem je funkcija
g = fL ◦ · · · ◦ f1 kompozicija oziroma zaporedje več enostavnih funkcij fl, ki
se imenujejo računski bloki oziroma sloji [25].
Umetne nevronske mreže so sestavljene iz vhodnega sloja, skritih slojev
in izhodnega sloja. Vhodni sloj nevronske mreže ne opravi nobenega procesi-
ranja vhodov in služi samo za to, da dostavi vhode do prvega skritega sloja.
Skriti sloji se imenujejo tako, ker ne dobijo nobenega vhoda iz zunanjega
sveta in ne ustvarijo nobenega izhoda za zunanji svet. Skritim slojem sledi
izhodni sloj, ki vrne rezultat nevronske mreže uporabniku [26]. Vhod nastavi
vrednosti vhodnega sloja. Vrednost vsakega posameznega vozlǐsča v sledečih




wijyi + b. (2.1)
Skupni vhod xj v vozlǐsču j se izračuna kot skalarni produkt med izhodi yi
vozlǐsč, ki so povezana z vozlǐsčem j in utežmi wji, ki pripadajo tem pove-
zavam. Pri tem n predstavlja število povezav v to vozlǐsče, b pa predstavlja
odmik (angl. bias), ki ga dodamo vozlǐsčem. Vsem vozlǐsčem v določenem
sloju se stanje nastavi v paraleli, slojem pa zaporedno od vhodnega proti
izhodnemu sloju [27].
Umetne nevronske mreže so zgrajene iz velikega števila medsebojno po-
vezanih vozlǐsč (nevronov), ki so medsebojno povezana na tak način, da so se
sposobni učiti iz vhodov in s tem optimizirati končni izhod. Osnovna umetna
nevronska mreža (Slika 2.1) je zgrajena tako, da vhod pošljemo na vhodni
sloj, ki ga nato posreduje skritim slojem. Skriti sloji nato na osnovi preǰsnjih
slojev sprejemajo odločitve in preko vzvratnega prehoda izračunajo, kako
bodo spremembe uteži med sloji vplivale na končni izhod. Temu procesu
pravimo učenje. Procesu, ko imamo več skritih slojev, nanizanih enega za
drugim, pravimo globoko učenje [24]. Procesu, ko pošljemo vhod skozi ume-
tno nevronsko mrežo in dobimo izhod, pri tem pa ne spreminjamo uteži v
mreži, pravimo inferenca.
Problem pri navadnih umetnih nevronskih mrežah je, da imajo težave z
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Slika 2.1: Zgradba osnovne nevronske mreže [24].
visokimi računskimi kompleksnostmi, ki nastopijo, ko delamo s slikami. Če bi
recimo vzeli barvno sliko velikosti 64× 64 slikovnih enot, bi bilo število uteži
na samo enem nevronu v prvi plasti 12.288 (64 × 64 × 3) [24]. Ta problem
rešimo z uporabo konvolucijskih nevronskih mrež.
2.2 Konvolucijske nevronske mreže
V splošnem konvolucijske nevronske mreže delujejo na predpostavki, da bo
vhod sestavljen iz slik. Na ta način se fokus postavi v vzpostavitev arhitek-
ture, ki bo najprimerneǰsa za obdelavo te oblike podatkov [24].
Ena glavnih razlik v primerjavi z navadnimi umetnimi nevronskimi mrežami
je, da so nevroni v plasteh konvolucijskih nevronskih mrež organizirani v tri
dimenzije: v dve prostorski dimenziji, določeni z vǐsino in širino vhoda, ter v
dimenzijo globine, velikost katere je določena glede na število dimenzij vhoda
(recimo RGB barvna slika je sestavljena iz treh dimenzij). Za razliko od na-
vadnih nevronskih mrež pa so tu nevroni v določeni plasti povezani samo z
majhno regijo iz preǰsnje plasti [24].
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2.3 Računski bloki
V nadaljevanju bomo predstavili uporabljene računske bloke. To so konvo-
lucijski sloj, združevalni sloj in sloj ostanka (angl. residual layer). Vho-
dni sloj vsebuje vrednosti slikovnih elementov slike. Konvolucijski sloj (Po-
glavje 2.3.1) bo določil izhod nevronov, ki so povezani na lokalne regije vhoda.
To bo storil z izračunom skalarnega produkta med utežmi in regijo, pove-
zano z vhodom. Enota ReLu (angl. Rectified Linear Unit) (Poglavje 2.3.3)
aplicira aktivacijsko funkcijo na izhod iz preǰsnjega sloja. Združevalni sloj
(Poglavje 2.3.2) podvzorči (angl. subsample) značilke, s čimer zmanǰsa ve-
likost mape značilk in s tem zmanǰsa število parametrov. V nadaljevanju si
bomo natančneje ogledali vsak posamezni sloj.
2.3.1 Konvolucijski sloj
Cilj konvolucijskega sloja je ekstrakcija lokalnih vzorcev, kar se doseže z
uporabo naključno inicializiranih filtrov, ki se samostojno naučijo postati
detektorji robov, barv in specifičnih vzorcev [28]. Slednji med drsenjem po osi
x in osi y izvajajo konvolucijo nad vhodno mapo. Filtri znotraj posameznega
sloja so enake velikosti, med posameznimi sloji pa se lahko razlikujejo v
velikosti.
Konvolucijski sloj torej računa konvolucijo med vhodno sliko x in K
multi-dimenzionalnimi filtri f , da dobimo izhod y [25]. Pri tem so dimenzije
posameznih elementov
x ∈ RH×W×D, f ∈ RH′×W ′×D′×D′′ , y ∈ RH′′×W ′′×D′′ . (2.2)
Izhod iz konvolucije pa je enak









fi′j′d × xi′′+i′−1,j′′+j′−1,d′ ,d′′ , (2.3)
pri čemer parameter b predstavlja odmik (angl. bias). Vǐsina in širina izho-
dne mape se izračunata po (2.4). V primeru, da sta vǐsina in širina enake
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Slika 2.2: Primer računanja konvolucije z jedrom velikosti 3 × 3. Slika je
vzeta iz [29].
velikosti, pa se enačbi poenostavita v (2.5). Pri čemer p pomeni velikost
obrobe (angl. padding) samih ničel, ki se lahko doda sliki, kadar želimo ma-
nipulirati z velikostjo izhoda, s pa pomeni korak (angl. stride), s katerim
pomikamo filter po sliki.
yh =
xh − fh + 2ph
sh
+ 1, yw =








Združevalni sloj stremi k postopnemu zmanǰsanju dimenzionalnosti pred-
stavitve, s tem k nadaljnjemu zmanǰsanju števila parametrov in računske
kompleksnosti modela [24]. Prav tako pa omogoči konvolucijskim slojem,
da izvajajo operacije nad večjim območjem vhodne slike, ne da povečamo
velikost njihovih filtrov.
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Podobno kakor v konvolucijskem sloju imamo tudi tu jedro, ki drsi čez
mapo in pri tem izvaja neko operacijo. Najpogosteje se uporablja združevalni
sloj z maksimizacijo, ki vzame največjo vrednost na nekem območju in zavrže
ostale vrednosti. Obstaja pa tudi združevanje s povprečenjem, ki izračuna
povprečno vrednost na danem območju. Velikost izhodne mape lahko izračunamo
z (2.5).
Zaradi destruktivne narave združevalnega sloja uporaba jedra, večjega od
3× 3 po navadi rezultira v poslabšanju modela [24].
2.3.3 Aktivacijska funkcija
Naloga aktivacijske funkcije je vpeljava nelinearnosti v sicer linearni sistem.
Nelinearnost pomeni, da izhoda ne moremo poustvariti z uporabo linearne
kombinacije vhodov. Brez vpeljave nelinearnosti se nevronska mreža, ne
glede na njeno globino, obnaša kot enoslojni perceptron. Primeri aktiva-
cijskih funkcij so logistična sigmoidna funkcija, hiperbolični tangens in ak-
tivacijska funkcija ReLu (angl. Rectified Linear Unit). Izkazalo se je, da
uporaba funkcije ReLu pospeši učenje in da bolǰse rezultate kakor uporaba
tradicionalnih metod hiperboličnega tangensa oziroma logistične sigmoidne
funkcije [30, 31]. Dandanes se funkcija ReLu uporablja kot standardna akti-
vacijska funkcija za globoke nevronske mreže [31] in tudi mi smo jo uporabili
v našem delu. Delovanje funkcije ReLu lahko vidimo v (2.6), njeno obliko pa
na Sliki 2.3.
f(x) = max(0, x). (2.6)
2.4 Kriterijska funkcija
Kriterijska funkcija je funkcija, ki primerja izhode nevronske mreže s ciljnimi
vrednostmi in jih mapira v številčno vrednost, ki predstavlja učno napako
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Slika 2.3: Funckija ReLu.
sistema. Optimizacijska funkcija nevronske mreže skuša minimalizirati kri-
terijsko funkcijo in s tem izbolǰsati delovanje sistema.
Pri računanju kriterijske funkcije smo primerjali masko, dobljeno iz ne-
vronske mreže, s ciljno masko iz resničnih (angl. ground truth) podatkov.
Pri tem je bilo treba upoštevati dejstvo, da v povprečju večji del slikovnih
enot pripada ozadju kakor pa objektu segmentacije. Ne upoštevanje tega
dejstva bi lahko pripeljalo do tega, da bi se mreža slabše naučila segmen-
tacije, saj bi bila verjetnost, da slikovna enota pripada ozadju, vǐsja, kakor
pa verjetnost, da pripada objektu, ki ga segmentiramo. Zato smo kot kri-
terijsko funkcijo uporabili uravnoteženo križno entropijo. Ta upošteva ne-
ravnovesje v predstavnosti razredov (v našem primeru sta to dva razreda,
in sicer ozadje segmentacije ter objekt segmentacije) in proporcionalno uteži
narobe klasificirane slikovne enote oz. z drugimi besedami, manj kaznuje
nepravilno klasificirane slikovne elemente manj zastopanega razreda in bolj
nepravilno klasificirane slikovne elemente bolj zastopanega objekta. Urav-
16 POGLAVJE 2. KONVOLUCIJSKE NEVRONSKE MREŽE
noteženo križno entropijo za eno sliko lahko definiramo z
BCE(y, ŷ) = −(βylog(ŷ) + (1− β)(1− y)log(1− ŷ)), (2.7)
pri čemer y predstavlja vrednosti v ciljni maski, ŷ pa vrednosti v maski,
dobljeni po prehodu skozi nevronsko mrežo. Pri tem je parameter β enak
1 − y
H ×W
in predstavlja razmerje med slikovnimi elementi, ki pripadajo
maski, in slikovnimi elementi, ki pripadajo ozadju slike.
2.5 Vzvratni prehod
Pri učenju nevronske mreže je cilj najti tako kombinacijo uteži, ki bo za
vsak vhod ustvarila izhod, ki bo enak oziroma dovolj podoben ciljnemu iz-
hodu. Če imamo končno število naborov kombinacij vhod-izhod, lahko za
določeno kombinacijo uteži (s primerjanjem dobljenega izhoda s ciljnim iz-
hodom) izračunamo skupno napako sistema E. Da bi minimalizirali napako
E z uporabo stohastičnega spusta po gradientu, je treba izračunati parcialni
odvod E v odvisnosti z vsako utežjo v mreži. To je vsota parcialnih odvodov
za vse pare vhod–izhod.
Vzvratni prehod [27] se začne z izračunom ∂E/∂y za vsakega od izhodnih
vozlǐsč. Z uporabo verižnega pravila lahko nato izračunamo ∂E/∂xj
∂E/∂xj = ∂E/∂yj · dyj/dxj. (2.8)
Če odvajamo ( 2.8), da dobimo vrednost dyj/dxj in jo vstavimo v zgornjo
enačbo, dobimo
∂E/∂xj = ∂E/∂yj · yj(1− yj). (2.9)
To pomeni, da vemo, kako bo sprememba nad skupnim vhodom x na nekem
vozlǐsču vplivala na napako. Za utež wji od i do j je odvod enak
∂E/∂wji = ∂E/∂xj · ∂xj/∂wji = ∂E/∂xj · yi, (2.10)
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in za izhod i-tega vozlǐsča je kontribucija k ∂E/∂yi enaka
∂E/∂xj · ∂xj/∂yi = ∂E/∂xj ·wji, (2.11)





Na ta način lahko, ko imamo podane ∂E/∂y za vsa vozlǐsča v zadnjem sloju,
izračunamo ∂E/∂y za poljubno vozlǐsče v predzadnjem sloju. Ta posto-
pek lahko nato ponavljamo in tako izračunamo ∂E/∂y tudi za ostale sloje s
sprotnim računanjem ∂E/∂w za uteži. Uteži nato lahko posodobimo po vsa-
kem primeru vhod–izhod ali pa lahko nabiramo ∂E/∂w čez več/vse primere
vhoda–izhoda ter posodobimo uteži na koncu. Prednost posodabljanja po
vsakem primeru je, da ne potrebujemo dodatnega spomina za odvode. Naj-
bolj enostavna oblika stohastičnega spusta po gradientu je, da posodobimo
vsako utež s količino, ki je proporcionalna akumulirani ∂E/∂w
4w = −ε∂E/∂w. (2.13)
Algoritem vzvratnega prehoda ne zahteva popolne povezanosti med sose-
dnjimi sloji. Prav tako so dovoljene povezave, ki preskočijo enega ali več slo-
jev. Edina omejitev je, da lahko aktivacije tečejo samo naprej skozi mrežo,
ne pa nazaj ali lateralno ali rekurzivno [26].
2.6 ResNet
ResNet [13] je konvolucijska nevronska mreža, ki jo je predstavila ekipa pod-
jetja Microsoft. To je bila najuspešneǰsa mreža na tekmovanju ILSRVC
2015 [13], ki je prehitela človeško natančnost nad podatkovno zbirko Image-
Net. Predstavili so več različic mreže ResNet, in sicer ResNet18, ResNet34,
ResNet50, ResNet101 in ResNet152 [13], pri čemer številka pri imenu naka-
zuje na število slojev v mreži. Pred predstavitvijo mrež ResNet se je zdelo,
da je učenje vedno globljih mrež nesmiselno, saj je pri preveliki globini mreže
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učna natančnost zaradi izginjajočega gradienta začela padati. Do tega pride
zato, ker se v primeru pregloboke mreže gradienti pri vzvratnem sprehodu
po določenem številu slojev postavijo na nič, kar privede do tega, da se uteži
prenehajo posodabljati, posledično pa se mreža preneha učiti. Pri arhitek-
turi ResNet se lahko gradienti nemoteno premikajo skozi preskočne povezave
(angl. skip connections) od konca mreže pa do začetnih slojev.
V Tabeli 2.4 lahko vidimo arhitekturo različnih različic mreže ResNet.
Vidimo lahko, da so vse različice sestavljene iz štirih blokov, ki vsebujejo več
slojev konvolucije. Vidimo lahko tudi, da je dimenzionalnost predstavitve
znotraj enega bloka konstantna in se razpolovi po vhodu v naslednji blok.
Prav tako lahko vidimo, da so bloki 18-slojne in 34-slojne mreže ResNet sesta-
vljeni iz dveh zaporednih konvolucijskih slojev s filtri velikosti 3 × 3. Bloki
50-slojne, 101-slojne in 152-slojne različice mreže ResNet pa so sestavljeni
iz treh zaporednih konvolucijskih slojev s konvolucijskim jedrom, velikosti
1 × 1, nato 3 × 3 in nato spet 1 × 1. Razlika med posameznimi bloki je v
tem, koliko filtrov vsebujejo. Globlje kot gremo v mrežo, več filtrov imajo.
To je zato, ker se dimenzionalnost predstavitve po vsakem bloku razpolovi,
s tem pa se podvoji velikost recepcijskega okna, kar pomeni, da se poveča
kompleksnost vzorcev, ki jih mreža gleda. Prvi sloji gledajo recimo samo
črte, za prezentacijo katerih ne potrebujejo veliko različnih filtrov. Ko gremo
globlje v mrežo, se te črte pričnejo med seboj povezovati, mreža pa začne gle-
dati kompleksneǰse vzorce, kar pomeni, da potrebujemo večje število filtrov,
da lahko vse zajamemo. Tudi ko razpolovimo dimenzionalnost predstavitve,
s tem zmanǰsamo količino podatkov za faktor štiri. Da ne bi prehitro iz-
gubljali informacije, se število filtrov podvoji. Zanimivo je še to, da razen
združevalnega sloja z maksimizacijo takoj po prvem konvolucijskem sloju in
združevalnega sloja s povprečenjem čisto na koncu mreže združevalnih slojev
ne uporabljajo. Razpolovitev dimenzionalnosti predstavitve, za razliko od
tradicionalnih mrež, ki uporabljajo združevalne sloje, dosežejo s tem, da ima
prvi konvolucijski sloj v vsakem izmed blokov korak dva namesto ena, s tem
pa dobijo na izhodu za polovico manǰso dimenzijo predstavitve. Prav tako
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Slika 2.4: Arhitektura mrež ResNet [13] različnih globin.
ima korak dva tudi čisto prvi konvolucijski sloj s filtrom velikosti 7 × 7 in
dodatno obrobo velikosti tri. Podrobneǰso predstavitev ResNet arhitekture
lahko vidimo na Sliki 2.5, kjer je predstavljena mreža ResNet34. Vidimo
lahko konvolucijske sloje, ki razpolovijo dimenzionalnost vhoda, označene z
”/2”. Prav tako lahko vidimo bližnjice identitete in na začetku vsakega no-
vega bloka tudi bližnjice projekcije, ki so predstavljene s črtkano črto. Poleg
tega, da zaobidejo sloje, izvedejo še konvolucije s korakom dva, da zmanǰsajo
svojo dimenzionalnost in jo izenačijo z dimenzionalnostjo naslednjega bloka.
2.7 Učenje s preostankom
Na področju klasifikacije so globoke konvolucijske nevronske mreže pripe-
ljale do vrste prebojev [13]. Raziskave kažejo, da je globina nevronske mreže
ključnega pomena in vodilni rezultati na zahtevni podatkovni zbirki Image-
Net [32] izkorǐsčajo zelo globoke modele z globinami od 16 [33] do 30 slo-
jev [34]. Vendar pa se izkaže, da obstaja določena meja, do katere lahko
večamo globino mreže. Po prehodu tega limita se začne učna natančnost
slabšati v primerjavi z manj globokimi različicami mreže. Ko začnejo zelo
globoke mreže konvergirati, se pojavi problem degradacije učne natančnosti.
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Slika 2.5: Vizualizacija mreže ResNet34. [13].
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Slika 2.6: Primer bloka z identično povezavo, ki omogoča učenje s preostan-
kom [13].
Z večanjem globine mreže se učna natančnost nasiči in nato hitro degradira.
Do te degradacije pa ne pride zaradi prevelikega prileganja (angl. overfit-
ting). Prav tako dodajanje večjega števila slojev taki mreži pripelje samo še
do večje učne napake. Izgleda torej, kakor da se plitkeǰse mreže učijo bolje,
kar pa je protiintuitivno. Problem degradacije se reši z uporabo učenja s
preostankom.
V teoriji, če vzamemo neko plitveǰso nevronsko mrežo in njeno globljo
različico, je vse, kar bi morala narediti globlja mreža to, da bi kopirala pli-
tveǰsi model z uporabo identične preslikave. Posledično globlja mreža ne bi
smela proizvesti večje učne napake od njene plitveǰse različice. Vendar pa se
izkaže, da se nevronska mreža zelo težko nauči funkcije identitet. Zaradi tega
uporabimo funkcije preostanka, ki preoblikujejo sloje tako, da imajo referenco
vhodu v predhodne sloje preko uporabe identičnih/preskočnih/bližnjičnih
povezav (angl. identity/skip/shortcut connections). S predelavo v bloke z
identično povezavo bi lahko mreža, v primeru, da bi identične preslikave pred-
stavljale optimalno rešitev, enostavno potisnila uteži teh zaporednih slojev
proti nič in s tem dosegla identiteto [13]. Primer takega bloka lahko vidimo
na Sliki 2.6.
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Recimo, da H(x) predstavlja preslikavo, dobljeno po nekaj zloženih slojih
nevronske mreže, x pa predstavlja vhod v prvega izmed teh slojev. Če pred-
postavimo, da lahko več nelinearnih slojev asimptotično aproksimira kom-
plicirane funkcije, potem lahko tudi predpostavimo, da lahko asimptotično
aproksimirajo funkcijo preostanka H(x) − x (pri predpostavki, da sta vhod
in izhod enake velikosti) [13]. Torej, namesto da želimo, da zaporedni sloji
aproksimirajoH(x), rečemo, da želimo, da aproksimirajo funkcijo preostanka
R(x) = H(x)− x. (2.14)
Originalna funkcija tako postane
H(x) = R(x) + x. (2.15)
Bloki v tradicionalnih nevronskih mrežah se torej skušajo naučiti izhodH(x),
medtem ko se bloki v nevronski mreži s preostankom (angl. residual network)




V Poglavju 3.1 bomo najprej predstavili zgradbo našega predlaganega sle-
dilnika SiamDGC. Nato bomo v Poglavju 3.2 podrobneje predstavili, kako
deluje lokalizacijski del sledilnika, v Poglavju 3.3 pa, kako deluje segmen-
tacijski del sledilnika. Za tem bomo v Poglavju 3.4 predstavili podatkovno
zbirko, ki smo jo uporabili za učenje segmentacijske metode in predpripravo
te metode na učenje. Na koncu bomo v Poglavju 3.5 in njegovih podpoglavjih
predstavili še potek učenja.
3.1 Zgradba sledilnika SiamDGC
Sledilnik SiamDGC uporablja SiamFC [3] za sledenje in našo različico Deep
GrabCut-a [9] za pridobitev natančne segmentacijske maske. Zgradbo sle-
dilnika SiamDGC lahko vidimo na Sliki 3.1. V fazi inicializacije sledilnik Si-
amDGC dobi prvo sličico video posnetka in očrtani pravokotnik, ki označuje
objekt sledenja. Na osnovi tega očrtanega pravokotnika se izračunata dve
matriki značilk (z1 in z2), ki se bosta nato uporabljali v fazi sledenja. Vek-
tor značilk z1 se bo uporabljal za lokalizacijo tarče v sledečih sličicah video
posnetka, vektor značilk z2 pa za računanje zaupanja naši segmentacijski
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Slika 3.1: Arhitektura sledilnika SiamDGC.
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metodi. Vektor značilk z1 se dobi tako, da se glede na center očrtanega pra-
vokotnika izreže kvadratno območje v inicializacijski sliki s stranico dolžine
p, pri čemer je p dobljen z enačbo:
p =
√





Pri tem sta parametra hb in wb vǐsina in širina očrtanega pravokotnika v
inicializacijski sličici. Po potrebi se doda obroba, enaka povprečni barvi
vhodne slike. To območje se nato skalira na velikost 127×127 in pošlje skozi
nevronsko mrežo, tako pa se dobi značilke z1 za lokalizacijo tarče v sledečih
sličicah.
Kot že omenjeno, se v fazi inicializacije izračuna tudi jedro, ki se upo-
rablja za primerjanje novodobljenih očrtanih pravokotnikov in za odločanje
o zaupanju segmentaciji. Jedro za zaupanje dobimo tako, da v fazi iniciali-
zacije obrežemo objekt zanimanja glede na podani očrtani pravokotnik, ga
skaliramo na velikost 127 × 127 in pošljemo skozi nevronsko mrežo. Na ta
način dobimo vektor značilk z2.
V fazi sledenja se nato za vsako naslednjo sličico, glede na očrtani pravo-
kotnik iz preǰsnje sličice, določi območje iskanja. Glede na center očrtanega
pravokotnika se izrežejo tri kvadratna območja, velikosti p2, kjer je p2 enak
p2 = p× 255/127× f, (3.3)
pri čemer f predstavlja faktor skaliranja f ∈ {0.9639, 1.0, 1.0375}, parameter
p pa je dobljen po (3.1), pri čemer sta parametra hb in wb vǐsina in širina
očrtanega pravokotnika iz preǰsnje sličice. Glede na center očrtanega pravoko-
tnika iz preǰsnje sličice se nato izreže območje iskanja velikosti p2. To območje
se nato skalira na velikost 255× 255 in pošlje skozi nevronsko mrežo. Na ta
način dobimo značilke območja iskanja. Območje iskanja je tako odvisno od
velikosti objekta sledenja, s spreminjanjem velikosti očrtanega pravokotnika
pa se spreminja tudi območje iskanja. Po tem, ko dobimo značilke območja is-
kanja, jih s križno korelacijo primerjamo z značilkami z1 in poǐsčemo največje
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ujemanje. Na podlagi slednjega dobimo novo lokacijo centra objekta sle-
denja in glede na uporabljeno skalo posodobimo velikost začasnega novega
očrtanega pravokotnika bbt.
Glede na dobljeni začasni očrtani pravokotnik bbt nato izrežemo območje
za segmentacijo z dodatnim območjem za kontekstualno informacijo. Prav
tako izračunamo mapo evklidske razdalje in jo skupaj z mapo odziva iz Si-
amFC dodamo kot četrti in peti kanal izrezani sliki. Tako sestavljeno sliko
pošljemo skozi našo Deep GrabCut mrežo in dobimo segmentacijsko masko.
Na osnovi te se nato izračuna nov potencialni očrtani pravokotnik bbs.
Lokaciji, dobljeni iz SiamFC in iz Deep GrabCut-a, se nato izrežeta, ska-
lirata na velikost 127 × 127 in pošljeta skozi nevronsko mrežo. Dobljene
značilke se primerjajo z značilkami z2, izračunanimi v fazi inicializije. Glede
na večje ujemanje se določi, kateri izmed dveh dobljenih očrtanih pravokotni-
kov bo izbran za posodobitev centra in oblike (in s tem tudi skale) očrtanega
pravokotnika znotraj sledilnika – ali se bo torej uporabil očrtani pravokotnik
iz SiamFC ali očrtani pravokotnik, dobljen iz maske Deep GrabCut. Ne glede
na izbrani očrtani pravokotnik, sledilnik SiamDGC vrne masko objekta sle-
denja, ki se nato uporabi za evalvacijo. Izjema so samo primeri, ko je maska
manǰsa od 26 slikovnih enot (recimo manǰsa ali enaka velikosti 5×5 slikovnih
enot), takrat se vrne maska, ki je enaka površini očrtanega pravokotnika bbt
dobljenega iz SiamFC. Na ta način preprečimo, da je v primeru sledenja zelo
majhnemu objektu, maska prazna.
3.2 Sledenje
Sledilnik SiamFC [3] temelji na sledenju z iskanjem podobnosti. SaimFC za
zaznavanje podobnosti uporablja funkcijo f(z,x), ki primerja vzorčno sliko
z s kandidatno sliko x enake velikosti in vrne visok rezultat, če sta si sliki
podobni, in nizek rezultat, če si nista. Da najdemo lokacijo objekta v novi
sliki, lahko izčrpno preizkusimo vse možne lokacije in izberemo kandidata z
največjo podobnostjo pretekli pojavitvi objekta [3].
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Funkcija f je globoka konvolucijska nevronska mreža. Za učenje podob-
nosti se po navadi uporablja arhitektura siamske mreže. Slednje uporabijo
identično transformacijo ϕ nad obema vhodoma in nato skombinirajo njihovi
reprezentaciji z uporabo druge funkcije g po načelu f(z,x) = g(ϕ(z), ϕ(x)).
Funkcija g je v našem primeru enostavna metrika razdalje oziroma podob-
nosti [3]. Če smo bolj specifični, za primerjanje uporabimo korelacijo, za
določitev nove lokacije objekta pa izberemo lokacijo z najvǐsjim odzivom ko-
relacije.
3.2.1 Arhitektura polno konvolucijske siamske mreže
Pri SiamFC uporabljajo siamsko arhitekturo, ki je polno konvolucijska glede
na kandidatno sliko x. Če vzamemo Lτ , ki predstavlja operator translacije
(Lτx)[u] = x[u− τ ] ter funkcijo h, ki mapira signal v signal, je slednja polno
konvolucijska s celoštevilčnim korakom k, če
h(Lkτx) = Lτh(x), (3.4)
za vsako translacijo τ . (Ko je x končni signal, mora to držati samo za veljavne
regije izhoda) [3].
Prednost polno konvolucijske mreže je, da nam ni treba dati v mrežo
kandidatne slike enake velikosti kakor vzorčna slika, lahko damo dosti večjo
iskalno sliko in izračunamo podobnost za vsako translacijo podokna v eni
sami evalvaciji. Da bi to dosegli, uporabimo konvolucijsko ovojno funkcijo ϕ
in združimo dobljene značilke z uporabo sloja križne korelacije
f(z,x) = ϕ(z)ϕ(x) + b1, (3.5)
kjer b1 predstavlja signal, ki vzame vrednost b ∈ R v vsaki lokaciji. Izhod
mreže tako ni ena sama vrednost, temveč mapa podobnosti, končne veliko-
sti, s prostorsko podporo. Sliko arhitekture mreže SiamFC lahko vidimo na
Sliki 3.2.
V fazi sledenja se uporabi iskalno področje centrirano glede na lokacijo
objekta v preǰsnji sličici. Pozicija maksimalne vrednosti glede na center mape
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Slika 3.2: Arhitektura polno konvolucijske siamske nevronske mreže. Izhod
je mapa podobnosti, kjer vsaka slikovna enota predstavlja vrednost podob-
nosti za pripadajoče primerjalno območje. V tem primeru rdeči in modri
slikovni enoti v mapi podobnosti predstavljata vrednosti podobnosti za ena-
kobarvni območji v iskalni sliki [3].
podobnosti, pomnožena s korakom mreže, nam da premik tarče iz sličice v
sličico. Pri tem se ob prehodu skozi mrežo preǐsče več dimenzijskih skal, pri
čemer se vsaka sprememba skale penalizira. Med sledenjem se model vzorčne
slike ne posodablja [3].
3.3 Segmentacija
Večina segmentacijskih metod, ki temeljijo na očrtanih pravokotnikih, de-
lujejo pod predpostavko, da očrtani pravokotnik natančno obdaja objekt
interesa [9]. Vendar pa se pri problemu sledenja pogosto zgodi, da je očrtani
pravokotnik rahlo zamaknjen, prevelik ali premajhen in nenatančne oblike.
Zato je pomembno, da imamo metodo, ki bo sposobna dobre segmentacije
tudi v primerih, ko nam očrtani pravokotnik nenatančno označuje objekt za-
nimanja. Posledično smo za metodo segmentacije izbrali Deep GrabCut [9],
ki je sposobna dobre segmentacije tudi ob uporabi nenatančnega očrtanega
pravokotnika.
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Slika 3.3: Standardne metode segmentacije imajo težave, ko je očrtani pra-
vokotnik znotraj objekta sledenja (primer 1 GrabCut [22]) ali ko objekt sle-
denja pokriva celotno sliko (primer 2 BoxPrior [17]), tako da ne ostane dovolj
ozadja, da bi lahko vzorčili vrednosti ozadja. Prav tako pa imajo zaradi ne
gledanja konteksta celotne slike probleme z zaznavanjem pripadnosti posa-
meznemu objektu (primer 3 Hypercolumn [18] in primer 4 MNC [19]) [9].
Večina starih segmentacijskih metod [17, 18, 19, 22] je temeljila na tem,
da očrtani pravokotnik natančno označuje objekt zanimanja. Na osnovi
očrtanega pravokotnika so nato slikovne enote vzorčene izven ter znotraj
očrtanega pravokotnika, na ta način pa se oceni distribucija ozadja in ospredja.
Na Sliki 3.3 vidimo primere, ko imajo take metode težave. Težave se poja-
vljajo recimo, ko je očrtani pravokotnik znotraj objekta sledenja (primer 1
na Sliki 3.3) ali ko je objekt tolikšen, da ne ostane dovolj ozadja za vzorčenje
vrednosti ozadja (primer 2 na Sliki 3.3).
V zadnjih letih so se začele pojavljati segmentacijske metode, ki temeljijo
na nevronskih mrežah, vendar pa vse vzamejo očrtani pravokotnik kot strogo
mejo lokacije objekta [9]. Ker pa je večina očrtanih pravokotnikov dobljena
z uporabo različnih algoritmov, večina očrtanih pravokotnikov ne vsebuje ce-
lotnega objekta – primer lahko vidimo na Sliki 3.3 pod primerom 3. Četudi
očrtani pravokotnik vsebuje skoraj celoten objekt, se pri uporabi samo infor-
macije znotraj očrtanega pravokotnika pojavi problem izgube kontekstualne
informacije, ki je za primer segmentacije lahko zelo uporabna (primer 4 na
Sliki 3.3).
Zahteva po uporabi natančnih očrtanih pravokotnikov je za primer slede-
nja preveč omejujoča. Pri [9] so zato postavili dve pravili: prvič, da očrtani
pravokotnik nakazuje, da je objekt zanimanja blizu, in drugič, da je konte-
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Slika 3.4: Primeri slik z maskami iz podatkovne zbirke YouTube-VOS, kjer
so posamezni objekti prikazani z različnimi barvami. Slika je vzeta iz [6].
kstualna informacija pomembna. Očrtani pravokotnik je tako spremenjen v
mapo evklidske razdalje in dodan RGB sliki kot četrti kanal. V fazi učenja
so očrtani pravokotniki naključno zamaknjeni, na ta način pa se mreža uči
robustne segmentacije tudi, ko očrtani pravokotniki niso natančni.
3.4 Učna zbirka YouTube-VOS
Naš Deep GrabCut smo učili na podatkovni zbirki YouTube-VOS (angl. Yo-
uTube Video Object Segmentation) [6]. To je trenutno največja podatkovna
zbirka za segmentacijo objektov v video posnetkih, sestavljena iz 4.453 vi-
deo posnetkov z YouTuba, z ločljivostjo 1280 × 720 slikovnih enot, razen
pri nekaj izjemah. Podatkovna zbirka vsebuje 94 kategorij, 7.755 objektov,
197.272 anotacij in ima skupno dolžino anotiranih video posnetkov 334,81
minute. Potreba po ustvaritvi tako velike podatkovne zbirke se je razvila iz
novih metod segmentacije, ki temeljijo na globokih nevronskih mrežah. Te
potrebujejo za učenje velike podatkovne zbirke, saj bi sicer prǐslo do preveli-
kega prileganja podatkom in slabega delovanja na nevidenih primerih. Vsaka
sličica v podatkovni zbirki YouTube-VOS ima podano natančno segmentacij-
sko masko. Nekaj primerov slik s segmentacijskimi maskami iz podatkovne
zbirke YouTube-VOS lahko vidimo na Sliki 3.4.
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Slika 3.5: Na sliki vidimo pet sličic pripravljenega vhoda za učenje nevron-
ske mreže in eno sličico, ki predstavlja ciljno segmentacijsko masko. Slike
v prvi vrstici predstavljajo RGB barvne kanale slike. Na prvi sliki v drugi
vrstici vidimo mapo evklidske razdalje, izračunano iz naključno zamaknje-
nega očrtanega pravokotnika. Na drugi sliki v drugi vrstici vidimo odziv iz
SiamFC. Zadnja slika ni del vhoda, temveč predstavlja masko, ki se uporabi
za preverjanje poteka učenja.
3.4.1 Generiranje odzivov siamske mreže
Kakor že omenjeno v Poglavju 3.1, je naša vhodna slika v nevronsko mrežo
Deep GrabCut sestavljena iz treh RGB kanalov, enega kanala z evklidsko
mapo razdalje in iz petega kanala, ki vsebuje mapo odziva SiamFC. V ta
namen pred začetkom učenja mreže proizvedemo mape odzivov SiamFC. To
storimo tako, da nad vsakim video posnetkom v podatkovni zbirki YouTube-
VOS poženemo sledenje s SiamFC, inicializirano na podlagi očrtanega pra-
vokotnika, dobljenega iz segmentacijske maske prve sličice. Tako dobljene
zgenerirane odzive SiamFC skaliramo na velikost 300 × 300 in shranimo. V
fazi učenja mreže Deep GrabCut jih nato dodamo vhodni sliki kot peti kanal.
Primer tako dobljenega vhoda vidimo na Sliki 3.5.
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3.5 Učenje segmentacijske metode
V nadaljevanju bomo predstavili prostorsko perturbacijo podatkov (angl.
data jittering), uporabljeno v fazi učenja mreže Deep GrabCut.
3.5.1 Obdelava vhodne slike
Vsako vhodno sliko, vključno z njeno mapo odziva SiamFC, v vsaki iteraciji
učenja naključno horizontalno preslikamo. Iz njihove ciljne segmentacijske
maske nato izračunamo očrtani pravokotnik objekta segmentacije. Tega upo-
rabimo, da obrežemo sliko. To storimo tako, da podalǰsamo vǐsino in širino
za 35% v vsako smer, kjer je to možno. Če se objekt nahaja ob robu slike,
se lahko zgodi, da bomo širino v eno smer lahko podalǰsali za 35%, v drugo
smer pa zaradi bližine roba slike le za 10%. Tako dobimo novi večji očrtani
pravokotnik, ki vsebuje še okolico objekta. Kraǰso stranico od tako doblje-
nega očrtanega pravokotnika podalǰsamo do iste dolžine dalǰse stranice in
tako dobimo sliko kvadratne oblike z dodatnim ozadjem za kontekstualno in-
formacijo segmentaciji. Pri tem po potrebi dodamo obrobo enako povprečni
barvi slike. Na koncu izrezano sliko še skaliramo na velikost 300 × 300, pri
čemer se zaradi izrezka slike kvadratne oblike razmerje slike ohrani. Na enak
način obdelamo tudi maske slik, ki jih bomo potrebovali v fazi učenja za
verifikacijo učenja segmentacijske metode in za pridobitev očrtanega pravo-
kotnika objekta, ki ga potrebujemo v naslednjem koraku.
3.5.2 Vzorčenje očrtanih pravokotnikov
Vsaka sličica v podatkovni zbirki YouTube-VOS ima podano natančno se-
gmentacijsko masko, na osnovi katere izračunamo očrtani pravokotnik, ki ga
uporabimo za izračun mape evklidske razdalje v fazi učenja segmentacije.
Segmentacijske maske pa uporabimo za preverjanje pravilnost učenja.
V fazi učenja v vsaki iteraciji očrtane pravokotnike, dobljene iz prej obde-
lanih mask objekta, naključno pokvarimo in na ta način naučimo mreže dobre
segmentacije, tudi ko je očrtani pravokotnik objekta slabo nastavljen [9]. Če
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vsak element predstavlja najmanǰso/največjo x/y koordinato, potem so nove
koordinate Bi, i ∈ {1, ..., Niter} ob učenju generirane kot:
ximin/max = x
0
min/max + ν · gij · (x0max − x0min), (3.6)
yimin/max = y
0
min/max + ν · gij · (y0max − y0min), (3.7)
kjer je gij ∼ N (0, 1), j ∈ {1, 2, 3, 4} so standardne Gaussove spremenljivke,
in ν je hiperparameter, ki nadzira stopnjo variacije pravokotnikov, v našem
primeru je ν = 0, 15.
3.5.3 Generiranje mape evklidske razdalje
Generiranje mape evklidske razdalje poteka po naslednjem postopku. Glede
na dobljeni očrtani pravokotnik B v sliki I definiramo slikovne elemente na
robu B kot množico Sr = {pi|pi je na robu B}, kjer pi predstavlja lokacijo
slikovnega elementa i. Podobno definiramo slikovne elemente znotraj B kot
množico Sz in slikovne elemente izven B kot množico Si. Mapa evklidske
razdalje D, ki ima enako vǐsino in širino kakor slika I, se nato na lokaciji pi
izračuna po naslednji formuli:
D(pi) =

128−min∀pj∈Sr |pi − pj|, if pi ∈ Sz,
128, if pi ∈ Sr,
128 +min∀pj∈Sr |pi − pj|, if pi ∈ Si,
(3.8)
kjer | · | pomeni evklidsko razdaljo. Vrednosti D se normalizira na rang od 0
do 255. Mapa evklidske razdalje se na koncu doda vhodni RGB sliki kakor
četrti kanal. Primer tako dobljene mape evklidske razdalje lahko vidimo na
Sliki 3.6.
3.5.4 Učenje mreže
Učenje mreže za segmentacijo je zaradi velike podatkovne zbirke z veliko
primeri slik zelo počasno in za eno iteracijo traja več kot 20 ur na grafični
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Slika 3.6: Na levi vidimo primer mape evklidske razdalje, izračunane po
(3.8) iz naključno zamaknjenega pravokotnika po (3.6) in (3.7), dobljenega
iz ciljne segmentacijske maske, ki jo vidimo na desni strani.
kartici NVIDIA GTX 1060 6GB. Mrežo smo najprej učili na naši grafični
kartici za 10 iteracij, nato pa smo premaknili učenje na strežnik Fakultete
za računalnǐstvo in informatiko Univerze v Ljubljani, kjer se je na grafični
kartici NVIDIA GTX 980 4GB učila še za dodatnih 30 iteracij.
Poglavje 4
Eksperimenti
Sledilnik SiamDGC smo testirali na podatkovni zbirki za segmentacijsko sle-
denje VOT2016 (angl. Visual Object Tracking 2016) [35] in DAVIS 2016
(angl. Densely Annotated Video Segmentation) [36]. Primerjali smo re-
zultate med sledilnikom SiamDGC in originalnim sledilnikom SiamFC. Pri-
merjali smo ju na osnovi mask in na osnovi očrtanih pravokotnikov. Pri
tem je sledilnik SiamDGC vračal segmentacijske maske, sledilnik SiamFC
pa očrtane pravokotnike. Posledično smo masko za sledilnik SiamFC dobili
na osnovi vrnjenega očrtanega pravokotnika, očrtani pravokotnik za sledilnik
SiamDGC pa smo dobili iz njegove segmentacijske maske. Gledali smo robu-
stnost (kolikokrat je bilo sledenje re-inicializirano) in natančnost (povprečno
prekrivanje med sledenjem).
V Poglavju 4.1 bomo najprej podrobneje predstavili uporabljeni evalva-
cijski protokol. Nato bomo v Poglavjih 4.2 in 4.3 predstavili podatkovni
zbirki VOT2016 [35] in DAVIS2016 [36], uporabljeni za evalvacijo sledilnika
SiamFC in sledilnika SiamDGC. V Poglavju 4.4 bomo predstavili rezultate
sledilnika SiamDGC in izvedli podrobno analizo rezultatov. V Poglavju 4.5
bomo predstavili dva eksperimenta, kjer smo iskali bolǰsi pristop k računanju
predloge sledenja. Testirali smo jih s sledilnikom SiamFC, pogledali pa smo
si vpliv odsotnosti ozadja v izračunu predloge in vpliv posodabljanja pre-
dloge na delovanje sledilnika. V Poglavju 4.6 in njegovih podpoglavjih bomo
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eksperimente iz Poglavja 4.5 izvedli še s sledilnikom SiamDGC ter jih še do-
datno razširili. Na koncu si bomo v Poglavju 4.7 pogledali še vpliv dodatnega
kanala lokalizacije na delovanje naše različice metode Deep GrabCut.
4.1 Evalvacijski protokol
Za testiranje smo uporabili metriko, opisano v [37], ki se uporablja za oce-
njevanje delovanja sledilnikov na podatkovni zbirki VOT. Gledali smo na-
tančnost in robustnost sledilnika. Natančnost nam pove, kako dobro se
očrtani pravokotnikATt , dobljen s sledilnikom, prekriva z referenčnim očrtanim






Robustnost nam pove, kolikokrat je bilo sledenje neuspešno oz. kolikokrat je
sledilnik zdrsnil s tarče sledenja in je bilo treba sledenje ponovno inicializirati.
Do ponovnega inicializiranja sledenja pride, ko natančnost sledenja pade na
nič.
Ponovna inicializacija lahko vpelje pristranskost v metriko izvedbe sle-
denja. Na primer, če sledilnik v določeni sličici odpove zaradi zakrivanja
objekta sledenja, je velika verjetnost, da bo odpovedal tudi takoj po ponovni
inicializaciji. Da bi se ta pristranskost zmanǰsala, se sledilnik, ko pride do od-
povedi sledenja, inicializira s preskokom pet sličic od sličice, v kateri je prǐslo
do zdrsa sledilnika. Podobna pristranskost pa se pojavi tudi pri natančnosti
sledenja, saj so prekrivanja očrtanih pravokotnikov v sličicah takoj po inici-
alizaciji nagnjena k vǐsjim vrednostim prekrivanja in je zato treba počakati
določen čas sledenja, da se ta pristranskost zmanǰsa. To obdobje traja de-
set sličic, v tem času pa natančnosti sledenja ne upoštevamo pri računanju
povprečne natančnosti sledenja sledilnika.
V nadaljevanju bomo najprej predstavili uporabljeni podatkovni zbirki
za testiranje VOT2016 [35] in DAVIS2016 [36]. Nato bomo predstavili prve
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eksperimente z navadnim sledilnikom SiamFC, zatem pa še eksperimente s
sledilnikom SiamDGC. Predstavili bomo dobljene rezultate in jih tudi pri-
merjali z originalnim sledilnikom SiamFC.
4.2 Podatkovna zbirka VOT2016
Podatkovna zbirka VOT2016 [35] je sestavljena iz 60 različnih videoposnet-
kov z 41 do 1500 sličicami na video posnetek in z ločljivostjo od 320×180 do
1280× 720. Podatkovna zbirka vsebuje veliko težkih primerov sledenja. Po-
snetki vsebujejo primere prekrivanja objekta sledenja, primere sledenja zelo
majhnim objektom, primere sledenja objektom, ki se zlijejo z ozadjem, pri-
mere deformacije objekta sledenja ... Podatkovna zbirka VOT2016 vsebuje
zahtevne primere sledenja, kar pomeni, da je dobra za evalvacijo delovanja
sledilnika. Ima pa težave s slabšim segmentacijskim delom, torej pri ocenje-
vanju delovanja sledilnika s segmentacijo objekta sledenja.
Podatkovna zbirka VOT2016 je bila segmentirana z interaktivnim, delno
avtomatičnim orodjem za segmentacijo s strani podjetja Eyedea [38]. V veliko
primerih se pojavi problem, ko so segmentacijske maske objektov pomanj-
kljive. Pojavljali so se problemi nekonstantnih segmentacij. Na nekaterih
sličicah na primer segmentacijska maska vključuje dele objekta, ki jih nekaj
sličic kasneje ne vključuje več. Včasih segmentacijska maska izgine, kljub
temu da je objekt še vedno prisoten. Včasih celo vključuje nekaj, kar ni del
objekta sledenja. Nekaj primerov napačnih/slabih segmentacij lahko vidimo
na Sliki 4.1. Segmentacije pa so tudi nekonsistentne med različnimi posnetki.
Tak primer je sledenje človeku, saj pri nekaterih posnetkih vključuje segmen-
tacijska maska celotno človeško telo, včasih samo zgornjo polovico, včasih pa
samo obraz. Primer lahko vidimo na Sliki 4.2. Tu pa je treba poudariti, da
je to morda storjeno namenoma, z namenom testiranja sledenja določenemu
delu človeka, a je kljub temu lahko na prvi pogled nekoliko neintuitivno.
Drugi problem, ki se pojavi pri segmentaciji objektov v podatkovni zbirki
VOT2016, je ločljivost video posnetkov, ki niha od 320× 180 do 1280× 720
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Slika 4.1: Nekaj primerov slabih referenčnih segmentacijskih mask v po-
datkovni zbirki VOT2016. Vsaka vrstica predstavlja štiri zaporedne sličice
video posnetka sledenja. V prvi vrstici vidimo na primeru sledenja avtomo-
bilu segmentacijsko masko, ki kljub prisotnosti objekta sledenja popolnoma
izgine, se nato spremeni v sledenje vzvratnih luči in na koncu vrne v slede-
nje zgornjemu delu avtomobila. Sledenje (ki ni prikazano na teh slikah) pa
se začne s segmentacijsko masko, ki vključuje tudi kolesa vozila. V drugi
vrstici vidimo sledenje motoristu, kjer segmentacijska maska vključuje tudi
neke elemente, ki niso del objekta sledenja. V tretji vrstici segmentacijska
maska izgubi noge objekta sledenja. V četrti vrstici segmentacijska maska v
določenih trenutkih vključuje samo kolesarja, v drugih pa kolesarja, vključno
s kolesom, ki pa tudi ni segmentiran v celoti.
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Slika 4.2: Nekaj primerov nekonsistentnosti pri segmentaciji človeka v po-
datkovni zbirki VOT2016. Vse slike prikazujejo prvo sličico v video posnetku.
slikovnih enot. Tudi objekti sledenja so v nekaterih primerih v zelo nizki
ločljivosti bodisi zaradi zelo majhne velikosti objekta sledenja bodisi zaradi
nizke ločljivosti video posnetka ali zaradi kombinacije obojega. Ker smo učili
na posnetkih visoke ločljivosti, kjer so bili izrezani objekti običajno večji od
300× 300 slikovnih enot, so bili po skaliranju na velikost 300× 300 slikovnih
enot še vedno jasno vidni. Na podatkovni zbirki VOT2016 pa so v veliko
primerih izrezani objekti zelo majhni in po skaliranju na velikost 300 × 300
slikovnih enot dobimo slike, kjer je težko natančno razločiti robove objekta.
Nekaj primerov vidimo na Sliki 4.4.
4.3 Podatkovna zbirka DAVIS2016
Podatkovna zbirka za segmentacijsko sledenje DAVIS2016 [36] je sestavljena
iz 50 posnetkov in 3455 ročno segmentiranih sličic, zajetih pri 24 sličicah na
sekundo in ločljivosti Full HD 1080p. Nekaj primerov sličic, ki so na slikovni
element natančne in so ustvarjene z ročno segmentacijo, lahko vidimo na
Sliki 4.3. Zaradi računske kompleksnosti segmentacijskega sledenja [36] so
video posnetki dolgi od dve do štiri sekunde in pri [36] trdijo, da vsebujejo vse
glavne izzive sledenja, ki jih najdemo v dalǰsih posnetkih. Po naših poskusih
smo prǐsli do zaključka, da to nujno ne drži, saj je sledenje v podatkovni
zbirki DAVIS2016, v primerjavi s sledenjem v podatkovni zbirki VOT2016,
bistveno bolj enostavno.
Podatkovna zbirka VOT2016 ima dobre, zahtevne primere sledenja, a
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Slika 4.3: Nekaj primerov ročno segmentiranih sličic iz podatkovne zbirke
za segmentacijsko sledenje DAVIS2016 [36].
pomanjkljive segmentacijske maske objektov. Podatkovna zbirka DAVIS2016
pa ima nasproten problem, in sicer ima zelo dobre segmentacije objektov, a
zelo enostavne primere sledenja objektom.
4.4 Rezultati SiamDGC
Rezultate sledilnika SiamDGC nad podatkovnima zbirkama VOT2016 in DA-
VIS2016 lahko vidimo v Tabeli 4.1. V tabeli lahko vidimo rezultate original-
nega sledilnika SiamFC in sledilnika SiamDGC. V levi polovici tabele vidimo
rezultate primerjanja segmentacijskih mask, v desni polovici pa rezultate
primerjave očrtanih pravokotnikov. Ker originalni sledilnik SiamFC vrača
koordinate očrtanega pravokotnika, smo slednje pri primerjavi mask pretvo-
rili v masko pravokotne oblike. Vidimo lahko, da se z dodatkom segmentacije
natančnost sledenja pri primerjavi mask nad obema podatkovnima zbirkama
izbolǰsa. Nad podatkovno zbirko VOT2016 se natančnost sledenja izbolǰsa za
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VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamFC 0,4451 1,5333 0,5563 1,5000
SiamDGC 0,5080 1,6667 0,5586 1,5000
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamFC 0,3667 0,0800 0,6484 0,0800
SiamDGC 0,6322 0,0400 0,7086 0,0400
Tabela 4.1: Primerjava sledilnika SiamDGC z navadnim sledilnikom Si-
amFC nad podatkovnima zbirkama VOT2016 in DAVIS2016. Nmask in Rmask
prikazujeta rezultate natančnosti in robustnosti pri primerjavi mask, Nbbox
in Rbbox pa pri primerjavi očrtanih pravokotnikov.
6, 29% iz 0, 4451 na 0, 5080, nad podatkovno zbirko DAVIS2016 pa za 26, 55%
iz 0, 3667 na 0, 6322. Kar se tiče robustnosti se slednja nad podatkovno zbirko
VOT2016 poslabša za 8, 70% iz 1, 5333 na 1, 6667, nad podatkovno zbirko
DAVIS2016 pa izbolǰsa za 50, 00% iz 0, 0800 na 0, 0400.
V desni polovici tabele primerjamo med seboj očrtane pravokotnike. Sle-
dilnik SiamDGC vrača masko objekta, posledično pa očrtani pravokotnik
sledilnika SiamDGC dobimo tako, da okoli segmentacijske maske postavimo
očrtani pravokotnik. Pri tem slednjega ne rotiramo ali kako drugače opti-
miziramo, temveč ga zaradi pravičneǰse primerjave postavimo vzporedno s
stranicami slike. Nad podatkovno zbirko VOT2016 se nam natančnost iz-
bolǰsa za 0, 24% iz 0, 5563 na 0, 5586, nad podatkovno zbirko DAVIS2016 pa
za 6, 02% iz 0, 6484 na 0, 7086. Robustnost nad podatkovno zbirko VOT2016
je enaka pri navadnem sledilniku SiamFC kakor tudi pri sledilniku SiamDGC
in znaša 1, 5000. Nad podatkovno zbirko DAVIS2016 se robustnost izbolǰsa
za 50, 00% iz 0, 0800 na 0, 0400.
Vidimo lahko, da nam na primeru podatkovne zbirke DAVIS2016 dodatek
segmentacije vrne bistveno bolǰse rezultate tako pri primerjavi očrtanih pra-
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vokotnikov kakor tudi pri primerjavi mask. Na primeru podatkovne zbirke
VOT2016 pa pri primerjavi mask sicer dobimo nekoliko vǐsjo natančnost, a
dobimo slabšo robustnost. Pri primerjavi očrtanih pravokotnikov pa dobimo
enako robustnost in vǐsjo natančnost. V nadaljevanju si bomo pogledali,
zakaj nad podatkovno zbirko VOT2016 dobimo slabše rezultate pri primer-
javi mask kakor pri primerjavi očrtanih pravokotnikov. Ogledali si bomo
tudi, zakaj pride nad podatkovno zbirko VOT2016 do poslabšanja delovanja
sledilnika po dodatku segmentacije.
4.4.1 Poslabšanje robustnosti v VOT2016
Po analizi rezultatov smo prǐsli do zaključka, da sta za slabše delovanje sle-
dilnika SiamDGC na podatkovni zbirki VOT2016 najverjetneje dva razloga.
Prvi razlog je v načinu primerjave obeh sledilnikov, drugi pa je v uporabljeni
podatkovni zbirki.
Prvi razlog za slabše rezultate, ko primerjamo med seboj maske obeh
sledilnikov, je ta, da pri sledilniku SiamDGC primerjamo natančno segmen-
tacijsko masko s ciljno masko podatkovne zbirke. Pri sledilniku SiamFC
pa uporabljamo masko, dobljeno iz očrtanega pravokotnika, ki pokriva večjo
površino, posledično pa je verjetnost, da bo prǐslo do odpovedi sledenja,
manǰsa. Tu naj opomnimo, da je odpoved sledenja definirana kot padec
površine prekrivanja mask na vrednost nič. V določenih primerih, ko se na-
tančni segmentacijski maski ne prekrivata in pride pri sledilniku SiamDGC
do odpovedi sledenja, se lahko maska SiamFC zaradi večje površine še vedno
malo prekriva s tarčo sledenja in ne pride do odpovedi sledenja.
Drugi razlog, zakaj prihaja do slabšega delovanja sledilnika SiamDGC na
podatkovni zbirki VOT2016, pa je morda sama podatkovna zbirka. Našo
segmentacijsko metodo smo namreč učili na podatkovni zbirki YouTube-
VOS [6], ki vsebuje slike v ločljivosti HD (1280 × 720 slikovnih enot), po-
sledično pa se je naša mreža učila segmentirati lepe oz. jasne primere slik,
kjer so robovi objektov lepo vidni. Podatkovna zbirka VOT2016 pa ima v
nekaterih primerih slike zelo nizke ločljivosti, na primer velikosti 320×180 sli-
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Slika 4.4: Težki segmentacijski primeri zaradi nizke ločljivosti objektov
sledenja. V prvi vrstici so originalne slike z očrtanimi pravokotniki objekta
sledenja, v drugi vrstici pa izrezani objekti z dodatnim ozadjem in skalirani
na velikost 300×300 slikovnih enot. Vidimo primere sledenja snežnemu zajcu
(43×35), rokometašu (13×15), listu (57×64), motoristu (46×37) in sodniku
na nogomentni tekmi (20× 58).
kovnih enot. V nekaterih primerih pa so tudi objekti sledenja zelo majhni, saj
nekateri merijo le 13×15 slikovnih enot, posledično pa taki primeri objektov
sledenja nimajo jasno določenih robov, kar močno oteži delovanje segmenta-
cije, ki postane manj natančna ali pa celo popolnoma neuporabna. Primere
takih slik lahko vidimo na Sliki 4.4. Tudi nagel premik objekta sledenja lahko
privede do zdrsa lokalizacije SiamFC, posledično pa zaradi močne zameglitve
objekta zaradi gibanja spodleti tudi segmentacija, ki segmentira bolj jasno
ozadje namesto razmazanega objekta sledenja.
Na Sliki 4.5 lahko vidimo primer, ko po spodleteli lokalizaciji objekta
sledenja pride do segmentacije ozadja namesto objekta sledenja, kar povzroči
pri sledilniku SiamDGC odpoved sledenja. Pri sledilniku SiamFC pa zaradi
večje površine maske sledilnika SiamFC do odpovedi sledenja ne pride, četudi
je izguba tarče sledenja jasno vidna.
Tu naj omenimo še prisotnost nenatančnih segmentacijskih mask v po-
datkovni zbirki VOT2016, ki lahko vplivajo na slabše rezultate natančnosti
sledilnika s segmentacijo. Primer lahko vidimo na Sliki 4.6.
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Slika 4.5: Spodletela segmentacija zaradi hitrega premika objekta. V spo-
dnjem delu slike vidimo primer odpovedi sledenja, do katerega pride zaradi
spodletele segmentacije, ki po neuspešni lokalizaciji tarče sledenja zaradi ne-
poznavanja tarče segmentacije segmentira jasno vidno ozadje namesto razma-
zanega objekta sledenja. V desnem zgornjem delu slike lahko vidimo primer
navadnega SiamFC, pri katerem zaradi večje površine maske kljub napačni
lokalizaciji tarče sledenja ni prǐslo do odpovedi sledenja.
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Slika 4.6: Primer slabe segmentacije objekta sledenja v ciljnih segmentacij-
skih maskah. Levo zgoraj vidimo slabo ciljno segmentacijsko masko objekta
sledenja. Levo spodaj vidimo rezultat segmentacije sledilnika SiamDGC. Na
desnem delu slike vidimo natančnost segmentacijske maske in natančnost
očrtanega pravokotnika. Desno zgoraj vidimo rezultate sledilnika SiamFC,
desno spodaj pa sledilnika SiamDGC. Ker je referenčna vrednost segmenta-
cije površna, dobimo pri sledilniku SiamDGC, kljub bolǰsi lokalizaciji objekta
sledenja, nižjo vrednost pri natančnosti očrtanega pravokotnika kakor pri na-
vadnem sledilniku SiamFC. Prav tako pa bi v primeru natančneǰse referenčne
maske (v danem primeru) dobili tudi vǐsjo natančnost maske.
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Slika 4.7: Primer, ko lokalizacija nenadoma močno odpove, tako da se v
izrezku, ki ga segmentiramo, objekt sledenja ne nahaja več. Prikazani sta
dve zaporedni sličici, kjer v prvi pride do uspešne lokalizacije in segmentacije
nogometne žoge, v naslednji pa lokalizacija in posledično tudi segmentacija
odpovesta.
4.4.2 Podrobna analiza
Pri podrobni analizi, kjer smo pri vsakem posnetku ročno pogledali, kje je
prǐslo do napak in zakaj, smo opazili, da v določenih primerih lokalizacija
odpove v taki meri, da lokalizira objekt daleč od kraja, kjer se objekt zares
nahaja. Posledično, ko pošljemo na lokalizaciji osnovan izrezani del slike v
segmentacijo, se zgodi, da na izrezanem delu slike objekta sledenja sploh ni.
Tak primer vidimo na Sliki 4.7. Četudi bi v takih primerih imeli segmenta-
cijo, ki bi vedno delovala s stoodstotno natančnostjo, objekta ne bi mogla
zaznati in segmentirati. Vidimo torej, da bi za take primere morali poleg
objekta iskanja izrezati še večjo površino ozadja, a tudi tedaj bi mapa raz-
dalje, izračunana na podlagi očrtanega pravokotnika iz SiamFC, kazala, da
se objekt nahaja na napačnem mestu, kar bi spet najverjetneje pripeljalo do
napačne segmentacije.
Drugi pogosti problem, ki smo ga pri podrobni analizi zaznali, je, da
v primeru, ko se objekt sledenja skrije za drugi podobni objekt, nam bo
segmentacija pogosto segmentirala objekt v ospredju namesto v ozadju skri-
4.4. REZULTATI SIAMDGC 47
Slika 4.8: Primer, ko se objekt sledenja skrije za drugi objekt enakega
razreda in posledično segmentacija segmentira objekt v ospredju namesto
našega objekta sledenja.
tega objekta sledenja. Tudi če bi funkcija segmentacije imela bolǰse znanje o
izgledu objekta sledenja, bi se ta problem še vedno pojavljal, ko bi se objekt
sledenja skril za objekt, ki spada v isto skupino kakor sam. Takšen primer
lahko vidimo na Sliki 4.8.
Tretji pogosti problem je podoben drugemu problemu. Do njega pride,
ko sledimo objektu, ki ima v video posnetku več objektov, ki spadajo v
enak razred kot sledeni objekt, in v primeru, ko pride do prekrivanja objekta
sledenja, saj bo sledilnik SiamDGC preskočil na sosednji objekt istega razreda
in tudi segmentacija bo segmentirala slednjega. Takšen primer vidimo na
Sliki 4.9.
Pri navadnem sledilniku SiamFC se pojavi problem, ko se objekt sle-
denja prehitro približuje ali oddaljuje od kamere, torej ko se mu velikost
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Slika 4.9: Primer, ko se objekt sledenja skrije za drugi objekt in SiamFC ter
posledično segmentacija preskočita na najbližji objekt istega razreda. Na sliki
vidimo dve zaporedni sličici video posnetka, kjer v drugi sličici objekt sledenja
zakrije ženska, ki zakoraka pred kamero, kar povzroči preskok sledilnika na
sosednji objekt istega razreda.
prehitro spreminja in skale, na katerih ǐsčemo objekt, ne ǐsčejo v dovolj ve-
likem razponu. V takih primerih se zgodi, da postane očrtani pravokotnik,
ki označuje objekt, premajhen oziroma prevelik in lahko pripelje do izgube
objekta sledenja. Dodatek segmentacije nam ta problem lahko reši, saj se
preko segmentacije objekta tudi skalira velikost očrtanega pravokotnika. Na
Sliki 4.10 lahko vidimo primer, ko dodatek segmentacije povzroči uspešno
posodabljanje in sledenje objektu, medtem ko navadni SiamFC odpove.
4.5 Iskanje zanesljiveǰse predloge
Glede na to, da je lokalizacijski del sledilnika SiamDGC zelo odvisen od
izračunane predloge sledenja, sta se nam porodili dve vprašanji, na kateri
bomo odgovorili v tem poglavju. Prvo je bilo, ali bi odstranitev ozadja iz
slike, uporabljene za izračun predloge, lahko pripomoglo k natančneǰsemu
sledenju. Brez motečega ozadja bi predloga sledenja vsebovala le še značilke
objekta sledenja. Drugo vprašanje pa je bilo, ali bi lahko dosegli natančneǰse
sledenje z uporabo posodabljanja predloge in na ta način naredili našo pre-
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Slika 4.10: Primer, ko se objekt sledenja hitro približuje kameri in sledilnik
SiamFC ne uspe dovolj hitro posodabljati velikosti očrtanega pravokotnika,
kar privede do izgube objekta sledenja. Levo zgoraj je druga sličica iz video
posnetka, torej prva sličica detekcije po inicializaciji. Med sličico desno zgoraj
in sličico levo spodaj je razmik devet sličic. V 41. sličici video posnetka,
prikazani desno spodaj, pride pri sledilniku SiamFC do odpovedi sledenja.
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dlogo bolj imuno na spremembe izgleda objekta sledenja. Ker pa želimo
testirati samo vpliv segmentacije na razlike v delovanju sledilnika SiamFC in
SiamDGC, smo te spremembe želeli izolirati od vpliva segmentacije in smo
jih najprej izvedli samo na osnovnem sledilniku SiamFC.
4.5.1 Predloga z odstranjenim ozadjem
Eden izmed problemov, ki jih imajo sledilniki, ki temeljijo na siamskih mrežah,
je, da se lahko naučijo prepoznavati ozadje namesto objekta sledenja. V ta
namen smo testirali delovanje navadnega sledilnika SiamFC, pri katerem smo
pred izračunom predloge sledenja iz slike odstranili ozadje. Zanimalo nas je,
ali bo odstranitev ozadja pri inicializaciji predloge pripomogla k bolǰsemu
sledenju navadnega sledilnika SiamFC. Primer tako dobljene inicializacijske
slike lahko vidimo na Sliki 4.11. Dobljene rezultate lahko vidimo v Tabeli 4.2.
Vidimo lahko, da po odstranitvi ozadja robustnost sledilnika SiamFC močno
pade nad obema podatkovnima zbirkama. Pri primerjavi očrtanih pravoko-
tnikov nad podatkovno zbirko VOT2016 pade robustnost sledilnika SiamFC
za 26, 67% iz 1, 50 na 1, 90, nad podatkovno zbirko DAVIS2016 pa za 100, 00%
iz 0, 08 na 0, 16. Na osnovi dobljenih rezultatov lahko trdimo, da je prisotnost
ozadja v predlogi za sledenje zelo pomembna.
4.5.2 Posodabljanje predloge iskanja
Sledilnik SiamFC se inicializira na podlagi prve sličice sledenja, kjer je loka-
cija objekta sledenja natančno znana. Celotno sledenje sledilnika nato temelji
na iskanju predloge, izračunane iz začetne sličice, v vseh naslednjih sličicah
video posnetka. Problem se pojavi, ker se izgled objekta sledenja skozi čas
lahko spreminja. Dovolj je že samo, da se objekt obrne za 90◦, da se mu
izgled popolnoma spremeni, na primer izgled avtomobila s strani in izgled
avtomobila od spredaj. Če je sledilnik inicializiran na podlagi avtomobila,
ki ga vidimo s strani, bodo ena izmed značilk, ki se jo bo mreža naučila
iskati, recimo kolesa avtomobila. Ko se bo avtomobil nato obrnil proti nam,
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Slika 4.11: Primer inicializacijskih slik z odstranjenim ozadjem, iz katerih
dobimo predloge, uporabljene za inicializacijo sledenja sledilnika SiamFC. V
prvi vrstici vidimo tri primere iz podatkovne zbirke VOT2016, v drugi vrstici
pa tri primere iz podatkovne zbirke DAVIS2016.
Inicializacija brez ozadja
VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamFC 0,4451 1,5333 0,5563 1,5000
SiamFCbo 0,4309 1,8833 0,5478 1,9000
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamFC 0,3667 0,0800 0,6484 0,0800
SiamFCbo 0,3433 0,1800 0,6004 0,1600
Tabela 4.2: Rezultati navadnega sledilnika SiamFC, inicializiranega s se-
gmentirano sliko brez ozadja nad podatkovnima zbirkama VOT2016 in DA-
VIS2016. SiamFCbo označuje sledilnik, inicializiran s sliko brez ozadja. Nmask
in Rmask prikazujeta rezultate natančnosti in robustnosti pri primerjavi mask,
Nbbox in Rbbox pa pri primerjavi očrtanih pravokotnikov.
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njegovih koles ne bomo več videli, posledično pa se sledilnik ne bo mogel več
zanašati na značilke koles. Prav tako se bo spremenila oblika stekel, ki jih
vidi sledilnik. Vidimo lahko, da bo zanesljivost sledilnika padla. Če se bo v
tistem trenutku mimo zapeljal avtomobil, ki ga bomo videli s strani, se lahko
zgodi, da bo prǐslo do zdrsa sledilnika in odpovedi sledenja.
S posodabljanjem predloge sledenja se skušamo znebiti te pomanjkljivosti
sledilnika. Pri SiamFC [3] pravijo, da so tudi sami preizkusili posodabljanje
sledilnika, ki pa ni privedel do bistvenega izbolǰsanja sledenja. Posledično
so se odločili proti posodabljanju predloge sledenja. Kljub temu smo se tudi
sami odločili testirati vpliv posodabljanja predloge na delovanje sledilnika
SiamFC.
Za posodabljanje predloge smo izbrali pristop, kjer smo predlogo posoda-
bljali tako, da smo združevali predlogo v dani sličici pt s predlogo iz preǰsnjih
sličic pt−1 po naslednji enačbi:
p = αpt−1 + (1− α)pt. (4.2)
Pri tem je parameter α imel vrednost 0, 95. Rezultati, dobljeni s posodablja-
njem predloge, so vidni v Tabeli 4.3. Vidimo lahko, da smo s posodabljanjem
predloge dobili nad podatkovno zbirko VOT2016 bistveno bolǰse rezultate.
Natančnost sledilnika se je sicer poslabšala pri primerjavi mask za 5, 27% in
pri primerjavi očrtanih pravokotnikov za 6, 11%. Zato pa se je robustnost
izbolǰsala za 69, 57% iz 1, 5333 na 1, 0667 pri primerjavi mask in za 68, 89%
iz 1, 5000 na 1, 0333 pri primerjavi očrtanih pravokotnikov. Nad podatkovno
zbirko DAVIS2016 je robustnost ostala enaka, natančnost pa se je pri pri-
merjavi mask izbolǰsala za 0, 20%, pri primerjavi očrtanih pravokotnikov pa
poslabšala za 1, 41%. Menimo, da razlog za veliko izbolǰsanje nad podat-
kovno zbirko VOT2016 leži v dejstvu, da so posnetki dolgi in da se objekt
sledenja v njih spreminja. S posodabljanjem predloge iskanja pa uspemo te
spremembe ujeti in preprečiti sledilniku zdrs, do katerega bi sicer prǐslo v
primeru, ko bi se objekt sledenja preveč spremenil glede na predlogo iskanja,
inicializirano v prvi sličici. Nasprotno pa pri podatkovni zbirki DAVIS2016
ne opazimo bistvene razlike v delovanju sledilnika, saj so posnetki kratki,
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Posodabljanje predloge
VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamFC 0,4451 1,5333 0,5563 1,5000
SiamFCp 0,3924 1,0667 0,4952 1,0333
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamFC 0,3667 0,0800 0,6484 0,0800
SiamFCp 0,3687 0,0800 0,6343 0,0800
Tabela 4.3: Rezultati navadnega sledilnika SiamFC s posodabljanjem
predloge iskanja nad podatkovnima zbirkama VOT2016 in DAVIS2016.
SiamFCp označuje sledilnik, inicializiran s sliko brez ozadja. Nmask in Rmask
prikazujeta rezultate natančnosti in robustnosti pri primerjavi mask, Nbbox
in Rbbox pa pri primerjavi očrtanih pravokotnikov.
objekti pa ne spremenijo svojega izgleda tako drastično kakor pri podatkovni
zbirki VOT2016. Zato posodabljanje predloge iskanja pri podatkovni zbirki
DAVIS2016 ne prispeva k izbolǰsanju sledilnika.
4.6 Vpliv strategije posodabljanja predloge
Po dobljenih obetajočih rezultatih navadnega sledilnika SiamFC smo se odločili
preizkusiti vpliv posodabljanja predloge iskanja tudi na sledilniku SiamDGC.
Tako kot prej smo tudi zdaj posodabljali predlogo z združevanjem predloge,
izračunane v trenutni sličici, s predlogo iz preǰsnjih sličic po (4.2), kjer je pa-
rameter α bil enak 0, 95. Preizkusili smo več različnih načinov: posodabljanje
samo v sličicah, ko je bila predloga, dobljena s segmentacijo, zanesljiveǰsa,
in posodabljanje po vsaki sličici; posodabljanje s slikami z ozadjem; poso-
dabljanje s slikami z odstranjenim ozadjem in mešano posodabljanje glede
na to, ali je zanesljiveǰsi rezultat dala segmentacija ali SiamFC. Ponovno pa
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smo preizkusili tudi primer, ko je bila inicializacijska predloga izračunana iz
slike z odstranjenim ozadjem.
4.6.1 Posodabljanje predloge z ozadjem
Najprej smo testirali sledilnik SiamDGC, pri katerem smo posodabljali pre-
dlogo, izračunano na osnovi slike z ozadjem. Testirali smo dve različici. Prva
je posodabljala predlogo le takrat, kadar je lokalizacija, dobljena s segmenta-
cijo, vrnila vǐsjo zanesljivost od rezultata lokalizacije SiamFC. Druga različica
pa je posodobila predlogo po vsaki sličici in za posodobitev predloge upora-
bila lokalizacijo, ki je imela v tisti sličici vǐsjo zanesljivost. Dobljene rezultate
lahko vidimo v Tabeli 4.4.
Vidimo lahko, da pri primerjavi sledilnika SiamDGCos, ki je posodabljal
predlogo samo, ko je bila segmentacija zanesljiveǰsa, in sledilnika SiamDGCov,
ki je posodabljal predlogo po vsaki sličici, ni bistvenih razlik. Verjetno zato,
ker same razlike med lokalizacijo iz SiamFC in posodobljeno lokalizacijo iz
segmentacije niso tako drastične. Pri podatkovni zbirki VOT2016 dobimo s
sledilnikom SiamDGCos najbolǰse rezultate naših testiranj, in sicer dosežemo
pri primerjanju mask natančnost enako 0, 5106 in robustnost enako 1, 0667,
kar predstavlja v primerjavi s sledilnikom SiamFCp izbolǰsanje natančnosti
za 11, 82% pri enaki robustnosti. Pri primerjanju očrtanih pravokotnikov pa
natančnost enako 0, 5578 in robustnost enako 0, 9500, kar v primerjavi s sle-
dilnikom SiamFCp predstavlja izbolǰsanje natančnosti za 6, 26% in izbolǰsanje
robustnosti za 8, 06%. Na podatkovni zbirki DAVIS2016 so rezultati sledil-
nika SiamDGCos bolǰsi od rezultatov sledilnika SiamFCp, a nekoliko slabši
kakor v sledilniku SiamDGC brez posodabljanja.
4.6.2 Posodabljanje predloge brez ozadja
V nadaljevanju smo nato testirali sledilnik SiamDGC, pri katerem smo pred
posodobitvijo predloge iz izrezane slike odstranili ozadje. Pri tem je bila ini-
cializacijska predloga izračunana nad sliko z ozadjem. Ponovno smo testirali
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Posodabljanje predloge z ozadjem
VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCos 0,5106 1,0667 0,5578 0,9500
SiamDGCov 0,4962 1,0667 0,5439 0,9500
SiamDGC 0,5080 1,6667 0,5586 1,5000
SiamFCp 0,3924 1,0667 0,4952 1,0333
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCos 0,6381 0,0800 0,7113 0,0600
SiamDGCov 0,6296 0,0600 0,6979 0,0600
SiamDGC 0,6322 0,0400 0,7086 0,0400
SiamFCp 0,3687 0,0800 0,6343 0,0800
Tabela 4.4: Rezultati sledilnika SiamDGC s posodabljanjem predloge is-
kanja nad podatkovnima zbirkama VOT2016 in DAVIS2016. Predloga je
izračunana na osnovi slike z ozadjem. SiamDGCos označuje sledilnik, ki se
mu predloga posodobi s sliko z ozadjem samo takrat, kadar vrne rezultat
segmentacije vǐsjo zanesljivost. SiamDGCov označuje sledilnik, ki se poso-
dobi po vsaki sličici (s sliko z ozadjem), z lokalizacijo, ki je imela večjo zane-
sljivost med rezultati SiamFC in rezultati segmentacije. SiamDGC prikazuje
sledilnik brez posodabljanja predloge iskanja, predstavljenega v Poglavju 4.4,
SiamFCp pa prikazuje sledilnik SiamFC (iz Poglavja 4.5.2) s posodabljanjem
predloge po vsaki sličici. Nmask in Rmask prikazujeta rezultate natančnosti
in robustnosti pri primerjavi mask, Nbbox in Rbbox pa pri primerjavi očrtanih
pravokotnikov.
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posodabljanje samo takrat, kadar je bila segmentacija zanesljiveǰsa in tudi
posodabljanje po vsaki sličici. Testirali smo tudi primer, ko je bila inici-
alizacijska predloga izračunana nad sliko brez ozadja in nato posodobljena
v sličicah, kjer je bila segmentacija zanesljiveǰsa. Dobljene rezultate lahko
vidimo v Tabeli 4.5.
Pri posodabljanju predloge z ozadjem ni bilo bistvene razlike med po-
sodabljanjem po vsaki sličici ali samo pri sličicah, kjer je bila segmentacija
zanesljiveǰsa. Tokrat pa lahko vidimo, da je pri obeh podatkovnih zbirkah
razlika velika. Posodabljanje v vsaki sličici nam vrne bistveno slabše re-
zultate. Vidimo torej, da je sistem za detekcijo zanesljivosti segmentacije
potreben. Prav tako je očitno, da je v fazi inicializacije prisotnost ozadja
pri izračunu predloge zelo pomembna. Če v Tabeli 4.5 primerjamo sledilnik
SiamDGCbs s sledilnikom SiamDGCbsi, je razlika med njima samo v iniciali-
zaciji, kjer pri prvem izračunamo predlogo nad sliko z ozadjem, pri drugem
pa nad sliko z odstranjenim ozadjem. Vse ostalo je enako. Dobljeni rezul-
tati sledenja obeh sledilnikov pa se nad obema podatkovnima zbirkama med
seboj zelo razlikujejo. Robustnost sledilnika, inicializiranega nad slikobrez
ozadja, močno upade. Robustnost pri primerjanju mask pade za 12, 20% z
1, 3667 na 1, 5333, pri primerjanju očrtanih pravokotnikov pa za 9, 70%, in
sicer z 1, 2000 na 1, 3167.
Nad podatkovno zbirko DAVIS2016 dobimo pri uporabi SiamDGCbs naj-
bolǰse rezultate v naših testih. V primerjavi s sledilnikom SiamFCp se na-
tančnost izbolǰsa za 27, 20%, in sicer z 0, 3687 na 0, 6407, robustnost pa za
75, 00% z 0, 0800 na 0, 0200 pri primerjavi mask. Pri primerjavi očrtanih
pravokotnikov pa se natančnost izbolǰsa za 7, 50%, in sicer z 0, 6343 na
0, 7102, robustnost pa za 75, 00% z 0, 0800 na 0, 0200. Robustnot sledil-
nika SiamDGCbs doseže vrednost 0, 0200, kar pomeni, da je nad celotno
podatkovno zbirko sledilnik odpovedal samo enkrat. Pri podatkovni zbirki
VOT2016 dobimo pri enakih pogojih slabše rezultate kakor pri posodablja-
nju z ozadjem. Razlog verjetno leži v tem, da je ozadje pri izračunu predlog
zelo pomembno ali pa v tem, da je segmentacija sledilnika SiamDGC nad
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Posodabljanje predloge brez ozadja
VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCbs 0,4902 1,3667 0,5436 1,200
SiamDGCbv 0,4851 1,4500 0,5328 1,3500
SiamDGCbsi 0,4905 1,5333 0,5314 1,3167
SiamDGC 0,5080 1,6667 0,5586 1,5000
SiamFCp 0,3924 1,0667 0,4952 1,0333
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCbs 0,6407 0,0200 0,7102 0,0200
SiamDGCbv 0,6433 0,0800 0,6997 0,0600
SiamDGCbsi 0,6181 0,1400 0,6717 0,1000
SiamDGC 0,6322 0,0400 0,7086 0,0400
SiamFCp 0,3687 0,0800 0,6343 0,0800
Tabela 4.5: Rezultati sledilnika SiamDGC s posodabljanjem predloge is-
kanja nad podatkovnima zbirkama VOT2016 in DAVIS2016. Predloga je
izračunana na osnovi slike brez ozadja. SiamDGCbs označuje sledilnik, ki
se mu predloga posodobi samo takrat, kadar vrne rezultat segmentacije
vǐsjo zanesljivost. SiamDGCbv označuje sledilnik, ki se posodobi vedno po
vsaki sličici, z lokalizacijo, ki je imela večjo zanesljivost med rezultatom
SiamFC in rezultatom segmentacije. SiamDGCbsi označuje sledilnik, ki je
tudi inicializiran s sliko brez ozadja in se mu nato predloga posodobi, ka-
dar ima segmentacija vǐsjo zanesljivost. SSiamDGC prikazuje sledilnik brez
posodabljanja predloge iskanja, predstavljenega v Poglavju 4.4, SiamFCp pa
prikazuje sledilnik SiamFC iz Poglavja 4.5.2 s posodabljanjem predloge z
ozadjem po vsaki sličici. Nmask in Rmask prikazujeta rezultate natančnosti
in robustnosti pri primerjavi mask, Nbbox in Rbbox pa pri primerjavi očrtanih
pravokotnikov.
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podatkovno zbirko VOT2016 zaradi slik z nizko ločljivostjo manj natančna
kakor nad podatkovno zbirko DAVIS2016.
4.6.3 Posodabljanje predloge brez in z ozadjem
Na koncu smo testirali še posodabljanje predloge, kjer je predloga bila inici-
alizirana z ozadjem in nato v vsaki sličici posodobljena z ozadjem ali brez,
odvisno od tega, ali je bil zanesljiveǰsi SiamFC ali segmentacija. Dobljene
rezultate vidimo v Tabeli 4.6. Pri podatkovni zbirki VOT2016 smo dobili
bolǰse rezultate kakor pri posodabljanju brez ozadja, a slabše kakor pri poso-
dabljanju z ozadjem. Pri podatkovni zbirki DAVIS2016 smo dobili podobne
rezultate kakor pri posodabljanju z ozadjem, a slabše kakor pri posodabljanju
brez ozadja.
4.6.4 Povzetek posodabljanja predloge
Pri posodabljanju predloge s slikami z ozadjem izgleda, da posodabljanje pre-
dloge po vsaki sličici ali le tedaj, ko ima segmentacija vǐsjo zanesljivost od
lokalizacije sledilnika SiamFC, nima bistvenega vpliva na delovanje sledilnika.
Če pomislimo, je to dokaj pričakovani rezultat, saj posodabljamo na osnovi
slik z ozadjem, razlika očrtanega pravokotnika iz sličice v sličico pa ni zelo
velika. Tudi ko segmentacija odpove, enostavno uporabimo očrtani pravoko-
tnik, dobljen iz lokalizacije s SiamFC, ki pa je že zelo dobra aproksimacija
objekta sledenja, saj se je posodobil na osnovi segmentacije iz preǰsnjih sličic.
Pri posodabljanju predloge s slikami z odstranjenim ozadjem pa je velika
razlika, ali posodabljamo predlogo po vsaki sličici ali le po sličicah, ko je se-
gmentacija zanesljiveǰsa od lokalizacije SiamFC. Pri posodabljanju po vsaki
sličici dobimo bistveno slabše rezultate. To smo tudi pričakovali, da se bo
zgodilo, saj v primerih, ko je lokalizacija SiamFC uspešneǰsa od segmentacije,
to pomeni, da je segmentacija v tisti sličici verjetno spodletela, in če posodo-
bimo predlogo s slabo segmentiranim objektom, samo poslabšamo predlogo
sledenja.
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Posodabljanje predloge mešano
VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCmv 0,4989 1,2333 0,5508 1,0833
SiamDGC 0,5080 1,6667 0,5586 1,5000
SiamFCp 0,3924 1,0667 0,4952 1,0333
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCmv 0,6434 0,0600 0,7059 0,0600
SiamDGC 0,6322 0,0400 0,7086 0,0400
SiamFCp 0,3687 0,0800 0,6343 0,0800
Tabela 4.6: Rezultati sledilnika SiamDGCmv z mešanim posodabljanjem
predloge iskanja nad podatkovnima zbirkama VOT2016 in DAVIS2016. V
primeru ko ima rezultat SiamFC večjo zanesljivost od rezultata segmentacije,
se predloga izračuna na osnovi slike z ozadjem. Sicer se izračuna na osnovi
slike z odstranjenim ozadjem. SiamDGC prikazuje sledilnik brez posodablja-
nja predloge iskanja iz Poglavja 4.4, SiamFCp pa prikazuje sledilnik SiamFC,
iz Podpoglavja 4.5.2, s posodabljanjem predloge po vsaki sličici. Nmask in
Rmask prikazujeta rezultate natančnosti in robustnosti pri primerjavi mask,
Nbbox in Rbbox pa pri primerjavi očrtanih pravokotnikov.
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Pri obeh podatkovnih zbirkah se rezultati mešanega posodabljanja, to-
rej posodabljanja z ozadjem, ko je lokalizacija uspešneǰsa, in posodabljanja
brez ozadja, ko je segmentacija uspešneǰsa, nahajajo nekje med posodablja-
njem brez oziroma z ozadjem. Opazili smo tudi, da je prisotnost ozadja pri
računanju predloge v fazi inicializacije zelo pomembna.
V Tabeli 4.7 lahko vidimo primerjavo prej omenjenih različnih metod po-
sodabljanja ozadja. Na primeru podatkovne zbirke VOT2016, kjer so video
posnetki z nižjo ločljivostjo, se najbolje obnese posodabljanje predloge s sli-
kami z ozadjem. V primerjavi s sledilnikom SiamFCp, ki posodablja predlogo
po vsaki sličici, dosežemo s sledilnikom SiamDGCos 11, 82% vǐsjo natančnost
pri primerjavi mask in 6, 26% vǐsjo natančnost pri primerjavi očrtanih pra-
vokotnikov. Kar se tiče robustnosti, dosežemo pri primerjavi mask enako
robustnost, to je 1, 0667, pri primerjavi očrtanih pravokotnikov pa se ro-
bustnost izbolǰsa za 8, 06% z 1, 0333 na 0, 9500. Na primeru podatkovne
zbirke DAVIS2016 z visoko ločljivimi video posnetki pa se najbolje obnese
metoda posodabljanja predloge, ki posodablja predlogo s slikami z odstranje-
nim ozadjem. V primerjavi s sledilnikom SiamFCp, dosežemo s sledilnikom
SiamDGCbs 27, 20% vǐsjo natančnost pri primerjavi mask in 7, 59% vǐsjo na-
tančnost pri primerjavi očrtanih pravokotnikov. Pri obeh primerjavah (tako
mask kakor tudi očrtanih pravokotnikov) dosežemo izbolǰsanje robustnosti za
75, 00%, in sicer z 0, 0800 na 0, 0200. Dobljeni rezultati nakazujejo, da bi od-
stranjevanje ozadja pri posodabljanju predloge pri sledenju v visoko ločljivih
video posnetkih lahko pripomoglo k preprečitvi, da se sledilnik nauči slediti
ozadju in s tem k izbolǰsanju sledenja.
4.7 Vpliv kanala lokalizacije v segmentaciji
Zastavili smo si še eno vprašanje, in sicer: ali naš kanal lokalizacije, to je
mapa odziva iz SiamFC dodana vhodni sliki kot peti kanal, sploh vpliva na
delovanje segmentacije? V ta namen smo izvedli dva poskusa. Pri prvem
poskusu smo kanal lokalizacije zamenjali s kanalom, ki je vseboval matriko
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Povzetek posodabljanja predloge
VOT2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCos 0,5106 1,0667 0,5578 0,9500
SiamDGCmv 0,4989 1,2333 0,5508 1,0833
SiamDGCbs 0,4902 1,3667 0,5436 1,2000
SiamFCp 0,3924 1,0667 0,4952 1,0333
DAVIS2016
Sledilnik Nmask Rmask Nbbox Rbbox
SiamDGCos 0,6381 0,0800 0,7113 0,0600
SiamDGCmv 0,6434 0,0600 0,7059 0,0600
SiamDGCbs 0,6407 0,0200 0,7102 0,0200
SiamFCp 0,3687 0,0800 0,6343 0,0800
Tabela 4.7: Skupni prikaz sledilnikov s posodabljanjem predloge iz preǰsnjih
podpoglavij. Nmask in Rmask prikazujeta rezultate natančnosti in robustno-
sti pri primerjavi mask, Nbbox in Rbbox pa pri primerjavi očrtanih pravoko-
tnikov. SiamDGCos označuje sledilnik, ki se mu predloga posodobi s sliko
z ozadjem samo takrat, kadar vrne rezultat segmentacije vǐsjo zanesljivost.
SiamDGCmv označuje sledilnik, ki se mu predloga posodablja mešano, torej
se posodobi s sliko z ozadjem takrat, kadar vrne SiamFC očrtani pravoko-
tnik z vǐsjo zanesljivostjo, in s sliko brez ozadja, kadar vrne segmentacija
očrtani pravokotnik z vǐsjo zanesljivostjo. SiamDGCbs označuje sledilnik, ki
se mu predloga posodobi s sliko brez ozadja samo takrat, kadar vrne rezultat
segmentacije vǐsjo zanesljivost. SiamFCp pa prikazuje sledilnik SiamFC iz
Poglavja 4.5.2 s posodabljanjem predloge po vsaki sličici.












Tabela 4.8: V tabeli so prikazani dobljeni rezultati testiranja vpliva petega
kanala na delovanje segmentacijske metode. Prikazani so rezultati primer-
jave mask nad podatkovnima zbirkama VOT2016 in DAVIS2016. SiamDGC
prikazuje sledilnik, ki uporablja lokalizacijo odziva SiamFC kot peti kanal
vhoda v segmentacijo. SiamDGCzeros prikazuje sledilnik, ki ima namesto ka-
nala lokalizacije matriko samih ničel. SiamFC+DGC prikazuje sledilnik, ki
za segmentacijsko metodo uporablja originalni Deep GrabCut.
velikosti 300×300 iz samih ničel. Pri drugem poskusu pa smo zamenjali našo
segmentacijsko metodo z originalno metodo Deep GrabCut [9]. Obe metodi
smo testirali nad podatkovnima zbirkama VOT2016 in DAVIS2016 enako
kakor metodo SiamDGC. Dobljene rezultate obeh poskusov lahko vidimo v
Tabeli 4.8.
Pri ročnem pregledu metode, ki je kanal lokalizacije nadomestila z matriko
samih ničel (od sedaj SiamDGCzeros), smo opazili, da na določenih primerih
sledenja deluje še vedno dobro, na določenih pa popolnoma odpove. Takšen
primer lahko vidimo na Sliki 4.12.
Pri ročnem pregledu metode, ki je za segmentacijo uporabljala originalno
metodo Deep GrabCut (od sedaj SiamFC+DGC), smo opazili, da tudi na
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Slika 4.12: Zamenjava kanala lokalizacije z matriko samih ničel. Na sliki
v obeh vrsticah vidimo isto sličico. Tarča sledenja je ladja. V prvi vrstici
vidimo sledilnik SiamDGCzeros, v drugi vrstici pa sledilnik SiamDGC. V pr-
vem stolpcu vidimo izrezano sliko, ki jo pošljemo v segmentacijo, v drugem
stolpcu vidimo kanal lokalizacije, v tretjem stolpcu pa vidimo rezultat se-
gmentacije, skaliran na originalno sličico video posnetka.
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Slika 4.13: Dodatek kanala lokalizacije segmentacijski metodi. Na sliki v
obeh vrsticah vidimo isto sličico. Tarča sledenja je kolesar, ki izgine s slike
in se nato ponovno pojavi. V prvi vrstici vidimo sledilnik SiamFC+DGC,
ki uporablja originalno metodo Deep GrabCut, v drugi vrstici pa sledilnik
SiamDGC. V prvem stolpcu vidimo izrezano sliko, ki jo pošljemo v segmenta-
cijo, v drugem stolpcu vidimo kanal lokalizacije, v tretjem stolpcu pa vidimo
rezultat segmentacije, skaliran na originalno sličico video posnetka.
nekaterih primerih deluje dobro. Pogosto pa se zgodi, da ne ve točno, kaj
mora segmentirati, takrat pa segmentira poleg tarče sledenja še dele ozadja.
Posledično ji čez čas naraste skala, uporabljena za sledenje s SiamFC in prične
segmentirati kar celotno sliko. Takšen primer lahko vidimo na Sliki 4.13,
kjer je prikazano sledenje kolesarju. Ko kolesar zapelje izven sličice, prične
SiamFC+DGC segmentirati vedno večjo površino ozadja, dokler ne začne čez
čas segmentirati celotne slike in vračati segmentacijsko masko enako celotni
sliki.
Na Sliki 4.14 lahko vidimo še en primer spodletele segmentacije s sledilni-
koma SiamDGCzeros in SiamFC+DGC. Pri tem je razlika v velikosti vhodne
slike v segmentacijo rezultat spremembe skale, do katere pride čez čas zaradi
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Slika 4.14: Vpliv kanala lokalizacije na segmentacijo. Na sliki vidimo v vseh
treh vrsticah isto sličico. Tarča sledenja je knjiga, ki jo drži v rokah. V prvi
vrstici vidimo sledilnik SiamDGC, v drugi vrstici sledilnik SiamDGCzeros in v
tretji vrstici sledilnik SiamFC+DGC. V prvem stolpcu vidimo izrezano sliko,
ki jo pošljemo v segmentacijo, v drugem stolpcu vidimo kanal lokalizacije, v
tretjem stolpcu pa vidimo rezultat segmentacije, skaliran na originalno sličico
video posnetka. Razlike v slikah v prvem stolpcu so rezultat napačne skale,
do katere je prǐslo kot posledica slabe segmentacije.
preobširne segmentacijske maske.
Tudi pri pregledu rezultatov v Tabeli 4.8 lahko vidimo, da SiamDGC
doseže bistveno bolǰse rezultate od preostalih dveh metod. Izjema je le Si-
amFC+DGC na podatkovni zbirki DAVIS2016, kjer doseže robustnost enako
0, 0200 in s tem prekosi SiamDGC. A to je rezultat razširitve segmentacijske
maske čez celotno sliko. Zato tudi ima SiamFC+DGC nižjo natančnost. Pri
primerjavi s sledilnikom SiamFC+DGC pa je treba še omeniti, da sta bili
metodi učeni z različnima podatkovnima zbirkama, kar lahko tudi vpliva na
delovanje segmentacije.
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Poglavje 5
Sklepne ugotovitve
V magistrskem delu smo razvili nov sledilnik, ki združuje dobre lastnosti
klasičnih sledilnikov s pravokotnimi regijami in dobre lastnosti segmentacij-
skih modelov za natančno segmentacijo. V ta namen smo vzeli po številnih
različnih merilih najbolǰsi sledilnik iz leta 2016, tj. sledilnik SiamFC [3], ki pa
ima kljub svoji naprednosti probleme pri sledenju objektom, ki so slabo apro-
ksimirani z očrtanimi pravokotniki. Ta problem smo poskusili rešiti z upo-
rabo napredne metode Deep GrabCut [9], ki je sposobna zanesljive segmenta-
cije tudi ob slabi inicializaciji objekta. Metodo Deep GrabCut smo prilagodili
tako, da je vzela kot vhod še izhodno mapo SiamFC, ki je označevala podob-
nost slike izračunani predlogi iskanega objekta. Po testiranju obeh sledilnikov
smo prǐsli do ugotovitev, da za problem sledenja s segmentacijo potrebujemo
video posnetke v visoki ločljivosti. Pri posnetkih z nizko ločljivostjo je se-
gmentacija namreč manj zanesljiva in lahko v določenih primerih tudi od-
pove. To lahko sledilniku povzroči nove težave. Nizka ločljivost lahko recimo
privede do segmentacije bolj jasnega ozadja namesto objekta sledenja, raz-
mazanega zaradi hitrega premika, ali pa do vračanja netočne segmentacijske
maske zaradi nejasno določenih robov objekta, kar nato nekako razvrednoti
čas in procesorko moč, ki smo jo porabili za izračun segmentacijske maske.
V nasprotju s trditvijo v [3], da posodabljanje predloge sledenja ne pri-
speva bistvenih izbolǰsav, smo preko lastnih poskusov prǐsli do zaključka,
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da je posodabljanje predloge sledenja bistvenega pomena pri sledenju objek-
tom, ki se jim izgled med sledenjem spreminja. Testirali smo tudi prisotnost
ozadja v slikah pri računanju predloge sledenja in prǐsli do zaključka, da
je prisotnost ozadja v sliki pri izračunu predloge sledenja v fazi inicializa-
cije zelo pomembna, v primeru odstranitve ozadja pa se zanesljivost sledil-
nika zelo poslabša. Kar se tiče prisotnosti ozadja v slikah pri posodabljanju
predloge v fazi sledenja, pa ugotavljamo, da je odvisno od ločljivosti video
posnetka. Pri video posnetkih z nižjo ločljivostjo, ko je segmentacija manj
zanesljiva, je bolje posodabljati s slikami z ozadjem. Pri video posnetkih z
visoko ločljivostjo slik pa ugotavljamo, da odstranjevanje ozadja pri posoda-
bljanju predloge lahko prispeva k zanesljiveǰsemu sledenju. Pri tem pristopu
pa potrebujemo še neko merilo, ki bo ocenilo zanesljivost segmentacije, saj
se zanesljivost predloge v primeru, da jo posodobimo s slabo segmentirano
sliko, lahko poslabša.
Z dodatkom posodabljanja predloge pri navadnem sledilniku SiamFC do-
bimo novi sledilnik SiamFCp, ki izbolǰsa robustnost sledenja navadnega sle-
dilnika SiamFC na podatkovni zbirki VOT2016, in sicer za 69, 57% pri pri-
merjavi mask in za 68, 89% pri primerjavi očrtanih pravokotnikov. Pri tem
se natančnost sledilnika pri primerjavi mask poslabša za 5, 27% in pri pri-
merjavi očrtanih pravokotnikov za 6, 11%. Na podatkovni zbirki DAVIS2016
ostane robustnost enaka, tako pri primerjavi mask kakor tudi pri primerjavi
očrtanih pravokotnikov. Pri tem se natančnost pri primerjavi mask izbolǰsa
za 0, 20%, pri primerjavi očrtanih pravokotnikov pa se poslabša za 1, 41%.
Sledilnik SiamDGCos nato (v primerjavi s prej omenjenim sledilnikom
SiamFCp) na podatkovni zbirki VOT2016 izbolǰsa natančnost za 11, 82% pri
primerjavi mask in za 6, 26% pri primerjavi očrtanih pravokotnikov. Pri tem
ostane robustnost pri primerjavi mask enaka, pri primerjavi očrtanih pravo-
kotnikov pa se izbolǰsa za 8, 06%. Pri uporabi sledilnika SiamDGCbs dobimo
(v primerjavi s sledilnikom SiamFCp) na podatkovni zbirki DAVIS2016 iz-
bolǰsanje natančnosti za 27, 20% pri primerjavi mask in za 7, 59% pri primer-
javi očrtanih pravokotnikov. Pri tem se robustnost v obeh primerih izbolǰsa
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za 75, 00%.
5.1 Nadaljnje delo
Problem metode segmentacije v sledilniku SiamDGC je, da je prehod skozi
mrežo počasen in traja 0,27 sekunde (na grafični kartici NVIDIA GTX 1060
6GB), kar močno upočasni delovanje sledilnika. Zato bi bilo treba raziskati
kakšno drugo arhitekturo mreže, ki bi potencialno delovala hitreje. V ta
namen smo preizkusili arhitekturo mreže U-Net [39], jo učili nekaj dni in nato
testirali hitrost njenega delovanja. Uporaba arhitekture U-Net je pospešila
prehod skozi mrežo na 0,03 sekunde. Preizkusili smo tudi njeno delovanje
nad podatkovnima zbirkama VOT2016 in DAVIS2016, a dobljeni rezultati
so bili slabi. Segmentacija je delovala, a ni bila tako natančna kakor z mrežo
ResNet50. Tu pa je treba upoštevati dejstvo, da smo v primerjavi z mrežo
ResNet50, ki smo jo učili približno 30 dni, mrežo U-Net učili samo tri dni.
V nadaljnjem delu bi bilo tako zanimivo dokončno naučiti mrežo U-Net in
preveriti, ali je kljub bistveno hitreǰsemu delovanju in manǰsemu številu slojev
ter parametrov sposobna tako zanesljive segmentacije kakor mreža ResNet50.
Zanimivo bi bilo tudi dodati več ozadja okoli objekta v fazi segmentacije,
da bi s tem morda poskusili preprečiti popolne zdrse sledilnika, ko dobimo
v segmentacijo sliko, ki ne vsebuje več objekta sledenja. To pa bi privedlo
do novega problema, in sicer bi objekt segmentacije postal bistveno manǰsi,
kar bi otežilo segmentacijo. Lahko bi sicer povečali velikost vhodne slike in s
tem rešili problem manǰsega objekta, a spet bi se pojavil problem počasneǰse
segmentacije. Zanimivo bi bilo tudi preizkusiti združitev segmentacije in
sledenja v skupno mrežo, kar bi potencialno prispevalo k bolǰsemu poznava-
nju objekta sledenja v fazi segmentacije, s tem pa potencialno natančneǰso
segmentacijo.
Postavlja se tudi vprašanje, ali nam je segmentacija objekta sledenja za-
res potrebna. Morda nam ni in potrebujemo segmentacijo samo za gene-
racijo očrtanega pravokotnika, ki natančneje določa objekt sledenja. V tem
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primeru bi lahko počasno in s parametri požrešno metodo segmentacije nado-
mestili s kakšno hitreǰso in ceneǰso metodo natančnega prileganja očrtanega
pravokotnika. Morda pa segmentacijo zares potrebujemo, recimo za odstra-
njevanje ozadja od objekta v fazi posodabljanja predloge. Zanimivo bi bilo
posledično tudi preveriti na še kakšni podatkovni zbirki z video posnetki v
visoki ločljivosti, ali odstranjevanje ozadja v fazi posodabljanja predloge res
prispeva k bolǰsemu delovanju sledilnika; torej preveriti, ali je bilo izbolǰsanje
nad podatkovno zbirko DAVIS2016 samo naključje, rezultat enostavnih pri-
merov sledenja, ali posledica posodabljanja predloge, iz katere smo odstranili
ozadje in s tem preprečili sledilniku, da se ozadju nauči slediti.
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