An impurity measures I : R d → R + is a function that assigns a d-dimensional vector v to a non-negative value I(v) so that the more homogeneous v, with respect to the values of its coordinates, the larger its impurity. A well known example of impurity measures is the Entropy impurity. We study the problem of clustering based on impurity measures. Let V be a collection of n many d-dimensional vectors with non-negative components. Given V and an impurity measure I, the goal is to find a partition P of V into k groups V 1 , . . . , V k so as to minimize the sum of the impurities of the groups in P, i.e., I(P) =
Introduction
Data clustering is a fundamental tool that is commonly used to reduce the computational resources required to analyse large datasets. For a recent comprehensive description of different clustering methods and their applications we refer to [15] . In general, clustering is the problem of partitioning a set of items so that, in the output partition, similar items are grouped together and dissimilar items are separated. When the items are represented as vectors that correspond to frequency counts or probability distributions, many clustering algorithms rely on so called impurity measures (e.g. entropy) that estimate the dissimilarity of a group of items. In a simple example of this setting a company may want to group users according to their taste for different genres of movies. Each user u is represented by a vector, where the value of the ith component counts the number of times u watched movies from genre i. To evaluate the dissimilarity of a group of users we calculate the impurity of the sum of their associated vectors and then we select the partition for which the sum of the dissimilarities of its groups is minimum. The problem of clustering based on impurity measures is the central theme of this paper.
Problem Description. An impurity measures I : v ∈ R d → I(v) ∈ R + is a function that assigns a vector v to a non-negative value I(v) so that the more homogeneous v, with respect to the values of its coordinates, the larger its impurity. One of the most popular/studied impurity measures is based on the Shannon Entropy
In the Partition with Minimum Weighted Impurity Problem (PMWIP), we are given a collection of n many d-dimensional vectors V ⊂ R d with non-negative components and we are also given an impurity measure I. The goal is to find a partition P of V into k disjoint groups of vectors V 1 , . . . , V k so as to minimize the sum of the impurities of the groups in P, i.e.,
In this paper, our focus is on the Entropy impurity I Ent as defined above. We use PMWIP Ent to refer to PMWIP with impurity measure I Ent .
PMWIP Ent is closely related to the M T C KL [9] , the problem of clustering a set of n probability distributions into k groups minimizing the total Kullback-Leibler (KL) divergence from the distributions to the centroids of their assigned groups. Mathematically, we are given a set of n points p (1) , . . . , p (n) , corresponding to probability distributions, and a positive integer k. The goal is to find a partition of the points into k groups V 1 , . . . , V k and a centroid c (i) for each group V i such that
is minimized, where KL(p, q) = d j=1 p j ln(p j /q j ) is the Kullback-Leibler divergence between points p and q.
It is known that in the optimal solution for each i = 1, . . . k the centroid c (i) = (c
. Thus, M T C KL is equivalent to the problem of finding a partition that minimizes
Therefore, the optimal solution of M T C KL is equal to the optimal one of the particular case of PMWIP Ent in which v i = p i for i = 1, . . . , n. While their optimal solutions match in this case, PMWIP Ent and M T C KL differ in terms of approximation since the objective function for M T C KL has an additional constant term − n i=1 I Ent (p (i) ) so that an α-approximation for M CT KL problem implies an α-approximation for PMWIP Ent while the converse is not necessarily true.
Why clustering based on impurity measures? This kind of clustering is used in a number of relevant application as: (i) attribute selection during the construction of random forest/decision trees [7, 8, 11, 13, 19] ; (ii) clustering of words based on their distribution over a text collection for improving classification tasks [6, 14] and (iii) quantization of memoryless channels/design of polar codes [22, 18, 17, 21, 20] .
An interesting application, also mentioned in [9, 4] , is the compression of a large collection of n short files (e.g. tweets) using entropy encoding (e.g. Huffman or Arithmetic coding). Compressing each file individually would incur a huge overhead since we would need to store the compression model (e.g. alphabet + codewords) for each of them. Thus, a natural idea is to cluster them into k ≪ n groups and then compress files in the same cluster using the same model. This is basically the PMWIP Ent since it is possible to generate encodings for probability distributions whose sizes are arbitrarily close their Shannon entropy, so that the objective function in (1) is the total size of the compressed collection ignoring the compression model for each of the clusters. This scenario also illustrates the importance of the weights in the formulation of PMWIP -they correspond to the size of the files.
Despite of its wide use in relevant applications, clustering being a fundamental problem and entropy being the most important measure in Information Theory as well as quite relevant in Machine Learning, the current understanding of PMWIP from the perspective of approximation algorithms is very limited as we detail further. This contrasts with what is known for clustering in metric spaces where the gap between the ratios achieved by the best known algorithms and the largest known inapproximability factors, assuming P = N P , are somehow tight (see [5] and references therein). Our study contributes to reducing this gap of knowledge.
Our Results and Techniques. Our main contribution is a proof that PMWIP Ent is APX-Hard even for the case where all vectors have the same ℓ 1 -norm, which also implies that M T C KL is APX-hard. Our proof relies on a connection between vertex covers and star decompositions in cubic graphs which we believe could be of independent interest. Related Work. There has been some theoretical study on M T C KL and PMWIP Ent [9, 3, 1, 4, 2, 19] . In terms of computational complexity, Chaudhuri and McGregor [9] proved that the variant of M T C KL where the centroids must be chosen from the input probability distributions is NPComplete. The NP-Hardness of M T C KL , that remained open in [9] , was established in Ackermann et. al. [2] , where it is also mentioned that the APX-hardness of k-means in R 2 would imply the same kind of hardness for M T C KL . However, it is not known whether the former is APX-Hard. Our result provides an important progress in this line of investigation since it establishes the APXhardness of M T C KL . We shall mention that, in terms of restricted instances, one of the authors proved recently that PMWIP Ent is N P -Complete, even when k = 2, via a simple reduction from Partition [19] .
In terms of algorithms, [9] presents an O(log n) approximation for M T C KL . Under the additional assumption that every element of every probability distribution is larger than a constant, Ackermann et. al. [3, 1, 4] 
By using similar assumptions on the components of the input probability distributions, Jegelka et. al. [16] show that Lloyds K-means algorithm-which also has an exponential time worst case complexity [23] -obtains an O(log k) approximation for M T C KL . For PMWIP Ent , an O(log 2 min{k, d}) is presented in [12] .
Hardness of Approximation of PMWIP Ent
The goal of this section is to establish our main result.
Theorem 1. PMWIP Ent is APX-Hard.
We start with the definition of a gap decision problem associated with the minimum vertex cover problem on bounded degree graphs. given a set of vectors U , an integer k, and a value k ′ , decide whether there exists a k-clustering
We will use the following result from the proof of [10, Theorems 17 and 19] as the basis for a gap-preserving reduction from Minimum Vertex Cover in Cubic Graphs to PMWIP Ent , which will in turn imply APX-hardness of the latter problem.
Theorem 2. For some constants ǫ > 0 the ǫ-Gap-MinVC-3 is NP-hard.
We will use the following definition of a (constant) gap-preserving reduction: Definition 3. Let A, B be minimization problems. A gap-preserving reduction from A to B is a polynomial time algorithm that, given an instance x of A and a value k, produces an instance y of B and a value k ′ such that there exists constants ǫ, η > 0 for which
The reduction. Given a cubic graph G = (V = {v 1 , . . . , v n }, E), with |E| = m, we can construct (in polynomial time) a set of m n-dimensional binary vectors U = {v e | e ∈ E} ⊆ {0, 1} n by stipulating that if e = (v i , v j ) then only the i-th and j-th components of v e are 1 and all others are 0.
In what follows, for a set of vectors C ⊆ U we use I Ent (C) to denote the impurity of C, that is, I Ent (C) = I Ent ( v∈C v).
We will find it convenient to visualize vectors in U in terms of their corresponding edges. For a subset of C ⊆ U we will say that C is a p-star if the corresponding set of edges form a star in G, i.e., if |C| = p and there exists a coordinate j ∈ [n] such that for each vectors v e ∈ C the jth components of v e is 1. By directly applying the definition of the impurity I Ent we have the following.
We also have that p-stars are sets of p edges of minimum impurity as recorded in the following fact.
Fact 2. Let C ⊆ U be a set of p edges. Then I Ent (C) ≥ 2p + p log p.
Proof. Let d C (v) be the number of edges of C incident in v. Then, we have
where H() denotes the Shannon entropy. By the concavity of H(), we have that the minimum of the entropy appearing on rights hand side of (6) is attained when the maximum possible mass is concentrate in one component, i.e.,
The desired result now follows by noticing that the entropy on the right hand side of (7) is equal to 1 + 1 2 log p.
The following lemma, which is key for our development, relates minimal vertex covers with star decompositions in cubic graphs. This result might be of independent interest. and add it to D i j so that v i j becomes a vertex of type 2. After repeating this for each cycle, we have that for all j, the set D j has cardinality 2 or 3. Moreover, by construction, we also have
Then, the clustering C = {C 1 , . . . , C k } where C i = {v e | e ∈ D i }, satisfies the claim. The consequence of the last corollary is that setting k ′ = 6k + 3(m − 2k) log 3 we have that the reduction described above satisfies property 1 in Definition 3.
Preservation of the Gap
We want to show that when the minimum vertex cover of the graph G has size at least k(1 + ǫ) then the impurity of every k-clustering is at least a constant times larger than 6k + 3(|U |− 2k) log 3, which is the impurity of the clustering in Corollary 1, which exists when the minimum vertex cover of G has cardinality ≤ k. This will imply that our reduction satisfies also the second property in Definition 3.
In the following, C will denote a clustering of minimum impurity for the instance of PMWIP Ent obtained via the reduction, when, for some constant ǫ > 0, the size of the minimum vertex cover for G is at least k(1 + ǫ).
We will use the following notation to describe such a clustering C of minimum impurity.
• a: number of clusters in C consisting of a 3-star; we refer to these clusters as the a-group of clusters;
• b: number of clusters in C consisting of a 2-star; we refer to these clusters as the b-group of clusters;
• c: number of cluster in C consisting of a 1-star (single edge); we refer to these clusters as the c-group of clusters;
• d: number of clusters in C consisting of 2 edges without common vertex (2-matching); we refer to these clusters as the d-group of clusters;
• e: number of remaining clusters in C; we refer to these clusters as the e-group of clusters;
• q: number of edges in the e-group of clusters.
In the definitions above the letters a, b, c, d and e are used to denote both the size and the type of a group of clusters. We believe this overloaded notation helps the readability.
The following proposition will be useful in our analysis. Proposition 1. Let x ≥ 2 and let n 1 ,n 2 be positive integers. We have that n 1 (2x + x log x) + n 2 (2(x + 1) + (x + 1) log(x + 1)) ≥ (n 1 + n 2 )(2x + x log x), where x = (n 1 x + n 2 (x + 1))/(n 1 + n 2 ).
Proof. It is enough to prove that
This inequality follows from Jensen inequality since f (x) = x log x is convex in the interval [ 
2, ∞]
The next two propositions give lower bounds on the sum of the impurities of the clusters in the e-group. Proposition 2. The total impurity of the clusters in the e-group is at least 2q + q/e log(q/e).
Proof. Let C 1 , . . . , C e be the clusters in the e-group. Note that each one of these clusters has cardinality ≥ 3. Let p = ⌊q/e⌋. Then, we have p ≥ 3. Suppose that there exist clusters C i , C j such that |C i | = x and |C j | = y with y > x + 1. Let C ′ i be an (x + 1)-star and C ′ j be a (y − 1)-star, then we have I Ent (C i ) + I Ent (C j ) ≥ 2x + x log x + 2y + y log y ≥ 2(x + 1) + (x + 1) log(x + 1) + 2(y − 1) + (y − 1) log(y − 1)
where the first inequality follows from Fact 2, the second inequality holds true for each 3 ≤ x ≤ y −2 and the last inequality follows from Fact 1.
The above inequality says that if we replace C i , C j with C ′ i , C ′ j , the impurity of the resulting set of e clusters is not larger than the impurity of the original e-group. Moreover, the total number of edges has not changed. By repeated application of such a replacement we eventually obtain a group of e clustersC = {C 1 , . . . ,C e } each of cardinality p or p + 1 and containing in total e edges and such that i=1 I Ent (C i ) ≥ i=1 I Ent (C i ). In particular, the total impurity of such clusters is not larger than the total impurity of the original e clusters. Note that these new e clusters need not exist and are only used here for the sake of the analysis.
Let n 1 be the number of clusters inC with p edges and n 2 be the number of clusters inC with p + 1 edges and let p = n 1 p+n 2 (p+1) n 1 +n 2
. Then, q = n 1 p + n 2 (p + 1) and e = n 1 + n 2 , hence p = q/e. Finally, by applying Proposition 1, we have the desired result:
We say that C is an S-structure if it correspond to a set of 3 edges, of which two form a 2-star and the third one is not incident to any one of the first two edges. Moreover, we say that C is a 3-path structure if it corresponds to a set of 3 edges forming a path.
Fact 3. The impurity of a 3-path structure is 2 + 6 log 3, the impurity of a S-structure is 4 + 6 log 3 and the impurity of a cluster corresponding to 3 disjoint edges is 6 + 6 log 3. Proposition 3. If q < 4e then the total impurity of the clusters in the e-group is lower bounded by the impurity of a partition of q edges into e sets, each of which is either a 4-star or a 3-path structure.
Proof. First we consider two simple cases. In the first one no cluster in the e-group has cardinality larger than 3. In this case, all clusters have cardinality 3 and the result holds since Fact 3 assures that the impurity of each of these clusters can be lower bounded by the impurity of a 3−path cluster. In the second case, all clusters in the e-group, with more than three edges, are 4 stars. Again, we can establish the result by using the same reasoning.
In the most interesting case there is a cluster C in the e-group with cardinality r ≥ 4 that does not correspond to a 4−star. In this case, there exist r −3 clusters of cardinality 3 in the e-group, for otherwise the average cardinality would be ≥ 4, violating the assumption q < 4e. Let D 1 , . . . D r−3 be these clusters. Moreover, let C ′ be a 3-path structure and D ′ 1 , . . . D ′ r−3 be 4-stars. We have
Furthermore, by definition clusters of cardinality 3 that are in the e-group are not 3-stars. Thus, by Fact 3 we have that for each i = 1, . . . r − 3, it holds that I Ent (D i ) ≥ 2 + 6 log 3 and by Fact 2, it holds that I Ent (C) ≥ 2r + r log r. Then
I Ent (D j ) ≥ 2r + r log r + (r − 3) (2 + 6 log 3)
≥ (2 + 6 log 3) + 16(r − 3)
where the second inequality holds for each r ≥ 4. The above inequalities together with (8) say that if we replace C, D 1 , . . . D r−3 with C ′ , D ′ 1 , . . . D ′ r−3 , the impurity of the resulting set of e clusters is not larger than the impurity of the original set of e clusters. Moreover, the total number of edges does not change. By repeated application of such a replacement we eventually obtain a group of e clustersC = {C 1 , . . . ,C e } each of which is either a 3-path structure of a 4-star. Moreover, these clusters contain in total e edges and
e., the total impurity of the new clusters 1 is not larger than the total impurity of the original e clusters. The proof is complete. Proof. If it does not hold we could construct a vertex cover of size smaller than k(1 + ǫ) by selecting a vertex to cover the edges of the 3-stars, b vertices to cover the edges of the b stars and one vertex per edge of the other clusters. The number of edges in these other clusters is c + 2d + q. Hence, we must have a + b + c + 2d + q ≥ k(1 + ǫ). Since a + b ≤ k we conclude that c + d + 2q ≥ kǫ, so that
Let C (k) denote the clustering only consisting of 2-stars and 3-stars described in Lemma 1 and Corollary 1, which exists when the minimum vertex cover of the graph G has size ≤ k. We also refer to this clustering as the k-cover clustering.
We will now show that, if the minimum size of a vertex cover for G is at least k(1 + ǫ) then the impurity of the minimum impurity clustering C (for the instance obtained via the reduction) is at least a constant factor larger than the impurity of C (k) .
Lemma 2. Let G = (V, E) be a cubic graph and U be a corresponding set of vectors obtained by the reduction described above. If every vertex cover in G has size ≥ k(1 + ǫ), then there exists a constant η > 0 such that every k-clustering
Proof. Recall the definition of the parameters a, b, c, d, e, q, regarding the minimum impurity kclustering C. We split our analysis into two cases according whether 3k − m, which is the number of 2-stars in C (k) , is smaller than b + d, the number of clusters of C with 2 edges, or not.
. We can write the impurity of the k-cover clustering C (k) as I Ent (C (k) ) = (6 + 3 log 3)a + (6 + 3 log 3)z + 6(3k − m).
Let p = q/e. Then, lower bounding the impurity of the clusters in the e-group as in Proposition 2, we have that the impurity of C satisfies I Ent (C) ≥ (6 + 3 log 3)a + 2c + 8d + 6b + (p log p + 2p)e.
Therefore,
Summing up the edges in the clusters, we have that 2z +pe+c = 3(z +c+e), hence z = (p−3)e−2c Thus,
≥ (2 + 6 log 3)c + 2d + (p log p + (2 − 3 log 3)p + 9 log 3)e
= (2 + 6 log 3)c + 2d + (log p + (2 − 3 log 3) + 9 log 3/p)q (10)
where inequality (10)- (11) follows because the global minimum of log p + (2 − 3 log 3) + 9 log 3/p is larger than 1.99 and inequality (11)- (12) follows from Proposition 4. Since I Ent (C (k) ) ≤ k(6 + 3 log 3), the impurity of the clustering C is a constant factor larger than the impurity of C (k) .
We further split this case into two subcases according to whether the average size of the clusters in the e-group is at least four or smaller than four. We can write the impurity of the k-cover clustering C (k) as I Ent (C (k) ) = (6 + 3 log 3)a + (6 + 3 log 3)y + 6b + 6d + 6z.
Since y + z = (c + e) and 3y + 2z = pe + c we get that y = (p − 2)e − c and z = 2c + (3 − p)e. Thus, I Ent (C (k) ) = (6 + 3 log 3)a + (p − 2)(6 + 3 log 3)e − (6 + 3 log 3)c + 6b + 6d + 12c + 6(3 − p)e = (6 + 3 log 3)a + [(3 log 3)p + 6(1 − log 3)]e + 6b + 6d + (6 − 3 log 3)c.
The impurity of C is given by I Ent (C) ≥ (6 + 3 log 3)a + 6b + 2c + 8d + (p log p + 2p)e Therefore, we have
= (3 log 3 − 4)c + 2d + (log p + (2 − 3 log 3) + 6(log 3 − 1)/p)q (14)
≥ (1.25 − 0.75 log 3)kǫ (16) where the inequality (14) holds because function f (x) = log x + 6(log 3 − 1)/x is increasing in the interval [4, ∞] . The last inequality follows from Proposition 4. Since I Ent (C (k) ) ≤ k(6 + 3 log 3), the impurity of the clustering C is at least constant factor larger than the impurity of C (k) .
Because of the assumption q < 4e, by Proposition 3, the sum of the impurities of the clusters in the e-group can be lower bounded by the sum of the impurities of a set of e clusters such that each of them is either a 3-path structure or a 4-star. Let x be the number of 3-path structures in this group, hence (e − x) is the number of 4-stars in this same group.
Since both C (k) and C have the same number of clusters, we have
Since the total number of edges in the clusters is the same we also have c + 3x + 4(e − x) = 2z + 3y.
From these equalities we have that z = 2c − (e − x). Therefore, we can write the impurity of the clustering C (k) as follows I Ent (C (k) ) = 6(b + d) + 6z + (6 + 3 log 3)(a + c + e − z).
On the other hand, for the impurity of C we have I Ent (C) ≥ 6b + 8d + a(6 + 3 log 3) + 2c + 16(e − x) + (2 + 6 log 3)x.
Therefore, we have I Ent (C) − I Ent (C (k) ) ≥ 2d + 2c − (6 + 3 log 3)(c + e − z) − 6z + 16(e − x) + (2 + 6 log 3)x (17) = 2d − (4 + 3 log 3)c − (6 + 3 log 3)e + (3 log 3)z + (2 + 6 log 3)x +16(e − x)
= 2d + (3 log 3 − 4)c − (6 + 6 log 3)e + (2 + 9 log 3)x + 16(e − x)
= 2d + (3 log 3 − 4)c + (10 − 6 log 3)e + (9 log 3 − 14)x (20)
≥ 2d + (3 log 3 − 4)c + (10 − 6 log 3)q/4 ≥ 10 − 6 log 3 4 (d + c + q)
≥ 10 − 6 log 3 8 kǫ,
where (19) follows from (18) using z = 2c − e + x, the last but first inequality holds by q < 4e and the last inequality follows from Proposition 4. Since I Ent (C (k) ) ≤ k(6 + 3 log 3), the impurity of the clustering C is a constant factor larger than the impurity of the k-cover cluster C (k) .
As a result of the above case based analysis, setting η = ǫ × (6 + 3 log 3) × min 0.49, 5 − 3 log 3 4 , 10 − 6 log 3 8 ,
we have I Ent (C) ≥ I Ent (C (k) )(1 + η), as desired.
Proof of Theorem 1. We have shown that for every ǫ > 0 there exists an η > 0 such that for every instance (G = (V, E), k) of ǫ-Gap-MinVC-3, setting k ′ = 6k + 3(|E| − 2k) log 3 the instance (U, k, k ′ ) of η-Gap-PMWIP Ent produced according to our reduction is such that if G has a vertex cover of size ≤ k then U has a k-clustering of impurity ≤ k ′ and if all vertex covers of G have size > (1 + ǫ)k then all k-clustering of U have impurity > (1 + η)k ′ . This, together with Theorem 2 implies that there exists η > 0 such that the η-Gap-PMWIP Ent is NP-hard. Hence, if P = N P there is no polynomial time (1 + η)-approximation algorithm for PMWIP Ent .
Conclusions
In this paper we proved that PMWIP Ent is APX-Hard even for the case where all vectors have the same ℓ 1 -norm. This result implies that M T C KL is APX-Hard resolving a question that remained open in previous work [9, 2] . Since there exist logarithmic approximations for both PMWIP Ent and M T C KL (under different parameters), the main question that remains open is whether a constant approximation factor for these problems is possible or not.
