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A MULTI-LEVEL ADMM ALGORITHM FOR ELLIPTIC PDE-CONSTRAINED
OPTIMIZATION PROBLEMS
XIAOTONG CHEN∗, XIAOLIANG SONG† , ZIXUAN CHEN∗, AND BO YU∗
Abstract. In this paper, the elliptic PDE-constrained optimization problem with box constraints on the control is studied.
To numerically solve the problem, we apply the ‘optimize-discretize-optimize’ strategy. Specifically, the alternating direction
method of multipliers (ADMM) algorithm is applied in function space first, then the standard piecewise linear finite element
approach is employed to discretize the subproblems in each iteration. Finally, some efficient numerical methods are applied to
solve the discretized subproblems based on their structures. Motivated by the idea of the multi-level strategy, instead of fixing
the mesh size before the computation process, we propose the strategy of gradually refining the grid. Moreover, the subproblems
in each iteration are solved inexactly. Based on the strategies above, an efficient convergent multi-level ADMM (mADMM)
algorithm is proposed. We present the convergence analysis and the iteration complexity results o(1/k) of the proposed algorithm
for the PDE-constrained optimization problems. Numerical results show the high efficiency of the mADMM algorithm.
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1. Introduction. In this paper, we consider the elliptic PDE-constrained optimization problem with
box constraints on the control:
min
(y,u)∈Y×U
J(y, u) =
1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω)
s.t. Ly = u+ yr in Ω,
y = 0 on ∂Ω,
u ∈ Uad = {v(x)|a ≤ v(x) ≤ b, a.e on Ω} ⊆ U,
(P)
where Y := H10 (Ω), U := L
2(Ω),Ω ⊆ Rn(n = 2, 3) is a convex, open and bounded domain with C1,1- or
polygonal boundary; the desired state yd ∈ L2(Ω) and the source term yr ∈ L2(Ω) are given; parameters
α > 0, −∞ < a < b < +∞; L is the uniformly elliptic differential operater given by
Ly := −
n∑
i,j=1
(aijyxi)xj + c0y,
where aij , c0 ∈ L∞(Ω), c0 > 0, aij = aji,
n∑
i,j=1
aij(x)ξiξj > θ‖ξ‖2, a.a. x ∈ Ω, ∀ξ ∈ Rn.
By the classical conclusion in the PDE theory, for a given yr ∈ L2(Ω) and every u ∈ L2(Ω), elliptic
PDEs involved in the (P)
Ly = u+ yr in Ω,
y = 0 on ∂Ω,
(1.1)
has a unique weak solution y = y(u) := S(u+ yr), where S : L
2(Ω)→ H10 (Ω) denotes the solution operator.
It is well-defined and is a continuous linear injective operator[18, Theorem B.4].
As is known to all, there are two possible approaches to tackle optimization problems with PDE con-
straints numerically. One is First discretize, then optimize, another is First optimize, then discretize [16]. In
the first approach, the discretization is applied to the original PDE-constrained optimization problem, while
in the second one, the discretization is applied to the KKT system of the PDE-constrained optimization
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problem. Different from the strategies mentioned above, instead of applying discretized concept to prob-
lem (P) or its KKT system directly, ‘optimize-discretize-optimize’ strategy was proposed by Song in [22].
First the optimization algorithm is given in the sense of continuous function space, then the subproblems in
each iteration are discretized by the standard piecewise linear finite element approach. Finally, numerical
optimization methods are applied to solve the discretized subproblems numerically. The advantage of this
method is that from the optimization algorithm in function space, we can have a better knowledge of the
structure of the PDE-constrained optimization problem, which is important for choosing an appropriate
discretization format to discretize the subproblems. Moreover, this strategy gives the freedom to discretize
the subproblems differently, which makes the subproblems can be solved more effectively.
In this paper, we focus on the alternating direction method of multipliers (ADMM) method, which was
originally proposed by Glowinski et al. and Gabay et al. in [9, 11] and has been broadly used in many
areas. Motivated by the success of ADMM in solving finite dimensional large scale optimization problem
[2, 7, 20, 21], ADMM-type method has been used to solve PDE-constrained optimization problems in function
space in [4, 19, 23, 27]. While these works all focus on First discretize, then optimize method, and to the
best of our knowledge, very little work has been done to apply First optimize, then discretize to solve PDE-
constrained optimization problems by ADMM-type method. We apply ADMM as the outer optimization
algorithm of the ‘optimize-discretize-optimize’ strategy, propose a new algorithm to solve PDE-constrained
optimization problems efficiently and give the convergence analysis.
First, we briefly give the iterative format of the classical ADMM for the 2-block convex optimization
problem with linear constraints:
min
(x,y)∈X×Y
f(x) + g(y)
s.t. Ax+By = c,
(1.2)
where X ,Y ,Λ are finite dimensional real Euclidean spaces, f(x) : X → (−∞,+∞], g(y) : Y → (−∞,+∞]
are convex functions (maybe nonsmooth), A : X → Λ, B : Y → Λ are linear mappings, c ∈ Λ is given. The
augmented Lagrangian function is given by the following form:
Lρ(x, y, λ; ρ) = f(x) + g(y) + (λ,Ax+By − c) + ρ
2
‖Ax+By − c‖2, (1.3)
where λ ∈ Λ denotes the Lagrange multiplier, ρ > 0 is the penalty parameter.
Given (x0, y0, λ0) ∈ domf × domg × Λ, penalty parameter ρ > 0 and the step size parameter τ ∈(
0,
√
5+1
2
)
, then the iterative format of the classical ADMM is as follows:

xk+1 = argminLρ(x, yk, λk; ρ),
yk+1 = argminLρ(xk+1, y, λk; ρ),
λk+1 = λk + τρ(Axk+1 +Byk+1 − c).
(1.4)
The advantage of ADMM is that it separates f(x) and g(y) into two subproblems. In each subproblem,
there is only one variable, the other one is fixed. Thus each subproblem could be solved easily and efficiently.
For the classical ADMM, the convergence analysis was first conducted by [8, 9, 10], and for the recent
interesting new developments on the convergence analysis of ADMM-type method, see [14, 25, 26].
To apply ADMM-type method to solve the problem (P), we use the solution operator S and introduce
an artificial variable z, then we equivalently rewrite problem (P) as the following reduced form:
min
(u,z)∈U×Z
Jˆ(u) + δUad(z)
s.t. u = z,
(RP)
where Jˆ(u) :=
1
2
‖S(u+ yc) − yd‖2L2(Ω) +
α
2
‖u‖2
L2(Ω) denotes the reduced cost function, δUad(z) denotes the
indicator function of Uad,
δUad(z) =
{
1, z ∈ Uad,
∞, z /∈ Uad. (1.5)
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The augmented Lagrangian function of (RP) is defined as follows:
Lσ(u, z, λ;σ) = Jˆ(u) + δUad(z) + 〈λ, u − z〉L2(Ω) +
σ
2
‖u− z‖2L2(Ω), (1.6)
where λ ∈ L2(Ω) denotes the Lagrangian multiplier, σ > 0 is the penalty parameter.
The classical ADMM in finite dimensional spaces can be extended directly in Hilbert space for problem
(RP). Given (u0, z0, λ0) ∈ L2(Ω)× dom(δUad(·))×L2(Ω), parameters σ > 0, τ ∈
(
0,
1 +
√
5
2
)
, the iterative
scheme is presented as follows:


u¯k+1 = argminJˆ(u) + 〈λ¯k, u− z¯k〉L2(Ω) +
σ
2
‖u− z¯k‖2L2(Ω),
z¯k+1 = argminδUad(z) + 〈λ¯k, u¯k+1 − z〉L2(Ω) +
σ
2
‖u¯k+1 − z‖2L2(Ω),
λ¯k+1 = λ¯k + σ(u¯k+1 − z¯k+1).
(1.7)
Usually, it is expensive and unnecessary to exactly compute the solution of each subproblem even if
it is feasible. Thus it is natural to use some iterative methods such as Krylov-based methods to solve
the subproblems which are equivalent to large scale or ill-conditioned linear systems. The inexact ADMM
algorithm in finite dimension space and its convergence results under certain error criterion have been
studied extensively recently (see [2, 20]). Taking the inexactness of the solutions in the function space into
account, Song et al. applied the inexact ADMM algorithm to Hilbert space for PDE-constrained optimization
problems and presented the convergence results in [24]. Given (u0, z0, λ0) ∈ L2(Ω)× dom(δUad(·)) × L2(Ω),
parameters σ > 0, τ ∈
(
0,
1 +
√
5
2
)
. Let{ǫk}∞k=0 be a sequence satisfying {ǫk}∞k=0 ⊆ [0,+∞) and
∑∞
k=0 ǫk <
∞, the iterative scheme of the inexact ADMM in function space for (RP) is as follows:

Step 1 : Compute an approximation solution uk+1 of
min
u
Jˆ(u) + 〈λk, u− zk〉L2(Ω) +
σ
2
‖u− zk‖2L2(Ω)
such that the error vector δk+1u := ∇Jˆ(uk+1) + λk + σ(uk+1 − zk) satisfies ‖δk+1u ‖L2(Ω) ≤ ǫk.
Step 2 : zk+1 = argminδUad(z) + 〈λk, uk+1 − z〉L2(Ω) +
σ
2
‖uk+1 − z‖2L2(Ω).
Step 3 : λk+1 = λk + τσ(uk+1 − zk+1).
(1.8)
In [24], the discretized problem is considered and the level of discretization is fixed. In this paper, instead
of considering the discretized problem, the finite element method is employed to discretize the subproblems in
each iteration of the inexact ADMM algorithm. This strategy gives the freedom and flexibility to discretize
the subproblems by different discretization schemes. The total error of the proposed algorithm for (RP)
is consisted of two parts: the discretization error and the iteration error resulted from inexactly solving
the discretized subproblems. For these two errors, our algorithm can be considered as an approximation of
exact ADMM in function space, thus we regard it as an inexact ADMM algorithm in function space. In
order to guarantee the convergence behavior of our algorithm, we consider controlling the mesh size and the
inexactness of solving the subproblems.
In the classical finite element based ADMM-type algorithm to solve the PDE constrained optimization
problem, the subproblems are always discretized on a fixed mesh size, which results in large scale optimization
problems. Thus it is important to consider reducing the computation cost. Multi-grid method is a modern
field of research starting with the works of Brandt [1] and Hackbusch [12, 13]. It is well known that multi-grid
method solves elliptic problems with optimal computational complexity. Motivated by the idea of applying
multi-grid method to tackle infinite dimension problems by Newton method in [6, 12], we apply the multi-
level strategy to our algorithm. It is important to point out that in the initial stage of the algorithm, the
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iteration precision is required to be relatively low, which means using coarse mesh is sufficient. While as the
iteration process proceeds, the iteration precision is supposed to be higher and higher. In this case, using
finer mesh is necessary. It is obvious that the strategy of gradually refining the grid can strongly reduce the
computation cost and make the algorithm faster than computing the problem on a fixed mesh size.
The main contribution of this paper is that we give the reasonable strategies of gradually refining
the grid and inexactly solving the subproblems, and propose an efficient convergent multi-level ADMM
(mADMM) algorithm. Specifically, we apply the ADMM algorithm in function space, then employ the
standard piecewise linear finite element approach and implement the strategy of gradually refining the grid
to the related subproblems appearing in each iteration. For the discretized subproblems, we use inexact
strategies to solve them. For example, to solve the smooth subproblems, we can use some iterative methods
such as Krylov-based methods. Thanks to the above strategies, we can solve the problem more efficiently
and reduce the computation cost significantly. Moreover, we give the convergence analysis as well as the
iteration complexity results o(1/k) for the mADMM algorithm.
The paper is organized as follows. In section 2, we apply the inexact ADMM algorithm in function space
first, then use finite element method to discretize the associated subproblems and propose the multi-level
ADMM (mADMM) algorithm. Section 3 gives the convergence analysis and the iteration complexity of
the proposed mADMM algorithm. The numerical results are given in section 4. Section 5 contains a brief
summary of this paper.
2. A multi-level ADMM algorithm. In this section, we apply the ‘optimize-discretize-optimize’
strategy and propose an efficient convergent multi-level ADMM (mADMM) algorithm in Algorithm 1. The
strategies of gradually refining the grid and inexactly solving the subproblems are given to guarantee the
convergence and efficiency of the mADMM algorithm.
2.1. The mADMM algorithm. Based on the inexact ADMM in function space, to numerically solve
problem (RP), we consider the finite element method. Specifically, piecewise linear functions are utilized
to discretize the variables in the related subproblems appearing in each iteration of the inexact ADMM
in function space. We first consider a family of regular and quasi-uniform triangulations {Th} of Ω¯, i.e.
Ω¯ =
⋃
T∈Th T¯ . With each element T ∈ Th, we define the diameter of the set T by ρT := diam T and
let σT denotes the diameter of the largest ball contained in T . The mesh size of the grid is defined by
h := maxT∈Th ρT . We suppose the following standard assumption in the context of error estimates holds
(see[15, 16]).
Assumption 2.1. (Regular and quasi-uniform triangulations) There exist two positive constants κ and
τ such that
ρT
σT
≤ κ, h
ρT
≤ τ
hold for all T ∈ Th and all h > 0. Moreover, let us define Ω¯h =
⋃
T∈Th T¯ and let Ωh ⊆ Ω and Γh denote its
interior and its boundary, respectively. In the case that Ω is a convex polyhedral domain, we have Ω = Ωh.
In the case that Ω is a domain with a C1,1- boundary Γ, we assume that Ω¯h is convex and that all boundary
vertices of Ω¯h are contained in Γ, such that
|Ω\Ωh| ≤ ch2,
where | · | denotes the measure of the set, and c > 0 is a constant.
For the state variable y and the control variable u, we choose the same discretized state space and
discretized control space defined by
Yh := {yh ∈ C(Ω¯)|yh|T ∈ P1, ∀T ∈ Th, yh = 0 in Ω¯ \ Ωh}, (2.1)
Uh := {uh ∈ C(Ω¯)|uh|T ∈ P1, ∀T ∈ Th, uh = 0 in Ω¯ \ Ωh}, (2.2)
where P1 denotes the space of polynomials of degree less than or equal to 1. For given source term yr and
u ∈ L2(Ω), let the discretized state associated with u denoted by yh(u), which is defined as the unique
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solution for the discretized weak formulation of the state equation (1.1):
∫
Ωh

 n∑
i,j=1
aij(yh)xi(vh)xj + c0yhvh

 dx = ∫
Ωh
(u+ yr)vhdx, ∀vh ∈ Y. (2.3)
Moreover, yh can be expressed by yh(u) = Sh(u+yr), where Sh denotes the discretized version of the solution
operator S. Then we have the following well-known conclusion about error estimates.
Lemma 2.1. ([5], Thm. 4.4.6) For a given u ∈ L2(Ω), let y be the unique weak solution of the state
equation (1.1) and yh be the unique solution of (2.3). Then there exists a constant c > 0 independent of h,
u and yr such that
‖y − yh‖L2(Ω) + h‖∇y −∇yh‖L2(Ω) ≤ ch2(‖u‖L2(Ω) + ‖yr‖L2(Ω)).
In particular, this implies ‖S − Sh‖L2(Ω)→L2(Ω) ≤ ch2 and ‖S − Sh‖L2(Ω)→H1(Ω) ≤ ch.
For the given triangulation Th with nodes {xi}Nhi=1, let {φi(x)}Nhi=1 be a set of nodal basis functions
associated with nodes {xi}Nhi=1 which spans Yh, Uh and satisfies the properties:
φi(x) > 0, ‖φi(x)‖∞ = 1 ∀i = 1, ..., Nh,
Nh∑
i=1
φi(x) = 1. (2.4)
Then yh ∈ Yh, uh ∈ Uh can be represented as yh =
Nh∑
i=1
yiφi, uh =
Nh∑
i=1
uiφi and we have yh(xi) = yi,
uh(xi) = ui. The other variables and operators in the subproblems of the inexact ADMM in function space
are all discretized by piecewise linear functions similarly.
Before we give the proposed algorithm to solve the problem (RP), we first introduce the definition of
node interpolation operator Ih for the following convergence analysis.
Definition 2.2. For a given regular and quasi-uniform triangulation Th of Ω with nodes {xi}Nhi=1, let
{φi(x)}Nhi=1 denotes a set of associated nodal basis functions. Then the interpolation operator is defined as
Ihw(x) :=
Nh∑
i=1
w(xi)φi(x) for any w ∈ L2(Ω).
Moreover, about the interpolation error estimate, we have the following result.
Lemma 2.3. ([5], Thm. 3.1.6) For all w ∈W k+1,p(Ω), k ≥ 0, p, q ∈ [0,+∞) and 0 ≤ m ≤ k+1, we have
‖w − Ihw‖Wm,q(Ω) ≤ cIhk+1−m‖w‖Wk+1,p(Ω),
where cI is a constant which is independent of the mesh size h. In the classical finite element based
algorithm, the discretization mesh size is fixed in advance. When computing on the finer mesh, the scale
of the discretized problem becomes larger and the computation cost becomes larger. So it is important
to consider reducing the computation cost. In the first several iterations of the algorithm, the iteration
precision is not that good, which means using coarse mesh will not make the precision worse, but reduce
the computation amount. While as the iteration process proceeds, the iteration precision becomes higher
and higher. In this case, using finer mesh is necessary. Thus we introduce the idea of gradually refining
the grid. Specifically, in the initial iteration we choose coarse mesh and obtain a solution first, then use
the interpolation operator to project the obtained solution to the finer mesh. Finally, we apply appropriate
numerical methods to solve the subproblems in the finer mesh and obtain a more precise solution, so on and
so forth.
Let the mesh size of the kth iterate denotes by hk, k ∈ Z, k ≥ 1, then the discretized reduced cost
function is defined as follows,
Jˆhk+1(uhk+1) :=
1
2
‖Shk+1(uhk+1 + Ihk+1yr)− Ihk+1yd‖2L2(Ω) +
α
2
‖uhk+1‖2L2(Ω). (2.5)
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Let Uad,hk+1 denotes the discretized feasible set,
Uad,hk+1 := Uhk+1 ∩ Uad =

zhk+1 =
Nhk+1∑
i=1
ziφi(x)|a ≤ zi ≤ b, ∀i = 1, · · · , Nhk+1

 ⊂ Uad. (2.6)
Moreover, we define λkhk+1 := Ihk+1λ
k
hk
and zkhk+1 := Ihk+1z
k
hk
, where Ihk+1 denotes the node interpolation
operator. Based on the above representations, we present the iterative scheme of the multi-level ADMM
algorithm (mADMM) in Algorithm 1.
Algorithm 1 multi-level ADMM (mADMM) algorithm for (RP)
Input: (u0, z0, λ0) ∈ L2(Ω) × dom(δUad(·)) × L2(Ω), parameters σ > 0, τ ∈
(
0,
1 +
√
5
2
)
. Let{ξk+1}∞k=0
be a sequence satisfying {ξk+1}∞k=0 ⊆ [0,+∞) and
∑∞
k=0 ξk+1 < ∞, mesh sizes {hk}∞k=0 of each iteration
satisfy
∑∞
k=0 hk+1 <∞. Set k = 0.
Output: ukhk , z
k
hk
, λkhk .
Step 1 Compute an approximation solution of
min
uhk+1
Jˆhk+1(uhk+1) + 〈λkhk+1 , uhk+1 − zkhk+1〉L2(Ω) +
σ
2
‖uhk+1 − zkhk+1‖2L2(Ω)
such that the error vector δk+1u,hk+1 := ∇Jˆhk+1(uhk+1) + λkhk+1 + σ(uk+1hk+1 − zkhk+1) satisfies
‖δk+1u,hk+1‖L2(Ω) ≤ ξk+1.
Step 2 Compute zk+1hk+1 as follows:
zk+1hk+1 = argminδUad,hk+1 (zhk+1) + 〈λkhk+1 , u
k+1
hk+1
− zhk+1〉L2(Ω) +
σ
2
‖uk+1hk+1 − zhk+1‖2L2(Ω).
Step 3 Compute
λk+1hk+1 = Ihk+1λ
k
hk
+ τσ(uk+1hk+1 − zk+1hk+1).
Step 4 If a termination criterion is met, stop; else, set k := k + 1 and go to Step 1.
Remark 2.1. In order to guarantee the sequence {ξk+1}∞k=0 ⊆ [0,+∞) satisfies
∑∞
k=0 ξk+1 < ∞. In
the numerical experiment, we can choose ξk+1 =
1
(k+1)2 as an example.
Remark 2.2. In order to guarantee the mesh sizes {hk}∞k=0 of each iteration satisfy
∑∞
k=0 hk+1 < ∞.
In the numerical experiment, we choose hk = 2
−(k+4) in Example 4.1, hk =
√
2/2(k+3) in Example 4.2.
2.2. Numerical computation of the subproblems in Algorithm 1. For u =
∑Nh
i=1 uiφi ∈ Uh,
y =
∑Nh
i=1 yiφi ∈ Yh, let u = (u1, ..., uNh), y = (y1, ..., yNh) be the relative coefficient vectors respectively.
Let the L2-projections of yr and yd onto Yh be yr,h :=
∑Nh
i=1 y
i
rφi(x) and yd,h :=
∑Nh
i=1 y
i
dφi(x), respectively.
Similarly, yr = (y
1
r , y
2
r , ..., y
Nh
r ) and yd = (y
1
d, y
2
d, ..., y
Nh
d ) denote their coefficient vectors. The stiffness
matrix and the mass matrix are defined as:
Kh := (a(φi, φj))
Nh
i,j=1, Mh :=
(∫
Ωh
φiφjdx
)Nh
i,j=1
. (2.7)
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Furthermore, we define
f(u) :=
1
2
‖K−1h Mh(u+ yr)− yd‖2Mh +
α
2
‖u‖2Mh , (2.8)
g(z) := δ[a,b]Nh (z). (2.9)
Then we can obtain the matrix-vector form of Algorithm 1 in Algorithm 2.
Algorithm 2 matrix-vector form of the mADMM algorithm
Input: (u0, z0,λ0) ∈ RNh × [a, b]Nh × RNh , parameters σ > 0, τ ∈
(
0,
1 +
√
5
2
)
. Let{ξk+1}∞k=0 be a
sequence satisfying {ξk+1}∞k=0 ⊆ [0,+∞) and
∑∞
k=0 ξk+1 <∞, mesh sizes {hk}∞k=0 of each iteration satisfy
O(
∑∞
k=0 hk+1) ≤ ∞. Set k = 0.
Output: uk, zk,λk.
Step 1 Compute an approximation solution of
min
u
f(u) + 〈Ihk+1λkhk ,Mhk+1(u− Ihk+1zkhk)〉+
σ
2
‖u− Ihk+1zkhk‖2Mhk+1 ,
such that the error vector
δ
k
u,hk+1
:= ∇f(uk+1hk+1) +MThk+1Ihk+1λ
k
hk
+ σMhk+1(u
k+1
hk+1
− Ihk+1zkhk)
satisfies ‖δk
u,hk+1
‖2 ≤ ξk+1.
Step 2 Compute zk as follows:
zk+1hk+1 = argmin g(z) + 〈Ihk+1λ
k
hk
,Mhk+1(z− uk+1hk+1)〉+
σ
2
‖uk+1hk+1 − z‖2Mhk+1 .
Step 3 Compute
λ
k+1
hk+1
= Ihk+1λ
k
hk
+ τσ(uk+1hk+1 − zk+1hk+1).
Step 4 If a termination criterion is met, stop; else, set k := k + 1 and go to Step 1.
Let yk+1 := K−1h Mh(u
k+1 + yr), p
k+1 := K−1h Mh(yd − yk+1) denotes the discretized state and the
discretized adjoint state respectively. Then the u-subproblem at the k-th iterate is equivalent to solving the
following linear system:
 Mh 0 Kh0 (α+ σ)Mh −Mh
Kh −Mh 0



 yk+1uk+1
pk+1

 =

 MhydMh(−Ihk+1λk + σIhk+1zk)
Mhyr

 . (2.10)
Since pk+1 = (α + σ)uk+1 + Ihk+1λ
k − σIhk+1zk, we eliminate the variable p, then the above problem can
be rewritten in the following reduced form without any computational cost:[
Mh Kh(α+ σ)
−Kh Mh
] [
yk+1
uk+1
]
=
[
Mhyd −KhIhk+1(λk + σIhk+1zk))
Mhyr
]
. (2.11)
The equivalent linear system (2.11) can be solved inexactly by some Krylov-based method.
Finally, we give a terminal condition of Algorithm 2. Let ǫ be a given accuracy tolerance, we terminate
the algorithm when η < ǫ, where the accuracy of a numerical solution is measured by the residual η :=
7
max{η1, η2, η3, η4, η5}, where
η1 =
‖Khy −Mhu−Mhyr‖
1 + ‖Mhyr‖
, η2 =
‖Mh(u− z)‖
1 + ‖u‖ , η3 =
‖Mh(y − yd) +Khp‖
1 + ‖Mhyd‖
,
η4 =
‖αMhu−Mhp+Mhλ‖
1 + ‖u‖ , η5 =
‖z−Π[a,b]Nh (z+Mhλ)‖
1 + ‖z‖ .
(2.12)
3. Convergence analysis. In this section, based on the convergence results of the inexact ADMM in
function space in Theorem 3.1, we give the convergence analysis and the iteration complexity of the proposed
mADMM algorithm.
Theorem 3.1. ([24], Thm. 2.5) Suppose that the operator L is uniformly elliptic. Let (y∗, u∗, z∗, p∗, λ∗)
be the KKT point of (P), the sequence {(uk, zk, λk)} is generated by the inexact ADMM algorithm for (RP)
with the associated state {yk} and adjoint state {pk}, then we have
lim
k→∞
{‖uk − u∗‖L2(Ω) + ‖zk − z∗‖L2(Ω) + ‖λk − λ∗‖L2(Ω)} = 0,
lim
k→∞
{‖yk − y∗‖H1
0
(Ω) + ‖pk − p∗‖H1
0
(Ω)} = 0.
Moreover, there exists a constant C only depends on the initial point (u0, z0, λ0) and the optimal solution
(u∗, z∗, λ∗) such that for k ≥ 1,
min
1≤i≤k
R(ui, zi, λi) ≤ C
k
, lim
k→∞
(k × min
1≤i≤k
R(ui, zi, λi)) = 0,
where the function R : (u, z, λ)→ [0,∞) defined as
R(u, z, λ) := ‖∇Jˆ(u) + λ‖2L2(Ω) + dist2(0,−λ+ ∂δUad(z)) + ‖u− z‖2L2(Ω). (3.1)
For the convenience of proving the convergence results, we give the iterative scheme of the multi-level
discretized ADMM for (RP) and present a lemma to measure the gap between the solution sequences obtained
by the ADMM in function space and the multi-level discretized ADMM.
Given (u0, z0, λ0) ∈ L2(Ω)×dom(δUad(·))×L2(Ω), parameters σ > 0, τ ∈
(
0,
1 +
√
5
2
)
. The mesh sizes
{hk}∞k=0 of each iteration satisfy
∑∞
k=0 hk+1 < ∞. Then the iterative format of the multi-level discretized
ADMM algorithm is as follows:

u¯k+1hk+1 = argminJˆhk+1(uhk+1) + 〈λ¯khk+1 , uhk+1 − z¯khk+1〉L2(Ω) +
σ
2
‖uhk+1 − z¯khk+1‖2L2(Ω),
z¯k+1hk+1 = argminδUad,hk+1 (zhk+1) + 〈λ¯
k
hk+1
, u¯k+1hk+1 − zhk+1〉L2(Ω) +
σ
2
‖u¯k+1hk+1 − zhk+1‖2L2(Ω),
λ¯k+1hk+1 = Ihk+1 λ¯
k
hk
+ σ(u¯k+1hk+1 − z¯k+1hk+1).
(3.2)
Lemma 3.2. Let the initial point be (u0, z0;λ0) ∈ L2(Ω) × dom(δUad(·)) × L2(Ω), then ‖u¯k+1 −
u¯k+1hk+1‖L2(Ω) = ‖z¯k+1 − z¯k+1hk+1‖L2(Ω) = ‖λ¯k − λ¯khk+1‖L2(Ω) = O(hk+1), ∀k > 1, and
∞∑
k=0
‖u¯k+1 − u¯k+1hk+1‖L2(Ω) = O
( ∞∑
k=0
hk+1
)
.
Proof. We employ the mathematical induction to prove the conclusion. While k = 1, with the definition
of λkhk+1 := Ihk+1λ
k
hk
and the interpolation error estimate in Lemma 2.3, we have
‖λ¯0 − λ¯0h1‖L2(Ω) = ‖λ0 − Ih1λ0‖L2(Ω) = O(h1), (3.3)
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Then we can easily obtain that ‖u¯1 − u¯1h1‖L2(Ω) = O(h1). The proof is similar to the case k > 1, here we
omit it.
While k > 1, we assume for ∀j ≤ k, we have ‖u¯j − u¯jhj‖L2(Ω) = ‖λ¯j−1 − λ¯
j−1
hj
‖L2(Ω) = O(hj). Then for
z-subproblems in exact ADMM in function space and the multi-level discretized ADMM, we know z¯k and
z¯khk satisfy the following optimality conditions:
z¯k = Π[a,b]
(
u¯k +
λ¯k−1
σ
)
, z¯khk = Π[a,b]
(
u¯khk +
λ¯k−1hk
σ
)
. (3.4)
Then subtracting the above two equalities we obtain
‖z¯k − z¯khk‖L2(Ω) =
∥∥∥∥∥Π[a,b]
(
u¯k +
λ¯k−1
σ
)
−Π[a,b]
(
u¯khk +
λ¯k−1hk
σ
)∥∥∥∥∥
L2(Ω)
≤
∥∥∥∥∥u¯k + λ¯
k−1
σ
− u¯khk −
λ¯k−1hk
σ
∥∥∥∥∥
L2(Ω)
≤ ‖u¯k − u¯khk‖L2(Ω) +
1
σ
‖λ¯k−1 − λ¯k−1hk ‖L2(Ω)
= O(hk).
(3.5)
For the multiplier λ¯k and λ¯khk ,
λ¯k = λ¯k−1 + σ(u¯k − z¯k), λ¯khk = λ¯k−1hk + σ(u¯khk − z¯khk), (3.6)
we can get the estimate
‖λ¯k − λ¯khk‖L2(Ω) = ‖λ¯k−1 − λ¯k−1hk + σ(u¯k − u¯khk)− σ(z¯k − z¯khk)‖L2(Ω)
≤ ‖λ¯k−1 − λ¯k−1hk ‖L2(Ω) + σ‖u¯k − u¯khk‖L2(Ω) + σ‖z¯k − z¯khk‖L2(Ω)
= O(hk).
(3.7)
For u-subproblems, u¯k+1 and u¯k+1hk+1 satisfy the following optimality conditions respectively,
S∗[S(u¯k + yr)− yd] + αu¯k+1 + λ¯k + σ(u¯k+1 − z¯k) = 0, (3.8)
S∗hk+1 [Shk+1(u¯
k+1
hk+1
+ Ihk+1yr)− Ihk+1yd] + αu¯k+1hk+1 + λ¯khk+1 + σ(u¯k+1hk+1 − z¯khk+1) = 0. (3.9)
Then we know from the above two equalities that
0 =S∗Su¯k+1 − S∗hk+1Shk+1 u¯k+1hk+1 + S∗Syr − S∗hk+1Shk+1Ihk+1yr
− S∗yd + S∗hk+1Ihk+1yd + (α+ σ)(u¯k+1 − u¯k+1hk+1) + λ¯k − λ¯khk+1 − σ(z¯k − z¯khk+1),
(3.10)
so
(α+ σ)(u¯k+1 − u¯k+1hk+1) =− (S∗Su¯k+1 − S∗hk+1Shk+1 u¯k+1hk+1 + S∗Syr − S∗hk+1Shk+1Ihk+1yr
− S∗yd + S∗hk+1Ihk+1yd + λ¯k − λ¯khk+1 − σ(z¯k − z¯khk+1))
=− (E1 + E2 + E3 + E4 + E5),
(3.11)
where we define
E1 := S
∗Su¯k+1 − S∗hk+1Shk+1 u¯k+1hk+1,
E2 := S
∗Syr − S∗hk+1Shk+1Ihk+1yr,
E3 := −S∗yd + S∗hk+1Ihk+1yd,
E4 := λ¯
k − λ¯khk+1 ,
E5 := −σ(z¯k − z¯khk+1).
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For the term E1, we make use of the decomposition,
‖E1‖L2(Ω) = ‖S∗Su¯k+1 − S∗Shk+1 u¯k+1 + S∗Shk+1 u¯k+1 − S∗hk+1Shk+1 u¯k+1 + S∗hk+1Shk+1 u¯k+1 − S∗hk+1Shk+1 u¯k+1hk+1‖L2(Ω)
≤ ‖S∗(S − Shk+1)u¯k+1‖L2(Ω) + ‖(S∗ − S∗hk+1)Shk+1 u¯k+1‖L2(Ω) + ‖S∗hk+1Shk+1(u¯k+1 − u¯k+1hk+1)‖L2(Ω).
(3.12)
From the well known error estimate ‖S − Sh‖L2(Ω)→L2(Ω) = O(h2) in lemma 2.1 and the property that
S∗, Shk+1 are bounded linear operators, we have
‖S∗(S − Shk+1)u¯k+1‖L2(Ω) ≤ ‖S∗‖L2(Ω)→L2(Ω)‖S − Shk+1‖L2(Ω)→L2(Ω)‖u¯k+1‖L2(Ω) = O(h2k+1), (3.13)
‖(S∗ − S∗hk+1)Shk+1 u¯k+1‖L2(Ω) ≤ ‖S∗ − S∗hk+1‖L2(Ω)→L2(Ω)‖Shk+1 u¯k+1‖L2(Ω) = O(h2k+1). (3.14)
Hence, there exists a constant Cˆ such that
‖E1‖L2(Ω) ≤ Cˆh2k+1 + ‖S∗hk+1Shk+1‖L2(Ω)→L2(Ω)‖u¯k+1 − u¯k+1hk+1‖L2(Ω). (3.15)
Similarly, based on the property of the projection operator ‖yr − Ihk+1yr‖L2(Ω) = ‖yd− Ihk+1yd‖L2(Ω) =
O(hk+1) in Lemma 2.3, for the term E2, we have
‖E2‖L2(Ω) =‖S∗Syr − S∗hk+1Syr + S∗hk+1Syr − S∗hk+1Shk+1yr + S∗hk+1Shk+1yr − S∗hk+1Shk+1Ihk+1yr‖L2(Ω)
≤‖(S∗ − S∗hk+1)Syr‖L2(Ω) + ‖S∗hk+1(S − Shk+1)yr‖L2(Ω) + ‖S∗hk+1Shk+1(yr − Ihk+1yr)‖L2(Ω)
≤‖S∗ − S∗hk+1‖L2(Ω)→L2(Ω)‖Syr‖L2(Ω) + ‖S∗hk+1‖L2(Ω)→L2(Ω)‖S − Shk+1‖L2(Ω)→L2(Ω)‖yr‖L2(Ω)
+ ‖S∗hk+1Shk+1‖L2(Ω)→L2(Ω)‖yr − Ihk+1yr‖L2(Ω)
=O(hk+1),
(3.16)
and
‖E3‖L2(Ω) = ‖ − S∗yd + S∗Ihk+1yd − S∗Ihk+1yd + S∗hk+1Ihk+1yd‖L2(Ω)
≤ ‖S∗(yd − Ihk+1yd)‖L2(Ω) + ‖(S∗ − S∗hk+1)Ihk+1yd‖L2(Ω)
= O(hk+1).
(3.17)
For the term E4,
‖E4‖L2(Ω) = ‖λ¯k − λ¯khk + λ¯khk − Ihk+1 λ¯khk‖L2(Ω)
≤ ‖λ¯k − λ¯khk‖L2(Ω) + ‖λ¯khk − Ihk+1 λ¯khk‖L2(Ω)
= O(hk + hk+1),
(3.18)
where we used (3.7), the property of the projection operator ‖λ¯khk − Ihk+1 λ¯khk‖L2(Ω) = O(hk+1) and the
property of the mesh size hk > hk+1. Moreover, as the mesh sizes satisfy
∑∞
k=0 hk+1 < ∞, there exists a
constant Ck+1 such that hk < Ck+1hk+1, then we have
‖E4‖L2(Ω) = ‖λ¯k − λ¯khk+1‖L2(Ω) = O(hk+1). (3.19)
Similarly,
‖E5‖L2(Ω) = σ‖z¯k − z¯khk + z¯khk − z¯khk+1‖L2(Ω)
≤ σ‖z¯k − z¯khk‖L2(Ω) + σ‖z¯khk − z¯khk+1‖L2(Ω)
= O(hk+1).
(3.20)
Then with the fact that operators S∗hk+1 , Shk+1 are bounded linear operators, we know from the equality
(3.11) and the estimations of L2 norms of {Ei}5i=1 above that
‖u¯k+1 − u¯k+1hk+1‖L2(Ω) = O(hk+1). (3.21)
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Moreover, we have
‖z¯k+1 − z¯k+1hk+1‖L2(Ω) =
∥∥∥∥∥Π[a,b]
(
u¯k+1 +
λ¯k
σ
)
−Π[a,b]
(
u¯k+1hk+1 +
λ¯khk+1
σ
)∥∥∥∥∥
L2(Ω)
≤ ‖u¯k+1 − u¯k+1hk+1‖L2(Ω) +
1
σ
‖(λ¯k − λ¯khk+1)‖L2(Ω)
= O(hk+1).
(3.22)
Hence the conclusion holds for the case k + 1 and we can get the assertion
∞∑
k=0
‖u¯k+1 − u¯k+1hk+1‖L2(Ω) = O
( ∞∑
k=0
hk+1
)
. (3.23)
Similar to the Lemma 3.2, we have the following lemma.
Lemma 3.3. Let the initial point be (u0, z0;λ0) ∈ L2(Ω) × dom(δUad(·)) × L2(Ω), then ‖uk+1 −
uk+1hk+1‖L2(Ω) = ‖zk+1 − zk+1hk+1‖L2(Ω) = ‖λk − λkhk+1‖L2(Ω) = O(hk+1 + δk+1u,hk+1), ∀k > 1, and
∞∑
k=0
‖uk+1 − uk+1hk+1‖L2(Ω) = O
( ∞∑
k=0
(
hk+1 + δ
k+1
u,hk+1
))
.
Proof. We employ the mathematical induction to prove the conclusion. The proof is similar to Lemma
3.2, here we do not talk about it in detail. To prove the convergence of the mADMM algorithm, let
(u˜k+1hk+1 , z˜
k+1
hk+1
) represents the exact solutions of the (k + 1)th iteration of Algorithm 1:
u˜k+1hk+1 := argminJˆ(uhk+1) + 〈λkhk+1 , uhk+1 − zkhk+1〉+
σ
2
‖uhk+1 − zkhk+1‖2L2(Ω), (3.24)
z˜k+1hk+1 := argminδUad,h(zhk+1) + 〈λkhk+1 , u˜k+1hk+1 − zhk+1〉+
σ
2
‖u˜k+1hk+1 − zhk+1‖2L2(Ω). (3.25)
The following lemma gives the gap between (u˜k+1hk+1 , z˜
k+1
hk+1
) and (uk+1hk+1 , z
k+1
hk+1
).
Lemma 3.4. ([24], Lemma 4.4) For any k > 0, we have
‖u˜k+1hk+1 − uk+1hk+1‖L2(Ω) ≤ ρ‖δk+1u,hk+1‖L2(Ω),
‖z˜k+1hk+1 − zk+1hk+1‖L2(Ω) ≤ ρ‖δk+1u,hk+1‖L2(Ω),
where ρ := ‖[S∗hk+1Shk+1 + (α+ σ)I]−1‖L2(Ω)→L2(Ω).
For the convenience of analyzing the non-ergodic iteration complexity, let (u∗hk+1 , z
∗
hk+1
, λ∗hk+1) denotes
the KKT point of the discretized reduced problem with the mesh size hk+1
min
uhk+1 ,zhk+1
1
2
‖Shk+1(uhk+1 + Ihk+1yr)− Ihk+1yd‖2L2(Ωh) +
α
2
‖uhk+1‖2L2(Ωh) + δUad,hk+1 (zhk+1)
s.t. uhk+1 = zhk+1 .
(DRP)
Moreover, we provide a lemma and two propositions which are essential for analyzing the iteration complexity
of our mADMM.
Lemma 3.5. ([2], Lemma 6.1) If a sequence {ai} ∈ R satisfies the following conditions:
ai ≥ 0 for any i ≥ 0 and
∞∑
i=0
ai = a¯ <∞. (3.26)
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Then we have mini=1,2,··· ,k {ai} ≤ ak and limk→∞ {k ·mini=1,2,··· ,k {ai}} = 0.
Proposition 3.6. Let
{(
ukhk , z
k
hk
, λkhk
)}
be the sequence generated by Algorithm 1 and
{(
u∗hk , z
∗
hk
, λ∗hk
)}
denotes the KKT point of the discretized reduced problem. Then for k ≥ 0 we have〈
δk+1u,hk+1 , u
k+1
hk+1
− u∗hk+1
〉
+
1
2τσ
‖λ∗hk+1 − λkhk+1‖2L2(Ω) +
σ
2
‖z∗hk+1 − zkhk+1‖2L2(Ω)
− 1
2τσ
‖λ∗hk+1 − λk+1hk+1‖2L2(Ω) −
σ
2
‖z∗hk+1 − zk+1hk+1‖2L2(Ω)
≥α‖uk+1hk+1 − u∗hk+1‖2L2(Ω) +
(3− τ)σ
2
‖uk+1hk+1 − zk+1hk+1‖2L2(Ω) +
σ
2
‖uk+1hk+1 − zkhk+1‖2L2(Ω).
Proof. First, for any f1, f
′
1, f2, f
′
2 ∈ L2(Ω), we have the following two important equalities hold
〈f1, f2〉L2(Ω) =
1
2
(
‖f1‖2L2(Ω) + ‖f2‖2L2(Ω) − ‖f1 − f2‖2L2(Ω)
)
=
1
2
(
‖f1 + f2‖2L2(Ω) − ‖f1‖2L2(Ω) − ‖f2‖2L2(Ω)
)
,
(3.27)
〈f1 − f ′1, f2 − f ′2〉L2(Ω) =
1
2
(
‖f1 + f2‖2L2(Ω) + ‖f ′1 + f ′2‖2L2(Ω) − ‖f1 + f ′2‖
2
L2(Ω) − ‖f ′1 + f2‖
2
L2(Ω)
)
. (3.28)
The proof of the above two equalities can be easily obtained by the definition of L2−norm.
By the optimality conditions of the u-subproblem and z-subproblem corresponding to uk+1hk+1 and z
k+1
hk+1
,
we have
∇Jˆhk+1(uk+1hk+1) = S∗hk+1 [Shk+1(uk+1hk+1 + Ihk+1yr)− Ihk+1yd] + αuk+1hk+1 = δk+1u,hk+1 − (λkhk+1 + σ(uk+1hk+1 − zkhk+1)),
(3.29)
λkhk+1 + σ(u
k+1
hk+1
− zk+1hk+1)) ∈ ∂δUad,hk+1 (z
k+1
hk+1
). (3.30)
Moreover,
{(
u∗hk , z
∗
hk
, λ∗hk
)}
denotes the KKT point of the discretized reduced problem, so it satisfies the
following KKT system
∇Jˆhk+1(u∗hk+1) = S∗hk+1 [Shk+1(u∗hk+1 + Ihk+1yr)− Ihk+1yd] + αu∗hk+1 = −λ∗hk+1 , (3.31)
λ∗hk+1 ∈ ∂δUad,hk+1 (z
∗
hk+1
), (3.32)
u∗hk+1 = z
∗
hk+1
. (3.33)
Then by combining (3.29) and (3.31), we obtain〈
∇Jˆhk+1(uk+1hk+1)−∇Jˆhk+1(u∗hk+1), uk+1hk+1 − u∗hk+1
〉
=
〈
S∗hk+1Shk+1(u
k+1
hk+1
− u∗hk+1) + α(uk+1hk+1 − u∗hk+1), uk+1hk+1 − u∗hk+1
〉
=‖Shk+1(uk+1hk+1 − u∗hk+1)‖2L2(Ω) + α‖uk+1hk+1 − u∗hk+1‖2L2(Ω).
(3.34)
Moreover, the subdifferential operator ∂δUad,hk+1 (z) is a maximal monotone operator, so the following in-
equality holds, 〈
∂δUad,hk+1 (z
k+1
hk+1
)− ∂δUad,hk+1 (z
∗
hk+1
), zk+1hk+1 − z∗hk+1
〉
≥ 0. (3.35)
For the convenience of analyzing, we define rk+1hk+1 = u
k+1
hk+1
− zk+1hk+1 . Therefore, we can derive that〈
δk+1u,hk+1 − (λ˜khk+1 + σ(zk+1hk+1 − zkhk+1)) + λ∗hk+1 , uk+1hk+1 − u∗hk+1
〉
≥ α‖uk+1hk+1 − u∗hk+1‖2L2(Ω), (3.36)〈
λkhk+1 + σr
k+1
hk+1
, zk+1hk+1 − z∗hk+1
〉
≥ 0. (3.37)
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Then adding the above two equalities we obtain〈
δk+1u,hk+1 , u
k+1
hk+1
− u∗hk+1
〉
−
〈
λkhk+1 + σr
k+1
hk+1
− λ∗hk+1 , rk+1hk+1
〉
−σ
〈
zk+1hk+1 − zkhk+1 , uk+1hk+1 − u∗hk+1
〉
≥ α‖uk+1hk+1−u∗hk+1‖2L2(Ω).
(3.38)
Next, we estimate the last two terms on the left side separately,〈
λ∗hk+1 − (λkhk+1 + σrk+1hk+1), rk+1hk+1
〉
=
1
τσ
〈
λ∗hk+1 − λkhk+1 , λk+1hk+1 − λkhk+1
〉
− σ‖rk+1hk+1‖2L2(Ω)
=
1
2τσ
(‖λ∗hk+1 − λkhk+1‖2L2(Ω) + ‖λk+1hk+1 − λkhk+1‖2L2(Ω) − ‖λ∗hk+1 − λk+1hk+1‖2L2(Ω))− σ‖rk+1hk+1‖2L2(Ω)
=
1
2τσ
(‖λ∗hk+1 − λkhk+1‖2L2(Ω) − ‖λ∗hk+1 − λk+1hk+1‖2L2(Ω)) +
(τ − 2)σ
2
‖rk+1hk+1‖2L2(Ω),
(3.39)
where we used the equality (3.27).
Moreover, by employing the equality (3.28) and using u∗hk+1 = z
∗
hk+1
, we have
σ
〈
zk+1hk+1 − zkhk+1 , u∗hk+1 − uk+1hk+1
〉
=σ
〈
zk+1hk+1 − zkhk+1 ,−uk+1hk+1 − (−z∗hk+1)
〉
=
σ
2
(‖rk+1hk+1‖2L2(Ω) + ‖zkhk+1 − z∗hk+1‖2L2(Ω) − ‖zk+1hk+1 − z∗hk+1‖2L2(Ω) − ‖zkhk+1 − uk+1hk+1‖2L2(Ω)).
(3.40)
Then, substituting (3.39), (3.40) into (3.38), we can get the assertion of Proposition 3.6.
Proposition 3.7. Let
{(
ukhk , z
k
hk
, λkhk
)}
be the sequence generated by Algorithm 1,
{(
u∗hk , z
∗
hk
, λ∗hk
)}
denotes the KKT point of the discretized reduced problem and u˜k+1hk+1, z˜
k+1
hk+1
defined in (3.24), (3.25), respec-
tively. Then for k ≥ 0 we have
1
2τσ
‖λ∗hk+1 − λkhk+1‖2L2(Ω) +
σ
2
‖z∗hk+1 − zkhk+1‖2L2(Ω) −
1
2τσ
‖λ∗hk+1 − λ˜k+1hk+1‖2L2(Ω) −
σ
2
‖z∗hk+1 − z˜k+1hk+1‖2L2(Ω)
≥α‖u˜k+1hk+1 − u∗hk+1‖2L2(Ω) +
(3− τ)σ
2
‖u˜k+1hk+1 − z˜k+1hk+1‖2L2(Ω) +
σ
2
‖u˜k+1hk+1 − zkhk+1‖2L2(Ω).
Proof. For the proof of Proposition 3.7, by substituting u˜k+1hk+1 and z˜
k+1
hk+1
for uk+1hk+1 and z
k+1
hk+1
in the proof
of Proposition 3.6, we can get the assertion. Finally, based on the above results, the convergence results
of Algorithm 1 is given by the following theorem.
Theorem 3.8. Suppose that the operator L is uniformly elliptic. Let (y∗, u∗, z∗, p∗, λ∗) be the KKT point
of (P), (ukhk , z
k
hk
, λkhk) is obtained in the kth iterate of Algorithm 1, where we suppose the mesh sizes {hk}∞k=0
of each iteration satisfy
∑∞
k=0 hk+1 < ∞, and the error vector δk+1u,hk+1 satisfies ‖δk+1u,hk+1‖L2(Ω) ≤ ξk+1,∑∞
k=0 ξk+1 <∞. Then we have
lim
k→∞
{‖ukhk − u∗‖L2(Ω) + ‖zkhk − z∗‖L2(Ω + ‖λkhk − λ∗‖L2(Ω)} = 0,
lim
k→∞
{‖ykhk − y∗‖H10(Ω) + ‖pkhk − p∗‖H10 (Ω)} = 0.
Moreover, there exists a constant C˜ only depends on the initial point (u0, z0, λ0) and the optimal solution
(u∗, z∗, λ∗) such that for k ≥ 1,
min
1≤i≤k
Rhi(u
i
hi
, zihi , λ
i
hi
) ≤ C˜
k
, lim
k→∞
(k × min
1≤i≤k
Rhi(u
i
hi
, zihi , λ
i
hi
)) = 0,
where Rhi : (u
i
hi
, zihi , λ
i
hi
)→ [0,∞) is defined as
Rhi(u
i
hi
, zihi , λ
i
hi
) := ‖∇Jˆhi(uihi) + λi−1hi ‖2L2(Ω) + dist2(0,−λi−1hi + ∂δUad,hi (zihi)) + ‖uihi − zihi‖2L2(Ω).
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Proof. By the optimality condition of the u-subproblem in the ADMM in function space, we have
S∗[S(u¯k+1 + yr)− yd] + αu¯k+1 + λ¯k + σ(u¯k+1 − z¯k) = 0. (3.41)
As we know, the error between the inexact solution and exact solution contains two parts, error from gradually
refining the grid and error from the inexactly solving the subproblems. We take them into consideration
together as a total error, let uk+1hk+1 represents the inexact solution of the (k + 1)th iteration, then from the
optimality condition of the u-subproblem, we have
S∗[S(uk+1hk+1 + yr)− yd] + αuk+1hk+1 + λk + σ(uk+1hk+1 − zk) = δk+1u . (3.42)
Moreover, by the optimality conditions of the u−subproblem corresponding to uk+1hk+1 and u¯k+1hk+1 in Algorithm
1 and multi-level discretized ADMM, we have
S∗hk+1 [Shk+1(u
k+1
hk+1
+ Ihk+1yr)− Ihk+1yd] + αuk+1hk+1 + λkhk+1 + σ(uk+1hk+1 − zkhk+1) = δk+1u,hk+1 , (3.43)
S∗hk+1 [Shk+1(u¯
k+1
hk+1
+ Ihk+1yr)− Ihk+1yd] + αu¯k+1hk+1 + λ¯khk+1 + σ(u¯k+1hk+1 − z¯khk+1) = 0. (3.44)
Then we know from the four equalities above that
δk+1u =δ
k+1
u − δk+1u,hk+1 + δk+1u,hk+1
=δk+1u,hk+1 + S
∗S(uk+1hk+1 − u¯k+1) + (α+ σ)(uk+1hk+1 − u¯k+1) + (λk − λ¯k)− σ(zk − z¯k)
+ S∗hk+1Shk+1(u¯
k+1
hk+1
− uk+1hk+1) + (α+ σ)(u¯k+1hk+1 − uk+1hk+1) + (λ¯khk+1 − λkhk+1)− σ(z¯khk+1 − zkhk+1)
=δk+1u,hk+1 + (α+ σ)(u¯
k+1
hk+1
− u¯k+1) + (λk − λkhk+1)− σ(zk − zkhk+1) + (λ¯khk+1 − λ¯k)− σ(z¯khk+1 − z¯k)
+ (S∗S − S∗hk+1Shk+1)(uk+1hk+1 − u¯k+1hk+1) + S∗S(u¯k+1hk+1 − u¯k+1).
(3.45)
Moreover, we have the estimate
‖(S∗S − S∗hk+1Shk+1)(uk+1hk+1 − u¯k+1hk+1)‖L2(Ω)
=‖(S∗S − S∗Shk+1)(uk+1hk+1 − u¯k+1hk+1)‖L2(Ω) + ‖(S∗Shk+1 − S∗hk+1Shk+1)(uk+1hk+1 − u¯k+1hk+1)‖L2(Ω)
≤‖S∗‖‖S − Shk+1‖‖uk+1hk+1 − u¯k+1hk+1‖L2(Ω) + ‖S∗ − S∗hk+1‖‖Shk+1‖‖uk+1hk+1 − u¯k+1hk+1‖L2(Ω)
=O(h2k+1).
(3.46)
Then we know from (3.46), Lemma 3.2 and Lemma 3.3 that there exists constant C such that
∞∑
k=0
‖δk+1u ‖L2(Ω) ≤
∞∑
k=0
‖δk+1u,hk+1‖L2(Ω) + C
∞∑
k=0
(
hk+1 + ‖δk+1u,hk+1‖L2(Ω)
)
. (3.47)
We know from Algorithm 1 that the mesh sizes {hk}∞k=0 of each iteration satisfy
∑∞
k=0 hk+1 <∞. The error
vector of the multi-level ADMM satisfy
∑∞
k=0 ‖δk+1u,hk+1‖L2(Ω) ≤
∑∞
k=0 ξk+1 < ∞, where ξk+1 is the upper
bound of δk+1u,hk+1 , i.e. ‖δk+1u,hk+1‖L2(Ω) ≤ ξk+1. Thus we have
∞∑
k=0
‖δk+1u ‖L2(Ω) <∞. (3.48)
For the discretization error and the iteration error, Algorithm 1 can be considered as an inexact ADMM
algorithm in function space, then we know from Theorem 3.1 that the convergence of Algorithm 1 is guar-
anteed.
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At last, we establish the proof of the iteration complexity results for the sequence generated by the
mADMM. First, by the optimality condition for (uk+1hk+1 , z
k+1
hk+1
), we have
δk+1u,hk+1 − [λkhk+1 + σ(uk+1hk+1 − zkhk+1)] = ∇Jˆhk+1(uk+1hk+1),
λkhk+1 + σ(u
k+1
hk+1
− zk+1hk+1) ∈ ∂δUad,hk+1(zk+1hk+1).
(3.49)
Then by the definition of Rhk , we derive
Rhk+1(u
k+1
hk+1
, zk+1hk+1 , λ
k+1
hk+1
) =‖∇Jˆhk+1(uk+1hk+1) + λkhk+1‖2L2(Ω) + dist
2(0,−λkhk+1 + ∂δUad,hk+1(zk+1hk+1))
+ ‖uk+1hk+1 − zk+1hk+1‖2L2(Ω)
≤‖δk+1u,hk+1 − σ(uk+1hk+1 − zkhk+1)‖2L2(Ω) + (1 + σ2)‖uk+1hk+1 − zk+1hk+1‖2L2(Ω)
≤2‖δk+1u,hk+1‖2L2(Ω) + 2σ2‖uk+1hk+1 − zkhk+1‖2L2(Ω) + (1 + σ2)‖uk+1hk+1 − zk+1hk+1‖2L2(Ω).
(3.50)
Next, for the convenience of giving an upper bound of Rhk+1(u
k+1
hk+1
, zk+1hk+1 , λ
k+1
hk+1
), we define the following
sequence θk, θ¯k and θ˜k with:
θk =
(
1√
2τσ
(
λkhk+1 − λ∗hk+1
)
,
√
σ
2
(
zkhk+1 − z∗hk+1
))
, (3.51)
θ¯k =
(
1√
2τσ
(
λkhk − λ∗hk
)
,
√
σ
2
(
zkhk − z∗hk
))
, (3.52)
θ˜k =
(
1√
2τσ
(
λ˜khk − λ∗hk
)
,
√
σ
2
(
z˜khk − z∗hk
))
. (3.53)
First, we give an upper bound of θk. We know from Lemma 3.7 that ‖θ˜k+1‖L2(Ω) ≤ ‖θk‖L2(Ω), so
‖θk+1‖L2(Ω) ≤ ‖θ˜k+1‖L2(Ω) + ‖θ˜k+1 − θk+1‖L2(Ω),
≤ ‖θk‖L2(Ω) + ‖θ˜k+1 − θk+1‖L2(Ω).
(3.54)
We know from the definition of θ˜k+1, θk+1 and Lemma 3.4 that
‖θ˜k+1 − θk+1‖L2(Ω) =
1
2τσ
∥∥∥λ˜k+1hk+1 − λk+1hk+2
∥∥∥
L2(Ω)
+
σ
2
∥∥∥z˜k+1hk+1 − zk+1hk+2
∥∥∥
L2(Ω)
≤ 1
2τσ
∥∥∥λ˜k+1hk+1 − λk+1hk+1
∥∥∥
L2(Ω)
+
1
2τσ
∥∥∥λk+1hk+1 − Ihk+2λk+1hk+1
∥∥∥
L2(Ω)
+
σ
2
∥∥∥z˜k+1hk+1 − zk+1hk+1
∥∥∥
L2(Ω)
+
σ
2
∥∥∥zk+1hk+1 − Ihk+2zk+1hk+1
∥∥∥
L2(Ω)
≤ 1
2τσ
‖u˜k+1hk+1 − uk+1hk+1‖L2(Ω) +
σ
2
∥∥∥z˜k+1hk+1 − zk+1hk+1
∥∥∥
L2(Ω)
+ C˜1hk+2
≤( 1
τσ
+
σ
2
)ρ‖δk+1u,hk+1‖L2(Ω) + C˜1hk+2,
(3.55)
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where C˜1 is a constant. So there exists a constant C
′
1 such that for every k
‖θk+1‖L2(Ω) ≤ ‖θk‖L2(Ω) + ‖θ˜k+1 − θk+1‖L2(Ω)
≤ ‖θk‖L2(Ω) +
(
1
τσ
+
σ
2
)
ρ‖δk+1u,hk+1‖L2(Ω) + C˜1hk+2,
≤ ‖θk−1‖L2(Ω) +
(
1
τσ
+
σ
2
)
ρ‖δku,hk‖L2(Ω) + C˜1hk+1 +
(
1
τσ
+
σ
2
)
ρ‖δk+1u,hk+1‖L2(Ω) + C˜1hk+2
≤ · · ·
≤ ‖θ0‖L2(Ω) +
(
1
τσ
+
σ
2
)
ρ
k∑
i=0
‖δi+1u,hi+1‖L2(Ω) + C˜1
k∑
i=0
hi+2
< C′1.
(3.56)
By Lemma 3.6, we have
‖θ¯k+1‖2L2(Ω) ≤ ‖θk‖2L2(Ω) + η¯‖δku,hk+1‖L2(Ω) ≤ (C′1)2 + η¯‖δk+1u,hk+1‖L2(Ω), (3.57)
so there exists a constant C′2 such that ‖θ¯k+1‖L2(Ω) ≤ C′2. Hence,∥∥θk+1 + θ¯k+1∥∥
L2(Ω)
≤
∥∥θk+1∥∥
L2(Ω)
+
∥∥θ¯k+1∥∥
L2(Ω)
< C′1 + C
′
2. (3.58)
By the definition of θk and θ¯k, we have
‖θk+1 − θ¯k+1‖2L2(Ω) = ‖
(
1√
2τσ
(
λk+1hk+1 − λk+1hk+2
)
,
√
σ
2
(
zk+1hk+2 − zk+1hk+1
))
‖2L2(Ω) = O(h2k+2), (3.59)
thus ‖θk+1 − θ¯k+1‖L2(Ω) = O(hk+2).
Moreover, we have the estimate that
〈
δk+1u,hk+1 , u
k+1
hk+1
− u∗hk+1
〉
≤
〈
δk+1u,hk+1 , u
k+1
hk+1
− zk+1hk+1 + zk+1hk+1 − z∗hk+1
〉
=
〈
δk+1u,hk+1 ,
1
τσ
(λk+1hk+1 − λ∗hk+1 + λ∗hk+1 − λkhk+1)
〉
−
〈
δk+1u,hk+1 , z
k+1
hk+1
− z∗hk+1
〉
≤ 1
τσ
‖δk+1u,hk+1‖L2(Ω)
(
‖λk+1hk+1 − λ∗hk+1‖L2(Ω) + ‖λ∗hk+1 − λkhk+1‖L2(Ω) + ‖zk+1hk+1 − z∗hk+1‖L2(Ω)
)
≤ η¯‖δk+1u,hk+1‖L2(Ω).
(3.60)
where η¯ :=
√
2C′
1
τσ
+
√(
1 + 1
τ
) 2C′
2
σ
is a constant, we used (3.56), (3.57) and the property u∗hk+1 = z
∗
hk+1
.
Then we know from Lemma 3.6 that
∞∑
k=0
(σ
2
‖uk+1hk+1 − zk+1hk+1‖2L2(Ω) +
σ
2
‖uk+1hk+1 − zkhk+1‖2L2(Ω)
)
≤
∞∑
k=0
(∥∥θk∥∥2
L2(Ω)
−
∥∥θk+1∥∥2
L2(Ω)
+
∥∥θk+1∥∥2
L2(Ω)
−
∥∥θ¯k+1∥∥2
L2(Ω)
)
+
∞∑
k=0
〈
δk+1u,hk+1 , u
k+1
hk+1
− u∗hk+1
〉
≤
∥∥θ0∥∥2
L2(Ω)
+ η¯
∞∑
k=0
‖δk+1u,hk+1‖L2(Ω) +
∞∑
k=0
(C′1 + C
′
2) ·maxk(‖θ¯k+1 − θk+1‖L2(Ω))
<∞,
(3.61)
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where we used the property
∥∥θk+1∥∥2
L2(Ω)
−∥∥θ¯k+1∥∥2
L2(Ω)
≤ ‖θ¯k+1+θk+1‖L2(Ω) ·‖θ¯k+1−θk+1‖L2(Ω) and (3.55).
Hence, there exist constants C˜1, C˜2 such that
∞∑
k=0
‖uk+1hk+1 − zk+1hk+1‖2L2(Ω) ≤ C˜1,
∞∑
k=0
‖uk+1hk+1 − zkhk+1‖2L2(Ω) ≤ C˜2. (3.62)
Finally, by substituting (3.62) to (3.50), there exists a constant C˜,
∞∑
k=0
Rhk+1(u
k+1
hk+1
, zk+1hk+1 , λ
k+1
hk+1
) ≤ 2
∞∑
k=0
‖δk+1u,hk+1‖2L2(Ω) + 2σ2C˜1 + (1 + σ2)C˜2 = C˜ <∞. (3.63)
Thus, by Lemma 3.5, we know that
min
1≤i≤k
Rhi(u
i
hi
, zihi, λ
i
hi
) ≤ C˜
k
, lim
k→∞
(k × min
1≤i≤k
Rhi(u
i
hi
, zihi , λ
i
hi
)) = 0 (3.64)
holds. Therefore, combining the obtained global convergence results, we complete the whole proof of Theorem
3.8.
4. Numerical experiments. In this section we illustrate the numerical performance of the proposed
multi-level ADMM algorithm for PDE-constrained optimization problems. All our computational results are
obtained by MATLAB R2017b running on a computer with 64-bit Windows 7.0 operation system, Intel(R)
Core(TM) i7-6700U CPU (3.40 GHz), and 32 GB of memory.
First, we introduce the algorithmic details that are common to all examples. The discretization was
carried out by using the standard piecewise linear finite element approach. To present numerical results,
it is convenient to introduce the experimental order of convergence (EOC), which for some positive error
function E(h) := ‖u− uh‖L2(Ω), h > 0 is defined by
EOC :=
logE(h1)− logE(h2)
logh1 − logh2 . (4.1)
We note that if E(h) = O(hβ), then EOC ≈ β. In numerical experiments, we measure the accuracy of an
approximate optimal solution by using the corresponding KKT residual error for each algorithm. For the
purpose of showing the efficiency of our mADMM, we report the numerical results obtained by running the
ihADMM (see [24] for details) and the classical ADMM method to compare with the results obtained by
the mADMM. In this case, we terminate all the algorithms when η < 10−6 with the maximum number of
iterations set to 500. For all numerical examples and all algorithms, we choose zeros as the initial values and
the penalty parameter σ was chosen as σ = 0.1α. About the step length τ , we choose τ = 1.618.
Example 4.1. ([16], Example 3.3) Consider
min
(y,u)∈H1
0
(Ω)×L2(Ω)
J(y, u) =
1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω)
s.t. −∆y = u in Ω,
y = 0 on ∂Ω,
u ∈ Uad = {v(x)|a ≤ v(x) ≤ b, a.e on Ω},
where the domain is the unit circle Ω = B1(0) ⊆ R2. Set the desired state yd = (1 − (x21 + x22))x1, the
parameters α = 0.1, a = −0.2, b = 0.2. In this example, the exact solutions of the problem are unknown in
advance. Instead we use the numerical solutions computed on the grid with h = 2−10 as reference solutions.
As an example, the discretized optimal control on the grid with h = 2−7 is presented in Figure 4.1.
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Fig. 4.1: Discretized optimal control solution for Example 4.1 on the grid with h = 2−7.
The error of the control u w.r.t. the L2-norm, the EOC for the control, the numerical results for the
accuracy of solution, the CPU time and the number of iterations obtained by our mADMM, the ihADMM
and the classical ADMM are shown in Table 4.1. We can see from Table 4.1 that our mADMM is highly
efficient in obtaining an approximate solution compared with the ihADMM and the classical ADMM in terms
of the CPU time, especially when the discretization is in a fine level. Furthermore, it should be specially
mentioned that the numerical results in terms of iterations illustrate the mesh-independent performance of
the mADMM and the ihADMM. However, iterations of the classical ADMM will increase with the refinement
of the discretization.
Table 4.1: The convergence behavior of our mADMM, the ihADMM and the classical ADMM for Example
4.1.
h #dofs E EOC Index mADMM ihADMM classical ADMM
2−5 635 0.00168 - residual η 8.46e-07 9.29e-07 8.32e-07
CPU times/s 0.21 0.61 0.95
#iter 14 27 63
2−6 2629 5.57e-04 1.5927 residual η 6.90e-07 8.78e-07 2.47e-07
CPU times/s 0.43 1.73 2.13
#iter 15 26 30
2−7 10697 2.05e-04 1.4420 residual η 7.14e-07 8.83e-07 9.03e-07
CPU times/s 1.23 7.40 30.46
#iter 13 25 54
2−8 43153 1.13e-04 0.8593 residual η 4.29e-07 7.16e-07 6.93e-07
CPU times/s 4.45 43.13 755.84
#iter 13 25 119
2−9 173345 6.68e-05 0.7584 residual η 1.22e-07 8.69e-07 2.68e-07
CPU times/s 39.15 384.39 39646.84
#iter 14 24 380
2−10 694849 - - residual η 8.7e-08 9.29e-07 3.58e-05
CPU times/s 553.37 6451.98 289753.72
#iter 15 23 500
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Example 4.2. ([17], Example 4.1) Consider
min
(y,u)∈H1
0
(Ω)×L2(Ω)
J(y, u) =
1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω)
s.t. −∆y = u in Ω,
y = 0 on ∂Ω,
u ∈ Uad = {v(x)|a ≤ v(x) ≤ b, a.e on Ω}.
where Ω = (0, 1)2, the upper bound is a = 0.3, the lower bound is b = 1, and the regularization parameter
is α = 0.001. We choose yd = −4π2α sin(πx) sin(πy) + Sr, where r = min(1,max(0.3, 2 sin(πx) sin(πy))), S
denotes the solution operator. In addition, from the choice of parameters, it is easy to know that u = r is
the unique solution of the continuous problem. The exact control and the discretized optimal control on
the grid with h =
√
2/27 are presented in Figure 4.2.
(a) exact control u (b) numerical control uh
Fig. 4.2: Exact control solution (left) and discretized optimal control solution (right) for Example 4.2 on the
grid with h =
√
2/27.
The error of the control u w.r.t. the L2- norm, the EOC for the control, the numerical results for the
accuracy of solution, the CPU time and the number of iterations obtained by our mADMM, the ihADMM
and the classical ADMM are shown in Table 4.2. Experiment results show that our mADMM has evident
advantage on CPU time over the ihADMM and the classical ADMM. Furthermore, we also notice that the
numerical results in terms of iteration numbers illustrate the mesh-independent performance of the mADMM.
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Table 4.2: The convergence behavior of our mADMM, the ihADMM and the classical ADMM for Example
4.2.
h #dofs E EOC Index mADMM ihADMM classical ADMM
√
2/24 225 0.0172 - residual η 9.26e-07 9.88e-07 9.98e-07
CPU times/s 0.31 0.28 0.43
#iter 22 25 120
√
2/25 961 6.71e-03 1.3580 residual η 7.83e-07 9.19e-07 7.25e-07
CPU times/s 0.85 0.69 0.87
#iter 23 26 32
√
2/26 3969 2.11e-03 1.6691 residual η 8.62e-07 7.10e-07 3.34e-07
CPU times/s 2.97 3.85 4.45
#iter 24 30 32
√
2/27 16129 8.02e-04 1.3956 residual η 9.80e-08 7.80e-08 8.86e-08
CPU times/s 14.92 37.39 91.15
#iter 23 28 78
√
2/28 65025 3.58e-04 1.1636 residual η 9.04e-07 9.62e-07 7.05e-07
CPU times/s 22.80 151.57 2457.02
#iter 21 28 183
√
2/29 261121 1.81e-04 0.9840 residual η 3.09e-07 8.43e-07 5.56e-07
CPU times/s 168.58 1469.13 40739.35
#iter 22 30 283
5. Conclusion. In this paper, we employ a multi-level ADMM algorithm to solve optimization problems
with PDE constraints. Instead of solving the discretized problems, we apply the ‘optimize-discretize-optimize’
strategy. Such approach has the flexibility that allows us to discretize the subproblems of the inexact ADMM
algorithm by different discretization schemes. Motivated by the multi-level strategy, we propose the proper
strategy of gradually refining the grid and the strategy of solving the subproblems inexactly. We designed
the convergent multi-level ADMM (mADMM) algorithm, which can significantly reduce the computation
cost and make the algorithm faster. The convergence analysis and the iteration complexity results o(1/k) is
presented. Numerical results demonstrated the efficiency of the proposed mADMM algorithm.
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