Introduction
Decisions based on any system analysis depend, naturally, on the mathematical model which is set up to predict the behavior of the system. However, if careful real life decisions are to be made, it is necessary that considerations about the validity of the model itself be taken into consideration. The validity of a model can be assessed by comparisons with other more involved, p v e n models that exhibit a closer representation of the physical system, or by comparisons with measures of collected data from the field or the laboratory. These so called real dam of system behavior, however, contain in one way or another a certain degree of uncertainty, because any data collection and data processing scheme is never emr free, and real systems have features that are unaccounted for in measurements and models. Real systems exhibit test-to-test variations, unit-to-unit variations (beween units that are nominally identical), and measurement uncertainty.
Development of a system model is commonly guided by a balance between two requirements: (1) the need to represent reality, reflected by the measlned data, and (2) the pragmatic need for a relatively simple mathematical hunter@lanl.gov model. Therefore, the validation of a model would depend on the degree of uncertainty associated with the measured data of system behavior and the number of basic variables, parametem and complexity of their interrelationships that have been included in the model. It is obvious from this that it is not particularly helpful to try to validate a model by calculating the differences of the results from the measured data. However, any alternative validation scheme should have a level of sophistication which does not alter the pragmatic level of complexity that characterizes the model. Further, it would be convenient if the model validation scheme makes full use of the information provided by the measureddata.
Using the concept that the "real" behavior of the system in any measured behavior space is a random realization within the measured space, which is supposed to be represented by the model, a validation methodology based on statistical significance tests may be devised.
The bootstrap is a method for assessing the accufacy of arbitrary statistics of nxasutcd data. It was developed by Efron [l] and is clearly explained in a text by Efron and Tibshirani [2] . It provides a means for estimating the standard error, confidence intervals, and bias in statistical estimates. It was developed for situations in which the underlying data are non-Gaussian, and the statistics of interest are non-Gaussian and not Gaussian-related. It can be used in the system analysis/system modeling framework to assess the accuracy of measures of system response and characteristics of systems, for example, response spectral density, cross-spectral density, frequency response function, modal parameten, and other measures of linear and nonlinear system response. The prccedures for using thle bootstrap to perform these statistical analyses are descrii in Hunter and Paez [3] , and Paez and Hunter [5] .
We propose in this paper a framework for statistical validation of system models when experimental data are available. The procedure: includes the following steps. First, identify one or more measures of system character as the basis for validation of the mathematical model.
(These measures might be quantities to be considered individually, or quantities to be consided jointly. For example, the second eigenfkquency of a linear system might be a quantity to be considered individually. The development described above assumes that the model for the system under consideration is deterministic, in the sense that all its parameters are deterministic variables. However, it is clear that under certain circumstances it may be desirable to include parameters in the mathematical model that are random variables and random processes. After all, there are features of the system under consideration that cause the measures of its behavior to display the random variation to be characterized with the bootstrap analysis. In view of this, we describe in the following how mathematical models with random variable and random process parameters might be validated using a simple extension of the present technique.
It is possible to think of situations in which a model may be said to be validated in a "limited sense." Two of these situations may occur 1) when the model predicts only a certain aspect of the system behavior, and 2) when only a subset of the variables representing that aspect of system behavior fall within the specified confidence intervals. In the f i i t case, the argument can be made that if the predicted behavior is what the engineer was looking for, then the model could be satisfactorily valid under the constraint of this pragmatic condition, and as long as the predicted measurements fall within the defined conf3dence regions. However, the second situation immediately introduces the need for defining a scalar index that could be used to quantify the degree of validation.
In the following we first introduce the bootstrapwhat it is, how it is used, how it is computed. Next, we show how the bootstrap can be used to compute confidence regions for measof system behavior. We provide a simple example of the application of the bootstrap. Then we develop the b e w o r k for statistical validation of mathematical models. Finally, we present the results of an experimental example, demonstrating how the finite element model of an aluminum beam might be validated.
The Bootstrap
The bootstrap is a technique for the assessment of the accuracy of estimates of parameters of probability distributions. These estimates are statistics of measured data and their accuracy is estimated in terrns of standard error, confidence intervals, and/or bias. To perform a bootstrap analysis, we measure data from a random source and assume that the observed data represent the source. The source is assumed to generate realizations with an unknown probability distribution. Each observed data point is assigned a probability of occurrence of l/n, where n is the total number of data points measured, A bootstrap sample of the data is created by selecting at random, with replacement, n elements from the meanrred data set. This process is illustrated in Figure 1 x* = (xz, x7, x4 ,x* 1 3 ..., xq )
In one type of bootstrap analysis, the two-sided, (1- Bootstrap sampling provides an optimal estimate of the probability density function which characterizes the data source given that our knowledge of the source is limited to the measured &lta Computation of a statistic from the bootstrap Sampleis simulates computation of the same statistic on samples drawn from the real world distribution. properties of the "real warld" distribution are estimated in the "bootstrap world" as illustrated in 
Confidence Regions for Measures of Mechanical System Behavior
We showed in the previous section that the bootstrap is a technique for the accuracy analysis of statistics of random data. Among Given that the parameters of interest can be estimated using an expression with the form of Eq. (2) , they can also be estimated using a bootstrap sample of the data. A bootstrap replicate of the statistics of interest can be denoted {6*} =s(x*,y*)
where the (X*,Y*) are bootstrap samples of the measured data (X,Y). To perform the computation in Eq. (2) or (3) Figrue 3 ; the ellipsoid matches the general shape of the distribution of the replicates. This is the region enclosed by the ellipsoid in Figure 3 .
Validation of Mathematical Models
The procedure for validation of mathematical models is based on the concept a t statistical hypothesis testing. We assume that a mathematical model for the system under consideration has, been constructed, and that characteristics of the mathematical model that cOrreSpOnd to the characteristics of the actuai system can be One thousand bootstrap samples of x1 the input/reqonse data were formed by sampling among the 10 input/response pairs, and a bootstrap replicate of the frequency response function was f m e d from each bootstrap sample. A bootstrap sample consists of ten input signals chosen at random, with replacement, from among the ten available, and the ten responses that correspond to the inputs. The usual formulas are used with these input/response. pairs to estimate the firequency response function.
There is substantial variation among the baotslrap replicates of the fi-equency response function, and this variation is depicted near the first modal fieqmncy in the shadedensity diagram of Figure 6 . The figure is lightly shaded in regions where many replicates of the fresuency response function lie, and it is darkly shaded where there are few replicates. The fmt three modal frequencies of the system were infed' red from each fiequeacy response function, thereby creating loo0 bootstrap replicates of the beam modal frequencies. The kernel density estimators (estimators of the pdf's) of the first three beam modal frequencies are shown in Figure 7 . (See Silverman [7] , for a description of the kernel density estimator.) It is apparent from the kemel density estimators that the sampling distributions of the modal frequencies are skewed, and that they are not all skewed in the same direction. Further, the dispersion in modal frequency values increases as the mode number increases. 
Freq (Hz)
The Comparing the modal fieqmies from the finite element model in Eqs. (6) to the 99% intervals in Eqs. (5) indicates that the finite element model would not be validated with respect to the first ad second modal fkquencies at the one percent level of signifkame, and it would be validated with respect to the thud modal frequency. Note that no attempt was made to reconcile the finite element model to the experimentally measured data or to the computed modal fiequencies. In this particular case, the analyst could reasonably modify parameters in the mathematical model to cause the first, second, and perhaps the third, modal frequencies to match the measured data This is one of the important points in the model validation m e w o r k described here.
Extension of the Validation Concept to Stochastic Mathematical Models
The model validation concept dexribed in the previous sections acknowledges the presei~ce of randomness in statistics of data measured from an experimental system. This is the reason why we can develop confidexxz regions for parameters and measures of system perfopmance. It is assumed that the mathematical models used to simulate the actual systems are deterministic in the sense that the mathematical form of the model is prescribed, and the parameters of the model are deterministic constants.
To extend this concept we might seek to inlmduce the potential for randomness in the mathematical model through the introduction of model terms that are random variables or random processes. Such a mathematical model is known as a stochastic model. This requires that we know specifically where randomness might arise in the mathematical model, or that we be able to htroduce generic terms whose influence on the model output mimics the behavior of the actual system even though it does not precisely match the system phenomenology. Either way, the effect of the introduction of randomness into the mathematical model is to create random variation in the behavior of the simulated system. This A third method for assessing the equivalence W e e n the regions Rl-a(6) and Ml-a(6) is a simple visual inspection and comparison of projections of the two regions into two dimensional spaces of pairs of coordinates in {i}, Even if one of the previous two methods for comparing the regions is adopted this approach is a prudent double check on the results.
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Conclusions
We have developed in this paper an approach to statistical model validation that is based on the bootstrap method for statistical analysis. The approach accounts for randomness in real system characteristics and the data measured from real systems, and can be extended to aCCOunt for randomness in the characteristics of the mathematical model. The approach is formal ad systematic in that it is based on a well established statistical analysis procedure, and it provides an objective measure of the interval that a model parameter must occupy in order to be considered representative of the actual system at a particular level of significance. The approach is computer intensive; that is, it is time consuming to generate bootstrap samples and replicates of the statistics of interest However, its advantage is that it properly accounts for the non-Gaussian nature of arbitrary statistics of interest.
It must be emphasized that the analyst who uses the proposed procedure for statistical model validation must be judicious in his or her choice of the specific measures and the number of measm of model performance used to validate the model. The number of measures should be neither too great nor too small, and should reflect the importance of the application. The specific measures of perfomme used should reflect the analyst's expectations of the model. Some measures of performance (like average measwa of system behavior over a broad region) will be easier to validate than others. However, when detailed model behavior is valdated, model performance in the simulation of detailed behavior will be anticipated tobeaccurate.
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