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Raspberry Pi ha causado una revolución en el mundo de los microordenadores y de 
todas aquellas personas cercanas al mundo Arduino y tecnológico, pues estos 
ordenadores económicos poseen unas altas prestaciones. 
En el presente trabajo, analizamos el rendimiento gráfico para distintos escenarios 
mediante bancos de pruebas, para así poder evaluar sus prestaciones gráficas y además 



























Raspberry pi has caused a revolution in the world of microcomputers and in all those 
people familiarized with Arduin and technological world, because these economical 
computers  have  high performance. 
The present proyect will analize the graphical performance for different scenaries 
meanby benchmarks, in order to evaluate their performance and also to be able to 
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¿Qué es la Raspberry Pi? Es un microordenador, compuesto de una placa con un 
pequeño procesador, un chip gráfico y una memoria RAM. 
Fue creado pensando para el aprendizaje de la informática, pero está siendo empleado 
para cualquier ámbito, desde uso de ordenador personal, hasta como reproductor 
multimedia o servidor de red. 
En este trabajo fin de grado, analizaremos la Raspberry Pi en diferentes ámbitos, con 
distintas distribuciones y diversos parámetros, intentando evaluar que configuración es 
la más idónea para obtener un mayor rendimiento gráfico. 
 
1.1. Antecedentes 
Antes del desarrollo de este proyecto, se analizó el hardware de las distintas versiones, 
las distintas distribuciones compatible, un conjunto de variables que puede afectar los 
resultados y un lenguaje en común con el que poder programar los bancos de pruebas. 
La Raspberry pi (Rpi) es un ordenador de placa única de bajo coste desarrollado en el 
Reino Unido, formado por un procesador ARM1176, un procesador gráfico (GPU) 
Video Core IV, 512MB RAM (originalmente era 256MB),  una entrada HDMI y 4 
puertos USB ( originalmente tenía 2). 
La fundación Raspberry Pi da soporte a distribuciones para la arquitectura ARM de la 
Rpi, siendo estos un sistema Linux, y acepta lenguajes muy variados. 
1.2. Motivación 
El motivo por el cual he elegido este proyecto es el interés que me despierta una 
Raspberry Pi, pues es un ordenador de bajo coste de moda del que todos hablan y pocos 
conocen. 
Y además es un reto personal, con mi experiencia en estos cuatro años de Grado poder 












El hardware de la Rpi varía ligeramente según su versión. 
En la versión Raspberry Pi 1 B+ (Rp1) es un single Core que acepta instrucciones 
ARMv6, con una velocidad por defecto de 700MHz y 512MB de RAM, y en cambio la 
Raspberry Pi 2 B+ (Rp2) posee un Quad-Core que acepta instrucciones ARMv7 y 1GB 
de RAM. 
Tienen en común su GPU, una gráfica Broadcom Video Core IV cuya velocidad es 
250Mhz y su alimentación es de 5V a 2A, pudiendo ser alimentado por otro ordenador 
mediante USB (pero limitado a 0,5A) o conectado a la instalación eléctrica con su 
correspondiente adaptador. 
Que acepte distintos tipos de instrucciones (ARMv6 y ARMv7 respectivamente) supone 
que habrá incompatibilidades en su kernel, haciendo esto que un sistema operativo en la 
Rp1 posea un Kernel distinto al de una Rp2 
 Raspberry Pi Model B+ Raspberry Pi 2 Model B+ 
 
  
CPU ARM1176JZF-S ARM Cortex-A7 
Instrucciones ARMv6 ARMv7 
Cores Single-core Quad-core 
Velocidad * 700MHz 700MHz 
RAM 512MB 1GB (1024MB) 
GPU 250MHz Broadcom Video Core IV 250MHz Broadcom Video Core IV 
Alimentación 5 V a 2A micro USB 5 V a 2A micro USB 
 
1.4. Sistemas operativos 
Dentro del software, la Rpi usa mayoritariamente sistemas operativos Linux. 
Como hemos dicho anteriormente, la versión 1 y 2 poseen distintos tipos de 
instrucciones (ARMv6 y ARMv7), haciendo que el Kernel sea distinto, y esto provoca 





FIGURA 1: ARQUITECTURA DE UNA DISTRIBUCIÓN LINUX. 
Las distribuciones (pudiendo darse el caso que no sea compatibles con las dos versiones 
de Raspberry Pi) se pueden diferenciar en dos grupos grandes grupos: 
 Oficiales: 
o RASPBIAN Debian Wheezy 
o PIDORA Fedora Remix 
o ARCH LINUX 
o OPENELEC 
o RASPBMC 





Siendo el recomendado la distribución Debian: Raspbian. 
1.5. Lenguajes 
Cualquier lenguaje que soporte instrucciones ARM será compatible con la Rpi, 
Ejemplos son Python, Java, c, Perl, PHP, Ruby, Groovy, BBC Basic, Gambas, Scratch, 
Kturtle… 
Es compatible con la API OpenGL ES 2.0, y compatible con la biblioteca gráfica Mesa 
10.3. 
El propio Oracle y la comunidad ofrecen una máquina virtual de java compatible con la 
RpI: JDK (Java Development Kit) y openJDK respectivamente.  






Los objetivos de este proyecto es el estudio de la combinación de configuraciones que 
ofrezcan el mayor rendimiento gráfico en la Raspberry pi. 
Los pasos a seguir en el proyecto para alcanzar el objetivo del mismo, son los 
siguientes: 
 Analizar qué sistemas operativos son compatibles con las librerías gráficas. 
 Búsqueda de bancos de trabajo (Benchmarks) en los que poder medir el rendimiento 
gráfico y sean compatibles con Rpi, con la arquitectura ARM y con el procesador 
gráfico Video Core IV. 
 Automatizar el desarrollo de pruebas con un script que siga unas pautas y 
configuraciones dadas; además de la ejecución de los benchmarks. 
 Instalación de librerías y programas necesarios para este proyecto, además de su 
correspondiente configuración 
 Ejecutar el script en un entorno controlado (temperatura con poca variación, sin luz 
y ventilado) 
 Recolección de los resultados de los Benchmarks y posterior análisis en gráficos. 
 
2. Fase previa 
En este punto, analizaremos el material disponible y que pautas estrictas debemos seguir 
para que el desarrollo del proyecto sea lo más preciso posible. 
2.1. Hardware empleado 
Para el desarrollo de este proyecto, se ha empleado: 
 Raspberry Pi B+ serie 756-8308 
 Raspberry Pi 2 B+ serie 832-6274 
 Adaptador de corriente 5v 2A  
 Tarjeta micro SD Samsung clase 10 de 16GB 
 Lector de tarjeta micro SD 




 Raspberry Pi2 B+ serie 832-6274, que asignaremos el nombre de Rp2 (anónimo 1). 
 Raspberry Pi2 B+ serie 832-6274, que asignaremos el nombre de Rp2 (anónimo 2). 
 
2.2. Variables empleadas 
Para este proyecto, experimentaremos con las siguientes variables: 
 
Variable Valores que puede adquirir Notas 
Overclock? Si/No  
Memoria 





LXDE/XFCE/KDE Solamente variara en la fase 
de ampliación, para el resto de 
fases se establece el escritorio 
LXDE 
Distribuciones Ubuntu/Raspbian7/Raspbian8/Archlinux/ Archlinux y Raspbian7 son 
compatibles con Rp1 y Rp2. 
Raspbian 8 y Ubuntu solo son 
compatibles con Rp2. 
Máquina 
Virtual Java 
JVM6, JVM7, JVM8 Solo cuando se ejecute el 
bencharmk de java 
Hardware Rp2/Rp1/Rp2 (anónimo 1)/Rp2 
(anónimo 2) 
Solo se usaran las Rpi 
"prestadas" en la fase de 
ampliación 
2.2.1. Overclock en Rpi 
En caso que queramos alcanzar una mayor velocidad de reloj, o también llamado 
overclocking, es obligatorio cambiar la velocidad de la GPU y la velocidad de la RAM, 
pues si no es así, la Rpi configurará su velocidad por defecto. 
En nuestro caso, hemos seguido la guía de la fundación Rpi. Nos advierte que este 
estado de la CPU recorta la vida del hardware, pues al acelerar nuestra CPU 
aumentamos el calor pudiendo alcanzar los 72º, que es el límite físico de la Rpi y sufrir 
un error de instrucciones internas. 











2.2.2. Asignar memoria  a la GPU 
La memoria GPU y CPU esta compartida en la misma RAM, que por defecto está 
asignado a 64MB dedicado a la GPU y el resto a la CPU. 
En nuestro caso, testearemos todos los tests en tres casos (64MB, 128MB y 256MB). 
Estos parámetros se añaden también en el config.txt, el nombre del parámetro se llama 
gpu_mem. 
 
2.2.3. Entornos de escritorio 
En nuestro proyecto también tendremos en cuenta los entornos de escritorio, que son un 
conjunto de software que permite al usuario interactuar con la máquina. Analizaremos 
LXDE, XFCE y KDE: 
 LXDE (Lightweight X11 Desktop Environment) es un entorno de escritorio 
minimalista rápido y simple, desarrollado sobre GTK, ideal para equipos con pocas 
prestaciones. 




















Figura 2: Un entorno de escritorio LXDE 
 XFCE (XForms Common Enviroment) es la “evolución” de LXDE, escrito en las 
librerías GTK2.  
 
Figura 3: Un entorno de escritorio XFCE 
 
 
 KDE ha sido desarrollado por la comunidad, en lenguaje C++. 





Figura 4: Entorno de escritorio KDE 
En todas las distribuciones, han sido instaladas las mismas librerías y programas 
necesarios para el desarrollo de este proyecto. 
 
 
2.3. Distribuciones empleadas 
Emplearemos las siguientes distribuciones oficiales de la Raspberry Pi: 
 Raspbian Wheezy (Debian 7) (compatible con Rp1 y Rp2) 
 Archlinux (Compatible con Rp1 y Rp2) 
 Raspbian Jessie (Debian 8)(sólo compatible con Rp2) 
 Ubuntu (solo compatible con Rp2) 
En todas las distribuciones han sido instaladas las mismas librerías y programas 
necesarios para el desarrollo de este proyecto. 
Durante el desarrollo del proyecto, han sido descartadas la distribución Pidora y 








2.4. Entorno de pruebas 
Las pruebas han sido realizadas en un entorno con poca variabilidad de humedad, luz y 
temperatura, para que los resultados dados no sean alterados por factores externos. 
El emplazamiento elegido será un sótano subterráneo, con corriente de aire 
proporcionado por un ventilador y con una temperatura constante de 25º a 28º, y en el 
momento de la ejecución del proyecto, se desconectara la pantalla, ratón y teclado, 
dejando la Rpi conectada solamente a la luz. 
2.5. Bancos de pruebas empleados 
Este proyecto analizará el uso de la Rpi en diferentes casos de uso: 
 Uso en Java con gráficos 
 Uso en OpenGL ES 
 Uso de entorno de escritorio 
 Uso de conversión de video 
Para analizar los casos de uso de Java con gráficos y OpenGL ES, usaremos 
benchmarks diseñadas por Roy Longbottom, y para el uso de entorno en escritorio y 
conversión de video usaremos Gtkperf benchmark y avconv benchmark. 
 
2.5.1. Banco de java 
Roy Longbottom ha creado unos benchmarks para poder medir el rendimiento de java, 
compatibles con Rpi. 
Incluiremos también un script, del mismo autor, que mide la temperatura y la velocidad 
en MHz de la Rpi, en nuestra carpeta bin. 
Comando:”ln  RpiHeatMHz /usr/local/bin/RpiHeatMHz” 
El benchmark de Java consiste en los siguientes pasos: 
 Prueba 1: carga dos archivos PNG, y el mapa de bits los mueve de derecha a 
izquierda (se repite dos veces) 
 Prueba 2: Genera dos círculos multicolores SweepGradient, y los mueve hacia el 
centro y hacia atrás. 
 Prueba 3: Se dibuja 200 círculos pequeños aleatorios en el centro de la pantalla 
 Prueba 4: se dibuja 80 líneas desde el centro de cada lado al lado opuesto, con 
colores cambiantes 




 Prueba 5: Se dibujan los mismos círculos de la prueba 3, pero dibujando 4000 y 
llenando la pantalla 
Cada prueba tiene una duración aproximada de 10 segundos, y su medida son Frames 
por segundo (FPS). 
Además, realizaremos la ejecución del mismo código compilado en tres versiones de 
java distintas y ejecutadas en tres versiones distintas de máquinas virtuales (versión 6, 
versión  7 y  versión 8), y para ello, descargaremos correspondientes versiones de las 
máquinas virtuales, y crearemos enlaces simbólicos en “usr/bin”. 
No es necesario ninguna instalación adicional de software o librería para este 
benchmark. 
Comandos empleados: 
Versión 6:  
“/usr/bin/java6 –classpath=/java/javadraw/6 JavaDrawPi" 
Versión 7: 
“/usr/bin/java7–classpath /java/javadraw/6 JavaDrawPi" 
Versión 8: 
“/usr/bin/java8 –classpath = /java/javadraw/6 JavaDrawPi" 
 
 





2.5.2. Banco de OpenGL ES 
Al igual que en el banco de Java, el mismo autor ha creado un pequeño programa para 
medir el rendimiento de OpenGL ES de código abierto. 
El programa ya está compilado y puede ser ejecutado, pero para que el programa se 
adapte lo máximo posible a nuestra Rpi, se ha recompilado el programa usando el 
comando “cc” y se creará un enlace a nuestra carpeta “bin”, que nos permitirá ejecutar 
el comando desde terminal. 






Una vez hemos hecho los pasos previos, el benchmark de OpenGL ES consiste en las 
siguientes fases: 
 Se dibuja un fondo de 50 cubos por primera vez como wireframe. 
 Se le añade sombra 
 Se mueven de dentro hacia fuera a través de un túnel rayado y con platos giratorios. 
 Se añaden a cada cubo texturas. 
 A la vez, se generan un conjunto de 900, 9000, 18000 y 36000 triángulos 
texturizados 
 Todo esto se ejecuta 16 veces (incrementando el número de cubos en cada vez), con 
una duración  
Los resultados serán los FPS generados en cada test, y los FPS de los triángulos 
generados. 
Comando para la compilación:  
“cc -DSTANDALONE -D__STDC_CONSTANT_MACROS -D__STDC_LIMIT_MACROS 
-DTARGET_POSIX -D_LINUX -fPIC -DPIC -D_REENTRANT -
D_LARGEFILE64_SOURCE -D_FILE_OFFSET_BITS=64 -U_FORTIFY_SOURCE -
Wall -g -DHAVE_LIBOPENMAX=2 -DOMX -DOMX_SKIP64BIT -ftree-
vectorize -pipe -DUSE_EXTERNAL_OMX -DHAVE_LIBBCM_HOST -
DUSE_EXTERNAL_LIBBCM_HOST -DUSE_VCHIQ_ARM -Wno-psabi -
I/opt/vc/include/ -I/opt/vc/include/interface/vcos/pthreads -
I/opt/vc/include/interface/vmcs_host/linux -I./ -




I../libs/ilclient -I../libs/vgfont -g -c cpuidc.c -o cpuidc.o -
Wno-deprecated-declarations” 
“cc -DSTANDALONE -D__STDC_CONSTANT_MACROS -D__STDC_LIMIT_MACROS 
-DTARGET_POSIX -D_LINUX -fPIC -DPIC -D_REENTRANT -
D_LARGEFILE64_SOURCE -D_FILE_OFFSET_BITS=64 -U_FORTIFY_SOURCE -
Wall -g -DHAVE_LIBOPENMAX=2 -DOMX -DOMX_SKIP64BIT -ftree-
vectorize -pipe -DUSE_EXTERNAL_OMX -DHAVE_LIBBCM_HOST -
DUSE_EXTERNAL_LIBBCM_HOST -DUSE_VCHIQ_ARM -Wno-psabi -
I/opt/vc/include/ -I/opt/vc/include/interface/vcos/pthreads -
I/opt/vc/include/interface/vmcs_host/linux -I./ -
I../libs/ilclient -I../libs/vgfont -g -c OpenGL1Pi.c -o 
OpenGL1Pi.o -Wno-deprecated-declarations” 
“cc -o OpenGL1Pi.bin -Wl,--whole-archive OpenGL1Pi.o cpuidc.o -
L/opt/vc/lib/ -lGLESv2 -lEGL -lopenmaxil -lbcm_host -lvcos -
lvchiq_arm -lpthread -lrt  -L../libs/vgfont -Wl,--no-whole-
archive –rdynamic” 
 










2.5.3. Banco de entorno de escritorio 
Se ha usado Gtkperf, un benchmark que mide el rendimiento de la interfaz de usuario, y 
se compone de los siguientes tests: 
 Test de entrada de datos de diferentes modos de entrada (textinput, selection y 
numeration) 
 Diferentes clicks en botones de distintos tipos (buttons, togglebutton, radiobuttons) 
 Escritura y lectura en un textarea 
 Dibujo en un drawingArea de círculos, líneas y rectángulos 
Para el análisis de entorno de escritorio, usaremos el benchmark Gtkperf, donde 
realizaremos 200 ejecuciones para cada test, y su medida será en segundos. 
Comando: “gtkperf –c 200 -a” 
 
2.5.4. Banco de conversión de video 
El benchmark para analizar la conversión de video usaremos una herramienta de 
conversión de video, avconv, y este convertirá dos videos de distinta resolución de Big 
Buck Bunny.   
Usamos este video, porque posee licencia licencias de Creative Commons (cc-by), y 
podemos reeditar y modificar el video, ideal para este proyecto. 
El primer video, de 850 x 480 pixeles, es de formato avi y lo convertiremos a mkv, y el 
segundo video, de 1920 x 1080, es de formato mp4 y se convertirá a formato mkv. 
En los dos casos, convertiremos solamente los 10 primeros segundos del video. 
Las unidades de medida serán en segundos. 





Figura 7: Captura de pantalla de Big Buck Bunny 
Comandos empleados: 
Video 480 
“avconv –benchmark –preset fast –i 
bbb_sunflower_1080p_30fps_normal.mp4 –ss 00:00:00 –t 00:00:10 –
map 0 -c: v libx264 -c:a copy "output1080.mkv” 
Video 1080 
“avconv –benchmark –i bbb_sunflower_1080p_30fps_normal.mp4 –ss 
00:00:00 –t 00:00:10 –map 0 -c:v libx264 -c:a copy 
output1080.mkv” 
 






2.6. Parámetros de arranque 
La Raspberry pi no posee una BIOS convencional, la configuración se lee de un archivo 
(boot/config.txt) donde contiene los parámetros de arranque. 
Siempre que un parámetro no se encuentre en este archivo, se pondrán por defecto. 
Para automatizar este proyecto, el script será capaz de modificar los siguientes 
parámetros del “boot/config.txt”: 
 Armq_freq: velocidad del procesador, pudiendo ser 700 (estado normal) o 1000 
(estado overclock) 
 Sdram_freq: velocidad de la memoria RAM, siendo 400 y 500 respectivamente. 
 Core_freq: Frecuencia del procesador GPU, con valores 250 y 500 respectivamente. 
 Over_voltage: alimentación, siendo 5 o 6 si es modo normal o Overclock. 
 Mem_gpu: asignación de RAM a la gpu, siendo 64, 128 y 256. 
 cma_lwm: cuando este valor sea menor que 16, la GPU solicitará ram. 
 cma_hwm: cuando este valor mayor que 32, asginará ram a la CPU 
Los dos últimos parámetros sirven para asignar memoria dinámicamente a la GPU, 




2.7. Autoarranque script 
Escribiremos un script en el lenguaje Python, en el que se ejecutará al inicio del 
arranque de la Rpi 
Para esto, desde el RpIconfig la configuramos de manera que al reiniciar, arranque 
desde el escritorio, y en el directorio “.config/lxsession/LXDE-pi/” añadimos un fichero 
que se llame autostart y aquí pondremos que se ejecute el script. 
En nuestro caso, el script y todo el material necesario se encuentran en una carpeta 
llamada “tfg” en el escritorio, y el script se llama benchmark.py (las rutas pueden 
modificarse dependiendo de la distribución). 





El script, ha sido escrito en el lenguaje en python, realiza las siguientes tareas: 
 Lee y reescribe los parámetros necesarios para lanzar los bancos de pruebas. 
 Almacena los resultados de los bancos de pruebas. 
 Sobrescribirá “boot/config.txt” cuando sea necesario. 
 Reiniciará la Rpi. 
 
3.1. Diagrama de flujo 
El diagrama de flujo de datos es la representación gráfica del algoritmo desarrollado, 
expresado en el lenguaje UML (Lenguaje Unificado de Modelado), y representa los 








Figura 9: Diagrama de flujo. 
3.2. Implementación 
 
Se ha implementado un solo fichero, llamado benchmark.py, dividido este mismo en 
una primera parte que es la declaración de comandos de ejecución de los benchmarks, 
(parámetros de configuración del boot/config.txt y tamaño de memoria de la GPU), 
métodos necesarios para la ejecución del programa (reinicio, escritura y lectura de 




3.2.1. Arrays empleados 
 
Se definen todos los arrays que emplearemos: 
 Benchmarks: se ha declarado en este array la localización del ejecutable del banco 
de pruebas con sus correspondientes parámetros. 
 Mem_gpu: Se declara con el comando sed (comando que busca y reemplaza) que 
valores debe tener la RAM asignada a la GPU. 
 Overclock: Se ha declarado el modo estándar (a 700MHz) (configuración por 
defecto) o en modo Overclock (a 1000MHz). 








3.2.2. Métodos empleados 
Los métodos definidos para la ejecución de los benchmarks son los siguientes: 
Escribir: este método escribe los parámetros del benchmark.py 
 
Leer: Lee los parámetros de un fichero dado. 





Datatxt: Escribe los resultados en un fichero dado, se empleará para almacenar las 
salidas de los bancos de pruebas. 
 
EjecutaBench: Ejecuta el benchmark y almacena los datos. Además también almacena 
la temperatura de la Rpi antes y después del benchmark. 
 
EscribirBoot: Reescribe los parámetros de boot/config.txt. 
 




Restart: reinicia la Rpi. 
 
3.2.3. Cuerpo benchmark.py 
Código principal del programa, que se puede subdividir en los siguientes pasos: 
 El primer paso del programa es un Sleep (comando de espera) de 360 segundos. 
Esto evitara que factores externos como el contraste de temperatura, y ejecución en 
el mismo instante de otros programas de inicio altere los resultados 
 Segundo paso, lectura de variables 
 Tercer paso, escribe en “boot/config.txt” los parámetros de arranque de la Rpi, que 
solo se harán efectivos cuando se reinicie 
 Cuarto paso, si es la primera vez que se inicia, reinicia la Rpi para que se apliquen la 
configuración de “boot/config.txt” 
 Quinto paso, ejecución del benchmark 
 Sexto paso, incremento de las variables 










4. Datos recolectados 
Los datos recolectados se almacenan en ficheros, cuyo nombre indica que memoria ha 
sido dedicada para la GPU, y si es en modo estándar (700MHz) o en Overclock 
(1000MHz) 
 
Figura 10: Directorio que almacena colecciones de datos. 
 
Figura 11: Ejemplo de un volcado de resultados. 
 
Esta colección de datos, contiene los resultados en sucio volcados por los benchmarks, y 
se han recogido los 15 primeros resultados (esto significa, que cada benchmark se ha 
ejecutado 15 veces mínimo). 
No se ha podido realizar todas las combinaciones posibles por tres motivos: 
 Se ha llegado al límite de su temperatura varias veces, por ejemplo, al realizar un 
Overclock con la distribución Archlinux y el bencharmk OpenGl Es en la Rp1 
 La combinación de todas las variables incrementa el tiempo de experimentación 
exponencialmente, es decir, una explosión combinatoria 





5. Tablas  
Se han creado una base de datos con las tablas compuestas de los datos recolectados del 
anterior punto. 
En este punto, se han analizado los datos obteniendo la media de los resultados de esas 
15 muestras, siendo un buen indicador, ya que su coeficiente de variación es menor de 
0,1.  
Las tablas se han dividido en: 
 Tabla Java 
 Tabla OpenGL ES1 
 Tabla OpenGL ES2 
 Tabla Gtkperf 
 Tabla avconv 
 Tabla profundización 
 
Para mayor información, véase el anexo, apartado tablas. 
6. Resultados 
Los resultados se dividirán en dos fases: 
 La primera, analizaremos en diferentes entornos de uso, que se clasificaran en: 
o Distribuciones: Comparación entre las distintas distribuciones de Rpi. 
o Memoria dedicada a la GPU: Comparación de dedicar distintos tamaños de 
memoria RAM a la GPU. 
o Modo normal vs Modo Overclock: Comparación de un modo normal o un 
modo overclock. 
o Raspberry Pi 1 vs Raspberry Pi 2: Comparación entre la Rp1 y Rp2. 
 La segunda fase, siendo una extensión del anterior punto, analizaremos diferentes 
entornos de escritorio (LXDE, XFCE y KDE), añadiendo la posibilidad de asignar 
memoria RAM a la GPU dinámicamente (siendo las opciones 64, 128, 256 y 
dynamic) y finalmente compararemos la Rp2 con la Rp2 (anónima 1) y Rp2 
(anónima 2). 
 




Las gráficas serán analizadas mediante la selección de un muestreo a través de un filtro. 
Este filtro será indicado mediante una tabla, que muestra los valores hemos escogido de 
cada parámetro. 









Mem Gpu  64 
128 
256 











En la JVM6, Raspbian7 ha generado un 38% más FPS que Ubuntu, seguido de 
Raspbian7 con un 25% y Archlinux con un 7%. 
En la JVM7, Raspbian7 ha generado un 38% más FPS que Ubuntu, seguido de 
Raspbian7 con un 26% y Archlinux con un 7%. 
En la JVM8, Raspbian7 ha generado un 3,8% más FPS que Ubuntu, seguido de 
Raspbian7 con un 25% y Archlinux con un 1%. 
 
6.1.2. Memoria dedicada a la GPU 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 
Hardware:  Rp1 y Rp2 
 
archlinux raspbian 7 raspbian 8 ubuntu
Promedio de jvm6 FPS 40,1192 51,8219 47,0397 37,3542
Promedio de jvm7 FPS 40,2294 51,7264 47,2981 37,4981


















En JMV6,  al dedicar un 128MB se incrementa un 9% FPS, y en el caso de 256MB se 
incrementa un 12% de FPS respecto al dedicar 64MB. 
En JMV7 y JMV8, al dedicar un 128MB se incrementa un 6% en ambos casos, y al 
dedicar 256MB se incrementa un 12% de FPS.  
6.1.3. Modo normal vs Modo overclock. 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 





Promedio de jvm6 FPS 41,0727 44,9467 46,2319
Promedio de jvm7 FPS 41,4644 44,3273 46,7723





















En el modo Overclock, el promedio de FPS es siempre mayor, mejorando un 40%, 42% 
y 40% (JVm6, JVM7 y JVM8), respecto al modo normal. 
6.1.4. Rp1 vs Rp2 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




Promedio de jvm6 FPS 26,4776 37,0452
Promedio de jvm7 FPS 26,2561 37,4228














Modo normal vs Modo Overclock 





Podemos observar que la Rp2 tiene un incremento de FPS en sus tres versiones de JVM 
(560% en JVM6, 560% en JVM7 y 565% en JVM8). Existe una elevada diferencia por 
la potencia del procesador de la Rp2.  
6.1.5. JVM6 vs JVM7 vs JVM8 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 





Promedio de jvm6 FPS 7,9406 45,0147
Promedio de jvm7 FPS 7,9678 44,5444





















Vemos que el promedio entre las distintas versiones de la máquina virtual de java son 
casi idénticas, siendo cada versión de la respectiva maquina ligeramente mayor (0,3% 
en JVM7 y 0,8% JVM8), respecto a la JVM6. 

















Promedio de jvm6 FPS 37,18726449
Promedio de jvm7 FPS 37,3552














JVM6 vs JVM7 vs JVM8 




6.2. OpenGL ES (1) 
6.2.1. Distribuciones 




Mem Gpu  64 
128 
256 









No existe una diferencia significativa (del mayor numero al menor solo hay un 
incremento menor de 1% de FPS) 
 
archlinux raspbian7 raspbian8 ubuntu
Promedio de 720 (FPS) 49,5093 49,4887 49,1167 49,1480
















6.2.2. Memoria dedicada a la GPU 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 











Promedio de 1080 (FPS) 48,8673 48,9466 49,2541












Memoria dedicada a la GPU 




6.2.3. Modo normal vs overclock 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 











Promedio de 720 (FPS) 49,0383 51,5725
















6.2.4. Rp1 vs Rp2 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




La Rp1 es un 3% más rápido al generar video en 720p y 2% más rápido al generar 
gráficos en 1080p, respecto a la Rp2 
 
 
Para mayor detalle, véase la tabla OpenGL ES (1) en el anexo. 
 
Rp1 Rp2
Promedio de 720 (FPS) 48,5777 49,4990












Raspberry pi 1 vs Raspberry pi 2 




6.3. OpenGL ES (2) 
6.3.1. Distribuciones 




Mem Gpu  64 
128 
256 





Hardware:  Rp2 
 
 
Vemos en esta gráfica que no existe una diferencia significativa entre distribuciones, 
(1% de diferencia entre el promedio más alto y el más bajo) 
archlinux raspbian 7 raspbian 8 ubuntu
Promedio de Textured (1080) 29,5225 30,9258 30,2908 30,1133
Promedio de Shaded+ (1080) 35,3292 35,7283 35,3367 35,3342
Promedio de Shaded (1080) 47,3292 47,6042 47,4608 47,4158
Promedio de Textured (720) 31,8592 31,8108 31,5083 31,4175
Promedio de WireFrame (1080) 47,5467 47,6667 47,6025 47,4342
Promedio de Shaded+ (720) 36,6942 36,7900 36,3267 36,4800
Promedio de Shaded (720) 48,0475 48,0933 47,8750 47,9242

















6.3.2. Memoria dedicada a la GPU 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




En el siguiente gráfico, al dedicar un 64MB y 128MB produce una mejora de un 10% 
más FPS que al dedicar 256MB. 
 
64 128 256
Promedio de Textured (1080) 30,9570 29,8782 27,8572
Promedio de Shaded+ (1080) 36,6239 35,3549 33,0604
Promedio de Shaded (1080) 49,0359 47,6230 44,1342
Promedio de WireFrame (1080) 47,5558 47,7337 44,2347
Promedio de Shaded+ (720) 36,3081 36,0290 37,6437
Promedio de Textured (720) 31,3399 31,1375 31,8056
Promedio de Shaded (720) 47,8854 47,4589 48,7556













Memoria dedicada a la GPU 




6.3.3. Modo normal vs overclock 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 





En el caso del modo Overclock, este mejora un 1% respecto al modo normal. 
 
700 1000
Promedio de Textured (1080) 30,2131 29,8200
Promedio de Shaded+ (1080) 35,4321 35,1488
Promedio de Shaded (1080) 47,4525 47,3813
Promedio de WireFrame (1080) 47,5625 47,4925
Promedio de Textured (720) 31,6490 31,4894
Promedio de Shaded+ (720) 36,5727 36,4071
Promedio de Shaded (720) 47,9850 47,9071

















6.3.4. Rp1 vs Rp2 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




En esta gráfica, la Rp2 es un 10% más rápida que la Rp1 
Para mayor detalle, véase la tabla OpenGL ES (2) en el anexo. 
Rp1 Rp2
Promedio de Textured (1080) 27,2888 30,6567
Promedio de Shaded+ (1080) 33,2813 35,6063
Promedio de Shaded (1080) 44,3346 47,5996
Promedio de WireFrame (1080) 44,4138 47,6592
Promedio de Textured (720) 30,9742 31,5375
Promedio de Shaded+ (720) 38,2213 36,5350
Promedio de Shaded (720) 48,4146 47,9754













Raspberry Pi 1 vs Raspberry Pi 2 





Los valores más altos son peores. 
6.4.1. Distribuciones 




Mem Gpu  64 
128 
256 





Hardware:  Rp2 
 
Vemos que Archlinux es el más rápido, siendo el más lento Raspbian 8 ha finalizado las 
pruebas 45% de diferencia con Archlinux. 
 
 
archlinux raspbian 7 raspbian 8 ubuntu



















6.4.2. Memoria dedicada a la GPU 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




En este caso, se observa que apenas existe variabilidad al variar el tamaño de memoria 





















Memoria dedicada a la GPU 




6.4.3. Modo normal vs overclock 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 































6.4.4. Rp1 vs Rp2 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 
Hardware:  Rp1 y Rp2 
 
 























Raspberry Pi 1 vs Raspberry Pi 2 





Los valores más altos son peores, pues representa lo que se ha tardado en cambiar el 
formato del video. 
6.5.1. Distribuciones 




Mem Gpu  64 
128 
256 





Hardware:  Rp2 
 
 
Al convertir el video 1920*1080, Archlinux ha incrementado su tiempo en un 170%, 
seguido de Raspbian 8 con un 120% y Ubuntu con 1%. 
Archlinux Raspbian 7 Raspbian 8 Ubuntu
Video (1920 x 1080) 1917,296667 691,27 1550,506667 698,5333333


















Al convertir el video 850*480, Archlinux ha incrementado su tiempo en un 200%, 
seguido de Raspbian 8 con un 150% y Ubuntu con 1%. 
 
6.5.2. Memoria dedicada a la GPU 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 
Hardware:  Rp1 y Rp2 
 
 
No existe una gran diferencia significativa, con una diferencia cerca del 1%. 




Video (1920 x 1080) 1406,573667 1418,808667 1391,493

















Memoria dedicada a la tarjeta gráfica 




6.5.3. Modo normal vs overclock 




Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




El modo Overclock es el más rápido en ambos casos, pues el modo normal ha 






Video (1920 x 1080) 1214,401667 1237,857667




















6.5.4. Rp1 vs Rp2 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 






Al convertir el video 1920*1080, Rp1 ha tardado un 180% respecto a Rp2. 




Video (1920 x 1080) 3653,285 1304,283333

















Raspberry Pi 1 vs Raspberry Pi 2 





Para profundizar en este proyecto, se ha añadido nuevas configuraciones, como la 
asignación dinámica de memoria, diferentes Rp2 de terceras personas, y diferentes 
entornos gráficos (KDE, LXDE y XFCE). 
Para mayor resultado, véase las tablas de profundización en el anexo. 
7.1. Java 
 
En esta parte, analizaremos las variables RAM dinámica, diferentes hardwares y 
diferentes entornos de escritorio. 
7.1.1. Memoria dinámica 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal y overclock 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 







La RAM dinámica no muestra mejoras respecto a las tres versiones de JMV 
7.1.2. Comparación con otras Rpi 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian8 
Hardware:  Rp2 
Rp2 (Anónimo 1) 
Rp2 (Anónimo 2) 
 
64 128 256 dynamic
raspbian 8
Promedio de jvm6 FPS 44,0983 49,9533 53,0950 36,7133
Promedio de jvm7 FPS 44,6350 47,4683 54,3567 36,6717












Dynamic vs 64 vs 128 vs 256 





Vemos que la diferencia entre el mínimo y el máximo es de un 1%. 
7.1.3. Comparación entornos gráficos 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 











Promedio de jvm8 FPS 48,3339 48,3879 48,4645
Promedio de jvm7 FPS 48,8200 48,9515 48,9428




















En este gráfico, la diferencias entre la versión LXDE genera un  35% más de FPS que 
Raspbian8 KDE y un 33% más de FPS que XFCE. 
7.2. OpenGL ES (1) 
7.2.1. Memoria dinámica 
 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal y overclock 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 









Promedio de jvm6 FPS 49,0489 36,5789 37,9433
Promedio de jvm7 FPS 48,8200 37,2694 37,9517


















Vemos que al añadir la asignación de memoria de una forma dinámica, no existe una 
variación visible (menos del 1% entre el mejor y peor dato). 
7.2.1. Comparación con otras Rpi 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian8 
Hardware:  Rp2 
Rp2 (Anónimo 1) 
Rp2 (Anónimo 2) 
 
64 128 256 dynamic
Promedio de 720 (FPS) 49,2060 48,8750 49,3730 49,1000





















Tal como sucede en la gráfica anterior, al probar entre diferentes hardware, no ha 
mostrado una variación significante (menos del 1%). 
7.2.2. Comparación entornos gráficos 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 












Promedio de 1080 (fps) 48,2433 48,9313 48,1040


















Al variar los entornos de escritorio, vemos que no hay una mejora visible, siendo la 
diferencia entre el mayor dato y menor dato de apenas 1 segundo de promedio. 
7.3. OpenGL ES (2) 
7.3.1. Memoria dinámica 








Entorno de escritorio: LXDE 
Distribuciones: Raspbian 8 







Promedio de 1080 (fps) 47,5713 47,1907 48,2433

















No hay una mejora visible, pues la diferencia entre el dato menor y el mayor existe una 
diferencia de un 1%. 
7.3.2. Comparación con otras Rpi 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian8 
Hardware:  Rp2 
Rp2 (Anónimo 1) 
Rp2 (Anónimo 2) 
 
64 128 256 dynamic
Promedio de WireFrame (720) 47,9225 47,5575 47,9975 47,8975
Promedio de Shaded+ (720) 36,4100 36,0500 36,5200 36,1325
Promedio de Shaded (720) 47,8875 47,7650 47,9725 47,7925
Promedio de WireFrame (1080) 47,7800 47,1925 47,8350 46,9575
Promedio de Shaded (1080) 47,6125 47,0525 47,7175 46,9300
Promedio de Shaded+ (1080) 35,5325 34,6875 35,7900 34,2875
Promedio de Textured (720) 31,6475 31,1300 31,7475 31,3500













Dynamic vs 64 vs 128 vs 256 





Tal como sucede en la gráfica anterior, no existe una variación visible (diferencia de un 
1%). 
7.3.3. Comparación entornos gráficos 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 












Promedio de Shaded+ (720) 36,3267 36,7473 36,8962
Promedio de Shaded (720) 47,8750 48,3048 48,4537
Promedio de WireFrame (720) 47,8258 48,1515 48,1362
Promedio de WireFrame (1080) 47,6025 47,6798 39,6620
Promedio de Shaded (1080) 47,4608 47,6031 47,6318
Promedio de Shaded+ (1080) 35,3367 36,6206 36,7043
Promedio de Textured (720) 31,5083 31,8231 31,9720


















En los entornos gráficos, no existe una variación visible entre las columnas. Tal como 














raspbian 8 raspbian 8 XFCE raspbian 8 KDE
Promedio de Shaded+ (720) 36,3267 36,2225 36,3425
Promedio de Shaded (720) 47,8750 47,8925 47,8275
Promedio de WireFrame (720) 47,8258 47,7300 47,6450
Promedio de WireFrame (1080) 47,6025 47,2100 47,3100
Promedio de Shaded (1080) 47,4608 47,0675 47,2000
Promedio de Shaded+ (1080) 35,3367 34,6125 34,8700
Promedio de Textured (720) 31,5083 31,2100 31,3750



















7.4.1. Memoria dinámica 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal y overclock 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 




Al asignar un valor de 64, 128 y 256 ha tardado un 85%, 97% y 86% respectivamente al 




64 128 256 dynamic












7.4.2. Comparación con otras Rpi 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian8 
Hardware:  Rp2 
Rp2 (Anónimo 1) 
Rp2 (Anónimo 2) 
 
 
En este grafico se observa que no existe una variación significativa (entre el dato menor 























7.4.3. Comparación entornos gráficos 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 




Hardware:  Rp2 
 
 








raspbian 8 raspbian 8 KDE raspbian 8 XFCE













7.5.1. Memoria dinámica 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal y overclock 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian7 
Archlinux 











64 128 256 dynamic
Video (1920 x 1080) 1543,98 1563,33 1544,21 1636,52






















7.5.2. Comparación con otras Rpi 
Se ha elaborado un gráfico con el siguiente filtro: 
Parámetros Valores 
Normal/Overclock Normal 
Mem Gpu  64 
128 
256 
Entorno de escritorio: LXDE 
Distribuciones: Raspbian8 
Hardware:  Rp2 
Rp2 (Anónimo 1) 
Rp2 (Anónimo 2) 
 
 





7.5.3. Comparación entornos gráficos 






Video (1920 x 1080) 1572,01 1587,345 1697























Mem Gpu  64 
128 
256 








Vemos que LXDE es  el más eficiente, pues los entornos KDE y XFCE han completado 












Video (1920 x 1080) 1543,98 1738,35 1798,62

























Finalizo este proyecto exponiendo las conclusiones, dividiéndolo en un punto de vista 
técnico y otro personal. 
8.1. Proyecto 
Antes de todo, hay que recordar que las técnicas benchmarking es un proceso nada 
sencillo y muy complicado de implementar. 
El motivo de desarrollo de este proyecto es el conocer que configuración ofrece un 
mayor rendimiento gráfico a nuestra Raspberry Pi mediante la automatización de una 
serie de benchmarks. 
Hay que tener en cuenta los factores que han influido en el desarrollo del proyecto: 
 Factores externos, pues la temperatura influye en los resultados del proyecto. 
 El benchmark intenta medir las prestaciones de la Rasperry Pi a través de algoritmos 
sencillos, y los programas que usan los usuarios son muy complejos y difíciles de 
medir. 
 En el propio tratamiento de los datos, se ha realizado la media de ellos, descartando 
así una gran cantidad de información. 
 En la selección de las muestras, no todas las combinaciones son posibles por la 
incompatibilidad entre distribuciones y por la combinación de variables, pues se 
genera una explosión combinatoria. 
 
A pesar de no poder dar unos valores exactos, si es un proyecto repetible en otras 
Raspberrys Pi, y la configuración óptima es la misma: 
 En los bancos de pruebas de Java, la mejor configuración es una Raspberry Pi 2, con 
el entorno de escritorio LXDE asignada a 256MB a la GPU y en modo Overclock. 
 En los bancos de pruebas OpenGL ES, la mejor configuración es la combinación de 
una Raspberry Pi 2 con Overclock. 
 En los bancos de pruebas Gtkperf, la mejor configuración es la combinación de una 
Raspberry Pi 2, distribución Archlinux, asignando memoria dinámica a la GPU, 
entorno gráfico XFCE y el procesador en modo Overclock. 
 En los bancos de pruebas avconv, la mejor configuración es una Raspberry Pi 2 con 






Este proyecto me ha dado una base que complementa mi formación universitaria, 
enfrentándome mano a mano en el sistema operativo Linux, el hardware ARM y el 
mundo complejo del benchmark. 
Dato curioso, a pesar que la Rpi es un microordenador “lowcost”, su potencial es 
equiparable a ordenadores de principios del 2000, pudiendo ser perfecto desde un 
ordenador personal, hasta una consola dedicada o un reproductor multimedia. 
Concluiré que, después de ver más de 10 distribuciones distintas, mis preferidas son 
Raspbian y Ubuntu por dos grandes motivos: por su gran comunidad y su gran tamaño 










































































9.1.6. Raspbian 8 (Memoria dinámica) 
 




















































































9.3.5. Raspbian 8 (Rp2 anónimas) 
 







































































9.4.5. Raspbian 8 (Rp2 anónimas) 
 
 


























9.5.5. Raspbian 8 (Rp2 anónimas) 
 































o Benchmarks en avconv: 
o https://libav.org/avconv.html 
o Benchmarks en Gtkperf: 
o http://gtkperf.sourceforge.net/ 







o Información sobre librerías: 
o http://lignux.com/logro-desbloqueado-raspberry-pi-mueve-quake-3-con-
controladores-open-source/ 
o http://www.ubuntu-es.org/node/9124#.VPSMNvmG_Ng 
o http://geneura.ugr.es/~jmerelo/DyEC/ 
 
 
 
 
 
 
 
 
