In previous works we have studied spin-3/2 fields near 4-dimensional Schwarzschild black holes.
I. INTRODUCTION
With the introduction of supergravity theories there has been a lot of interest in understanding the gravitino, the supersymmetric partner of the graviton. This particle is predicted to be a spin-3/2 particle and would behave like a Rarita-Schwinger field. In many supergravity theories these fields act as a sources of torsion and curvature of the space-time [1, 2] . It is also predicted that the gravitino is the lighest or second lightest supersymmetric particle. This makes the gravitino an ideal candidate for studying supersymmetric gravitational theories. Much of the research into gravitinos has been focused on the particle and not its interaction with curved space-time, specifically near black holes. In previous works we have investigated this space-time interaction for 4-dimensional Schwarzschild black holes with a spin-3/2 field [3] . We did this by exploiting the radial symmetry of our system, which allowed us to separate the metric into a radial-time part and an angular part. We could then calculate the eigenvalues of our eigenspinor-vectors in the angular part by using the works of Camporesi et al. [4] . Relating the eigenvalues of our radial-time part to those for the angular part we could easily determine the effective potential for our fields near the black hole. Using the same approach we hope to be able to investigate space-times with dimensions greater than 4. This paper aims to derive a gauge invariant D-dimensional effective potential for spin-3/2 fields near Schwarzschild black holes. Using this potential we can study the evolution of our spin-3/2 particles as they propagate through the curved space-time. This evolution through space-time is characterized by an oscillation of the space-time. Near black holes these oscillations have a single frequency with a damping term, and are called Quasi-Normal Modes (QNMs). The QNMs characterize the parameters of the black hole [5] . A variety of numerical and semi-analytic techniques have been used to determine the numerical values for the emitted QNMs [6, 7] . We will use the WKB method and a method developed by some of us called the Improved Asymptotic Iterative Method (Improved AIM) to calculate these values [8] .
As we have done previously we will also look at the absorption probabilities of our spin-3/2 particles, as this will give us an insight into the grey body factors and emission cross-section of our black holes. These are required in order to understand the stability and evolution of our black holes. The paper will be structured as follows. In the next section we determine the eigenvalues for the spinor-vectors on an N-sphere. In Sec.III we calculate the potential functions for spin-3/2 fields in this space-time. We then use the potential to determine the QNMs and absorption potential associated to our spin-3/2 particles, the results are given in Secs.IV and V. Final discussions and conclusions are given in Sec.VI.
II. SPINOR-VECTOR EIGENMODES ON S N
A. The N -sphere
The metric that describes the angular part of our space-times is simply the metric for a sphere. The metric for the N-sphere, S N , is given as
where d Ω N −1 is the metric of S N −1 . In the rest of this section we will denote terms for S .
(2.2)
In order to determine our covariant derivatives on S N we need to determine the appropriate spin connections. We will use the n-bein formalism in order to relate components on our curved space to those of an orthonormal basis [9] . Our metric is related as follows, where Greek letters represent our world indices and Latin letters represent our Lorentz indices. For S N the n-bein is given as,
We can relate gamma matrices on the orthogonal basis to gamma matrices of those on S N as follows, 5) where the gamma matrices on the orthogonal basis obey the Clifford algebra. Spin connections are calulated as [9] ω µab = e Non-zero spin connections on S N are then determined to be
The covariant derivative for the spinor-vector field is
where
We can now determine the eigenvalues for our spinors and spinor-vectors on S N . The eigenvalues for our spinors have already been determined by Camporesis and Higuchi [4] , a brief overview is given in Appendix A. We use the eigenvalues of our spinors to determine the eigenvalues for our spinor-vectors.
We denote the spinor-vectors as ψ µ , where each of the components are spinors. To begin our investigation into spinor-vectors we find two orthogonal eigenspinor-vectors on S 2 , which can be written as linear combinations of the basis γ µ ψ (λ) and ∇ µ ψ (λ) , where
is the eigenspinor on S 2 . Note that we use (λ) to highlight that λ is not an index. These are "non Transverse and Traceless eigenmodes" (non-TT modes), as they do not satisfy the transverse and traceless conditions. These two eigenspinor-vectors can be generalised to the S N case, and are analogous to the longitudinal eigenmode for vector fields on spheres. These "non-TT eigenmodes" form a complete set of eigenmodes on S 2 . For higher dimensional surfaces these modes do not represent a complete set and we must introduce TT eigenmodes.
We are also required to consider the behavior of the S N spinor-vector components on S N −1 .
Consider the surface S 3 , we expect the following spinor-vector ψ θ i = (ψ θ 3 , ψ θ 2 , ψ θ 1 ), with ψ θ 1 , ψ θ 2 and ψ θ 3 representing spinors. Furthermore on S 3 we expect our "TT components", ψ θ 1 and ψ θ 2 , to behave like spinor-vectors on S 2 . Since S 2 only has "non-TT eigenmodes"
we should represent ψ θ 1 and ψ θ 2 as linear combinations of "non-TT eigenmodes" on S 3 . As such ψ θ 3 acts like a spinor on S 2 , and we represent it using a linear combination of spinor eigenmodes on S 2 . This gives us our first type of "TT-eigenmode" which we can call the "TT-mode I". The complete set of spinor-vectors on S 3 is therefore given by two "non-TT eigenmodes" and one "TT-eigenmode I". On S 4 spinors ψ θ 1 , ψ θ 2 and ψ θ 3 behave like spinorvectors and ψ θ 4 behaves like a spinor on S 3 . We therefore have two types of spinor-vectors on S 3 , which can be represented in two ways. Firstly we can represent ψ θ 1 , ψ θ 2 and ψ θ 3 as linear combination of "non-TT eigenmodes" on S 3 , and ψ θ 4 represented with a linear combinations of spinor eigenmodes on S 3 , this is the "TT-eigenmode I" on S 4 . We could also represent ψ θ 1 , ψ θ 2 and ψ θ 3 as "TT-eigenmodes" on S 3 . Since they are already the "TT eigenmodes" ψ θ 4 must go to zero. In this case we call it the "TT eigenmode II". Hence the complete set of eigenmodes on S 4 is given by two "non-TT eigenmodes", one "TT eigenmode I" and one "TT eigenmode II".
Generally eigenmodes on S N are represented by two "non-TT eigenmodes", one "TTeigenmode I" and N − 3 "TT-eigenmode II" when N > 2. We can now determine the eigenvalues for our spinor-vectors. In the following section we will denote values relating to the surface S N −1 with tildes.
B. Spinor-vector non-TT eigenmodes on S N
We denote eigenvalues for the non-TT eigenmode spinor-vectors as iξ. The eigenvalue equation for our eigenspinor-vectors with the Dirac operator is
We can construct eigenspinor-vectors on S N using the following linear combination 
The commutator can be rewritten in terms of the Riemann curvature tensor R σρ µν as, 14) where iλ is the spinor eigenvalue on S N Eq.(A.9). Comparing with Eq.(2.11) we can show that the non-TT eigenvalues are
We can write the non-TT eigenspinor-vectors as
Here we denote the eigenvalues as iζ, to distinguish them from the non-TT eigenmodes.
So our spinor-vector equation with Dirac operator is
The transverse traceless condition is
With the spinor eigenmodes noted in appendix A, we will separate out our lower dimensional part and separately consider the N even and the N odd cases.
N odd
Using Eq.(A.10)and Eq.(2.4) we find that Eq.(2.18) becomes 
23)
(2.24)
The coefficients A (1, 2) , C (1, 2) and D (1, 2) 
(1,2) . The coefficients of the eigenspinor-vector are
25) 27) where
∓ λ| n (cos θ N ) is the Jacobi polynomial. The eigenvalues are 28) where λ = n + (N − 1)/2, n = 0, 1, 2, ... and n = 0, 1, 2, .... Eq.(2.28) can be rewritten as
As such we have determined the eigenvalue for our eigenspinor-vectors for N ≥ 3 and N odd.
N even
We use the gamma matrices and spin connections as given in Eq.(A.3) and Eq.(A.4) and
We set
Substituting these into Eqs.(2.31) and (2.34) we have the same results as we did for the N odd case. That is, we find that the eigenvalues are the same as those for the N odd case.
We note that N > 2, since as discussed earlier, there are no TT eigenmodes for the surface
D. Spinor-vector TT-Modes II on S N As discussed earlier in this section "TT mode II" are only possible for N ≥ 4. We start by letting the eigenspinor-vector ψ θ N = 0, and the "TT mode" eigenspinor-vector on S N −1
will still be an eigenspinor-vector on S N with suitable coefficients.
N odd
Setting spinor-vector ψ θ i as 
2 ) (½,¾) , we have
∓ ζ| n (cos θ N ) is again the Jacobi Polynomial. ζ is the spinor-vector eigenvalue of the "TT mode I" on S N −1 , which is given as
. Such that the eigenvalues on "TT mode II" are
which are the same as those of "TT mode I" on S N .
N even
and using Eqs.(2.31) to (2.34), we find that the eigenvalue is still given as Eq.(2.38). Using the eigenvalues for our spinors and spinor-vectors we can determine our potential for spin-3/2 particles near Schwarzschild black holes.
III. THE RADIAL EQUATION AND THE POTENTIAL FUNCTION
In this section we are going to obtain the radial equation and the effective potential for the spin-3/2 field in the D-dimensional Schwarzschild black hole space-time. Since the mode function of the spin-3/2 field will be represented by the spinor-vector wave functions, we have to do the construction analogous to the details with the spinor and the vector fields. In the study of Maxwell fields it has been shown that there are two physical modes with different mode functions [10, 11] . One is related to the scalar spherical harmonics, and another one is related to the vector spherical harmonics, these are also known as the "longitudinal" and "transverse" parts of a vector field [12] . In our case there are "non TT eigenmodes" and "TT eigenmodes" on S N , where we may obtain two physical modes related to these eigenmodes for our spin-3/2 field case.
A. Massless Rarita-Schwinger field for D-Dimensions
To begin we need to define our metric as 
where the anti-symmetric Dirac gamma product is given as
We choose the following gamma matrices,
with ½ being the 2 (
2 ) unit matrix for the case of D even and the 2 (
unit matrix for the case of D odd. σ i (i = 1, 2, 3) are the Pauli matrices andγ θ i are the Dirac matrices for the N sphere. The non-zero spin connections are
And the non-zero triple gamma products are given as
is the antisymmetric product of two Dirac matrices.
B. With non-TT eigenfunctions
We represent our radial, temporal and angular parts as ψ r , ψ t and ψ θ i . The radial and temporal parts will behave as spinors on S N and we write them as
whereψ (λ) is an eigenspinor on the S N , with eigenvalues iλ. The angular part, however, will behave as a spinor-vector on S N and can be written as Eq.(2.16). However, it is more convenient to write it as
where φ
are functions of r and t which behave like 2-spinors. This is the same form as we have used for spinors when studying the 4-dimensional space-time [3] . Using
Eq.(3.2) we will derive our equations of motion and then try to rewrite them as Schrödinger like equations. We will initially work in the Weyl gauge, where φ t = 0, to determine our equations of motion, and will then find a gauge invariant form.
Equations of motion
Firstly, consider the case where µ = t in Eq.(3.2),
By using Eq.(3.7) and Eq.(3.8), with the angular part separated, we have our first equation of motion in terms of φ r , φ
θ and φ
θ ;
Next consider the case where µ = r in Eq.(3.2),
The second equation of motion is
Giving us our final two equations of motion,
We now have our four equations of motion, Eqs.(3.10), (3.12), (3.14) and (3.15), in terms of
θ are not gauge invariant. In the next section we investigate the required gauge invariance and determine the appropriate transformations in order to create our gauge invariant radial equation.
Gauge-invariant variable
If we consider a system where only gravitational forces are present then
where ϕ is a Dirac spinor. This allows our spinors-vectors to transform as 
We also have that
Using these two identities Eq.(3.16) becomes
This is zero for Ricci flat space-times like the D-dimensional Schwarzschild space-time.
However, for de Sitter and anti-de Sitter space-times it does not vanish, so we would need to modify the covariant derivative in those cases in order to respect the gauge symmetry.
This means we can perform the above transformation on our spinor-vector.
Firstly consider the transformation of φ r and φ t . Take ϕ = φ ⊗ψ (λ) , then Eq.(3.17)
Next we consider the transformation of our angular components of ψ µ . They are given as
θ are not gauge invariant. We need to perform a transformation of these spinors in order to obtain gauge invariant functions. We use the combination we have used in the 4-dimensional space-time [3] 
Note that there is no dimensional dependence for our gauge invariant variable.
Effective potential
Using the gauge-invariant variable Φ, Eq.(3.10), Eq.(3.12) and Eq.(3.14) become
We have used that 
Component wise Φ is given as
Eq. (3.27) then becomes
where we have set
We can further simplify the above equation by defining
Eq.(3.29) and Eq.(3.30) then become
where r * is the tortoise coordinate and is defined as d/dr * = f d/dr. W is known as the superpotential in supersymmetric quantum mechanics and is determined to be
This allows us to write our Schrödinger like equation to describe our particles, where we have called this equation our radial equation, given as
with isospectral supersymmetric partner potentials [13] 
(3.37)
Setting D = 4 we find that our potential is the same as in Refs. [3, 14] ;
(3.39)
C. With the TT eigenfunctions
Equations of motion
We set the radial and temporal parts ψ r and ψ t , to be the same as the "non-TT eigenfunctions" case given in Eq.(3.7). The angular part, ψ θ i , can be written in terms of the TT mode eigenspinor-vector on S N as
whereψ θ i is the TT mode eigenspinor-vector which includes the "TT mode I" and "TT mode II", and φ θ behaves like a 2-spinor. As we have done for the previous case, we will use the Weyl gauge and consider the cases µ = t, µ = r, and µ = θ i for Eq.(3.2). Applying the TT conditions on a sphere, namelyγ
θ i = 0, we have ψ r = 0. We find that the equation of motion in this case is
In this case φ θ is gauge invariant, so we directly derive the radial equation in the next section.
Effective potential
Assuming φ θ is given as
Eq.(3.41) can then be rewritten as
(3.43)
These expressions can be simplified using the following transformations,
We have the radial equations,
where 
This is the same potential as obtained in Ref. [15] , where the radial equation of a spin-1/2 field on the general dimensional Schwarzschild black hole space-time is considered. We can say that the radial equation for the spin-3/2 field is equivalent to that of the spinor field case when the eigenmode on S N is the "TT mode", with ψ t = ψ r = 0, and only ψ θ i remains.
IV. QUASI NORMAL MODES
In this section we focus on the QNMs for our "non-TT eigenfunctions" spinor-vectors, where we will use the new potential that we have derived for the massless spin-3/2 fields.
The potential that we have derived for the "TT eigenfunctions" is the same as that seen for the spin-1/2 Dirac field, we therefore refer the reader to Ref. [15] for the results of the "TT eigenfunctions".
A. Methods
We have used two methods in order to determine the numerical values of our QNMs. We have used the WKB method to 3rd and 6th order, and the improved AIM to calculate the numerical values of our QNMs. The 3rd order WKB method was developed by Iyer and
Will [16] and the 6th order was developed by Konoplya [17] .
Implementation of the improved AIM
The improved AIM has been developed in the following papers [8, [18] [19] [20] . In order to use this technique we must first perform a coordinate change so that we are operating on a compact space, we choose ξ 2 = 1−2M/r. Our boundary conditions require that our particles are purely in-going at the horizon and purely out-going at infinity. Since our particles would exhibit plane wave behavior at these boundaries, we can write their wave functions as
for r * → ∞ ;
for r * → −∞ . 
Plugging Eq.(4.2) into our wave functions for our particles gives us our general behavior of the particles for our D dimensional space
where Θ(n) = e 2πin D−3 . Clearly at the boundaries of our system, namely ξ = 1, 0, we would encounter asymptotic behavior. We extract this asymptotic behavior from φ and write
where β(ξ) contains our asymptotic behavior, and χ(ξ) satisfies the equation The functions λ 0 and s 0 are determined to be
We then apply the AIM to Eq.(4.5) and after 200 iteration we obtain the results given in
Tabs.(I)-(III).

B. Results
We present the results of our WKB and AIM calculation in Tabs. (I)-(III). For fixed angular quantum number l with specific dimension D, when the mode number n gets larger, the real parts of the frequencies decrease and the imaginary parts, or the damping rates increase. This indicates that the n = 0 mode has the largest probability of being observed.
We also show the behavior of first few QNMs with various dimensions in Fig. (1) , which
shows that both the frequency and the damping rate increase with the number of dimensions.
Comparing the WKB and AIM methods, we see that the WKB method returns results which are not as accurate as the AIM, however, the WKB is much easier to implement compared to the AIM. In order to obtain accurate results for QNMs using the AIM it is necessary for us to perform a large number of iterations of the AIM, which has the drawback of requiring large amounts of computation time. When D = 4, 5, 6 we see that the AIM and WKB method are in strong agreement with each other, however, for higher values of D we begin to see discrepancies between the AIM and WKB results. Due to these inconsistencies we have omitted some of the results for the 8 and 9 dimensional cases. These inconsistencies may be caused by the limitation of the WKB method when n ∼ l and/or when l is large, in the higher dimensional cases. TABLE II: Low-lying (n ≤ l, with l = j − 3/2) spin-3/2 field quasinormal mode frequencies using the WKB and the AIM methods with D = 6,7. TABLE III: Low-lying (n ≤ l, with l = j − 3/2) spin-3/2 field quasinormal mode frequencies using the WKB and the AIM methods with D = 8,9. 
V. ABSORPTION PROBABILITIES
In this section we consider the absorption probabilities associated with the "non-TT eigenfunctions". In Ref. [22] a similar analysis is done for the spin-1/2 field which is equivalent to our "TT eigenfunction" case for the spin-3/2 field. The analytic study of field absorption probabilities near black holes was pioneered by Unruh in 1976 [23] . However, his method was only able to determine the absorption probabilities for low energy particles. So in order to determine the entire spectrum of absorption probabilities we need to use the WKB method.
We will give a brief overview of the Unruh method to determine the form of our absorption probabilities, and then provide the absorption probabilities we calculate when using the WKB method.
A. Unruh method
To implement the Unruh method we must consider three regions around the black holes:
The find that the absorption probability is given as
where 13) with Γ denoting the gamma function and ω less than 1. This can be checked by taking f = 1 − 2/r and D = 4, then we obtain the solution for the 4-dimensional case we studied in Ref. [3] .
B. WKB method
When using with the WKB method it is more convenient to take Q(x) = ω 2 − V such that Eqs. 
That is,
(5. 19) where 0 denotes the maximum Q and the primes denote derivatives.
In Fig.(2) we can see that an increase in the value of j results in an increase in the minimum required energy for total adsorption, we have observed and discussed this result in Ref. [3] . From Fig.(2) we can clearly see that an increase in the number of dimensions results in an increase in the minimum required energy for total adsorption, similar to that seen for an increase in j. This occurs since, in both cases, our effective potential is getting larger and therefore the particles require more energy to tunnel through the effective potential.
VI. CONCLUSION AND DISCUSSION
In this paper we have shown that by using the eigenvalues and eigenmodes of spinorvectors on an N-sphere we can determine the effective potential for spin-3/2 fields in spherically symmetric space-times, with dimensions larger than 4. We have shown that there is a strong agreement between the potential that we have calculated and those calculated in other papers studying 4-dimensional space-times [3, 8, 25] . We have also investigated the QNMs for emitted fields from our D-dimensional black holes. Since the real part of our
QNMs is a frequency we can see that the energy of emitted fields and the dimension of the space-time are directly related. This result is again seen when studying the absorption probabilities of particles near a Schwarzschild black hole. This suggests interesting results for the grey body factors of our D-dimensional black holes, where in order to make conclusions about the grey body factors we would need to study the cross sections of our black holes.
Our method requires that the space-time be spherically symmetrical which means we could use this method to study Reissner-Nordström, AdS-and dS-black holes. In the case of the Reissner-Nordtröm black holes it has been shown that for the extremal 4-dimensional black holes the asymptotic QNM frequencies are the same for spin-0, 1, 3/2 and 2 [25] . We would like to see if this is true for higher dimensional extremal Reissner-Nordström black holes. In order to do this we must determine the covariant derivative related to the ReissnerNordström black hole space-time, where as stated earlier we must introduce terms with the Maxwell stress tensor and this derivative has been given in Refs. [26] .
We can use our calculated potentials to determine the stability of the higher dimensional Schwarzschild black holes, a similar analysis is done in Refs. [27, 28] . The effective potential V 1 in Eq. (3.37) has a local minimum near the horizon when j=3/2 and D = 9. For higher dimensions we see that this minimum becomes more negative when the number of dimensions are increased. We see the same thing occurs when j=5/2 and D ≥ 14, as can be seen in space-times [27] . While the effective potential studied in this paper are all barrier like, the effective potentials of these higher dimensional space-times do warrant further studies. Substituting the result for our spin connection into Eq.(A.1) we find that the spinor equation
Choosing ψ (λ) as
Which is the same relation between A λ and B λ as we had in Eq.(A.7). Hence the eigenvalues will be the same as those for the case of N even, given in Eq.(A.9).
