ABSTRACT Through-wall human detection has vital and widely used applications for anti-terrorism, anti-explosion, and post-disaster relief. The through-wall human-target recognition using ultra-wideband radar-based technology was established in recent research. With the recent development of deep learning algorithms, classification algorithms have demonstrated a dynamic aptitude to learn important characteristics of the dataset by utilizing only a few sample sets. This paper focuses on studying the detection of a human target's status behind wall in small sample conditions. In the deep learning network model, the autoencoder algorithm is chosen here to classify and identify human targets behind walls. Through automatic acquiring of the knowledge of inherent characteristics in the data, the autoencoder algorithm can extract the concise data-feature representations. Based on the autoencoder network, we add the denoising encoder and sparsity constraints to extract more efficient feature representations, thereby improving the classification and identification rates. In this paper, we classify and identify the behind-wall human-target states separately under single and multiple sensors under a small-sample condition, and then compare the results with those of other classification algorithms. The results illustrate that the use of multiple sensors is more effective than the use of a single sensor and that the adopted autoencoder algorithm enables more effective detection of human targets behind walls than other algorithms.
I. INTRODUCTION
Through-wall human-target detection is of great significance in the fields of anti-terrorism, surveillance, security and post-disaster relief. Ultra-wideband (UWB) radar is ideal for penetrating obstacles to find concealed targets, owing to its advantages such as high resolution, strong penetrability, high positioning precision, low energy use, and insensitivity to channel degradation. Because the radar can penetrate media such as walls to allow the detection of behind-wall targets, and detection, tracking, and localization of other hidden targets, it can be broadly used for security agencies. Currently, UWB has achieved excellent results in various fields, including target detection, range-based localization, health monitoring, and through-wall human detection. This study focuses on utilizing Pulson 410 UWB radar in identifying human targets through walls under small-sample conditions.
Numerous researchers attained abundant results on the small-sample dataset-based classification algorithms.
In [1] , the Naive Bayesi an classifier, a class of classification algorithms, was performed based on a Poisson distribution model. The results showed higher maintenance of classification accuracy including the small sample sets. In [2] , the basic idea and features of a support vector machine (SVM) were introduced, which suggested that the SVM can better solve the problem of small-sample learning. In [3] , a nonparametric kernel function method was presented whose algorithm is semi-supervised and can well learn from small samples. Classification performance was significantly better than various standard kernels when used together with kernel SVM. A k-nearest neighbor (KNN) graph-based small-sample classification algorithm was proposed in [4] , which added a part of the unlabeled datasets to the labeled datasets for data classification through learning of the labeled datasets. The results revealed that the classification accuracy of KNN can be improved by the algorithm under smallsample conditions, particularly for small-sample datasets.
In [5] , a fuzzy-based nonlinear transform method was proposed for feature extraction, which improved the classification performance in the case of small medical datasets. The proposed method had a better classification performance than Principal Component Analysis (PCA) or Kernel Principal component analysis (KPCA) when the dataset was small. In [6] , two methods in the neural network, namely backpropagation (BP) and particle-swarm optimization (PSO), were applied to the medical data with small training samples and large feature numbers; it was found that the BP algorithm was superior to PSO for data with small sample sizes and large eigenvalues. Reference [7] stated that the selection of complex classification rules and dense error estimates was often counterproductive under small sample conditions; thus, the use of simple classification rules and linear classifiers was recommended for small samples. Reference [8] proposed a novel regularization method and illustrated the importance of the eigenvalue decomposition method. The best performance can be obtained from the different combinations of regularization methods and eigenvalue decomposition methods. Regularized feature extraction (RFE) with non-parametric weighted scatter matrices is proven to be the best feature extraction for a small sample size classification challenge. To address the issue of small sample classification, a novel method for SVM was proposed in [9] and is validated on benchmark datasets to prove its effectiveness.
Recently, deep learning algorithms have achieved excellent performance in computer vision. Deep learning can achieve an approximation of complex functions and learn the characteristics of input data with a nonlinear network. Furthermore, the important characteristics of data could be learned from limited samples [10] .
In this study, the auto-encoder algorithm in deep learning is applied to the classification and recognition in the field of through wall human detection. Introduced the stacked denoising auto-encoder algorithm and its training method detailed. And analyzed the evaluation criteria of the data set and the data preprocessing method, then carry out simulation experiments to classify and identify the human targets behind the wall in various states.
This study focuses on classifying and identifying human targets behind walls using an autoencoder algorithm based on the neural network. The rest of this paper is organized as follows. In the second section, the principles of the autoencoder, sparse autoencoder, and stacked denoising autoencoder are introduced. In the third section, the construction and training of the network are described; further, the dropout technology is presented. In the fourth section, the experimental process and result analysis are presented. The conclusion is presented in the fifth section.
II. THEORY A. AUTOENCODER THEORY
The neural network of the autoencoder consists of three parts. The input layer, which is used to input data, contains multiple neurons. The hidden layer serves as feature extraction, and the output layer is utilized to output prediction data. As shown in Figure1, ''+1'' is the bias node of the network. The autoencoder network requires both the input and output layers to have similar dimensions.
As shown in Figure 2 , the automatic encoder includes two processes. The first is the encoding process combining the input layer and the hidden layer. The second is the decoding process, which connects the hidden layer and the output layer. Let f and g denote the encoding function and the decoding function, respectively,
where s f and s g are the encoder activation function and decoder activation function, respectively. Generally, they are also taken as a sigmoid function and an identity function, respectively. W is the weight matrix, b is the bias vector, and θ = {W, b} and θ = {W , b } are the autoencoder parameter sets. The two weight matrices in formulas (1) and (2) usually require W = W T . The parameter θ of the autoencoder is realized by making the result of reconstruction almost equal to the original input x. Let L(x, y) be the loss function to measure the error between the input data and the output prediction data. We aim to minimize the average reconstruction error by modifying the parameters θ and θ '. In summary, we optimize the loss function L(x, y) to obtain the parameter vector θ , achieving data compression and feature extraction. L(x, y) is usually expressed by a square error function or cross-entropy loss function. The two are defined separately as follows. When s g is an identity function:
When s g is a sigmoid function:
Suppose that there is a training set of m examples
We denote the number of layers as n l , and denote the lth layer as L l . In this context, L 1 and L nl represent the input layer and the output layer, respectively. We let W (l) ij as the weight connecting the jth unit on lth layer to the ith unit on (l+1)th layer, and b i represents the weighted sum of inputs for the lth layer's ith unit (including the bias unit). We represent the number of nodes of the lth layer (excluding the bias unit) as s l .
We adopt the gradient descent method to train the neural network. For a training sample x with the label y, the reconstructed error function is defined as:
where h W ,b (x) is the output of the network. Then for the entire training sample, the average squared error function of the automatic encoder based on Euclidean distance is defined as:
Among them, the first term represents the squared error of the entire training set, and the second term is a canonical term used to prevent the model from overfitting. λ is the weight-decay parameter that balances the first and second terms. Our goal is to obtain the minimum value of function J (W , b). We train the neural network by initializing the parameters W (l) ij and b
i with a very small random value close to zero. We use the gradient descent method to update the parameters W and b, according to Equations (7), (8) .
where α is the learning rate and
are the partial derivatives with respect to weight and bias, respectively.
According to (6) , the partial derivatives corresponding to weight and bias are derived, respectively, as shown in (9), (10) .
Equation (9) and Equation (10) have a little difference, i.e., Equation (9) has only one more term than Equation (10). This is because the weight attenuation is acting on the weight W instead of on the bias b.
In this study, the optimal parameters are sought by employing the gradient descent method. The process is as follows:
(
Calculate using the BP algorithm
Update the weight parameters:
Now, we can diminish the value of the cost function J (W , b) by repeating the iterative step of the gradient descent method, thereby solving our deep neural network. Because J (W , b) is a nonconvex function, there is a probability that the gradient descent method is most likely to converge to the local optimal solution. Nevertheless, the gradient descent method generally yields excellent results in practical applications.
B. SPARSE AUTOENCODER
A Learning autoencoder simply preserves the information of original input data, without ensuring that a useful feature representation is obtained. Because the autoencoder may just copy the original input, it does not contain the features of particularly useful information. To avoid this situation and be able to learn better feature representation, the expression of certain constraints on the data is required. The sparse auto-encoder (SAE) [11] , proposed by Bengio et al. in 2007, introduces a sparse penalty term on the basis of the autoencoder. Specifically, it achieves a certain sparsity based on the neuron activation derived from the hidden layer. In addition, VOLUME 6, 2018 it obtains sparsity constraints by introducing an additional penalty factor. When the number of neuron nodes of hidden layer is large, the addition of sparsity constraints is necessary so that the hidden neurons are in a suppressed state in most cases. Under the sparsity constraints, relatively sparse and concise data features are learned to better represent the input data.
We use KL divergence to achieve the penalty. The expression is as follows:
KL ρ ρ j (13) where is the relative entropy between two Bernoulli random variables with means of ρ andρ j . In (13) , KL ρ ρ j = 0 whenρ j = ρ, which increases monotonically with the increasing difference betweenρ j and ρ. Hence, minimization of this penalty factor has the effect of makingρ j close to ρ. Accordingly, by adding this function to the loss function of (6), the overall loss function can be expressed as:
where β is the weight coefficient controlling the sparsity penalty factor.
C. STACKED DENOISING AUTOENCODER
The denoising auto-encoder (DAE) was proposed by Vincent et al. [12] in 2008. The core concept is that some of the input data x are demolished, while the output data still use the original data. The autoencoder network estimates the corrupted value based on the uncorrupted value, thereby achieving the purpose of denoising. The denoising autoencoder was experimentally found to be more generalized and more robust to noise than the conventional autoencoder. In 2010, Vincent et al. [13] proposed the stacked denoising autoencoder stacked by multiple denoising autoencoders to extract functional features. Their experiment suggested that SDAE was superior to the deep belief net (DBN) in many ways [14] . An example x is stochastically corrupted tox.x is then transferred into h by encoder f , and is reconstructed via decoder g to produce y. The loss L(x,y)is used to measure the reconstruction error. 
III. ALGORITHM IMPLEMENTATION A. NEURAL NETWORK
We adopt a four-layer network as the autoencoder including one input layer, two hidden layers and one output layer. The experimental requirements decide the number of neuron nodes in each layer. We improve the performance of the network by setting the noise parameters, sparsity penalty parameters, batch size, and iteration times according to the actual situations of the experiment. Furthermore, L2 regularization and dropout are added to enhance the classification accuracy.
The layer-by-layer greedy training algorithm proposed by Hinton based on DBN [14] is a good method to train the deep networks. In this study, the autoencoder is trained by the layer-by-layer greedy training algorithm which is designed to train only one layer each time. To be specific, the network is trained until obtaining the optimal parameters. We fix the already trained k-1 layers, and then add the kth layer. That is, the outputs of the previous k-1 layers are used as the input. The weights obtained by isolated training of these layers are used in initializing the final weight of the deep network, followed by fine tuning of the entire network. In other words, all the layers are combined to optimize the training errors on the labeled training sets. To equip the autoencoder with the classification and identification functions, a classifier is added to the last hidden layer. Then, fine tuning should be implemented using the gradient descent algorithm on the supervised learning loss function by exploiting the supervised learning rules to minimize the error of the estimated target and to optimize the network.
B. DROPOUT
Influenced by factors like the size of dataset itself, excessive model parameters, and high model complexity, the model's training error on the training dataset decreases gradually. However, when the complexity of the model reaches a certain degree, its error on the test set increases with the increasing model complexity instead. At this point, overfitting occurs, as shown in Figure 5 Dropout is a method for reducing the data overfitting [15] . In this study, we train the neural network
Algorithm 1 Autoencoder
Input: training set data, testing set data. Output: Classification results. 1: Build a neural network with four layers as the autoencoder. 2: The original data are the input of the autoencoder, rendering the output equal to the input. 3: First, the raw data are used as the input of the autoencoder where each layer is trained with forward propagation. 4: Second, calculate the residuals and residuals of the hidden and output layers. 5: Third, the autoencoder is fine-tuned using the labelled data to minimize the error function. 6: Finally, obtain the classification results. by using the dropout method. In dropout, the weights of some hidden layer nodes are randomly set to not work during model training. The nonworking nodes can be temporarily considered not part of the network structure. Nevertheless, their weights should be retained (only temporarily not updated) because they may need to work in the next sample input. The dropout technology improves the generalization ability of neural networks by limiting the capacity of models [16] . The dropout method improves the feature extraction and classification capabilities during the training process of the neural network.
As the accuracy of the training set increases, the test set accuracy initially increases to a certain stage and then decreases.
IV. EXPERIMENT AND ANALYSIS

A. UWB RADAR AND EXPERIMENTAL SCENES
The P410 UWB radar equipment developed by Time Domain company is used for the following experiment. Figure 7 shows the radar. When the P410 UWB radar operates in single-pulse mode, the signal is transmitted and received from a single omni-directional antenna. The P410 UWB radar consists of two ports. One is connected to the transmitting antennas, and the other is connected to the receiving antennas. We connect the device to the computer and use the application software to control the radar. We can use the computer to set the signal pulse length and time. Figure 8 presents the experimental scenes. The wall is made of bricks and its thickness is 23.5cm. The P410 UWB radar is placed 20 cm away from the wall and about a half of the brick wall away from the ground. Two types of experiments for through-wall human detection are implemented. The first is the collection of five types of behind-wall human state data with a single sensor: the first state is without a person behind the wall, the second state involves one person slowly breathing behind the wall, the third state involves one person walking behind the wall, the fourth state involves two people walking forward and backward behind the wall, and the fifth state involves three people breathing normally behind the wall. The second scene is the collection of two types of behind-wall human state data with multiple sensors: the first state is without a person behind the wall and the second state is with a single person behind the wall. In total, we collected 500 groups of pulses from each state and set the pulse-sampling points to 1000. The experimental scenes are as follows:
B. ALGORITHM EVALUATION
In this study, we use the classification recognition rate to evaluate the classification performance, which is equal to the percentage of the wrong samples out of the total number of test samples. Because this experiment is based on small sample data, and the amount of data between various data categories is unbalanced, and the number of samples under VOLUME 6, 2018 one or some categories may be much greater than that under other categories in the training set, i.e., categorical imbalance. The use of general accuracy for comparison at this time may yield favorable classification results because the algorithm identifies the categories with smaller sample sizes as those with larger sizes. The accuracy results obtained this way may be very good, although the approach is inappropriate.
In this study, we present a comprehensive indicator of the receiver operating characteristic (ROC) curve that reflects the continuous variables of sensitivity and specificity to evaluate the classification effect. The ROC curve assumes a threshold for the resulting continuous result, is classified as a positive class when the data instance is greater than this threshold, and is classified as a negative class when it is less than the threshold [17] .
C. EXPERIMENTAL PROCESS AND RESULTS
1) SINGLE SENSOR EXPERIMENT
The experimental data were selected from five types of behind-wall human state data that were collected under a single sensor as the training and test sets. Because data were easier to obtain in the unmanned state in a practical environment, the volume of data in the absence of people was set larger than that of other states during the experiment. Under a single sensor, we chose 80 groups of data for the unmanned state and 30 groups for each other four states. The above five kinds of state data are used as the training set, and then 40 groups were selected under each state as the test set. Some of the data may have a particularly large scope, which delays network convergence and is time consuming. Data preprocessing is generally needed prior to the network training, and normalization is an important means of preprocessing. Subsequently, the training set is fed into the network for training until the optimal network is achieved; the network is then tested with the test set.
The MATLAB software tool was used to implement the algorithm. The autoencoder network we used had a four-layer structure, with the number of neuron nodes in each layer being 1000-, 1200-, 100-, and 5. In the experiment, we set the noise parameter to 0.5 and the sparsity penalty parameter to 0.05. The batch size was set to 20, the number of iterations was set to 50, and the dropout ratio was 0.3. The results revealed that the dropout can significantly improve the classification results. Meanwhile, to further prevent the overfitting and improve the accuracy, we added the L2 regularization [18] , which was experimentally proven to be able to effectively prevent overfitting and improve accuracy. The results are listed in TABLE 1 and TABLE 2 . Finally, we compared the results obtained by the present algorithm with a variety of machine-learning classification algorithms which are conducted with similar testing and training data. From TABLE 3, the proposed algorithm achieves the best result.
To prove that the AE algorithm is better than other algorithms, we show the ROC curve, which can better express the two-class problem and has a larger area under the curve, indicating that the recognition effect is better, as shown in Figure10. It can be seen in the figure that, compared with other algorithms, the AE algorithm has the largest curve area and the best recognition effect.
2) MULTIPLE SENSOR EXPERIMENT
Under multiple sensors, we conducted the experiment by selecting two states: the first state was without a person behind the wall and the second state involved a person walking behind the wall. Within a 4-m distance, radars moved at an equidistance, and the two behind-wall state experimental data were collected at a 40-cm interval as a data point. The experimental data in the two states were collected and scaled at a total of 10 points. Both states of training data consisted of 10 points, with each point containing 20 groups of data, whereas the test data in both states comprised 10 points, with 10 groups of data per point. We first normalized the training and test data, which were then used to conduct the experiment. Similarly, under a single sensor (i.e., only one point), the experimental data were collected in two states: the first state was without a person behind the wall and the second state involved a person behind the wall. The data volumes of the training and test sets were the same as those under multiple sensors. We compared the classification results with those of a single sensor under the same two states at the same data volumes and found higher classification and identification rates with multiple sensors than with the single sensor, as shown in TABLE 4.
V. CONCLUSION
In this study, the autoencoder algorithm is applied to recognize a human through a wall. In the context of small sample conditions, the states of behind-wall human targets are classified and identified with a single sensor and multiple sensors. Furthermore, the results are compared with other classification algorithms. The addition of denoising encoder and sparsity constraints into the autoencoder network proposed herein enables better extraction of inherent VOLUME 6, 2018 data characteristics. Moreover, the use of dropout technology and L2 regularization can enhance deep neural network performance thereby enabling the reduction of overfitting under small training data and enhancing the effect of dropout. The experimental results indicate that the proposed algorithm performs better than the other algorithms in recognizing behind-wall humans with a variety of states. Furthermore, the classification accuracy of behind-wall human targets is found to be better under multiple sensors than that under a single sensor.
