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S U M M A RY
digitizing archetypal human experience through physi-
ological signals
The problem of capturing human experience is relevant in many ap-
plication domains. In fact, the process of describing and sharing in-
dividual experience lies at the heart of human culture. Throughout
the courses of our lives we learn a great deal of information about
the world from other people’s experience. Besides the ability to share
utilitarian experience such as whether a particular plant is poisonous,
humans have developed a sophisticated competency of social signaling
that enables us to express and decode emotional experience. The natu-
ral way of sharing emotional experiences requires those who share to
be co-present during this event. However, people have overcome the
limitation of physical presence by creating a symbolic system of rep-
resentations. This advancement came at a price of losing some of the
multidimensional aspects of primary, bodily experience during its pro-
jection into the symbolic form. Recent research in the field of affective
computing has addressed the question of digitization and transmis-
sion of emotional experience through monitoring and interpretation
of physiological signals. Although the outcomes of this research rep-
resent a great step forward in developing a technology that supports
sharing of emotional experiences, they do not seem to help in preserv-
ing the original phenomenological experience during the aforemen-
tioned projection. This circumstance is explained by the fact that in
affective computing the focus of investigation has been aimed at emo-
tional experiences which can be consciously evaluated and described
by individuals themselves. Therefore, generally speaking, applying an
affective computing technique for capturing emotions of an individual
is not a deeper or more precise way to project her experience into the
symbolic form than asking this person to write down a description of
her emotions on a piece of paper. One can say that so far the research in
affective computing has aimed at delivering technology that could au-
tomate the projection but it has not considered the problem of improv-
ing the projection in order to preserve more of the multidimensional
aspects of human experience. This dissertation examines whether hu-
man experience, which individuals are not able to consciously trans-
pose into the symbolic representation, can still be captured using the
techniques of affective computing.
First, a theoretical framework for description of human experience
which is not accessible for conscious awareness was formulated. This
framework was based on the work of Carl Jung who introduced a
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model of a psyche that includes three levels: consciousness, the per-
sonal unconscious and the collective unconscious. Consciousness is the
external layer of the psyche that consists of those thoughts and emo-
tions which are available for one’s conscious recollection. The personal
unconscious represents a repository for all of an individual’s feelings,
memories, knowledge and thoughts that are not conscious at a given
moment of time. The collective unconscious is a repository of univer-
sal modes and behaviors that are similar in all individuals. Accord-
ing to Jung, the collective unconscious is populated with archetypes.
Archetypes are prototypical categories of objects, people and situations
that existed across evolutionary time and in different cultures. When
an archetype becomes activated and is experienced by a person, it will
result in a complex in the personal unconscious. A complex in the per-
sonal unconscious is a conglomeration of emotions and ideas that are
specific to the person and are product of the archetype. In this thesis,
the unconscious experience that is related to archetypes was defined as
the archetypal experience. It seemed reasonable to begin our inquiry
into the digitization of the unconscious human experience with con-
sidering the problem of recognizing the archetypal experience because
archetypes are supposed to be common among individuals. Moreover,
they provide a convenient way to conceptualize the unconscious expe-
rience.
Having defined our theoretical framework we conducted an experi-
ment where visual and auditory stimuli from standardized databases
for elicitation of conscious emotions were demonstrated to subjects.
Apart from the stimuli for conscious emotions, the subjects were ex-
posed to stimuli that represented the archetype of the self. During
presentation of the stimuli cardiovascular signals of the subjects were
recorded. The experimental results indicated that heart rate responses
of the participants were unique for every category of the stimuli includ-
ing the archetypal one. These findings gave an impulse to perform an-
other study where a broader spectrum of archetypal experiences was
examined.
In our second study, we made a switch from visual and auditory
stimuli to audiovisual stimuli because it was expected that videos
would be more efficient in elicitation of conscious emotions and archety-
pal experiences than still pictures or sounds. The number of archetypes
was increased, and overall, subjects were stimulated to feel eight var-
ious types of the archetypal experience. We also prepared stimuli for
conscious emotions. In this experiment, physiological signals included
cardiovascular, electrodermal, respiratory activities and skin tempera-
ture. The statistical analysis suggested that the archetypal experiences
could be differentiated based on the physiological activations. More-
over, several prediction models were constructed based on the col-
lected physiological data. These models demonstrated an ability to
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classify the archetypes with an accuracy that was considerably higher
than the chance level.
As the results from the second study suggested a positive relation-
ship between the archetypal experience and activations of physiolog-
ical signals, it seemed reasonable to conduct another study in order
to confirm the generalizability of our findings. However, before a new
experiment started it was decided to build a tool that could facilitate
collection of physiological data and recognition of the archetypal ex-
perience as well as conscious emotions. Such a tool would help us and
other researchers in conducting experiments requiring interpretation
of physiological signals. Our tool works on tablet computers and sup-
ports collection and analysis of data from wearable sensors.
The last study was conducted using similar methodology as the sec-
ond experiment with several modifications that aimed at obtaining
more robust results. The effort of conducting this study was consid-
erably minimized by using the tool we developed. During the experi-
ment we measured only cardiovascular and electrodermal activities of
the subjects because our previous experiments showed that these two
signals contributed significantly to the classification of the conscious
emotions and the archetypal experience. The statistical analysis indi-
cated a significant relationship between the archetypes portrayed in
the videos and physiological responses of the subjects. Furthermore,
using data mining methods we created prediction models that were
capable of recognizing the archetypal experiences with the accuracy
that was lower than in the second study but still considerably higher
than the chance level.
Finally, we bring the results presented in this dissertation together
and argue that our finding suggest a possibility of capturing the archety-
pal human experience through physiological data. Our work provides
a basis for future research in the area of affective computing that could
continue exploration of the hidden dimensions of human experience.
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1I N T R O D U C T I O N
"Until you make the
unconscious conscious, it will
direct your life and you will
call it fate."
C.G. Jung
1.1 background
For a long time people assumed that the mind is able to observe its
own inner processes and, in accordance with this point of view, scien-
tific psychology started a scholarly investigation of the consciousness.
Consciousness is at once one of the most intriguing research topics in
science and something very familiar to everybody. There is no single
definition of consciousness. Some authors refer to it as “experience of
experiencing, the knowledge of knowing, the sense of sensing”, while
others define it as “an alert cognitive state in which you are aware of
yourself and your situation” (Blackmore, 2005). Wundt, Titchener and
other pioneers of experimental psychology began their studies of the
mind with introspection methods that involved analysis of thoughts,
feelings and memories self-reported by trained subjects. This approach
presumed that the subjects are able to consciously perceive all the as-
pects of their mental lives, explain and reduce them to elementary
emotions and thoughts. However, later experimental observations sug-
gested that the consciousness is restrained from the access to many
mental structures and processes. Work of Helmholtz, Freud and Janet
exposed the role of the mind’s unconscious processes which operate
outside of phenomenal awareness and yet have an impact on conscious
experiences of people. The unconscious processing enables people to
adjust to the world, make decisions and set goals while their conscious-
ness is busy with other tasks. As Wilson and Bar-Anan (2008) pointed
out, people frequently know very little about their own minds because
much of the mental processes, both at low- and high-levels, are auto-
matic and hidden from the self-awareness. Without fast low-level un-
conscious decisions we would be pondering over simple matters, such
as whether to use left or right hand to grab a cup of coffee. On the
other hand, intuition, an ability to unconsciously analyze deep behav-
ioral patterns and gain knowledge without conscious inference, is a
good illustration of high-level processing in the unconscious mind.
1
2 introduction
One of the most influential theories of the unconscious was pro-
posed by Jung (1981) who developed it based on the observations of
his patients and through analyzing folklore from various cultures and
epochs. According to Jung, the mind is comprised of three parts: the
ego, which is identified with the consciousness; the personal unconscious,
which contains unconscious processes specific to a particular individ-
ual; and the collective unconscious, which is a reservoir of the experience
shared by all human beings. The collective unconscious does not de-
velop individually but is inherited and substitutes a common psychic
substance of a universal nature. The content of the collective uncon-
scious is described with the concept of archetypes - universal forms of
experiences and feelings that lead to typical and recognizable patterns
of behavior. Archetypes are very close analogies to instincts because
the latter are impersonal, inherited traits that present and motivate hu-
man behavior long before any consciousness develops. However, these
two phenomena are not interchangeable because instincts are seen as
impulses to actions without conscious motivation while archetypes are
the pre-existent forms of apperception that determine human experi-
ence. Although the conscious mind cannot observe the unconscious, it
is sometimes confronted with manifestations of archetypes that may
emerge in, for instance, dreams.
As it is known from the field of psychophysiology, affective and cog-
nitive processes of people can be indirectly assessed through measure-
ment of their physiological parameters such as heart rate or brain activ-
ity. This fact enabled researchers to approach the investigation of the
unconscious mind from physiological perspective (see, for example,
(Bornemann et al., 2012) or (Kimura et al., 2004)). Interestingly enough,
there are different points of view on the role of the unconscious in
mental life. The research of Miller (1992) on the usage of psychophys-
iological recordings for therapy to improve consciousness illustrates
the attitude, according to which, the unconscious is “dumb” and only
capable to assist in highly routinized activities. Another perspective
on the unconscious is found in the work of Bargh and Morsella (2008)
who argued that the higher mental processes including judgment and
social behavior could function in the absence of conscious control, and
thus, provide evidence of the intelligent and adaptive nature of the
unconscious mind. This point of view was also supported by recent
research in neuroscience (van Gaal and Lamme, 2012).
The history of the psychological thought on structure and operation
of the mind evolved from the assumption that our mental lives are
completely conscious to recognition and investigation of the uncon-
scious processes. The history often repeats itself and so it did when
about a decade ago Picard (2000) started a new research direction
in Human Computer Interaction (HCI) that was aimed at study and
development of computer systems with a capability to recognize hu-
man affect. This research track named affective computing focuses on
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sensing, interpretation and simulation of conscious emotions. Later,
Fairclough (2009) proposed to widen the scope of affective comput-
ing and, besides emotions, include other psychological states in the
scope of investigation. He coined the term physiological computing for
description of this research area. The advantages of psychophysiologi-
cal user interfaces such as increased adaptive capability, effortless and
extended communication bandwidth have attracted the attention of
HCI researchers (Hudlicka, 2003; Pantic and Rothkrantz, 2003) and have
stimulated investigations associated with computer systems that can
recognize and mimic human cognitive and affective states (McDuff
et al., 2012; Scheirer et al., 2002). However, while studying recognition
of conscious affective and cognitive states of users, HCI researchers
largely ignored the unconscious minds of people. Sensing and inter-
pretation of user experience beyond the levels of cognition and affect,
in the domain of ancestral instincts and inborn behaviors, is not well
understood and remains a largely unexplored area of HCI. One of the
possible reasons that explains the negligence of the unconscious in the
HCI domain is the lack of noticeable practical applications that would
motivate research in this direction. Indeed, thinking about hypothet-
ical human-computer interaction scenarios it is difficult to imagine a
situation when the unconscious aspect of users’ mental lives has to
be considered. The only exception could be interaction with entertain-
ment systems, such as intelligent movie recommenders or biofeedback
controlled games. Yet, if we look outside of the HCI discipline, there are
several areas that would greatly benefit from the ability to recognize
and interpret unconscious experiences of people.
First of all, let us consider a general problem of design and presenta-
tion of products. At the early stages of product development designers
need an input about customers’ preferences and experiences with ini-
tial prototypes. This information helps the designers to create better
products that will be in demand on the marketplace. It turns out that
collection of the insights about customers’ values and experiences with
products requires a particular attention to their unconscious minds be-
cause, as Zaltman (2003) pointed out, “ninety-five percent of thinking
takes place in our unconscious minds – that wonderful, if messy, stew
of memories, emotions, thoughts, and other cognitive processes we
are not aware of or that we cannot articulate”. Although, this thought-
provoking claim may seem hard to believe in, it has been supported by
the experimental evidence (Bargh and Chartrand, 1999; Wilson, 2004;
Wilson and Bar-Anan, 2008; Wegner, 2003). Current trends in mar-
keting research – a discipline that steers the design of products and
communicates their value to potential customers – confirm the impor-
tance of the unconscious mind. An emerging field of marketing sci-
ence called neuromarketing applies neuroimaging methods to product
marketing in order to uncover the hidden preferences of customers
that cannot be identified with traditional tools such as surveys, focus
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groups or market tests (Ariely and Berns, 2010). The main promise
of neuromarketing is that through measurement of brain activities it
will deliver accurate information about the unconscious experience of
customers.
Another problem that bears attention is the evaluation of perfor-
mance of media. In the same way as product designers need infor-
mation about the hidden preferences of their future customers, me-
dia creators require a measure of viewers’ unconscious feelings in
order to produce powerful and impressive media content. The estab-
lished methods for the evaluation of a media including various rat-
ing schemes and questionnaires can only collect the feedback that the
viewers decide or able to report. For this reason, everything that is in-
accessible for their conscious minds also remains concealed from the
questionnaires. However, as the research in psychology demonstrated,
some of the most important decisions may be made unconsciously,
and in this case, the viewers will lack awareness of how they felt while
watching media. Similarly to the claim with regard to evaluation of
the customer experience, neuromarketing professionals assert that the
viewers’ unconscious responses to presentation of a media can be de-
coded from brain imaging data. While it might be still too early to
conclude whether neuromarketing is hope or hype (Ariely and Berns,
2010), the necessity for a measure of the viewers’ unconscious experi-
ences is evident.
Moreover, the ability to recognize and interpret the unconscious ex-
periences is likely to be highly appreciated by the community called
Quantified Self (Rivera-Pelayo et al., 2012) that becomes increasingly
widespread. Members of this community promote new kinds of lifel-
ogging techniques because of their interest in self-knowledge and self-
improvement through continuous self-tracking with wearable comput-
ers. The knowledge about the processes in one’s unconscious mind
would bring the self-discovery to the ultimate level that could not be
attained otherwise. It may also help to improve an individual’s well-
being by providing insights about the hidden reasons of depression or
anxiety.
Although we can continue the list of the problems requiring a mea-
sure of the unconscious experiences, the aforementioned examples
have already clearly illustrated the importance of it outside of the HCI
domain. Furthermore, research in neuromarketing has already been
targeting some of these problems. However, the approach commonly
utilized in neuromarketing studies has several disadvantages that may
be critical in certain circumstances. First, the brain imaging technolo-
gies such as functional Magnetic Resonance Imaging (fMRI) or Magne-
toencephalography (MEG) that dominate in neuromarketing have high
operating costs. Therefore, only hospitals or large companies can af-
ford the price of brain scans that among the cost of equipment in-
cludes personnel and overhead expenses. A less expensive alternative
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to fMRI and MEG measurements is Electroencephalography (EEG) which
allows to record electrical activity along a person’s scalp. Although
the cost of EEG setups still can be substantial, this technique provides
considerably lower spacial resolution and poorer sensitivity for deep
brain structures than fMRI or MEG. The second important weakness of
the neuromarketing approach is related to the restrictions it imposes
on designs of studies. For instance, fMRI scanning technique requires
subjects to be placed into an Magnetic Resonance Imaging (MRI) unit,
which considerably limits the range of products suitable for evaluation.
On the other hand, according to the international 10-20 system (Klem
et al., 1999), recording of EEG commonly demands 21 electrodes to be
placed on the scalp. While this is a more flexible approach than the us-
age of an fMRI scanner, the necessity of wearing obtrusive equipment
on the scalp does not help subjects to feel natural and relaxed during
interaction with a product.
Taking into consideration the limitations of the approach utilized
in neuromarketing, it is particularly interesting whether unobtrusive
methods for monitoring of physiological signals developed in the HCI
domain can be applied for the evaluation of the unconscious expe-
rience of customers. Affective computing has made a considerable
progress not just in recognition of users’ affective states but in doing
it unnoticeably with wearable physiological sensors. This achievement
was likely determined by the fact that people do not like, and probably,
would not use computer systems that restrict their freedom or require
wearing cumbersome hardware. However, as we pointed out earlier,
the unconscious aspect of human experience has not been considered
by HCI practitioners so far and the feasibility of sensing the physiolog-
ical manifestations of the unconscious with reliable measures, such as
Electrocardiogram (ECG) or skin conductance, remains an open ques-
tion. Review of the knowledge from the modern psychological science
makes it is clear that the unconscious and conscious experiences of
people are equally important and inseparable. This fact motivates us
to introduce the notions of the unconscious and archetypes developed
in psychology to the HCI domain and investigate if the user experience
at the deeper level of innate instincts and the collective unconscious
can be monitored in real-time manner by means of physiological com-
puting.
Besides flexibility and cost aspects, the neuromarketing approach to
the evaluation of human experience has another shortcoming. There
is a difficulty in a meaningful conceptualization and representation
of the information extracted from the brain imaging data. This weak-
ness becomes immediately apparent when we think about the people
who are supposed to benefit from the objective knowledge about the
customer experience with new products or media. It is reasonable to
assume that they are creative people in art-related professions, such
as designers or filmmakers, and are directly responsible for design
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and production of physical goods and media content. Marketing spe-
cialists constitute another large group of people highly interested in
understanding of the consumer experience because one of their pri-
mary goals is to successfully match products with customers’ require-
ments and desires. All of the aforementioned professions require out-
standing creativity and powerful intuition, the qualities that are tradi-
tionally associated with a “right-brain” thinking. Moreover, it is not
very common for people in these careers to be engaged in data min-
ing or number crunching tasks because they tend to think visually
rather than logically or mathematically. For this reason, a report from
a neuromarketing study with numerical data describing activations
in various brain areas in response to presentation of stimuli may not
be exactly the kind of feedback about customer experience that cre-
ative people would appreciate. This opinion goes along with a more
general account of Lahlou (2010) who, with regard to transmission of
human experience, pointed out that “seeing electrical signals of blood
pressure or brain scans does not enable us to re-live something of the
experience”. It is, therefore, clear that in the evaluation of customer
experience a meaningful representation of the measured feelings and
the measurements themselves are equally important.
Narratives (or stories) have been the primary media for transmis-
sion of human experience since early times of the mankind. The im-
portance of narratives as a communication mode can be accounted
to the fact that they offer a convenient way for description of one’s
experience. Indeed, the structure of a narrative where the subject is
represented with a hero, who goes through the story performing var-
ious actions and meeting other characters, is well-suited for describ-
ing the subject’s experience in temporal succession. The stories and
characters are essential means of sharing human experience with one
another that allow people to achieve shared understanding. Interest-
ingly, it appears that people tend to respond to narratives in common
ways (Faber and Mayer, 2009). This phenomenon seems to further in-
crease the efficiency of narratives as a transmission medium because
the universal responses to certain patterns of stories make the sharing
of experience easier and more powerful. It is reasonable to assume that
such responses must be determined by the fundamental organization
of human thought and cognition. In accordance with this hypothesis,
Woodside et al. (2008) argued that the uniform responses of people to
certain structures and characters of narratives are outcomes of the un-
conscious processing that resonates to archetypal appearances in sto-
ries. This interpretation of the universal responses to certain aspects
of narratives aligns nicely with Jung’s theory of the collective uncon-
scious and archetypes. If archetypes facilitate the power of stories as a
mean for transmission of human experience, they may be helpful for
the representation of user experience measured with psychophysio-
logical techniques as well. While automated composition of narratives
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for description of user experience with products or media based on
physiological measurements seem to be the most natural way of repre-
sentation, the task of automated generation of narratives is not trivial.
Therefore, an ability to identify archetypes in human experience would
enable us to avoid the necessity of composition of narratives by replac-
ing them with information about the most dominant archetypes. In
this way the essence of human experience could be evidently visual-
ized. Judging from the literature in marketing research (Walle, 1986;
Woodside, 2006; Woodside et al., 2008; Caldwell et al., 2010; Woodside
et al., 2012; Megehee and Spake, 2012), the conceptualization of cus-
tomer experience with archetypes is also likely to be appreciated by
marketing practitioners. The potential benefits of representing the gist
of customer experience with archetypes serves as an additional moti-
vation for us to approach the problem of sensing the users’ archetypal
experience that was introduced earlier in this chapter.
1.2 practical relevance of this research
While the question about the feasibility of recognizing user experience
at the deeper level of the psyche, in the realm of the collective uncon-
scious is intriguing and thought-provoking by itself, the practical rel-
evance of this inquiry is interesting as well. As we pointed out above,
presently there seems to be very few or no apparent applications in
the HCI domain that would readily benefit from the knowledge about
the unconscious experience of users. However, a tool for evaluation of
customer experience with a capability to capture feelings and sensa-
tions that are happening below the threshold of conscious awareness
may be beneficial for a wide range of people who are involved in de-
velopment of products or production of media. In particular, such a
tool may be in demand among those who need an objective answer to
the question “how do people actually feel about using a particular product
or service?”. Although development of such a tool is not the main fo-
cus of this dissertation, we will reflect on it because the proposed tool
could help us to approach the research questions formulated in the
next section.
An important aspect of our work is that the investigation was car-
ried out with unobtrusive psychophysiological techniques. It involved
usage of wearable sensors and development of software for automatic
processing and classification of the collected physiological data. There-
fore, our research findings can serve as a ground for building a conve-
nient and accessible tool for evaluation of human experience. Besides
the capability of sensing archetypal experiences of people, this tool
is likely to be superior to the existing approaches in terms of lower
cost, higher flexibility and ease of use. The cost improvement can be
achieved thanks to the use of inexpensive techniques for measuring
physiological manifestations of the autonomic nervous system (such as
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ECG and skin conductance). Activations in the Autonomic Nervous Sys-
tem (ANS) are closely related to psychological states of people (Kreibig,
2010), and if our research confirms the potential of the ANS signals to
expose the unconscious experience, they could serve a cost-effective
way of data collection. The higher flexibility can be achieved by mon-
itoring the ANS signals with a wireless body sensor network. The pro-
posed tool will also be able to offer ease of use for people without a
background in physiological measurements and signal processing as
well as a meaningful representation of the measured experience.
1.3 novelty, main objectives , and outline of the thesis
In this thesis, we investigate the feasibility of sensing the unconscious
experience of people from measuring their physiological signals. We
particularly focus on recognition of the archetypal experiences that, ac-
cording to Jung (1981), constitute the collective unconscious. As it was
outlined above, the collective unconscious is a part of the unconscious
mind. The collective unconscious is distinctly characterized by the uni-
versality of its contents. This phenomenon reflects the fact that certain
modes of behavior and concepts are deeply wired in our minds and
normally not available for our consciousness (Rosen et al., 1991). In our
research, we prefer to solely focus on the collective component of the
unconscious for two reasons. First, the phenomenon of the collective
unconscious is intriguing and promises interesting practical applica-
tions. The second reason is that the unconscious is extremely complex.
It contains all of one’s feelings, memories, knowledge and thoughts
that are not conscious at a given moment of time (Sally, 1994). For this
reason, recognition of a general unconscious experience is a highly
ambitious endeavor. On the other hand, the universal nature of the
collective unconscious conceptualized by Jung (1981) with archetypes
makes the problem of sensing the archetypal experience of people less
complex. Indeed, modern computational intelligence is better suited
for recognition of a limited number of predefined archetypes that at a
given moment of time are dominant in an individual’s experience than
an unlimited variety of personal cognitive and affective states. Hence,
we formulated our first research question as following:
Research question 1. Is there any relationship between the archetypal ex-
perience of people and physiological activations in their autonomic nervous
systems?
Presently, it is not clear if the experience of people in the realm of
the collective unconscious is related to certain patterns of their phys-
iological signals such as heart rate or skin conductance. However, we
know that conscious emotional experiences of people have an impact
on the physiological activations (Kim et al., 2004; Whang et al., 2003).
Therefore, we propose a hypothesis that the archetypal experience of
people will manifest itself through physiological signals as well. The
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patterns of the physiological signals corresponding to archetypes are
likely to be different from the ones corresponding to emotions, though.
In case if there is a relationship between the archetypal experiences
and physiological activations of the autonomic nervous system, the
next question we would like to approach is:
Research question 2. If the answer to the first research question is positive,
how feasible is an automatic recognition of the archetypal experience from
physiological signals by means of computational intelligence methods?
For the practical relevance of our research it is important to consider
whether we can build computational algorithms that would be able to
recognize and classify different types of the archetypal experience with
a reasonable accuracy. The classification performance is an important
indicator of how well the information extracted from the patterns of
physiological activations can predict psychological states of people in
the domain of the collective unconscious. Moreover, a solid prediction
accuracy is necessary for many potential applications of this research.
The outline of the thesis is presented as follows. We begin our in-
vestigation with an overview of the state of the art in several research
areas that are relevant to our inquiry. In Chapter 2, we first review the
knowledge about conscious affective and cognitive states. More specifi-
cally, the focus of our exploration is on the theories that provide frame-
works for conceptualization and representation of emotions. Then we
look at the state of the art in affective and physiological computing,
which are the areas concerned with the task of reliable measurement
and recognition of human emotions and cognitive states. Although the
primary topic of our investigation is the collective unconscious and
archetypes, research on emotions was chosen as a starting point be-
cause it is the closest well-explored area that has seen rapid advances
in the previous decade. Moreover, research in physiological computing
utilizes methods of data collection that are very similar to the methods
we plan to apply in order to answer the research questions formulated
above. Next, we review the state of the art of the research in psycholog-
ical science that focuses on the collective unconscious and archetypes.
While this area still lacks sufficient attention of the HCI community,
psychological research has been considering the unconscious aspect of
our mental lives since the seminal work of Jung (1981). Following the
discussion of the psychological aspects of the unconscious mind we
proceed with the examination of literature on measurement of phys-
iological signals. Our interest there is primarily concentrated on the
correlates between physiological signals and psychological states that
were reported by other researchers. Finally, the latest developments tar-
geting the problem of evaluation of human experience are reviewed. In
particular, we pay attention to the role of the unconscious mental pro-
cesses in customer experience and the approaches to representation of
measured experience.
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Following the review of the state of the art we start our own inves-
tigation with exploration of the psychophysiological effects of being
exposed to archetypal pictures and sounds. For this purpose, an exper-
iment was designed where both conscious and unconscious emotions
were elicited by means of presenting static visual and dynamic audi-
tory stimuli to subjects. Chapter 3 of our dissertation is completely
dedicated to the detailed description of this study. Two kinds of pic-
tures and sounds were involved in the experiment: stimuli from the
standardized databases for induction of conscious emotion and a new
kind of stimuli based on archetypal symbols. Analysis of cardiovascu-
lar responses of 34 participants to presentation of the stimuli enabled
us to get initial understanding of the relationship between the feelings
induced with archetypal stimuli and the patterns of physiological sig-
nals. Statistical tests indicated that responses to archetypal symbols
and sounds were significantly different from activations in the ANS
caused by stimuli from the databases for conscious emotions. However,
the collected physiological data did not enable us to train a classifier
that would achieve robust classification performance.
Having obtained the initial evidence of the possibility to recognize
archetypal experience of people from reading their physiological sig-
nals we proceeded with our investigation in order to further confirm
and improve our findings. We sought an improvement in several as-
pects. First of all, we planned to increase the number and variety of the
archetypal stimuli. If in the previous study only one kind of archety-
pal symbols – mandala – was employed, the new study included eight
archetypal appearances. Next modification was related to the type of
media that was used for delivery of the stimuli. Instead of pictures
and sounds we intended to use video clips for presentation of the
stimuli. Video clips are characterized by higher ecological validity and
are effective in capturing the attention of individuals. For this reason,
we expected that the video clips would deliver more immersing and
powerful experiences comparing to the first study and lead to more
accurate classification results. Finally, we wanted to take into account
more physiological signals. Therefore, our second experiment, which
is reported in Chapter 4, investigated whether eight types of archety-
pal experience of people as well as five conscious emotions can be rec-
ognized and predicted by a computer from physiological data which
was measured with mobile wearable sensors. The subjects were stim-
ulated by means of film clips and their physiological data including
cardiovascular, electrodermal, respiratory activities and skin temper-
ature was continuously monitored. Data mining methods enables us
to create a prediction model that was capable of recognizing induced
archetypes with an average accuracy of 79.5%.
While our second study confirmed the initial findings obtained from
the first experiment and demonstrated that more reliable classification
performance can be achieved, it still had several limitations. The most
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important one is the limited generalizability of the results. We did our
utmost to ensure that the obtained models provide valid predictions
on unknown data sample by applying an appropriate statistical tech-
niques. However, the reported results should be repeated in several
other studies for the ultimate confirmation of their generalizability. In
order to streamline preparation and execution of future experiments
on recognition of the archetypal experience, we made a decision to de-
velop a tool that would facilitate administration of studies, collection
of physiological data and quantitative analysis of the obtained record-
ings. This tool would enable us conduct studies faster and with less
effort. Moreover, as we plan to freely distribute our tool online, other
researchers working in related areas may benefit from it and, perhaps,
investigate the phenomenon of the collective unconscious with new
populations of subjects originating from various regions of the world.
The findings from a variety of studies, which are performed by dif-
ferent researchers in a standardized manner thanks to the use of the
tool, would help us to arrive the ultimate conclusion about the rela-
tionship between human experience in the domain of the collective
unconscious and physiological signals of the ANS. Besides, such a tool
could be useful in evaluation of customer experience with products or
media. As we pointed our in the previous section, this tool will be su-
perior to the state of the art approaches in three aspects: recognition of
the archetypal experience, cost effectiveness and flexibility. In Chapter
5 we describe the process of design and implementation of this tool
that went through several iterations. We also explain the methodology
of practical use of our tool.
Chapter 6 provides description of our third study that was aimed
at recognition of the archetypal experiences by means of the tool we
developed. Although the general design of the experiment was simi-
lar to the previous study, there were differences that have to be high-
lighted. The most significant modification was made with regard to
the duration of video clips for induction of archetypal experiences. It
was decreased from five minutes to one minute due to practical con-
siderations. Additionally, more video clips for every archetype were
prepared and demonstrated to participants. Also, in this study we fo-
cused on measurement of only two physiological signals – cardiovas-
cular and electrodermal responses – because, according to the data
from the previous experiment, they contributed to classification per-
formance the most. The results of the third study generally confirmed
our previous observations.
Next, we present a general discussion of our research findings and
their relation to the two questions we formulated above. This discus-
sion can be found in Chapter 7 and also includes our point of view on
the future work in evaluation of archetypal human experience. Finally,
the dissertation ends with a conclusion and complementary informa-
tion provided in the appendix.

2S TAT E O F T H E A RT
2.1 introduction
People always demonstrated extensive interest in the exploration of
mental experience. Although this subject has received substantial atten-
tion in science, it is still associated with more questions than answers.
This circumstance can be explained by the fact that mental experience
is a complex phenomenon involving thoughts, emotion, perception,
memory, and imagination. In this thesis, the focus is on the experience
related to emotion and corresponding conscious and unconscious men-
tal processes. An overview of the current state of affairs with regard to
emotion, archetypes, and the collective unconscious is provided in the
present chapter. Moreover, we review the available knowledge about
the relation between psychological states of people and patterns of
activations in their physiological signals, such as heart rate or skin
conductivity.
2.2 emotion
Emotion is obviously important in human existence. At once it is one
of the most intriguing topics in the modern science and something
familiar to everybody. Questions about emotion are fundamental in
psychology and play an important role in understanding of mind and
behavior (Barrett, 2006). Despite of this fact, researchers dealing with
emotion have not been able to achieve a clear consensus on many as-
pects related to emotion (LeDoux, 1995). There is a disagreement about
how to define emotion, which methodology is better for structuring
and classifying various emotional states, whether different emotion
have recognizable physiological signatures, the role of conscious and
unconscious processes in emotion, and so on.
The concept of emotion is familiar to everyone. However, replacing
the intuitive understanding of emotion with operational definitions
and transferring it into the domain of scientific study is not a trivial
task (Bradley, 2000). As a matter of fact, Kleinginna and Kleinginna
(1981) had already counted more than one hundred proposals for sci-
entific definitions of emotion in 1981. One of the first theoretical defi-
nitions for emotion was introduced by James (1884) who discussed the
relationship between the environment, physiological activations, and
emotional experiences. James proposed the theory which maintains “...
that the bodily changes follow directly the perception of the exciting
fact, and that our feeling of the same changes as they occur is the emo-
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tion.” A similar idea was independently proposed by Lange a year
later. Eventually, this theory became known as the James-Lange theory.
The main feature of the James-Lange theory is that it makes an accent
on the bottom-up processes involved in the origination of emotion.
A number of later theories were inspired by the ideas of James and
Lange. With this regard, it is necessary to mention the behavior theory
developed by Ryle (1949), the account of Zajonc (1980) who pointed
out that affect is a post-cognitive phenomenon, the perceptual theory
of emotion proposed by Prinz (2004), the somatic marker hypothesis
formulated by Damasio (2005), and the notion of Izard (2009) who
sees emotion feeling as a phase of neurobiological activity. Although
each of these theories is different from other ones in some aspects,
they all to certain extent share a common idea that emotion originate
in a bottom-up fashion. In other words, according to these accounts,
bodily changes initiate generation of emotional states. There is also
a number of theories that offer an alternative point of view on the
origination of emotion. These theories were inspired by the Cannon-
Bard hypothesis that argued for the top-down generation of emotion
(Cannon, 1927). More specifically, Cannon suggested the idea that emo-
tional experiences originate from cognitive processes in the mind. Sim-
ilar approach was adapted by the theorists who developed appraisal
theory of emotion. For instance, Arnold (1960) and Lazarus (1991) pro-
posed ideas that all emotions are preceded by appraisal judgments.
According to this account, changes in bodily states are the outcome
of experiencing emotional states caused by appraisal judgments. Be-
sides theories adopting bottom-up and top-down concepts of emotion
generation, there are frameworks that integrate these two approaches.
Scherer (2005b) defined emotion as “an episode of interrelated, syn-
chronized changes in the states of all or most of the five organismic
subsystems in response to the evaluation of an external or internal
stimulus event as relevant to major concerns of the organism.” Accord-
ing to this definition, both bodily and cognitive components take part
in the origination of emotion. Overall, one can conclude that the prob-
lem of defining emotion is not easy. It is a complex phenomenon that
has an interconnected relationship with cognitive processes and bodily
activations.
Since the last decade, the role of emotion in human-computer inter-
action (HCI) has been becoming more and more important (Fairclough,
2009; Gunes and Pantic, 2010). Unlike the conventional paradigms of
HCI, the affective interaction takes into account emotional states of
users, and therefore, brings a new modality to the communication
channel. As emotional aspects are highly important in the interaction
of people, Picard (2000) proposed that computers could also benefit
from the capability to sense an affective state of a user, adjust its oper-
ation to the sensed state, and provide emotionally rich feedback. One
of the difficulties on the way towards affective HCI is that there is no
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straightforward way to structure and categorize emotions. Similarly to
the situation with the definition of emotion, psychology has a number
of theories that aim to explain the mechanism of affective processes in
humans. Here we provide a brief review of three theories of emotion.
They focus on structuring various emotional states and are frequently
used in HCI applications that consider affective states of users.
2.2.1 The Theory of Basic Emotions
The theory of basic emotions is probably the earliest attempt to define
and classify emotions. It states that there is a set of basic emotions
that can be combined and used to describe any arbitrary emotion. The
pool of basic emotions varies from one theorist to another. For instance,
Ekman et al. (1982) proposed a set that consists of anger, disgust, fear,
joy, sadness, and surprise, while the selection of James (1884) included
only fear, grief, love, and rage. Several sets of basic emotions developed
by different theorists is provided in Table 1 to give a general idea about
possible combinations.
theorists basic emotions
Damasio (2000)
Happiness, sadness, fear, anger, surprise,
disgust
Ekman et al. (1982) Anger, disgust, fear, joy, sadness, surprise
Frijda (1987)
Desire, joy, pride, surprise, distress, anger,
aversion, contempt, fear, shame
Gray and
McNaughton (2000)
Rage/terror, anxiety, joy
Izard (1993)
Anger, contempt, disgust, distress, fear,
guilt, interest, joy, shame, surprise
James (1884) Fear, grief, love, rage
Mowrer (1960) Pain, pleasure
Oatley and
Johnson-laird (1987)
Anger, disgust, fear, happiness, sadness
Plutchik (1980)
Acceptance, anger, anticipation, disgust,
joy, fear, sadness, surprise
Weiner and Graham
(1988)
Happiness, sadness
Table 1: A selection of sets of basic emotions.
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Although the theory of basic emotions does not seem implausible
from the folk theory point of view, it received a considerable amount
of critique. The obvious weakness of this theory is related to the exis-
tence of several different sets of basic emotions. Indeed, if there are cer-
tain basic or fundamental emotions, then why scientists cannot agree
on them? Moreover, the notion of a basic emotional state is question-
able by itself because there is no exact definition for it. For a more
detailed discussion of this issue please refer to (Ortony and Turner,
1990) and (Barrett, 2006). Despite of the critique, the theory of basic
emotions was embraced by many psychologists, albeit they sometimes
eschewed the term ’basic emotions’ and preferred to say that some of
emotions (e.g., being pleased, approving or liking) are easier to elicit
than more complex emotions, such as reproach or pity (Ortony et al.,
1990). The outcomes of this theory have been frequently used in the
design of computer systems for recognition of emotions. The frame-
work of basic emotions was particularly suitable for the cases when
researches aimed at creation of the systems that were capable of iden-
tifying emotional states of users from a specific set (Kapoor et al., 2007;
Resnicow et al., 2004; Lisetti and Nasoz, 2004).
2.2.2 The Dimensional Theory of Emotion
Another widespread framework for representation of emotional states
comes from the dimensional theory of emotion. The idea of reduction
of a complex multidimensional phenomenon to a more simple repre-
sentation that involves a low number of meaningful dimensions can be
found in many fields of science. For instance, the position of an object
in the 3D space may be described in various ways but the description
can always be simplified to just three variables. Since the last century,
psychologists have tried to develop a low-dimensional representation
of human emotion, so that the representation is reasonably simple to
work with, and at the same time, robust enough to cover a broad range
of emotional states. Most commonly, dimensional theories of emotion
propose to use an affective space with three dimensions (e.g., Osgood
et al. (1975)) that has axes aligned with activation-arousal, evaluation-
pleasantness, and potency-control. However, many researchers of emo-
tion preferred to utilize a two-dimensional space for description of the
affect and emotion (Lang, 1984; Russell, 1979; Tellegen et al., 1999; Rus-
sell, 2003). As can be seen at Figure 1, they used dimensions of arousal
(relaxed vs. aroused) and valence (pleasant vs. unpleasant) to define
an emotional state.
Some theorists came up with a combination of the basic and dimen-
sional theories of emotion. For instance, Plutchik (1980) considered
that emotion is multidimensional and any emotional state can vary in
intensity, similarity, and polarity but at the same time he also talked
about eight basic emotions. There is a number of drawbacks in dimen-
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Figure 1: The two-dimensional affective space where the horizontal axis de-
picts pleasure-displeasure and the vertical axis represents the level
of arousal (taken from (Russell, 1980, p. 1173)).
sional theories as it was pointed out by Grandjean et al. (2008) and
Fontaine et al. (2007). First, emotion researchers could not agree on the
number and nature of the dimensions that provide an optimal frame-
work for description of emotion. The next problem is that the reduction
of complex emotional states to a low-dimensional representation leads
to the failure in differentiating between certain types of emotions (e.g.,
anger being very close to fear). Furthermore, dimensional theories lack
an explanatory mechanism that allows to predict patterns of emotional
response. Overall, the dimensional theory of emotion seems to provide
the framework that so far has found the widest application in the af-
fective computing area (Gunes and Schuller, 2013). It likely gained the
popularity due to the simplicity in implementation, robustness, and
the ease of integration with the approaches for recognition of emotion
from physiological data. For examples of applications that rely on this
framework please refer to (Cowie et al., 2000; Mandryk and Atkins,
2007).
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2.2.3 The Appraisal Theory of Emotion
Appraisal theories of emotion are younger than the basic and dimen-
sional ones and are based on the pioneering work presented in (Arnold,
1960; Lazarus, 1966, 1991). It should be noted that, similar to other theo-
ries of emotion, the appraisal theories have a number of variations (e.g.,
structural and process appraisal models), but according to the goals of
this thesis, only the most influential theories will be discussed. The
basic assumption of the appraisal theories is that stimuli do not have
an intrinsic value, rather the meaning of a stimulus, determined by a
particular human in a particular context and at a particular moment
of time, leads to elicitation and differentiation of emotions (Barrett,
2006). Appraisal theorists see the evaluation and the resulting emotion
as a continuous and changing in time process, where the variability
is caused by changes in environment and reappraisals of the situation
(Scherer, 2005a). The major structural components of the appraisal the-
ories are four evaluation checks (Grandjean et al., 2008):
1. How relevant is this event for me? Does it directly affect me or
my social reference group? (relevance)
2. What are the implications or consequences of this event and how
do they affect my well-being and my immediate or long-term
goals? (implications)
3. How well can I cope with or adjust to these consequences? (cop-
ing potential)
4. What is the significance of this even for my self-concept and to
social norms and values? (normative significance)
Another assumption made by some appraisal theorists is that the ma-
jority of emotional processes are unconscious and only some of them
emerge into the consciousness for certain periods of time (Scherer,
2005a). It was suggested that processing of an emotional episode in-
volves several synchronized processes and each of them is largely au-
tomated. However, if a regulation of these processes is required at the
high level of cognition, the information about the emotional event has
to, at least partly, emerge into the consciousness. This idea can be il-
lustrated with Figure 2. Circle A represents a reflection of changes in
the monitoring structures of a human nervous system. Circle B, only
partially overlapping with circle A, expresses the part of emotion pro-
cessing that enters conscious awareness of people. The last circle C
depicts the ability of a person to verbally report the subjective experi-
ence during an emotional episode, and therefore, share it with other
people including researchers who observe this individual.
Although appraisal theories are still far in their development from
the state where they can provide a comprehensive model of emotion,
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Figure 2: Three modes of representing the changes in the components of emo-
tion: unconscious, conscious, and verbal (taken from (Scherer, 2005a,
p. 332)).
they avoid some of the drawbacks associated with the two theories of
emotion discussed above. Appraisal theories enable scientists to make
highly specific predictions about the determinants that elicit and distin-
guish emotions. Moreover, a concrete procedure underlying emotional
response pattering is suggested, and richness of emotion is addressed,
allowing researchers to differentiate between emotional differences of
individuals (Grandjean et al., 2008). To the best of our knowledge, the
translation of the appraisal theory into an engineering framework re-
mains a challenging endeavor (Sander et al., 2005), and therefore, it
does not seem possible to provide examples of implementations that
utilize the appraisal emotion model in affective computing applica-
tions.
2.3 archetypes and the collective unconscious
Similarly to the situation with emotion, several definitions of the con-
sciousness have been proposed but this concept still remains vague.
Sometimes it is equated with attention, sometimes with the ability of
verbal report, and sometimes operationalized in terms of the behav-
ioral dissociation between different performance measures (Norman,
2010). Although the ultimate definition of the consciousness still re-
quires further development, functions of the consciousness have been
largely clarified and include reasoning, solving problems, learning
languages, and so on. For the most part of human history, only the
concepts of conscious thought and intentional behavior were consid-
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ered in a scientific investigation. Contemporary psychological science
remains dedicated to the conscious-centric model of the higher men-
tal processes (Bargh and Morsella, 2008). However, recent years have
seen an increased attention being given to the unconscious aspects of
the mind (Bargh and Morsella, 2008; Dijksterhuis and Nordgren, 2006;
Gigerenzer, 2008; Norman, 2010; Rauterberg, 2010).
2.3.1 The Unconscious
It has been demonstrated that there are higher order cognitive and
affective processes to which individuals may have little or no direct
introspective access (Wilson and Bar-Anan, 2008). This fact seems sur-
prising and controversial, but the experimental findings suggest that
people are not very well aware of and not able to report on their cog-
nitive processes (Nisbett and Wilson, 1977). Thus, a considerable part
of human experience is tied to a deeper level of psyche, which due
to unavailability for conscious awareness is conceptualized as the un-
conscious (Wilson and Bar-Anan, 2008). Since the phenomenon of the
unconscious is still to be fully understood by the scientific community,
there has not yet been an established definition developed. In order
to avoid ambiguity and confusion, the unconscious mental processes
have been operationally defined by Bargh and Morsella (2008) “in
terms of a lack of awareness of the influences or effects of a triggering
stimulus and not of the triggering stimulus itself”. This definition em-
phasizes the important distinction between unconscious and sublimi-
nal by resolving the common confusion about these two phenomena.
People outside of psychological science often equate the unconscious
with processing of stimuli, which are too weak or short to enter the
conscious awareness, and therefore, are referred to as subliminal. In
fact, the unconscious information processing is not necessarily associ-
ated with presentations of subliminal stimuli and runs continuously as
a parallel background process in the human mind (Rauterberg, 2010).
Figure 3: Three cognitive systems: perception, intuition, and reasoning
(adapted from (Kahneman, 2003)).
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According to Kahneman (2003), there are three cognitive system of
human mind: perception, intuition, and reasoning. Information keeps
being input to the perception, flow into the intuition, and part of it
will enter into the reasoning system. Researchers sometimes refer to
the unconsciousness as an intuition system and to the consciousness
as a reasoning system. As can be seen at Figure 3, the characteristics of
the unconsciousness (intuition) and consciousness (reasoning) are ex-
tremely different, almost opposite. Surely, people tend to believe that
the unique talent of human beings is to be able to think logically. How-
ever, the power of the unconsciousness seems to be underestimated.
Professional sports players and experts in other fields heavily depend
upon rules of thumb or so called “heuristics” for their tasks (Gigeren-
zer, 2008). Such rules of thumb are invaluable because sometimes they
prove to be correct even though logical thinking suggests otherwise.
The experts themselves cannot explain why and how they act in this
way because these behaviors just occur intuitively. When dealing with
highly complex but familiar tasks people who do not focus too much
on details of the task are likely to perform better. This phenomenon
received the name of the deliberation-without-attention effect (Dijk-
sterhuis et al., 2006). In other words, if an experienced baseball player
tries to control every step while batting carefully, which would be con-
sidered as a reasonable behavior, he restricts his intuition from work-
ing for a better performance. An example of a more general scenario
is driving unconsciously (Gigerenzer, 2008). In certain situations, peo-
ple concentrate on thinking about something while doing daily rou-
tines. After they finish the task, details of what the task they have just
completed are difficult to recall. These scenarios exemplify that uncon-
scious mental processing can be fast, parallel, automatic, and effortless.
2.3.2 The Collective Unconscious and Archetypes
Carl Jung, a Swiss psychologist and psychiatrist, developed the con-
cept of the unconscious further and proposed a theoretical framework
of the psyche that included three levels (Sally, 1994): consciousness,
the personal unconscious, and the collective unconscious. Conscious-
ness is the external layer of the psyche consisting of those thoughts
and emotions that are available for one’s conscious recollection. The
personal unconscious represents a repository for all of an individual’s
feelings, memories, knowledge, and thoughts that are not conscious
at a given moment of time. They may be retrieved from the personal
unconscious with a varying degree of difficulty that depends on how
actively they are being repressed. The term ‘collective’ reflects the fact
that this part of the unconscious is universal and has contents and
modes of behavior that are similar in all individuals (Jung, 1981). The
collective unconscious does not develop individually but is inherited
and accommodates innate behavior patterns for survival and repro-
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duction. Jung discovered this phenomenon while working with his
patients who could not explain certain content of their dreams that
seem to be resemble images of symbols from ancient myths and reli-
gions (Jung, 1964). This observation led him to the idea that people
have a substantial amount of the universal content hidden in their un-
conscious.
The content of the collective unconscious was described by Jung as
archetypes or pre-existent forms. Archetypes “are seen as prototypical
categories of objects, people, and situations that have been in existence
across evolutionary time and across cultures” (Sally, 1994). Accord-
ing to Jung (1919), the collective unconscious contains both instincts
and archetypes. However, while instincts are seen as impulses to ac-
tions without conscious motivation, archetypes are the pre-existent
forms of apperception that determine human experience. Some ex-
amples of archetypes are: anima (the female aspect of the male psy-
che), mother, sky father, and wise old man (Nunn 1998). According
to Jung, there is a distinction between archetypal representations and
archetypes themselves. While representation is simply what someone
experiences when a concept of, for instance, sky father occurs in one’s
mind, archetypes themselves are different (Nunn, 1998). Jung regarded
archetypes as fundamentally unobservable configuration whose exis-
tence can be established empirically in a variety of forms (Jung, 1981).
For instance, the archetype of mother may manifest itself in infinitely
many forms, and yet, the one common characteristic of the ‘mother-
idea’ always remains intact (Nunn, 1998). When an archetype becomes
activated and is experienced with associated feelings and thoughts, it
will result in a complex within the personal unconscious (Sally, 1994).
According to Jung, a complex within the personal unconscious is an in-
dependently organized conglomeration of emotions and ideas that are
specific to an individual and are products of interactions among a num-
ber of archetypes (Jung, 1981; Sally, 1994). The concept of archetypes
has been applied to explain how people respond to other people in
personality psychology (Faber and Mayer, 2009). It also found applica-
tions in development of story characters and different kinds of media
(Faber and Mayer, 2009). Moreover, it received substantial attention
in the research on advertising and marketing (Walle, 1986; Caldwell
et al., 2010; Megehee and Spake, 2012; Woodside et al., 2012). In this
thesis, we refer to experience of individuals related to archetypes as
archetypal experience.
Throughout the history of the mankind, archetypes were often ex-
pressed with universal symbols. For instance, one of the most com-
mon archetypes, the archetype of the self, is commonly depicted with
the symbol of mandala. The Sanskrit word mandala means ‘circle’ and
serves in India as a term for the circles drawn in religious rituals (Jung,
1964). Mandala represents a structural model of the organization of the
universe in the form of a cosmic mountain where its strongly marked
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(a) Traditional Tibetan mandala
(book cover of (Jung, 1964))
(b) The Rose Window in West-
ern cultures (the window of
the north rose of Notre Dame,
Paris (Wikipedia, 2013b))
Figure 4: Examples of mandala symbols.
center stands for the cosmic post determining the center of the myth-
ical world. Traditional Tibetan mandala (the left picture on Figure 4)
usually contains several layers of concentric circles. The square be-
tween the inner circle and the outer circle represents courtyard with
four gates signifying sacred seclusion and concentration (Jung, 1964).
Each layer represents different levels of achievement of the maker’s
mind, whereas the center of these circles is the final stage, the Great
Bliss, where it becomes an empty immutable form or pure essence
(Crossman and Barou, 2004). According to the record of Jung’s patients,
archetypal symbols are essential for representation of one’s emotions
at the unconscious level.
Mandala symbols found applications in therapy. Usually an old ver-
sion of mandala symbol that consists of a circle with a square or a
cross in the middle is used as a round canvas with a center point to
allow patients painting any symbols or colors in symmetry. Contempo-
rary art therapists frequently use mandala drawings as a basic tool for
self-awareness, self-expression, conflict resolution and healing as it has
been found to be an effective therapeutic tool for patients with men-
tal or intellectual disorders (Kim et al., 2009b; Curry and Kasser, 2005;
Schrade et al., 2011). Furthermore, mandala could also be an assess-
ment tool for patients to communicate their physical and emotional
condition in a non-verbal manner (Elkis-Abuhoff et al., 2009).
2.3.3 The Unconscious in Other Research Domains
The study of unconscious processes seems to be relevant for several re-
search domains. Besides cognitive and social psychology, the domain
of consumer psychology may be in the position to play an important
role in exploring the unconscious space. Judging from the recent lit-
erature, the researchers in the domain of consumption have made a
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considerable progress in developing techniques for uncovering uncon-
scious experience of people. The pool of techniques include both meth-
ods requiring physiological data (e.g., brain imaging) and methods
that rely on special interview techniques or pictorial resources. This
progress is particularly clear in comparison with the state of the art in
affective computing where the focus is on conscious emotional experi-
ence.
If a considerable portion of thinking related to making a purchasing
decision takes place in the unconscious (Zaltman, 2003), marketing
and consumer psychology experts cannot afford neglecting this type
of mental experiences. Therefore, in the past 10 years, research in con-
sumer psychology has been rapidly expanding in the area of uncon-
scious information processing (Chartrand and Fitzsimons, 2011a). A
good showcase of the recent advances in consumer psychology related
to unconscious processing can be found in (Chartrand and Fitzsimons,
2011b).
The problem of measuring and uncovering unconscious experiences
of people with brands, products, and media is evident because of its
immediate practical relevance. There is a growing body of research
that targets this question. Common approaches to unveiling consumers’
unconscious processes include application of pictorial resources for
eliciting and representing their mental constructs (Zaltman, 1995), uti-
lization of the long interview method (Martin, 2010), and usage of
physiological observations (Ariely and Berns, 2010).
According to Zaltman (1995), a file of images can be used to obtain
information from consumers that will be helpful in creating an effec-
tive marketing or advertising campaign for a product or service. More-
over, Zaltman developed a technique that provides a series of steps on
an apparatus for eliciting from people the important aspects related
to a particular product. This method is known as the metaphor elic-
itation technique. The procedure requires consumers to interact with
a pool of pictures that were selected or designed to pictorially repre-
sent interesting sensory aspects of the topic under investigation. For
instance, researchers may ask the subjects to indicate the most repre-
sentative images or give a verbal description of missing images. The
outcome of the session is a consensus map that describes the thinking
of the individuals by aggregating their mental models into an overall
diagrammatic metaphor.
Direct questions are not the best way to explore the unconscious ex-
perience of people (McCracken, 1988). Individuals tend to process and
remember information about their experiences as narratives (Adaval
and Wyer, 1998). For this reason, researchers should encourage people
to tell stories about particular products or events which impact on con-
sumers needs to be understood. The long interview method initially
developed by McCracken (1988) provides scientists with a framework
for obtaining narratives on how the topic under investigation affects
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thoughts and actions of the individuals. This technique encourages
the usage of loosely structured questions and probing follow-up ques-
tions. A minimum of five interviews is recommended. Thick descrip-
tions obtained in the interviews help researchers interpret and study
unconscious experience of the individuals consulting their memories.
Application of physiological observations is another method that
has gained a considerable popularity in product marketing. Most com-
monly, researchers utilize neuroimaging technology in order to dis-
cover information about the unconscious preferences of consumers
that cannot be obtained through conventional methods (Ariely and
Berns, 2010). Marketing professionals are particularly excited about
brain imaging technology because they expect it to support a reliable
research approach that can be applied even before a product exists and
provide a more efficient trade-off between costs and benefits. Moreover,
neuroimaging data would enable researchers to avoid different types
of biases that are common in the subjective approaches to evaluation
of consumers’ implicit experiences with products. The field of study
that considers application of neuroimaging methods to analyze and
understand human behaviour in relation to markets and marketing ex-
changes has been called neuromarketing (Lee et al., 2007). Neuromar-
keting researchers typically rely on one of the following technologies
for their studies (Ariely and Berns, 2010): fMRI, EEG, MEG, and Transcra-
nial Magnetic Stimulation (TMS). Overall, it seems that opportunities
to understand and influence consumers without their conscious aware-
ness may considerably increase as a result of research on brain activity
(Wilson et al., 2008). During neuroimaging studies researchers scan the
subject’s brain when it does not perform the function under investiga-
tion (the baseline condition). Then, they expose the individual to the
experimental conditions that were designed according to the research
question. The collected data enables the investigators to compare brain
scans corresponding to different experimental conditions and analyze
which brain regions were activated by the stimuli. So far, it is not clear
whether neuromarketing techniques will become more cost-effective
than conventional marketing tools. One of the major challenges of neu-
romarketing is development of robust instruments for analysis of neu-
roimaging data. The outcome of research and development efforts in
this direction will likely determine the growth of neuromarketing in
the coming years.
Nevertheless, as described in the first chapter, our research outcomes
provide several considerable benefits over the techniques that are of-
fered by consumer psychology and neuromarketing. The most impor-
tant of them are: unobtrusive measurements that cannot be achieved
in neuromarketing (usually an fMRI scanner is required), flexibility,
low cost, and representation of the experience using the concept of
archetypes.
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2.4 physiological signals
Although people do not have direct introspective access to unconscious
processes in their minds, the unconscious influences their behaviors,
experiences, and memories (Bargh and Morsella, 2008). Interestingly,
the unconscious experience can be indirectly assessed by the meth-
ods developed in psychophysiology (Miller, 1992), which are similar
to measurements employed in physiological computing. Physiological
computing is seen as a novel mode of HCI that enables development
of computer systems, which are aware of users’ emotional and cogni-
tive states and, thus, can dynamically adapt to their needs without the
requirement of purposeful and overt communication from the users
(Fairclough, 2009).
Physiological computing was introduced as a more generic research
area following the success of affective computing, which since the be-
ginning of the last decade has become a prominent research direc-
tion and attracted attention of researches who work on new gener-
ations of human-computer interfaces. Originally, Rosalind Picard de-
fined affective computing as a computing that “relates to, arises from,
or deliberately influences emotions” (Picard, 1995). Later, physiolog-
ical computing researchers extended the scope of investigation from
emotion to general psychological states of users. The research in physi-
ological computing has built upon and confirmed many findings from
psychophysiology, the field that extensively studies the physiological
bases of psychological processes. In particular, it has become clear that
responses of the autonomic nervous system (ANS) have a good po-
tential of being applied in computing applications because they are
capable of predicting changes in psychological states of individuals
and can be measured with relatively cheap, quick and unobtrusive
methods (Novak et al., 2012).
The history of psychophysiology of emotion began with the publica-
tion of James (1884) that was followed by the research primarily driven
by the view that emotion have a representation in physiological pattern
of responses. Taking into account the fact that emotion find a clear ap-
pearance in ANS, and that subjects are able to report their subjective
experience, this approach seemed to be reasonable. Modern technolog-
ical advances in bioelectronics, wearable computing, and sensor tech-
nologies have made it possible to monitor physiological signals of hu-
man body unobtrusively and with greater sensitivity and quality than
before. The potential applications of physiological computing cover a
range of domains and can be roughly divided into two branches: cog-
nitive and affective. Cognitive physiological computing is directed at
monitoring and improvement of the users’ performance. For instance,
in adaptive automation scenarios where an operator needs to control
an aircraft or a vehicle, it is important to identify the states of boredom
and low vigilance because they are likely to increase the risk of acci-
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dents Zhou et al. (2011); Wu et al. (2010). On the other hand, affective
physiological computing is aimed at increase of pleasure in interaction
with computer systems and is well suited for domains such as enter-
tainment or computer-based learning (Stickel et al., 2009). Naturally,
there is an overlap between these two branches of physiological com-
puting (Novak et al., 2012) due to the fact that cognition and affect are
interrelated in the human psyche.
Psychophysiology attracted researchers from technical fields by pro-
viding a possibility to determine psychological parameters of users
from the evaluation of tangible physiological data. It is worth to em-
phasize that most of the engineering systems utilizing emotion recog-
nition based on physiological data referred to emotion models (some-
times implicitly) from the theory of basic emotions and the dimen-
sional theory of emotion (Duric et al., 2002; Lisetti and Nasoz, 2002;
Kapoor et al., 2007; Maat and Pantic, 2006). Nevertheless, physiolog-
ical approach in emotion recognition has a number of obvious draw-
backs, that make development of robust emotion recognition systems
more challenging. The main weakness of this approach comes from the
fact that physiological emotion recognition heavily depends on ANS.
However this system is clearly not created exclusively for emotion pro-
cessing, but is also in charge of keeping a human body alive. Therefore,
sometimes it is difficult to say if a specific change in physiological pa-
rameters accounts for an emotional event or it is just a usual adjust-
ment of the human body to, for instance, temperature in a room.
Figure 5: Depiction of logical relations between elements in psychological (Ψ)
and physiological (Φ) domains (Cacioppo and Tassinary, 1990, p. 20).
Panel A: Links between the psychological elements and individual
physiological responses. Panel B: Links between the psychological
elements and the physiological response pattern. Panel C: Links be-
tween the psychological elements and the profile of physiological
responses across time.
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A good discussion and analysis of the difficulties related to the infer-
ring psychological meaning from physiological data was provided in
(Cacioppo and Tassinary, 1990). Here, the gist of their argument will
be briefly outlined. First, let us introduce two sets, one is for psycho-
logical events (Set Ψ) and another one is for physiological events (Set
Φ). Possible relations between events in psychological and physiologi-
cal domains are presented at Figure 5. They are one-to-one, one-to-many,
many-to-many, and null relation. In null relation the element in the psy-
chological domain is not related to the element in the physiological
domain. Naturally, only a one-to-one relation allows to infer psycho-
logical significance from physiological signals. Therefore, many-to-one
and many-to-many relations should be simplified by redefining what
constitutes an element in the psychological or physiological domain.
For instance, any subset of elements in Set Φ associated with one or
more psychological elements can be represented in Set Φ′ by a single
element representing a profile of physiological responses. However,
search of one-to-one relations proved to be a difficult task (Strongman,
1996).
While research in physiological computing has made a consider-
able progress in recognition of cognitive and affective states of the
users, the investigation has been primary focused on conscious psy-
chological states (Ivonin et al., 2013b). Thus, sensing a deeper level
of human experiences defined by the unconscious processes remains
a largely unexplored area. As it was stated above, there is an initial
evidence from psychophysiology (Miller, 1992) that the unconscious
experiences of people can be indirectly assessed with their physiolog-
ical signals. This fact implies that although the unconscious processes
are hidden from the conscious mind, traces of the unconscious can be
observed from bodily activations. There is a number of physiological
metrics that hold promise in application for obtaining information re-
garding unconscious experiences of a person including galvanic skin
resistance, respiration, blood pressure, temperature, heart rate, and
electroencephalogram (Kreibig, 2010). However, a further investigation
is required in order to evaluate the feasibility of sensing the users’ un-
conscious mental processes in HCI scenarios by means of physiological
computing. To the best of our knowledge, the state of the art in physio-
logical computing does not provide a solution for digitizing archetypal
human experience.
2.5 outlook
As it was explained above, it may be possible to observe the archety-
pal experiences of individuals through measures of their physiological
signals. This opportunity seems interesting and attractive because it
would enable us to complement the capability of sensing human expe-
rience in the domain of conscious affective and cognitive states with
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an additional facility for interpreting the archetypal experiences. Over-
all, it would mean that psychophysiological interfaces and applications
could benefit from more detailed information about human experience.
As the problem of digitization and transmission of human experience
is essential in many application areas (see (Lahlou, 2010) for an elabo-
rate discussion), it seems that a technique for more detailed and deeper
capture of human experience will not be excessive.

3P S Y C H O P H Y S I O L O G I C A L E F F E C T S O F P E R C E I V I N G
A F F E C T I V E P I C T U R E S A N D S O U N D S
3.1 introduction
We began our investigation into understanding and capturing uncon-
scious human experience with a study where a relationship between
mental experience of people and their physiological parameters could
be examined in a controlled environment. Since mental experiences of
people are too broad and complex to start with, it was reasonable to
focus on the individual components of one’s internal world. We pro-
posed to first consider emotions because they are undoubtedly one of
the most important components of one’s mental life. Moreover, it was
demonstrated that emotions can be recognized from physiological sig-
nals of a human body (Villon and Lisetti, 2006; Healey, 2000; Cacioppo
and Tassinary, 1990; Fairclough, 2009). This latter fact is important in
the context of developing automatic tools for digitization of human ex-
perience. As it was illustrated in Chapter 2, questions about emotion
are fundamental in psychology and play an important role in under-
standing mind and behavior (Barrett, 2006). Recently, an interesting
idea about this role was presented. According to this idea, emotion
is a media of communication between the unconscious and the con-
scious in the human mind (Rauterberg, 2010). Emotion is seen as the
conscious perception of the complex mapping processes from the un-
conscious space into the low-dimensional space of the conscious.
Although recent studies have proved that it is possible to recognize
emotion based on physiological signals and this research direction
looks rather promising (Picard, 2010), the primary focus has been on
conscious emotion, which people are aware of and can report. How-
ever, Berridge and Winkielman 2003 argued that emotion can be un-
conscious as well. According to Kihlstrom (1999, p. 432), explicit emo-
tion refers to the person’s conscious awareness of an emotion, feeling,
or mood state; implicit emotion, by contrast, refers to changes in ex-
perience, thought or action that are attributable to one’s emotional
state, independent of his or her conscious awareness of that state”.
This chapter is (partly) based on:
Ivonin, L., Chang, H.-M., Chen, W., Rauterberg, M.: A new representation of emotion
in affective computing. Proceeding of International Conference on Affective Computing
and Intelligent Interaction 2012. pp. 337-343. Lecture Notes in Information Technology,
Taipei (2012).
Ivonin, L., Chang, H.-M., Chen, W., Rauterberg, M.: Unconscious emotions: quantifying
and logging something we are not aware of. Personal and Ubiquitous Computing. 17,
663-673 (2013).
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We believe that tools for capturing human experience should take into
account both conscious and unconscious emotions. Unconscious emo-
tions might even be of higher interest and importance than conscious
emotions for some users of such tools because they are hidden from
their conscious awareness.
To the best of our knowledge, recognition of unconscious emotions
has not been studied yet, and thus, it is necessary to investigate whether
physiological signals can be used for this purpose. In our study, we
focused on the signal of heart rate, which has been proved to be
one of the physiological signals that are related to emotional states
Palomba et al. (1997); Villon and Lisetti (2007); Gunes and Pantic (2010);
Mandryk and Atkins (2007). Importantly for development of tools for
evaluation of human experience in realistic scenarios, heart rate can
be unobtrusively measured with wearable sensors. In emotion recogni-
tion studies, various sets of stimuli are utilized to elicit emotional states
in participants. For this purpose, specialized databases of stimuli have
been developed and validated (Lang et al., 2008; Bradley and Lang,
1999). However, in case of unconscious emotions such sets of stimuli
have not been clearly identified yet. Therefore, in our study, we had to
introduce archetypal stimuli (Gronning et al., 2007) as a new kind of
stimuli that could be applied to evoke unconscious emotions.
Another difference of our study from the large part of the previous
work in this direction is that we targeted five different emotional states,
while other studies tended to focus on a fewer number of emotions. For
instance, according to van den Broek et al. (2009), most of the studies
included three to four emotional states.
Based on the aforesaid, an experiment was set up in a laboratory
setting for elicitation of emotions (both conscious and unconscious)
with visual and auditory stimuli and for measurement of any changes
in heart rate of participants in response to presentation of the stim-
uli. Conscious emotions were included in the experiment for control
purposes. This experiment should (1) clarify if different types of emo-
tional stimuli evoke diverse heart rate responses and (2) if unconscious
emotions can be recognized from heart rate.
3.2 visual and auditory affective stimuli
In order to elicit emotional feelings under laboratory conditions, it is
common to use visual and auditory stimuli. Based on the previous
work in this field, there are publicly available databases with affective
pictures and sounds that cover the most common emotions and have
been successfully tested (Lang et al., 2008; Bradley and Lang, 1999;
Dan-Glauser and Scherer, 2011). Unfortunately, there are no databases
that contain stimuli that are capable of eliciting unconscious emotional
experiences. In view of the aforementioned, for the experiment it was
necessary to pick appropriate content from one of currenly available
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databases for elicitation of conscious emotions and to choose stimuli
that are capable of evoking unconscious emotion.
3.2.1 Affective Pictures and Sounds
In the field of emotion research, International Affective Picture Sys-
tem (IAPS) (Lang et al., 2008) and International Affective Digitized
Sounds (IADS) (Bradley and Lang, 1999) are widely used to investi-
gate the correlation between self-reported feelings of subjects and the
stimuli that are demonstrated to them. In our study, IAPS and IADS
were selected as the sources of experimental material due to the facts
that these databases consistently cover the emotional affective space,
have relatively complete content including pictures and sound clips,
and provide detailed instructions about usage of the databases. Next,
we had to identify the remaining stimuli for unconscious emotion.
3.2.2 Archetypal Pictures and Sounds
Jung (1981) postulated the concept of collective unconsciousness, argu-
ing that in contrast to the personal psyche, the unconsciousness has
some contents and modes of behavior that are identical in all individ-
uals. This means that the collective unconsciousness is identical in all
human beings and, thus, constitutes a common psychic substrate of
a universal nature which is present in every human being. Jung fur-
ther posited that the collective unconsciousness contains archetypes:
ancient motifs and predispositions to patterns of behavior that mani-
fest symbolically as archetypal images in dreams, art or other cultural
forms (Jung, 1964). According to Jung’s personal confrontation with
the unconsciousness, he tried to translate the emotions into images, or
rather to find the images that were concealed in the emotions (Jung,
1989). According to the record of Jung’s patients, archetypal symbols
are essential for representation of one’s emotions at the unconscious
level. Jung further argued that mandala (see Figure 6, sub-figures b
and c), a circular art form, is an archetypal symbol representing the self
and wholeness (Jung, 1981, 1989). The fundamental and more generic
form of mandala consists of a circle with a dot in its center (Figure 6,
sub-figure a). This pattern can also be found in different cultural sym-
bols, such as the Celtic cross, the aureole, and rose windows.
Since Jung’s argument, mandala drawings have been applied for
practical use in the art and psychotherapeutic fields as basic tools for
self-awareness, self-expression, conflict resolution, and healing (Bush,
1988; Curry and Kasser, 2005; Kim et al., 2009a; Schrade et al., 2011;
Slegelis, 1987). Recent studies have discovered that mandala could be
a promising tool for non-verbal emotional communication (Schrade
et al., 2011; Elkis-Abuhoff et al., 2009; DeLue, 1999; Cox and Cohen,
2000; Henderson et al., 2007). For patients with post-traumatic stress
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(a) (b) (c)
Figure 6: Different types of mandala: (a) basic form of mandala (Kazmierczak,
1990); (b) Buddha mandala (Wikipedia, 2013d); (c) Mandala of the six
Chakravartins (Wikipedia, 2013c).
disorder (PTSD), therapists can diagnose patients’ emotional statuses
through the mandalas drawn by them while these patients are not
willing or not able to discuss sensitive information regarding child-
hood abuse (Cox and Cohen, 2000). Furthermore, in another case con-
cerning breast cancer patients, mandala drawings, as a non-invasive
assessment tool, allowed the physician to extract valuable information
that may have been otherwise blocked by conscious processes (Elkis-
Abuhoff et al., 2009). The above studies have shown the potential of
mandala to be a promising tool to convey unconscious emotions.
Based on the work of Jung, the Archive for Research in Archetypal
Symbolism (ARAS) was established (Gronning et al., 2007). ARAS is a
pictorial and written archive of mythological, ritualistic, and symbolic
pictures from all over the world and from all epochs of human his-
tory. Therefore, we assumed that the archetypal content of ARAS might
enable us to elicit unconscious emotion and included the archetypal
symbols in our experiment.
Very little information is available about archetypal sounds. We as-
certained that ‘Om’ and Solfeggio Frequencies are considered to be
archetypal sounds (Wikipedia, 2013f,a). ’Om’ or ’Aum’ represents a sa-
cred syllable in Indian religions (Wikipedia, 2013f). ’Om’ is the reflec-
tion of the absolute reality without beginning or end and embracing all
that exists (Maheshwarananda, 2004). Next, Solfeggio frequencies are
a set of six tones that were used long ago in Gregorian chants and In-
dian Sanskrit chants. These chants had special tones that were believed
to impart spiritual blessings during religious ceremonies (Wikipedia,
2013a). Solfeggio frequencies represent the fundamental sound that is
both used in Western Christianity and Eastern Indian religions; there-
fore, we considered them as archetypal sounds.
In addition to the archetypal symbols, we also included the archety-
pal sounds in our experiment to take into account the effect of au-
ditory stimuli. Our expectations are that unlike the content of IAPS
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and IADS the visual and auditory archetypal stimuli may evoke uncon-
scious emotions.
3.3 materials and methods
3.3.1 Participants
Thirty-four healthy subjects, including 15 males and 19 females, partic-
ipated in our experiment. Most of the participants were students and
researchers associated with Eindhoven University of Technology in the
Netherlands. The participants had diverse nationalities: 15 from Asia
(China, India, Indonesia, and Taiwan), eight from Europe (Belgium,
the Netherlands, Russia, Spain, and Ukraine), eight from the Middle
East (Turkey and United Arab Emirates), and three from South Amer-
ica (Colombia and Mexico). The subjects had a mean age of 26 years
and 9 months, ranging from 18 to 50 years (one under 20 years old,
two above 40 years old). The participants provided informed consent
prior to the start of the experiment and were financially compensated
for their time.
3.3.2 Stimuli
IAPS and IADS contain huge amounts of visual and audio stimuli, in-
cluding 1194 pictures and 167 sound clips. Due to the limit of time
and resources, we had to reduce the amount of materials for the ex-
periment. To keep the validity of these two databases with the shrunk
size, three selective principles were applied. First, four featured cate-
gories in the affective space of IAPS and IADS had to remain, they were
Positive and Arousal (PA), Positive and Relax (PR), Neutral (NT), and
Negative (NG). Second, the selected stimuli of each category had to re-
flect the original dataset. For example, the PA picture category mainly
consisted of Erotic Couple, Adventure, Sports, and Food. Thus, the se-
lected PA picture category should contain these clusters as well. Last,
stimuli that can best represent the category should be selected first.
For example, for PA category, the most positive and arousing content
should be included first. The same criteria were used to select the ma-
terials for the fifth category Archetypal Content (AR), with the only
difference that the distribution of Archetypal Content in the affective
space is not yet defined. To sum up, there were two kinds of media,
which were pictures and sound clips; each media contained five cate-
gories, which were mentioned above as PA, PR, NT, NG, and AR; each
category comprised of 6 stimuli (see Table 2). In total, the materials
for the experiment included 30 pictures and 30 sound clips. The study
followed the method used in IAPS and IADS (Lang et al., 2008; Bradley
and Lang, 1999).
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3.3.3 Procedure
The experiment followed a within-subjects design. After briefing the
subject and obtaining informed consent, the electrodes for the ECG
recording were placed. The subjects then completed a number of ques-
tionnaires to allow time for acclimatization to the laboratory setting
prior to the emotion manipulation. As soon as the pre-experiment
questionnaires were filled in, each participant was asked to sit in front
of a monitor for displaying visual stimuli and two speakers for playing
audio stimuli. The experiment was built with a web-based system and
all the experimental data were stored online in the database for fur-
ther analysis. Before the real experiment started, each participant went
through a tutorial to get familiar with the controls and the interface.
After introductions and making sure that the participant was calm
and ready for the experiment, two sessions were performed: a picture
session and a sound session. Once a session began, the screen or the
speakers started to display pictures or play sound clips one at a time
in a random order. Each picture or sound clip was exposed to the par-
ticipant for six seconds. Then, the stimulus was replaced with a black
screen and the interface paused for five seconds. The rating scales to
self-report emotional feelings were shown after the pause. We utilized
the SAM (Bradley and Lang, 1994) as a measuring tool for participants
to consciously report their emotion. The SAM captures two dimensions
of an emotional state: valence and arousal. Participants had unlimited
time to report their emotional feelings. Another pause with a duration
of five seconds and a black screen took place after the self-report. It
was meant to let participants calm down and recover from the pre-
viously induced emotion. Then, the next picture or sound clip was
shown or played. At Figure 7, we show the sequence of events during
the demonstration of a stimulus and specify the time intervals that are
important in this experiment. The meaning of the time intervals will
be discussed later. All of the 34 participants went through the whole
procedure individually.
3.3.4 Physiological Measures
3.3.4.1 Recording Equipment
The ECG was taken with four Ag/AgCl electrodes with gel placed on
left and right arms (close to shoulders), and left and right sides of a
belly. The electrode placed on the right side of the belly served as a
reference. The signal was recorded at a sampling rate of 1024 Hz using
the amplifier included in ASA-Lab (ANT BV) and Advanced Source
Analysis v.4.7.3.1 software (ANT BV, 2009).
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Figure 7: The timeline of a stimulus presentation. The stimulus is presented
at time_b, and then it is removed at time_e. At time_r_b a participant
is presented with the rating scales and at time_r_e the participant
submits the ratings.
3.3.4.2 Derivation of Measures
At the end of the experiment, two data files per every participant were
obtained. The first file was retrieved from the presentation system and
contained information about the time intervals of stimuli presentations.
For every stimulus, the system stored the time when it appeared and
disappeared, as well as the time when the rating scales were presented
to a subject and the time when the subject submitted the ratings. The
second file contained signals from the three ECG electrodes together
with the timestamps of beginning and ending of the recording. In most
of the cases, the ECG signal was obtained from the electrodes that repre-
sent the lead II of Einthoven’s triangle, but for some of the participants
we had to use the lead I because the signal from the electrode placed
on the left side of the belly contained a strong noise. Next, QRS com-
plexes were identified in the ECG signal using a self-developed com-
puter program that implemented the method described in (Chesnokov
et al., 2006). The same computer program matched the ECG recording
and the time intervals of stimuli presentation. Figure 7 presents the
timeline of a stimulus presentation. The interval-1 is used to calculate
average heart rate just before a stimulus is displayed; this heart rate,
therefore, serves as a reference. During the interval-2, a stimulus is pre-
sented and for this reason we expect changes in heart rate relative to
the interval-1. The interval-3 includes both a stimulus demonstration
and a pause with black screen. We expected that, due to the latency
of physiological signals, the changes in heart rate might not be visible
during the stimulus presentation. Thus, the interval-3 gives extra time
to observe changes in heart rate. Additionally we took into account the
interval-4 to investigate if there is a difference in heart rate during and
after the presentation of a stimulus. The number of heartbeats, time
between the beats, and average heart rate per second were calculated
with our computer program for every interval mention above. In the
statistical analysis the type of media (i.e., picture or sound) and the cat-
3.4 results 39
egory of stimuli (i.e., Archetypal, Positive and Relaxing, Positive and
Arousing, Neutral, and Negative) were treated as independent within-
subject variables, and the average heart rates for the interval-2, the
interval-3, and the interval-4 were treated as dependent variables. All
statistical tests used a 0.05 significance level and was performed using
SPSS (IBM SPSS Statistics, Version 19).
3.4 results
After the experiment, an analysis of the self-assessment ratings sub-
mitted by the participants and three types of heart rate analysis were
performed. The analysis of the self-reported emotional states utilized
the SAM ratings obtained during the study in order to explore the re-
lationship between the retrospective reports of the subjects and cate-
gories of emotional stimuli. The second type of analysis studied the
values of heart rate that correspond to each category of the stimuli.
The third type of analysis examined the changes in heart rate during
the stimuli demonstrations with regard to the heart rate calculated for
the reference intervals. The forth type of analysis aimed to investigate
the classification of the emotional categories based on heart rate.
3.4.1 Retrospective Self-Reports
The SAM instrument provided us with three variables describing af-
fective states of the participants: valence, arousal, and dominance. An
appropriate statistical test for examination of the statistical effect of the
affective stimuli on the SAM ratings submitted by the subjects would
be Multivariate Analysis of Variance (MANOVA) for repeated measures.
This test showed significant main effects on the type of media (F (3, 34)
=3.596, p = 0.023, Wilks’ Lambda) and the categories of the stimuli (F
(12, 375.988) =67.870, p<0.001, Wilks’ Lambda). We also found signifi-
cance in the interaction between the type of media and the categories
(F (12, 375.988) =4.629, p<0.001, Wilks’ Lambda). Next, we proceeded
to look into the test of (univariate) repeated measures Analysis of
Variance (ANOVA) (Huynh-Feldt) where categories of the stimuli were
treated as dependent variables. The three affective ratings all showed
significance: valence (F(3.181, 114.514) =257.641, p<0.001), arousal (F
(3.321, 119.546) =81.302, p<0.001), dominance (F(2.414, 86.898) = 28.025,
p<0.001).
Then, we looked into the descriptive statistics. For both types of
media (pictures and sounds), the ratings of Archetypal category on
valence was lower than Positive and Relaxing and Positive and Arous-
ing categories but higher than Neutral and Negative categories. For
both media (pictures and sounds), the arousal ratings of archetypal
category were lower than ‘positive arousing’ and ‘negative’ categories;
the dominance ratings of archetypal category were lower than Positive
40 effects of perceiving affective pictures and sounds
and Arousing category but higher than Negative category. A scatter
plot of the SAM ratings is presented at Figure 8 and provides a gen-
eral overview about locations of different categories of the stimuli in
the affective space. At this plot average values of ratings corresponding
to each of the categories are presented.
Figure 8: Five categories of stimuli (Positive-Relaxing (PR), Positive-Arousing
(PA), Neutral (NT), Archetypal (AR), and Negative (NG)) of visual
(PIC) and auditory (SND) are plotted in the affective space.
3.4.2 Heart Rate Measures
As the experiment followed a within-subject design and the stimuli
for every participant were presented in a random order, the effect of
ECG baseline drift was leveraged. Therefore, it is reasonable to make
a comparison of average heart rates during the presentations of differ-
ent stimuli. MANOVA for repeated measurements showed a significant
main effect of category on the heart rate of subjects during the time
interval-2, F (4, 32) = 3.772, p = 0.013 (Wilks’ Lambda). The same test
showed a significant main effect of the category of stimuli on the av-
erage heart rate of participants during the time interval-3, F (4, 32) =
5.793, p = 0.001 (Wilks’ Lambda), and during the time interval-4, F (4,
32) = 5.089, p = 0.003 (Wilks’ Lambda). However, the average values of
heart rates measured for different categories of stimuli were very close
to each other (see Table 3).
There was a significant relationship between the type of media (i.e.,
picture or sounds) and the average heart rate of participant. Thus,
MANOVA for repeated measurement demonstrated a significant main
effect of the media on the interval-2 (F (1, 35) = 9.992, p = 0.003
(Wilks’ Lambda)), on the interval-3 (F (1, 35) = 9.296, p = 0.004 (Wilks’
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Lambda)), and on the interval-4 (F (1, 35) = 8.296, p = 0.007 (Wilks’
Lambda)).
3.4.3 Measures of Changes in Heart Rate
At the next step of our analysis, the changes of heart rate during
the presentation of stimuli relative to the reference intervals were ex-
amined. For every stimulus, first, an average heart rate for the ref-
erence interval (interval-1) was calculated, and then, the differences
between the calculated value and the average heart rates at interval-2,
interval-3, and interval-4 were determined. In the statistical analysis
the type of stimuli (i.e., picture or sound) and the category of stimuli
(i.e., Archetypal, Positive and Relaxing, Positive and Arousing, Neu-
tral, and Negative) were treated as independent within-subject vari-
ables. The changes in heart rate for interval-2, interval-3, and interval-4
were treated as dependent variables.
MANOVA for repeated measurements showed a significant main ef-
fect of the category of stimuli on the changes in the heart rate of
participants during the interval-2 (F (4, 32) = 5.413, p = 0.002 (Wilks’
Lambda)), though the same statistical test did not show significance
during the interval-3 (F (4, 32) = 2.446, p = 0.067 (Wilks’ Lambda)) and
the interval-4 (F (4, 32) = 1.518, p = 0.220 (Wilks’ Lambda)). Descriptive
statistics for the changes in heart rate during observation of the stimuli
for different intervals of time can be found in Table 4.
The influence of different types of media on the changes in heart
rate has also been analyzed, and MANOVA for repeated measurements
displayed a significant main effect of the media type on the interval-2
(F (1, 35) = 5.171, p = 0.029 (Wilks’ Lambda)) and on the interval-3 (F
(1, 35) = 5.633, p = 0.023 (Wilks’ Lambda)).
In order to graphically illustrate the dynamics of changes in heart
rate during the interval-3, which lasts 11 seconds, we plotted two dia-
grams (Figure 9 and Figure 10). In Figure 9, data series that correspond
to different types of media are presented. Changes in heart rate during
the interval-3, which are related to the categories of emotional stimuli,
can be seen in Figure 10.
3.4.4 Classification Analysis
Finally, a discriminant analysis was conducted to investigate if heart
rate data can be used to predict the categories of emotional stimuli. The
changes of heart rate from the baseline during the interval-3 were used
as predictor variables. Significant mean differences were observed at
the fourth, the fifth, and the sixth seconds on the category of emotional
stimuli. Although the log determinants for different categories of stim-
uli were quite similar, Box’s M test was significant, which indicates that
the assumption of equality of covariance matrices was violated. How-
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Figure 9: Changes in heart rate (HR) from the baseline, which is defined by
the interval-1, for different types of media during the interval-3.
Figure 10: Changes in heart rate (HR) from the baseline, which is defined by
the interval-1, for different categories of stimuli during the interval-
3.
ever, taking into account the large sample size (N = 2040), the results of
Box’s M test can be neglected (Burns and Burns, 2008). A combination
of the discriminant functions revealed a significant relation (p = 0.019)
between the predictor variables and the categories of emotional stimuli,
and the classification results showed that 25.0 percent of the original
cases and 23.3 percent of cross-validated grouped cases were correctly
classified. Although these classification rates are not very high, they
are still above the chance level, which, in the case of five categories
of stimuli, equals to 20.0 percent. Therefore, the achieved classification
rates represent an improvement of 25.0 percent for the original cases
and 16.5 percent for the cross-validated grouped cases in comparison
to the chance level.
3.5 discussion 45
3.5 discussion
The content of IAPS and IADS databases was successfully used to in-
duce a range of emotions in a way that is similar to our experiment
(Palomba et al., 1997; Winton et al., 1984). Therefore, we considered
that every category of stimuli that comes from the databases would re-
sult in a unique combination of emotional feelings of the participants.
Based on the literature review, we also expected that each of the cat-
egories of stimuli would result in a distinct pattern of physiological
responses.
In addition to the content of IAPS and IADS, the archetypal stimuli
were included in the experiment. To the best of our knowledge no
one has used the archetypal stimuli in the emotion research so far;
hence, we did not exactly know what kind of physiological changes
they might induce. However, we assumed that the physiological reac-
tion should be different from the response to the IAPS and IADS stimuli.
Based on the analysis of the data obtained with the SAM instrument,
the differences between the five categories of stimuli were significant
and their positions in the affective space were consistent with the previ-
ous research (Bradley and Lang, 1999; Lang et al., 2008). Nevertheless,
the distributions of points corresponding to Archetypal and Neutral
categories were located close to each other in the affective space. This
finding could be explained with the fact that participants were not able
to consciously interpret emotional feelings associated with Archetypal
category. In this case, they seemed to rate their emotional experience
as neutral.
The experimental results related to the physiological data enabled
us to draw several other conclusions. The first and the most impor-
tant conclusion was that the results confirmed our hypotheses regard-
ing the unique pattern of physiological response for every (including
archetypal) category of stimuli. Indeed, for both types of analysis that
were performed, namely, for the analysis of the average heart rate dur-
ing the demonstration of a stimulus and for the analysis of the change
in average heart rate during the demonstration of a stimulus, the statis-
tical tests showed a significant main effect of the category of the stimuli
on heart rate. However, it is necessary to note that for the change of
the average heart rate, the test was significant only for the interval-2,
while for the average heart rate the test was significant for the interval-
2, the interval-3, and the interval-4. According to the previous research
about the response of heart rate to emotional stimuli (Palomba et al.,
1997), the absence of the significant main effect of category during
the interval-3 and the interval-4 can be explained by the fact that the
largest change in heart rate happens during the first two seconds of a
stimulus presentation.
Figure 11 illustrates the average heart rate changes measured on the
interval-2 with a reference to the interval-1. It can be observed that,
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independent of the media type and the category of stimuli, heart rate
exhibits a general decelerating response. This finding agrees with the
previously reported results (Palomba et al., 1997; Winton et al., 1984)
and is explained by the Laceys’ model (Lacey and Lacey, 1970), which
describes the effect of attention on heart rate. According to the Laceys’
theory of intake and rejection, the deceleration of heart rate occurs due
to the diversion of attention to an external task, for instance, perception
of a visual or auditory stimulus. On the other hand, when the attention
has to be focused on an internal task and the environment has to be
rejected, heart rate tends to accelerate.
Figure 11: The deceleration of heart rate for different types of media and cate-
gories of the stimuli during the interval-2.
The next conclusion is that negative stimuli evoked larger decelera-
tion of heart rate in comparison to positive and neutral stimuli. This
pattern is also in agreement with the previous studies (Winton et al.,
1984) and is usually explained by the Laceys’ theory. The fact that our
experimental results are highly consistent with the literature confirms
again the validity of our study.
We also analyzed changes in heart rate for different types of media
and found that auditory stimuli lead to a higher speed of the heart rate
deceleration in comparison to visual stimuli. From our point of view,
the participants might consider sounds to be more significant and un-
expected events because they could not influence the perception of an
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auditory stimulus. For example, if a subject did not like a negative
visual stimulus, she always could close her eyes and avoid the stimu-
lus. However, she could not avoid an auditory stimulus in the same
manner. Therefore, an intake of an auditory stimulus affected heart
rate stronger than a visual stimulus. It is particularly interesting to
look at the effect of the archetypal stimuli on heart rates of partici-
pants. According to the statistical analysis, there is a significant differ-
ence between the influence of visual and auditory archetypal stimuli
on the heart rate of the participants during the interval-3 (F(11, 24) =
2875, p = 0.015 (Wilks’ Lambda)). Surprisingly, the archetypal sounds
evoked even stronger heart rate deceleration than the negative sounds.
This phenomenon is hard to explain; however, we have an idea that
is based on one of the original purposes of the archetypal sounds,
which is to support people in meditation practice. Indeed, to achieve a
proper mental state during the meditation, people have to move away
from their conscious experiences and free their mind from thoughts
(Jain et al., 2007). This exercise is difficult because the conscious mind
hardly can be idle. Therefore, people use the archetypal sounds (for in-
stance, the famous ’Om’ sound) to keep the conscious concentrated on
these sounds while they meditate. Then, one can infer that the archety-
pal sounds efficiently capture an attention of individuals. This, in turn,
allows us to explain the strong heart rate deceleration with the Laceys’
theory.
The pattern of heart rate change is influenced by the archetypal pic-
tures to a lesser extent than by the archetypal sounds. This might be
that, because for the revelation of archetypal features of the pictures,
participants have to be deeply engaged in the contemplation of archety-
pal pictures.
As mandalas and meditative sounds are religious symbols and, there-
fore, can possibly elicit conscious emotions in some people, one might
question if the psychological responses of the participants to the archety-
pal stimuli was indeed unconscious. In order to investigate this ques-
tion, it is reasonable to assume that people from Asia are more famil-
iar with mandala than people from other regions of the world because
mandala is a religious symbol in Hinduism and Buddhism. Therefore,
a presentation of mandala to Asian people might elicit conscious emo-
tional response. However, mandala does not appear in, for example,
European religions, and, for this reason, it is unlikely that European
people consciously know this symbol. As in our study we had par-
ticipants from various geographical locations (15 from Asia, 8 from
Europe, 8 from the Middle East, and 3 from South America), it was
possible to compare emotional responses to mandala between the par-
ticipants who come from Asia and the participants who come from
other regions of the world. Analysis showed that for the archetypal
stimuli there is no statistically significant main effect of the geograph-
ical region (Asia or non-Asia) on changes in heart rate of the partici-
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pants (F(11, 23) = 1.724, p = 0.13 (Wilks’ Lambda)). Therefore, we can
conclude that emotional responses to the archetypal stimuli do not
depend on the familiarity of the participants with these symbols.
3.6 conclusion and future directions
As was pointed out earlier, we see emotion as an important component
of one’s mental life. Recent research in the area of affective computing
has demonstrated that emotional states of people can be recognized
from their physiological signals (van den Broek et al., 2009). However,
based on this research, it is not clear if unconscious emotions have cor-
responding patterns of physiological signals. Our study provided ev-
idence, which implies that unconscious emotions also affect the heart
rate. Moreover, deceleration of heart rate, which followed presentation
of the archetypal stimuli to the participants, was different from decel-
eration of heart rate after demonstration of other stimuli. It is obvious
that even theoretically heart rate alone will not allow precise classifica-
tion of emotions because emotion is a multidimensional phenomenon,
and heart rate provides just one dimension. Our experimental results
support this point of view with the classification rate of 16.5 percent
above the chance level, which is lower than in some studies that focus
on a fewer number of emotions and utilize various physiological sig-
nals in addition to heart rate (e.g., (Kreibig et al., 2007)). This result
is probably best explained by the fact that we targeted many broad
emotional categories, which considerably complicates recognition of
emotion. Nevertheless, this study provided an important foundation
for development of tools for evaluation of emotional experiences of
people related to archetypes. Therefore, it is necessary to continue the
work in this direction and further investigate the patterns of physio-
logical responses to the archetypal stimuli. From our point of view,
other features of the ECG signal could also be useful for measurement
of emotions. Along with heart activities, other physiological signals,
such as galvanic skin response and respiration rate, should be taken
into account. Additional physiological signals are important because
eventually they might allow establishing one-to-one links between the
profile of physiological response patterns and emotional experiences
across time (Cacioppo and Tassinary, 1990). Another approach to im-
provement of the classification performance could be increasing the
effectiveness of eliciting affective experiences. As Healey (2011) demon-
strated, more precise affective labels lead to more differentiated physi-
ological features. Therefore, improvements in the procedure of eliciting
affective states are also likely to have a positive effect on the classifica-
tion accuracy.
4R E C O G N I T I O N O F T H E A R C H E T Y PA L E X P E R I E N C E
F R O M P H Y S I O L O G I C A L S I G N A L S
4.1 introduction
During our first study reported in Chapter 3, the initial evidence was
obtained that unconscious emotional experience of people is mani-
fested in the patterns of cardiovascular activations. The statistical tests
indicated a significant relationship between the categories of emotional
stimuli and the features extracted from the ECG recordings of the sub-
jects. Among the categories of the stimuli there were ones representing
explicit emotions and one with stimuli for elicitation of unconscious
emotional states. Nevertheless, that study was limited in several im-
portant aspects. The most significant limitation was discovered in the
classification analysis. It turned out that the best classification accu-
racy achieved with five categories of stimuli was only around 23 per-
cent. Although this result is better than the chance level, obviously,
it is not sufficient for most of the practical applications. Next limita-
tion was related to the variety of unconscious emotional experiences
induced in the participants. There was only one category of stimuli
that contained pictures and sounds selected for elicitation of an im-
plicit emotional state. This category corresponded to the archetype of
the self and represented only a very narrow band in the spectrum of
possible archetypal experiences. For this reason, in our future research
it was necessary to extend the number of archetypes included in the
consideration.
Based on the analysis of the first limitation outlined above, we con-
cluded that the low classification accuracy may be explained with the
fact that the visual and auditory stimuli were too weak or too brief in
order to elicit a strong emotional response in the participants. There-
fore, we proposed to use video clips for the elicitation of affective states
in our next experiments. Our hypothesis that video clips would be
more powerful in elicitation of emotional and archetypal experiences
was supported by the literature in this field (Rottenberg et al., 2007).
The limitation related to the variety of archetypal experiences also had
to be addressed in the future studies. A straightforward approach for
tackling this limitation was to develop a pool of stimuli that covers a
broader range of archetypal experience. Having clarified the ways to
This chapter is (partly) based on:
Ivonin, L., Chang, H.-M., Chen, W., Rauterberg, M.: Automatic recognition of the uncon-
scious reactions from physiological signals. In: Holzinger, A. et al. (ed.) SouthCHI 2013,
LNCS 7946. pp. 16-35. Springer-Verlag, Berlin Heidelberg (2013).
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address the problems identified in the previous experiment we were
set to conduct a new study.
In the new study our primary goal was the evaluation of the pos-
sibility to sense the unconscious experiences of the users in an au-
tomatic and unobtrusive manner. However, as the unconscious is a
complex phenomenon, the scope of our study was limited to the col-
lective unconscious. Unlike the personal unconscious that is highly
diverse and individual, the collective unconscious consists of the uni-
versal archetypes. For this reason, it is better suited for computing
applications where a range of common archetypal experiences could
be employed for system adaptation to psychological states of the users.
More specifically, this study was aimed at investigating the feasibility
of sensing and distinguishing various archetypal experiences of the
users based on the analysis of physiological signals such as heart rate
and skin conductance. Besides the patterns of physiological activations,
we took into account introspective reports provided by the participants
after confronting with stimuli. Our hypothesis for this experiment was
that physiological data may provide a better reflection of archetypal
experiences because, according to Jung (1981), archetypes are implicit
and not readily available for conscious recollection.
The archetypal experiences were elicited with film clips that were de-
veloped in collaboration with the ARAS (Gronning et al., 2007), which is
an organization that since the early 1930s has been collecting and an-
notating mythological, ritualistic, and symbolic images from all over
the world and possesses a profound expertise in archetypes and their
representations. Apart from the film clips for elicitation of archetypal
experiences, we also introduced clips to induce several explicit emo-
tions. This way, we could later compare our findings with the state of
the art on the explicit emotion recognition. The film clips were orga-
nized in categories in such a way that every category corresponded
to one of the archetypes or explicit emotions. During presentation of
the film clips, physiological signals modulated by the ANS of the sub-
jects were monitored. We preferred to focus on the signals related to
the ANS and avoid measurement of activations of the Central Nervous
System (CNS) due to practical considerations. The CNS measures often
impose considerable limitations on the design of studies. For instance,
fMRI requires participants to be placed in a scanner. Another common
CNS measure is EEG. While this is a more flexible approach than the us-
age of an fMRI scanner, the necessity of wearing obtrusive equipment
on the scalp does not help subjects to feel natural and relaxed dur-
ing interaction with products or media. In our study we monitored
the following ANS signals: ECG, skin conductance, respiration, and skin
temperature. After every film clip, the subjects were required to pro-
vide introspective report about their feelings using the SAM ratings.
Upon completion of the study we used the collected data and informa-
tion about categories of the film clips for training of several classifica-
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tion models. Then, prediction performance of the models built using
the introspective reports was compared with the models based on the
physiological data. Furthermore, in the evaluation of performance we
distinguished between models specific to the archetypal experiences
and the explicit emotions.
4.2 materials and methods
4.2.1 Experimental Design
4.2.1.1 Stimuli
An appropriate set of stimuli was required for the elicitation of the
archetypal experiences in the experiment. According to Jung, symbolic
representations of archetypes have been present across cultures for
thousands of years. They were commonly used in artwork, myths, sto-
rytelling, and continue to be employed in modern mass media (Faber
and Mayer, 2009). Therefore, the set of stimuli can be constructed by
extracting powerful archetypal appearances from a rich variety of me-
dia sources.
However, a decision has to be made not just about which archetypes
should be selected but also regarding the type of media to use. Past re-
search in affect elicitation have applied different media types for emo-
tion induction in laboratory conditions, including images and sounds
(Bradley and Lang, 1999; Lang et al., 2008), music (Eich et al., 2007),
and films (Gross and Levenson, 1995). These media types differ from
one another in many aspects. For instance, still images and sounds
are commonly presented to subjects for very short periods of time
and have a high temporal resolution. On the other hand, music and
film clips accommodate a lower degree of temporal resolution lasting
for several minutes and deliver heterogeneous cognitive and affective
activations. In comparison with the other types of media, film clips
are powerful in capture of attention because of their dynamic display
that includes both visual and auditory modalities (Gross and Leven-
son, 1995). They also have a relatively high degree of ecological va-
lidity, meaning that their dynamic display resembles real life scenar-
ios. Another characteristic of film clips is the ability to elicit intensive
emotional responses that lead to activations in cognitive, experiential,
central physiological, peripheral physiological and behavioral systems
(Rottenberg et al., 2007). Taking into account the pros and cons of each
media type film clips were chosen for this study because they effec-
tively elicit emotions and last for several minutes. The latter fact was
important for calculation of heart rate variability parameters that re-
quire at least 5 minutes of data (Camm et al., 1996). With regard to the
archetypal stimuli we assumed that the media with a high affective im-
pact would also have a large influence on the collective unconscious.
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For this reason, film clips were utilized for the induction of both the
explicit emotions and the archetypal experiences.
A total of eight archetypes (anima, animus, hero-departure, hero-
initiation, hero-return, mentor, mother, and shadow) were selected for
this study. The number of chosen archetypes was a compromise: there
were more interesting archetypes to study, but an increase in subjects’
psychological states would make the classification more challenging.
For this reason, only films depicting the most common archetypes
(Jung, 1981) formed our pool of stimuli. The archetypes of anima, ani-
mus and shadow were chosen based on the work of Jung (1964). Three
archetypes of a hero represent important stages in the hero’s journey
described by Campbell (2008), who studied stories about heroes in
myths, literature, and religion across cultures, places, and time. From
his findings, he identified that a prototypical journey, which a hero
undertakes in a narrative, includes stages of departure, initiation, and
return. The archetype of mentor also comes from the research of Camp-
bell and represents a character that helps the hero to acquire knowl-
edge and power. Mother is another major archetype (Maloney, 1999)
that was picked for this experiment.
Film clips that embody these eight archetypes needed to be selected.
Similar to the previous studies that employed films (Rottenberg et al.,
2007) we obtained our clips by extracting fragments from full-length
commercial movies. However, our choices had to be evaluated and, if
necessary, corrected by external experts in the area of archetypal re-
search. Therefore, as it was mentioned earlier, we sought collaboration
with the ARAS (Gronning et al., 2007). Based on the fruitful coopera-
tion with ARAS and their feedback, our set of archetypal stimuli was
constructed from the clips, which were obtained from the movies spec-
ified in Table 5. Copies of the film clips cannot be shared due to the
fact that they were extracted from commercial movies. However, all of
the movies are freely available on the market and the film clips can be
easily re-created using the timings provided in Table 5.
Apart from the archetypal stimuli, we also included in the study
five film clips for elicitation of explicit emotions. The purpose of the
stimuli for explicit emotions was to facilitate the comparison of psy-
chophysiological responses to them and the archetypal films. Emotions
or feelings are commonly represented in affective computing with the
dimensional model (Russell, 1980). This model projects emotions in
the affective space with two or three dimensions. In case of two di-
mensions, an emotional state in the affective space is characterized by
values of arousal and valence. The dimension of arousal ranges from
calm to aroused states, while the dimension of valence ranges from
negative to positive states (Ivonin et al., 2012). For this study five ex-
plicit emotions, amusement, fear, joy, sadness and neutral state, were
selected. They uniformly cover the two-dimensional affective space.
According to the previous work in this field (Lang et al., 1993), the
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Archetype Movie Start End
Anima American Beauty (Mendes,
1999)
0:15:02 0:17:20
0:19:03 0:20:04
0:36:09 0:37:28
0:43:39 0:44:11
Animus Black Swan (Aronofsky, 2010)
0:46:40 0:49:24
1:17:22 1:18:22
1:19:13 1:20:48
Hero
Departure Braveheart (Gibson, 1995)
0:04:50 0:06:18
0:09:05 0:10:02
0:13:17 0:16:00
Hero
Initiation Braveheart (Gibson, 1995)
0:36:11 0:37:00
0:38:10 0:39:05
0:39:22 0:41:43
0:47:21 0:49:01
0:49:58 0:50:50
Hero Return Braveheart (Gibson, 1995)
2:43:17 2:46:31
2:47:08 2:47:48
2:48:55 2:50:14
Mentor The King’s Speech (Hooper,
2010)
0:25:40 0:27:55
0:35:00 0:36:01
0:37:14 0:38:44
Mother All About My Mother
(Almodóvar, 1999)
0:02:50 0:04:22
0:04:56 0:07:06
0:08:28 0:08:57
0:09:00 0:09:11
0:10:32 0:10:48
0:11:52 0:12:19
Shadow Fight Club (Fincher, 1999)
0:51:07 0:51:27
0:59:18 1:01:50
1:47:41 1:49:53
Table 5: Sources of the film clips for elicitation of the archetypal experience.
The film clips for each archetype were extracted from the movies spec-
ified in the table. The clips consist of one or more fragments that were
cut from the movies at the times specified in the two last columns. The
time format is hours:minutes:seconds.
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Emotion Movie Start End
Active-
pleasant
Mr. Bean Atkinson and Curtis
(1990)
0:02:37 0:03:57
0:04:54 0:08:45
Active-
unpleasant
The Silence of the Lambs
Demme (1991)
1:39:37 1:44:42
Neutral
Coral Sea Dreaming: Awaken
Hannan (2010)
0:08:01 0:13:07
Passive-
pleasant
The Lion King Allers and
Minkoff (1994)
0:15:30 0:18:13
0:45:19 0:46:48
0:47:51 0:48:52
Passive-
unpleasant
Forrest Gump Zemeckis (1994) 1:02:21 1:07:31
Table 6: Sources of the film clips for elicitation of explicit emotions. The film
clips for each explicit emotion were extracted from the movies speci-
fied in the table. The clips consist of one or more fragments that were
cut from the movies at the times specified in the two last columns. The
time format is hours:minutes:seconds.
neutral state is located close to the origin of the affective space and
each one of the other four emotions is situated in a separate quad-
rant of the space. The film clips for elicitation of each chosen explicit
emotional state were identified based on the previous studies in affect
induction and recognition. The seminal work of Gross and Levenson
(1995); Soleymani et al. (2011) provides guidance with regard to appli-
cation of video in emotion research and even proposes sets of film clips
that can be readily used as emotional stimuli. However, we could not
always use the recommended clips for the two following reasons. First,
some of the film clips were considerably shorter than 5 minutes. Sec-
ond, from the pilot study we learned that some of the clips taken from
old movies do not emotionally engage people because they are per-
ceived as old-fashioned. Thus, we introduced five film clips that were
selected according to the requirements of this study and presented
them in Table 6.
4.2.1.2 Participants
Thirty-six healthy people were recruited for the experiment. Most of
them were undergraduate or graduate students. Ten participants had
to be excluded from the analysis due to technical problems with wire-
less physiological sensors and one participant was excluded because
he did not comply with the experimental procedure. Thus, only data
from 25 subjects, consisting of 12 women and 13 men, was used in
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this study. Of these, 11 participants were from Europe, 10 participants
were from Asia, three participants were from Middle East and one par-
ticipant was from South America. The average age for the women was
23.0 years (SD = 1.9) and for the men 25.4 years (SD = 4.5). Participants
had normal or corrected to normal vision and hearing. Each subject
signed an informed consent form and was financially compensated
for participation in the laboratory session that took approximately two
hours.
4.2.1.3 Apparatus
In a cinema like settings, film clips were projected on a white wall
(592 x 222 cm) with a high definition beamer at a viewing distance
of four meters. Additionally, a computer screen and a mouse were lo-
cated near the couch where participants sat during the experimental
session. After each film clip, participants were asked to provide con-
scious feedback about their feelings by using the screen and the mouse.
The setup of the experiment can be seen on Figure 12. Presentation of
clips, collection of feedback, and time tracking were automated with
a website developed for this experiment. ECG and skin conductance
of participants were monitored with Shimmer wearable wireless sen-
sors (Burns et al., 2010) that streamed physiological data to a laptop
via Bluetooth protocol. The three-lead Shimmer ECG sensor was con-
nected with four disposable pregelled Ag/AgCl spot electrodes. Two
of the electrodes were placed below the left and right collarbones and
the other two were attached to the left and right sides of the belly.
Similar electrodes were used to connect the Shimmer Galvanic Skin
Response (GSR) sensor to thenar and hypothenar eminences of the par-
ticipant’s palm on a non-dominant hand for measurement of the skin
conductance. Unfortunately, due to the malfunctioning of the Shimmer
ECG sensor, data for 10 participants had to be excluded from the anal-
ysis. For the measurement of the respiration and skin temperature, a
Refa amplifier from TMSI BV was used in combination with an induc-
tive respiration belt and a temperature sensor. The respiration belt of
an appropriate size was strapped around the participant’s chest and
the temperature sensor was attached to the subject’s belly.
4.2.1.4 Procedure
Upon registration for the experiment that took place several days in
advance of an actual session subjects were asked to fill in a number of
online personality questionnaires. One participant was studied during
each session of the experiment. The session was started by inviting
a participant to sit upright on a couch. The participant was asked to
read and sign the provided informed consent form. Then the experi-
menter explained how to place physiological sensors, helped the par-
ticipant attach them, and made sure that the sensors streamed good
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Figure 12: A subject is seated in the laboratory.
quality signals. A time interval of approximately five minutes passed
between placement of the sensors and presentation of the first clip.
During this interval the electrode gel had enough time to soak into
the skin, and thereby, ensure a stable electrical connection (Figner and
Murphy, 2011). Meanwhile, the experimenter gave an overview of the
study explaining that a number of film clips would be played, and the
participant’s physiological signals would be continuously monitored
during the film’s presentation. The actual goal of the experiment was
not disclosed and, thus, the participant was unaware of the archetypes
or emotions pictured in the clips.
The participant was asked to find a comfortable sitting position and
refrain from unnecessary movements. The light in the experimental
room was turned off and the viewing experience was similar to the
one in a movie theater. Since we wanted the participants to be in sim-
ilar psychological and physiological conditions, demonstration of the
films always started with a relaxing film. Piferi et al. (2000) suggested
using a relaxing aquatic video for establishing the baseline and pro-
vided experimental evidence that this is a better method for achieving
the baseline than traditional resting. Then films depicting both archety-
pal experiences and explicit emotions were played in random order.
Before presentation of each film clip (including the first one), a short
video demonstrating a breathing pattern was played. During this video
that had duration of forty seconds, the participant was asked to fol-
low the breathing pattern (14 breaths per minute), and thereby, adjust
her respiration rate to the common baseline. Immediately after each
clip, the participant was asked to provide a retrospective emotional
self-report using the computer screen and the mouse located near the
participant’s dominant hand. The self-report data was collected with
the SAM (Bradley and Lang, 1994) that consisted of three sets of fig-
ures (valence, arousal and dominance). Every dimension of the SAM
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was characterized by a score from one to nine. When the participant
completed the viewing of the sequence of films, the light in the room
was turned on and the sensors were detached from the participant’s
body. Finally, the experimenter debriefed and reimbursed the partici-
pant. The procedure of the experiment is schematically presented on
Figure 13.
A participant is seated
Filling in the informed consent form
Placement of the sensors and the signals’ quality check
Introduction to the study
Presentation of the video with breathing pattern
Demonstration of the neutral film clip
Retrospective emotional self-report
Presentation of the video with breathing pattern
Demonstration of one of the film clips
Retrospective emotional self-report
Removal of sensors, debriefing and reimbursement
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Figure 13: The procedure of the experiment is illustrated with a flowchart.
4.2.1.5 Physiological Measures
ECG is a measurement of the heart’s electrical activity over a period
of time. It was recorded at 512 Hz and then treated with low-pass,
high-pass, and notch filters. Filtering was necessary to remove high
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frequency noise (above 100 Hz), low frequency components, such as
respiration (below 0.5 Hz), and mains hum (50 Hz). ECG is a rich sig-
nal, and in the psychophysiological domain it is commonly used for
the derivation of the Heart Rate (HR) and Heart Rate Variability (HRV).
The heart rate is simply a measure of the number of heart beats per
minute (Neuman, 2010). It was extracted from the ECG signal by de-
tecting beats with an algorithm described in (Afonso et al., 1999) and
calculating the average heart rate over a non-overlapping moving win-
dow of 10 seconds. According to Kreibig (2010), the heart rate is the
most often reported cardiovascular measure in psychophysiological
studies of emotion. Thus, in this study we also expect to see a rela-
tion between the psychological states of individuals and their heart
rate. Several HRV measures from time and frequency domains were
calculated based on beat to beat intervals with HRVAS software pack-
age (Ramshur, 2010). Time domain measures included the standard
deviation of all beat to beat intervals (SDNN), the square root of the
mean of the sum of the squares of differences between adjacent beat to
beat intervals (RMSSD), and the standard deviation of differences be-
tween adjacent beat to beat intervals (SDSD) (Camm et al., 1996). Fre-
quency domain measures included total power, power in a very low
frequency range (VLF, 0-0.04 Hz), power in a low frequency range (LF,
0.04-0.15 Hz), power in high frequency range (HF, 0.15-0.4 Hz), and ra-
tio LF/HF (Camm et al., 1996). HRV components have a long history of
application in psychophysiological research (Berntson et al., 1997) and
have become important measures of individuals’ psychological states.
Skin conductance characterizes the electrodermal activity of skin
and is related to changes in eccrine sweating, which are regulated by
the sympathetic branch of the autonomic nervous system (Figner and
Murphy, 2011). It has been proven that skin conductance is closely re-
lated to psychological processes and particularly to arousal (Lang et al.,
1993). Skin conductance consists of tonic and phasic components. The
tonic component corresponds to relatively slow changes in skin con-
ductance over longer time intervals, which can last from tens of sec-
onds to tens of minutes. It is indicative of a general level of arousal,
and thus, is called a Skin Conductance Level (SCL). On the other hand,
the phasic component or Skin Conductance Response (SCR) reflects
high frequency variations of the conductivity and is directly related to
observable stimuli (Figner and Murphy, 2011). Skin conductance sig-
nal was sampled at 256 Hz. In order to obtain SCL from the raw skin
conductance signal a low pass filter was set to 1 Hz. For SCR, a high
pass filter was additionally set at 0.5 Hz.
Respiration is another important physiological signal commonly em-
ployed in psychophysiological research (Fairclough and Venables, 2006).
It is related to changes in the sympathetic nervous system and can be
used to determine psychological states of subjects (Boiten, 1998). The
raw signal was filtered with low pass and high pass filters at 10 Hz and
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0.1 Hz respectively in order to remove unnecessary noise. The Res-
piration Rate (RR) was calculated according to the recommendations
provided by the manufacturer of respiration measurement hardware
(TMSI BV). RR was then averaged over the duration of a film clip with
a non-overlapping moving window of 10 seconds.
Skin Temperature (ST) varies due to localized changes in the blood
flow defined by vascular resistance or arterial blood pressure, which
are consequently modulated by the sympathetic nervous system (Kim
et al., 2004). The variations in ST caused by confrontation of individuals
with affective stimuli have been previously reported in literature (Ek-
man et al., 1983) and justify our decision to include ST into this study.
ST is a slow changing signal, thus, the raw data was harmlessly resam-
pled to 64 Hz in order to speed up the calculation. A low pass filter
of 10 Hz was applied to the resampled signal for removal of high fre-
quency noise. Finally, ST was smoothed with a non-overlapping mov-
ing window of 10 seconds.
4.2.2 Statistical Analysis
As stated in the introduction, one of the motivations for this study was
the question whether the patterns of physiological responses to vari-
ous archetypal experiences are different and, furthermore, if the differ-
ence is statistically significant. We were also interested how physiolog-
ical activations modulated by the explicit emotions of the participants
are different comparing to their responses elicited by the archetypal
stimuli. A number of statistical tests had to be conducted in order to
answer these questions.
Each subject watched all the film clips that formed our sets of stim-
uli for the explicit emotions and the archetypal experiences. Thus,
the study had repeated-measures design where physiological measure-
ments were made on the same individual under changing experimen-
tal conditions. An appropriate statistical test for this type of design
would be MANOVA for repeated measures (O’Brien and Kaiser, 1985).
However, certain assumptions of this test were violated for some of
the physiological signals’ features in our study. Namely, MANOVA does
not allow inclusion of time-varying covariates in the model and an un-
equal number of repeated observations per an experimental condition.
The former requirement could not be fulfilled because the physiologi-
cal baselines that were introduced to the statistical model as covariates
consisted of multiple data points. Although this assumption could eas-
ily be satisfied by transforming a number of data points into a single
feature, we preferred to preserve the richness of our dataset and re-
frained from, for instance, averaging the baseline record. The latter
prerequisite of MANOVA demands an equal number of repeated mea-
surements per experimental condition. It could not be met due to the
fact that the film clips presented during the experiment had slightly
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different length and, consequently, the size of vectors with physiolog-
ical data varied. While all the clips lasted for approximately five min-
utes, there was a considerable difference between some of the stimuli.
The shortest film clip had duration of four minutes and 46 seconds
whereas the longest one was six minutes and 35 seconds.
The limitations of MANOVA can be overcome if the statistical analysis
is performed with Linear Mixed Model (LMM). LMMs are parametri-
cal statistical models for clustered, longitudinal or repeated-measures
data that characterize the relationships between continues dependent
variables and predictor factors (West et al., 2006). LMMs have another
advantage over MANOVA – they allow participants with missing data
points to be included in the analysis. In contrast, MANOVA drops the
entire dataset of a subject even if just one data point is absent. The
general specification of an LMM for a given participant i can be defined
as follows:
Yi = Xiβ+ Ziui + εi
In this equation Yi is a vector of continues responses for the i-th
subject and Xi is a design matrix that contains values of the covariates
associated with the vector of fixed-effect parameters β. The Zi matrix
is comprised of covariates that are associated with random effects for
the i-th subject. The vector or random effects is assumed to follow a
multivariate normal distribution and is denoted with ui. Finally, the εi
vector represents residuals. A more elaborate introduction into LMMs
can be found in, for instance, (West et al., 2006) or (Cnaan et al., 1997).
A software implementation of statistical procedures included in SPSS
Version 19 (SPSS, Inc.) was utilized to answer the research questions
pointed out earlier. Physiological responses of the subjects were treated
as dependent variables (continuous responses), the film clips repre-
sented fixed variables and the physiological baselines measured dur-
ing the presentation of the video with a breathing pattern before each
stimulus were used as covariates. The LMMs main effect tests whether
the patterns of the participants’ physiological responses are different
between various stimuli. The HRV features were analyzed with MANOVA
as they met the requirements of this method. All statistical tests used
a 0.05 significance level.
4.2.3 Data Mining Techniques
The statistical analysis can enable us to determine whether or not it is
possible to distinguish the archetypal experiences of people based on
the patterns of their physiological activations corresponding to each of
the archetypes. However, a statistically significant difference between
the physiological responses associated with various archetypes does
not allow evaluation of the practical feasibility to accurately predict
psychological states of the participants. On the other hand, a prediction
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model that maps physiological signals and the unconscious states of
the users is what will enable development of systems for digitization of
human experience. Thus, besides the statistical analysis, data mining
techniques were applied to the dataset in order to obtain a predictive
model that would facilitate evaluation of the classification accuracy
among the archetypal experiences.
4.2.3.1 Normalization
Physiological signals vary highly between subjects, so the primary goal
of normalization is to reduce the variance and make physiological data
from different individuals comparable. As this study involved more
than one participant, the data had to be normalized. There are different
approaches to the normalization of physiological data (Novak et al.,
2012). We chose to utilize the approach that involves subtraction of
baseline values from the data corresponding to stimuli presentations.
The result of the subtraction was then normalized to a range from 0
to 1 for each subject separately. This normalization method was well
suited for the design of our experiment where a baseline condition was
recorded before each film clip.
4.2.3.2 Selection of Classification Method
According to the goals of this experiment, a classification method that
takes a vector of physiological features and assigns a psychological
label to it was required. Psychophysiological studies have utilized a
number of different supervised classification methods and the selec-
tion of a particular method is generally defined by the type of stimuli,
the design of the experiment, and the research objective. In this study,
film clips with duration of approximately five minutes were shown to
subjects and, thus, the physiological data that was recorded for each
stimulus formed temporal sequences. The problem of time sequence
classification is different from the recognition of static information due
to the fact that a classifier has to learn the dynamic patterns of the data
instead of its static attributes. There are three main types of sequence
classification methods (Xing et al., 2010):
• Feature based classification, which involves the calculation of fea-
tures that describe time series and then the application of them
in conventional classification methods for static data.
• Sequence distance based classification. It relies on a distance
measure that characterizes the similarity of time sequences. Fre-
quently used distance functions include Euclidian distance and
Dynamic Time Warping (DTW) distance. Once a distance measure
is defined, a conventional classification method can be used.
• Model based classification. This approach requires a statistical
model, which is capable of learning data sequences, and it is
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the only method that does not reduce the time series classifica-
tion problem to a representation amenable to classifiers for static
data. The Hidden Markov Model (HMM) is the most popular in-
strument for temporal classification and widely applied in the
speech recognition domain.
We found the feature based method to be more suitable for a number
of reasons. First, it provides a convenient way to include non-temporal
attributes, such as some HRV features or the gender of subjects, into the
analysis, which DTW and HMM do not (Kadous and Sammut, 2005). Sec-
ond, contrary to HMM, this method does not require a large amount of
training data (Kadous and Sammut, 2005). Third, the creation of tem-
plate streams in the sequence distance method, which would represent
a typical time series corresponding to psychological states, is not triv-
ial.
Once time sequences of physiological data were transformed into
feature vectors, three types of classifiers were used in order to obtain
a predictive model. These classifiers were chosen based on the history
of their previous applications in recognition of emotions (Novak et al.,
2012). kNN is a simple classification algorithm that is still reasonably
accurate and can be useful as a baseline measure for the judgment of
performance achieved with other methods. The second classifier was
Support Vector Machine (SVM) that constructs a set of hyperplanes for
classification purposes. The third selected classifier was naïve Bayes,
which builds a probabilistic model based on training data and then
assigns each feature vector to a particular class. The fourth classifica-
tion method wasLinear Discriminant Analysis (LDA). This algorithm
is transparent, meaning its results can easily be understood and inter-
preted by humans; it works well with small samples of data; and it is
easy to implement (Novak et al., 2012). Finally, the fifth classification
method was the C4.5 algorithm for generation of decision trees. The de-
cision trees were used in conjunction with Adaptive Boosting (AdaBoost)
(Freund and Schapire, 1997) in order to achieve higher accuracy. In or-
der to ensure that a classification algorithm is not trained and tested
on the same dataset, a cross-validation technique was employed. We
chose leave-one-out cross-validation because it provides an accurate
assessment of the classification rate.
4.2.3.3 Extraction of Features
An essential prerequisite of the classification is the extraction of feature
vectors from data sequences. The main goal pursued by the extraction
of features is a compression of data sequences to smaller sets of static
features. The sliding window, the Discrete Wavelet Transform (DWT)
and the Discrete Fourier Transform (DFT) (Agrawal et al., 1993; Chan,
2003; Geurts, 2001) are three methods for conversion of time series to
static data. The sliding window method performs best with low fre-
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quency and relatively short time sequences because an increase of the
signal’s frequency and length leads to generation of high dimensional
feature vector. For long and high frequency data series the DWT and
DFT approaches have been introduced. The idea behind these methods
is the transformation of a sequence from the time domain to the time-
frequency plane (DWT) or to the frequency domain respectively (DFT).
Taking into consideration the aspects of our setup, the sliding window
method for extraction of feature vectors was an appropriate way to pre-
pare the dataset for the classification. Another name of this approach
is segmentation since it first involves partition of a time axis into mul-
tiple segments with equal length and then averaging of temporal data
along the segments (Geurts, 2001).
Having chosen the feature extraction method, we proceeded with
the application of this method to physiological signals. A total of 38
features were obtained from ECG data: 30 features were extracted from
HR temporal data based on the average value of HR calculated along
non-overlapping segments of 10 seconds; eight conventional HRV fea-
tures described earlier were taken without any modification (SDNN,
RMSSD, SDSD, total power, VLF, LF, HF, and LF/HF). The skin con-
ductance signal was compressed to a vector consisting of 60 features.
First, 30 features were obtained from SCL, averaged over 30 segments
of 10 seconds each. The remaining 30 features were extracted by av-
eraging the absolute amplitude of SCR along the same 30 segments.
Respiration data was reduced to 30 features that represented the av-
erage RR calculated for each of 30 segments. Finally, 30 features were
obtained from the skin temperature signal, averaged in a similar man-
ner over 30 segments. Therefore, in total 158 features were prepared
for the classification.
4.2.3.4 Dimension Reduction
In data mining, it is important to identify an optimal number of fea-
tures that are relevant for building an accurate prediction model. If
the number of features is very large, the feature space volume also
becomes vast, thus making the classification difficult. Moreover, if the
training sample is not significantly large, overfitting may occur and
lead to poor predictive performance. Therefore, it is beneficial to re-
duce the number of features as much as possible in order to build a
computationally efficient and robust model for classification (Guyon
and Elisseeff, 2003). Various techniques have been proposed for fea-
ture reduction, including PCA. This method has been applied in psy-
chophysiological studies and enable the transformation of a large num-
ber of features into a smaller set of uncorrelated components Novak
et al. 2012. Dimension reduction with PCA transformed 158 features
into 27 components. Overall, we had 25 samples per each class. There
were eight classes that corresponded to the archetypes and five classes
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corresponding to the explicit emotions. The data of different subjects
was combined in a single dataset.
4.3 results
4.3.1 Statistical Analysis
The initial motivation of this study was to explore the relationships be-
tween the archetypal experiences and their physiological correlations.
The statistical analysis was to answer the question whether the archety-
pal experiences of the participants elicited with the film clips have a
significant effect on their physiological signals. The features extracted
from ECG, skin conductance,respiration and skin temperature record-
ings were arranged to form three types of datasets: one with the data
for the explicit emotions, another with the data for the archetypal ex-
periences and the unified dataset.
LMMs were fit to each of the datasets with the HR features. The anal-
ysis, which the HR entered as a dependent variable, demonstrated a
significant interaction effect between the film clips and the HR base-
lines for all the datasets: the explicit emotions dataset, [F(4, 541.443) =
2.513, p = 0.041], the archetypal experiences dataset [F(7, 1028.618) =
3.503, p = 0.001] and the unified dataset, [F(12, 1521.573) = 3.929, p <=
0.001].
As the HRV features were calculated over the whole duration of
every stimulus and were represented with a single data point, they
could be easily analyzed with MANOVA for repeated measures. This
test showed a significant main effect of the film clips on the HRV pa-
rameters of the participants’ physiological responses for two of the
datasets: the explicit emotions dataset, [F(32, 329.811) = 2548, p <=
0.001 (Wilks’ lambda)] and the unified dataset, [F(96, 1903.193) = 1987,
p <= 0.001 (Wilks’ lambda)]. However, the same test for the archety-
pal experiences dataset was not significant, [F(56, 872.323) = 1281, p =
0.085 (Wilks’ lambda)].
The relationship between the SCL features and the presentations of
the stimuli was investigated with LMMs. The statistical tests indicated
a significant interaction effect between the film clips and the SCL base-
lines for the explicit emotions dataset [F(4, 2884,487) = 42.130, p <=
0.001], the archetypal experiences dataset [F(7, 5880.869) = 38.795, p
<= 0.001] and the unified dataset [F(12, 9868.854) = 27.615, p <= 0.001].
Next, we ran analysis for the SCR features in a similar manner. A signif-
icant interaction effect between the film clips and the baseline covari-
ates was discovered for the explicit emotions dataset, [F(4, 707.582) =
13.473, p <= 0.001], the archetypal experiences dataset, [F(7, 1391.923)
= 11.401, p <= 0.001] and the unified dataset, [F(12, 2109.957) = 10.667,
p <= 0.001].
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Then, we looked at the respiration data and performed tests with
LMMs that were fit to the RR measurements. The interaction between
the film clips and the baseline RR did not demonstrated significance for
the archetypal experiences dataset, [F(7, 1071.446) = 1.070, p = 0.380]
and the unified dataset [F(12,1686.540) = 1.667, p = 0.068]. Nevertheless,
the same test was significant for the explicit emotions dataset, [F(4,
611.304) = 2.931, p = 0.020].
Finally, the features of the skin temperature recordings were ana-
lyzed. Again, LMMs built on the ST data were used for the statistical
testing. However, we could not complete the analysis because the sta-
tistical software did not achieve a convergence within 100 of iterations.
For illustrative purposes, the data of the HR signal that contributed
to the discriminant functions the most is presented on Figure 14. The
mean values and 95% confidence intervals of the HR are indicated for
several of the archetypal stimuli.
Figure 14: Heart rate responses of the subjects to the film clips. The mean val-
ues and 95% confidence intervals of the HR are represented with
the bold lines and the vertical bars.
4.3.2 Classification
After the statistical analysis an evaluation of several predictive models
was conducted. This evaluation was aimed at answering the question
of how accurate the archetypal experiences can be predicted and clas-
sified by computational intelligence algorithms from the physiological
data and introspective self-reports.
Similar to the statistical analysis the classification was performed
on three collections of data records: the explicit emotions dataset, the
archetypal dataset and the unified dataset that integrated all the avail-
able data. Every selected classification method (kNN, SVM, naïve Bayes,
LDA and AdaBoost with decision trees) was applied to each of the three
datasets. The analysis on each of the datasets was performed using the
extracted features as attributes. The archetypes or the explicit emotions
presented in the clips served as class labels.
The model constructed with the kNN method was able to correctly
classify 26.5 percent of the instances belonging to the archetypal dataset.
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However, the same classification approach resulted in the recognition
rate of 30.4 percent for the explicit emotions dataset and of 13.8 percent
for the unified dataset. The number of nearest neighbors equal to 20
(k= 20) lead to the optimal performance in all the cases. The SVM algo-
rithm provided worse classification accuracy than kNN for the archety-
pal dataset (23.0 percent). On the other hand it demonstrated better
recognition rate on the explicit emotions dataset (36.8 percent) and the
unified dataset (17.2 percent). The naïve Bayes approaches enabled us
to achieve comparable performance on the archetypal dataset (26.0 per-
cent) and the explicit emotions dataset (27.2 percent). The LDA classifier
demonstrated one of the best results on the archetypal (29.5 percent)
and the explicit (36.8 percent) datasets.The recognition rate on the uni-
fied dataset was higher with the LDA method (19.4 percent) comparing
to the naïve Bayes classifier (13.8 percent). Finally, decision trees in
conjunction with AdaBoost led to the poorest classification results: 19.0
percent for the archetypal dataset, 24.8 percent for the explicit emo-
tions dataset and 8.9 percent for the unified dataset. A summary of the
classification results is provided in Table 7.
Dataset kNN SVM Naïve Bayes LDA AdaBoost
Archetypal 26.5 23.0 26.0 29.5 19.0
Explicit 30.4 36.8 27.2 36.8 24.8
Unified 13.8 17.2 13.8 19.4 8.9
Table 7: Classification performance achieved with different methods for the
archetypal, the explicit and the unified datasets of physiological fea-
tures. The values are specified in percent.
Following the analysis of physiological data, we looked at the SAM
ratings provided by the subjects after viewing the film clips. Their re-
ports included information about three factors that are often used in
emotion modeling: valence, arousal, and dominance. According to the
dimensional theory of affect, a combination of these factors is fairly
sufficient for description of an emotional state of a person. Similarly to
analysis of the physiological data, we had to train several prediction
models to answer the question of how accurately the archetypal expe-
riences and the explicit emotions could be predicted based on the par-
ticipants’ reports. The LDA method was used for this purpose. Analysis
of the data corresponding to the archetypal clips indicated that a pre-
diction model could achieve a classification accuracy of 28.5 percent. It
was considerable above the chance level but could not outperform the
results obtained using the physiological data. The same analysis was
repeated for the explicit emotions. With the LDA classification method
we could predict the explicit emotions based on the reports of the sub-
jects with an accuracy of 52.0 percent. A comparison of these findings
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and the classification results obtained using the same method from the
physiological data is presented in Table 8.
Dataset Physiological Data Introspective Reports
Archetypal 29.5 28.5
Explicit 36.8 52
Table 8: Comparison of the classification performance for the physiological
data and the self-reports. The values are specified in percent.
4.4 discussion
According to Jung, people share certain impersonal traits, which do
not develop individually but are inherited and universal. He intro-
duced the concept of archetypes in order to describe the contents of
the unconscious psyche. While it is not clear whether Jungian model
is valid, the notion of archetypes found applications in various ar-
eas of psychological science. In this study, the feasibility of capturing
archetypal human experience through physiological data was evalu-
ated. Moreover, a comparison of two approaches for identification of
archetypes in human experience was carried out: introspective reports
and physiological measures.
4.4.1 Statistical Analysis
A number of statistical tests were run on the collected data. Their out-
comes gave evidence of a significant relationship between some of the
physiological signals and the psychological conditions of the subjects.
Whereas the patterns in three out of the four measurements reflected
the induced explicit emotions, no association could be inferred from
the skin temperature signal. These findings were anticipated and go
along with the state of the art of physiological computing. Unfortu-
nately, the skin temperature signal did not justify our expectations
and, from our point of view, its variations are too slow to successfully
contribute to the differentiation of emotions. The archetypal states of
the participants demonstrated statistically significant relationship with
the HR, SCL and SCR features extracted from the ECG and skin conduc-
tance signals. In comparison with the explicit emotions, the archetypal
experiences lead to observable activations in a smaller number of the
physiological features. Nevertheless, our results show that the patterns
of physiological responses to various archetypal experiences are differ-
ent and the difference is statistically significant. Furthermore, the anal-
ysis performed with the unified dataset, which integrated the explicit
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emotions and the archetypal experiences, supported the hypothesis of
possibility to distinguish between these two types of stimuli.
4.4.2 Classification Accuracy
4.4.2.1 Physiological Measures
The results of our experiment demonstrate that prediction models con-
structed with established data mining techniques and trained on the
physiological data of the subjects achieved an accuracy that is consider-
ably higher than the chance level. The models were obtained with five
different classification methods (kNN, Naïve Bayes, AdaBoost, SVM, and
LDA) featuring classification rates from 19.0 percent to 29.5 percent for
the archetypal experiences. Explicit emotions could be recognized with
an accuracy ranging from 24.8 percent to 36.8 percent. It is difficult
to compare the results related to the archetypal experiences with the
state of the art because there is not many studies that examined them
from the psychophysiological perspective. However, we can directly
set these findings against the observations obtained in the experiment
that was described in Chapter 3. The comparison suggests that the
modifications made in our approach to analysis of physiological sig-
nals and design of the experiment lead to considerable improvements
in the classification performance. Prior to conducting this experiment,
we hypothesized that two aspects may enable us to mitigate the lim-
itations from the previous study. The first one was related to a more
rigorous analysis of physiological data that takes into account a wider
array of physiological signals and extracts additional features from
these signals. The second aspect, in which this study differed from
the previous one, was associated with the type of media utilized for
elicitation of explicit emotions and archetypal experiences. We made a
switch from using still pictures and sounds to presenting video clips
for elicitation of affective states in the participants. Both of these modi-
fications proved to be useful and facilitated the improvement in recog-
nition performance from 23.3 to 29.5 percent. This comparison uses the
data obtained from the unified dataset because, similar to the setting
of the previous experiment, it includes both archetypes and explicit
emotions.
In order to have an additional benchmark, the results obtained for
the explicit emotions can be set against previous studies that dealt
with recognition of affect. Based on the review provided in (Novak
et al., 2012), the predictive power of our models is on par with af-
fect recognition studies in terms of classification accuracy. There are
studies where higher accuracies have been reported, for instance in
(Healey and Picard, 2005; Picard et al., 2001; Sakr et al., 2010; Pantic
et al., 2011) researchers were able to achieve classification precision of
up to 97.4 percent. While we acknowledge their accomplishments, it is
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necessary to take into account two types of limitations that seem to ex-
ist in these studies. First, the classification may be subject-dependent,
meaning that recognition algorithms are trained and optimized to per-
form well with physiological data from a particular person. Second,
the number of psychological states, which are predicted, is generally
smaller than five. In fact, the greatest accuracy was obtained for the
classification of only three affective states. However, the more classes
need to be predicted, the more difficult the classification problem be-
comes. For example, in the case of two classes, accuracy of 50.0 percent
is attained simply by chance, while in a situation with eight classes the
chance level is 12.5 percent.
Looking at the obtained results it seems clear that the SVM and
LDA classification methods generally performed better than other ap-
proaches. A particularly interesting finding is that the prediction ac-
curacy obtained for the archetypal dataset was not considerably lower
in comparison to the explicit emotions dataset. The better recognition
rate was likely achieved due to the fact that the archetypal dataset con-
tained eight classes while the explicit emotion dataset only five. From
our point of view, the archetypes were classified more accurately than
the explicit emotions because by definition they elicit cognitive and
affective activations that are universal across the population. On the
other hand, the explicit emotions are more subject-dependent and con-
siderably vary due to an individual’s personality.
Prior to the experiment, one of our concerns was that in both film
clips and the real life other factors may strongly influence emotional
arousal and valence. Moreover, these effects may be sufficient to com-
plicate recognition of the archetypal experiences with competing sig-
nals, i.e., we expected there to be a significant potential for confusion
of the recognizer when confronted with variable emotional states. It
also bears emphasis that emotion-influencing stimuli are likely more
prevalent in day-to-day experience than archetype-inducing stimuli.
Based on our observations, one could conclude that this concern was
only partly justified. It seems that each of the archetypes triggered a
recognizable pattern of affective and cognitive reactions in the partici-
pants. These reactions led to activations in autonomic nervous systems
of the subjects that were captured with the physiological sensors. Nat-
urally, a superposition of the affective and cognitive responses forming
an archetypal experience and other affective states could occur. More-
over, it is reasonable to assume that such overlays had place while the
subjects were watching the film clips during this experiment, and from
our point of view, they could not be avoided. This is likely one of the
reasons why the classifier could not achieve accuracy higher than 29.5
percent. An important observation is that although the recognizers had
to deal with competing signals, the performance was still significantly
better than a chance level.
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Overall, the experimental findings suggest a positive relationship
between physiological responses of the subjects and the archetypal ex-
periences. We were able to train prediction models that differentiated
between eight archetypes with an accuracy of up to 29.5 percent. Prior
to the study, we expected a lower classification performance due to
the complex and multidimensional nature of archetypal experiences.
An interesting finding is that higher prediction accuracy was obtained
for the archetypal dataset comparing to the explicit emotions dataset.
The better recognition rate was achieved despite of the fact that the
archetypal dataset contained eight classes while the explicit emotion
dataset only five. One may propose a hypothesis that the archetypes
were classified more accurately than the explicit emotions because, by
definition, they elicit cognitive and affective activations that are uni-
versal across the population. On the other hand, the explicit emotions
are more subject-dependent and considerably vary due to personality
differences.
4.4.2.2 Introspective Reports
Besides recording physiological responses of the subjects, after every
film clip we asked them to provide reports about their feelings by
means of the SAM ratings. As it turns out from our analysis (see Ta-
ble 8), the classifiers trained on the SAM data demonstrated poorer
accuracy in comparison to the classifiers built based on the physiologi-
cal recordings. This observation applied to both the archetypal experi-
ences and the explicit emotions. Further analysis of our results reveals
that the subjects were capable to consciously differentiate the explicit
emotions considerably better than the archetypal experiences. In the
framework of Jung this finding seems reasonable. Indeed, if the par-
ticipants were unaware of the archetypal nature of the demonstrated
stimuli, how would they be able to consciously report about it? It ap-
pears that in these settings their unconscious minds responded to the
presentation of the film clips and led to psychophysiological reactions
of particular patterns. Another explanation for this finding is that the
SAM tool may be better suited for capturing information about explicit
emotions rather than complexes of emotions related to archetypes. Still,
the SAM ratings seem to be one of the best available instruments for col-
lection of the subjects’ feedback in the settings of our study because
we are not aware of any tools designed specifically for archetypal expe-
riences. While existing techniques for uncovering unconscious mean-
ing (e.g., implicit association tests (Brunel et al., 2004) or the forced
metaphor elicitation technique (Woodside, 2004)) may facilitate differ-
ent experimental findings, they would have to be adjusted according
to the design of this experiment and be focused on archetypes. These
adjustments represent a research question on its own, and for this rea-
son, we preferred to use only well-established SAM technique in our
study.
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4.4.3 Archetypal Stimuli
An important aspect of this study was the selection of stimuli that were
capable of inducing archetypal experiences. Film clips were found to
be the most suitable media type for this purpose. Although the experts
in archetypal symbolism from ARAS (Gronning et al., 2007) provided
their recommendations with regard to the identification of the film
clips that best expressed the eight archetypes included in our experi-
ment and validated the final set of stimuli, we did not have any empir-
ical confirmation of their validity. This circumstance and the fact that
the film clips lasted approximately five minutes and produced highly
heterogeneous emotional activations cast doubt on the possibility of a
successful classification of the physiological responses. However, our
findings suggest that the film clips fulfilled their task and elicited sim-
ilar archetypal experiences in the subjects with diverse cultural back-
grounds. Otherwise, it would be challenging to achieve classification
results above the chance level.
4.4.4 Limitations
The present study has some limitations. First, the number of the sub-
jects recruited for this experiment was relatively low. Another limita-
tion is related to the small number of film clips used in the experiment.
It would be beneficial to expand the pools of videos representing each
of the archetypes and explicit emotions. Finally, the generalizability
of the experimental findings is limited. We did our utmost to ensure
that the obtained models provided valid predictions by applying an
appropriate statistical technique. However, the reported results should
be repeated in several other studies for the final confirmation of their
generalizability.
4.5 conclusion
While implicit mental processes of people are starting to receive an in-
creased attention of the scientific community, it is still unclear how the
unconscious side of the psyche operates. Scholars have proposed vari-
ous theoretical frameworks for description of the psyche. One of them
was developed by Jung who introduced the notion of archetypes. Al-
though the overall validity of Jungian model remains an open question,
the notion of archetypes has been adopted in many areas of psycho-
logical science. Moreover, it has also been extended to the consumer
domain. Since the state of the art still lacks an established method for
objective evaluation of individuals’ experiences related to archetypes,
we aimed at providing a comparison of two promising approaches
for accomplishment of this task. In this study, the feasibility of recog-
nizing the archetypal experiences of users, which constitute the col-
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lective unconscious, with wireless sensors and without human inter-
ventions, was evaluated. Furthermore, we analyzed the accuracy of
identifying archetypal experiences of individuals with introspective
reports facilitated with the SAM technique and physiological sensors
for the measurement of cardiovascular activity, electrodermal activity,
respiration and skin temperature. Eight archetypes and five explicit
emotions were included in the study and presented to the subjects
by means of film clips. The subjects were asked to provide introspec-
tive reports about their psychological states after watching the clips.
Data mining methods were applied to the physiological recordings
in order to construct prediction models that were able to recognize
the elicited archetypes with an accuracy of up to 29.5 percent (eight
classes). The explicit emotion could be recognized with an accuracy
of up to 36.8 percent (five classes). Evaluation of prediction models
trained on the SAM data demonstrated that the archetypes could be
differentiated with an accuracy of 28.5 percent while the explicit emo-
tions were correctly predicted in 52.0 percent of cases. Based on these
experimental findings, one could conclude that the subjects had better
conscious awareness about the explicit emotions pictured in the clips
than about the archetypes. Overall, it seems that physiological signals
may offer more reliable information about archetypal experiences of
the individuals than introspective reports. Our findings suggest that
physiological observations may have a potential to be used for uncov-
ering implicit experiences of people.
5A R C H E S E N S E : A T O O L F O R E VA L U AT I O N O F
A F F E C T I V E E X P E R I E N C E
5.1 introduction
In Chapter 4, we demonstrated that that archetypal experiences of peo-
ple seem to be associated with distinct patterns of psychophysiological
responses. Although the obtained experimental evidence looks promis-
ing, the study was significantly restricted by a limitation related to the
design of the experiment. As it was explained in Chapter 4, the general-
izability of our findings was limited because every type of archetypal
experience was represented with a single video clip. For this reason,
one may argue that the patterns of psychophysiological activations
were specific to a particular film clip rather than to the archetype pic-
tured in that video. In order to address this limitation, another ex-
periment with adjusted design was required. Besides increasing the
number of film clips representing each of the archetypes we wanted to
simplify and make more convenient the procedure of collecting phys-
iological data during the new study. Based on our experience in the
previous two studies, we had to acknowledge the fact that technical
aspects of collecting, processing, and interpreting physiological data
require a significant research effort. Moreover, although a considerable
overlap in the signal processing and data mining techniques used in
both of those studies had place, we could not easily re-use our devel-
opments from the first experiment because there was no framework in
place to save and structure the pipeline of physiological data process-
ing. Therefore, before conducting the new experiment it was proposed
to develop a tool that would simplify and streamline the evaluation of
human experience.
Although the initial motivation for development of the proposed
tool came from our own requirements, a quick review of the state of
the art revealed that there may be a wider demand for such an in-
strument because evaluation of human experience is a central problem
in many application domains. For instance, user experience research
seeks ways and methods for assessing and optimizing subjective fac-
tors like perceptions and emotional responses of users during their in-
teractions with products (Hassenzahl and Tractinsky, 2006; Burmester
et al., 2010; Saari, 2009; Chamorro-Koc et al., 2009). Research in psychol-
ogy requires techniques for observation of human experience in con-
crete situations and settings (e.g., (Rosenhan, 1973; Voss et al., 2013)).
Marketing science needs robust approaches for measuring consumer
experiences with products, media, and retail environments (Woodside,
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2004; Chartrand and Fitzsimons, 2011b). Given the variety of tasks and
application areas that have to deal with observation and evaluation of
human experience it is of little surprise that there is a growing body
of methods and techniques for this purpose.
As emotions play an important role in human experience (Hassen-
zahl and Tractinsky, 2006; Norman, 2004), some techniques are specif-
ically concerned with the measurement of emotional experience. They
are different from the ones discussed in Chapter 2. Assessment of
emotional component of human experience is provided by such instru-
ments as Emotion Sampling Device (Hole and Williams, 2007), Product
Emotion Measurement Instrument (Desmet, 2005) or Layered Emotion
Measurement Tool (Huisman et al., 2013). Traditionally, most of the
approaches for capturing human experience relied on introspective re-
ports or observations of behavior changes. Introspective reports enable
researchers to assess broad range of emotions or cognitive states and
are easy to apply and interpret. These two major advantages of intro-
spective reports determined their dominance as one of the most com-
mon instrument for evaluation of affective experience (Robinson and
Barrett, 2010). On the other hand, the main drawback of this method
related to the lack of objectivity in self-reports led to development of
instruments relying on the assumption that each emotion is associated
with a particular pattern of expression (Ekman, 1994). If this pattern
is observed, a corresponding emotional state can be inferred. For in-
stance, there are techniques that infer information about emotional
experiences of individuals from measuring their facial and vocal ex-
pressions (Kaiser and Wehrle, 2001; Scherer, 2003).
A slightly different approach is taken in the methods involving psy-
chophysiological measurements (Chamberlain and Broderick, 2007).
As it was illustrated in Chapter 2, observations of physiological ac-
tivations in the ANS enables researchers to identify and label corre-
sponding psychological states (Cacioppo and Tassinary, 1990). Emo-
tions manifest themselves in a diverse array of physiological signals
including but not limited to cardiovascular responses (Ivonin et al.,
2013a), skin conductivity (Scheirer et al., 2002), respiration (Boiten,
1998), and brain waves (Weinstein et al., 1984). Psychophysiological in-
struments have an advantage of being language-independent and can
be used for individuals with different cultural backgrounds (Desmet,
2005). They are unobtrusive in the sense that individuals do not need
to be interrupted with questions during the measurement. Another
benefit is that there is no subjective bias caused by people’s own assess-
ment of emotional experiences (Pentland and Pentland, 2008). More-
over, our own and others’ studies demonstrated that physiological ob-
servations could help with recognition of implicit emotional states that
are not accessible through introspective reports (Ivonin et al., 2013a,b;
Miller, 1992).
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Although psychophysiological measurements seem to offer several
advantages over self-reports, their adoption in practical scenarios is
held back by two significant limitations. First, application and inter-
pretation of physiological measurements is not trivial and requires re-
searches to have background knowledge in the processing of physi-
ological signals and classification algorithms. Second, previous stud-
ies demonstrated recognition accuracy for various sets of emotions
of around 60-80 percent (Novak et al., 2012). Clearly, the recognition
rate has to be improved in order to allow a wider application of psy-
chophysiological techniques in practice.
We aimed at addressing the first limitation in more detail and leav-
ing the second limitation for future research. The task of identifying
patterns in physiological activations of the ANS requires a significant
investment of a researcher’s time. Generally, this process includes the
following steps that have to be performed (Novak et al., 2012): record-
ing of physiological signals, extraction of features, reduction of dimen-
sionality, and classification or estimation. Each of these steps demands
theoretical competencies and practical skills that are specific to the do-
mains of psychophysiology (Cacioppo, 2000) and affective computing
(Picard, 2000). Therefore, an application of psychophysiological mea-
surements in evaluation of human experience requires allocation of
significant research efforts on technical aspects that are not directly
related to the primary research question.
Our goal was to develop and validate a tool that would simplify and
streamline the evaluation of affective experience based on psychophysi-
ological observations. The steps of the measurement procedure should
be integrated, and if possible, automated into a straightforward and
easy-to-use instrument. Moreover, the proposed tool should address
another limitation of psychophysiological measurements that has not
been mentioned yet. This limitation is related to the fact that, tradition-
ally, physiological measurements require a laboratory environment.
While there were notable exceptions (e.g. (Healey and Picard, 2005;
Plarre et al., 2011)), most of the studies were performed in laboratory
settings that allowed monitoring of physiological signals in appropri-
ate detail using stationary equipment. On the other hand, researchers
may want to investigate emotional experiences of people in ecologi-
cally valid, realistic environments (Maly et al., 2011). Therefore, the
proposed tool should be suitable not just for stationary settings but
also for naturalistic and mobile scenarios. The development process of
the proposed instrument for evaluation of human experience in real-
istic contexts is reported in this chapter. The initial evaluation of the
instrument will be presented in the next chapter.
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5.2 related work
As it was pointed out above, there seem to be a necessity in an instru-
ment that would remove some of the limitations that are associated
with evaluation of human experience using psychophysiological mea-
surements. The first step in development of such a tool was to make an
overview of existing tools that may to certain extent address the prob-
lems that we identified. A quick glance at the literature in the fields
of human-computer interaction and consumer psychology reveals that
there are many tools (Hole and Williams, 2007; Desmet, 2005; Huis-
man et al., 2013; Isbister et al., 2006; McDonagh et al., 2002; Bradley
and Lang, 1994) that are aimed at supporting researchers in evalua-
tion of human experience. For instance, the SAM (Bradley and Lang,
1994) that was mentioned earlier is a common instrument for mea-
suring emotional arousal, valence, and dominance. Another example
is the Product Emotion Measurement Instrument (Desmet, 2005) that
enables measurement of how individuals emotionally respond to prod-
ucts. Most of these tools, however, are based on verbal or non-verbal
self-reports. Therefore, they are not directly related to psychophysio-
logical observations and cannot help one to carry out an evaluation of
emotional states using physiological signals.
If we look specifically for the instruments that facilitate evaluation of
affective experiences based on psychophysiology, the choice is scarce.
This circumstance is likely explained by the fact that in comparison
with introspective reports physiological observations is still a consid-
erably novel approach for evaluation of human experience. It offers
interesting advantages over introspective reports but has not reached
a wide adoption yet. Next, we will provide a review of the existing
tools for evaluation of human experience from physiological data.
The Affective Evaluation Studio (Perakakis and Potamianos, 2013)
is tool for evaluation of user experience with visual interfaces using
EEG signal. Other physiological signals are currently not supported. It
facilitates usability research by providing detailed information about
affective experiences of users. The tool has limited functionality and is
in the early stage of development. A personal computer is required to
collect and process data, and therefore, this application is not particu-
larly suitable for mobile environments. Data mining and classification
algorithms are not included in the Affective Evaluation Studio. There
is no information available about the accuracy of this tool. Finally, it is
not publicly available.
The IVE (Maly et al., 2011) is a tool for evaluation of user behavior
in realistic environments. It also enables researchers to analyze physi-
ological signals, such as GSR and HRV. The collected physiological data
can be used to track the level of stress. This tool is particularly useful
for a post-hoc analysis that involves data sources of different nature
(for instance, physiological data and video recordings). On the other
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hand, the IVE tool does not provide any support for collection, pro-
cessing and classification of physiological data. In fact, the developers
of this tool recommended a third-party application for extraction of
HRV features. While this tool has a dedicated webpage with descrip-
tion and screenshots, the source code and executable files seem to be
unavailable for public access.
PsychLog (Gaggioli et al., 2011) is a mobile phone platform built for
collection of information about psychological and physiological states
of users. The primary application of this platform is research in men-
tal health. Using PsychLog researchers can administer self-report ques-
tionnaires, record cardiovascular activities of users, and accelerometer
data. The data collection function has an excellent implementation in
PsychLog. This tool establishes connection with an ECG sensor and
receives physiological data wirelessly by means of Bluetooth transfer.
Such an approach is particularly well suited for studies that are to be
performed in mobile environments. PsychLog also has a sensing mod-
ule that processes ECG in order to locate positions of heart beats. Un-
fortunately, the next steps of analyzing ECG data cannot be performed
on a mobile phone. The data needs to be exported to a workstation
where further processing and classification algorithms should be ap-
plied using Matlab (MathWorks, Inc.) computing environment. There-
fore, this tool does not facilitate the full sequence of analysis steps
and is mainly focused on collecting of ECG data. PsychLog is an open
source application that is freely available for the general public.
The Smart Sensor Integration (SSI) framework (Wagner et al., 2009)
was developed to support online and offline emotion recognition by
offering dedicated tools for data segmentation, extraction of features,
and classification. The SSI is not restricted to work with a particu-
lar type of input signal, and therefore, it does not offer capabilities
for recording physiological data. The data has to be collected by a
researcher and imported into the framework. Therefore, the SSI cov-
ers the complete pipeline of identifying patterns in physiological ac-
tivations except recording of physiological signals. Although the SSI
framework was designed to support any kind of physiological signals,
we only were able to locate a report describing implementation of this
framework for recognition of emotional speech. This framework was
designed for workstations and cannot be run on mobile devices. The
SSI framework is publicly available including the source code.
Based on the overview of the existing tools for evaluation of human
experience, we concluded that none of these instruments completely
satisfied the requirements formulated in the Introduction section. Only
two of the tools are publicly available: PsychLog and the SSI. None
of them allows truly mobile scenarios because at some stage physio-
logical data has to be transferred to a workstation and processed by
researchers or engineers with third-party tools, such as Matlab (Math-
Works, Inc.). In fact, a combination of PsychLog and the SSI framework
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could be very close to the formulated requirements if PsychLog sup-
ported recording of more than one physiological signal and the SSI
framework was designed for mobile platforms. Overall, it is clear that
existing instruments cannot efficiently address the limitations that are
associated with evaluation of affective experience using psychophysio-
logical measurements. Moreover, some of the tools we mentioned were
not built with this particular goal (e.g., PsychLog was made for mon-
itoring of mental health). For this reason, we made a decision to pro-
ceed with development of a new tool that should simplify and stream-
line evaluation of affective experience with integrated features of mo-
bility, portability, recording and processing of physiological signals.
5.3 design considerations
Our goal was to develop an instrument that provided a solid techni-
cal framework for performing recognition and analysis of physiologi-
cal signals to evaluate affective experience. The tool should follow the
principle “it just works” in order to be accessible for a broad commu-
nity of social scientists and other people who do not have a particularly
strong technical background in signal processing. Moreover, it should
provide a user interface suitable for mobile environments. Before im-
plementation of the tool, it was important to take into account several
design considerations. They would provide a foundation for further
implementation of this instrument.
5.3.1 Representation of Emotional States
One of the first questions that have to be answered in the design of
a tool for evaluation of affective experience is the representation of
emotion. As we explained in Chapter 2, one of the earliest theory to
define and classify emotions suggests that there is a set of basic emo-
tions which can be used to describe any arbitrary emotion. The set of
basic emotions varies from one theorist to another (Ekman et al., 1982;
Frijda, 1987; Izard, 1993; James, 1884; Oatley and Johnson-laird, 1987;
Plutchik, 1980). Nevertheless, some of them share popular emotions
like fear or anger. The basic emotions theory has been frequently used
in the design of computer systems for emotion recognition (Lisetti and
Nasoz, 2002; Kapoor et al., 2007; Resnicow et al., 2004). An advantage
of representing affective states using a set of labels or categories is
that this way of representation can be easily extended to more general
psychological states of people (e.g., related to cognition or motivation).
Therefore, the proposed tool with such a representation of emotional
states could be used in a larger number of scenarios. Finally, such a
representation would suit the design of our next experiment.
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Figure 15: The two modes of operation supported by the tool.
5.3.2 Training and Evaluation Modes
The tool should support at least two modes of operation: training and
evaluation. In the training mode, researchers would be able to train a
prediction model that could be later used for recognition of psycholog-
ical states. In this mode, the tool should guide researchers through the
training process starting from defining parameters of the model, such
as expected psychological states, durations of stimuli for elicitation of
these states, number of stimuli per each state, and so on. When the
basic parameters of the model are set, the tool should facilitate the col-
lection of physiological data from a number of individuals while they
are exposed to the stimuli defined in the model. As soon as the physi-
ological data is collected from a sufficient number of subjects, the tool
should offer researchers a straightforward way to build the prediction
model based on this data.
In the evaluation mode, researchers would be able to perform evalu-
ation of affective experience using one of the prediction models trained
beforehand. The tool would perform online analysis and classification
of physiological data streamed from the sensors. It would also visual-
ize the outcome of recognition in real time. The evaluation and train-
ing modes have to be separated because in a general case researchers
would not have a prediction model suitable for their scenario. There-
fore, such a model has to be first built in the training mode and later
applied in evaluation of human experience.
In order to explain the modes of operation supported by the tool
two flowcharts were prepared. At Figure 15 these flowcharts illustrate
how the tool should operate when it is in the training mode and in the
evaluation mode.
As it was explained above, the training mode serves the purpose of
obtaining a prediction model suitable for recognition of a particular
pool of psychological states. Researchers start with defining parame-
ters of the model, and then, conduct individual sessions with subjects
for collection of physiological data corresponding to the elicited psy-
chological states. When a sufficient amount of data is obtained the
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researchers will train the prediction model using one of the available
algorithms.
The evaluation mode of the tool should enable researcher to get an
estimation of the individuals’ psychological states in a real-time man-
ner. In this mode, researchers would expose the subjects to a product
or media, to which their affective responses have to be evaluated. To
certain extent this mode of operation is similar to the training mode. In
both cases, the tool would record the physiological data from the sen-
sors attached to the participants. The online filtering and processing of
physiological signals would also take place in each of these scenarios.
The difference is that in the evaluation mode the collected data would
be fed to the previously trained model in order to obtain a prediction
regarding the current psychological state of the individual. The out-
come of the predication should be visualized in the user interface of
the tool and stored on the disk for future evaluations of this experi-
mental session. The tool may support different types of visualization.
Along with conventional bar chats it could employ pictorial resources
representing the psychological states of the participants.
5.3.3 Sensor Integration
A seamless integration with the sensors for monitoring of physiologi-
cal signals is essential for the proposed tool. The tool would need to
have an interface for acquiring data from one of the commercial sensor
platforms publicly available on the market. Moreover, the tool should
implement a number of commands for configuring the sensors. For
instance, it may be necessary to deactivate certain sensors or set a dif-
ferent sampling rate. It would be beneficial to ensure that the proposed
tool supports wireless exchange of information with sensors for phys-
iological signals because it would increase portability of the tool and
allow for more versatility in experimental designs.
5.3.4 Signal Recording and Features Extraction
The physiological data obtained from the sensors has to go through
initial processing procedures and stored on the disk for later retrieval.
Depending on the type of a physiological signal, it may be necessary
to apply several filters in order to eliminate noise. An ECG signal, for
instance, commonly requires cleaning with low-pass, high-pass, and
notch filters (Camm et al., 1996). If the processing power of the tool
is sufficient to carry our filtering in real time, it would be advanta-
geous to perform this task immediately after reading the input from
the sensors. In this way, the physiological data saved on the disk will be
clean from noise and artifacts. Besides filtering, certain physiological
signals require an extraction of features. Again, we use the ECG signal
as an example. It is a raw physiological signal from which a number
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of features, such as mean heart rate for a given time interval or vari-
ous measures of heart rate variability, can be extracted (Novak et al.,
2012). Similarly to filtering, it could make sense to perform extraction
of certain features in a real-time manner because researchers may want
to see an online visualization of these features (e.g., momentary heart
rate). Moreover, the raw physiological data will not be directly used
for training of prediction models. For this reason, the disk space can
be saved by storing only the series of extracted features. Obviously, an
option for saving a backup copy of the raw physiological data is also
required. Finally, it is necessary to visualize in the user interface the in-
put received from the sensors and, in certain cases, extracted features
in order to enable a quick discovery of artifacts and malfunction of the
sensors.
5.3.5 Model Training
As soon as researchers collected a sufficient amount of physiological
data they can proceed with training a prediction model that would
map physiological signals and psychological states of the individu-
als. The tool should have a dedicated functionality for an overview
of the collected data. In the overview area, researchers should be able
to conveniently inspect the data, manipulate the dataset with various
data mining techniques, and apply one of the available classification
algorithms in order to obtain the prediction model. There should be
a possibility to evaluate performance of the model either using cross-
validation or holdout validation. When researchers are satisfied with
the prediction model, the tool should offer them a capability to save it
on the disk for later use.
5.3.6 Storage
Throughout the possible usage scenarios the tool has to provide func-
tionality for saving the data permanently on the disk. Most impor-
tantly, recordings of physiological signals after filtering and initial pro-
cessing have to be stored for future analysis. Although this analysis
will normally be facilitated by the tool itself, researchers may also pre-
fer to use other external applications. For this reason, the storage for-
mat must be open and transparent. In comparison with desktop com-
puters portable devices have limited disk space. Due to this circum-
stance, the tool has to ensure that the data files are lightweight and do
not embed redundant or unnecessary information.
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5.3.7 Export of Data
Researchers should have a possibility for exporting the data from the
tool. The exported data could, for instance, be used in third party in-
struments or shared with peer scientists. Moreover, a website could be
set up where prediction models trained by different researchers could
be uploaded and shared. Each model would be accompanied with the
meta-data including information about the psychological states this
model includes and the demographics of the individuals whose phys-
iological data was used for its training. Obviously, the uploaded infor-
mation has to be free from any personal data of the subjects. There are
two occasions in the workflow of the tool when the export function is
particularly relevant. First, after completion of the training procedure it
is appropriate to offer researches to export the recorded physiological
signals and the prediction model. Next, after completion of an evalu-
ation session is another occasion when researchers are likely need to
extract the data from the tool. The proposed tool could offer several
options for the export, such as manipulation of the file system of the
device, e-mail, or cloud storage.
5.4 system architecture
Based on the design considerations formulated above we proceeded
with definition of a high-level architecture for the proposed tool. It is
important to start the development process with outlining a macro-
scopic architecture because early design decisions that will consider-
ably impact the tool’s implementation depend on a comprehensible ab-
straction of the system. Our main design requirement was that the tool
should be usable while demanding no or very little technical knowl-
edge of physiological signal processing. In other words, the proposed
tool should “just work” and save researchers from the necessity to
invest much time into setting up of a technical infrastructure for mea-
surement and analysis of physiological data. Therefore, the architec-
ture of the tool should include components that cover all the activities
in the pipeline of physiological data processing. Figure 16 shows the
architecture that was developed.
Similarly to the approach taken in design of context-aware applica-
tions (Chen and Kotz, 2000), in the proposed architecture, we decou-
pled the part directly related to sensing from other components of the
system. This decision was motivated by the goal to maintain flexibil-
ity by providing support for various types of physiological sensors.
One or more sensors will interact with the tool through the driver that
would provide control over the hardware through software calls. When
the tool invokes a function in the driver, it will issue a sequence of com-
mands to the connected sensors. For instance, there could be a function
to start streaming physiological data or change the sampling frequency.
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Figure 16: The architecture of the proposed tool.
Once the driver receives data from the sensors, it may send a message
to the tool with enclosed data packets. In order to ensure high speed
of data exchange the driver will likely have to be hardware-dependent
and specific to the operating system of the computer hosting the tool.
The physiological data from each of the sensors will be aggregated
in the Data Acquisition component of the tool. This module will, if
necessary, convert the raw data coming from the driver into an appro-
priate format and make adjustments in the case when the sensors are
streaming at different frequencies. Optionally, users of the tool may
choose to enable the backup procedure that will save the raw physio-
logical data to the local data storage. From the Data Acquisition mod-
ule the data will be passed to the Signal Processing module.
In the Signal Processing component of the tool, the physiological
data will be treated with various techniques for filtering and removal
of artifacts. An appropriate set of techniques will be chosen based on
the nature of a physiological signal. Next, algorithms for features ex-
traction may be applied to the data. For instance, if one of the sensors
connected to the proposed tool provides measurement of respiration
activities via an inductive belt, it will be necessary to obtain respiration
rate from the raw signal. When processing of the signals is complete
and the tool operates in the training mode, the signals will be saved
to the data storage and used again later for training of a prediction
model. If the tool is in the evaluation mode, an estimation of the cur-
rent psychological state will be performed based on the physiological
data and chosen prediction model.
The Analysis module of the tool contains a number of data mining
and classification methods. The data mining methods could be used
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in order to prepare the collected physiological data for training of a
prediction model. In most of the cases, it could be beneficial to reduce
dimensionality of the obtained vectors of physiological features. When
training of a new model is completed this module may offer the users
some statistics about the training and performance of the model in the
evaluation. Once researchers are satisfied with the prediction model, it
could be saved on the disk and will become available for usage in the
online evaluation mode.
The proposed tool should not be a closed system. While it offers
broad capabilities for recognition of psychological states from physi-
ological data, there may be situations where the collected data needs
to be analyzed externally or shared with other researchers. Therefore,
the Export module was included in the architecture of the system. This
module will contain several routines that enable exchange of data with
external environments.
Various parameters that define the exact behavior of the tool in dif-
ferent scenarios will be maintained in the Configuration module. The
Session Management module will be offering guidance to researchers
when they need to collect data for training of a model or perform an
evaluation. For instance, it could control timings of the stimuli presen-
tation and the sequence in which they have to be demonstrated.
5.5 data model
As the proposed tool has to frequently store large amounts of data on
the disk, a data model will play an important role in the overall perfor-
mance of the tool. During the development of a concept for the data
model we faced a dilemma. From one point of view, it is necessary to
ensure that the data model allows for extremely fast writing on the
disk because the sensors stream physiological signals in real time and
their sampling frequencies may be high. From another point of view,
the data model should present the collected data in a structured and
transparent way because it is necessary for an easy interpretation of
the data outside of the tool. Therefore, it may be beneficial to have sev-
eral types of data containers for different purposes. Some of the data
containers may be temporary. For instance, the stream of physiological
data from the sensors could be temporarily saved into a data container
with a simple structure. Depending on the hardware capabilities of
the device hosting the tool, this data container could be encapsulated
in a text or binary file. If possible, the preference should be given to
text files because they are easier to understand and users can make
more sense of them. When recording of physiological data into a tem-
porary data container is complete, the data could be transferred to a
permanent data container with a well-defined structure. The tempo-
rary container should be dismissed after this point.
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The structure of a permanent container could be defined with one
of the open standards designed for human-readable data interchange,
such as XML1 or JSON2. In a permanent container, the tool could save
most of the information about prediction models, configuration of the
tool, and physiological recordings using data structures and associa-
tive arrays. Each model and associated physiological data could be
placed in a separate permanent container. Such a separation will help
to avoid the problem of manipulating large data files and facilitate
more convenient sharing of individual models. Besides saving general
information about a model including permitted psychological states
and physiological data for the subjects participated in a study, we also
need to find a way for preserving the parameters of classification and
attribute selection algorithms. Although these parameters could be in-
cluded together with other information into a permanent container for
a model, in certain circumstances it may not be a good solution. The
implementation of data mining algorithms is likely to be taken from
one of the open-source machine learning software suites that already
have routines for serialization and deserialization of their algorithms.
Obviously, we cannot ensure that the proposed permanent data con-
tainer is compatible with these routines, and therefore, classification
and attribute selection methods specific to a particular model could be
stored in supplementary containers. The supplementary containers are
also permanently saved on the disk and updated after every training
cycle.
Figure 17: The data model of the proposed tool.
1 http://www.w3.org/XML/
2 http://www.json.org/
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An illustration of the proposed data model is provided at Figure 17.
At this figure there are two permanent data containers with informa-
tion about ‘Model 1’ and ‘Model 2’. The data of each model is saved
using JSON notations. Also, there is a temporary container for ‘Model
2’ that contains recordings of four physiological signals in text for-
mat. Finally, the illustration contains two supplementary containers
for ‘Model 1’. One of them hosts an attribute selection algorithm, an-
other – a classifier.
5.6 implementation
We have implemented the concept of the proposed tool for evalua-
tion of human experience as a software application. The application
was developed for Android3 operating system and could be run on
touchscreen mobile devices such as smartphones and tablet comput-
ers. Several factors contributed to our choice of Android as a software
platform. Obviously, the most important requirement was that the plat-
form should allow running applications on mobile devices because the
proposed tool was designed for naturalistic and mobile environments.
Next, the software platform has to be widely used around the world
and support a variety of devices. If this requirement is fulfilled, the
adoption of our tool will be easier because some of the researchers
may already have a device with this operating system. The openness
and compatibility with popular types of physiological sensors were
other two important factors that we considered. Based on the require-
ments that we formulated, Android operating system seemed to be the
best available option. The implemented application requires Android
4.1 or newer and was tested on the first generation of Nexus 7 tablet
computer.
Our implementation of the proposed tool is compatible with wire-
less sensors for monitoring physiological signals that are developed
and manufactured by Shimmer (Shimmer Research Ltd., Dublin, Ire-
land) (Burns et al., 2010). An array of wearable sensors forms an exten-
sible platform for capture of physiological signals that could be used
in a variety of settings because the sensors are powered from batteries
and transmit data wirelessly. Shimmer platform is open for developers
and allows creation of custom firmware and software. Moreover, Shim-
mer provides a driver for Android operating system that simplifies and
speeds up development of applications requiring interchange of data
with the sensors. This driver encapsulates the low-level exchange pro-
tocol into an interface of high-level routines. Our implementation of
the tool was tested with two types of the sensors: for measurement of
ECG and for measurement of skin conductivity. The selection of these
physiological signals was based on the background literature in psy-
3 http://www.android.com/
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chophysiology (Kreibig, 2010) that pointed them out as the most often
reported measures in studies of emotion.
5.6.1 General overview
The name of our implementation of the proposed tool is ArcheSense.
This name is related to our previous study reported in Chapter 4 where
we investigated emotional experiences of people related to archetypes.
The application is available for free download at Google Play4. A pic-
ture of a 7-inch tablet computer running ArcheSense and two wireless
sensors for measurement of ECG and skin conductivity is presented at
Figure 18.
Figure 18: A general overview of the proposed tool for evaluation of affective
experience running on a 7-inch tablet computer.
Since the application was intended to be run on mobile devices, it
required a GUI optimized for touch-based interaction. At Figure 19 we
presented a diagram with the flow of user navigation between various
screens of the application. Each rectangle on this flowchart represents
a GUI screen that enables users to perform a number of actions related
to the purpose of this screen. The arrows connecting the rectangles
describe the transitions between the screens. At any place in the appli-
cation users can navigate back to the previous screen.
The structure of ArcheSense follows the system architecture intro-
duced above. Our implementation of the proposed tool also adheres
to the design considerations with regard to training and evaluation
modes, integration with sensors, capture and processing of physiolog-
ical signals, training of prediction models, and storage of data. The
entry point to the application is the Start screen (see Figure 18) that
provides a brief introduction about ArcheSense and offers users to
choose between the training and evaluation modes. If it the first time
4 http://play.google.com/store/apps/details?id=org.hxresearch.archesense
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researchers use the application, they have to proceed with the training
mode. From the training screen users can either start training a new
model or continue training of unfinished models. If users opted for
a new model, they will be asked to provide certain information about
the desired properties of the model (see Figure 20, frame 1). Otherwise,
users will be presented with a list of unfinished models. In both cases,
the next step is to review the list of the subjects whose physiological
data will be collected, and if necessary, add or remove subjects from
this list. From the Subjects screen users should proceed with data col-
lection for a particular subject or initiate the procedure of training a
prediction model. In the latter case, they will be taken to the Analysis
screen (see Figure 20, frame 3) that offers a selection of data mining
algorithms for training a prediction model. When analysis is complete
the tool will bring users to the Start screen. However, if the amount
of available physiological data is not sufficient for training a model,
researchers will need to record more data. For this purpose, they will
be first taken the Sensors screen where the inventory of available sen-
sors can be inspected and configured. Then, a number of sessions for
collection of data have to be conducted (see Figure 20, frame 2). After
each stimulus the tool will return to the Sensors screen and after each
subject it will take users back to the Subjects screen.
When there is one or more completed prediction models researchers
can use the application in the evaluation mode. From the Start screen
they will be brought to the screen with a list of completed models. As
soon as users choose one these models, the application will display
the Sensors screen. Similarly to the training mode, at this screen re-
searchers can manage connected sensors. When configuration of the
sensors is finalized, the tool will initiate a new session. During this ses-
sion, the application will analyze physiological data from the sensors
and perform recognition of psychological states using the prediction
model selected earlier (see Figure 20, frame 4). After completion of the
session the tool will display the Session review screen. At this screen
users will be able to export the results of the session via e-mail. Finally,
the application will return to the Start screen.
5.6.2 Online Signal Processing
Both in the training and evaluation modes physiological data from
the sensors is processed in real-time. For this reason, the implemen-
tation is optimized with respect to computational requirements and
memory footprint. During signal processing the application uses cir-
cular buffers for all operations requiring buffering in order to avoid
an overhead. Also, the functions calls were kept to at a minimum. The
application automatically selects digital filters based on the sampling
frequency of physiological data. The processing is performed in a back-
ground thread with a message loop associated with it. The driver for
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the sensors sends messages with new chunks of data to this thread’s
message queue. The messages are processed as soon as the message
queue is ready to do so.
ECG signal is treated by the application with low-pass, high-pass,
and notch filters. Filtering was necessary to remove high frequency
noise (above 100 Hz), low frequency components, such as respiration
(below 0.5 Hz), and mains hum (50 Hz). ECG is a rich signal, and in the
psychophysiological domain it is commonly used for the derivation
of the HR and HRV. The heart rate is simply a measure of the num-
ber of heart beats per minute (Neuman, 2010). It is extracted from the
ECG signal by detecting beats with an algorithm described in (Afonso
et al., 1999). The tool also calculates the average heart rate over a non-
overlapping moving window which duration is set as one of the pa-
rameters of a model.
As we explained in the previous chapters, skin conductance charac-
terizes the electrodermal activity of skin and is related to changes in
eccrine sweating, which are regulated by the sympathetic branch of
the autonomic nervous system. Skin conductance consists of tonic and
phasic components. The tonic component corresponds to relatively
slow changes in skin conductance over longer time intervals, which
can last from tens of seconds to tens of minutes. It is indicative of a
general level of arousal, and thus, is called a SCL. On the other hand,
the phasic component or SCR reflects high frequency variations of the
conductivity and is directly related to observable stimuli (Figner and
Murphy, 2011). In order to obtain SCL from the raw skin conductance
signal received from the sensors, the tool set a low pass filter to 1 Hz.
For SCR, a high pass filter was additionally applied at 0.5 Hz.
5.6.3 Training of Prediction Models
Training of prediction models requires implementation of data mining
techniques. Previous research in affective computing and psychophys-
iology demonstrated that a variety of methods could be used for train-
ing of models. It is not easy to say which methods are better because
the answer to this question critically depends on the properties of the
data, the goal of the study, and the desires of a researcher (Novak
et al., 2012). Techniques giving a good result in one scenario may not
be the optimal choice in another situation. For this reason, it will be
beneficial if the proposed tool offers capabilities for an easy integration
of widespread data mining methods according to the requirements of
researchers. Such functionality will require the tool to have implemen-
tations of these methods. Although we could invest our time into im-
plementation of major algorithms for reduction of dimensionality and
classification, it does not seem like a good approach. First, it would re-
quire a big commitment in terms of time and development resources.
Second, when development is complete, the algorithms would have to
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be thoroughly tested. This would demand equal or even large amount
of time as development. Therefore, we sought an opportunity to re-use
implementations of the algorithms from popular open-source software
suits. Our particular interest was in machine learning software written
in Java programming language because ArcheSense was also built us-
ing this language, and therefore, integration would be simpler. One of
the most widespread software workbenches offering researchers easy
and free access to state-of-the-art techniques in machine learning is
WEKA (Hall et al., 2009). WEKA seemed to be an excellent choice for
our purposes because it is written in Java and has achieved recognition
in the data mining community for its collection of algorithms.
Successful attempts of porting WEKA to Android have already been
reported (Liu et al., 2012). One of the implementations of WEKA for
Android was integrated in ArcheSense. This implementation contains
most of the major data mining algorithms that could be necessary in
the context of psychophysiological studies. Before an algorithm can be
used, it has to be added to the GUI of the Analysis screen. As of writing,
the GUI of ArcheSense provides access to implementations of two data
mining algorithms: PCA (Martinez and Kak, 2001) and kNN. PCA can be
effectively used for reduction of dimensionality. kNN is one of the sim-
plest classification algorithms that can be used in a prediction model.
Nevertheless, it has gained considerable popularity in psychophysiol-
ogy (Novak et al., 2012).
We released the first version of ArcheSense with only few data min-
ing techniques available. Although more available algorithms are likely
to be appreciated by users, our main research objective was to develop
and validate a tool for evaluation of affective experience. Therefore, we
needed a minimum viable prototype of such an application. The pro-
totype does not necessarily have to provide support for dozens of data
mining techniques in order to test the proposed framework. In the fu-
ture, we will be gradually expanding the pool of available algorithms.
If ArcheSense finds traction among researchers, they may contribute
their own techniques as well.
5.6.4 Data Storage
ArcheSense implements the data model that was described above. It
uses JSON for storing information about models and associated phys-
iological data. Each model is saved in a separate file. Also, there are
temporary files that are used exclusively during the online recording
of physiological signals. The temporary files have a simple structure
where the data received from different sensors is saved in a plain-text
form. Prediction models trained using routines exported from WEKA
are stored in separate files generated with serialization functions. The
data files are organized in folders located at the shared external stor-
age of a tablet computer running Android. The data collected with
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ArcheSense can be easily exported from the tablet computer either by
e-mail or using a USB cable connected to a workstation. ArcheSense
provides export of data in JSON and ARFF (Hall et al., 2009) formats.
5.7 evaluation
An evaluation of the proposed tool was conducted in a study where
psychophysiological responses of people to various video clips were
investigated. This kind of studies is typical for the field of affective
computing. The design of the proposed experiment was similar to the
one described in Chapter 4 with several exceptions. As we explained in
the Introduction section of this chapter, the most important difference
of the new study was overcoming the limitation related to the number
of film clips per each category of the archetypal experience. The main
objective of this experiment was to explore the relationship between
archetypal experiences elicited with video clips and corresponding ac-
tivations in physiological signals of the subjects. Moreover, we wanted
to obtain a computational model describing this relationship. Instead
of using separate instruments for recording of physiological signals,
extraction of features, reduction of dimensionality, and classification
we attempted to perform all these steps of physiological signals pro-
cessing with ArcheSense. The findings obtained from the new study
are reported in Chapter 6. They include both the results that are rele-
vant to the main research questions of this thesis and the outcomes of
evaluating the performance of ArcheSense.

6I M P R O V E M E N T S I N R E C O G N I T I O N O F T H E
A R C H E T Y PA L E X P E R I E N C E F R O M P H Y S I O L O G I C A L
S I G N A L S
6.1 introduction
Having completed the development of a tool for evaluation of human
experience (see Chapter 5), we proceeded with preparation of a study
that was supposed to address the limitations identified during our first
attempt to recognize the archetypal experience induced with video
clips from physiological signals reported in Chapter 4. The new tool
should have enabled us to streamline the collection, processing, and
analysis of physiological data. As we explained earlier, the generaliza-
tion of our previous findings was limited by the fact that each type
of the archetypal experience was represented with a single film clip.
In order to overcome this limitation, the new experiment should had
an improved design that allocated several video clips per each cate-
gory of the archetypal experience. Taking into account several factors,
such as the overall duration of the study and the length of individual
stimuli, we decreased the number of archetypes from eight to seven,
made the film clips shorter (one minute instead of five minutes) and
increased the number of film clips per an archetype from one to three.
Additionally, the new study gave us an opportunity for performing the
first evaluation of ArcheSense and answering the question whether a
portable tool that we developed could successfully replace traditional
instruments for signal processing, data mining, and training of predic-
tion models.
We formally defined the major goal of this study as to evaluate
the feasibility of sensing and distinguishing various archetypal expe-
riences of individuals based on the analysis of physiological signals,
such as heart rate and skin conductance. For the achievement of our re-
search goal, an experiment was designed where a range of archetypal
experiences and explicit (conscious) emotions were elicited in individu-
als, and their physiological data was measured in real-time with wear-
able sensors. The physiological data obtained from the wearable sen-
sors was processed by ArcheSense. We also asked the subjects to pro-
vide conscious self-reports about their feelings. The archetypal experi-
ences and the explicit emotions were induced by means of film clips.
This chapter is (partly) based on:
Ivonin, L., Chang, H.-M., Díaz, M., Català, A., Chen, W., Rauterberg, M.: Beyond Cogni-
tion and Affect: Sensing the Unconscious. Behaviour & Information Technology. In press
(2014).
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After the experimental session, a set of relevant features was extracted
from the physiological signals and statistical analysis of both physio-
logical and self-reports’ data was conducted. Then, several standard
data mining techniques were applied to the features in order to obtain
prediction models that allow for a meaningful classification of subjects’
psychological states in accordance with each of the archetypes and
the explicit emotions. Finally, we analyzed the obtained findings, pro-
posed an approach to improve classification accuracy, and performed
its initial verification.
6.2 materials and methods
6.2.1 Stimuli
As our goal in this study was to explore the relationship between
archetypal experiences of people and activations of the ANS, it was nec-
essary to develop a method for elicitation of these pre-existent forms of
apperception in our subjects. While the state of the art still lacks an es-
tablished method for the elicitation of archetypal experiences, it seems
reasonable to follow the approach taken in our previous study. The
essence of this approach is to expose participants of a study to man-
ually selected audiovisual material. It is, therefore, a passive method
of elicitation. Unlike the approaches involving confederate interaction
procedures, this method may not provide psychological responses of
high intensity, but it ensures high degree of standardization (Rotten-
berg et al., 2007). We again chose film clips as a method of eliciting
archetypal experiences and explicit emotions in our participants be-
cause we did not experience any problems with them in the previous
study.
Seven common archetypes were included in our study. They were
selected based on their appearance in the work of Jung (1981) and oth-
ers (Walle, 1986; Campbell, 2008; Faber and Mayer, 2009; Munteanu
et al., 2010). These archetypes were: anima, hero initiation, hero depar-
ture, hero rebirth, hero return, mentor, and shadow. Four out of the
seven archetypes chosen were closely related. They represented impor-
tant stages of the hero’s journey, which was described by Campbell
(2008). Campbell identified a prototypical journey that a hero under-
takes in a general narrative and divided it into several stages. The
archetype of mentor is found in the research of Campbell as well and
signifies a character that supports the hero in acquiring knowledge
and power. The archetype of anima represents the female aspect of the
male psyche, and the archetype of shadow constitutes qualities of the
personality that the conscious ego tends to reject.
Next, we needed film clips embodying these archetypes that would
be demonstrated to the participants of the experiment. It was decided
to have three clips taken from different sources to present each of the
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archetypes because, in this case, we ensured that computational intel-
ligence algorithms would perform recognition of the archetypes and
not the film clips. Similar to the studies that employed films (Gross and
Levenson, 1995) and our own previous study, we obtained the clips by
editing fragments of full-length commercial movies.
Film clip Movie Start End
Anima (1)
American Beauty
(Mendes, 1999)
0:16:15 0:17:17
Anima (2) Malena (Tornatore, 2000) 0:19:18 0:20:20
Anima (3)
Perfume: The Story of a
Murderer (Tykwer, 2006)
0:18:03 0:18:18
0:21:20 0:22:15
Hero Departure
(1)
V for Vendetta
(McTeigue, 2005)
0:41:55 0:43:03
Hero Departure
(2)
Braveheart (Gibson, 1995)
0:10:10 0:10:46
0:14:13 0:14:43
Hero Departure
(3)
The Lord of the Rings:
The Fellowship of the
Ring (Jackson, 2001)
2:21:12 2:21:47
2:22:37 2:23:06
2:23:10 2:23:16
Hero Initiation
(1)
V for Vendetta
(McTeigue, 2005)
1:23:29 1:24:34
Hero Initiation
(2)
Braveheart (Gibson, 1995)
2:07:39 2:08:37
2:08:47 2:08:58
Hero Initiation
(3)
The Matrix (Wachowski
and Wachowski, 1999)
2:02:25 2:03:25
Hero Rebirth
(1)
V for Vendetta
(McTeigue, 2005)
1:24:59 1:26:00
Hero Rebirth
(2)
Braveheart (Gibson, 1995)
2:15:39 2:16:15
2:17:35 2:18:01
Hero Rebirth
(3)
The Matrix (Wachowski
and Wachowski, 1999)
2:04:35 2:05:45
Table 9: Sources of the film clips for the archetypal experience (part 1).
The selection of the fragments was guided by our experience gained
from the collaboration with the ARAS that took place during the study
reported in Chapter 4. ARAS is an organization that, since the early
1930s, has been collecting and annotating mythological, ritualistic, and
symbolic images from all over the world (Gronning et al., 2007).
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Film clip Movie Start End
Hero Return (1)
V for Vendetta
(McTeigue, 2005)
2:02:40 2:03:04
2:03:22 2:04:06
Hero Return (2) Braveheart (Gibson, 1995)
2:48:56 2:49:08
2:49:11 2:49:53
2:49:54 2:50:09
Hero Return (3)
The Matrix Revolutions
(Wachowski and
Wachowski, 2003)
1:53:40 1:53:47
1:54:02 1:54:05
1:54:33 1:54:50
1:55:24 1:55:39
1:56:02 1:56:29
Mentor (1)
The Lord of the Rings:
The Fellowship of the
Ring (Jackson, 2001)
2:03:05 2:04:10
Mentor (2)
The King’s Speech
(Hooper, 2010)
1:42:13 1:42:44
1:42:58 1:43:18
1:45:33 1:45:52
Mentor (3)
The Lion King (Allers
and Minkoff, 1994)
0:24:38 0:25:05
0:25:29 0:26:06
Shadow (1)
The Lord of the Rings:
The Two Towers (Jackson,
2002)
1:35:19 1:36:20
Shadow (2)
Fight Club (Fincher,
1999)
1:48:24 1:49:32
Shadow (3)
The Dark Knight (Nolan,
2008)
1:24:22 1:25:30
Table 10: Sources of the film clips for the archetypal experience (part 2).
It did not seem appropriate to select stimuli for induction of the
archetypal experiences based on their visual or audio properties. In-
stead, the film clips were edited based on their symbolic qualities.
Symbols play an important role in connecting the internal psycholog-
ical phenomena and the external physical world (Varela et al., 1992).
The symbolic approach is also well-aligned with the work of Jung
who identified similar symbolic representations of archetypes across
cultures and epochs of human history. The outcome of the selection
can be found in Table 9 and Table 10. In these tables, we provided
information that is necessary to obtain exactly the same film clips as
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were used in our study. Unfortunately, we cannot share the film clips
themselves because they were extracted from the commercial movies
protected by copyright.
Besides archetypal experiences we wanted our subjects to feel ex-
plicit emotions as well. There were three main reasons for this. First,
we needed a possibility to benchmark our findings against the state of
the art in affective computing. Second, it was interesting to compare
the results of recognition for archetypal experiences and explicit emo-
tions. Third, it was necessary to analyze the differences in self-reports
of the participants in order to confirm they were not consciously aware
of the archetypes. Similarly to archetypal experiences, explicit emo-
tions were elicited with film clips. As it was demonstrated in Chapter
2, emotions or feelings are commonly represented in affective com-
puting with the dimensional model. This model projects emotions in
the affective space with two or three dimensions. In the case of two
dimensions, an emotional state in the affective space is characterized
by values of arousal and valence (Russell, 1980). The dimension of
arousal ranges from calm to aroused states, while the dimension of
valence ranges from negative to positive states. Similarly to the pre-
vious study, we did not want to choose too many explicit emotions,
but at the same time, the number of emotions should be sufficient to
uniformly cover the two-dimensional affective space. Therefore, five
emotional states were chosen. Four of them were located in each of
quadrants of the affective space, and the fifth was situated close to the
origin. In accordance with their location, we tagged these emotional
states as active-pleasant, active-unpleasant, passive-pleasant, passive-
unpleasant, and neutral. The film clips for elicitation of these explicit
emotional states were identified based on the literature in elicitation
of affect and our experience with the previous experiment. The work
of Gross and Levenson (1995) and Soleymani et al. (2011) provides
guidance with regard to application of video in emotion research and
even proposes sets of film clips that can be readily used as emotional
stimuli. Unfortunately, we could not easily reuse film clips from the
previous study because the length of the videos had to be consider-
ably adjusted. In the same manner as for the archetypes, three film
clips were selected for every explicit emotion. Therefore, in total, we
had 15 affective film clips that are listed in Table 11. Again, the clips
could not be shared due to the copyright restrictions, but the data in
Table 11 should be sufficient to create videos identical to the ones used
in our experiment.
6.2.2 Experimental Design
Our experiment was conducted at the usability laboratory of the Poly-
technic University of Catalonia. The laboratory was divided into two
rooms. The inner room was set up for presentation of video clips on
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Film clip Movie Start End
AP (1)
Mr. Bean (Atkinson and Curtis,
1990)
0:06:10 0:07:13
AP (2) Funny cats (YouTube, 2008) 0:00:00 0:01:01
AP (3)
Funny clip with mice and a dog
(MrBallonRond, 2012)
0:04:11 0:04:44
0:10:08 0:10:36
AU (1) Hannibal (Scott, 2001) 1:44:50 1:45:50
AU (2)
American History X (Kaye,
1998)
1:52:07 1:53:10
AU (3)
The Silence of the Lambs
(Demme, 1991)
1:39:38 1:40:40
NE (1)
Coral Sea Dreaming: Awaken
(Hannan, 2010)
0:08:01 0:09:01
NE (2)
Coral Sea Dreaming: Awaken
(Hannan, 2010)
0:04:31 0:05:31
NE (3)
Coral Sea Dreaming: Awaken
(Hannan, 2010)
0:38:48 0:39:48
PP (1)
The Lion King (Allers and
Minkoff, 1994)
0:47:51 0:48:52
PP (2)
Mr. Bean’s Holiday (Bendelack,
2007)
1:17:19 1:18:19
PP (3) Love Actually (Curtis, 2003) 0:10:17 0:11:21
PU (1)
The Thin Red Line (Malick,
1998)
1:07:08 1:08:09
PU (2) Forrest Gump (Zemeckis, 1994) 2:05:55 2:07:04
PU (3) Up (Docter, 2009) 0:10:22 0:11:26
Table 11: Sources of the film clips for the explicit emotions. AP: Active-
pleasant; AU: Active-unpleasant; NE: Neutral; PP: Passive-pleasant;
PU: Passive-unpleasant.
a large screen and accommodated subjects during the study. It had a
comfortable couch located at the distance of three meters in front of
the screen and was equipped with surveillance cameras for observa-
tion of the participants. The video clips were projected on the screen
with a beamer. Sound was delivered via wireless headphones. The wall
between the inner and the outer room had windows made of tinted
glass, and therefore, the subjects located in the inner room could not
see researchers who administered a session of the experiment. The
outer room had a computer that was used for managing playback of
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the film clips and a screen connected to the surveillance cameras. The
monitoring of activations in the ANS of the participants was performed
with wireless sensors manufactured by Shimmer (Burns et al., 2010).
These portable sensors enabled us to measure physiological signals
of the subjects’ bodies in a real-time manner. Since physiological sig-
nals, such as heart rate and skin conductance, are affected by the ANS,
they provide an indirect evaluation of activities in the ANS. The sensors
wirelessly streamed the physiological data over Bluetooth protocol to
a tablet computer running Android operating system. The app (Arch-
eSense) that we described in Chapter 5 was responsible for establishing
a connection with the sensors and performing collection and visualiza-
tion of the physiological data. ArcheSense monitored the order and the
timing of presenting the video clips as well as provided instructions
to the researchers regarding which clip to play and when to start the
playback. Our study followed a design in which every subject was ex-
posed to the same pool of media stimuli. The order of presentation of
the stimuli was randomly chosen by ArcheSense for each participant.
6.2.3 Subjects
For this study we recruited 23 healthy volunteers. Most of the partic-
ipants were undergraduate or graduate students who took courses at
the Polytechnic University of Catalonia. We also recruited several sub-
jects of older age. Every participant complied with the procedure of
the experiment, and we did not experience any other problems during
the study. Therefore, we could use all the collected data for the anal-
ysis. Out of 23 participants, 10 were women, and 13 were men. The
average age for the women was 27.80 years (SD = 8.80) and for the
men was 27.77 (SD = 6.13) years. The participants had diverse national
backgrounds (four from Asia, 15 from Europe and four from South
America). We required the subjects have normal or corrected to nor-
mal vision and hearing. Prior to the experiment, each subject signed
an informed consent form and was later rewarded with a small present
for participation in the laboratory session that took approximately 1.5
hours.
6.2.4 Procedure
The procedure of this study closely resembled the one of the previ-
ous experiment. Every session of our experiment accommodated one
participant. Thus, we had 23 sessions in total plus one pilot session
that was conducted in order to test the technical aspects of the study.
Prior to the first session, we created in ArcheSense a blank training
model with parameters corresponding to the stimuli and the experi-
mental procedure. Upon arrival to the laboratory, a participant was
invited to sit upright on the couch. Then, the host gave the partici-
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pant an informed consent form and asked to read it thoroughly. While
the subject was reading, the host entered information about them in
ArcheSense. If the subject had no questions with regard to the content
of this form, they signed it. The next step was placement of the elec-
trodes for monitoring of physiological signals on the body of the par-
ticipant. The host, using illustrations, explained where the electrodes
have to be attached and invited the participant to do it herself. Mean-
while, the host made sure the electrodes were placed properly. Next,
the electrodes were connected to the sensors, and the host confirmed
the sensors were streaming signals of good quality using the real-time
visualization capabilities of ArcheSense.
After placement of the electrodes and establishment of connection
with the sensors, the participant was asked to fill in a short question-
naire about her day-to-day experiences (Brown and Ryan, 2003). Dur-
ing the time the subject spent on the questionnaire, the electrode gel
soaked into her skin, and thereby, a more stable electrical connection
was established (Figner and Murphy, 2011). When the subject finished
with the questionnaire, the host gave a detailed overview of the experi-
ment and demonstrated a tutorial video clip. For the tutorial, a neutral
clip extracted from the movie Coral Sea Dreaming: Awaken (Hannan,
2010) was used. Then, the participant was taught how to provide self-
reports about her feelings after watching a film clip. For collection of
the self-reports, we utilized the SAM (Bradley and Lang, 1994) because
it has a good track of applications in psychological studies. These re-
ports were later used to determine if the subjects were consciously
aware of their feeling when watching archetypal film clips. Although
the host provided the subject with a comprehensive description of the
experiment, the actual goal of the experiment remained undisclosed,
and, for this reason, the participant was not aware of any emotions or
archetypes pictured in the video clips. Next, the light in the inner room
was dimmed so that the viewing experience became similar to the one
in a movie theater; the host left the subject alone and the presentation
of the video clips began.
The film clips were shown in a random order defined by Arch-
eSense. Before recording of physiological data, ArcheSense displayed
a message that stated the category of the next film clip and its identi-
fication number. Researchers only had to find the indicated video in
the playlist and initiate the playback. Demonstration of every film clip
was preceded by a special video that featured a breathing pattern (14
breaths per minute). This video lasted for 20 seconds, and its purpose
was to dismiss psychological and physiological effects of the previous
stimulus. During this video, the participant was required to follow the
breathing pattern shown on the screen and thereby adjust her respira-
tion rate to the common baseline. The physiological data recorded by
ArcheSense during the video with a breathing pattern was later used
in the analysis as physiological baseline. Upon completion of viewing
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a film clip, the subject provided a retrospective self-report by rating
her feelings along the dimensions of the SAM with paper and a pen.
When the participant submitted the self-report for the last film clip, the
light in the room was turned on, and the host helped the subject with
detaching the sensors from her body and debriefed her. Finally, the
participant was required to fill in the Myers-Briggs personality ques-
tionnaire (Myers et al., 1998) and was dismissed.
6.2.5 Physiological Signals
According to the literature in the areas of psychophysiology and af-
fective computing (Cacioppo and Tassinary, 1990; Picard et al., 2001),
psychological experiences of people lead to activations in the ANS that
in turn result in specific patterns of physiological responses. In this
study, we chose to measure two physiological signals: heart rate and
skin conductance. This decision was motivated by several factors. First
of all, our previous study demonstrated that features extracted from
these signals contributed the most into the discrimination of psycho-
logical states. Moreover, current technological advancements enable
unobtrusive and reliable monitoring of heart rate and skin conduc-
tance in natural for people settings. Unlike measurements such as fMRI
or EEG that require either placement of a subject in a magnetic scanner
or, according to the international 10-20 system (Klem et al., 1999), at-
tachment of up to 21 electrodes to the scalp, the physiological signals
chosen for our study can be sensed without causing a subject to feel
discomfort.
For measurement of the heart’s electrical activity, we used ECG be-
cause it provides the richest source of information. ECG measurements
were taken with Shimmer wireless sensor connected to a participant’s
body with four disposable pregelled Ag/AgCl spot electrodes. Two of
the electrodes were placed below the left and right collarbones, and the
other two were attached to the left and right sides of the belly. The elec-
trode placed on the right side of the belly served as a reference. This
configuration of ECG sensors was common among our experiments.
ECG was monitored at 256 Hz and then cleaned with low-pass, high-
pass, and notch filters. ECG contains plenty of information about the
cardiovascular activity, and in the psychophysiological domain, it is
commonly used for the calculation of HR and HRV. ArcheSense auto-
matically obtained HR from the ECG signal by identifying beats with
an algorithm provided in (Afonso et al., 1999) and computing the aver-
age heart rate over non-overlapping moving windows of five seconds.
We expected to see a relation between the psychological states of the
subjects and their HR because this measure had been widely applied
in affective computing (IzsÓ and Láng, 2000), it provided significant
results in the previous experiment, and according to Kreibig (2010),
HR is the most often reported cardiovascular measure in psychophys-
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iological studies of emotion. Due to the fact that at the current stage
of development ArcheSense is not capable of calculating HRV features,
several HRV parameters from time and frequency domains were cal-
culated based on the heart beats data with HRVAS software package
(Ramshur, 2010). Time domain parameters included the standard devi-
ation of the beat to beat intervals (SDNN), the square root of the mean
of the sum of the squares of differences between adjacent beat to beat
intervals (RMSSD), and the standard deviation of differences between
adjacent beat to beat intervals (SDSD) (Camm et al., 1996). A pool of
frequency domain parameters consisted of a total power, a power in a
very low frequency range (VLF, 0-0.04 Hz), a power in a low frequency
range (LF, 0.04-0.15 Hz), a power in a high frequency range (HF, 0.15-
0.4 Hz), and a ratio of the power in a low frequency range to the power
in a high frequency range (LF/HF) (Camm et al., 1996).
Skin conductance of the participants was monitored with Shimmer
GSR sensor. The sensor was connected to two disposable pregelled
Ag/AgCl spot electrodes that were attached to thenar and hypothenar
eminences of the participant’s palm on a non-dominant hand. Skin
conductance describes variations in the electrodermal activity of skin
and is associated with processes of eccrine sweating, which are con-
trolled by the sympathetic branch of the autonomic nervous system
(Figner and Murphy, 2011). As it was explained in Chapter 4, skin
conductance has tonic and phasic components. The tonic component
reflects relatively slow changes in skin conductance over longer pe-
riods of time lasting from tens of seconds to tens of minutes. Thus,
it is indicative of a general level of arousal and is known as SCL. A
different perspective is given by the phasic component of skin conduc-
tance, which is called SCR because it reflects high frequency variations
of the conductance and is directly associated with observable stimuli.
The skin conductance signal was recorded at 64 Hz. Although such
a high sampling rate is not imperative for measurement of the skin
conductance signal, complex analysis approaches and smoothing pro-
cedures can benefit from higher resolution data (Figner and Murphy,
2011). ArcheSense automatically calculated the SCL from the raw skin
conductance signal by applying a low pass filter at 1 Hz. An additional
high pass filter was set at 0.5 Hz for the SCR.
6.2.6 Data Mining and Extraction of Features
In order to make physiological data from different individuals compa-
rable, the baseline values were subtracted from the data corresponding
to stimuli presentations. The result of the subtraction was then normal-
ized to a range from zero to one for each subject separately. Since the
film clips were approximately one minute long, the data formed tem-
poral sequences. In affective computing, the feature-based approach
to time sequence classification dominates (Novak et al., 2012). We also
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found this method to be more suitable for a number of reasons. First,
it provides a convenient way to include non-temporal attributes, such
as some HRV features that are calculated over the full film clip interval
or gender of the subjects, into the analysis, which, for instance, DTW
and HMM methods do not (Kadous and Sammut, 2005). Second, con-
trary to HMM, this method does not require a large amount of training
data (Kadous and Sammut, 2005). Third, the creation of a template
stream in the DTW method for representation of a typical time series
corresponding to a given psychological state is not trivial. Based on
this decision, the physiological data collected during the study had
to be transformed into a set of feature vectors that could be used for
statistical analysis and classification.
The main goal pursued by the extraction of features is a compression
of data sequences to smaller sets of static features. The sliding win-
dow, the DWT, and the DFT (Agrawal et al., 1993; Geurts, 2001; Chan,
2003) are three common methods for conversion of time series to static
data. The sliding window method performs best with time series of
low frequency and short length because an increase of the frequency
and length leads to generation of high dimensional feature vector. For
long and high frequency data series, the DWT and DFT approaches have
been introduced. The idea behind these methods is the transformation
of a sequence from the time domain to the time-frequency plane (DWT)
or to the frequency domain respectively (DFT). Taking into considera-
tion the aspects of our study, the sliding window method for extrac-
tion of feature vectors was an appropriate way to prepare the dataset
for the classification. Another name of this approach is segmentation
since it involves partition of a time axis into multiple segments with
equal length and, then, averaging of temporal data along the segments
(Geurts, 2001).
We divided physiological data corresponding to each of the film
clips into 12 non-overlapping segments. A segment, therefore, lasted
for five seconds, and the temporal data was averaged over its duration.
This procedure was performed for HR, SCL, and SCR signals. For the
SCR, we additionally calculated absolute values of the signal (Figner
and Murphy, 2011). Then, we performed fusion of physiological data
coming from different signals through concatenation. As an outcome
of the transformation we had an integrated dataset consisting of 44
features that could be used for statistical analysis and classification.
Twenty of these features were extracted from ECG including 12 features
of the HR signal and eight features of the HRV measures. The remaining
24 features were taken from the SCL and SCR signals.
It should be noted that 36 out of 44 features mentioned above were
obtained in an automated fashion by ArcheSense. The remaining eight
HRV features had to be calculated manually because as of time of this
writing ArcheSense did not support the algorithms necessary for com-
puting HRV parameters. Nevertheless, we expect that the required al-
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gorithms may be soon implemented either by the authors themselves
or by the community of researchers in affective computing.
6.2.7 Statistical Analysis
The first question that we formulated in the introduction section was
whether there is a relationship between archetypal experiences of peo-
ple and patterns of physiological activations of their bodies. It was also
interesting to know if there are any variations due to gender of the
participants and how responses elicited by explicit emotions are dif-
ferent from the ones caused by beholding the archetypal appearances.
A number of statistical tests had to be conducted in order to answer
these and other questions. Each subject watched all the film clips that
formed our sets of stimuli for the explicit emotions and the archetypal
experiences. Thus, the study had a repeated-measures design where
physiological measurements were made on the same individual under
changing experimental conditions. Moreover, the subjects provided re-
ports via the SAM ratings after every experimental condition. An ap-
propriate statistical test for this type of design would be MANOVA for
repeated measures (O’Brien and Kaiser, 1985). A software implemen-
tation of statistical procedures included in SPSS Version 19 (SPSS, Inc.)
was used to run the tests. Physiological responses of the subjects and
the SAM ratings were treated as dependent variables, the categories of
archetypal experiences and explicit emotions represented fixed vari-
ables. The main effect of MANOVA tested whether the patterns of the
participants’ physiological responses were different between various
categories. All statistical tests used a 0.05 significance level.
6.2.8 Classification Algorithms
If the statistical analysis demonstrated that there is a significant rela-
tionship between psychological experiences of people and physiolog-
ical signals, it would be necessary to further investigate this relation-
ship and see how accurately physiological data can predict archetypal
experiences or explicit emotions. For this purpose, we selected several
computational intelligence methods. With these algorithms, we would
create prediction models for classification of psychological states. Five
classification methods frequently used in affective computing (Novak
et al., 2012) were evaluated. kNN is a simple algorithm that performs
instance-based learning classifying an object based on the classes of its
neighbors. The second classifier was SVM that constructs a set of hy-
perplanes for classification purposes. The third classification method
relied on a probabilistic model built with the naïve Bayes algorithm.
The fourth approach was LDA that is well-suited for small data samples
and is easy in implementation. Finally, the fifth classification method
was the C4.5 algorithm for generation of decision trees. The decision
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trees were used in combination with Adaptive Boosting (Freund and
Schapire, 1997) in order to achieve higher accuracy. It was important to
guarantee that the classification algorithms are not trained and tested
on the same dataset because we wanted to obtain subject-independent
results. Therefore, a leave-one-out cross-validation technique was em-
ployed for assessments of the classification performance.
Prior to performing classification, it was beneficial to reduce the di-
mensionality of the dataset with physiological data. Generally, reduc-
tion of the dimensionality is a recommended step in data mining pro-
cedures. There are various techniques for the reduction of the features
space including PCA and LDA. These two approaches are particularly
common for the reduction of dimensionality. For this study, we tried
both of these approaches. As of this writing, ArcheSense only sup-
ported PCA, and therefore, it was the only method that could be ap-
plied automatically. Additionally, we manually employed LDA method
because PCA does not capitalize on between-class information, while
LDA uses both within- and between-class information for better perfor-
mance (Martinez and Kak, 2001). Two aspects of LDA should be men-
tioned here. First, strictly speaking, LDA is not a feature selection but
a feature extraction method that obtains the new attributes by a linear
combination of the original dimensions. The reduction of dimensional-
ity is achieved by keeping the components with highest variance. Sec-
ond, LDA can be used for both the identification of important features
and classification (Novak et al., 2012).
While the aforementioned methodology was utilized for between-
subject classification, later we also had to perform within-subject clas-
sification, and due to the small number of data samples, it required
a special approach for the reduction of dimensionality. We borrowed
this approach from the domain of image recognition where the high-
dimensional datasets with small sample size are common. In these
circumstances, the traditional LDA algorithm cannot be used because
its within-class scatter matrix is always singular (Yang and Yang, 2003).
A popular technique to address this difficulty is called PCA plus LDA
(Belhumeur et al., 1997; Yu and Yang, 2001). In this approach, PCA is
applied to reduce the dimensionality before using LDA. PCA plus LDA
approach was verified both by experience and theoretically (Yang and
Yang, 2003). In PCA reduction, we kept the minimum number of vari-
ables that were required to explain at least 90 percent of the variance
in a dataset.
6.3 results
Upon completion of the study, ArcheSense enabled us to perform
quick exploratory data analysis. The tool averaged and plotted physi-
ological data of the subjects on several line charts that are well-suited
for the display of a sequence of variables in time. We could switch
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the display between the charts corresponding to different types of the
archetypal experience, emotional states, and physiological variables.
Data visualization is important because it allows researchers to quickly
examine large amounts of data and efficiently expose trends and issues.
The exploratory analysis of the HR signal revealed that presentation of
each video clip generally led to a decelerating response in HR. This pat-
tern of response had place even with neutral stimuli and is illustrated
on Figure 21. The deceleration of heart rate due to diversion of atten-
tion to an external task, such as perception of an audiovisual stimulus,
is a known effect that is explained by Laceys’ theory of intake and re-
jection (Lacey and Lacey, 1970). Based on our previous study and other
literature in the related fields (Winton et al., 1984; Palomba et al., 1997)
we anticipated this effect and made adjustments in the data analysis
procedure in order to account for the decelerating response present
across all categories of the stimuli. This adjustment enabled us to high-
light the differences in responses to various stimuli and improve the
classification accuracy.
Figure 21: The pattern of the subjects’ heart rate signals corresponding to the
presentation of neutral film clips. The mean values and 95% confi-
dence intervals of the HR are represented with the bold lines and
the vertical bars.
Following the exploratory analysis, we exported the obtained dataset
from ArcheSense. Three goals were pursued by this export. First, sev-
eral statistical procedures could be performed on the dataset using
third-party software packages for statistical analysis. ArcheSense was
developed with the idea to simplify the collection of physiological data
and training of machine learning algorithms but it is reasonable to
assume that some researchers would also like to perform statistical
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analysis of the obtained data. Second, it was necessary to compare
the performance of ArcheSense in training of prediction models with
other data mining tools. Third, as of this writing, ArcheSense only sup-
ported a limited number of data mining techniques and we wanted to
analyze the obtained dataset with more advanced methods.
6.3.1 Statistical Analysis
Next, several statistical tests were conducted. We started with analysis
of the self-report evaluations provided by the subjects after watching
the film clips. MANOVA for repeated measurements was performed for
the SAM ratings of valence, arousal and dominance. It demonstrated
a significant main effect of the archetypes presented in the film clips
on the SAM ratings [F(18, 351.210) = 10.060, p < 0.001 (Wilks’ lambda)].
Similarly, the explicit emotions exhibited in the film clips had a sig-
nificant main effect on the SAM ratings provided by the participants
[F(12, 227.826) = 25.301, p < 0.001 (Wilks’ lambda)]. Estimated marginal
means of the SAM ratings can be found in Table 12. Then, we added
gender of the participants as a between-subject factor to the MANOVA
tests in order to see if women and men rated their psychological ex-
periences in a different manner. The results of the tests indicated that
the interaction effect between the subjects’ gender and the archetypes
was not significant [F(18, 334.240) = 1.166, p = 0.288 (Wilks’ lambda)].
Neither was significant the interaction effect between the gender of the
participants and the explicit emotions [F(12, 217.243) = 1.476, p = 0.135
(Wilks’ lambda)].
When the statistical analysis of the SAM ratings was complete, we
looked into the physiological data of the subjects. Multivariate analysis
of variance conducted for the features extracted from the physiologi-
cal signals indicated there is a significant main effect of the archetypes
pictured in the film clips on physiological responses of the subjects
[F(216, 583.757) = 1.396, p = 0.001 (Wilks’ lambda)]. Another MANOVA
test was performed in order to see the relationship between the physi-
ological data and the explicit emotions presented in the film clips. The
outcome of this test was significant as well [F(144, 213.766) = 1.985, p
< 0.001 (Wilks’ lambda)].
Next, we examined if there was a connection between gender of the
participants and their physiological responses to the film clips. The
gender was added into the analysis as a between-subject variable. The
results of the MANOVA tests demonstrated there were no significant in-
teraction effects neither between the archetypes and the gender [F(216,
548.182) = 1.034, p = 0.379 (Wilks’ lambda)] nor between the explicit
emotions and the gender [F(144, 197.835) = 0.872, p = 0.808 (Wilks’
lambda)].
Our statistical analysis uncovered several interesting findings. There
were significant relationships between the archetypes and the SAM rat-
110 improvements in recognition of the archetypal experience
Class
Valence Arousal Dominance
Mean SE Mean SE Mean SE
Anima 5.879 0.298 4.515 0.418 5.803 0.360
Hero Departure 4.015 0.233 4.485 0.372 4.515 0.400
Hero Initiation 3.864 0.271 4.909 0.392 4.439 0.353
Hero Rebirth 5.924 0.282 4.455 0.361 6.197 0.299
Hero Return 6.318 0.298 4.818 0.381 6.742 0.330
Mentor 6.273 0.198 3.455 0.279 6.348 0.300
Shadow 4.591 0.229 4.576 0.426 5.212 0.330
Active-pleasant 7.232 0.360 3.522 0.333 6.768 0.282
Active-unpleasant 2.623 0.237 5.986 0.386 3.522 0.371
Neutral 7.406 0.293 1.580 0.130 6.812 0.366
Passive-pleasant 8.043 0.176 3.087 0.343 7.391 0.246
Passive-unpleasant 3.478 0.293 4.014 0.313 4.130 0.389
Table 12: Mean values and standard errors (SE) of the SAM ratings. The rat-
ings were provided by the participants after viewing the film clips.
The left column indicates which archetype or explicit emotion was
presented in the film clips.
ings, between the explicit emotions and the SAM ratings, between the
archetypes and the physiological responses, and between the explicit
emotions and the physiological responses. In order to further explore
these findings, we needed to build and evaluate predictive models
that would quantify these relationships. The evaluation was performed
through comparison of classification accuracies achieved by the pre-
dictive models obtained with five different methods (kNN, SVM, naïve
Bayes, LDA and AdaBoost with decision trees).
6.3.2 Classification
We started with models for prediction of the archetypal experiences
based on the SAM ratings. Due to the fact that in our study there were
video clips for elicitation of seven different archetypal experiences, the
classification task was considerably difficult. Moreover, four out of the
seven archetypes were related to a hero. This circumstance added even
more confusion into the subjects’ self-reports. For this reason, we di-
vided the set of films picturing the archetypes into four subsets. Every
subset included the archetypes of anima, mentor, shadow, and one
of the hero archetypes. The best classification accuracy (28%) for the
complete set of archetypes was achieved with the kNN classifier. Simi-
larly, the kNN method demonstrated the most accurate result (42%) for
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the subset that included the archetype of hero departure. For the sub-
set with the archetype of hero initiation, the precision of classification
was between 40.9 percent (with SVM classifier) and 43.1 percent (with
AdaBoost classifier). It was also the most accurately predicted subset out
of the four. The subset with the archetype of hero rebirth featured the
lowest classification rate (38.4%) among all of the subsets. Finally, for
the subset that included the archetype of hero return, the classification
methods enabled us to achieve the accuracy of 40.6 percent. A more
detailed overview of the classification results can be found in Table 13.
Categories of the
film clips
N kNN SVM Naïve
Bayes
LDA AdaBoost
AN, HD, HI, HRB,
HRT, ME, SH
7 28.0 24.2 24.6 24.7 25.5
AN, HD, ME, SH 4 42.0 40.2 38.0 40.9 37
AN, HI, ME, SH 4 42.4 40.9 42.0 42.0 43.1
AN, HRB, ME, SH 4 38.4 37.7 36.2 38.0 34.4
AN, HRT, ME, SH 4 40.6 39.9 39.5 39.5 39.9
AP, AU, NE, PP,
PU
5 50.4 49.0 49.0 48.4 47.3
AU, NE, PP, PU 4 63.4 63.8 63.0 64.9 63.0
Table 13: Classification results obtained for recognition of the archetypes and
the explicit emotions from the self-reports. The first column reports
the categories of the film clips that were included into the classifica-
tion. The number of the categories is specified in the second column.
Other columns state classification accuracy (in percent) achieved with
various classification methods. AN: Anima; HD: Hero Departure; HI:
Hero Initiation; HRB: Hero Rebirth; HRT: Hero Return; ME: Mentor;
SH: Shadow; AP: Active-pleasant; AU: Active-unpleasant; NE: Neu-
tral; PP: Passive-pleasant; PU: Passive-unpleasant.
Our next step was to see how accurately the explicit emotions pre-
sented in the film clips could be differentiated based on the SAM ratings
given by the subjects. For this purpose, we performed classification
with the same classification algorithms as were used for the film clips
with the archetypes. The analysis was conducted with two datasets:
the complete dataset that included the self-reported data for all the
film clips featuring the explicit emotions and the dataset that was ob-
tained from the complete dataset by removing the data related to the
active-pleasant emotional state. The motivation for introduction of the
second dataset was justified by the fact that one of the film clips for
active-pleasant emotion turned out to be controversial. Our observa-
tions of the participants’ facial expressions during the study indicated
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that some of them found this clip to be unpleasant or confusing, while
other subjects perceived it as funny. Therefore, we expected consider-
able variations in the subjects’ self-reports. Moreover, classification re-
sults of the second dataset for the explicit emotions and any of the four
reduced datasets for the archetypes could be easily compared because
they had the same number of classes. The best classification accuracy
(50.4%) for the complete dataset of the explicit emotions was achieved
with the kNN method. According to our expectations, the classifica-
tion of the subset that did not include the data corresponding to the
active-pleasant emotion was noticeably more precise (64.9%). Table 13
provides more details on the classification results for the explicit emo-
tions.
Having conducted the analysis of the SAM rating, our next goal was
to evaluate the feasibility of recognizing the archetypes and the explicit
emotions from the physiological data of the participants. This evalua-
tion was performed in three steps. On the first step, recognition of the
archetypes and the explicit emotions was carried out using the feature
variables extracted from cardiovascular responses of the subjects. For
the second step, only the features of the skin conductance signal were
used. Finally, on the third step, we utilized the complete set of the
features extracted from the ECG and skin conductance signals. The
breakdown of the analysis process into three steps enabled us to dis-
cover and compare the importance of different physiological signals
with respect to the classification. Similarly to the analysis of the SAM
ratings, we used five classification methods for every step.
The cardiovascular data of the subjects enabled us to classify the
film clips corresponding to the seven archetypes with the accuracy of
up to 29.3 percent. This recognition rate was achieved with the SVM
algorithm. The recognition performance reached 44.6 percent (LDA) if
the number of archetypes in the classification was decreased by iso-
lating four smaller subsets following the approach taken during the
analysis of the self-reports. The accuracy of classification for each of
the subsets was slightly above 40 percent, ranging from 41.1 percent
(for the subset with the archetype of hero initiation) to 44.6 percent
(for the subset with the archetype of hero rebirth). For three out of the
four subsets, the best results were achieved with the LDA algorithm.
The classification of the explicit emotions based on the cardiovascular
data was possible with the accuracy of up to 35.9 percent (LDA) in case
of five classes of the emotions and up to 43.1 percent (Naïve Bayes) if
the data corresponding to the active-pleasant emotional state was ex-
cluded. A detailed overview of the recognition results for the ECG data
is presented in Table 14.
Next, we performed analysis based on the skin conductance data of
the participants. The analysis followed the same procedure as in the
case of the cardiovascular data. The prediction model trained based
on the responses in skin conductivity of the subjects to presentation of
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Categories of the
film clips
N kNN SVM Naïve
Bayes
LDA AdaBoost
AN, HD, HI, HRB,
HRT, ME, SH
7 25.5 29.3 27.2 29.0 18.5
AN, HD, ME, SH 4 38.4 41.3 42.8 42.4 31.9
AN, HI, ME, SH 4 39.3 40.0 37.8 41.1 35.6
AN, HRB, ME, SH 4 38.4 40.2 40.6 44.6 42.4
AN, HRT, ME, SH 4 42.8 43.8 40.6 44.2 35.5
AP, AU, NE, PP,
PU
5 30.7 35.1 32.8 35.9 26.4
AU, NE, PP, PU 4 38.4 39.9 43.1 41.7 34.4
Table 14: Classification results obtained for recognition of the archetypes and
the explicit emotions from the cardiovascular responses of the partic-
ipants. The first column reports the categories of the film clips that
were included into the classification. The number of the categories
is specified in the second column. Other columns state classification
accuracy (in percent) achieved with various classification methods.
AN: Anima; HD: Hero Departure; HI: Hero Initiation; HRB: Hero
Rebirth; HRT: Hero Return; ME: Mentor; SH: Shadow; AP: Active-
pleasant; AU: Active-unpleasant; NE: Neutral; PP: Passive-pleasant;
PU: Passive-unpleasant.
the archetypal film clips enabled us to classify seven archetypes with
the accuracy of 28 percent (LDA). Then, the original dataset was split
into four subsets in such a way that every subset included only one of
the hero archetypes. The classification performance varied from 39.5
percent to 45.5 percent among the subsets. Similarly to the ECG signal,
the most accurate results were obtained with the LDA method. The
explicit emotions were predicted with the precision of 40.6 percent
(LDA) in case of five classes and 46.0 percent (SVM) in case of four
classes. Additional information about the classification is provided in
Table 15.
Finally, we integrated the features extracted from the ECG and the
skin conductance signals into a unified dataset and built several pre-
diction models in order to evaluate the feasibility of recognizing the
archetypes and the explicit emotions from the physiological data. In
the case of classifying seven archetypes, the accuracy was in the range
between 28.4 percent (AdaBoost) and 36.7 percent (LDA). When the data
was rearranged into several subsets, in such a manner that each of
them corresponded to only four archetypes, the classification perfor-
mance achieved 57.1 percent (LDA). This result was accomplished on
the subset with the archetype of hero initiation. The recognition of the
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Categories of the
film clips
N kNN SVM Naïve
Bayes
LDA AdaBoost
AN, HD, HI, HRB,
HRT, ME, SH
7 21.0 23.0 23.7 28.0 18.0
AN, HD, ME, SH 4 36.6 39.9 35.5 40.9 37.0
AN, HI, ME, SH 4 37.5 44 44.7 45.5 22.5
AN, HRB, ME, SH 4 29.7 39.5 37.3 39.5 22.8
AN, HRT, ME, SH 4 37.0 39.1 35.9 39.5 27.2
AP, AU, NE, PP,
PU
5 38.2 40.6 40.0 40.6 30.4
AU, NE, PP, PU 4 40.9 46.0 41.7 44.6 24.3
Table 15: Classification results obtained for recognition of the archetypes and
the explicit emotions from the skin conductance of the participants.
The first column reports the categories of the film clips that were
included into the classification. The number of the categories is
specified in the second column. Other columns state classification
accuracy (in percent) achieved with various classification methods.
AN: Anima; HD: Hero Departure; HI: Hero Initiation; HRB: Hero
Rebirth; HRT: Hero Return; ME: Mentor; SH: Shadow; AP: Active-
pleasant; AU: Active-unpleasant; NE: Neutral; PP: Passive-pleasant;
PU: Passive-unpleasant.
explicit emotions demonstrated similar outcomes. With four classes of
the emotions, 57.2 percent of the cases were accurately classified using
the LDA method. When five explicit emotions were included into the
analysis, the recognition rate decreased to 50.7 percent (LDA). In Ta-
ble 16, we provided further details about the analysis of the complete
dataset of the physiological signals.
As we completed the analysis of the participants’ self-reports and
their physiological responses to the film clips it was necessary to put
the results next to each other to facilitate a comparison and further dis-
cussion. This was done in Table 17, which reports the best classification
accuracies achieved on the datasets that were built based on the self-
reports and the physiological data. Additionally, this table illustrates
the relationship between the recognition performance and the number
of the film clips’ categories in the datasets.
Although up to this point of the analysis we focused on conducting
between-subject classification, there is an opinion that due to physio-
logical differences between individuals the algorithms for recognition
of affective states work better if they were personalized. For instance,
judging from the review provided in (Novak et al., 2012), the stud-
ies that performed within-subjects recognition of psychological states
6.3 results 115
Categories of the
film clips
N kNN SVM Naïve
Bayes
LDA AdaBoost
AN, HD, HI, HRB,
HRT, ME, SH
7 33.4 34.6 33.4 36.7 28.4
AN, HD, ME, SH 4 52.9 50.7 53.3 51.4 50.7
AN, HI, ME, SH 4 54.1 56.0 55.6 57.1 45.8
AN, HRB, ME, SH 4 49.2 51.4 50.0 52.9 38.0
AN, HRT, ME, SH 4 56.1 52.2 53.6 52.9 49.3
AP, AU, NE, PP,
PU
5 47.5 49.0 50.1 50.7 44.1
AU, NE, PP, PU 4 54.7 55.1 57.2 56.2 41.6
Table 16: Classification results obtained for recognition of the archetypes and
the explicit emotions from the complete dataset of the physiological
signals. The first column reports the categories of the film clips that
were included into the classification. The number of the categories
is specified in the second column. Other columns state classification
accuracy (in percent) achieved with various classification methods.
AN: Anima; HD: Hero Departure; HI: Hero Initiation; HRB: Hero
Rebirth; HRT: Hero Return; ME: Mentor; SH: Shadow; AP: Active-
pleasant; AU: Active-unpleasant; NE: Neutral; PP: Passive-pleasant;
PU: Passive-unpleasant.
achieved better results than the experiments where between-subjects
approach were utilized. Although the main focus of our study was
on investigating the feasibility of developing algorithms for between-
subjects recognition of the archetypal experiences, we could also ana-
lyze the data from the participants individually. After we split the orig-
inal dataset into 23 subsets in such a way that every dataset contained
physiological data for one individual, two types of analysis were con-
ducted.
First, we trained prediction models using one of the classification
algorithms introduced above to recognize the archetypal experiences
of the subjects. Before the training took place, we had to considerably
reduce the number of features in order to avoid the unbalanced classifi-
cation problem. The reduction was performed using the technique de-
scribed in the Methods section. It should be noted that, although the ac-
tions for prevention of the unbalanced design were implemented, our
results for the within-subject classification are still likely to be overop-
timistic and should be interpreted as preliminary. A dedicated study
with an emphasis on the within-subject design is required for more
reliable evaluations. Having completed the classification for each of
the participants, we calculated separately the means and standard er-
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Categories of the film clips N Self-
reports
Physiological
data
AN, HD, HI, HRB, HRT, ME, SH 7 28.0 36.7
AN, HD, ME, SH 4 42.0 53.3
AN, HI, ME, SH 4 43.1 57.1
AN, HRB, ME, SH 4 38.4 52.9
AN, HRT, ME, SH 4 40.6 56.1
AP, AU, NE, PP, PU 5 50.4 50.7
AU, NE, PP, PU 4 64.9 57.2
Table 17: Comparison of the classification accuracy achieved using the self-
report questionnaires and the physiological data. AN: Anima; HD:
Hero Departure; HI: Hero Initiation; HRB: Hero Rebirth; HRT:
Hero Return; ME: Mentor; SH: Shadow; AP: Active-pleasant; AU:
Active-unpleasant; NE: Neutral; PP: Passive-pleasant; PU: Passive-
unpleasant.
rors of the recognition accuracies across the whole population and for
two gender groups. The best classification rate (70.3 percent) between
seven archetypes was achieved with the SVM technique for the entire
population of the subjects. If the participants were divided into gender
groups, the recognition accuracy for the men was 72.8 percent (SVM),
while for the women only 67.0 percent (SVM).
Second, the steps taken for the classification of the archetypal ex-
periences were repeated in order to obtain prediction models for the
explicit emotions. In this analysis, the LDA and the SVM techniques
demonstrated almost identical performance. The five explicit emotions
were classified with an average accuracy of 86.6 percent (LDA) on the
dataset that consisted of the physiological data from the participants of
both genders. Similarly to the recognition of the archetypes, we could
more reliably predict the explicit emotions for men (88.2%) rather than
for women (84.7%). A detailed overview of the classification results is
presented in Table 18.
6.3.3 Performance of ArcheSense
In order to evaluate the performance of ArcheSense, we performed
training of a prediction model using ArcheSense and a desktop version
of WEKA software suite. It was expected that if the same dimension-
ality reduction technique and the classification algorithm were used
in WEKA and ArcheSense, the accuracy of obtained models would be
equal. This observation would enable us to validate the performance
of ArcheSense in the area of data mining. As at the time of this ex-
6.3 results 117
C
at
eg
or
ie
s
of
th
e
fil
m
cl
ip
s
G
en
de
r
kN
N
SV
M
N
aï
ve
Ba
ye
s
LD
A
A
da
Bo
os
t
M
ea
n
SE
M
ea
n
SE
M
ea
n
SE
M
ea
n
SE
M
ea
n
SE
A
ni
m
a,
H
er
o
D
ep
ar
tu
re
,H
er
o
In
it
ia
ti
on
,
H
er
o
R
eb
ir
th
,H
er
o
R
et
ur
n,
M
en
to
r,
Sh
ad
ow
M
ix
ed
53
.6
3.
1
70
.3
3.
7
45
.8
2.
7
63
.5
3.
5
58
.9
2.
7
Fe
m
al
e
46
.5
4.
9
67
.0
5.
5
42
.1
5
62
.7
4.
6
57
.4
3.
1
M
al
e
59
.0
3.
9
72
.9
5.
5
48
.7
4.
6
64
.0
5.
7
60
.1
4.
5
A
ct
iv
e-
pl
ea
sa
nt
,A
ct
iv
e-
un
pl
ea
sa
nt
,N
eu
tr
al
,
Pa
ss
iv
e-
pl
ea
sa
nt
,P
as
si
ve
-u
np
le
as
an
t
M
ix
ed
75
.1
2.
7
86
.4
2.
9
63
.5
3.
0
86
.6
2.
2
67
.0
1.
9
Fe
m
al
e
73
.3
5.
3
86
.0
4.
8
60
.7
4.
8
84
.7
4.
2
66
.7
3.
3
M
al
e
76
.4
3.
0
86
.7
3.
9
65
.6
4.
2
88
.2
2.
6
67
.2
2.
6
Ta
bl
e
18
:T
he
m
ea
ns
an
d
th
e
st
an
da
rd
er
ro
rs
(S
E)
of
th
e
re
co
gn
it
io
n
ac
cu
ra
ci
es
(i
n
pe
rc
en
t)
ca
lc
ul
at
ed
ba
se
d
on
th
e
w
it
hi
n-
su
bj
ec
t
cl
as
si
fic
at
io
n.
T
he
cl
as
si
fic
at
io
n
ra
te
s
w
er
e
ag
gr
eg
at
ed
ov
er
th
e
en
ti
re
po
pu
la
ti
on
of
th
e
su
bj
ec
ts
an
d
in
br
ea
kd
ow
n
by
ge
nd
er
s.
Th
e
da
ta
w
as
ob
ta
in
ed
w
it
h
fiv
e
cl
as
si
fic
at
io
n
te
ch
ni
qu
es
.
118 improvements in recognition of the archetypal experience
periment ArcheSense only implemented PCA method for reduction of
dimensionality and kNN algorithm for training a prediction model,
the same techniques were chosen in WEKA. For both instruments
10-fold cross-validation technique was applied to validate the subject-
independent classification performance. The evaluation was performed
using the physiological data related to the explicit emotional states.
We could also use the data related to the archetypal experience but,
taking into account the goal of the evaluation, the dataset was not par-
ticularly important. In line with our expectations, performance of the
models obtained with ArcheSense and WEKA was identical and ac-
counted to 22.61 percent. The confusion matrix corresponding to the
obtained model is presented in Table 19. The equal results suggest that
ArcheSense provides an accurate implementation of the data mining
methods employed in the training of the model. Although the model
obtained with PCA and kNN techniques demonstrated classification ac-
curacy that was 13 percent higher than the chance level, it is desir-
able to have more precise prediction models. Moreover, our findings
reported above provide evidence that better results could be achieved.
Classified as → A B C D E
Active-pleasant (A) 14 27 13 7 8
Active-unpleasant (B) 12 17 16 12 12
Neutral (C) 14 10 16 16 13
Passive-pleasant (D) 12 13 14 16 14
Passive-unpleasant (E) 11 14 15 14 15
Table 19: Confusion matrix of the model obtained with PCA and kNN tech-
niques. Each column represents the instances in a predicted class.
Each row represents the instances in the actual class.
A likely reason for the poor performance demonstrated by our pre-
diction model was that two of the most basic computational intelli-
gence algorithms were used for training. Another factor that could
lead to the suboptimal classification accuracy was related to the fea-
tures extracted from the physiological recordings. Being at the early
stage of development ArcheSense only provided capabilities for cal-
culation of a limited set of physiological parameters. Therefore, only
some part of the information contained in the physiological data was
used for training. Moreover, with ArcheSense we could not account for
the decelerating pattern of HR that was discussed in the beginning of
this section.
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According to Jung, people share certain impersonal traits, which do
not develop individually but are inherited and universal. These traits,
which were described as the collective unconscious, motivate and in-
fluence human behavior, albeit individuals are not aware of their pres-
ence. In this way, they are different from explicit emotional feelings
that are directly accessible for conscious recollection. The explicit emo-
tional and cognitive states have been extensively studied with regard
to their impact on HCI, but the feasibility of developing an interface
that can capture implicit human experience remains an open question.
It is not clear whether manifestations of the archetypes can be unob-
trusively and accurately sensed by a machine. This question was inves-
tigated in our study, as the archetypal experiences were elicited in the
subjects with the film clips and their psychophysiological responses
were monitored with small wearable sensors.
6.4.1 Self-Reports Data
Besides recording the physiological signals of the subjects, we asked
them to provide self-reports about their feelings by means of the SAM
rankings after viewing every video clip. The statistical analysis indi-
cated there was a significant relationship between the archetypal expe-
riences pictured in the film clips and the SAM evaluations provided by
the participants. Therefore, it seems the subjects could to a certain ex-
tent consciously report their feelings about the archetypes. Unsurpris-
ingly, the relationship between the explicit emotions and the SAM rat-
ings also was statistically significant. This finding was expected based
on the previous literature in this field. Interestingly, the gender of the
participants did not have any significant effect on their SAM evalua-
tions. This observation merited attention because later we would see
that the gender had some influence on the results of the within-subject
analysis of the physiological data. While the MANOVA tests demon-
strated that both the archetypes and the explicit emotions had a signif-
icant impact on the SAM rankings provided by the subjects, a further
investigation was required in order to clarify the strength of these rela-
tionships. Therefore, we trained several classifiers on the SAM data and
then compared their performance. The comparison indicated that the
explicit emotions could be recognized with a considerably higher ac-
curacy than the archetypes. From our point of view, this finding could
be explained with two reasons. First, the archetypal appearances in
the film clips were not readily registered and interpreted by the con-
scious minds of the participants. On the other hand, the subjects could
consciously recognize and rate the explicit emotions more easily. Sec-
ond, the SAM tool might be better suited for describing the explicit
emotions rather than the archetypes because it was made specifically
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for this purpose. From our point of view, the SAM tool still was the
most appropriate instrument we could use for the evaluation of the
subjects’ conscious responses because, to the best of our knowledge,
there is no assessment technique that measures conscious reactions of
an individual to archetypes.
6.4.2 Physiological Data
According to the analysis we conducted, there was a statistically sig-
nificant relationship between the physiological reactions of the partici-
pants to the presentation of the film clips and the categories of the ex-
plicit emotions portrayed in the videos. Further investigation involved
training prediction models for recognition of the explicit emotions and
evaluation of their performance using cross-validation technique. This
evaluation indicated that five classes of the explicit emotions could be
recognized with the accuracy of 50.7 percent, and by removing one of
the classes, we achieved the accuracy of 57.2 percent. This classifica-
tion performance was better than in our previous study reported in
Chapter 4. This outcome is likely to be explained by the modification
that were made in the present study. The primary differences of these
study from the previous one were:
• The number of stimuli per each category of psychological states
was increased from one to three (in order to address the limita-
tion we identified).
• The length of stimuli became shorter (one minute instead of five
minutes).
• The number of archetypes was decreased from eight to seven.
The archetypes of mother and animus were removed and the
archetype of hero rebirth was added.
• We dropped the measurements of respiration and skin tempera-
ture that did not show prominent results in the previous experi-
ment and monitored only ECG and skin conductance.
It is difficult to say why exactly the classification performance be-
came better than in the previous study because several variables were
changed: the number of stimuli, the length of stimuli, the archetypes
and the measurements. Our educated guess is that the increase in the
number of stimuli had the biggest impact on the classification per-
formance. In accordance with this point of view, the hypothesis that
psychophysiological responses of the subjects in the previous study
may have been influenced by particular characteristics of the individ-
ual film clips finds some experimental evidence.
If the classification accuracy achieved in this experiment is compared
with other affect recognition studies, then based on the review pro-
vided in (Novak et al., 2012) the predictive power of our models is on
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par with the results reported by other researchers. As it was pointed
out in Chapter 4, there are studies where higher accuracies have been
reported but one should take into account two factors while perform-
ing a comparison. First, in many cases, the classification is subject-
dependent, meaning that recognition algorithms are trained and opti-
mized to perform well with physiological data from a particular per-
son and cannot be successfully used for the general population. Our
findings also demonstrated that subject-dependent classification en-
ables a significant improvement in the accuracy of predictions. Second,
the number of psychological states, which are predicted, is generally
smaller.
We should also emphasize the fact that, while in our study only two
physiological signals were recorded (ECG and skin conductance), other
researchers commonly include additional sources of data, such as EEG
or eye gaze. The additional sources of data clearly contribute to the im-
proved classification accuracy, but we intentionally kept the number of
measurements low in order to obtain evaluations applicable to realistic
application scenarios. Based on the classification results for the explicit
emotions, we could conclude that our experimental design and meth-
ods were valid. It was then safe to proceed with the interpretation of
the experimental findings for the archetypal experiences.
Similarly to the explicit emotion, the statistical analysis identified
a significant main effect of categories of the archetypal film clips on
physiological responses elicited in the subjects by these videos. The
results of the classification demonstrated that prediction models con-
structed with established data mining techniques and trained on the
physiological data of the subjects achieved the accuracy, which was
considerably higher than the chance level. The models for seven classes
of the archetypes featured classification rates up to 36.7 percent. When
the number of the classes was reduced from seven to four, the recogni-
tion accuracy achieved 57.1 percent. It was difficult to compare these
results with the state of the art because we were not aware of studies
that examined archetypal experiences of people from a psychophysi-
ological perspective. In order to have a relative benchmark, obtained
results could be set against the findings related to the explicit emotions.
From the comparison presented in Table 17, it follows that the archety-
pal experiences were predicted with approximately the same accuracy
as the explicit emotions. In fact, the recognition rate for the group of
archetypes, which included the archetype of hero initiation, differed
from the classification accuracy for the set of four explicit emotions
only on a fraction of percent.
We also analyzed the potential for recognition of the subjects’ psy-
chological states from independent physiological signals. According to
the results presented in Table 14, prediction models trained exclusively
on the ECG data achieved recognition rates of up to 44.6 percent for the
archetypes and 43.1 percent for the explicit emotions. On the other
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hand, as it can be seen from Table 15, the skin conductance data en-
abled us to train models that featured accuracies of up to 45.5 percent
for the archetypes and 46.0 percent for the explicit emotions. There-
fore, it seems that a fusion of the independent physiological signals is
required to achieve more reliable classification results.
Overall, the experimental findings indicate a positive relationship
between the physiological signals of subjects and different types of the
archetypal experience. Moreover, we were able to train prediction mod-
els, which differentiated between four archetypes with an accuracy of
up to 57.1 percent. Our results for the classification of the explicit emo-
tions and the archetypes were almost identical. From our point of view,
the fact that a similar recognition accuracy of archetypes comparing to
the classification of arousal and valence was achieved is a good ac-
complishment. Prior to the study, we expected a lower classification
performance due to the complex nature of archetypes.
Although the obtained classification models demonstrated perfor-
mance that was considerably higher than the chance level, they still
may not be good enough for practical applications. For this reason, we
sought ways to improve the recognition performance. A common ap-
proach to address this problem in affective computing is to use within-
subject rather than between-subject datasets for training of the classi-
fiers. Our findings summarized in Table 18 suggest that a switch from
the between-subject to within-subject classification indeed could lead
to better performance. Although these results may be overoptimistic
due to a relatively low number of data samples per individual, they
can be considered as preliminary evidence in favor of the proposed ap-
proach. Another interesting observation related to the within-subject
classification is that the prediction models were generally more accu-
rate for male participants.
6.4.3 ArcheSense
Immediately after completion of the experimental sessions, the advan-
tages of using ArcheSense became apparent. First, this tool solved the
problem of synchronization between presentation of the video clips
and recording of physiological data. Without ArcheSense researchers
have to develop themselves or use third-party software for saving
timestamps of the start and the end of every film clip. Then, they
need to match the timestamps of the video clips with the timestamps
of the raw physiological recordings and select only those chunks of
the physiological data that correspond to presentations of the clips. In
this experiment, we had 23 participants and each of them watched 36
breathing videos and 36 regular film clips. Therefore, 1656 matches
in total were necessary. Obviously, it is tiresome to do the matching
manually and some sort of dedicated software is required for this task
as well. With respect to these problems ArcheSense demonstrated its
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usefulness and helped us to save considerable amount of time on the
first step of data collection.
Second, ArcheSense running on a tablet computer gave us the flex-
ibility that is not available in conventional approaches to collection
of physiological data. Even though the reported study was conducted
in the laboratory settings, the portability of ArcheSense enabled re-
searchers to freely move around the subjects and between two rooms
holding the tablet with a real-time stream of physiological data visu-
alized by this tool. It was particularly helpful in situations when the
quality of physiological recordings was bad due to the poor electrical
contact between skin of a subject and an electrode. The immediate vi-
sual feedback provided by ArcheSense enables us to quickly identify
such problems and efficiently respond to them. Without doubt, the
flexibility of ArcheSense as a data collection instrument is likely to be
even more significant advantage in realistic and mobile scenarios.
Besides providing assistance in the data collection, ArcheSense also
simplified and automated the extraction of featured from the physio-
logical recordings. In our experiment, two physiological signals were
captured: ECG and skin conductivity. Several features for the future
classification had to be extracted from the raw data corresponding to
both of these signals. ECG data needed to be processed in order to lo-
cate heart beats and obtain beat-to-beat intervals because they would
serve as an input for calculation of heart rate and HRV features. Sim-
ilarly, the raw skin conductivity data had to be analyzed in order to
obtain such features as skin conductance level and skin conductance
response. Traditionally, researchers have to either adjust third-party
signal processing tools or develop their own software routines for ex-
traction of physiological features. None of these options seems con-
venient or leads to the efficient utilization of researchers’ time. For
this reason, the capability of ArcheSense to automatically extract fea-
tures like heart rate from the physiological signals was particularly
helpful for us. According to the settings related to the recognition win-
dow, ArcheSense divided physiological data corresponding to each of
the film clips into 12 non-overlapping segments. A segment, therefore,
lasted for five seconds, and the temporal data was averaged over its
duration. This procedure was performed for HR, SCL, and SCR signals.
For the SCR, the tool additionally calculated absolute values of the sig-
nal (Figner and Murphy, 2011). Then, ArcheSense performed fusion
of physiological data coming from different signals through concate-
nation. As an outcome of the transformation we had an integrated
dataset consisting of 36 features that could be used for statistical anal-
ysis and classification. As it was explained in the Methods section, we
further extended this dataset by including features that at the time of
the experiment could not be obtained with ArcheSense. Prior to per-
forming training of a prediction model, we used ArcheSense to reduce
the dimensionality of the obtained dataset with PCA algorithm.
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Overall, based on our observations during the experiment, it seems
that ArcheSense is a viable tool for observation of human experience
through the physiological measurements. This instrument can poten-
tially replace separate instruments for recording of physiological sig-
nals, extraction of features, reduction of dimensionality, and classifica-
tion. Moreover, the portability aspect of this tool enables researchers to
investigate emotional experiences of people in ecologically valid, realis-
tic environments. ArcheSense significantly simplified and streamlined
our study for recognition of emotional responses to the film clips. Nev-
ertheless, we identified two important limitations of the current ver-
sion of ArcheSense. The first limitation is related to the small number
of available data mining methods. The second limitation is associated
with the narrow capabilities for calculation of various physiological
features. The origin of both limitations is directly linked to the fact
that, as of writing, ArcheSense was at the early stage of development,
and therefore, implemented only a bare minimum of features in order
to be functional. Despite of the limited functionality, the implementa-
tion of ArcheSense was sufficient to validate the proposed framework
for an instrument that can facilitate evaluation of affective experiences
based on physiological data.
As our results indicate that ArcheSense has a potential to become
a fully featured all-in-one instrument for evaluation of affective expe-
rience, it is necessary to outline several future directions. First of all,
we plan to address the limitations that became apparent in the afore-
mentioned study. Next, it is necessary to assess performance of the
tool in the evaluation mode. A separate study has to be conducted for
this purpose. Another study could be performed in order to assess the
usability aspects of the developed tool. Finally, ArcheSense should be
complemented with additional capabilities, such as convenient shar-
ing of collected physiological data and prediction models. The shar-
ing could take place at a portal connected to the Internet. Researchers
would be able to collaborate with each other by sharing datasets in a
uniform representation.
6.4.4 Limitations
The present study has some limitations. One limitation is the relatively
small number of participants. If we talk about the within-subject clas-
sification then it is necessary to mention that more data samples per
subject would be beneficial. Another limitation is that the participants
did not move much during the presentation of the stimuli and, thus,
movement artifacts in the physiological measurements were minimal.
In many practical scenarios it is reasonable to expect movements of
users. For this reason, additional filters for the elimination of the noise
generated by movements have to be introduced. Finally, additional
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studies are still necessary for the the final confirmation of the gen-
eralizability of our findings.
6.5 conclusion
Besides explicit emotional feelings that are easily available for con-
scious recollection, people have unconscious experiences that never-
theless drive their decisions, motivations, and behaviors. Unlike the ex-
plicit emotions, the unconscious or implicit experiences have received
little attention in the HCI field. In this study, we investigated whether
the archetypal experiences of users, which in part constitute the un-
conscious, produce distinct patterns of physiological responses and
estimated the feasibility of the automated recognition of such experi-
ences with wearable sensors for measurement of cardiovascular and
electrodermal activities. Seven archetypes and five explicit emotions
were included in the study and presented to subjects by means of
the film clips. Following the presentation of every video the partici-
pants were asked to provide a conscious report about their feelings.
The statistical analysis demonstrated that the film clips with both the
archetypes and the explicit emotions led to significantly different psy-
chophysiological responses. Then, the data mining techniques were ap-
plied to the subjects’ self-reports and their physiological data in order
to construct several prediction models. In case of the archetypal film
clips, the models trained on the physiological data demonstrated bet-
ter performance (57.1%) than the models built based on the self-reports
(43.1%). We encountered an opposite finding during the evaluation of
the models for the explicit emotions. The models that were built based
on the SAM reports featured higher classification accuracy (64.9%) than
the models trained on the physiological data (57.2%). Thus, it seems
that by using the physiological signals the archetypes could be distin-
guished as accurately as the explicit emotions. Moreover, our research
findings suggest the subjects had more conscious awareness about the
explicit emotions rather than the archetypal experiences. Although the
classification performance for the archetypes was considerably higher
than the chance level, it may not be robust enough for practical ap-
plications. Therefore, we carried out a preliminary evaluation to see
whether a switch from the between-subject to within-subject modeling
could benefit the recognition accuracy. Our analysis was performed
on small data samples and may be overoptimistic, but it indicated that
the classification rate for seven classes of the archetypes could be im-
proved up to 70.3 percent by using within-subject models. Overall, our
findings suggest the archetypes could be identified in human experi-
ence through physiological measurements even though they may not
always be consciously recognized by the individuals.
Additional goal of this study was to evaluate the tool that could fa-
cilitate evaluation of affective experiences through the measurement
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of physiological activations. Although the area of affective computing
and other fields requiring the means for objective evaluation of human
experience are growing, researchers still miss an instrument that could
automate and streamline psychophysiological measurements. There-
fore, in Chapter 5, we introduced a framework and provided an initial
implementation of such an instrument. Our implementation is called
ArcheSense and is publicly available at Google Play. Based on the
initial findings obtained during this study, we could conclude that
ArcheSense considerably simplified and automated the technical as-
pects of conducting a psychophysiological experiment. More specifi-
cally, recording of physiological signals, extraction of features, reduc-
tion of dimensionality, and classification or estimation were handled by
ArcheSense. Finally, we hope to continue development of ArcheSense
as a general research tool for measuring affective responses of people
through their physiological activations.
7G E N E R A L D I S C U S S I O N
7.1 implicit mental experience and archetypes
We started this dissertation with considering the problem of captur-
ing and digitizing mental experience of people. As it was explained
in Chapter 1, sharing of experience is crucial in many aspects of hu-
man life. For instance, constitution of groups requires individuals to
share experience in short and long periods of time. Lahlou (2010) ar-
gued that sharing experience in the short term strongly constitutes
participation. When sharing takes place in the long term, it supports
the creation of a common mythical past and belief in a shared destiny
of a project. Emotional component of experience plays a particularly
important role in the establishment of groups. It is also crucial in the
empathic competences of humans that enable them, to certain extent,
make sense of the overt behavior of other people using analogies from
their own experience (Hatfield et al., 2009). Therefore, transmission of
human experience goes beyond the mere exchange of information and
involves a social dimension comprising of the multidimensional facets
of direct, primary, and bodily experience (Lahlou, 2010).
A variety of methods for capturing and transferring the aspects of
human experience related to the objective knowledge have been de-
veloped. On the other hand, measuring the emotional dimension of
human experience represents a more challenging task and was first
considered in the 1990s when the discipline of affective computing was
introduced as “computing that relates to, arises from, and deliberately
influences emotion” (Picard, 2010). Researchers working in the field of
affective computing have invented a number of techniques that make
possible capturing and digitization of users’ emotional states. The fo-
cus of their research, however, always stayed on the explicit emotional
states. That is, emotional states that can be consciously interpreted
and reported by people using, for instance, a questionnaire. While this
approach seems plausible, based on the research findings from the do-
main of psychology, it becomes clear that the implicit emotional expe-
rience of people also demands attention from the scientific community.
In this dissertation, we attempted to evaluate the feasibility of devel-
oping methods that enable recognition and digitization of the implicit
mental experience.
The major difficulty associated with capturing the implicit experi-
ence is directly linked to the fact that humans find it very difficult
or impossible to describe this kind of mental experience. For this rea-
son, very few knowledge about evaluating or quantifying the implicit
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(or unconscious) experience exists. One of the frameworks for descrip-
tion of the unconscious experience of people that found a wide ap-
plication in personality psychology and marketing was developed by
Jung (1981). Using the concept of archetypes, he provided a conceptual
structure for understanding how the unconscious mental experience is
organized. Archetypes are prototypical categories of situations, objects,
and people that are common for the most of the cultures and have ex-
isted across evolutionary time. When an archetype is experienced, it
produces a distinguished array of implicit emotional feelings. Taking
into account the prominence of Jung’s framework, we used it in or-
der to more clearly formulate the goals of this research. Utilizing on
the notion of archetypes, we could narrow down the general problem
of recognition and digitization of the implicit mental experience to a
more specific task of capturing the unconscious experience related to
various archetypes.
Research in psychophysiology and affective computing has demon-
strated that psychological states of an individual can be successfully
linked with physiological activations in a human body. For instance,
an exposure to a stressful situation may produce a change in heart
rate. The relationship between psychological states and physiological
signals is particularly valuable because it provides a capability for an
objective evaluation of the individuals’ mental states. This evaluation
bypasses the conscious thinking of the individuals and cannot be in-
fluenced by their subjective reports. Thanks to this property of physi-
ological data, it is sometimes referred to as ’honest signals’(Pentland
and Pentland, 2008). Our main hypothesis in this dissertation was that
physiological data may help us to capture not only the conscious emo-
tional experience but also the archetypal experience. Moreover, we
wanted to see whether different types of the archetypal experience
could be reliably recognized by a computer system in an automated
fashion. This research challenge was approached with a series of three
empirical studies that enabled us to shed some light on the problem of
digitizing the archetypal experience of people. In this chapter, we will
discuss our main findings, outline future research directions, review
the practical applications, and draw the final conclusion.
7.2 physiological correlates of perceiving affective pic-
tures and sounds
Our first study relied on a pool of pictures and sounds selected before-
hand for elicitation of the archetypal experience in the participants.
This method of elicitation was chosen based on the state of the art in
affective computing. As explained in Chapter 3, our review indicated
that two databases consisting of pictures and sounds (Lang et al., 2008;
Bradley and Lang, 1999) are ones of the most common instruments for
the elicitation of the emotional experience. Although one may point
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out several disadvantages of these databases, such as very brief expo-
sure to the stimuli (approximately 6 seconds) or the content that is
starting to look old-fashioned nowadays, they are still one of the stan-
dard approaches in the research on emotion. For this reason, it was
logical to use images and sounds for elicitation of the archetypal expe-
rience as well. As our first study was relatively simple and included
only one type of the archetypal experience, it was relatively easy to
find the required set of stimuli. The pictures and sounds were selected
based on their symbolic meaning that corresponded to the archetype
of the self. Additionally to the stimuli for the archetypal experience,
standard stimuli (from IAPS and IADS) for the explicit emotions were
included in the study.
The main question that we expected to answer after the first study
was whether a particular kind of the archetypal experience would re-
sult in a homogenous pattern of activations in the ANS of the partici-
pants. Depending on the answer to this question it would have been
necessary to either continue the inquiry into capturing of the archety-
pal experience or change the topic of the investigation. Taking into
consideration the previous work on correlation of ECG features to emo-
tions (Fairclough and Venables, 2006) and the simplicity of the experi-
ment, only this physiological signal was monitored. This circumstance
enabled us to speed up the processing of the data and reduce the com-
plexity of the statistical analysis. Besides recording the physiological
data of the subjects we also collected their self-reports using the SAM
instrument. The analysis of the collected data led to several important
observations. First of all, the collected SAM ratings confirmed that the
distribution of the stimuli for explicit emotions in the affective space
was consistent with the previous research (Lang et al., 2008; Bradley
and Lang, 1999). The location of the archetypal category of stimuli in
the affective space was very close to the neutral category. Therefore,
it seems that the participants consciously described their feelings to-
wards the archetypal content as neutral. Next, several statistical tests
that were performed for different time intervals of the physiological
data indicated a significant main effect of the category of the stimuli
on the average heart rate of the subjects. As our dataset included the
physiological recordings corresponding to both the archetypal experi-
ence and the explicit emotions, the outcomes of the statistical analysis
implied that individual categories of the stimuli were characterized by
considerably different patterns of the cardiovascular responses. More-
over, results of the classification that treated the physiological data as a
predictor of the category of the stimuli indicated that a particular emo-
tional or archetypal state could be predicted with an accuracy above
the chance level. There were also two interesting observations that did
not have a direct relation to the main research question. The first one
is that sounds had a stronger effect on the participants as evidenced
by large decelerations of their HR. The second observation was that
130 general discussion
the cultural background of the subjects did not significantly influence
their responses to the archetypal content.
Although the statistical analysis and the classification provided an
initial evidence that the experience related to the archetype of the
self could lead to a recognizable pattern in a change of the partici-
pants’ heart rate, the classification accuracy was considerably lower
than other studies in affective computing reported. One of the most
likely explanations of the poor classification performance was related
to the intentional simplicity of this experiment. The study was de-
signed in a way that enabled us to quickly confirm or discard the
main hypothesis and, based on the outcome, either proceed with more
sophisticated experiments or adjust the research vector. Since the col-
lected data suggested a positive answer to the principal research ques-
tion and provided a substantial foundation for the future research, we
began planning our next experiment by identifying the weaknesses
that needed to be addressed foremost. Overall, it seemed that three
limitations had to be overcome in order to achieve more complete and
reliable classification results: (1) the number of archetypes in consid-
eration, (2) the assortment of physiological measurements, and (3) the
intensity of the stimuli. The number of archetypes in consideration had
to be increased because the technique for digitization of the archetypal
experience should cover at least several most common archetypes. A
study of a larger pool of archetypes would also enable us to discover
the differences between responses to individual archetypes. The assort-
ment of physiological measurements had to be expanded in order to
develop more accurate prediction models that could benefit from a
rich source of physiological data. Finally, the stimuli for elicitation of
the archetypal experience had to be modified because during the ex-
periment we observed that demonstration of pictures and sounds for
brief moments of time could not strongly affect the emotional states
of the participants. Moreover, certain mental experiences may require
larger temporal ranges to develop.
7.3 physiological correlates of watching film clips with
archetypal appearances
Having obtained the initial evidence that exposure of people to the
stimuli with archetypal content may result in a noticeable change of
their heart rate, we proceeded with a more detailed investigation of
the methods for capturing the archetypal experience using physiolog-
ical signals. This investigation required us to conduct two empirical
studies, which outcomes are discussed in the next two subsections.
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7.3.1 Study 1
This study was a considerable improvement in terms of the method-
ological procedure and the physiological measurements in compari-
son with the previous experiment. First of all, we replaced pictures
and sounds with film clips that proved to be more powerful in captur-
ing the attention of the participants thanks to their dynamic display
including visual and audio modalities. We expected that application
of the film clips in this study would enable us to elicit more inten-
sive psychophysiological reactions in the subjects. Another modifica-
tion was related to the diversity of the archetypal experience being
investigated. We performed a survey of the literature about archetypal
symbolism and identified eight of the most important and frequently
found archetypes. Also, the array of physiological measures was con-
siderably expanded. In this study, four physiological signals including
cardiovascular, electrodermal, respiratory activities, and skin temper-
ature were monitored. Similarly to the experiment with pictures and
sounds the participants were required to provide retrospective eval-
uations of their feelings using the SAM instrument. Moreover, there
was a number of less significant modifications that were thoroughly
described in Chapter 4.
The amount of the experimental data collected in this experiment
was considerably larger than in the previous study. The analysis of
the collected data was started with running several statistical tests that
suggested a significant relationship between most of the physiolog-
ical signals monitored during the experiment and the categories of
the archetypal film clips demonstrated to the participants. A notable
exception was the signal of skin temperature that apparently had a
very low time resolution. Probably, the variations in the skin temper-
ature were too slow to reflect the changes in psychological conditions
of the subjects. Overall, the results of the statistical analysis were in
line with the findings obtained in our previous study. Next, we pro-
ceeded with training prediction models and evaluating their classifi-
cation performance. In this area of analysis, a considerable improve-
ment of the classification accuracy comparing to the previous exper-
iment was expected because the prediction models could be trained
on a larger amount of the physiological recordings. The training of
the prediction models was performed with five well-established data
mining techniques. Using the obtained models we could distinguish
between five classes of the explicit emotion with an accuracy of up to
36.8 percent. This classification performance was close to the best re-
sults reported by other researchers in affective computing. Based on
the fact that we could reproduce their results with regard to the ex-
plicit emotions, one could conclude that our methodology was correct.
The results related to the evaluation of the prediction models trained
on the physiological data corresponding to the archetypal experience
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were close to the observations for the explicit emotions. In fact, taking
into account a large number of classes, the classification accuracy for
the archetypal experience was even slightly better than for the explicit
emotions and amounted up to 29.5 percent. Besides comparing the re-
sults with other studies in recognition of affect, we could also set them
against the observations from the previous experiment. In comparison
with the previous study, this prediction model performed considerably
better.
As a next step of analysis, we looked at the data collected with the
SAM instrument. The analysis showed that the data from the introspec-
tive reports of the participants could predict the category of the film
clips worse than the physiological recordings. Further examination re-
vealed that the prediction models trained on the SAM data could pro-
vide more reliable classification for the explicit emotions than for the
archetypal experience. Based on these observations, one could spec-
ulate that since the participants were not consciously aware of the
archetypal properties of the film clips, they were not able to provide
reliable self-reports. On the other hand, the accuracy of the models ob-
tained from the SAM data was higher for the films eliciting the explicit
emotions because the subjects could easily recognize and describe their
psychological state using the rating scales. If the results acquired using
the SAM ratings and the physiological data were compared with each
other, it was clear that, in case of the archetypal film clips, the classifi-
cation techniques based on the physiological signals outperformed the
models built using the data from the self-reports. This observation sug-
gested that even though accurate self-reports could not be provided by
the participants, their physiological signals still responded to the pre-
sented stimuli.
In general, this experiment enabled us to collect a significantly large
amount of physiological data that could be used to build robust pre-
diction models. Moreover, the scope of the previous study was con-
siderably broadened by introducing eight types of the archetypal ex-
perience corresponding to the common archetypes. Unfortunately, we
could not avoid several limitations in the design of the experiment.
The most critical limitation was related to the number of the film
clips utilized in the study. As each category of the explicit emotions
or the archetypal experience was represented with only one video clip,
there was a potential threat that the data mining algorithms could pro-
duce prediction models specific to a particular clip rather than to a
whole category. This fact significantly limited the generalizability of
our findings to other experimental settings. Furthermore, it was diffi-
cult to make any firm conclusions based solely on this experiment. For
this reason, it was decided to design and carry out another study that
would have similar experimental settings but at the same time could
address the limitations we identified. A discussion of the findings ob-
tained in that study is presented in the next subsection.
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7.3.2 Study 2
Since the main goal of this study was to extend the generalizability of
our previous results, in many aspects it was similar to the experiment
described in the previous subsection. Still, there were several signifi-
cant differences that have to be mentioned. First, the number of the
film clips was increased in three times. This modification considerably
increased the representativeness of the potential findings because ev-
ery type of the archetypal experience and every explicit emotion were
represented with three film clips taken from different sources. Next dif-
ference was directly related to the increase in the number of the film
clips and concerned the length of the videos. Since the participants had
to watch more clips, we had to shorten them because otherwise an ex-
perimental session would be unreasonably long. The last major mod-
ification was related to the physiological measurements. We dropped
skin temperature and respiration measurements because the previous
experiment indicated that their contribution to the classification per-
formance was not very significant. Moreover, we wanted to obtain the
prediction models based on the physiological signals that could be re-
liably and unobtrusively monitored in realistic environments. While
ECG and skin conductance signals satisfied this requirement and could
be measured with open-source wearable sensors, respiration and skin
temperature were more susceptible to motion artifacts and there was
no convenient way for their monitoring. The physiological data was
collected and processed using ArcheSense, a portable tool for evalua-
tion of human experience that we developed (see Chapter 5 for more
details).
Following the approach of the previous two studies, we started the
analysis procedure with running several statistical tests. In line with
our expectations, the statistical analysis indicated a significant rela-
tionship between the explicit emotions presented in the videos and the
SAM ratings provided by the participants. Although identical statistical
tests also suggested a significant relationship between the archetypal
experiences and the SAM ratings, the strength of this relationship still
had to be clarified. The statistical analysis also confirmed that each
types of the film clips (explicit and archetypal) had a significant main
effect on the physiological signals. Next, the collected data was used
for training of prediction models and evaluating their performance in
classifying the categories of the film clips. We discovered that the mod-
els built on the SAM data featured better performance with the explicit
emotions rather than with different classes of the archetypal experi-
ence. This finding closely reproduced the observation from our previ-
ous experiment, and probably, could be best explained in terms of the
degree of conscious awareness that the subjects had about their mental
states. Next, the physiological recordings were evaluated in terms of
their capacity to predict the categories of the film clips. As our analysis
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indicated, the explicit emotions could be classified less reliably than in
the previous experiment. The recognition accuracy ranged from 50.7
percent for the case with five classes to 57.2 percent for the case with
four classes. Our hypothesis was that the decrease in classification per-
formance was most likely caused by the large number of film clips
included in each of the categories. Still, if this accuracy of prediction
was compared with the state of the art, one could see that our results
were on par with many other studies that dealt with between-subjects
classification and four-five class labels. Most of the experiments that
reported better performance were either using within-subject classi-
fication or had a smaller number of classes. The analysis conducted
for the physiological data related to various categories of the archety-
pal experience demonstrated a prediction accuracy similar to the one
achieved for the explicit emotions. Overall, the experimental findings
pointed at a positive relationship between the categories of the film
clips that were demonstrated to the participants and the activations
in their physiological signals. Moreover, the classification performance
was similar for the videos related to both the archetypal experience
and the explicit emotions.
We also explored possibilities for improving the classification accu-
racy. The most significant improvement was obtained when the predic-
tion models were trained individually for each of the participants. This
approach is known as within-subject classification and, as we men-
tioned above, is commonly used in affective computing. Our results
indicated that on average prediction models built using the within-
subject classification method could distinguish between seven types
of the archetypal experience with an accuracy of 70.3 percent. These
findings could be considered as a preliminary evidence in favor of this
approach. In practical scenarios, this method would require a training
period for every new user.
On the whole, this study enabled us to test many of the observa-
tions made in the previous two experiments. We also managed to miti-
gate many of the limitations identified earlier. The results confirmed a
statistically significant relationship between the archetypes associated
with the film clips and the activations in the participants’ physiological
signals. Although it was not possible to achieve the classification per-
formance as robust as in the previous study, the obtained results were
in line with the current state of the art in affective computing. Also,
we could reproduce most of the important results from the previous
studies. This fact gave us more confidence in the interpretation of the
experimental findings and relating them to the research questions for-
mulated in the beginning of this dissertation.
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7.4 selection and validation of archetypal stimuli
One of the important problems that had to be accounted for in our
studies was the selection and validation of the film clips for elicitation
of the archetypal experience. As this question was common for all the
studies, its discussion is placed in a dedicated section. Our method for
the selection and confirmation of the validity of the archetypal stimuli
took into account three principal aspects.
First, according to Rottenberg et al. (2007), validation of film clips
on the basis of self-reported emotional ratings is a significantly limited
approach because even the most robust self-reported norms provide
no guarantee that a film will elicit the desired emotional experience.
In case of the films with archetypal appearances, it was reasonable to
expect even less benefit in the application of this approach.
For this reason, it was decided to approach the problem of selecting
and validating the archetypal stimuli in a qualitative manner. We con-
tacted one of the most competent research organizations that special-
ize in the archetypal symbolism: The Archive for Research in Archety-
pal Symbolism (ARAS) associated with The C.G. Jung Institute of San
Francisco. The film clips were then evaluated by a group of four ex-
perts from this organization. A pool of the film clips obtained through
this collaboration was used in our experiments.
Second, we applied the principle of triangulation (Moran-Ellis et al.,
2006) in order to increase the probability that the film clips elicit the
expected archetypal experience. Healey (2011) illustrated that the tri-
angulation of multiple sources of information leads to a better set of af-
fective labels. In this study, we combined the qualitative recommenda-
tions obtained from ARAS with the quantitative physiological data. The
qualitative information provided the first round of validation. Next,
the classification performance of the prediction models trained on the
physiological data corresponding to the archetypal stimuli contributed
to the second round of validation.
Third, we used the approach known as ‘Direct and Indirect Mea-
sures’ (Reingold and Merikle, 1990) for the measurement of the partic-
ipants’ conscious awareness about the archetypal stimuli. According
to this approach, the subjects are consciously aware of the effects of
the stimuli if the sensitivity of the direct measure is greater or equal to
the sensitivity of the indirect measure. In our studies, the self-reports
were assumed to fulfill the role of the direct measure and the phys-
iological responses were considered as the indirect measure. As the
analysis of the data collected in the experiments suggests, the indirect
measure seemed to perform better than the direct measure in case of
the archetypal stimuli. Overall, the problem of selection and validation
of the archetypal stimuli is challenging. Our studies represents one of
the first steps in this direction. We hope to address this problem with
a greater detail in the future research.
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7.5 research questions
Having completed a series of three studies, we were ready for the
review of the research questions formulated earlier and the discussion
of how the experimental findings enable us to answer them.
Research question 1. Is there is any relationship between the archetypal
experience of people and physiological activations in their autonomic nervous
systems?
In each of the experiments that were conducted, the analysis of
the recorded physiological data was started with statistical tests. With
these tests, the significance of the relationship between the patterns of
physiological signals and a category of the stimuli presented to the sub-
jects was evaluated. The stimuli in a particular category were related
to the same type of the archetypal experience (e.g., anima or mentor).
Since the outcomes of the tests suggested that the category had a sig-
nificant main effect on the physiological variables, we are inclined to
give a positive answer to the first research question. Nevertheless, con-
sidering the limitations that were present in our studies, we prefer to
treat this positive answer as preliminary. That is, the data collected by
other researchers has to confirm our observations in order to make the
final judgment on this research question.
Research question 2. If the answer to the first research question is pos-
itive, how feasible is an automatic recognition of the archetypal experience
from physiological signals by means of computational intelligence methods?
As we agreed that a positive relationship between the archetypal
experience of the subjects and their physiological activations was ob-
served in the performed experiments, it was necessary to review the
results of classification performance demonstrated by the prediction
models. The models were trained based on the collected physiological
data using a number of computational intelligence algorithms. As one
can see from the overview of the studies, the recognition performance
varied. Although the best classification accuracy was demonstrated in
the second experiment, we suggest to focus on the results of the last
study because it was more accurate in terms of the applied methodol-
ogy. The outcomes of this study indicated that the prediction models
built with the between-subject approach achieved the accuracy of up
to 57.1 percent in differentiating between four types of the archety-
pal experience. Although this performance was considerably above
the chance level, it did not seem sufficient for most of the practical
scenarios. For this reason, we also investigated the recognition of the
archetypal experience using the within-subject approach. The predic-
tion models that were trained individually for each of the participants
demonstrated an improvement in the recognition accuracy. On average,
seven types of the archetypal experience could be correctly predicted
in 70.3 percent of cases. Based on these findings, we conclude that the
automatic recognition of the archetypal experience seems feasible. De-
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spite the fact that the recognition accuracy was not particularly high
in our experiments, it was demonstrated that there is a promising po-
tential for improvement.
7.6 future work
In most of the chapters of this thesis, we have already outlined op-
portunities for further research. This fact demonstrates that there are
many exciting research questions around the area of unconscious men-
tal processing. Hopefully, our work will serve as a starting point for
those researchers interested in capturing the implicit experience of peo-
ple through analysis of physiological data. In this section, we would
like to discuss several ideas for future work that, from our point of
view, are important and relevant.
The first research direction that requires further exploration is re-
lated to the reproduction of our findings in different experimental
contexts and conditions. The outcomes of such studies would enable
one to generalize the observations made by several independent re-
searchers and draw a final conclusion about the the feasibility of cap-
turing the archetypal experience of people through physiological mea-
surements.
Next, it is necessary to consider the types of the archetypal experi-
ence that have not been covered in our experiments. For instance, the
archetypes of creator, ruler, innocent and so on can be brought into the
investigation. Also, an effort in building an open database with media
content that expresses various archetypes may be appreciated by the
research community. This database could potentially play similar role
as IAPS and IADS databases in the research on explicit emotions.
Also, the performance of the classification algorithms has to be ad-
dressed. We believe that there is good possibility of improving the
accuracy of the prediction models. For this purpose, one could experi-
ment with data mining methods in order to find an optimal algorithm.
Additionally, more physiological data needs to be collected for training
of the prediction models. Besides improving the classification capabil-
ities, one should also work on increasing the robustness of signal pro-
cessing procedures. These procedures should be efficient in filtering
the physiological data and removing motion artifacts.
Another interesting research proposal is to explore practical appli-
cations of the techniques for digitization of the archetypal experience
in a wide range of settings. In this thesis, we primarily focused on ad-
vancing the knowledge about the recognition of implicit mental states
but, with the exception of Chapter 5, did not talk very much about
their practical relevance. To compensate for this omission, in the next
section our proposals for applications will be briefly discussed.
138 general discussion
7.7 applications
It should be noted that having successful applications is as important
as having a successful technology or method. Creating good applica-
tions may be challenging and requires careful consideration of how
the new technology should be applied. Let us consider some potential
applications of the research findings obtained in our project.
First, a technique for capturing the implicit experience of users with
new products or systems could efficiently complement questionnaires
and provide a new view at how the users feel about using a system.
This technique could be useful for a wide range of people who are
involved in development of products or production of media. For in-
stance, it could support designers and content producers in situations
when a decision has to be made with regard to which version of media
content is likely to better emotionally engage viewers, and therefore,
should be chosen for production. In Chapter 5, the process of devel-
oping a tool that facilitates the evaluation of human experience was
described.
Next, different kinds of lifelogging techniques promoted by the com-
munity known as Quantified Self (Rivera-Pelayo et al., 2012) could
be enriched with additional information about the unconscious expe-
rience of people. The members of this community are interested in
self-knowledge and self-improvement through self-tracking with wear-
able computers. Their interest result in a variety of instruments for col-
lecting personally relevant data for self-monitoring and self-reflection.
Such information can help to gain knowledge about an individual’s
behaviors and habits. However, most of the existing lifelogging tech-
niques have been designed to capture either the external world around
the user or certain quantitative information about physical activities of
the user. For instance, there is a great number of wearable instruments
(some of which became commercial products) that enable people to
automatically take photos throughout the day and create visual di-
aries from the first-person point of view. On the other hand, currently,
there is no tools for automatically saving emotional experience of indi-
viduals. For example, what kind of mood one had yesterday or which
emotions were experienced during the conversation with parents today
after lunch. In case of explicit mental experience, one could possibly
record the information about various emotional conditions manually.
With a simple self-report, it should be feasible to capture those feelings
that an individual is able to consciously reflect on, but what about the
implicit feelings or mental experience that can hardly be described ver-
bally? Presently, this kind of experience cannot be tracked. Therefore, a
tool for unobtrusive tracking of the unconscious experience will likely
be attractive for this community. We see a good opportunity for this
application to enable people to discover their implicit mental experi-
ence.
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Another potential area where advantages could be found is the auto-
mated tagging of digital video content based on represented archetypes.
Movies typically employ various archetypes and psychological research
suggests that people’s reactions and preferences for films are character-
ized by their dominant archetypes (Faber and Mayer, 2009). Therefore,
the tagging could be useful for personalized movie recommendation
systems (Liu et al., 2009) that suggest a movie based on the archetypal
experience it delivers.
One more possible application in the entertainment domain is gam-
ing. Studies of game narratives have demonstrated that, similar to
movies, computer games involve many archetypes (Ip, 2010). However,
unlike movies, video games require a gamer to provide continuous re-
sponse and a narrative of a game highly depends on it. Thus, games
may benefit from information about the unconscious states of users by
adapting the game-play or storyline accordingly.
Finally, we are confident that practitioners will come up with other
interesting applications.
7.8 conclusion
Human mental experience is a complex and multidimensional phe-
nomenon. As research in psychology indicates, while certain part of
the experience lies at the surface of people’s conscious awareness, there
are also deeper layers of mental processes that operate implicitly. Based
on the idea that the implicit mental processing can potentially be un-
covered through analysis of physiological activations modulated by
ANS, we developed a line of research that investigated the possibilities
of sensing unconscious (or implicit) experience of individuals. The the-
oretical framework of our investigation was based on the work of Jung
who proposed one of the most well-known theories of the unconscious
mind. Since the unconscious experience is very broad, we adopted the
concept of archetypes introduced by Jung that enabled us to narrow
down the inquiry from the generic unconscious experience to the un-
conscious experience related to archetypes. In this thesis, we referred
to it as the archetypal experience. The experimental findings from a se-
ries of three studies indicated that there was a statistically significant
relationship between the archetypal experience of people and physio-
logical activations in their autonomic nervous systems. Furthermore,
it was demonstrated that an automatic prediction of different types of
the archetypal experience from physiological signals by means of com-
putational intelligence methods is feasible, especially in within-subject
classification scenarios. Therefore, it seems that, based on the obtained
evidence, the archetypal experience of people can be captured (or dig-
itized) through physiological data.
Currently, skeptics may question the immediate practical applica-
tions of the findings obtained in this project. The classification accu-
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racy achieved by the prediction models was lower than real-life sce-
narios would require. Recording and interpretation of physiological
measurements still require a certain level of expertise and a consider-
able amount of time. Still, one should not undervalue the significance
of this research. We made one of the first attempts to shine some light
on the unconscious experience of people using empirical observations.
While other research in affective computing was focused on the tip
of the iceberg that corresponds to the explicit emotions, we sought to
explore the part of the iceberg located below the level of conscious
awareness. It is hard to predict where the research on implicit mental
processes will eventually arrive, but we hope that our work could pro-
vide a starting point for this direction of the scientific inquiry. Finally,
we will be honored if this research could help people to understand
their unconscious minds better.
8A P P E N D I X
The appendix includes some complementary material related to this
dissertation, such as ideas and findings that are peripheral, but rele-
vant, to the main text of the thesis. Moreover, it contains instructions
for obtaining a copy of the source code of ArcheSense. ArcheSense is
a tool for evaluation of human experience that was developed over the
course of this PhD project.
8.1 entertainment system for the unconscious
Taking into account the theoretical considerations and experimental
findings discussed in this dissertation, in one of our publication we
proposed a concept of an entertainment system that operates at the
level of the unconscious experience of users. According to the frame-
work of entertainment computing proposed by Nakatsu and Rauter-
berg (2009) (see Figure 22), our concept seems to fit the new area
of Integrated Presence entertainment systems that still awaits to be
explored. First, we argue that such as a system would be able to of-
fer both active and passive experience to users. Active experience is
achieved during the automated logging of user experience, when peo-
ple do whatever they want and just live their normal lives. The users
are considered to express passive behavior at the time of perceiving
content generated by the entertainment system. Second, the system
enables integration of physical and metal presence by helping users to
interact with their unconscious and find a balance between the explicit
and implicit mental experience.
Figure 22: Classification framework for entertainment applications (adapted
from (Nakatsu and Rauterberg, 2009)).
The entertainment system would benefit from the novel way of rich
interaction with users as it could interpret a user’s unconscious expe-
rience and give a feedback encoded using universal symbolic content.
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There are, obviously, two main challenges in the design of such a sys-
tem. The first challenge is to access and interpret the unconscious ex-
periences of users. We approached it in this thesis by recording and
interpreting “honest signals” of people (Pentland and Pentland, 2008).
In our experiments, “honest signals” included physiological signals,
such as skin conductance, that exhibit traces of human unconscious ex-
perience. The second challenge is to generate a feedback that could be
unconsciously perceived by users. Universal symbolic content seems
to be a good media type for this purpose.
Figure 23: The conceptual design of the entertainment system based on Kansei
Mediation interaction model.
The conceptual design of the proposed entertainment system can
be seen at Figure 23. At the core of the system would be a wearable
logging device that would include sensors for capturing both the envi-
ronment around the user and the physiological signals of the user. The
logging device would selectively collect snapshots of the user’s envi-
ronment only at the moments of time that are for some reason impor-
tant for the user. The recording would take place even when the user
does not consciously think that a moment is important. The selection
of the moment, at which a snapshot of the reality is made (including
photo or video, sound, location, etc.), would be automated based on
the physiological signals of the user obtained from the sensors. The
system, then, is able to analyze the collected data and generate an
interpretation of it. With the understanding of the universal symbols,
the content generated by the system would be tailored according to the
symbolic patterns that, according to Jung, reach the unconscious per-
ception of users. Furthermore, depending on the time scale, the gener-
ated content could be used in a variety of applications. If the time scale
was close to minimum, i.e. real-time, the application would function
as an instant representation of one’s current mood. If a user choose a
timescale in one or two days, the content delivery application would
be an interactive narrative. The narrative would be built based on the
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snapshots of the environment taken by the logging device. Although
the instant representation and the interactive narrative could be ones
of the possible options for letting user to experience implicit feedback
from the system, there is no doubt that one might come up with dif-
ferent application ideas. We believe that the potential of the proposed
concept is significant, and it may lead to a strong contribution into the
entertainment computing area.
8.2 alternative representation of emotional states in
the affective space
8.2.1 Introduction and Approach
The dimensional emotion theory is based on the idea of a reduction of
complex multidimensional phenomenon to a more simple representa-
tion (Rauterberg, 2010), which involves a low number of meaningful
dimensions. The most common variation of the dimensional theory
involves the dimensions of arousal and valence, and, therefore, cre-
ates a two-dimensional affective space (Lang, 1984). The dimensional
emotion theory is popular among researchers and is used in many ap-
plications, such as (Mandryk and Atkins, 2007). However, relying ex-
clusively on the valence and arousal dimensions to describe emotional
state seems insufficient to represent an important aspect of emotion,
namely the intensity. Traditionally the fact that emotion can vary in
intensity received surprisingly little reflection in theories of emotion.
Frijda et al. (1992) pointed out that the intensity is one of the most
salient features of emotion and one cannot talk about emotion without
talking about emotion intensity. These considerations trigger a ques-
tion how the intensity of emotion can be reflected in the affective space.
According to Russell (1980), the circular ordering of emotions in the af-
fective space can complement the dimensional representation and the
distance from an emotional state to the origin of the space can be inter-
preted as the intensity of emotion. Therefore, it might be reasonable to
use polar coordinate system to navigate in the affective space.
Although a polar coordinate system has already been applied ear-
lier (Rafaeli and Revelle, 2006), the majority of researches preferred
to use Cartesian coordinate system to determine the positions of emo-
tions within the affective space. The horizontal axis (X) was commonly
used to represent valence and the vertical one (Y) was used for arousal.
The intersection of the axes was considered to be the point of origin
and represent a kind of neutral emotional state. However, such an ap-
proach is questionable for several reasons. First, it does not offer a
convenient way to account for emotion intensity. Second, according
to the dimensional theory the origin represents the neutral emotional
state. However, based on the experimental data from our research, the
neutral emotional state is not precisely located in the origin of the affec-
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tive space. These observations challenge the statement that the origin
represents neutral state. Moreover, they question where in the affec-
tive space the origin should be located and what the meaning of the
neutral emotional state is. We considered the question whether an in-
troduction of a new way to represent the affective space may solve the
issues mentioned above.
There are two widely used coordinate systems for two-dimensional
spaces: Cartesian and polar. Each of them allows an unambiguous
identification of a point in a 2D space, but there are tasks, which can
be easier solved in Cartesian coordinates system than in polar, and
vice versa. A good example of such a task is the equation of a circle
centered at the origin that is more simple and elegant in polar rather
than in Cartesian coordinate system.
Our hypothesis, which we want to explain here, is that although the
affective space is usually described with Cartesian coordinate system,
it may be more appropriate and advantageous to navigate the affective
space with a polar coordinate system. To the best of our knowledge
it was first proposed by Russell (1980) that emotional states in the af-
fective space can be distinguished with angle in a polar coordinate
system. Moreover, he suggested that neutral emotional states would
fall near the origin of the affective space, while the states with strong
intensity would be located further from the origin. Therefore, the dis-
tance between the origin and an affective state is interpreted as emo-
tion intensity. Similar ideas can be found in the work of Reisenzein
(1994), who argued that dimensional theory should account for emo-
tion quality and emotion intensity because otherwise a theory cannot
be regarded as an adequate theory of the structure of emotional experi-
ence. Reisenzein used Cartesian coordinate system and proposed that
emotion quality is defined by the proportion of valence and arousal
and emotion intensity is defined by absolute values of valence and
arousal (Reisenzein, 1994). In a polar coordinate system this would
mean that quality of emotion is defined by angle, and emotion inten-
sity is defined by radius.
Figure 24: Representations of the affective space: Cartesian (left), polar (center),
and modified polar coordinate systems (right). A dot in the affective
space corresponds to a particular emotional state.
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However, there is a difficulty associated with the representation of
the emotional states in a polar coordinate system that is determined by
the fact that rules of linear statistics do not apply for circular data. Con-
sider the following two angles as an example: 2º and 358º. If we operate
in a linear space, then calculating the mean of these angles would re-
sult in an angle of 180º. However, it is obvious that the result is wrong
and the correct mean angle is 0º. This example illustrates the funda-
mental difference between linear and circular statistics (Fisher, 1995).
Unfortunately, only few statistical software packages support analysis
of circular data, and it may be an obstacle for adopting the representa-
tion of the affective space with polar coordinate system. Furthermore,
in a polar coordinate system we faced the problem of interpretation of
the emotional states that are located close to the origin of the coordi-
nate system. It was unclear what quality (defined by angle) of emotion
with zero intensity (defined by distance) is, because in polar coordinate
system a point with zero distance from the origin can have arbitrary
angle.
Taking the above-mentioned issues into account, we transformed the
dimension of arousal by adding 4 to the original values. The modified
coordinate system has now the origin located at the (-4) end of the old
dimension of arousal (as shown on Figure 24). The obvious benefit of
this modification is that it avoids the difficulty with the statistical analy-
sis of circular data, because in modified polar coordinate system angle
can vary only between 0º and 180º, and, for this reason, linear statistics
can be used. Moreover, the representation of the affective space with
modified polar coordinate system solves the problem of interpretation
of emotional states with zero intensity, because they can be assumed
to have quality (defined by angle) of a neutral emotional state. The va-
lidity of the modified polar system needs an investigation. In order to
address the questions highlighted above, we the data obtained using
self-reports in the experiment described in Chapter 3. The results will
be mapped into the affective space as shown on Figure 24 and the rep-
resentations will be evaluated with the aim to identify which of them
is supported by empirical data as more suitable.
8.2.2 Results
Multivariate analysis of variance for repeated measurements, which
we conducted with two coordinate systems, demonstrated that there
was a significant main effect of the category of stimuli on the self-
assessment ratings provided by the participants (Cartesian: F(6,31) =
98.742, p<0.001; modified polar: F(6,31) = 105.595, p<0.001). Moreover,
inference tests of within-subject contrasts among all of the four cat-
egories were performed in two coordinate systems using univariate
analysis of variance. The mean values of the self-assessment ratings
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for every category are plotted in the affective space with both Carte-
sian and modified polar coordinate systems at Figure 25.
Figure 25: Four categories (Positive-Relaxing (PR), Positive-Arousing (PA),
Neutral (NT), and Negative (NG)) of the stimuli are plotted in the
affective space with Cartesian (left) and the modified polar (right)
coordinate systems.
According to the experimental data presented in Table 20, most of
the categories of stimuli can be differentiated by the valence ratings us-
ing Cartesian coordinate system. Only the arousal ratings of positive-
relaxing and neutral as well as of positive-arousing and negative cate-
gories are not significantly different in Cartesian coordinate system. In
the modified polar coordinate system, the angles of positive-arousing
and neutral categories were not significantly different. Other categories
could be distinguished by angle in modified polar coordinate system.
The distance from the origin in modified polar coordinate system suc-
cessfully allowed differentiation between all the categories.
8.2.3 Discussion and Conclusion
Based on the analysis of the data presented in Cartesian coordinate
system, the differences between the four categories of stimuli were sig-
nificant and their positions in the affective space were consistent with
the previous research (Ribeiro et al., 2007; Lang et al., 2008). Therefore,
a conclusion can be drawn that the experimental materials and de-
sign were valid. In order to answer the question formulated earlier, we
compared the representations of the affective space with Cartesian and
polar coordinate systems. As it can be seen from Table 20, the modified
polar coordinate system had one non-significant effect among all cat-
egories, whereas Cartesian coordinate system had two. Although this
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data implies that modified polar coordinate system better describes the
affective space, this advantage is not very clear. Nevertheless, the rep-
resentation of the affective space with polar coordinate system (modi-
fied or non-modified) provides an additional benefit of the capability
to define emotion quality and emotion intensity in a straightforward
manner. In the previous section, a modified configuration of polar co-
ordinate system with the transformed dimension of arousal was intro-
duced for the following reasons.
First, we encountered the above-mentioned problem of arbitrary val-
ues of an angle that corresponds to emotional states with zero intensity.
For instance, it is unclear what emotion quality should have emotion
with zero intensity. Should it have quality of the corresponding emo-
tion or neutral quality? If the first assumption is correct, then it is nec-
essary to know the angle, which defines the emotion quality; however,
the angle cannot be computed, because the emotional state is located
in the origin. On the other hand, if the second assumption is correct,
there is a contradiction between locations of the neutral emotional state
(see Figure 25) and the emotional states with zero intensity. According
to the empirical data, neutral emotions are not located in the origin of
the affective space and have certain emotion quality and intensity. For
this reason, it is not very plausible to treat emotional states with zero
intensity as neutral emotion.
Second, intuitive considerations seem to challenge the concept of
negative arousal. Indeed, it seem to be plausible that there are emo-
tional states with high, medium or low arousal and theoretically with
zero arousal as well, but it is not clear how arousal can be negative
and what is the meaning of negative arousal. Moreover, the literature
in this field also suggests that arousal does not have negative values
(Goldin et al., 2005). Therefore, from our point of view, the configura-
tion of the affective space should only contain non-negative values of
arousal.
Analysis of the experimental data presented in modified polar co-
ordinate systems revealed that all four categories of stimuli, except
the pair of positive-arousing and neutral, can be distinguished one
from another by angle. It is not clear why these two categories have
the same emotion quality and this question should be further inves-
tigated. Overall, the modified polar coordinate system enabled us to
distinguish every category of the stimuli by angle, and thus, provided
initial support for our hypothesis. Despite of the first promising re-
sults, it is still unclear whether the modified polar coordinate system
has substantial benefits over Cartesian coordinate system, and there-
fore, further research with larger sets of emotional stimuli is required.
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8.3 source code of archesense
We have made the source code of ArcheSense available to the general
public. The complete source code of ArcheSense can be downloaded
from the web-page indicated below. Should you have any questions
about ArcheSense please submit them using the contact information
provided on this website.
http://hxresearch.org/archesense/
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