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systems. Such systems may find technological applications that range from graphene synthesis, to
condensation heat transfer, to electrical contacts to graphene, to composites. Using density functional theory,
we have calculated surface energies of the three low-index faces of bulk Cu. We find that these surface energies,
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exfoliation energy and cleavage energy of graphite, the four sets of values spanning a range of only 0.394 to
0.456 J/m2. Our results are consistent with the earlier experimental observation of three-dimensional growth
of Cu on top of graphite. The energies are also used to perform a continuum Winterbottom analysis and also
discrete (atomistic) variants to predict the equilibrium shapes of Cu particles supported on graphite.
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 DFT generates precise surface and adhesion energies in Cu + graphite/graphene 
systems 
 PBEsol is effective for Cu, and optB88 for graphite/graphene and Cu-C systems 














Surface energies, adhesion energies, and exfoliation energies 
relevant to copper-graphene and copper-graphite systems 
 
Yong Hana,b, King C. Laia,b, Ann Lii-Rosalesa,c, Michael C. Tringidesa,b, James W. Evansa,b, and 
Patricia A. Thiela,c,d   
aAmes Laboratory, U. S. Department of Energy, IA 50011, United States 
bDepartment of Physics and Astronomy, Iowa State University, Ames, IA 50011, United States 
cDepartment of Chemistry, Iowa State University, Ames, IA 50011, United States 






We have generated precise values for several key energies that are relevant to Cu-
graphene or Cu-graphite systems. Such systems may find technological applications 
that range from graphene synthesis, to condensation heat transfer, to electrical 
contacts to graphene, to composites. Using density functional theory, we have 
calculated surface energies of the three low-index faces of bulk Cu. We find that 
these surface energies, calculated with the PBEsol functional, are significantly 
higher than with the more common PBE functional and agree more closely with 
experiment.  We have also calculated the surface energies of graphene and graphite, 
the exfoliation energy between graphene and graphite, and the adhesion energies 
between graphene or graphite and a Cu(111) slab. The adhesion energy between a 
carbon layer and Cu(111) is close to the exfoliation energy and cleavage energy of 
graphite, the four sets of values spanning a range of only 0.394 to 0.456 J/m2. Our 
results are consistent with the earlier experimental observation of three-
dimensional growth of Cu on top of graphite. The energies are also used to perform 
a continuum Winterbottom analysis and also discrete (atomistic) variants to predict 













        Copper-graphite or copper-graphene systems are used in, or considered for, 
several technological applications. One is the growth of graphene sheets, which can 
be achieved using polycrystalline Cu as a substrate for chemical vapor deposition 
[1,2]. The graphene sheet can then be removed and used in applications such as 
touchscreens and transistors [3]. Here, the low solubility of carbon in copper 
effectively confines the reaction to the copper surface region. Another application is 
condensation heat transfer (CHT) devices, where high thermal conductivity is an 
important feature. However, in a CHT the Cu normally comes into contact with 
condensing water, which can cause surface oxidation of Cu and reduce thermal 
conductivity. But oxidation can be inhibited by covering the Cu with graphene, 
which is impermeable even to He gas [4]. At the same time, graphene is wetting-
transparent on Cu [5], so it does not interfere with water condensation. As a result, 
graphene-coated Cu shows good performance in CHT. A third area of technological 
interest is in composite materials, where copper-graphite matrix materials can 
combine attractive properties of Cu—high thermal and electrical conductivities—
with attractive features of graphite—low coefficient of thermal expansion, and good 
tribological properties [6,7]. Mechanical strength can also be enhanced: a graphene-
reinforced Cu matrix shows strong increase in yield strength and Young’s modulus 
compared to pure Cu [8].  A fourth area relevant to these studies is electrical contact 
to graphene itself where weak Cu-C adhesion energy would lead to 3D growth and 
therefore high electrical resistance [9]. A fifth area, also in microelectronics, is 
where contacts between Cu and Pb-free solder can result in undesirable 
intermetallics and whiskers. Insertion of graphene between the two metals can 
inhibit the undesirable growth and allow stable contacts to form at reduced 
temperature [10].  
        The purpose of this paper is to evaluate and compare basic energetic quantities 
that are relevant to Cu-graphite or Cu-graphene systems: Surface, adhesion, and 
exfoliation energies, using density functional theory (DFT). Where possible, we 
compare the calculated values with experimental ones in the literature. By 
generating these quantities carefully and self-consistently, we build a platform for 
assessing relative energies and making simple predictions regarding wetting, 
delamination, and related phenomena in these systems.  
        This paper is organized as follows. Section 2 describes the DFT method and 
benchmarking, followed in Section 3 by a presentation of surface energies of 
freestanding graphene, graphite, Cu(111), Cu(100), and Cu(110) slabs. Section 4 
provides adhesion energies of graphene-Cu(111), and Cu(111)-graphite, as well as 
the exfoliation energy of graphene-graphite. Section 5 provides further discussion 
and applications of our analysis, and Section 6 presents our conclusions.  
2. DFT method and benchmarking 
        We perform first-principles DFT total-energy calculations for the Cu, graphene, 












Simulation Package (VASP) code [11]. The projector-augmented-wave (PAW) 
method [12] is used for the electron-core interactions. The pseudopotentials were 
generated and released in 2013 by the VASP group. For all Cu-C systems, we use the 
optB88-vdW functional, where the exchange functional is optimized for the 
correlation part [13], to approximately account for dispersion interactions. For pure 
Cu or pure C systems, we also selectively use other functionals, including Perdew-
Burke-Ernzerhof (PBE) generalized-gradient approximation (GGA) [14], PBE GGA 
for solid state and surface systems (PBEsol GGA) [15], or PBE Tkatchenko-Scheffler 
(PBE-TS) method [16], for purposes of comparison. Spin-polarization effects and 
dipole corrections have been taken into account in all DFT calculations. The selected 
 -centered k mesh, which is specified in the following sections, depends on the 
system to be analyzed. The vacuum thickness between two adjacent slab replicas is 
not less than 1.6 nm. The force-convergence criterion is 0.1 eV/nm. 
 
Table 1 
Lattice constants (  and  , or  ) and cohesive energies (    ) of hexagonal graphite, 
graphene, and fcc Cu from different functionals and experiments. The k meshes and 
cutoff energies (    ) used in our DFT calculations are also listed. 
System Method      (eV) k mesh   (nm)   (nm)      (eV) 
graphite PBE 1000          0.2467 0.8870 7.864 
 PBE-TS 1000          0.2461 0.6659 7.992 
 optB88-vdW 1000          0.2465 0.6701 7.800 
 experiments   0.24589a 0.66720b 7.37c 
graphene PBE 1000          0.2467  7.863 
 optB88-vdW 1000          0.2464  7.730 
 experiment   0.24d   
Cu PBE 600          0.3635  3.486 
 PBEsol 600          0.3569  4.033 
 PBE-TS 600          0.3546  4.093 
 optB88-vdW 600          0.3629  3.580 
 experiments   0.36024e  3.49c 
aAt 78 to 298 K [17]. 
bAt 4.2 K [17]. 
cRef. [18]. 
dRef. [19]. 













          We first perform a benchmark analysis of the bulk properties (lattice constants 
and cohesive energies) of graphite, graphene, and Cu. For graphite, we use the 
conventional unit cell in which 4 atoms are included and the hexagonal structure 
within graphene layers is AB-stacked [21].  For a graphene monolayer (GML), or 
face-centered cubic (fcc) Cu bulk, we use the corresponding primitive unit cell 
containing just one atom. Table I lists the lattice constants and cohesive energies of 
hexagonal graphite, graphene, and fcc Cu from different functionals and 
experiments. PBE GGA, where no dispersion interactions are considered, cannot 
reproduce the  -direction lattice constant (PBE value of 0.8870 nm versus 
experimental value of 0.66720 nm). Both PBE-TS and optB88-vdW functionals 
include van der Waals (vdW) interactions, and they reproduce well the lattice 
constants and cohesive energy of graphite. In all our calculations for Cu-C systems, 
we choose the optB88-vdW functional, with which the lattice constants and cohesive 
energies for graphene, graphite, and fcc Cu can also be reproduced well (see Table 
1). The cohesive energy is calculated as                , where       is the 
energy per atom in the unit cell, and      is the self-energy of a single atom in the 
gas phase. 
3. Surface energies of freestanding graphene, graphite, Cu(111), Cu(100), and 
Cu(110) slabs 
        The surface energy    of a slab (or an unsupported film) with two equivalent 
surfaces on both sides and a thickness   is calculated as 
   
          
  
                                                                              
where    is the total energy of the slab in a supercell,   is the total number of 
atoms in the slab,   is the area of the bottom or top face of the slab, and       is the 
energy per atom in the bulk crystal. The slab thickness   is in units of single-atom 
layers or monolayers (ML). We use our previous method [22,23] to extract surface 
energies from our slab calculations which are reliably converged to bulk values [24]. 
        In the surface-energy calculations below for freestanding graphite slabs, we 
always use a supercell of lateral size     (in units of   ) with k mesh of 
        and energy cutoff of 1000 eV. Here,     and    are the DFT optimized 
lattice constants of bulk Cu and graphite, respectively, as listed in Table 1. In the 
surface-energy calculations for freestanding Cu slab below, we always use a 
supercell of lateral size     (in units of     √ ) with k mesh of        , and 
energy cutoff of 600 eV, except that in the PBE calculations for Cu(100) we used a 
VASP-default energy cutoff of 295 eV. 
3.1 Graphene and graphite 
        Surface energies of freestanding graphite (0001) slabs with thicknesses L = 1 to 
9 from the optB88-vdW functional are plotted in Fig. 1. The circled curve is from the 












sites, and the dotted curve is from the calculations for relaxed slabs where all atoms 
are fully relaxed. From Fig. 1, the dotted curve is almost coincident with the circled 
curve, indicating that, in contrast to strong covalent bonding within a GML, the vdW 
interactions between two GMLs are too weak to induce any significant interlayer 
relaxation at the surface relative to the unrelaxed slab. This is also confirmed by 
checking the slab geometry after full relaxation. With increasing slab thickness L, the 
surface energy converges quickly, achieving a value of 0.229 J/m2 at L = 3 relative to 
0.228 J/m2 at L = 9. Thus, the surface energy for a bulk graphite slab (   ) is 
estimated to be 0.228 J/m2, which is in good agreement with three experimental 
values: 0.260±0.029 [25],          
      [26], and 0.19±0.01 J/m2 [27]. However, another 
experimental value of the surface energy associated with the defect-free hexagonal 
graphite lattice is 0.063±0.007 J/m2 measured recently by Ferguson et al. [28], 
which is significantly lower than our estimate of 0.228 J/m2 as well as all three 
earlier experimental values listed above. 
Fig. 1. Surface energies of freestanding graphite slabs with thicknesses L = 1 to 9 
from optB88-vdW functionals. Circled and dotted curves are for unrelaxed and fully-
relaxed slabs, respectively. The values at L = 1 and 2 correspond to a freestanding 
GML and freestanding bilayer graphene, respectively. 
        In the literature, there are many DFT calculations for the surface energy of 
graphite, but the vdW interactions are not included or not treated well in the early 
analyses. For example, a calculation by Ooi et al. using the PAW local density 
approximation (LDA) produces a value of around 0.075 J/m2 for the graphite 
surface energy [29]. In contrast to DFT methods, Spanu et al. use an ab initio many-
body theory to compute the interlayer bonding properties of graphite and obtain a 
result of 0.34 J/m2 for the surface energy from variational and diffusion quantum 












properties of graphite, Lebègue et al. use the adiabatic-connection fluctuation-
dissipation theorem (ACFDT) in the direct random phase approximation (RPA), and 
obtain a value of 0.29 J/m2 for the surface energy [31]. It is known that, relative to 
standard DFT methods, both QMC and ACFDT-RPA approaches are generally more 
accurate, but the computations are much more expensive especially for larger 
systems. In fact, our DFT value of 0.228 J/m2 from the optB88-vdW functional is in 
reasonable agreement with the above values 0.34 and 0.29 J/m2 from QCM and 
ACFDT-RPA calculations, respectively. For a comparison, we list the surface energies 
of the graphite (0001) surface from different theories and experiments in Table 2. 
        In addition, from Fig. 1, the surface energy at L = 1 (i.e., a freestanding GML) is 
0.212 J/m2, which is 0.017 J/m2 lower than the value for bulk graphite. At L = 2 (i.e., 
bilayer graphene), the surface energy is 0.227 J/m2, already almost the same as the 
value for bulk graphite. 
 
Table 2 
Surface energies (    ) and exfoliation energies (    -        ) for hexagonal 
graphite (0001) surface from different theories and experiments. All quantities are 
in unit of J/m2. 
Method Reference                    
PAW, optB88-vdW this work 0.228 0.425 
PAW, PBE GGA, ACFDT-RPA [31] 0.29  
QMC [30] 0.34  







         





 0.442±0.022  
0.37±0.01  
 
3.2 Cu(111), Cu(100), and Cu(110) 
        Electronic properties of a metal slab can oscillate as a function of the slab 
thickness [34]. Such oscillation behavior is associated with quantum size effects 
(QSEs). Analysis based on a noninteracting electron-gas model (EGM) [23,35,36] 
shows that this behavior is controlled by the relationship between the interlayer 
spacing d of a metal film and the half Fermi wavelength      of the metal. 












    
  
 
                                                                              
where both j > 1 and m are the smallest possible positive integers with no common 
factor, then surface energy as a function of film thickness will display damped 
oscillations with a period of jd. If       is sufficiently close but not exactly equal to 
jd, then oscillations with a period of jd will be modulated into a beating pattern with 
a beat period of   , where 
  
 
          
                                                                    
        Specifically, for fcc metal films with a single valence electron in a metal atom 
(e.g., Cu, Ag, and Au), Eq. (2) can be rewritten as [22] 
                                                                                  
where    √               for (111) film,                    for (100) film, 
and     √               for (110) film, and Eq. (3) can be rewritten as 
  
 
       
                                                                    
        The formulation of Eqs. (4) and (5) indicates that the surface energy curves of 
Cu, Ag, and Au films for a specific type of surface should exhibit an identical 
oscillatory pattern with the same oscillation period: (i) there is a long beating period 
of about 10 ML for (111) film (j = m = 1); (ii) the oscillation period is about 4 or 5 ML 
for (100) film (j = 4 and m = 3, or j = 5 and m = 4); and (iii) there is a primary 
oscillation with the period of 2 ML (j = 2 and m = 1) and a beating pattern for the 
envelope of the primary oscillation with a period of 9.5 ML for (110) film. Overall, 
the DFT results [23], as well as experiments [37,38,39], for Ag nanofilms are 
consistent with these predictions from the EGM analysis. 
        Here we must emphasize that, for the surface energy of a specific type of surface 
of Cu, Ag, or Au, while the above noninteracting EGM predicts the same oscillation 
period, the patterns corresponding to realistic surfaces (from DFT calculations or 
experiments) are not identical for different metals due to other contributions from, 
e.g., electron-electron and electron-core interactions. However, they are similar to 
each other, as is clear from comparing behavior shown in Figs. 2 to 4 for Cu films 
with that for Ag films in Ref. [23], and from the discussion below.  
        Figure 2 shows surface energies of freestanding Cu(111) slabs for L = 1 to 6  
from PBE, PBEsol, and optB88 functionals. The curve shapes are similar to other 
metal fcc (111) films with single s valence (free) electrons, as summarized above for 
the EGM analysis. For Ag(111) films [23], the curve is almost horizontal beyond L > 
2. Thus, the value of the surface energy at L = 6 can be taken as the value for bulk Cu. 
Then, from Fig. 2, the surface energies for bulk Cu(111) slab from PBE, PBEsol, and 














Fig. 2. Surface energies of freestanding Cu(111) slabs with thicknesses L = 1 to 6  
from PBE, PBEsol, and optB88-vdW functionals. Circled and dotted curves are for 
unrelaxed and fully-relaxed slabs, respectively. 
         Figure 3 shows surface energies of freestanding Cu(100) slabs for L = 1 to 31  
from PBE and PBEsol functionals. The curve shapes in Fig. 3 are similar to other 
metal fcc (100) films with single s valence (free) electron. For Ag(100) film, see Fig. 
8 in Ref. [23] and corresponding analysis. To extract the surface energy for bulk Cu, 
















Fig. 3. Surface energies of freestanding Cu(100) slabs for L = 1 to 31  from PBE and 
PBEsol functionals. Circled and dotted curves are for unrelaxed and fully-relaxed 
slabs, respectively. 
        Figure 4 shows surface energies of freestanding Cu(110) films for L = 1 to 31  
from PBEsol functional. The curve shape shows a so-called bilayer oscillation (i.e., 
with an oscillation period of 2 ML) plus a beating pattern, similar to other metal fcc 
(110) films with single s valence (free) electron. For (110) films, as summarized 
from the above EGM analysis, there is a primary oscillation period of 2 MLs with a 
beating period of 9.5 ML. Overall, this EGM prediction is consistent with the DFT 
results in Fig. 4, but the beating periods in Fig. 4 are not quite consistent with the 
period of 9.5 ML. This inconsistency should be attributed to the fact that the EGM 
ignores the nonspherical band structure of the actual metal films and treats the 
electrons as a free-electron gas with the electron density determining the Fermi 
wavelength   , which is 0.4566 nm for Cu calculated from our PBEsol lattice 
constant (versus 0.4609 nm calculated from the experimental lattice constant) for 
bulk Cu in Table 1. To extract the surface energy for bulk Cu, we take the average 
















Fig. 4. Surface energies of freestanding Cu(110) slabs for L = 1 to 31  from PBEsol 
functional. Circled and dotted curves are for unrelaxed and fully-relaxed slabs, 
respectively. 
        For comparison, in Table 3 we list previous results calculated from empirical-
potential methods and early DFT methods for the surface energies of Cu(111), 
Cu(100), and Cu(110).  Most recently, Tran et al. [40] generated an extensive 
database for various metals from DFT calculations using PBE GGA. Relevant values 
are also listed in Table 3, where there is good agreement between our PBE 
calculations and theirs. Specifically, our (their) value is           1.292 (1.31) J/m2 
for Cu(111), and is           1.438 (1.47) J/m2 for Cu(100). The slab thicknesses 
used by Tran et al. (somewhat above 1.0 nm, e.g., equivalent to 4 to 7 MLs for the Cu 
films) is often insufficient for reliable estimates for macroscopic metallic surface 
given strong QSEs in metal films, and therefore a low accuracy of 0.02 J/m2 has been 
assigned in their database [40]. To more accurately extract surface energies in 
contrast to all previous methods [41,42], we use our “adjusting + observing” method 
[24,22,23] in which the slab calculations for a series of slab thicknesses are needed, 



















Surface energies (in unit of J/m2) of (111), (100), and (110) surfaces for fcc Cu from 
different theories and experiment a. 
Method Reference                            








PAW, PBEsol GGA this work 1.609 1.783 1.892 
PAW, optB88-vdW this work 1.464   
FCD [43] 1.952 2.166 2.237 
TB [44] 1.73 1.93 2.04 
MEAM [44] 1.41 1.64 1.65 
MAPW [45]  1.802  
LDA [46] 1.94   
TB-LMTO [47] 1.96 2.09 2.31 
EAM [48] 1.17 1.40 1.28 
a Experimental value: 1.790 J/m2 at the melting point of Cu [49]. 
        The Cu surface energy from an early experiment [49] gave a value of 1.790 J/m2 
(near the melting point), though the experiment did not yield values for specific 
surface planes. It seems, from Figs. 2 to 4, that the surface energies from our PBEsol 
calculations are closer to the experimental value, and thus we suggest using the 
PBEsol values for realistic applications. In addition, the PBEsol functional was 
originally developed to more accurately describe surface effects [15], and so one can 
infer that the PBEsol values for surface energies might be most reliable. 
4. Adhesion energies of GML-graphite, GML-Cu(111), and Cu(111)-graphite  
        The adhesion energy between two slabs (s1 and s2) bonded at an interface is a 
thermodynamic quantity defined as the required energy (per unit area) to separate 
the slabs and create two free surfaces. It can be calculated as 
       
             
 
                                                             （ ） 
where    ,    , and       are the energies of slab s1, slab s2, and the s1-s2 system, 
respectively;   is the s1-s2 interface area [50]. Here, we use the symbol β without 
regard to the nature of the two slabs, because the method of calculation is invariant. 












To be explicit, the terms exfoliation energy and cohesion energy can both refer to 
the case where one slab is a thick layered material, and the other slab is a single 
layer of the same material, e.g., GML-graphite. Cleavage energy applies to the case 
where two thick slabs are identical, e.g. graphite-graphite, and is simply twice the 
surface energy for a single-element material.  Adhesion energy, strictly speaking, 
refers to two thick slabs of different phases, e.g., graphite-Cu.  
        We first calculate the exfoliation energies of one GML on a graphite slab, where 
s1 is the GML, and s2 is the graphite slab with thickness L. As shown by the grey 
curve with circles in Fig. 5, the value of     -         already converges well when L = 
3. At L = 9, i.e., one GML on an 8-GML graphite slab, we obtain     -               
J/m2, which is our estimate of the value for    . This DFT result is in good 
agreement with the experimental values: 0.37 J/m2 [33] and 0.442 J/m2 [32]. These 
values are also listed in Table 2 to be compared with the surface energies. Note that 
    -               J/m
2 is close to, but different from twice the graphite surface 
energy 0.228 J/m2 because s1 is a GML instead of graphite. In the GML-graphite 
calculations, we always use a supercell of     (in unit of   ) with k mesh of 
        and energy cutoff of 1000 eV. 
        In our calculations for Cu(111)-graphite systems, the graphite substrate s2 
always has thickness of 6 GMLs, and a Cu(111) slab s1 has variable thickness L. In 
principle, to eliminate the strain, one can use a very large unit cell (bigger than 
     ), which is very demanding computationally.  Thus, for more tractable 
calculations of these systems, we always use a     supercell in unit of   , and 
therefore there is a Cu-graphite lateral lattice mismatch of (       √ ) 
(    √ )            , which corresponds to a small compressive strain for 
the Cu film along the lateral direction. Consistent with this approach, it is plausible 
that for the growth of 3D fcc Cu islands on graphite, at least initially, Cu is strained 
to epitaxially match the graphite substrate. The positions of all Cu atoms on the 
interface plane are always at the most favorable adsorption site for a single Cu atom 
adsorbed on the graphite surface (the tTH site in Fig. 13 of Ref. [51]). For another 
characterization of this adsorption site, note that the AB-stacking of graphite means 
that half the C atoms in the surface layer have a C directly beneath them in the 
underlying graphene layer, and half do not. The Cu sit directly on-top of the former C. 
During relaxation for energy minimization, the bottommost GML of the graphite 















Fig. 5. GML-graphite, GML-Cu(111), and Cu(111)-graphite adhesion energies versus 
graphite or Cu(111) slab thickness L from optB88-vdW calculations. The different 
systems are indicated by the schematics as insets. 
        For GML-Cu(111) systems, one GML is s1, and a Cu(111) slab with variable 
thickness L is s2.  Here, it should be noted that experiments with graphene sheets on 
bulk Cu reveal moiré patterns to relieve strain, corresponding to a large unit cell in 
which there are a variety of local Cu-C configurations. Undoubtedly, adhesion should 
be at least somewhat influenced by this structure.  However, for more tractable 
analysis of GML-Cu(111) systems, we again use a     supercell in units of   , and 
always position the C atoms of the GML on Cu(111) so that half of them are at fcc Cu 
top sites, which is tested to be more favorable than on fcc-hcp or hcp-top sites [52]. 
In fact, the     supercell approximation has already been widely used in DFT 
calculations for the GML-Cu(111) systems [52,53,54,55,56,57].  
        For Cu(111)-graphite or GML-Cu(111) systems, the k mesh is        , and 
the energy cutoff is 600 eV. In addition, to cancel errors, we always use the same 
supercell and k mesh when separately calculating    ,    , and       for a specific 
thickness L. 
        From Eq. (6), we obtain the adhesion energies     -        and         -         for 
GML-Cu(111) and Cu(111)-graphite systems with increasing Cu(111) slab thickness 
L, as shown by the blue and red curves with triangles and dots in Fig. 5, respectively.  
For    , one can take the values     -              J/m
2 and         -         













Adhesion energies (        -        ) for Cu(111) on graphite substrate, as well as 
adhesion energies (    -       ) for GML on fcc Cu(111) substrate, from different 
theories and experiments. The lateral lattice constant used to model Cu-graphite 




Reference  Cu      graphite   ML Cu      
PAW, optB88-vdW    This work 0.405 0.394 
vdW + elastic 
strain 
thickness-dependent [58] 0.25 0.74 
LDA     [57]  0.34 




    
   














        From the above analysis, the relative magnitude of the three adhesion energies 
can be expressed as     -                 -             -       , but they are quite 
close to each other in magnitude.  These results are summarized in Tables 2 and 4. 
Several other groups have also calculated   ML-Cu     , using different DFT methods 
including LDA [57, 55, 54] and vdW-DF [56] with different lateral lattice constants 
used to model Cu-graphite lattice matching,  and obtained   ML-Cu      values from 
0.20 to 0.40 J/m2 (see Table 4), which are rather close to our calculated value of 
0.394 J/m2. 
        To compare the calculated value     -              J/m
2 with experiment, 
there exist at least three measurements of the adhesion energy of polycrystalline 
graphene on polycrystalline Cu. These have yielded values of 0.74±0.13 J/m2 [59], 
12.75 J/m2 [ 60], and 0.72±0.07 J/m2 [ 61]. It is possible that the experimental 
values are influenced strongly by the grain boundaries, surface roughness, 
atmospheric contamination, and presence of crystallographic Cu surfaces other than 
(111). In support of this view, it is clear that the experimental results are different 
for as-grown graphene from those for transferred graphene [59]. Our DFT results 
are for perfect graphene on perfect Cu(111), and therefore should probably be 












5. Discussion and applications 
        In this paper, we report a variety of quantities, some of which have been 
calculated previously and some not. In general, quantities involving graphene, such 
as     -       , have been evaluated previously with DFT. A new contribution from 
the present work is the calculation of quantities involving graphite, particularly 
        -         and          , and the consideration of how these quantities converge 
with the number of C layers. Another new contribution is the evaluation of low-
index Cu surface energies using the PBEsol functional. Results using PBE functional 
are in the literature, but comparison with PBEsol results suggests that a significant 
correction may be in order (Table 3). Using the values generated in this paper, some 
predictions can be made and compared, qualitatively, with experiment. 
5.1 Growth mode of Cu films on graphite or graphene 
         One application is assessment of the growth mode of Cu on graphite or 
graphene. Bauer developed a set of criteria in the  950’s, for growth of solids on 
solids in equilibrium [ 62]. He deduced that three-dimensional (3D) growth of A on 
B should occur when βA-B < 2γA (i.e., weak adhesion between A and B with high 
surface energy of A) [50,63]. This condition is closely related to an approximate 
criterion that has been developed more recently, i.e. 3D growth can be expected 
when the adsorption energy of A on B is less than the cohesive energy of A [64,65]. 
The latter criterion is useful because it relies on quantities that are more readily 
available, whereas in Bauer’s criterion, the adhesion energy is typically unknown. In 
our case, however, the calculations allow us to apply Bauer’s criterion to growth of 
Cu on graphite or graphene. From our DFT analysis, one has that βCu(111)-
graphite/γCu(111) = 0.277 and βGML-Cu(111)/γCu(111) = 0.269 from optB88 (and 
γCu(111)/γCu(100) = 0.903 from PBEsol), so Bauer’s criterion for 3D growth is clearly 
satisfied.  As an aside, we note that most metals apparently satisfy this criterion and 
exhibit 3D growth, both on graphene [66] and graphite [ 67]. 
5.2 Equilibrium crystal shapes of Cu islands supported on graphite: Continuum 
analysis 
        Beyond a general assessment of growth mode, the above energies allow 
determination of the equilibrium shape of meso- or macroscopic 3D Cu islands or 
clusters supported on graphite (or graphene) through a Winterbottom analysis 
[68,69,50]. As a first step, one determines from a Wulff construction the equilibrium 
shape of an unsupported Cu cluster which is dominated by (111) and (100) facets. 
Specifically, the form resembles a regular symmetric truncated octahedron (TO) 
where each (111) facet is joined at its six edges to three (111) facets and three (100) 
facets, and each (100) facet is joined at its four edges to four (111) facets. If b [a] 
denotes the edge length joining two (111) facets [(111) and (100) facets], then one 
has 
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for γCu(111)/γCu(100)   0.902 from our PBEsol analysis. Second, to determine the 
equilibrium shape of a Cu cluster supported on graphite, we first specify that a (111) 
layer of the cluster is bound to the graphite surface (give the reasonable lattice 
match). Then, the Winterbottom construction specifies that after a Cu slice adjacent 
to a (111) facet is removed or cut away, and that the cluster is supported on the 
newly-exposed (111) facet. Below, we let h111 denote the distance from the center of 
the unsupported cluster to a (111) facet, and let hsub denote the shorter distance to 
the newly exposed (111) facet of the supported cluster (i.e., the distance to the 
substrate). Then, for a Cu cluster supported on graphite, the Winterbottom 
construction gives 
 
                                                                                    ） 
using βCu(111)-graphite/γCu(111)   0.277 from our optB88-vdW analysis. The structure of 
this supported Cu cluster is illustrated schematically in Fig. 6. 
Fig. 6. Schematics showing orthographic projections of the cut TO structure of a 3D 
Cu cluster on a supported graphite substrate based upon the Winterbottom 
construction. The substrate surface is indicated by the extended horizontal grey line 
in (a), and by the green hexagon in (b). The portion of the cluster below that surface 
(shown in light brown) would be absent. For (a), the view is parallel to the substrate, 
and for (b) from an angle looking down on the substrate. Dashed lines indicate 
edges hidden from direct view. 
        Actually, there are some oversimplifications in the above analysis. A more 
comprehensive analysis of the structure of unsupported macroscopic Cu clusters 
reveals a presence of minority facets (restricted to small regions near the edges and 
vertices of the TO) of surface orientations with higher surface energies [40]. Such 
orientations would persist on a macroscopic supported cluster. However, for 
nanoscale clusters, such minority orientations will in practice not occur.  Similarly, 
in the nanoscale size regime, the discrete (atomistic) nature of cluster structure 












the macroscopic theory.  Thus, in general, the actual ground state configurations of 
supported Cu clusters do not exactly mimic the continuum predictions. Even closed-
shell configurations (where the cluster is bounded by complete, smooth facets) will 
generally have b/a and hsub/h111 deviating from Winterbottom values, and they may 
have lower symmetry. Most sizes will have non-closed shell configurations.  
5.3 Equilibrium crystal shapes of Cu islands supported on graphite: Atomistic analysis  
        To illustrate the discrete effects mentioned above, we first consider how to 
construct a supported Cu cluster on graphite of size N = O (103) Cu atoms with 
ground state approximating the Winterbottom shape. For simplicity, we first neglect 
the difference between a and b. Then, a simple fcc lattice model with nearest-
neighbor (NN) attractions of strength , for which                   √   , 
recovers a regular symmetric closed-shell TO (with a = b) as the ground state for 
unsupported clusters for certain magic sizes Nm = 38, 201, 586, 1289, 2406, … [70]. 
At this level of modeling, adhesion to a graphite substrate is described by a different 
NN attraction of strength   between Cu and the C atom on top of which it sits. One 
can tune     to recover the desired value of          -                       . 
Choosing        eV to recover          implies that         eV. For the 
supported cluster, we naturally choose the total size N so that removing or cutting 
away a small discrete number of layers from a (111) facet to mimic the optB88-vdW 
value hsub/h111   0.75.  Thus, choosing N = Nm = 1289, the cluster has a total of 13 
hexagonal close-packed (111) layers, and cutting away the lower 2 layers 
corresponds to hsub/h111   0.7 close to the target value of 0.723. This cut cluster with 
N = 1153 shown in Fig. 7(a) corresponds to the ground state for a supported cluster 
in the above model. Interestingly, for a larger N = Nm = 1289, the atoms removed 
from the lower layers of the unsupported cluster can be rearranged to form a cut 
closed-shell cluster but with lower symmetry which is also a ground state 
configuration for the model. See Fig. 7(b).  
Fig. 7. (a) Cut regular symmetric TO with N = 1153. (b) Cut irregular asymmetric TO 
with N = 1289. These shapes approximate the shape of equilibrated 3D Cu 












        For general N, the equilibrium cluster configuration will not be a closed-shell 
structure. This is most easily seen by increasing N above that for a closed-shell case. 
Generally, additional atoms are added to a (100) facet, if possible, to form a compact 
near-square island [71], which minimizes the energy cost associated with the 
incomplete facet.  Another general issue, which is relevant even for closed-shell 
ground state configurations, is the population of excited state configurations. 
Shifting an atom from a vertex of a closed shell structure to a (100) facet increases 
the system energy by    in the above NN interaction model. This corresponds to a 
Boltzmann factor of       for Cu at 300 K, so such states are effectively not 
populated. 
        Given that b < a from the DFT surface energies for Cu, it is also natural to 
consider models for supported clusters based upon so-called    
   clusters [72] 
with n + 1 atoms at edges joining pairs of (111) facets, and m + 1 atoms (where m = 
n + k) at edges joining (111) and (100) facets. One chooses k > 0 to mimic b < a. As is 
generally the case in going from continuum to discrete formulations, there is some 
ambiguity in the optimal mapping continuous distances onto discrete distances. It is 
not clear whether it is best to associate a with n or n + 1 (or to associate b with m or 
m + 1). However, it is reasonable to choose (n, m) = (4, 5) to mimic the PBEsol value 
of b/a = 0.78. Then, for the supported cluster, one would remove the bottom two 
layers to approximate hsub/h111   0.75. See Fig. 8. For our atomistic modeling above 
corresponding to the continuum case a = b, we had available a simple lattice model 
Hamiltonian with which we could test whether proposed cluster structures 
corresponded to ground state configurations. However, that is not the case for 
atomistic modeling corresponding to b < a. 
Fig. 8. Cut    
    cluster corresponding to b < a modeling an equilibrated 3D Cu 
nanocluster supported on graphite. 
        Irrespective of the finer details of cluster structure, the above analysis of the 












studies of Cu growth on graphite at room temperature using scanning tunneling 
microscopy (STM) [73], for Cu coverages up to a few ML. In these studies, Cu was 
observed to form 3D islands that are only loosely anchored to the graphite terraces 
at defects. The formation of 3D islands is clearly consistent with our prediction of 
equilibrium shape. However, it should be noted that the 3D islands observed by STM 
are significantly flatter and wider than our predicted equilibrium shape [73]. This is 
not surprising since at room temperature, it is difficult for Cu atoms aggregating 
with supported islands to overcome both lateral bonding at the edge of the lowest 
layer of the islands, and also the Ehrlich-Schwoebel barrier for interlayer transport, 
which is necessary for those atoms to reach higher layers and achieve shape 
equilibration [74,75]. 
5.4 Other implications of calculated energetics  
        To complete our discussion, we make a few additional observations unrelated to 
supported Cu clusters. One observation relates to the classification of the 
adhesion/cleavage/exfoliation energies considered in this paper into two groups: 
those which involve Cu, and those which do not.  Those which do not are: 
    -               J/m
2 and          -                          J/m
2. Those which 
do involve Cu are:          -               J/m
2 and     -              J/m
2.  
Within each set, the values are very close, which is not surprising given the 
similarities between graphite and graphene. What is surprising is that the two sets 
themselves are very close, i.e. the Cu-C interaction is about as strong as the C-C 
interaction. This suggests that in a perfect graphite-Cu(111) composite subjected to 
deformation, delamination would occur about as easily within the graphite as at the 
Cu-C interface. This could be relevant to the tribological properties of graphite- or 
graphene-Cu composites. Of course, as noted earlier, defects at a real Cu-graphite or 
Cu-graphene interface will enhance the adhesion energy greatly. This is because 
metal bonding at defects in graphite or graphene is very strong compared with 
bonding at a perfect C lattice. For instance, the binding energy of a Cu atom at a 
single- or double-C-atom vacancy in a graphene sheet is 3 or 5 eV, respectively [ 76], 
whereas its adsorption energy on a defect-free lattice is less than 1 eV [ 51]. 
        The adhesion energy   ML-Cu            J/m
2 is slightly lower than 
 Cu     -graphite        J/m
2, meaning the interaction with the metal slab is slightly 
weaker for graphene than for graphite. This mimics a trend that we have noted also 
in calculations of the adsorption energy of single metal atoms on graphene and 
graphite: bonding is weaker on graphene than graphite [67].  We also note that this 
trend is not consistent with the results from a “vdW + elastic strain” analysis (see 
Table 4), where  Cu     -graphite deceases gradually because elastic parameters of the 
graphite are assumed to be strongly thickness-dependent [58]. 
        Finally, in a recent study of Cu-island intercalation beneath the surface of 
graphite, we have reported that metallic, multilayer Cu islands are covered by 
multiple GMLs (up to L = 4) [51]. The present DFT results also provide a rationale 












the underlying Cu than a single top GML. As an aside, one might anticipate that the 
equilibrium shape of such intercalated islands could be assessed from a type of 
double-Winterbottom construction. Here, both the bottom and top layers of an 
unsupported cluster would be removed, where the extent of this truncation would 
depend on the strength of the adhesion of Cu(111) to graphite (for the lower layers) 
and to the multiple GMLs (for the upper layers). However, this construction ignores 
the effect of strain particularly in the graphene overlayer, which must be taken into 
account and is beyond the scope of this paper. 
6. Conclusions 
        We have calculated high-level, self-consistent values of four types of quantities: 
surface energies of graphene, the (0001) surface of graphite, and the three low-index 
faces of bulk Cu; the cleavage energy of graphite, which is simply twice its surface 
energy; adhesion energies between bulk graphite and bulk Cu(111), and between 
graphene and bulk Cu(111); and exfoliation energy of graphene on graphite. In 
general, these values are relevant to Cu-graphene or Cu-graphite systems, which 
have various potential technological applications.  
        The energy required to separate any pair of surfaces in the Cu(111)-graphene-
graphite triad, is surprisingly similar, in the range 0.394 J/m2 to 0.425 J/m2. The 
high surface energy of Cu, relative to the Cu-graphite adhesion energy, is consistent 
with experimentally-observed 3D growth of Cu on graphite. The calculated energies 
allow quantitative prediction of the equilibrium crystal shapes of Cu islands 
supported on graphite, both in a continuum model and at an atomistic level.  
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