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The AI community has only really exploited a small section of statistics --statistical decision theory --but the contribution both subjects can make to each other is much larger than many people think.
The editor of this collection categorizes the 17 papers (18 including the introductory chapter by Gale himself) into AI in statistics and statistics in AI. In fact there are further categories that emerge, and I will attempt a further classification based on four (overlapping) divisions in order to bring out the main strands of activity. Reasoning under uncertainty is the area of statistical application most people are familiar with. This section includes a paper by D. Spiegelhalter (chapter 2) and one by J. Fax (chapter 3). The former provides a statistical view of uncertainty while the latter is moving away from purely numerical (statistical) methods towards intergrating symbolic knowledge about the world. Fox's chapter is a good critique of the reasoning under uncertainty approach and he makes a valid distinction between reasoning with uncertainty and reasoning about uncertainty:
"Reasoning with uncertainty requires that we know about different types of uncertainty and can take account of the differences. Reasoning about uncertainty requires that we know, and can make inferences about, the sources of uncertainty underlying particular assumptions or items of evidence." (p. 58.} As most expert systems exploit conventional numerical methods it would seem only reasonable for those methods to be the most effective. Spiegelhalter points out that this is not always so and the best statistical (probabilistic) methods have not been used in expert systems. He offers us the Bayesian model that can handle "subjective judgments (... that can...) then 'learn' from future data. " (p. 18) . Spiegelhalter is probably the most persuasive from a purely statistical perspective --but this is not to say that he provides a complete answer to the question of how to reason under uncertainty --only that he provides a rigorous statistical account.
Expert systems and expert statistical consulting is the area that provides expert statistical consultation or uses traditional expert system technology for statistics. A great deal of statistical knowledge is highly formalized (analysis of variance, t-test, normal distribution and related parametric tests, for example) and fits into the expert system framework neatly. The use of an expert system as a statistical consultant giving statistical diagnoses as a MYCIN-like 275 system in medicine is certainly feasible (Gale & Pregibon, 1985; Hand, 1986) .
Perhaps the most substantial contributions here come from Gale himself (chapter 8), who provides two chapters on systems developed at AT & T Bell Laboratories, one of the front runners in this field. The first is on REX, a frame-based expert system to teach statistical novices regression analysis. This system is well known in the field and an important early attempt. One of the good points about REX is that it sits on top of S, a statistical system developed at Bell Laboratories that runs under UNIX (Becker & Chambers, 1984) .
This has the advantage of access to other UN/X facilities such as nroff, troff report formatting and shell commands.
Student is an extension of REX which tries to get around the knowledge acquisition problem by learning from examples. A great deal of programming work went into REX yet it is limited to regression analysis. The ultimate aim is to get Student to provide the facilities that REX does, without the extra programming.
The paper is a progress report on the first stage of acquiring an example (a rule about statistical strategy) and explains the overall design of Student. It certainly appears to be an impressive project and is perhaps the best example of applying AI techniques to build a system with statistical expertise.
Statistical strategy includes prescriptive advice from luminaries in the statistical field (Ellman, Thisted, Huber, Tukey; chapters 9, 11, 12 and 18 respectively), all of whom have been involved in statistical computing for some time. There are another three chapters explicitly on statistical strategy by workers well known in the field intersecting AI and statistics (Oldford and Peters, Hand, and Pregibon; chapters 15, 16 and 17) , all of whom have produced better work elsewhere. Indeed, Pregibon is responsible for REX and Student with Gale, and other systems, while Oldford and Peters have built a statistical system with Mini-MYCIN. Unfortunately these are not discussed here but appropriate references are cited. All have something worthwhile to say on the nature of expert statistical computing systems and the strategies they should/could employ. Rather than outlining all the topics discussed I will make a distinction between the types of activity the data analyst goes about and what the implications are for computer-assisted data analysis. These distinctions are implicit in most of the advice and tackled explicitly by Thisted who provides a thought-provoking chapter.
Confirmatory versus exploratory data analysis: classical statistical methods are essentially for confirmatory data analysis, or the examination of prior assumptions (models) about the data. Within this framework the traditional computing environment can provide numerical and statistical algorithms and functions to support this approach. As stated above the modus operandi is amenable to expert systems due to the highly formalized nature of the activity. While such methods may support some of the analyst's needs they do not support them all. Support is also needed for exploratory data analysis (Tukey, 1977) , which makes no assumptions about the underlying data model (linearity, distribution shape, etc.) . Exploratory data analysis is the process that leads to the forming of models of the data (i.e. to the confirmatory mode). The exploratory mode is by nature ill-structured and hence not amenable to expert systems technology. This is a different kind of strategy that requires different techniques.
Once we have identified an important area that cannot be tackled by traditional expert systems --what kind of tools do we need to support this kind of activity? Much of modern data analysis is carried out via interactive computing with increasing use of graphical facilities. The use of highinteraction bit-mapped graphics and the workstation environment, plus knowledge of the analyst's strategy, may well provide the answer. This may then support the kind of activity that analysts are involved in --which includes trying many alternative fitting techniques, as in regression analysis. for example. Huber also discusses this aspect of environments for data analysis, while others concentrate on the level of the data analytic process to be represented. In fact, Thisted mentions another important aspect of the distinction between different styles of data analysis in that exploratory data analysis is concerned with the search for structures and patterns in data, model building and the forming of hypotheses (p. 271). These are surely some of the concerns of mainstream AI research and this is followed up in the next section.
The last section centres on clustering, concept learning or inductive learning, depending on whether you work in statistics, psychology or artificial intelligence, respectively. There is an excellent paper by Fisher and Langley (chapter 4) that draws an analogy between machine learning and statistical analysis, particularly exploratory data analysis where the search for similarity and structure is likened to methods in machine learning. Further, Fisher and Langley extend work in the machine learning area --Michalski's ideas on conceptual clustering and numerical taxonomy --with their proposal of conceptual clustering techniques: "The purpose of both numerical taxonomy and conceptual clustering methods is to form classification schemes over an initially unclassified set of data." (p. 78). This paper is probably the best example of AI research found in this volume.
Another paper, which falls into the concept learning category, is Steven Salzberg's (chapter 6) approach which identifies a number of heuristics that people (apparently) use in choosing hypotheses from very large data sets. He describes a program that predicts performance in horseracing. The heuristics are used to prune the search space of hypotheses (about the performance of horses), thus eliminating the need for very large and expensive statistical computations. Although the domain application is very readable I am not convinced that it is an example of computational psychology. Many of the heuristics that people use in everyday judgement are well-documented in the Book Reviews 277 psychology literature; unfortunately some of the heuristics can be very poor (Kahneman, Slovic, and Tversky, 1982) and Salzberg cites little evidence to show that the heuristics he uses have any psychological validity. Despite this they do seem to be effective and appeal to common sense; the criticism is not of the methodology, only the claims made for it.
Chapter 14 on knowledge engineering, although useful, is not integrated specifically with statistics, but a good example of a statistically-flavoured approach is the paper by Butler and Corter (chapter 13) which surveys the use of psychometric techniques (measuring psychological attributes) for a methodology of knowledge acquisition. Psychologists will be familiar with some of the ideas which have begun to filter through to AI, Kelley's Repertory Grid being the best knawn. Butler and Corter extend ideas in decision-making and introduce their own algorithms based on scaling methods (attributing ratings to objects) for use as a knowledge acquisition technique. Hora (chapter 5) presents a statistical model of learning rates, which can be applied to measure different styles of learning in 'intelligent' machines.
Both of these last two papers (as do chapters 2 and 3) require some amount of mathematical and/or statistical knowledge. It is worth mentioning that these papers are examples of currently less fashionable areas of decision making theory and mathematical psychology. These are being re-discovered by AI workers as they offer fairly formal representations of typically informal human abilities.
The last representative in this area comes from the statistical point of view. Phelps and Musgrove (chapter 7) offer an approach towards a more intelligent method of cluster analysis using pattern recognition techniques. They point out that assumptions made about the data (distribution shape, for example) limit the application of current clustering algorithms. By using research in vision and ideas about human perceptual abilities the idea is to produce statistical results without traditional statistical techniques. The need to supplement traditional (classical) statistical techniques with non-classical statistical methods is becoming more acceptable and is perhaps exemplified by the Tukey-style data analysis mentioned earlier. There is absolutely no reason, and every good reason, to believe that other non-classical techniques, such as pattern recognition, can play an increasingly important role in data analysis.
In conclusion one reservation concerning production, is that occasionally a page is only partly used, due to the quick production from camera-ready copies. This apart, the publishing quality is high and diagrams and formulae (kept to a minimum) are clear. This collection had its origins as a workshop on Artificial Intelligence & Statistics (April, 1985 , Princeton, NJ, sponsored by AT & T Bell Laboratories). It does not, however, fall into the general category of collected papers; the diversity of papers is a strength --illustrating the wide potential use of AI in statistics and statistics in AI.
The readership for this collection would probably include the graduate student and above, and it may prove a good source book for ideas and future work. Although the quality of papers varies the collection is important because it focuses attention on a new and potentially fruitful combination of ideas and techniques. There will be continued interest in this area and it may revitalize statistics, which suffers from something of an image problem.
The volume is a collection of twelve papers from a workshop organized by the Brown Boveri Research Centre, Switzerland, June 1986. Of the 12 authors of papers, four are from the Brown Boveri centre and the remainder from universities and research centres in the U.K., France, Germany and the U.S.
The papers are all mainly about knowledge-based expert systems but not noticeably more industrial in flavour than the run of papers in the area; where industrial workers are involved they are describing current research in industry rather than systems in full-blown industrial use. I do not intend this as a criticism; indeed some of the best papers are those with no industrial flavour at all.
I cannot review all the papers in the space available, so I have selected the ones I found most interesting. Carlo Muller describes MODULA--PROLOG (I do not know the significance of the spacing). This is not a mixture of MODULA-and PROLOG but a system with both languages, the argument being that the programmer can then use whichever is more appropriate for a given task. This sounds a good idea, and certainly the tendency with PROLOG systems nowadays is towards integration with a procedural language (most often C), but the author does not give many clues as to why this particular form of interfacing is special. Austin Tate's paper about planning systems, ostensibly a survey, contains a valuable brief account of the Edinburgh O-plan system.
In addition to these, there are a number of accounts of particular Expert Systems (DEDALE, CONAD and some unnamed ones). The domains of these are fault diagnosis (two papers} and configuration (two papers), the languages being PROLOG Book Reviews 279 and LISP; the technology is based on frames.
There is nothing of startling originality in these accounts, though in each case it would be of interest to see how the implementers' views change after the systems had been exposed to non-expert users for a while.
The prevalence of PROLOG over LISP (seven papers to one) is striking; none of the papers discuss why one was preferred to the other in a particular project, which is a pity.
In concusion, I am not convinced that expert systems have finally arrived in industry. The impression is that some very sophisticated technology is being used to produce some rather simple systems, mostly for evaluation rather than use. Perhaps the most interesting paper, therefore, is Hammond's discussion of the problems of technology transfer, based on experience with APES; users, it seems, cling to procedural programming methods and therefore fail to use the full power of the system. One might draw the conclusion that there is more to acquiring knowledge based techniques used in industry than simply producing increasingly sophisticated expert systems. I should have liked to see more about organizational and training problems associated with industrial use of the technology.
All in all an interesting and varied collection of papers, especially for those who like their expert systems to be PROLOG flavoured. How often have you returned from a search for references in the library feeling less than satisfied with your results? Achievement with an information system depends on the availability o[ knowledge in three areas: the mechanism being used, the subject matter of the search and the criteria that define a successful retrieval. To put it less formally, if you can't use an index and don't know what you are looking far you haven't a hope of finding it! This well-edited collection of papers, by authors from Europe and North America, addresses a wide selection of topics in the application of intelligence --first human and finally artificial --to information science. The first three parts deal with topics in cataloguing, retrieval and user modelling. This progression is deliberate and builds, even for a lay person, an understanding of the variety of problems which arise in librarianship and for which the emerging techniques of artificial intelligence are beginning to provide solutions. Each paper describes a computerized system devised to solve one aspect of the overall search problem.
TONY DODD

Expert Systems International
An emerging theme from these contributions is the power of the hierarchical representation of knowledge with its possibilities for generalization and refinement. The paper by Lebowitz on the RESEARCHER system makes this very clear. Here the exercise, in the area of patents, is to build a model of the knowledge contained in a series of documents; concepts common to all the objects described are abstracted and far each new instance only differences from existing generalizations are needed. The system uses memory for understanding rather than textual semantics; hence its method of resolving ambiguity (which surprisingly does exist in patent abstracts) is subjective --based on the knowledge stored from previous cases.
User modelling can be weakened by the assumption that "the people who are involved constitute a homogeneous set", thus the need expressed by Rich, in GRUNDY, for individualizing the models which she builds using stereotypes to structure facts about each user. A stereotype is a collection of traits represented by facetvalue pairs, With the facet values far each person is associated a rating of the confidence in the value and reasons why the value is believed; this allows conflicts of inference to be resolved. The apparent contradiction --the individual versus the stereotype --arises because of the power of the latter to give generalizations, refined by the specificity of the former.
The two papers in Part IV put the perspective of cognitive science, defined as "the intersection of linguistics, artificial intelligence and psychology". The emphasis is on the nature of knowledge acquisition and knowledge structures. Here, Ingwersen concludes with the challenge of the CIRCUS approach; the need for an intermediary mechanism which supplies "Complete Information Retrieval and Customer Support" and is thus designed for people "searching for new ideas and new answers". A deliberate far cry from the use of an index on microfiche.
The final paper by Davies supports the view that the "pursuit of artificial intelligence is not some twentieth century aberration but a natural step in the intellectual development of mankind". This he does by tracing themes and personality biographies which have influenced the organization of knowledge from the "legacy of the ancient Greeks" to the present century. This makes a fascinating tailpiece to a book which, being so wide in scope, will make many demands on its readership. Although requiring some prior technical knowledge, the text is accessible and without impervious notations; all the papers carry good reference lists and the introductions to each part suggest further readings. The frustrating fault with the text is the number of typographical errors.
This book deserves to be widely read but is most likely to find its place on a library shelf. Having read it, you may examine with interest and increased perception the way in which it was catalogued and how information on its existence in the collection was made available! WENDY MILNE Price: £19.95.
Department of Computer Science University of Exeter
This, as its title suggests, is a beginner's book. It assumes that the reader knows at best very little about computers and is written by someone who is, very clearly, familiar with the territory and is enthusiastic about it. In this lies its strengths and weaknesses.
To write lucidly for the total novice demands not only familiarity with the field and literary ability, but also the very considerable self-discipline needed to recognize and to exclude potentially distracting material which --however important --is not central to an introductory text. Louis Frenzel does the job, and does it well. I am not an expert on the subject and therefore cannot say what has been omitted; but I have the feeling that I have been taken by an enthusiastic guide around his favourite territory and could now recognize and say something about its most important features.
However, I also feel that whenever I asked about his country's politics and culture, he has answered only in guarded and the most general terms. I find it unsatisfactory to be told merely that --"AI is a subdivision of computer science devoted to creating computer software and hardware that imitates the human mind. The main goal of AI is to make computers smarter by creating software that will allow a computer to mimic some of the functions of the human brain in selected applications" (p. 1);
or that --"AI is software that permits virtually any digital computer to duplicate some functions of the human brain in a limited way" (p. 3).
I feel that I need to be convinced that the human mind can be replicated. I am an enthusiastic computer-using lawyer, who knows (more or less!) what the machine on his desk will do with the software available, without understanding much about why and how it does it; but I need to be persuaded that what I do can be done by any machine --even one larger and more powerful than the one I use, by any factor one cares to mention. This is not a matter of conceit --for one thing, lawyers have remarkably little understanding themselves of what they do and how they do it; but more importantly, I need to be persuaded that any computer can be equipped with the qualities needed to derive a legal statement, and evaluate it. Frenzel bases his discussion on the proposition that AI exists and can 'imitate' the human mind (something very different from 'mimicking' the functions of the brain). There is certainly no chance of exploring the matter except very superficially in a book designed for the purposes of this one: but it must be mentioned and deserves a single chapter, to ensure that the reader sees what the conceptual and philosophical problems are.
He does concede that there are difficulties in realizing the full objective of duplicating the human brain (p. 3} and notes that there are those who think that the goals of AI are impossible. The admission is neither frank nor full; it raises issues which demand fuller treatment, and instead he carries on as if the cloud on the horizon can be ignored. Sadly, Frenzel does not develop the one observation he makes which could form the point of departure for this discussion. He says --"By attempting to model human intelligence on the computer, we are forced to learn how we store knowledge and use it. We begin to understand our own thought patterns, reasoning techniques, and problem-solving approaches" (p. 2}. I feel that this has happened simply because he is so steeped and interested in the subject that he preferred not to admit frankly, that potentially embarrassing problems might exist. In the end, this might well be the whole point about the development of computers and investigating how far they can be taken --like alchemy, the value may lie not in being able to turn lead into gold, but in the insights gained as to how matter acts; and in particular, the behaviour of the highest form of matter --the human brain.
The problems caused by the failure ta look critically at the assumption that the human brain can be replicated in a computer re-emerge elsewhere. For example, when discussing searches, Frenze] explains with admirable clarity how breadth and depth first searches, and other patterns of search, operate. He explains how the latter may go wastefully into deeper and deeper subnetworks far from the goal node. "The trick", he writes, "is in knowing where to set the cut-off level. It is usually an educated guess or determined experimentally" (p. 59). I find this to be totally convincing; but surely artificial intelligence requires that a computer should be capable of making educated guesses and designing, carrying out, and interpreting experiments? In my view Frenzel is obliged to persuade the reader that the subjective features of such intellectual processes are computable, otherwise one does not have artificial intelligence (I hesitate to use the word!) but merely complex, superbly engineered, and unimaginably powerful tools which can open doors for the benefit --or doom --of mankind.
The criticisms above are large ones, and perhaps say more about my problems with computers than Frenzel's. What is dealt with, however, is excellently carried out. Chapters on knowledge representation and problem solving are clear, uncluttered, and form a first-class setting for the discussion on expert systems --what they are and how they are developed. The book progresses naturally into the use of computers in natural language processing, vision, and robotics. The systems involved are built up in careful detail with clear diagrams, and I found myself muttering "So that's how it's done!" --and "I didn't know one could do that!" There are two chapters introducing LISP, PROLOG, and other languages used in 'AI', a chapter on the hardware required, and five appendices for those wishing to pursue the topic further either from interest or for practical application.
The market is likely to be a varied one. The book, I am sure, is far too basic for computer scientists and engineers, but it must be a front contender in school computer science courses and in business studies. I certainly will be using it as a way into the debate on expert systems in legal applications, though law is not mentioned.
I doubt whether, alone, it will transform a reader into an ' "expert" on expert systems' --vide the back cover. Anyone, however, who has the vaguest idea of the processes behind the monitor and keyboard is probably ready for this book, and will know how to progress further, after reading it. It makes a superb technical guide to how computers are used for increasingly subtle purposes and for extending human ability; but in an age contemplating the choice between the stars or Star Wars a little more thoughtful knuckle-cracking from the author is needed. Computer scientists have a duty to worry aloud about what they are doing, especially in the deeply sensitive debate on artificial intelligence and expert systems.
MERVYN BENNUN Department of Law University of Exeter
Note from the Reviews Editor: an enthusiastic review from the sort of educated novice that the book is aimed at. The book can be used independently of the tapes, although I found reading the chapters for which I had seen the tapes brought back the video material vividly, making a powerful impact. In this respect it seems a pity that a three-year gap occurred between the making of the tapes and the publication of the book. Although each chapter is by a different author, there is a uniformity in presentation throughout which is a tribute to the skills of the authors and editors alike. Each chapter is structured as: lecture, discussion, further reading; the last of which includes current references to the literature. The authors are very objective in assessing the achievements of the workers in the field; successes are not overemphasized and failures are not ignored. They are very clear about the problems that still remain to be tackled, which would make the book useful to new researchers in the field.
The introductory chapter, IKBS --Setting the Scene, by Howe, includes a very brief statement of the objectives of the Alvey Programme. Next, Sloman introduces the AI languages POP-11, LISP and PROLOG. The importance of list structures and pattern matching as well as the distinction between declarative and procedural representations are discussed. Bundy introduces the first generation of expert systems via an illustration of the Mycin system. Rule bases, inference nets, goal trees, uncertainties and the need for explanation are crisply brought out. In contrast, deep knowledge representations, i.e. representations of structure and function, are illustrated in the last chapter of the book, which gives Barrow's account of his VERIFY system. This is probably the most technical chapter of the whole book. Fox's report on uncertainty is still timely. The pessimist's and optimist's views on uncertainty are followed by a review of the methods used to deal with uncertainty in the Mycin, Prospector, Casnet, Internist and Psyco expert systems. The conclusion is that uncertainty has a multitude of meanings and describing rather than measuring it is the way forward. Young introduces the concept of a Production System, a device that lies in the foundations of problem solving, and Kowalski reports on Logic Programming, a fairly recent device for problem solving. The author argues that Logic Programming can be used to advantage for the development of traditional computer systems as well. Moralee reports on his experience in building expert systems within an indusffial research laboratory. (In a preamble Moralee acknowledges that aspects of his 1984 lecture on which the chapter is based are now dated but the chapter is still useful.) In a similar vein, Kraft overviews the experience which DEC has in developing expert systems. He explains how the techniques of AI can provide solutions to previously intractable problems. Such solutions may have potential financial benefits but above all they make it possible to capture expertise. Systems like XCON, developed within DEC, indeed constitute hard evidence in support of this new technology. Frisby, O'Shea and Spark-Jones explain the problems that still remain to be solved with image understanding, machine learning and natural language processing respectively.
The book does not claim to be anything more than an introduction to IKBS. As such, the exclusion of technical detail is justifiable. However, as a chapter on Production Systems is included the omission of an analogous discussion on frame/semantic net based representations for IKBS is noticeable. Less noticeable, perhaps, is the omission of a discussion on second generation systems and tools, spanning hybrid, model-based and deep knowledge representations. Such a discussion would be of benefit to the reader and would have rendered the book more complete and up to date in its coverage.
The perspective of the book is quite unique; its scape is narrower than Artificial In his preface, the author states that this book is intended to bridge the gap between academics and professionals actively engaged in fifth generation development work and the rest of the IT community. The book begins by describing the evolution of computers up to the present day and then outlines the fifth generation programmes of research taking place in Japan, the USA and the EEC. The overall structure of a fifth generation computer (as proposed by the Japanese) is sketched, together with a review of fifth generation architectures and programming languages. Interspersed with the above are some additional chapters which introduce basic concepts of AI, Intelligent Knowledge-Based Systems, Human-Computer Interaction and Software Engineering.
The book provides a good introduction to many of the topics mentioned, but tends to treat its subject matter at a very superficial level. The chapters on fifth generation architectures and programming languages, which ought to provide the 'meat' of the book, are very brief. For example, the INMOS transputer, which is designed to be used as a building block of fifth generation systems, receives less than half a page, with no discussion at all of possible interconnection topologies.
A further criticism is that, although the author has included a number of diagrams to illustrate the most significant concepts, there is often little or no explanation of such diagrams, e.g. figure 5 .6 illustrates a tagged dataflow architecture taken from the design of the Manchester machine, but readers wanting to know how such a machine worked in practice would not be helped by the explanation that the diagram shows, "one node of a dataflow system". Indeed such a brief explanation is misleading because it suggests the diagram corresponds to a 'node' of a dataflow graph (which it does not).
On the positive side, the book's main virtue is that it collects together information from a variety of disparate sources, including material that describes the Japanese programme, which might not otherwise be easily accessible to the reader. It thus provides a very good starting point for understanding the important concepts of fifth generation computers. There are useful references at the end of each chapter which will enable the interested reader to follow up the ideas presented.
As far as breadth of coverage is concerned, this book compares very favourably with the other, relatively few, books in this area. This would make the book particularly suitable as a recommended text for an introductory course on IT, or even for a 'computer appreciation' course for the non-computer specialist. However, the more serious student of fifth generation architectures will need to supplement this book with more specialist texts, for example Data Flow
Computing by J. A. Sharp (ElIis Horwood Ltd, 1985) , also reviewed in this issue.
In conclusion, I can recommend this book to anyone wanting a quick overview of Book Reviews 285 some of the concepts and terminology of fifth generation systems. Readers, however, who already have some familiarity with AI and Intelligent Knowledge-Based Systems are likely to find the treatment of these particular topics superfluous. Perhaps it would have been better if the author had omitted those chapters not central to the main discussion, allowing him to describe in rather more depth the subject about which this book claims to be: namely fifth generation computers. The 'data flow' approach to computing is based on the idea that the order in which operations are executed is not specified by the programmer, but instead is determined by the data dependencies of those operations. This book develops the concepts of data flow, but in a way which perhaps overemphasizes similarities with functional programming. As the author points out, the book presents his own personal view and other researchers are likely to have a different perspective. Nevertheless, there is still much useful information to be gained from reading the text. Interest in data flow is stimulated by a search for more natural programming languages as well as by a desire to exploit parallelism. The material of this book, organized into four parts, clearly reflects the point of view of the programmer rather than that of the hardware designer. In part I, therefore, the data flow approach is introduced as a method of problem solving, contrasting this with more conventional techniques using control flow.
S. J. TURNER
Computer Science Department University of Exeter
The author argues, however, that an approach based on functional programming has two advantages over a data flow model based on cyclic graphs. (i) In addition to data driven, it allows demand driven evaluation (where execution of an operation is delayed until there is a request for the result), and (ii) it avoids the possibility of deadlocks which may occur with cyclic graphs. This argument is highly contentious: other researchers would claim that demand driven evaluation is possible in a data driven system by using 'trigger' tokens; also a functional approach leads to recursive graphs which can present as many problems as cyclic ones.
Part II of the book describes data flow languages, that includes detailed discussion of graphical notations. To be fair to the author, the work of other researchers is presented reasonably well here: methods of handling cyclic graphs are covered, as well as ways of applying recursive functions. The author then presents his own language, 'Cajole', based on work at Westfield College, London, which is illustrated using a number of examples.
Part IIl describes data flow architectures and it is here that the book is at its weakest. The author only considers the alternative architectures very briefly and there is no real description of how the data flow languages described in part Ii would be implemented on such machines. Indeed, the book seems to suggest that the author has lost his enthusiasm for data flow, since he describes in rather more detail the implementation of functional languages on reduction machines. Although an important topic, this seems out of place in a book on data flow computing.
In part IV of the book, there is a discussion on the more general implications of the data flow approach, such as the role of an operating system in a data flow machine and the problems of input/output. This part of the book is necessarily speculative, since this is still very much a research area. However, 1 feel the book could more usefully have discussed the implications of data flow computing in the context of fifth generation systems.
This This book is of general interest to those concerned with supercomputers and some of their uses, but is of little specific interest to the AI community. It is very much a view of all aspects of supercomputing --machine design, software, uses --as seen by large traditional scientific users such as aerodynamicists and nuclear physicists. Despite this, the text is interleaved with references to and consideration of a less prosaic world. The book consists of a set of lectures given to a conference on supercomputing held at Los Alamos in 1983. The time taken to produce this book has resulted in some of the analyses and forecasts being rather dated. Indeed, several of the companies mentioned, in particular for the development of multipleinstruction-multiple-data stream (MIMD) style machines, have disappeared since 1983. A rather small proportion of the book is devoted to speculation about fifth generation computers, or to design or use of supercomputers by AI researchers. Only an essay by F. H. Harlow of Los Alamos points towards the possible route of content addressibility and the dynamics of thought processes. The book begins with a straightforward technology review and leads the reader through the capabilities and state of development (in 1983) of bipolar, VLSI, gallium arsenide and Josephson junction techniques. The next essay centres on gigaflop rates and user expectations, and sounds the first of many warnings, interspaced throughout the book, on the relative lack of development of both algorithms and software suitable for efficient extraction of power from the multiprocessor machines appearing now, and which seem to represent the future for supercomputers over the next decade.
An example which illustrates how the book is already out of date is contained in the next essay, by L. T. Davis of Cray Research, which refers to the Cray X-MP two-processor machine, and forecasts the Cray 2. However, the four-processor Cray X-MP48 is now in regular use, and the first four-processor Cray 2 has been shipped.
Following a rather superficial chapter on the design process of the Cyber 2XX, there is an equally thin explanation of heterogeneous element-processor parallel computer design, and its advantages or otherwise over other MIMD architectures.
The text begins to develop and produces the first statements of a major and recurring theme. This is the perceived view of the speakers that the United States is falling behind the rest of the world in supercomputer design and research. A semi-sociological analysis of the way Japan and even Europe organize their societies and their industrial processes heralds what (to this European reader) seems a somewhat paranoid view of challenge being presented by the rest of the world to the United States.
After a description of the New York University Ultracomputer, J. B. Dennis of MIT describes the unsolved problems of using massively parallel machines. He emphasizes that the design of the architecture, the compiler, and the functional high level programming language are all closely interlinked; he proceeds to analyse dataflow models (static dataflow, tagged token) for computation and takes in pipelining and array processing techniques. Dennis identifies the choices of an appropriate ~omputational model as the major issue for fifth generation computing.
Interactive source program restructurers are seen by two speakers to be necessary tools for the efficient use of supercomputers. These are indeed beginning to appear on the market now. The tenet is that language design has yet to make an impact on architecture design, or vice versa, and so the multitude of existing codes and languages, and existing ways of thinking of problems, will continue to be used on various supercomputer architectures, resulting in gross inefficiencies unless the program can be restructured. In an interesting essay on programming language support, Hood and Kennedy of Rice University analyse compiler techniques, and interactive and other support tools. They conclude that, for example, an intelligent FORTRAN editor would be a step towards a truly interactive parallel computing environment, in which intelligent preprocessors aid program organization by advising the user of the semantic implications of what is entered. Further developments of symbolic analysis codes such as MACSYMA, with expert systems shells to improve user friendliness, are forecast.
While the above view of the relation between programming and machine structure is clearly a relevant one in terms of the vast majority of present users of supercomputers (which judging by the essays in this book are mainly large scientific FORTRAN bound projects), other articles refer to what would seem to be a more fundamental and valid viewpoint. This is, that architecture design, whose goal is to produce faster computing, has failed to stimulate sufficient rapid growth in the design and production of suitable algorithms and software. Particular examples are that the hardware innovations of the array processors, and also of raster scan graphics, are still being assimilated by language designers. A chilling note is struck if one recalls that ten years elapsed between the emergence of the CD6600 with its multiplicity of functional units and asymmetrical registers, and the achievement of an optional match between language features, compiler, object code reliability, and machine organization.
General purpose language design in the 1990's is considered by M. B. Wells of New Mexico State University. Using Ada as a vehicle, he discusses imperative, applicative and equational programming, and concludes that the general purpose language of the future will be wide spectrum, i.e. have expressive capabilities at various levels. The problem is that it will be difficult to accommodate such languages in supercomputers without loss of efficiency in memory management.
After several talks on the use of large machines --nuclear weapon design, aerodynamics, fusion, numerical VLSI simulation --the book contains mundane contributions on robotics and CAD/CAM, which seem somewhat out of place. The book concludes with chapters on the role of universities and industry in the development of high-performance computing. Arguments on the interaction of industry, educational establishments and the state, and the lack of supercomputers available in United States universities, will ring bells with European readers who will be surprised to find that a lack of central strategy, of sufficient academic provision and of graduate students due to relatively low salaries in universities in the United States is claimed.
In summary, the book is interesting as a particular overview, and is in parts entertaining, perhaps unintentionally so, but it does not contain sufficient detail on any particular subject to make it useful as an educational text.
S. J. MASKELL,
Department of Mathematics
University of Exeter Recently there have been some very good books published on the PROLOG programming language (for example, Bratko, 1986; Sterling & Shapiro, 1986) , most of which are intended as introductions and tutorials for newcomers to PROLOG or logic programming. However, there is a need for books about PROLOG for systems programmers and for experienced PROLOG users who wish to know more about the language's internal workings. Implementations of PROLOG is designed to fill such a need. J. A. Campbell maintains that, previously, the main source of information about PROLOG systems was the folklore which was passed from programmer to programmer. This book is an anthology of writings on PROLOG from several viewpoints, and is meant to provide a convenient single source of indepth information about PROLOG. The book is divided into five sections: a history of PROLOG and its relation to other languages; implementation case histories; current PROLOG implementation issues; a short overview of theoretical frameworks within which to view PROLOG; and proposals for future developments.
Artificial Intelligence Programming Languages
The section on the history of PROLOG covers some of the declarative AI languages developed in the early 1970s which prefigured PBOLOG --Micro-Planner, Conniver, and Popler. Particularly interesting in this section is an attempt to explain the early hostility to PROLOG in the United States: according to Campbell, it partly stemmed from the failure of Plannerlike languages to fulfil the expectations of the AI community. This section also contains an affectionate reminiscence of the early Marseille PROLOG interpreter. This (all on punch-cards, of course) appears to have been rather slow:
"[the computer] read in Prolog programs at the average speed of five seconds per clause.., it was impractical to run Prolog for more than a minute or so... a one-minute job used to hang in the input queue for up to ten hours...'.
The second section, containing case histories of implementations, must be obligatory reading for those who write PROLOG systems or attempt to work on already existing systems. Although advances have been made in PROLOG translators in the two years since the book appeared, the articles in this section are illuminating and give insights into the common problems encountered by the implementors and the several different methods that have been used to tackle these difficulties.
Among the problems faced by implementors are those to do with PROLOG variables and their special properties. For example, 'dereferencing' or finding the value of a PROLOG variable can involve following a long chain of unified PROLOG variables, and instantiated PROLOG variables must be restored to their previous uninstantiated state when backtracking takes place. Another universal problem concerns the unification of PROLOG variables, which can be a costly operation --thus any implementation must find a way to perform this essential procedure efficiently. These issues are referred to in several of the papers in this chapter.
This section is also of interest to those who come to PROLOG from other AI languages. There are several articles on implementing PROLOG in LISP (and on the LISP machine --to which PROLOG is surprisingly amenable) and one about the relationship of PROLOG to POP11 in the POPLOG programming environment.
PROLOG is notoriously inefficient, so it Book Reviews 289 is unsurprising that many of the current issues in PROLOG implementations involve ways to reduce this inefficiency. The third section of the book focuses on methods to control the search space explored by PROLOG through various changes to the backtracking mechanism. Also explored in this chapter on implementation issues are the means to handle infinite or circular terms. The 'occur check' used in the classical unification operation as a protection against infinite terms is much too slow to be included in the standard PROLOG unification algorithm, so less taxing methods of dealing with unwieldy structures in PROLOG are being sought. PROLOG seems to be very firmly established in certain circles. To many people, PROLOG has a strong aesthetic appeal in spite of the difficulties which it presents. So what will the future uses of PROLOG be and how will the language develop?
The prospect of using PROLOG (or some other logic programming language) in conjunction with parallel hardware causes a great deal of interest. The declarative nature of PROLOG is what makes it, at first glance, attractive to those interested in parallelism --but PROLOG is tainted with several non-declarative features which detract from its suitability as a parallel programming language. This final section contains discussions about ways in which PROLOG or PROLOG-like languages could be made amenable to the control of concurrent processes.
This section also contains an article with quite a different perspective on ways in which PROLOG should be developed in the future. PROLOG has a reputation for being very difficult to learn, at least at a certain level of complexity. An article by Ennals et al. discusses how inexperienced users perceive PROLOG, and stresses that the user's viewpoint should be taken into account during system design. The provision of raw speed and space efficiency is discussed at length in the rest of the book. However, efficiency is not enough. The interface to the user must be accessible and pleasant if he or she is to make full use of the potential power of
PROLOG.
One addition to the selections that l would have appreciated would have been a section to introduce the concepts involved in resolution theorem proving, on which PROLOG is based. A glossary of terms would also have been handy: some of the articles introduced technical terms such as 'trail' and 'environment' with definitions of their special meanings in the context of PROLOG systems, but others assume the user has a fairly detailed knowledge of the obscure terminology of PROLOG systems.
A major gap in the book is the lack of a discussion of debugging aids and other utilities for programmers. Software is designed to model reality, whether it be a payroll system or a real-time missile guidance system. To generate the required software the programmer is given a wide range of languages, from FORTRAN to PROLOG, and an increasing variety of computer architectures on which these systems can be implemented. The problems the programmer faces are those of mirroring reality with software. Today's programming languages are static, unforgiving and inflexible, and therefore the software the programmer produces is also static. Given a particular set of circumstances or conditions the software will produce the set result; there is no degree of freedom. If reality changes, the software will not be easily adaptable to the new environment. This results in the whole system having to be rewritten whenever its environment changes. This is the argument on which
David Harland bases his new book
Concurrency and Programming Languages.
The book attempts to define a programming language which can easily be adapted to new environments without having to be 'ripped apart'. This language is not confined to 'bits and bytes' programming, but is based on the idea of abstraction, where both the data and the language itself are wholly defined within the program, thereby creating a medium in which the programmer can easily update his system to cater for changes in the outside world.
The first section of the book describes the reasons why abstraction is necessary and how it is achieved. This includes examples of abstraction using the syntax of a, as yet unnamed, functional language. The beauty of this language is its semantics, which are defined by the program itself, an example being the evaluation of function parameters, where it is left to the function itself whether they are evaluated on calling or on use within the function body (greedy or lazy).
The second section describes the sequential attributes of the abstract system both in data and the language itself. For data this means being able to define a sequence for all data structures, not just the common scalar types. For the programming language, described in the text, this takes the form of the ability to alter the sequence of instruction executions, for example, to produce a sequential (Pascal like) execution or a data driven (Data Flow) execution.
The final section, entitled Concurrent Abstractions, deals with all the major problems encountered by concurrent systems, including those of message passing, signals, events, and data sharing. These are all covered in some depth using the abstracted language introduced in the previous sections. Great emphasis is put on the programmer's ability to tailor his system to that which he requires, as with the example of the evaluation of function parameters.
The book is not, by any stretch of the imagination, an introduction to concurrency. It is aimed more at those with a good knowledge of software engineering and concurrent systems. The concept on which the book is based is simple enough but the particular implementation of abstraction is, at times, difficult to follow. The author attempts to say too much too quickly, especially in the early part of the book. Having said that, anyone interested in getting Computer Science back on the right path should read this book, if only for the introductory chapters which explain the reasons why abstraction is necessary; Computer Science has become too embroiled in the implementation phase of software design when it should really be more concerned with the specification phase. From the aspect of Artificial Intelligence, the use of data abstraction is almost a necessity and therefore any system based on abstraction is worth looking in to. The abstraction system described here is infinitely flexible and would cover the needs of even the most exacting knowledge base engineer. LISPcraft takes into consideration the operating system environment with a useful chapter on systems functions which looks at both UN/X* functions and the internal LISP systems functions. LISPcraft is very much a book about LISP as a programming language, rather than as a language for AI. Readers concerned with AI, however, will find the final two chapters of the book quite interesting. These final chapters are concerned with the development of two application programs. The first is a pattern matcher, and the second an associative data data base management system with a facility for automatic deduction.
CHRIS ALPHEY
Department of Computer Science University of Exeter
Recent improvements in computer technology have stimulated a significant growth in the LISP community, and the portability of LISP systems is becoming increasingly important. Recently, attempts were made to arrive at an international standard for LISP, resulting in the specification of Common LISP (Steele, 1984 Readers with a particular interest in AI applications programming in LISP, however, will still find these books very useful for familiarizing themselves with the essential features and capabilities of the language, while perhaps consulting other texts (e.g. Winston & Horn, 1984; Winston, 1984) that address AI issues more specifically.
In conclusion, both LISPcraft and Common LISPcraft are excellent investments for anyone who wants an insight into good programming in LISP. Obviously, LISPcraft is particularly relevant as a tutorial/reference text for those using Franz LISP under UNIX*, and Common LISPcraft will be of interest to readers *UN/X is a tradmark of Bell Laboratories.
Book Reviews 293 concerned with obtaining a working knowledge of the Common LISP standard. LISP Lore provides an introduction to programming the LISP Machine and so should be of special interest to researchers in symbolic computing. The text is designed to 'upgrade' the users of Franz LISP, common LISP, and LISP Machine (LM) LISP by introducing not only new, predefined functions but also a data structure, i.e. 'flavor', which is one further level of abstraction away from the lists of pure LISP.
Department of Computer Science Coventry Lanchester Polytechnic
"The flavor system is the lisp machine's mechanism for defining and creating active objects, that is, objects which can receive messages and act on them. A flavor is a class of active objects. One such object is called an instance of that flavor." (Stress supplied) p. 17
Other topics, such as the operating system, windows, control flow, streams and files, are also examined. One chapter is devoted to each of these topics, and graded exercises are found at the end of each chapter. The book has eleven chapters and is 244 pages long. (Owners of the Hacker's Dictionary (Steel et al., 1983) may feel a certain empathy with the author, and may indeed be disconcerted with the return on their hard-earned cash, for the book contains eight or so pages reproduced from the Dictionary.)
The definitions of words like 'foo', 'loss' and 'feature' add some light relief to what is otherwise a technical, and highly specialized, book.
One frustrating aspect of the book is that the order in which the information is presented fails to conform to the usual format of a basic idea being developed into an advanced topic. Rather, technical concepts are interspersed with elementary definitions. The novice may find this disorientating, whilst the expert may be annoyed. Hence, the book is aimed at the experienced user of LISP who presumably has acquired a LISP Machine. The hardware configuration is specific: a Symbolics LISP Machine net-linked to a host, running the screen-editor ZMACS. If this is not what you have, then the text contains little or nothing for you. Casual readers who pick up this book hoping to glean some information about the flavors data abstraction system will therefore be disappointed.
Although the book does not claim to be anything more than a companion to the LM, such a degree of specialization weakens the book considerably. If the topics were taken in their completeness and explored to their full depth, the book would have been of use to non-LM owners. For example, the flavors system, which is also supported on some Franz LISP implementations, is allocated an early chapter but is not discussed thoroughly. The next chapter proceeds to give an in-depth account of the operating system, but concealed in Chapter 5 is some elementary but quite important information about flavors. This level of disorganization is annoying and can be tolerated when in the format of manuals but not in the plain text of a book which, although aimed at those competent in LISP, still claims to aim itself at the introductory level, for people new to the LM. The author tries to overcome this lack of organization by means of extensive references to the actual LM manual, e.g. "This material is covered reasonably well in Part V of Volume 2 of the Symbolics documentation." (Incidentally, the Symbolics documentation runs to eleven volumes and trying to condense and sift out the relevent information must have been an awesome task.)
Another three chapters are devoted to the implementation and examination of three programs dealing with graphs, trees, and icons. The explanations are thorough but, again, pertain only to LM LISP, whereas users of other LISPs would have found this information useful if the material had been suitably oriented.
Throughout the text, the tone is informal. The author's style is friendly and at times humorous, which --as he himself points out --precipitates an environment conducive to study. Further, he is not adverse to resorting to rigour via some exact definitions. There is some useful information presented in this book and the informal treatment encourages readers to dive into areas of LISP where perhaps they might have sunk without such experienced guidance.
In conclusion, if you have just acquired a LISP Machine, then this book will be a useful and friendly, if at times confusing, companion. Without such a LISP Machine, even if some of the topics appear interesting, readers may not find them fully explained and remain only with the amusements provided by the Hacker's definitions.
A tape, sold separately, accompanies the book, offering the three example programs and a couple of small utility packages. The book itself contains 29 pages of listing of these programs, so interested readers would save themselves much typing and associated debugging time if they purchased the tape.
