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DECOMPOSITION RANK AND Z-STABILITY
WILHELM WINTER
Abstract. We show that separable, simple, nonelementary, unital C∗-algebras
with finite decomposition rank absorb the Jiang–Su algebra Z tensorially. This
has a number of consequences for Elliott’s program to classify nuclear C∗-
algebras by their K-theory data. In particular, it completes the classification
of C∗-algebras associated to uniquely ergodic, smooth, minimal dynamical
systems by their ordered K-groups.
0. Introduction
The theory of C∗-algebras is often thought of as noncommutative topology. This
point of view was first suggested by the Gelfand–Naimark Theorem (which charac-
terizes abelian C∗-algebras as algebras of continuous functions on locally compact
spaces) and has since then been a constant inspiration for many new developments,
such as the Dixmier–Douady classification, Brown–Douglas–Fillmore theory and
(bivariant) K-theory, as well as for many important applications, like those related
to dynamical systems.
G. Elliott was the first to suggest that large classes of C∗-algebras might be
completely classifiable in terms of K-theoretic data. More precisely, he conjectured
that separable nuclear C∗-algebras are classified up to isomorphism by their so-
called Elliott invariants; cf. [10]. (A C∗-algebra is nuclear if and only if it can be
approximated by finite-dimensional ones in a suitable sense.)
While we know today that Elliott’s conjecture in its original form does not hold,
there are a great number of partial verifications. Much more important, the conjec-
ture has spurred many new developments in C∗-algebra theory and its applications,
revealing deep insights which go far beyond the realm of nuclear C∗-algebras; cf.
[28] for an overview.
Since the very beginnings of the classification program, various notions of non-
commutative covering dimension have proven to be crucial for the theory; somewhat
later the importance of strongly self-absorbing C∗-algebras (or, more generally, of
D-stability for various strongly self-absorbing D) was discovered. Kirchberg was
the first to relate D-stability to a regularity property of the Cuntz semigroup (and
hence, in the broadest sense, to a K-theoretic condition); cf. [18] and [19]. Con-
ditions of this type play a role in positive classification results as well as for the
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recently discovered counterexamples to Elliott’s conjecture; cf. the articles [21], [20],
[2], [32], [42], [43], [14], [9] and [6], to mention but a few.
As a first attempt to formalize the preceding observations, let us consider the
following regularity conditions on a C∗-algebra A, which, at first glance, do not
seem to have much in common, but are satisfied for many of our stock-in-trade
examples; even more surprisingly, there are large natural classes of C∗-algebras for
which these conditions are equivalent:
(A) A is topologically finite-dimensional.
(B) A absorbs a suitable strongly self-absorbing C∗-algebra tensorially.
(Γ) A allows comparison of its positive elements in the sense of Murray and
von Neumann.
(∆) The natural order structures on suitable homological invariants of A are
complete in the sense that they are sufficiently unperforated.
Obviously, these conditions are of a somewhat philosophical nature, and require
interpretation. All of them may be viewed as regularity properties, with (A) of a
topological nature and (B) and (Γ) of a (C∗-)algebraic type, thus approaching the
homological condition (∆) from quite different directions.
There are a variety of noncommutative analogues of topological covering dimen-
sion, such as stable or real rank, dimension as an approximately (sub)homogeneous
algebra, and decomposition rank (see Definition 1.1 for the latter; cf. also [26],
[3], [22] and [40]). This results from various characterizations of dimension in the
commutative case; these notions tend to agree for compact metrizable spaces, but
exhibit rather different behaviour in the noncommutative setting. Often it is useful
to combine various of these notions to interpret (A), but in this paper we shall
exclusively deal with the decomposition rank. This notion behaves more like a
topological invariant than, say, the real or the stable rank, yet it is more flexi-
ble (being a local concept in the sense that it does not depend on any particular
increasing sequence of subalgebras) than dimension growth as an approximately
(sub)homogeneous algebra.
The known strongly self-absorbing C∗-algebras (cf. [33]) form a certain hierarchy
with the Jiang–Su algebra Z (cf. 2.1) at the bottom and the Cuntz algebraO2 at the
top. The technical benefit of asking for D-stability (with D one of these algebras)
is to regularize A in a manner that provides enough space for certain standard
operations. Of course the bigger D is, the more space is available in A⊗D; on the
other hand, D-stability will then be a more restrictive condition. Accordingly, we
are particularly interested in Z-stability.
Comparison theory for C∗-algebras as introduced by Cuntz is largely modeled
after that for von Neumann algebras, although one has to face subtle additional
problems; cf. [5]. Generally, positive elements will be compared up to Cuntz equiva-
lence in terms of the values of dimension functions on their range projections; often
it suffices to consider dimension functions induced by tracial states (see [29] and
[27]).
Many invariants of A which are homological in one sense or another, are built
from equivalence relations on the cone A+ of positive elements. Then, the natural
order structure on A+ often descends to an order structure on the invariant. In
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that case it turns out that comparison of positive elements corresponds to lack of
perforation at the level of the (ordered) invariant; cf. [28, Definition 3.3.2] and [29].
We should also remark that, whatever our concrete interpretation of (A)–(∆)
looks like, we will usually have to impose some additional requirements on A to
relate these conditions to each other. For example, our preferred notion of topo-
logical dimension might only make sense for nuclear C∗-algebras, and the relation
between (Γ) and (∆) might rely on the subtle interplay between tracial states and
dimension functions, which works particularly well for exact C∗-algebras.
Moreover, D-stability (at the least) implies nonexistence of nontrivial finite di-
mensional quotients. In fact, at its current stage the theory works best for C∗-
algebras that are sufficiently noncommutative, and attention will often be restricted
to simple, nonelementary C∗-algebras (recall that a C∗-algebra is elementary if it
is isomorphic to the algebra of compact operators on some Hilbert space). In a
sense, we are working at the opposite end of the scale from Dixmier’s and Douady’s
famous classification of continuous trace C∗-algebras.
As a concrete interpretation of conditions (A)–(∆), consider the following conjec-
ture, variations and special cases (in many disguises) of which have been studied in
abundance in the literature. In the form below, it was probably first suggested by
A. Toms; it was also the driving force behind earlier work of Toms and the author;
cf. [35, Remark 3.5].
0.1 Conjecture: For a separable, finite, nonelementary, simple, unital and nu-
clear C∗-algebra A, the following properties are equivalent:
(i) drA <∞
(ii) A is Z-stable
(iii) A has strict comparison of positive elements.
These three properties and their relationships were discussed extensively in [13].
Some of the implications are known, but none is trivial. The conjecture was verified
in [35] for the class of Villadsen algebras of the first type. Rørdam showed in [27]
and [29] that (iii) is equivalent to
(iv) A has almost unperforated Cuntz semigroup.
In [29, Theorem 4.5] he showed that (ii) implies (iv). Little is known about the
implication (iii)⇒(ii); it was confirmed for A strongly self-absorbing in [30, Propo-
sition 6.7]. There are partial verifications of (ii)⇒(i) (cf. [43, Corollary 8.6]), but
only under additional hypotheses on A (e.g., asking for locally finite decomposition
rank and for many projections or few traces); these results factorize through classifi-
cation theorems, and hence additionally require the Universal Coefficient Theorem
(UCT) to hold for A. There are no direct proofs known. The situation for the
implication (i)⇒(ii) up to now has been similar: it has been established under ad-
ditional structural conditions (e.g., for A approximately homogeneous, or when A
has many projections and few traces, and only in the presence of the UCT). In the
present paper, I shall give a direct proof of (i)⇒(ii).
Let me briefly comment on the proposed hypotheses of 0.1. Concerning separa-
bility, most of the relevant results in the literature are stated in the separable case,
and so this will be done here, mostly for convenience. However, the conjecture
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makes sense also for nonseparable C∗-algebras, at least on rephrasing Z-stability
in terms of the existence of a system of embeddings of Z into A which are almost
central with respect to finite subsets and arbitrarily small positive tolerances. In
fact, it can be shown that the separable version of the conjecture implies the non-
separable one (we do not give any details here; an example of such a passage from
the separable to the nonseparable situation can be found in [46, Proposition 2.6]).
Unitality does not seem to be crucial for the equivalence of the properties 0.1(i),
(ii), and (iv), but (iii) would have to be reformulated in terms of (possibly) un-
bounded positive tracial functionals. To derive a nonunital version of (the validity
of) the conjecture 0.1 directly from the unital case seems to be possible only to a
limited extent (namely, when A is Morita equivalent to a unital C∗-algebra).
Finiteness of A is a necessary condition for drA to be finite; in the infinite case,
(ii) and (iii) (of 0.1) are known to be equivalent by Kirchberg’s characterization of
purely infinite C∗-algebras; cf. [16, Theorem 5] and [28, Theorems 4.1.10 and 7.2.6].
In [46], J. Zacharias and the author will introduce the notion of nuclear dimension,
which takes finite values also for infinite C∗-algebras; this notion can be used to
formulate a version of 0.1 for finite and infinite C∗-algebras at the same time.
To formulate a version of 0.1 for non-simple C∗-algebras seems possible, but
subtle. A minimum requirement on A would be that it has no nonelementary
quotients or ideals (this is implied by Z-stability). It is worthwhile mentioning
that nuclear dimension, just like Z-stability but unlike decomposition rank, behaves
well with respect to extensions, and so might be more suitable for formulating a
non-simple version of 0.1.
Nuclearity, finally, is necessary for finite decomposition rank. However, the im-
plications (ii)⇒(iii)⇔(iv) of 0.1 are known to hold for exact C∗-algebras (a class
strictly bigger than that of nuclear ones), and it is conceivable that there is a notion
of topological dimension for other than nuclear C∗-algebras which makes Conjec-
ture 0.1 valid. (The finiteness of known quantities such as stable or real rank is not
enough to guarantee Z-stability.)
It is interesting to compare our main result to that of [11], which states that simple
approximately homogeneous algebras with base spaces of bounded finite dimension
are approximately divisible in the sense of [1]. Clearly, this conclusion cannot quite
hold for arbitrary unital simple C∗-algebras with finite decomposition rank, since
these do not need to have non-trivial projections (while approximately divisible
unital algebras have many); however, on regarding Z-stability as a generalization
of approximate divisibility (cf. [15]), the present result is seen as the appropriate
generalization of [11]. In fact, it seems clear that the present methods can be
adapted to show that (in the simple and unital case) finite decomposition rank does
imply approximate divisibility, provided that this is compatible with the ordered
K0-group. Remarkably, our proof does not in any way depend on classification
results, and does not rely on the UCT, whereas [11] uses the full force of the
classification theorem of [12]. Very recently, Dadarlat, Toms and Phillips have
(independently and with very different methods) shown that simple unital AH
algebras with bounded topological dimension are Z-stable; their proof, just as
ours, is direct and does not use classification theorems. Whereas our result goes
far beyond the class of AH algebras, it does not subsume the method of [7] since
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the latter can be generalized to the case of AH algebras with ‘exponentially slow
dimension growth’.
The main result, Theorem 5.1, has consequences in a number of directions; let us
consider some of these briefly now.
First, we see that with [43, Corollary 8.1] we may trade Z-stability for finite de-
composition rank; the result is Corollary 5.2, the classification of separable, simple,
unital C∗-algebras with finite decomposition rank which satisfy the UCT and for
which projections separate tracial states. This generalizes results of [41] and [42].
Moreover, we now see that Z-stability is automatic in the situation of [43, Corol-
lary 8.4], and so the present result completes the classification of C∗-algebras asso-
ciated to smooth, minimal, uniquely ergodic dynamical systems. This in particular
covers the irrational rotation algebras as well as Connes’s (projectionless) crossed
products of odd spheres.
Finally, we can improve the characterization [30, Theorem 7.6] of the Jiang–Su
algebra, which can now be described as the uniquely determined separable, simple,
nonelementary, unital, monotracial C∗-algebra which has finite decomposition rank
and is KK-equivalent to the complex numbers.
The paper is organized as follows. In Section 1, the notions of decomposition
rank and order zero maps are recalled, and some easy background results which
will be used frequently throughout the paper are provided. Some useful notation is
also introduced. Section 2 provides a criterion (in terms of generators and relations
of dimension drop intervals) for when a C∗-algebra is Z-stable. The key result of
Section 3 is Lemma 3.10, which says that finite decomposition rank ensures the
existence of large matrix cones which are almost central and at the same time
large in trace. Together with a result from [35], this essentially shows that finite
decomposition rank implies strict comparison of positive elements. These results
are expanded in Section 4 to yield almost central elements which almost satisfy the
relations of dimension drop intervals. This result and the result from Section 2 are
combined in Section 5 to yield the main result, Theorem 5.1. Also in Section 5,
some corollaries are given and a number of applications described.
We are indebted to D. Archey, B. Jacelon, A. Toms and S. White for carefully
reading an earlier version of the manuscript and for pointing out some typos and
small mistakes. We would also like to thank the referee for suggesting a number of
mathematical and stylistic improvements.
1. Preliminaries
Below we recall the concepts of decomposition rank and order zero maps, intro-
duce some new notation in this context and derive some technical results using
functional calculus for order zero maps. We also recall some background infor-
mation on approximate multiplicativity of completely positive contractive (c.p.c.)
approximations, and on tracial states and dimension functions.
1.1 First, recall the following definition from [22]:
Definition: (cf. [22], Definitions 2.2 and 3.1) Let A be a separable C∗-algebra.
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(i) A completely positive map ϕ : F → A has order zero, ordϕ = 0, if it
preserves orthogonality, i.e., ϕ(e)ϕ(f) = ϕ(f)ϕ(e) = 0 for all e, f ∈ F
with ef = fe = 0.
(ii) A completely positive map ϕ : F → A (F a finite-dimensional C∗-algebra)
is n-decomposable, if there is a decomposition F = F (0) ⊕ . . .⊕ F (n) such
that the restriction of ϕ to F (i) has order zero for each i ∈ {0, . . . , n}; we
say ϕ is n-decomposable with respect to F = F (0) ⊕ . . .⊕ F (n).
(iii) A has decomposition rank n, drA = n, if n is the least integer such that
the following holds: For any finite subset G ⊂ A and ε > 0, there is
a completely positive contractive (c.p.c.) approximation (F, ψ, ϕ) for G
to within ε (i.e., ψ : A → F and ϕ : F → A are completely positive
contractive and ‖ϕψ(b) − b‖ < ε ∀ b ∈ G) such that ϕ is n-decomposable.
If no such n exists, we write drA =∞.
1.2 We collect below some well known facts about order zero maps (see [39, Propo-
sition 3.2(a)] and [41, 1.2] for Proposition 1.2, and [45, 1.2.3] for Proposition 1.5).
We let eij denote the canonical (i, j)-th matrix unit in Mp.
Proposition: Let A be a C∗-algebra, let p ∈ N, and let ϕ : Mp → A be a c.p.c.
order zero map.
(i) There is a unique ∗-homomorphism ϕ˜ : C0((0, 1]) ⊗ Mp → A such that
ϕ(x) = ϕ˜(ι⊗ x) for all x ∈Mp, where ι(t) = t.
(ii) There is a unique ∗-homomorphism π : Mp → A′′ given by sending the ma-
trix unit eij in Mp to the partial isometry in A
′′ in the polar decomposition
of ϕ(eij). We have
(1) ϕ(x) = π(x)ϕ(1p) = ϕ(1p)π(x)
for all x ∈Mp; and π(1p) is the support projection of ϕ(1p).
(iii) If, for some h ∈ A′′ with ‖h‖ ≤ 1, the element h∗h commutes with π(Mp)
and satisfies h∗hπ(Mp) ⊆ A, then the map ϕh : Mp → A given by ϕh(x) =
hπ(x)h∗, for x ∈Mp, is a well defined c.p.c. order zero map.
1.3 Notation: The map π in 1.2(ii) above will be called the canonical supporting
∗-homomorphism of ϕ. It is clear from (1) that, whenever ϕ : Mp → A is a c.p.c.
order zero map and f ∈ C0((0, 1]) is a positive function of norm at most 1, then we
may define a c.p.c. order zero map
f(ϕ) : Mp → A
by setting
(2) f(ϕ)(x) := π(x)f(ϕ(1Mp )).
On approximating f uniformly by polynomials, (2) and (1) yield
(3) f(ϕ)(q) = f(ϕ(q))
whenever q ∈Mp is a projection.
1.4 Proposition: If ϕ : F → A is a c.p.c. order zero map, then, for any τ ∈ T (A),
the map τ ◦ ϕ is a positive tracial functional of norm at most 1 on F .
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Proof: This follows immediately from (1), on observing that
τϕ(xy) = τ(π(xy)ϕ(1F ))
= τ(π(x)π(y)ϕ(1F ))
= τ(π(x)ϕ(1F )
1
2π(y)ϕ(1F )
1
2 )
= τ(π(y)ϕ(1F )
1
2π(x)ϕ(1F )
1
2 )
= τ(ϕ(yx))
for x, y ∈ F . Here, we have used that π(x)ϕ(1F )
1
2 and π(y)ϕ(1F )
1
2 are in A.
1.5 Proposition: Suppose x1, x2, . . . , xp ∈ A satisfy the relations
(Rp) ‖xi‖ ≤ 1, x1 ≥ 0, xix
∗
i = x
∗
1x1, x
∗
jxj ⊥ x
∗
i xi,
for all i, j = 1, . . . , n with i 6= j. Then, the linear map ψ : Mp → A given by
ψ(eij) = x
∗
i xj is a c.p.c. order zero map.
Note that the original version of the above result was phrased in terms of elements
of the form ei1, i = 2, . . . , p. However, it is straightforward to check that the two
versions are in fact equivalent.
1.6 Remark: It is clear that 1.2, 1.3 and 1.5 can also be phrased for an arbitrary
finite-dimensional C∗-algebra in place of Mp, when replacing the matrix units {eij}
by matrix units of the form {e
(r)
ij } and changing Rp accordingly. We shall do so in
the sequel without further comment.
1.7 By [22, Proposition 2.5], the relations Rp are weakly stable. The following is a
straightforward consequence of this fact.
Proposition: Let a finite-dimensional C∗-algebra F and γ > 0 be given. Then,
there is δ > 0 such that the following statement holds:
If A is a C∗-algebra, h ∈ A with ‖h‖ ≤ 1 and
Φ˜ : F → A
is a c.p.c. order zero map such that
‖[h, Φ˜(x)]‖ ≤ δ‖x‖, x ∈ F,
then there is a c.p.c. order zero map
Φ : F → her(hh∗) ⊂ A
such that
‖Φ(x)− hΦ˜(x)h∗‖ ≤ γ‖x‖
for all x ∈ F .
1.8 Proposition: Let ζ > 0 and f, g ∈ C([0, 1]) be given. Then, there is δ > 0
such that the following statement holds:
If d, a are positive elements of norm at most one in a unital C∗-algebra, and if
‖[d, a‖] ≤ δ, then ‖[f(d), g(a)]‖ ≤ ζ.
Proof: Immediate on using functional calculus and approximating f uniformly by
polynomials.
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1.9 Proposition: Let F1, F2 be finite dimensional C
∗-algebras, let G ⊂ C0((0, 1])
be a finite subset of positive functions of norm at most 1 and let r ∈ N and γ > 0
be given.
Then, there is β > 0 such that the following statement holds for any C∗-algebra
A:
If
ϕi : Fi → A, i = 1, 2,
are c.p.c. order zero maps satisfying
‖[ϕ1(x), ϕ2(y)]‖ ≤ β‖x‖‖y‖
for all x ∈ F1 and y ∈ F2, then
(i) ‖[f1(ϕ1)(x), f2(ϕ2)(y)]‖ ≤ γ‖x‖‖y‖ for all x ∈ F1, y ∈ F2 and f1, f2 ∈ G
(ii) ‖[h(f(ϕ1)(x)g(ϕ2)(y)f(ϕ1)(x)), d(ϕ2)(y)]‖ ≤ γ for all positive normalized
x ∈ F1, y ∈ F2 and d, f, g, h ∈ G
(iii) |τ(h(f(ϕ1)(p)g(ϕ2)(y)f(ϕ1)(p)))−r ·τ(h(f(ϕ1)(q)g(ϕ2)(y)f(ϕ1)(q)))| < γ
for all positive normalized y ∈ F2, f, g, h ∈ G, τ ∈ T (A) and projections
p, q ∈ F1 satisfying tr(p) = r · tr(q) for any trace on F1
(iv) ‖d(ϕ2)(y)h(f(ϕ1)(x)g(ϕ2)(y)f(ϕ1)(x))−h(f(ϕ1)(x)g(ϕ2)(y)f(ϕ1)(x))‖ ≤
γ whenever x ∈ F1, y ∈ F2 are positive and normalized and d, f, g, h ∈ G
satisfy dg = g.
Proof: It is clear that we may construct β for (i), (ii), (iii) and (iv) separately.
(i) As
fi(ϕi)(xi) ∈ ϕi(xi) · C
∗(ϕi(1Fi))
for xi ∈ Fi and i = 1, 2, the proof becomes straightforward on approximating
elements of C∗(ϕi(1Fi)) uniformly by polynomials in ϕi(1Fi); cf. Proposition 1.8.
(ii) is a direct consequence of (i) on approximating each h ∈ G uniformly by
polynomials.
(iv) is proved in the same manner.
(iii) On approximating each h ∈ G uniformly by polynomials, we obtain 0 < δ
such that, whenever a, b ∈ A are positive of norm at most 1 with ‖a− b‖ < δ, then
‖h(a)− h(b)‖ < γ2r for any h ∈ G.
From [22, Proposition 2.5] we see that the relations defining order zero maps are
weakly stable, so that there is
0 < γ′ <
δ
2
such that, if
‖[f(ϕ1)(x), g(ϕ2)(y)]‖ ≤ γ
′‖x‖‖y‖
for all x ∈ F1, y ∈ F2 and f, g ∈ G, then there are c.p.c. order zero maps
Φf,g : F1 ⊗ F2 → A
satisfying
(4) ‖Φf,g(x⊗ y)− f
2(ϕ1)(x)g(ϕ2)(y)‖ ≤
δ
2
‖x‖‖y‖
for any f, g ∈ G, x ∈ F1 and y ∈ F2.
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From (i) we obtain 0 < β such that, if
‖[ϕ1(x), ϕ2(y)]‖ ≤ β‖x‖‖y‖
for all x ∈ F1 and y ∈ F2, then
(5) ‖[f(ϕ1)(x), g(ϕ2)(y)]‖ ≤ γ
′‖x‖‖y‖
for all x ∈ F1, y ∈ F2 and f, g ∈ G.
Now for p, q, y, f, g, h and τ as in the assertion of (iii), we see that
‖Φf,g(p⊗ y)− f(ϕ1)(p)g(ϕ2)(y)f(ϕ1)(p)‖
≤ ‖Φf,g(p⊗ y)− f
2(ϕ1)(p)g(ϕ2)(y)‖
+‖f2(ϕ1)(p)g(ϕ2)(y)− f(ϕ1)(p)g(ϕ2)(y)f(ϕ1)(p)‖
(4),(5)
≤
δ
2
+ γ′
< δ
and, similarly,
‖Φf,g(q ⊗ y)− f(ϕ1)(q)g(ϕ2)(y)f(ϕ1)(q)‖ < δ,
whence
(6) ‖h(f(ϕ1)(p)g(ϕ2)(y)f(ϕ1)(p)) − h(Φf,g(p⊗ y))‖ <
γ
2
and
(7) ‖r · (h(f(ϕ1)(q)g(ϕ2)(y)f(ϕ1)(q)) − h(Φf,g(q ⊗ y)))‖ <
γ
2
.
Define a c.p.c. order zero map
Φf,g,y( . ) := Φf,g( . ⊗ y) : F1 → A
and observe that
(8) h(Φf,g,y)(x)
(3)
= h(Φf,g(x ⊗ y))
whenever x ∈ F1 is a projection. Since Φf,g,y has order zero, the map
x 7→ τ(h(Φf,g,y)(x))
defines a positive tracial functional of norm at most 1 on F1 by Proposition 1.4; we
thus have
(9) τ(h(Φf,g,y)(p)) = r · τ(h(Φf,g,y)(q))
by our assumption on p and q. Combining this with the preceding estimates, we
obtain
|τ(h(f(ϕ1)(p)g(ϕ2)(y)f(ϕ1)(p)))− r · τ(h(f(ϕ1)(q)g(ϕ2)(y)f(ϕ1)(q)))|
(8)
≤ ‖h(f(ϕ1)(p)g(ϕ2)(y)f(ϕ1)(p))− h(Φf,g(p⊗ y))‖
+|τ(h(Φf,g,y)(p)) − r · τ(h(Φf,g,y)(q))|
+‖r · (h(Φf,g(q ⊗ y))− h(f(ϕ1)(q)g(ϕ2)(y)f(ϕ1)(q)))‖
(6),(7),(9)
< γ.
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1.10 We shall have use for the following consequence of Stinespring’s theorem,
which is a standard tool to analyze completely positive approximations of nuclear
C∗-algebras. See [22], Lemma 3.5, for a proof.
Lemma: Let A and F be C∗-algebras, b ∈ A a positive element of norm at most 1
and η > 0. If A
ψ
−→ F
ϕ
−→ A are c.p.c. maps satisfying
‖ϕψ(b)− b‖, ‖ϕψ(b2)− b2‖ ≤ η ,
then, for any x ∈ F+,
‖ϕ(ψ(b)x) − ϕψ(b)ϕ(x)‖ ≤ 2η
1
2 ‖x‖ .
1.11 Proposition: Let A be a simple unital C∗-algebra, and let G ⊂ A be a
compact subset of nonzero positive elements.
Then, the number
min{τ(a) | τ ∈ T (A), a ∈ G}
exists and is strictly positive.
Proof: We may regard any a ∈ A+ as a positive continuous function on T (A) via
(τ 7→ τ(a)). As A is simple, each trace on A is faithful, so
∆a := {τ(a) | τ ∈ T (A)}
is a set of strictly positive real numbers. Since A is unital, T (A) is compact, whence
Ta is also compact by continuity of a. Therefore,
δa := minTa
exists and is nonzero for each 0 6= a ∈ A+. One checks that
a 7→ δa
defines a continuous function on A+, the restriction of which to the compact subset
G therefore attains a (strictly positive) minimum.
It will be convenient to introduce the following notation.
1.12 Notation: For positive numbers 0 ≤ η < ε ≤ 1 define continuous functions
fη,ε, gη,ε : [0, 1]→ R
+
by
gη,ε(t) =

0, t ≤ η,
1, ε ≤ t ≤ 1,
linear, else,
and
fη,ε(t) =

0, t ≤ η,
t, ε ≤ t ≤ 1,
linear, else.
1.13 Notation: If A is a C∗-algebra and τ is a positive tracial functional on A,
we define the associated lowe semi-continuous dimension function dτ on A+ by
dτ (a) := lim
n→∞
τ(a
1
n );
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one checks
dτ (a) = lim
ε→0
τ(g0,ε(a))
and
(10) dτ ((a− β)+) ≤ τ(gβ/2,β(a))
whenever β > 0.
Any such dimension function induces a positive real-valued character (also de-
noted by dτ ) on the Cuntz semigroup W (A) with its natural order (cf. [5]); if A is
unital and τ is a tracial state, then dτ : W (A)→ R+ is a state.
We refer the reader to [29] and [27] for notation and background material on
Cuntz comparison of positive elements and on the Cuntz semigroup.
2. Z-stability
In this section we recall some facts about the Jiang–Su algebra and about Z-
stability; we also derive a new criterion for Z-stability which will be useful for the
proof of Theorem 5.1.
2.1 Recall from [16] that the Jiang–Su algebra Z is the uniquely determined simple
and monotracial inductive limit of so-called prime dimension drop C∗-algebras,
Z = lim
→
Zpν ,qν ,
where
Zpν ,qν = {f ∈ C([0, 1],Mpν ,qν ) | f(0) ∈Mpν⊗1Mqν and f(1) ∈ 1Mqν⊗Mqν}, ν ∈ N,
and pν and qν are prime.
It was shown in [16] that Z is strongly self-absorbing in the sense of [33], and
that it is KK-equivalent to the complex numbers.
In [30], several alternative characterizations of the Jiang–Su algebra were given;
see also [8]. In order to show that a unital C∗-algebra A is Z-stable, it will suffice to
construct approximately central unital ∗-homomorphisms from (arbitrarily large)
prime dimension drop intervals to A; cf. [34, Proposition 2.2]. Using [30, Proposi-
tion 5.1], to this end it will be enough to realize the generators and relations of [30,
Proposition 5.1(iii)] approximately – and in an approximately central way (as for-
malized in 2.2 below), see Proposition 2.3. In Proposition 2.4 we provide a slightly
more flexible criterion for the relations R(n,F , η) to hold.
2.2 Notation: Let A be a unital C∗-algebra, n ∈ N, η > 0 and F ⊂ A a finite
subset. If
ϕ : Mn → A
is a c.p.c. order zero map and v ∈ A such that
(i) ‖v∗v − (1A − ϕ(1Mn))‖ < η
(ii) ‖vv∗ϕ(e11)− vv∗‖ < η
(iii) ‖[ϕ(x), a]‖ < η for all a ∈ F , and x ∈Mn with ‖x‖ = 1
(iv) ‖[v, a]‖ < η for all a ∈ F ,
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then we say ϕ and v satisfy the relations R(n,F , η).
2.3 Proposition: Let A be a separable and unital C∗-algebra. Suppose that, for
any n ∈ N, any finite subset F ⊂ A and any 0 < η < 1, there are a c.p.c. order
zero map
ϕ : Mn → A
and v ∈ A satisfying the relations R(n,F , η).
Then, A is Z-stable.
Proof: Using separability of A, and increasing F and decreasing η, by R(n,F , η)
for each n ∈ N one obtains a c.p.c. order zero map
ϕ˜ : Mn → A∞ ∩ A
′
and
v˜ ∈ A∞ ∩ A
′
such that
v˜∗v˜ = 1A − ϕ˜(1Mn)
and
v˜v˜∗ϕ˜(e11) = v˜v˜
∗.
Now by [30, Proposition 5.1,(iii)⇒(iv)], Zn,n+1 embeds unitally into A∞ ∩ A′. By
[34, Proposition 2.2], this entails Z-stability of A.
2.4 Proposition: Let A be a unital C∗-algebra, n ∈ N and F ⊂ A a finite subset.
Given 0 < η there are 0 < δ < 1 and 0 < ζ < 1 such that the following holds:
If there are a a c.p.c. order zero map
ϕ′ : Mn → A
and
v′ ∈ A
satisfying
(i) ‖(v′)∗v′ − (1A − ϕ′(1Mn))‖ < δ,
(ii) v′(v′)∗ ∈ (ϕ′(e11)− ζ)+A(ϕ′(e11)− ζ)+,
(iii) ‖[ϕ′(x), a]‖ ≤ δ‖x‖ for all x ∈Mn, a ∈ F ,
(iv) ‖[v′, a]‖ < δ for all a ∈ F ,
then there are a c.p.c. order zero map
ϕ : Mn → A
and v ∈ A of norm at most one satisfying the relations R(n,F , η) of 2.2.
Proof: We may clearly assume the elements of F to be positive and normalized.
Set
(11) ζ :=
η
2
.
Define g−ζ/2,ζ ∈ C((0, 1]) by
g−ζ/2,ζ(t) :=

0 t ≤ ζ/2
2
ζ − t
−1 ζ/2 ≤ t ≤ ζ
t−1 t ≥ ζ.
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Choose h− ∈ C0([0, 1)) such that
h−(t) · (1 − t) = 1− gζ/2,ζ(t) and ‖h
−‖ ≤ 1 + ζ.
Obtain
(12) 0 < δ <
η
2
such that the assertion of Proposition 1.8 holds for both g−ζ/2,ζ and
(
1
1+ζ
) 1
2
(h−)
1
2
in place of f .
Define h0 ∈ C∗(ϕ′(1Mn)) by
h0 := g
−
ζ/2,ζ(ϕ
′(1Mn));
we then have
(13) h0ϕ
′(1Mn) = gζ/2,ζ(ϕ
′(1Mn)) and ‖h0‖ ≤
1
ζ
;
Define h1 ∈ C∗(1A − ϕ′(1Mn)) by
(14) h1 := h
−(1A − ϕ
′(1Mn));
note that
(15) h1 · (1A − ϕ
′(1Mn)) = 1A − gζ/2,ζ(ϕ
′(1Mn)) and ‖h1‖ ≤ 1 + ζ.
Set
(16) v :=
(
1
1 + ζ
) 1
2
· v′h
1
2
1
and define ϕ : Mn → A by
(17) ϕ := gζ/2,ζ(ϕ
′),
cf. 1.3. It is clear from 1.3 that ϕ is a c.p.c. order zero map. We continue to check
2.2(i)–(iv).
For 2.2(i), note that
‖v∗v − (1A − ϕ(1Mn))‖
(16)
=
∥∥∥∥ 11 + ζ · h 121 (v′)∗v′h 121 − (1A − ϕ(1Mn))
∥∥∥∥
2.4(i)
≤
∥∥∥∥ 11 + ζ · h 121 (1A − ϕ′(1Mn))h 121 − (1A − ϕ(1Mn))
∥∥∥∥
+δ
(15),(14)
≤ 1−
1
1 + ζ
+ δ
(11),(12)
< η.
For (ii), observe that
vv∗ϕ(e11)− vv
∗=vv∗gζ/2,ζ(ϕ
′(e11))− vv
∗ = 0,
since
vv∗
(16)
= v′h1(v
′)∗
2.4(ii)
∈ (ϕ′(e11)− ζ)+A(ϕ′(e11)− ζ)+
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and
ϕ(e11)
(17)
= gζ/2,ζ(ϕ
′(e11)).
2.2(iii) follows from our choice of δ and Proposition 1.8, since
‖[ϕ(x), a]‖
(13)
= ‖[ϕ′(x)h0, a]‖
≤ ‖[ϕ′(x), a]‖ + ‖[h0, a]‖‖x‖
2.4(iii),1.8
≤ δ‖x‖+ ζ‖x‖
(11),(12)
≤ η‖x‖
for any x ∈Mn and a ∈ F .
2.2(iv) follows in essentially the same manner:
‖[v, a]‖
(16)
=
∥∥∥∥∥
[(
1
1 + ζ
) 1
2
v′h
1
2
1 , a
]∥∥∥∥∥
≤ ‖[v′, a]‖+
∥∥∥∥∥
[(
1
1 + ζ
) 1
2
h
1
2
1 , a
]∥∥∥∥∥
2.4(iv),1.8
< δ + ζ
(11),(12)
< η
for any a ∈ F .
3. Tracial matrix cone absorption
The main result of this section is Lemma 3.10, which will be a further technical
key step in the proof of Theorem 5.1. This will follow from Proposition 3.8 by a
geometric series argument resembling that of [42] (cf. also [41] and [44]).
Together with an earlier result of [35] (Lemma 3.11 below), Lemma 3.10 will
yield a version of comparison of positive elements ‘up to a factor’ (Corollary 3.12).
In fact, with the results of this section one could directly prove that (for simple,
unital C∗-algebras) finite decomposition rank implies strict comparison of positive
elements, i.e., implication (i) =⇒ (iii) of Conjecture 0.1.
3.1 Proposition: Let A be separable, simple, unital, nonelementary with drA ≤
m < ∞; let f ∈ A a positive element of norm at most 1, 0 < η˜ < 1 and k ∈ N be
given.
Then, there are an m-decomposable c.p.c. approximation (for her(f))
(F, ψ, ϕ)
of {f, f2} to within η˜ and a ∗-homomorphism
Φ˜ : Mk → F
such that
(18) ‖[Φ˜(x), ψ(f)]‖ ≤ η˜‖x‖
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and
(19) τ(Φ˜(1Mk)ψ(f)) ≥
1
2
· τ(ψ(f))
for any x ∈Mk and any positive tracial functional τ on F .
Proof: We may clearly assume that f is nonzero, so that
(20) ζ := min{τ(f) | τ ∈ T (A)}
exists and is strictly positive by Proposition 1.11. Choose
0 < η
such that
(21) 32(m+ 1)η
1
4 + 4η < η˜ and η <
1
32
ζ,
1
2
‖f‖.
We first prove the following
Claim: There is an m-decomposable c.p.c. approximation (for A), (F ′, ψ′, ϕ′), of
{f, f2, g0,η(f)} to within η such that the following hold:
1. ‖ψ′(f2)− ψ′(f)2‖, ‖ψ′(g0,η(f))− g0,η(ψ′(f))‖ < η
2. τ(ψ′(f)) ≥ ζ2 ∀ τ ∈ T (F
′)
3. if t ∈ σ(f) ∩ [2η, 1], then the projections
χ(t−η,t+η)(ψ
′
i(f)) ∈Mri , i = 1, . . . , s,
have rank at least 3k, where F ′ =Mr1 ⊕ . . .⊕Mrs and ψ
′
i denotes the i-th
summand of ψ′.
To prove this claim, let us employ [22, Proposition 5.1 and Remark 5.2(ii)] to
obtain a system (Fλ, ψλ, ϕλ)λ∈N of m-decomposable c.p.c. approximations (for A)
such that
(22) ‖ψλ(ab)− ψλ(a)ψλ(b)‖
λ→∞
−→ 0
for all a, b ∈ A and such that
ψλ(1A) = 1Fλ
for all λ.
Then, there is λ0 ∈ N such that the following hold for any λ ≥ λ0:
(A) for any t ∈ σ(f) ∩ [2η, 1], the projections
χ(t−η,t+η)(ψλ,i(f))
all have rank at least 3k (where ψλ,i denotes the i-th component of ψλ)
(B) τ(ψλ(f)) ≥
ζ
2 for all τ ∈ T (Fλ).
If no such λ0 existed, there was a subsequence (Fλν , ψλν , ϕλν )ν∈N of (Fλ, ψλ, ϕλ)λ∈N
such that either (A) or (B) failed, i.e., there were tν ∈ σ(f) ∩ [2η, 1] and indices iν
such that the projections
pν := χ(tν−η,tν+η)(ψiν ,λν (f))
had rank less than 3k (in case (A) failed), or there were tracial states
τν ∈ T (Fλν )
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such that
(23) τν(ψλν (f)) <
ζ
2
(in case (B) failed).
Now in the first case, the tν converge to some t¯ ∈ σ(f) ∩ [2η, 1] by compactness.
Let p¯ denote the image of (pν)ν∈N in
C :=
∏
Fλν/
⊕
Fλν ,
and let
ψ¯ : A→ C
be the c.p.c. map induced by the ψλν . By (22), ψ¯ in fact is a ∗-homomorphism,
and it is clear that
d := gt¯−η/2,t¯(f)− gt¯,t¯+η/2(f)
satisfies
ψ¯(d) ≤ p¯.
However, d is nonzero as t¯ ∈ σ(f) and ψ¯ is faithful (A is simple and ψ¯ is unital,
hence nonzero), so ψ¯ restricts to a faithful ∗-homomorphism
ψ˜ : her(d)→ her(p) ⊂ C.
On the other hand, her(p) = pCp is (3k − 1)-subhomogeneous (this is well-known
and follows from the fact that
∏
pνFλνpν is (3k−1)-subhomogeneous), and her(d) ⊂
A is simple and nonelementary. But since her(d) ∼= ψ˜(her(d)) ⊂ her(p), we see
that her(d) is also (3k− 1)-subhomogeneous, contradicting the fact that a nonzero
hereditary subalgebra of a simple and nonelementary C∗-algebra again is simple
and nonelementary. It follows that case (A) does not fail.
Now suppose (B) fails. We may then choose a free ultrafilter ω ∈ βN \ N along
(λν)ν∈N. As in [38, 2.4], one checks that
τ¯ (a) := lim
ν→ω
τν(ψλν (a)), a ∈ A,
defines a tracial state on A for which
τ¯(f) ≤
ζ
2
by (23), a contradiction to (20). Therefore, case (B) can fail neither, and λ0 as
required exists.
Using (22), (A) and (B), we can choose λ1 ≥ λ0 large enough, so that
(F ′, ψ′, ϕ′) := (Fλ1 , ψλ1 , ϕλ1)
will satisfy 1., 2. and 3. above as desired. This verifies the claim.
Now that we have found (F ′ = Mr1 ⊕ . . . ⊕ Mrs , ψ
′, ϕ′), for each i = 1, . . . , s
we inductively construct Li ∈ N, ti,j ∈ [2η, 1] and projections qi,j ∈ Mri for j =
1, . . . , Li, such that
a) qi,j has rank at least 3k for each j
b) qi,j ≤ χ(ti,j−η,ti,j+2η](ψ
′
i(f)) for each j
c)
∑Li
j=1 qi,j = χ(η,1](ψ
′
i(f)).
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To this end, set
ti,1 := min((σ(f) ∩ [2η, 1]) ∪ {1 + η});
this number exists by (21) and compactness of the spectrum of f .
If ti,j has been constructed for some j, set
(24) ti,j+1 := min((σ(f) ∩ [ti,j + 2η, 1]) ∪ {1 + 2η})
and
(25) t¯i,j := min{ti,j+1 − η, ti,j + 2η};
note that
(26) ti,j + η ≤ t¯i,j ≤ ti,j + 2η.
Define
(27) qi,j := χ(ti,j−η,t¯i,j ](ψ
′
i(f)).
If σ(f) ∩ [ti,j + 2η, 1] = ∅, set Li := j and stop the induction process. Note
that, by (24), ti,j+1 ≥ ti,j + 2η, whence the induction indeed stops and Li exists.
Furthermore, each qi,j has rank at least 3k by 3. above and (26), so a) holds.
From (25) and (27) we see that b) holds. Finally, using (24) and (25) it is now
straightforward to check c).
Therefore, Li, the ti,j and the qi,j are as desired.
Since each qi,j has rank at least 3k, for i = 1, . . . , s and j = 1, . . . , Li there are
∗-homomorphisms
(28) Φi,j : Mk → qi,jMriqi,j
such that
(29) tr(Φi,j(1Mk)) ≥
3
4
· tr(qi,j),
where we write tr for the normalized trace on any of the matrix blocks Mri .
It is clear from b) that, for x ∈Mk, i ∈ {1, . . . , s} and j ∈ {1, . . . , Li},
‖[ψ′i(f),Φi,j(x)]‖ ≤ ‖[ti,j · qi,j ,Φi,j(x)]‖ + 4η‖x‖
(28)
= 4η‖x‖.
Set
(30) p :=
s∑
i=1
Li∑
j=1
qi,j
c)
= χ(η,1](ψ
′(f))
and
(31) F := pF ′p, ψ¯( . ) := pψ′( . )p and ϕ¯ := ϕ′|F .
Then, ψ¯ : A→ F and ϕ¯ : F → A are obviously c.p.c. maps; ϕ¯ is m-decomposable,
say w.r.t.
ϕ¯ = ϕ¯(0) ⊕ . . .⊕ ϕ¯(m) and F = F (0) ⊕ . . .⊕ F (m).
18 WILHELM WINTER
We have
‖ϕ¯ψ¯(f)− f‖ ≤ ‖ϕ¯ψ¯(f)− ϕ′ψ′(f)‖ + ‖ϕ′ψ′(f)− f‖
(31)
≤ ‖ψ¯(f)− ψ′(f)‖+ ‖ϕ′ψ′(f)− f‖
< 2η;(32)
moreover,
‖ϕ¯ψ¯(f2)− f2‖
(31)
= ‖ϕ′(pψ′(f2)p)− f2‖
1.
< ‖ϕ′(pψ′(f)2p)− f2‖+ η
(30)
≤ ‖ϕ′(ψ′(f)2)− f2‖+ 2η
1.
< ‖ϕ′ψ′(f2)− f2‖+ 3η
< 4η,(33)
where for the last estimates of (32) and (33) we have used (30) and the fact that
(F ′, ψ′, ϕ′) approximates {f, f2} to within η; cf. the claim above.
Before constructing Φ˜, we need to slightly modify the c.p.c. approximation (F, ψ¯, ϕ¯)
to actually obtain a c.p.c. approximation for her(f); this will be accomplished by
restricting ψ¯ to her(f) and slightly perturbing ϕ¯ to a map with range in her(f).
So, choose
0 < γ
such that
(34) h := g0,γ(f)
satisfies
(35) ‖(1A − h)g0,η(f)‖ < η.
We have, for l = 0, . . . ,m,
‖ϕ¯(l)(1F (l))− ϕ¯
(l)(1F (l))h‖
≤ ‖(1A − h)ϕ¯
(l)(1F (l))(1A − h)‖
1
2
(30),(31)
≤ ‖(1A − h)ϕ
′(g0,η(ψ
′(f)))(1A − h)‖
1
2
1.
≤ (‖(1A − h)ϕ
′ψ′(g0,η(f))(1A − h)‖+ η)
1
2
≤ (‖(1A − h)g0,η(f)(1A − h)‖+ 2η)
1
2
(35)
≤ (3η)
1
2
< 2η
1
2 ,(36)
where for the third last inequality we have used that (F ′, ψ′, ϕ′) also approximates
g0,η(f) to within η.
Now by [22, Lemma 3.6], we see from (36) that there are c.p.c. order zero maps
ϕˆ(l) : F (l) → her(h)(
(34)
= her(f))
such that
(37) ‖ϕˆ(l)(x)− ϕ¯(l)(x)‖ ≤ 16η
1
4 ‖x‖ ∀x ∈ F (l), l = 0, . . . ,m.
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The ϕˆ(l) sum up to an m-decomposable c.p. map
ϕˆ : F → her(h)
satisfying
(38) ‖ϕˆ(x)− ϕ¯(x)‖
(37)
≤ (m+ 1)16η
1
4 ‖x‖, x ∈ F.
The map ϕˆ is not necessarily a contraction, but it has norm at most 1+(m+1)16η
1
4
(by (38), and since ϕ¯ is contractive), so
ϕ :=
1
1 + (m+ 1)16η
1
4
· ϕˆ : F → her(f)
will be an m-decomposable c.p.c. map; one checks that
(39) ‖ϕ(x)− ϕˆ(x)‖ ≤ (m+ 1)16η
1
4 ‖x‖, x ∈ F.
Letting ψ denote the restriction of ψ¯ to her(f),
(40) ψ := ψ¯|her(f),
we obtain an m-decomposable c.p.c. approximation (F, ψ, ϕ) for her(f), which sat-
isfies
‖ϕψ(f)− f‖ ≤ ‖ϕψ(f)− ϕˆψ(f)‖+ ‖ϕˆψ(f)− ϕ¯ψ(f)‖
+‖ϕ¯ψ¯(f)− f‖
(39),(38),(31),(30),(32)
< 32(m+ 1)η
1
4 + 2η
(21)
< η˜
and, similarly (but using (33) in place of (32)),
‖ϕψ(f2)− f2‖ < 32(m+ 1)η
1
4 + 4η
(21)
< η˜.
Therefore, (F, ψ, ϕ) approximates {f, f2} to within η.
Finally, we may define a ∗-homomorphism
Φ˜ : Mk → F
by setting
(41) Φ˜(x) :=
s⊕
i=1
Li⊕
j=1
Φi,j(x), x ∈Mk.
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From (29) and (30), we see that
τ(Φ˜(1Mk)ψ(f))
(30)
≥ τ
Φ˜(1Mk)∑
i,j
ti,j · qi,j
− η
(41),(29)
≥
3
4
· τ
∑
i,j
ti,j · qi,j
− η
b),c)
≥
3
4
· τ(ψ′(f))− 3η
(21),(20)
≥
1
2
· τ(ψ′(f)) + η
(40),(31),(30)
≥
1
2
· τ(ψ(f))
for any tracial state τ ∈ T (F ′). The estimate clearly remains true for any positive
tracial functional on F ′. Since any positive tracial functional on F extends to one
on F ′, we can thus conclude that
τ(Φ˜(1Mk)ψ(f)) ≥
1
2
· τ(ψ(f))
for any positive tracial functional on F .
3.2 Proposition: Let A be separable, simple, unital, nonelementary with drA ≤
m < ∞; let F be a finite-dimensional C∗-algebra, ϕ : F → A a c.p.c. order zero
map, 0 < η¯ < 1 and k ∈ N be given.
Then, there are an m-decomposable c.p.c. approximation (for her(ϕ(1F )))
(F¯ = F¯ (0) ⊕ . . .⊕ F¯ (m), ψ¯, ϕ¯)
of ϕ(B1(F )) ∪ ϕ(B1(F ))2 to within η¯ and a ∗-homomorphism
Φ¯ : Mk → F¯
such that
(42) ‖[Φ¯(x), ψ¯ϕ(b)]‖ ≤ η¯‖x‖‖b‖
and
(43) τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(i)ϕ(c))
 ≥ 1
4
· τ
 m∑
j=0
ϕ¯(j)ψ¯(j)ϕ(c)

for any x ∈Mk, b ∈ F , c ∈ F+ and τ ∈ T (A).
Proof: A moment’s thought shows that, since ϕ has order zero, it is enough to
prove the assertion when F is of the form Mn for some n ∈ N, and that we may
assume ϕ to be nonzero. Let
{ers}
be a set of matrix units for Mn, and let
(44) π : Mn → A
′′
be the canonical supporting ∗-homomorphism for ϕ. Set
f := ϕ(e11)
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and choose
(45) 0 < η˜ <
η¯
n2
,
ζ
16n2
,
where
(46) ζ := min{τ(ϕ(e11)) | τ ∈ T (A)}
exists and is nonzero by Proposition 1.11. Choose
(47) 0 < γ ≤
η˜
4
.
By 1.2, we have
(48) C∗(ϕ(Mn)) ∼= C
∗(f)⊗Mn.
Since the tensor product of two approximately multiplicative maps is approximately
multiplicative, it is not hard to show that there is
0 < ηˆ < η˜
such that the following holds: If, for some C∗-algebra F ′,
ψ′ : her(f)→ F ′
is c.p.c. such that
(49) ‖ψ′(f2)− ψ′(f)2‖ < ηˆ,
then
ψ¯ := ψ′ ⊗ idMn : her(ϕ(1Mn))
(48)
∼= her(f)⊗Mn → F
′ ⊗Mn
satisfies
(50) ‖ψ¯(g0,γ(ϕ)(u)ϕ(v)) − ψ¯(g0,γ(ϕ)(u))ψ¯(ϕ(v))‖ < γ
for all u, v ∈Mn with ‖u‖, ‖v‖ ≤ 1. (In other words, if ψ′ is sufficiently multiplica-
tive on C∗(f), then ψ¯ is almost multiplicative on C∗(ϕ)).
Now, apply Proposition 3.1 to obtain an m-decomposable c.p.c. approximation
(for her(f))
(51)
(
F ′ = F (0) ⊕ . . .⊕ F (m), ψ′ =
m⊕
i=0
ψ(i), ϕ′ =
m∑
i=0
ϕ(i)
)
of {f, f2} to within η˜ and a ∗-homomorphism
Φ˜ : Mk → F
satisfying (18) and (19). Define
F¯ := F ⊗Mn, F¯
(i) := F (i) ⊗Mn, ϕ¯
(i) := ϕ(i) ⊗ π : F¯ (i) → her(ϕ(1Mn)) ⊂ A
and
ψ¯(i) : her(ϕ(1Mn))
(48)
∼= her(f)⊗Mn → F¯
(i)
by
(52) ψ¯(i) := ψ(i) ⊗ idMn .
22 WILHELM WINTER
Note that by 1.2, each ϕ¯(i) indeed is a c.p.c. order zero map from F¯ (i) to A; note
also that
ϕ¯ :=
m∑
i=0
ϕ¯(i) and ψ¯ :=
m∑
i=0
ψ¯(i)
are c.p.c. maps, and that
‖ϕ¯ψ¯ϕ(b)− ϕ(b)‖ ≤ n2η˜‖b‖ and ‖ϕ¯ψ¯(ϕ(b)ϕ(b′))− ϕ(b)ϕ(b′)‖ ≤ n2η˜‖b‖‖b′‖
for b, b′ ∈ F by (51). Therefore, (F¯ , ψ¯, ϕ¯) indeed is a c.p.c. approximation with the
desired properties.
Next, define a ∗-homomorphism
Φ¯ : Mk → F¯
by
(53) Φ¯(x) := Φ˜(x)⊗ 1Mn ;
let
Φ¯(i) : Mk → F¯
(i)
denote the ith component. For r, s ∈ {1, . . . , n} and x ∈Mk we have
‖[Φ¯(x), ψ¯ϕ(er,s)]‖ ≤ max
i∈{0,...,m}
‖[Φ¯(i)(x), ψ¯(i)ϕ(er,s)]‖
(52),(53),(48)
= max
i∈{0,...,m}
‖[Φ˜(i)(x)⊗ 1Mn , ψ
(i)(f)⊗ ers)]‖
(18)
≤ η˜‖x‖,(54)
whence
‖[Φ¯(x), ψ¯ϕ(b)]‖
(54)
≤ n2η˜‖x‖‖b‖(55)
(45)
≤ η¯‖x‖‖b‖
for x ∈Mk, b ∈Mn. This confirms (42).
To verify (43), take c ∈ (Mn)+; we may assume ‖c‖ = 1. Let u ∈ U(Mn) be a
diagonalizing unitary for c, so that we have
(56) u∗cu =
n∑
r=1
λr · er,r with 1 ≥ λ1 ≥ . . . ≥ λn ≥ 0.
For τ ∈ T (A) we then get
τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)ϕ(c))

= τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)ϕ(cuu∗))

(44),1.2
= τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)ϕ(1Mn)π(cuu
∗))

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≥
∣∣∣∣∣∣τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)g0,γ(ϕ(1Mn))ϕ(1Mn)π(cuu
∗))

∣∣∣∣∣∣− γ
1.2
=
∣∣∣∣∣∣τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)(g0,γ(ϕ)(cu)ϕ(u
∗)))

∣∣∣∣∣∣− γ
(51),(49),(50)
≥
∣∣∣∣∣∣τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)(g0,γ(ϕ)(cu))ψ¯
(j)(ϕ(u∗)))

∣∣∣∣∣∣− 2γ
1.4
=
∣∣∣∣∣∣τ
 m∑
j=0
ϕ¯(j)(ψ¯(j)ϕ(u∗)Φ¯(j)(1Mk)ψ¯
(j)(g0,γ(ϕ)(cu)))

∣∣∣∣∣∣− 2γ
(55)
≥
∣∣∣∣∣∣τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)ϕ(u∗)ψ¯(j)(g0,γ(ϕ)(cu)))

∣∣∣∣∣∣− 2γ − n2η˜
(51),(49),(50)
≥ τ
 m∑
j=0
ϕ¯(j)(Φ¯(j)(1Mk)ψ¯
(j)(ϕ(u∗cu)))
 − 4γ − n2η˜
(56),(53)
= τ
 m∑
j=0
n∑
r=1
λrϕ¯
(j)(Φ˜(j)(1Mk)ψ¯
(j)(ϕ(e11)))
 − 4γ − n2η˜
(19)
≥
1
2
· τ
 m∑
j=0
n∑
r=1
λrϕ¯
(j)ψ¯(j)(ϕ(e11))
− 4γ − n2η˜
(3.2)
≥
1
2
· τ
(
n∑
r=1
λrϕ(e11)
)
− 4γ − n2η˜ − n2η˜
=
1
2
· τ
(
ϕ
(
n∑
r=1
λrer,r
))
− 4γ − n2η˜ − n2η˜
(56)
=
1
2
· τ(ϕ(c)) − 4γ − n2η˜ − n2η˜
(45),(46),(47)
≥
1
4
· τ(ϕ(c)) + n2η˜
(3.2)
≥
1
4
· τ(ϕ¯ψ¯ϕ(c)).
3.3 Notation: We denote by T∞(A) those tracial states on A∞ which are of the
form
[(al)l∈N] 7→ lim
ω
τl(al)
for a free ultrafilter ω on N and a sequence (τl)l∈N ⊂ T (A). Note that any τ ∈
T∞(A) restricts to a tracial state on A.
3.4 Proposition: Let k,m ∈ N, ε > 0 and a separable, simple, unital and
nonelementary C∗-algebra A with drA ≤ m be given.
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Then, for i, j ∈ {0, . . . ,m} there are elements
h˜(i) ∈ (A∞)+
and c.p.c. order zero maps
Φ˜(i,j) : Mk → A∞
with the following properties:
(i)
∑m
i=0 h˜
(i) = 1A∞
(ii) h˜(i) ∈ A∞ ∩ A
′
(iii) [Φ˜(i,j)(Mk), h˜
(i)A] = 0 (note that this implies [Φ˜(i,j)(Mk), h˜
(i)] = 0 since
A is unital)
(iv) τ(
∑m
i,f=0 Φ˜
(i,j)(1Mk)h˜
(i)a) ≥ 14 · τ(a) for any τ ∈ T∞(A) and a ∈ A+.
Proof: Let
(57) 1A ∈ F ⊂ A
be a compact subset of positive elements of norm at most 1, and let 0 < η < 1. Let
(58) (F = F (0) ⊕ . . .⊕ F (m), ψ, ϕ)
be an m-decomposable c.p.c. approximation of F ∪ F2 to within η. Set
(59) h(i) := ϕ(1F (i)), i = 0, . . . ,m.
For each i, apply Proposition 3.2 to F (i) and ϕ(i) (in place of F and ϕ, respectively)
to obtain a c.p.c. approximation (for her(ϕ(i)(1F (i))))
(60) (F¯ (i) = F¯ (i,0) ⊕ . . .⊕ F¯ (i,m), ψ¯(i), ϕ¯(i))
of ϕ(i)(B1(F (i))) ∪ ϕ(i)(B1(F (i)))2 to within η and a ∗-homomorphism
Φ¯(i) : Mk → F¯
(i)
such that
(61) ‖[Φ¯(i)(x), ψ¯(i)ϕ(i)(b)]‖ ≤ η‖x‖‖b‖
for x ∈Mk, b ∈ F (i) and
(62) τ
 m∑
j=0
ϕ¯(i,j)(Φ¯(i,j)(1Mk)ψ¯
(i,j)ϕ(i)(c))
 ≥ 1
4
· τ
 m∑
j=0
ϕ¯(i,j)ψ¯(i,j)ϕ(i)(c)

for c ∈ (F (i))+, τ ∈ T (A) and i ∈ {0, . . . ,m}.
For i, j ∈ {0, . . . ,m}, we define a c.p.c. order zero map
Φ(i,j) : Mk → A
by
(63) Φ(i,j) := ϕ¯(i,j) ◦ Φ¯(i,j).
We have
1A − η
(57),(58)
≤
m∑
i=0
ϕ(i)ψ(i)(1A) ≤
m∑
i=0
ϕ(i)(1F (i))
(59)
=
m∑
i=0
h(i) ≤ 1A,
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whence
(64)
∥∥∥∥∥1A −
m∑
i=0
h(i)
∥∥∥∥∥ ≤ η.
Moreover, we have
‖ϕ(i)(1F (i))a− ϕ
(i)ψ(i)(a)‖
(58)
≤ ‖ϕ(i)(1F (i))ϕψ(a)− ϕ(1F (i)ψ(a))‖ + η
(58),1.10
≤ 2η
1
2 + η(65)
for i ∈ {0, . . . ,m} and a ∈ F ; by the same argument we have
(66) ‖aϕ(i)(1F (i))− ϕ
(i)ψ(i)(a)‖ ≤ 2η
1
2 + η.
As a consequence,
(67) ‖[a, h(i)]‖
(59),(65),(66)
< 6η
1
2
for i ∈ {0, . . . ,m} and a ∈ F .
Next, we check that
‖[Φ(i,j)(x), h(i)a]‖(68)
(63),(59),(58)
≤ ‖ϕ¯(i,j)Φ¯(i,j)(x)ϕ(i)(1F (i))ϕψ(a)
−ϕ(i)(1F (i))ϕψ(a)ϕ¯
(i,j)Φ¯(i,j)(x)‖
+2η
(58),1.10
≤ ‖ϕ¯(i,j)Φ¯(i,j)(x)ϕ(i)ψ(i)(a)− ϕ(i)ψ(i)(a)ϕ¯(i,j)Φ¯(i,j)(x)‖
+2η + 4η
1
2
(60)
≤ ‖ϕ¯(i,j)Φ¯(i,j)(x)ϕ¯(i)ψ¯(i)(ϕ(i)ψ(i)(a))
−ϕ¯(i)ψ¯(i)(ϕ(i)ψ(i)(a))ϕ¯(i,j)Φ¯(i,j)(x)‖
+4η + 4η
1
2
(60),1.10
≤ ‖ϕ¯(i,j)(Φ¯(i,j)(x)ψ¯(i,j)(ϕ(i)ψ(i)(a)))
−ϕ¯(i,j)(ψ¯(i,j)(ϕ(i)ψ(i)(a))Φ¯(i,j)(x))‖
+4η + 8η
1
2
(61)
≤ 5η + 8η
1
2(69)
for x ∈ (Mk)+ with ‖x‖ ≤ 1, a ∈ F and i, j ∈ {0, . . . ,m}.
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Finally, we have
τ
 m∑
i,j=0
Φ(i,j)(1Mk)h
(i)a

(58),(59),1.10
≥ τ
 m∑
i,j=0
Φ(i,j)(1Mk)ϕ
(i)ψ(i)(a)
 − (m+ 1)(2η 12 + η)
(60),1.10,(63)
≥ τ
 m∑
i,j=0
ϕ¯(i,j)(Φ¯(i,j)(1Mk)ψ¯
(i,j)ϕ(i)ψ(i)(a))

−(m+ 1)(2η
1
2 + η)− (m+ 1)2(2η
1
2 + η)
(62)
≥
1
4
· τ
 m∑
i,j=0
ϕ¯(i,j)ψ¯(i,j)ϕ(i)ψ(i)(a)

−(m+ 1)(2η
1
2 + η)− (m+ 1)2(2η
1
2 + η)
(58),(60)
≥
1
4
· τ(a)− (m+ 1)(2η
1
2 + 2η)− (m+ 1)2(2η
1
2 + η)− η
≥
1
4
· τ(a)− 8(m+ 1)2η
1
2(70)
for all a ∈ F and τ ∈ T (A).
Now if (Fl)l∈N is an increasing sequence of compact sets exhausting A+ and
(ηl)l∈N is a decreasing null sequence of strictly positive numbers, we can construct
h
(i)
l and Φ
(i,j)
l for l ∈ N following the above procedure. It is then clear from
(64), (67), (69) and (70) that these give rise to elements h˜(i) ∈ (A∞)+ and c.p.c.
order zero maps Φ˜(i,j) : Mk → A∞ possessing properties (i) through (iv) of the
proposition.
3.5 Proposition: Given m ∈ N, there are K ∈ N, 0 < α and 0 < β ≤ 12K such
that the following holds:
Let A be separable, simple, unital and nonelementary with drA ≤ m; let F ⊂ A
be a compact subset of nonzero positive elements of norm at most 1, and let η, ε > 0
be given.
Then, there are positive elements d(1), . . . , d(K) ∈ A of norm at most 1 satisfying
(a) ‖[d(i), a]‖ < η
(b) τ(
∑K
j=1 d
(j)a) ≥ α · τ(a)
(c) τ((1 − g0,ε)(d
(i))a) ≥ (1− β)τ(a)
for all a ∈ F , i ∈ {1, . . . ,K} and τ ∈ T (A).
Proof: Define
(71) K := (m+ 1)2, β :=
1
2K
and α :=
β
4
.
We may apply Proposition 3.4 with K in place of k to obtain elements
h˜(i) ∈ (A∞)+
DECOMPOSITION RANK AND Z-STABILITY 27
and c.p.c. order zero maps
Φ˜(i,j) : MK → A∞
for i, j ∈ {0, . . . ,m} with the following properties:
(i)
∑m
i=0 h˜
(i) = 1A∞ (this implies that the h˜
(i) have norm a t most 1)
(ii) h˜(i) ∈ A∞ ∩ A′
(iii) [Φ˜(i,j)(MK), h˜
(i)A] = 0 (this implies [Φ˜(i,j)(MK), h˜
(i)] = 0 since A is uni-
tal)
(iv) τ(
∑m
i,f=0 Φ˜
(i,j)(1MK )h˜
(i)a) ≥ 14τ(a) for any τ ∈ T∞(A) and a ∈ A+.
By (iii), as in 1.3 we may define c.p.c. order zero maps
Φˆ(i,j) : MK → A∞
by setting
(72) Φˆ(i,j)(y) := g0,ε(h˜
(i)Φ˜(i,j)(1MK ))π
(i,j)(y)
for y ∈MK , where π(i,j) : MK → A′′ is the canonical supporting ∗-homomorphism
for Φ˜(i,j). Note that
(73) Φˆ(i,j)(y) = g0,ε((h˜
i)
1
2 Φ˜(i,j)(y)(h˜i)
1
2 )
if y ∈ (MK)+.
It is clear from (ii), (iii), (iv) and (73), that for a ∈ A+ and τ ∈ T∞(A),
(74) τ˜ (i,j)a ( . ) := τ(Φ˜
(i,j)( . )h˜(i)a)
and
(75) τˆ (i,j)a ( . ) := τ(Φˆ
(i,j)( . )a)
define positive tracial functionals on MK .
Set
(76) d˜(i,j) := Φ˜(i,j)(q)h˜(i),
where q ∈MK is a rank one projection; it is clear from (iii) that
d˜(i,j) = (h˜(i))
1
2 Φ˜(i,j)(q)(h˜(i))
1
2
is positive of norm at most 1. We have
(77) τ(g0,ε(d˜
(i,j))a)
(73),(75),(72)
= τˆ (i,j)a (q) =
1
K
·τˆ (i,j)a (1MK )
(75)
≤
1
K
·τ(a)
(71)
=
β
2
·τ(a)
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for any τ ∈ T∞(A) and a ∈ A+. Moreover,
τ
 m∑
i,j=0
d˜(i,j)a
 (76),(74)= m∑
i,j=0
τ˜ (i,j)a (q)
=
1
K
·
m∑
i,j=0
τ˜ (i,j)a (1MK )
(74)
=
1
K
· τ
 m∑
i,j=0
Φ˜(i,j)(1MK )h˜
(i)a

(iv)
≥
1
4K
· τ(a)
(71)
=
β
2
· τ(a)(78)
for i, j ∈ {0, . . . ,m}, a ∈ A+ and τ ∈ T∞(A).
Now lift each d˜(i,j) to a positive sequence
(79) (d˜
(i,j)
l )l∈N ∈
∏
N
A
of norm at most 1.
We claim there is l0 ∈ N such that
(80) τ(g0,ε(d˜
(i,j)
l )a) ≤ β · τ(a)
and
(81) τ
 m∑
i,j=0
d˜
(i,j)
l a
 ≥ α · τ(a)
for all τ ∈ T (A), a ∈ F and l ≥ l0.
To prove the claim, in order to obtain a contradiction let us assume that no such
l0 exists. Then either (80) or (81) fails, i.e., there are sequences
(an)n∈N ⊂ F , (τn)n∈N ⊂ (T (A))
and a subsequence (ln)n∈N of (n)n∈N such that
τln(g0,ε(d˜
(i,j)
ln
)aln) > β · τln(aln)
or
τln
 m∑
i,j=0
d˜
(i,j)
ln
an
 < α · τln(aln)
for n ∈ N. Now since F is compact, by passing to a subsequence we may even
assume that there is a¯ ∈ F such that
aln → a¯.
By Proposition 1.11,
(82) ζ := min{τ(a) | τ ∈ T (A), a ∈ F}
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exists and is strictly positive. Choose
(83) 0 < ε¯ <
αζ
4
.
But then, there is n0 ∈ N such that
‖aln − a¯‖ < ε¯
for n ≥ n0; we may assume without loss of generality that n0 = 0. We obtain
τln(g0,ε(d˜
(i,j)
ln
)a¯) ≥ τln(g0,ε(d˜
(i,j)
ln
)aln)− ε¯
> β · τln(aln)− ε¯
≥ β · τln(a¯)− 2ε¯(84)
or
τln
 m∑
i,j=0
d˜
(i,j)
ln
a¯
 ≤ τln
 m∑
i,j=0
d˜
(i,j)
ln
aln
+ ε¯
< α · τln(aln) + ε¯
≤ α · τln(a¯) + 2ε¯(85)
for n ∈ N. Let ω ∈ βN \ N be a free ultrafilter along the subsequence (ln)n∈N of
(n)n∈N, and let τ¯ ∈ T∞(A) denote the trace given by
(86) τ¯ ([(bn)n∈N]) := lim
n→ω
τn(bn).
It is clear from (84) or (85), respectively, that
τ¯(g0,ε(d˜
(i,j))a¯)
(84),(86),(79)
≥ β · τ¯(a¯)− 2ε¯
(82),(83),(71)
≥
3
4
β · τ¯ (a¯)
or
τ¯
 m∑
i,j=0
d˜(i,j)a¯
 (85),(86),(79)≤ α · τ¯(a¯) + 2ε¯
(82),(83)
≤
3
2
α · τ¯ (a¯)
(71)
=
3
8
β · τ¯ (a¯).
We thus obtain a contradiction to (77) or (78), and so l0 as above indeed exists.
By (ii), (iii) and (76), there is l1 ≥ l0 such that
‖[d˜
(i,j)
l1
, a]‖ < η
for i, j ∈ {0, . . . ,m} and a ∈ F .
Let d(1), . . . , d(K) be an enumeration of {d˜
(i,j)
l1
| i, j = 0, . . . ,m}; then, by (80)
and (81),
τ(g0,ε(d
(i))a) ≤ β · τ(a) for i = 1, . . . ,K
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and
τ
 K∑
j=1
d(i)a
 ≥ α · τ(a)
for all τ ∈ T (A) and a ∈ F . So, the d(i) satisfy 3.5(a), (b) and (c).
3.6 Proposition: Given m, k ∈ N, there is ωk > 0 such that the following holds:
Let A be separable, simple, unital and nonelementary with drA ≤ m; let θ > 0
and let F ⊂ A be a compact subset of nonzero positive elements of norm at most 1.
Then, there are pairwise orthogonal positive elements d1, . . . , dk ∈ A of norm at
most 1 such that
‖[di, f ]‖ < θ
and
τ(dif) ≥ ωk · τ(f)
for all i ∈ {1, . . . , k}, f ∈ F and τ ∈ T (A).
Proof: We shall use induction to prove the proposition when k is of the form 2l,
l ∈ N; from here it will be easy to deduce the case of general k. So, let us first prove
the assertion for k = 2. Choose α, β and K as in Proposition 3.5, and choose
(87) 0 < ω2 <
α
4
, 1− 2Kβ.
Let A, F and θ as in the proposition be given. Set
(88) ζ := min{τ(a) | a ∈ F , τ ∈ T (A)};
ζ exists and is nonzero by Proposition 1.11. Choose
(89) 0 < ε <
ζα
8K
.
For l ∈ N, apply Proposition 3.5 with 1l in place of η to obtain positive elements
d
(1)
l , . . . , d
(K)
l ∈ A of norm at most 1 satisfying
(90) ‖[d
(i)
l , a]‖ <
1
l
τ
 K∑
j=1
d
(j)
l
 a
 ≥ α · τ(a)
and
τ((1 − g0,ε)(d
(i)
l )a) ≥ (1 − β)τ(a)
for all a ∈ F , i ∈ {1, . . . ,K}, τ ∈ T (A) and l ∈ N.
We obtain
d¯(i) := [(d
(i)
l )l∈N] ∈ A∞
satisfying
d¯(i) ∈ A∞ ∩ A
′,
(91) τω
((
K∑
i=1
d¯(i)
)
a
)
≥ α · τ(a)
and
(92) τω((1− g0,ε)(d¯
(i))a) ≥ (1− β) · τ(a)
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for all a ∈ F , i ∈ {1, . . . ,K}, τ ∈ T (A) and any free ultrafilter ω ∈ βN \ N, where
τω ∈ T∞(A) denotes the tracial state given by
τω([(al)l∈N]) := lim
l→ω
τ(al).
Set
C := C∗(d¯(1), . . . , d¯(K),1A∞) ⊂ A∞ ∩ A
′.
Note that, for a ∈ A+,
τω,a(c) := τω(ca), c ∈ C,
defines a positive tracial functional on C. We obtain
α
2
· τ(a)(93)
≤ α · τ(a)−
αζ
2
(88)
≤ τω,a
 K∑
j=1
d¯(j)
− αζ
2
(91)
≤ τω,a
 K∑
j=1
fε,2ε(d¯
(j))
 +Kε− αζ
2
≤ τω,a
 K∑
j=1
fε,2ε(d¯
(j))
(94)
(89)
≤ τω,a
g0,ε
 K∑
j=1
fε,2ε(d¯
(j))
(95)
≤ dτω,a
 K∑
j=1
fε,2ε(d¯
(j))

≤
K∑
j=1
dτω,a(fε,2ε(d¯
(j)))
≤
K∑
j=1
τω,a(g0,ε(d¯
(j)))
(92)
≤ Kβ · τ(a)(96)
for any a ∈ F , τ ∈ T (A) and ω ∈ βN \N. Here, for the third last estimate we have
used the fact that d(a+ b) ≤ d(a) + d(b) for any dimension function d and positive
elements a, b.
Since these estimates hold for any free ultrafilter ω on N, and since F is compact,
there is L0 ∈ N such that
(97)
α
2
· τ(a)−
αζ
8
(93),(94)
≤ τ
 K∑
j=1
fε,2ε(d
(j)
l )
 a

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and
(98) τ
g0,ε
 K∑
j=1
fε,2ε(d
(j)
l )
 a
 (95),(96)≤ Kβ · τ(a) +Kβζ (88)≤ 2Kβ · τ(a)
for any a ∈ F and τ ∈ T (A), if l ≥ L0.
We then obtain
(99) τ
fε,2ε
 K∑
j=1
fε,2ε(d
(j)
l )
 a
 (97)≥ α
2
· τ(a)−
2αζ
8
≥
α
4
· τ(a) ≥ ω2 · τ(a)
and
τ((1 − g0,ε)
 K∑
j=1
fε,2ε(d
(j)
l ))a
 (98),(89)≥ 1− 2Kβ · τ(a)
≥ (1− 2Kβ) · τ(a)
(87)
≥ ω2 · τ(a)(100)
if a ∈ F and l ≥ L0.
By (90), and since F is compact, there is L1 ∈ N such that
(101)
∥∥∥∥∥∥
fε,2ε
 K∑
j=1
fε,2ε(d
(j)
l )
 , a
∥∥∥∥∥∥ ,
∥∥∥∥∥∥
g0,ε
 K∑
j=1
fε,2ε(d
(j)
l )
 , a
∥∥∥∥∥∥ < θ
if a ∈ F and l ≥ L1. Set
L := max{L0, L1}
and define
d1 := fε,2ε
 K∑
j=1
fε,2ε(d
(j)
L )

and
d2 := (1− g0,ε)
 K∑
j=1
fε,2ε(d
(j)
L )
 .
Then, d1 and d2 are orthogonal, positive, of norm at most 1 and satisfy
‖[di, a]‖
(101)
< θ
and
τ(dia)
(99),(100)
≥ ω2 · τ(a)
for i = 1, 2, a ∈ F and τ ∈ T (A). We have thus verified the anchor step of our
induction, i.e., the conclusion of the proposition in the case k=2.
For the induction step, suppose we have shown the proposition for k = 2l for
some l ∈ N and have some 0 < ω2l . Set
(102) ω2l+1 :=
1
2
ω2ω2l .
Again, let A, F and θ as in the proposition be given. Set
(103) ζ := min{τ(a) | a ∈ F , τ ∈ T (A)};
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as, before, ζ exists and is strictly positive by Proposition 1.11.
Apply the case k = 2l of the proposition to obtain pairwise orthogonal positive
elements d1, . . . , d2l ∈ A of norm at most 1 such that
(104) ‖[di, a]‖ <
θ
6
and
(105) τ(dia) ≥ ω2l · τ(a)
for all i ∈ {1, . . . , 2l}, a ∈ F and τ ∈ T (A). Define
(106) F¯ := F ∪ {d
1
2
i | i = 1, . . . , 2
l},
then F¯ is compact and consists of nonzero positive elements of norm at most 1.
Choose
(107) 0 < δ ≤ ω2l+1ζ,
θ
6
.
Choose
(108) 0 < θ′ <
θ
6
such that, whenever b1, . . . , b2l+1 ∈ A are positive elements of norm at most 1
satisfying ‖bibi′‖ ≤ 2θ′ if i 6= i′, then there are pairwise orthogonal b˜i ∈ A+ of norm
at most 1 such that
(109) ‖b˜i − bi‖ ≤ δ
for i = 1, . . . , 2l+1; this is possible by [22, Proposition 2.5].
Apply the proposition (for k = 2) to obtain orthogonal positive elements dˆ1, dˆ2 ∈
A of norm at most 1 such that
(110) ‖[dˆj , a]‖ < θ
′
and
(111) τ(dˆja) ≥ ω2 · τ(a)
for j = 1, 2, a ∈ F¯ and τ ∈ T (A).
Note that by (110) and by pairwise orthogonality of the dˆj and the d
′
i we have
‖d
1
2
i dˆjd
1
2
i d
1
2
i′ dˆj′d
1
2
i′‖ ≤ 2θ
′
if i 6= i′ or j 6= j′, so by our choice of θ′ there are pairwise orthogonal positive
elements d˜i,j ∈ A of norm at most 1 such that
(112) ‖d˜i,j − d
1
2
i dˆjd
1
2
i ‖ ≤ δ
for i ∈ {1, . . . , 2l}, j ∈ {1, 2}; cf. (109). We now have
‖[d˜i,j, a]‖
(112)
≤ ‖[d
1
2
i dˆjd
1
2
i , a]‖+ 2δ
(110),(106)
≤ ‖[didˆj , a]‖+ 2δ + 2θ
′
(110),(104)
< θ′ +
θ
6
+ 2δ + 2θ′
(107),(108)
≤ θ(113)
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for a ∈ F , i ∈ {1, . . . , 2l} and j ∈ {1, 2}.
Moreover,
τ(d˜i,ja)
(112)
≥ τ(d
1
2
i dˆjd
1
2
i a)− δ
= τ(d
1
2
i dˆjd
1
2
i ad
1
2
i )− δ
(111),(106)
≥ ω2 · τ(d
1
2
i ad
1
2
i )− δ
= ω2 · τ(dia)− δ
(105)
≥ ω2ω2l · τ(a)− δ
(107)
≥ ω2ω2l · τ(a)−
ω2ω2lζ
2
(103)
≥
1
2
ω2ω2l · τ(a)
(102)
= ω2l+1 · τ(a)(114)
for a ∈ F , i ∈ {1, . . . , 2l} and j ∈ {1, 2}. Now (113) and (114) show that the
elements d˜ij satisfy the assertion of the proposition for k = 2
l+1.
We have thus inductively verified the proposition for k = 2l, l ∈ N. For arbitrary
k ∈ N, choose l ∈ N such that 2l ≥ k and set ωk := ω2l . Then the assertion for 2
l
will obviously yield the assertion for k.
3.7 Proposition: Given m, k ∈ N, there is β¯ > 0 such that the following holds:
Let A be separable, simple, unital and nonelementary with drA ≤ m; let f ∈ A
be positive of norm at most 1 and ε¯ > 0 be given.
Then, there is a c.p.c. order zero map
Φ¯ : Mk → her(f) ⊂ A
such that
‖[Φ¯(x), f ]‖ ≤ ε¯ · ‖x‖
for x ∈Mk and
τ(Φ¯(1Mk)f) ≥ β¯ · τ(f).
Proof: Set
β¯ :=
1
4
ωm+1,
where ωm+1 comes from Proposition 3.6.
Let A, f and ε¯ be as in the proposition. We may assume f to be nonzero, for
otherwise we can just take Φ¯ to be the zero map. Now by Proposition 1.11,
ζ := min{τ(f) | τ ∈ T (A)}
exists and is nonzero. Choose
0 < η < 1
such that
(115) 6(m+ 1)η <
1
4
ωm+1ζ, ε¯.
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Choose
(116) 0 < η¯ < η
such that
(117) 7η¯
1
2 < η
and such that, if ‖[h, f ]‖ ≤ 7η¯
1
2 for some positive h of norm at most 1, then
(118) ‖[h
1
2 , f ]‖ ≤ η;
this is possible by Proposition 1.8.
By [22, Proposition 3.8], we have dr her(f) = drA. Let
(F = F (0) ⊕ . . .⊕ F (m), ψ, ϕ)
be an m-decomposable c.p.c. approximation as in Proposition 3.1, with η¯ in place
of η˜. Note that, by Lemma 1.10,
(119) ‖ϕ(yψ(f))− ϕ(y)ϕψ(f)‖ ≤ 2η¯
1
2 · ‖y‖
for any y ∈ F .
Set
f (i) := ψ(i)(f) ∈ F (i).
By Proposition 3.1, there are ∗-homomorphisms
Φ˜(i) : Mk → F
(i)
such that
(120) ‖[Φ˜(i)(x), f (i)]‖ ≤ η¯‖x‖
for x ∈ F (i) and such that, for any positive tracial functional τ (i) on F (i), we have
(121) τ (i)(Φ˜(i)(1Mk)f
(i)) ≥
1
2
· τ (i)(f (i)).
Define c.p.c. order zero maps
(122) Φˆ(i) : Mk → her(f)
by
(123) Φˆ(i)(x) := ϕ(i)(Φ˜(i)(x)).
We have
τ(Φˆ(i)(1Mk)f)
≥ τ(Φˆ(i)(1Mk)ϕψ(f)) − η¯
(119),(123)
≥ τ(ϕ(i)(Φ˜(i)(1Mk)ψ
(i)(f)))− η¯ − 2η¯
1
2
(117)
≥
1
2
· τ(ϕ(i)ψ(i)(f))− 3η(124)
for any τ ∈ T (A) and i ∈ {0, . . . ,m}, where for the last estimate we have also used
(121) and the fact that τ ◦ ϕ(i) is a tracial functional on F (i).
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Moreover, we have
‖[Φˆ(i)(x), f ]‖ ≤ ‖[Φˆ(i)(x), ϕψ(f)]‖ + 2η¯‖x‖
(119),(123)
≤ ‖ϕ(i)([Φ˜(i)(x), f (i)])‖ + (2η¯ + 4η¯
1
2 )‖x‖
≤ 7η¯
1
2 ‖x‖(125)
for x ∈Mk and i ∈ {0, . . . ,m}. Note that by our choice of η¯, this implies
(126) ‖[Φˆ(i)(1Mk)
1
2 , f ]‖ ≤ η.
Next, choose
(127) 0 < δ < η
such that the following holds: If d¯(0), . . . , d¯(m) ∈ her(f) are positive elements of
norm at most 1, satisfying
‖d¯(i)d¯(i
′)‖ ≤ δ if i 6= i′ ∈ {0, . . . ,m}
and
‖[d¯(i), Φˆ(i)(x)]‖ ≤ δ‖x‖,
then there are pairwise orthogonal c.p.c. order zero maps
Φ¯(i) : Mk → her(f)
such that
(128) ‖Φ¯(i)(x)− d¯(i)Φˆ(i)(x)d¯(i)‖ ≤ η‖x‖
for i = 0, . . . ,m and x ∈Mk. Such a δ exists by [22, Proposition 2.5].
Choose
0 < γ < η
such that
(129) ‖g0,γ(f)Φˆ
(i)(x)− Φˆ(i)(x)‖ ≤
δ
36
‖x‖
for i = 0, . . . ,m and x ∈ Mk; this is possible since the unit ball of Mk is compact
and the image of Φˆ(i) is in her(f); cf. (122).
Set
F := {f, g0,γ(f), Φˆ
(i)(x), Φˆ(i)(1Mk)
1
2 f Φˆ(i)(1Mk)
1
2 | 0 ≤ x ≤ 1Mk , i ∈ {0, . . . ,m}},
then F ⊂ A is a compact subset of positive elements of norm at most 1.
Choose
0 < θ < δ
such that, if ‖[d, b]‖ < θ, then
(130) ‖[d
1
2 , b]‖ <
δ
36
whenever d, b ∈ A are positive elements of norm at most 1; cf. Proposition 1.8.
From Proposition 3.6 we now obtain pairwise orthogonal positive elements
d(0), . . . , d(m) ∈ A
such that
(131) ‖[d(i), b]‖ < θ
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and
(132) τ(d(i)b) ≥ ω · τ(b)
for i ∈ {0, . . . ,m}, b ∈ F and τ ∈ T (A).
For each i, we then have
‖[g0,γ(f)(d
(i))
1
2 g0,γ(f), Φˆ
(i)(x)]‖
(129)
≤ ‖g0,γ(f)(d
(i))
1
2 Φˆ(i)(x)− Φˆ(i)(x)(d(i))
1
2 g0,γ(f)‖+ 2
δ
36
‖x‖
(131),(130),(129)
≤ ‖(d(i))
1
2 Φˆ(i)(x) − Φˆ(i)(x)(d(i))
1
2 ‖+ 8
δ
36
‖x‖
(131),(130)
≤ 9
δ
36
‖x‖
for x ∈ (Mk)+, from which we obtain
‖[g0,γ(f)(d
(i))
1
2 g0,γ(f), Φˆ
(i)(x)]‖ ≤ δ‖x‖
for all x ∈Mk. Moreover, if i 6= i′ ∈ {0, . . . ,m},
‖g0,γ(f)(d
(i))
1
2 g0,γ(f)(d
(i′))
1
2 g0,γ(f)‖
(131),(130)
≤ ‖g0,γ(f)
2(d(i))
1
2 (di
′
)
1
2 g0,γ(f)
2‖
+2
δ
36
= 2
δ
36
(using that di ⊥ di
′
), whence by our choice of δ there are pairwise orthogonal c.p.c.
order zero maps
Φ¯(i) : Mk → her(f)
such that
(133) ‖Φ¯(i)(x)− g0,γ(f)(d
(i))
1
2 g0,γ(f)Φˆ
(i)(x)g0,γ(f)(d
(i))
1
2 g0,γ(f)‖ ≤ η‖x‖,
cf. (128). We may define a c.p.c. order zero map
Φ¯ : Mk → her(f)
by
Φ¯(x) :=
m⊕
i=0
Φ¯(i)(x).
We have
τ(Φ¯(i)(1Mk)f)
(133),(129),(131),(130)
≥ τ((d(i))
1
2 Φˆ(i)(1Mk)(d
(i))
1
2 f)−
6
36
δ
(131),(130)
≥ τ(d(i)Φˆ(i)(1Mk)f)−
7
36
δ
(126)
≥ τ(d(i)Φˆ(i)(1Mk)
1
2 f Φˆ(i)(1Mk)
1
2 )− η −
7
36
δ
(132),(127)
≥ ωm+1 · τ(Φˆ
(i)(1Mk)f)− 2η
(124)
≥
1
2
ωm+1 · τ(ϕ
(i)ψ(i)(f))− 5η,
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whence
τ(Φ¯(1Mk)f)
≥
1
2
ωm+1 · τ(ϕψ(f)) − (m+ 1)5η
≥
1
2
ωm+1 · τ(f)− (m+ 1)5η − η
(115)
≥
1
4
ωm+1 · τ(f)
for any τ ∈ T (A).
Finally, for x ∈Mk and i ∈ {0, . . . ,m} we have
‖[Φ¯(i)(x), f ]‖
(133)
≤ ‖[g0,γ(f)(d
(i))
1
2 g0,γ(f)Φˆ
(i)(x)g0,γ(f)(d
(i))
1
2 g0,γ(f), f ]‖
+2η‖x‖
≤ 2‖[(d(i))
1
2 , f ]‖ · ‖x‖+ ‖[Φˆ(i)(x), f ]‖+ 2η‖x‖
(131),(130),(127),(125),(116)
≤ 6η‖x‖,
whence
‖[Φ¯(x), f ]‖ ≤ 6(m+ 1)η‖x‖
(115)
≤ ε¯‖x‖.
3.8 Proposition: Given m, k ∈ N, there is β > 0 such that the following holds:
Let A be separable, simple, unital and nonelementary with drA ≤ m. Let F be a
finite-dimensional C∗-algebra, ϕ : F → A a c.p.c. order zero map and ε > 0.
Then, there is a c.p.c. order zero map
Φ : Mk → her(ϕ(1F )) ⊂ A
such that
‖[Φ(x), ϕ(y)]‖ ≤ ε‖x‖‖y‖
and
τ(Φ(1Mk )ϕ(a)) ≥ β · τ(ϕ(a))
for all x ∈Mk, y ∈ F , a ∈ F+ and τ ∈ T (A).
Proof: Choose
(134) β :=
β¯
2
,
where β¯ comes from Proposition 3.7.
Let A, F , ϕ and ε be given. A moment’s thought shows that it suffices to verify
the assertion of 3.8 when F is of the form Mr for some r ∈ N. Let
π : Mr → A
′′
be the canonical supporting ∗-homomorphism for ϕ. Let
{fij | i, j = 1, . . . , r}
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denote the canonical matrix units for Mr. Choose
(135) 0 < η <
1
4
min{ε, β¯ · τ(ϕ(a)) | a ∈ (Mr)+ with ‖a‖ = 1, τ ∈ T (A)}
(the minimum exists and is nonzero by Proposition 1.11). Set
(136) ε¯ :=
η
r2
.
By Proposition 3.7, there is a c.p.c. order zero map
Φ¯ : Mk → her(ϕ(f11))
such that
(137) ‖[Φ¯(x), ϕ(f11)]‖ ≤ ε¯ · ‖x‖
for x ∈Mk and
(138) τ(Φ¯(1Mk)ϕ(f11)) ≥ β¯ · τ(ϕ(f11)).
Define a c.p.c. map
Φ : Mk → A
′′
by
(139) Φ(x) :=
r∑
i=1
π(fi1)Φ¯(x)π(f1i).
It follows from Proposition 1.2 that in fact
Φ(Mk) ⊂ her(1Mr ) ⊂ A;
it is straightforward to verify (using that π is a ∗-homomorphism and Φ¯ has order
zero) that Φ is a c.p.c. order zero map. Moreover, for j, k ∈ {1, . . . , r} and 0 6= x ∈
Mk we have
‖[Φ(x), ϕ(fjk)]‖
= ‖π(fj1)Φ¯(x)ϕ(f11)π(f1k)− π(fj1)ϕ(f11)Φ¯(x)π(f1k)
(137)
≤ ε¯ · ‖x‖,
whence
(140) ‖[Φ(x), ϕ(y)]‖ ≤ r2ε¯‖x‖‖y‖
(136)
≤ η‖x‖‖y‖
(135)
≤ ε‖x‖‖y‖
for x ∈Mk and y ∈Mr.
Finally, for a ∈ (Mr)+ with norm 1 choose a unitary u ∈Mr such that
(141) u∗au =
r∑
j=1
αj · fjj ,
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with 0 ≤ αj ≤ 1. Now, let τ ∈ T (A); denoting the canonical extension of τ to A′′
again by τ , we then obtain
τ(Φ(1Mk)ϕ(a))
= τ(π(u∗)Φ(1Mk)ϕ(a)π(u))
= τ(π(u∗)Φ(1Mk)π(au)ϕ(1Mr ))
= τ(ϕ(u∗)Φ(1Mk)π(au))
(140)
≥ τ(Φ(1Mk)ϕ(u
∗au))− η
(141),(139)
=
r∑
j=1
αj · τ(Φ¯(1Mk)ϕ(f11))− η
(138)
≥
r∑
j=1
αj · β¯ · τ(ϕ(f11))− η
(141)
≥ β¯ · τ(ϕ(a)) − η
(135)
≥
β¯
2
· τ(ϕ(a))
(134)
= β · τ(ϕ(a)).
Since τ and ϕ are both linear, the estimate holds for arbitrary a ∈ (Mr)+.
3.9 Proposition: Given m, k ∈ N, there is αk > 0 such that the following holds:
Let A be separable, simple, unital and nonelementary with drA ≤ m; let E ⊂ A
be a compact subset and let γ > 0 be given.
Then, there is a c.p.c. order zero map
Φ : Mk → A
such that
‖[Φ(x), a]‖ ≤ γ‖x‖
and
τ(Φ(1Mk)a) ≥ αk · τ(a)
for all a ∈ E ∩ A+ and τ ∈ T (A).
Proof: From Propositions 3.8 and 3.6 we obtain β > 0 and ωk > 0; set
(142) αk :=
β · ωk
2
.
Now, let A, E and γ as in 3.9 be given. We may assume the elements of E to be
positive and normalized. Set
(143) E¯ := E ∪ {a2 | a ∈ E}
and
ζ := min{τ(a) | a ∈ E , τ ∈ T (A)};
by Proposition 1.11, ζ exists and is strictly positive.
Choose D ∈ N such that
D ≥ 17(m+ 1)
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and
(144) αk · ζ >
((m+ 1)10 + 1)γ
D
.
Let (F = F (0) ⊕ . . .⊕ F (m), ψ, ϕ) be an m-decomposable c.p.c. approximation of E¯
to within ( γ3D )
2. Note that, for a ∈ E and i ∈ {0, . . . ,m}, we have
(145) ‖ϕ(i)(1F (i))ϕψ(a)− ϕ
(i)ψ(i)(a)‖ <
γ
D
.
Obtain
0 < δ
from Proposition 1.7, applied to Mk in place of F and
γ
D in place of γ. Choose
0 < θ <
γ
D
such that, if a, b are positive elements of norm at most 1 in some C∗-algebra which
satisfy ‖[a, b]‖ ≤ ε, then ‖[a, b
1
2 ]‖, ‖[a
1
2 , b
1
2 ]‖ < δ2 ; cf. Proposition 1.8.
From Proposition 3.8, for i = 0, . . . ,m we obtain c.p.c. order zero maps
Φ˜(i) : Mk → her(ϕ
(i)(1F (i)))
such that
(146) ‖[Φ˜(i)(x), ϕ(i)(y)]‖ ≤ θ‖x‖‖y‖
for all x ∈Mk, y ∈ F
(i), and such that
τ(Φ˜i(1F (i))ϕ
(i)(b)) ≥ β · τ(ϕ(i)(b))
for all τ ∈ T (A), b ∈ (Mk)+. Note that, by our choice of θ,
‖[ϕ(i)(1F (i))
1
2 , Φ˜(i)(x)]‖ ≤
δ
2
‖x‖
for x ∈Mk.
Next, define a compact subset of A by
F := {ϕψ(a), Φ˜(i)(x), ϕ(i)(1F (i))
1
2 , Φ˜(i)(1Mk)
1
2ϕ(i)ψ(i)(a)Φ˜(i)(1Mk)
1
2 |
a ∈ E¯ , x ∈Mk with ‖x‖ ≤ 1, i = 0, . . . ,m}.
Let d(0), . . . , d(m) ∈ A+ be pairwise orthogonal positive elements of norm at most
1 as in Proposition 3.6. Note that
(147) ‖[(d(i))
1
2 , b]‖ ≤
δ
2
for all b ∈ F and i ∈ {0, . . . ,m}, so that
‖[(d(i))
1
2ϕ(i)(1F (i))
1
2 , Φ˜(i)(x)]‖ ≤ δ‖x‖, x ∈Mk.
By our choice of δ and Proposition 1.7, for each i = 0, . . . ,m there is a c.p.c. order
zero map
Φ(i) : Mk → her(d
(i)) ⊂ A
such that
(148) ‖Φ(i)(x) − (d(i))
1
2ϕ(i)(1F (i))
1
2 Φ˜(i)(x)ϕ(i)(1F (i))
1
2 (d(i))
1
2 ‖ ≤
γ
D
‖x‖, x ∈Mk.
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Note that
Φ(x) :=
m∑
i=0
Φ(i)(x), x ∈Mk,
defines a c.p.c. order zero map
Φ : Mk → A,
since the images of the Φ(i) are pairwise orthogonal. We proceed to check that Φ
has the right properties.
For each i ∈ {0, . . . ,m}, a ∈ E and x ∈Mk with ‖x‖ = 1, we have
‖[Φ(i)(x), a]‖
≤ ‖[Φ(i)(x), ϕψ(a)]‖ +
2γ
D
(148)
≤ ‖[(d(i))
1
2ϕ(i)(1F (i))
1
2 Φ˜(i)(x)ϕ(i)(1F (i))
1
2 (d(i))
1
2 , ϕψ(a)]‖ +
4γ
D
(147)
≤ ‖Φ˜(i)(x)ϕ(i)(1F (i))ϕψ(a)d
(i) − ϕψ(a)ϕ(i)(1F (i))Φ˜
(i)(x)d(i)‖+
14γ
D
(145)
≤ ‖Φ˜(i)(x)ϕ(i)ψ(i)(a)− ϕ(i)ψ(i)(a)Φ˜(i)(x)‖ +
16γ
D
(146)
≤
17γ
D
,
whence
‖[Φ(x), a]‖ <
(m+ 1)17γ
D
≤ γ.
We next observe that, for a ∈ E , τ ∈ T (A) and i ∈ {0, . . . ,m},
τ(Φ(i)(1Mk)a)
≥ τ(Φ(i)(1Mk)ϕψ(a)) −
γ
D
(148)
≥ τ((d(i))
1
2ϕ(i)(1F (i))
1
2 Φ˜(i)(1Mk)ϕ
(i)(1F (i))
1
2 (d(i))
1
2ϕψ(a))−
2γ
D
(147)
≥ τ(d(i)Φ˜(i)(1Mk)
1
2ϕ(i)ψ(i)(a)Φ˜(i)(1Mk)
1
2 )−
10γ
D
3.6
≥ ωk · τ(Φ˜
(i)(1Mk)
1
2ϕ(i)ψ(i)(a)Φ˜(i)(1Mk)
1
2 )−
10γ
D
3.8
≥ βωk · τ(ϕ
(i)ψ(i)(a))−
10γ
D
,
whence
τ(Φ(1Mk )a) ≥ βωk · τ(ϕψ(a)) −
(m+ 1)10γ
D
≥ βωk · τ(a) −
((m+ 1)10 + 1)γ
D
(144),(142),(143)
≥
βωk
2
· τ(a)
= αk · τ(a).
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3.10 Lemma: Let A be a separable, simple, nonelementary, unital C∗-algebra with
drA = m <∞. Let E ⊂ A be a compact subset, and let γ > 0 and k ∈ N be given.
Then, there is a c.p.c. order zero map
Φ : Mk → A
such that
‖[Φ(x), a]‖ ≤ γ · ‖x‖ for x ∈Mk, a ∈ E
and
τ(Φ(1Mk )) > 1− γ for any τ ∈ T (A).
Proof: Set
α := min{α2, αk},
where α2 and αk come from Proposition 3.9. We may clearly assume the elements
of E to be positive and normalized. Choose L ∈ N such that
(149)
α2
2
L∑
j=0
(
1−
α2
2
)j
> 1−
γ
4
.
(We may clearly assume that α < 1, so that α
2
2
∑∞
j=0(1−
α2
2 )
j = 1, and L exists.)
For i = L− 1, . . . , 0 we inductively construct
(150) 0 < ηi < ηi+1, 0 < ζi < ηi and 0 < γi < γi+1
as follows.
First, we set
(151) ηL :=
γ
8L
and γL := γ.
Now, suppose that for some i ∈ {L − 1, . . . , 0}, the numbers ηi+1 and γi+1 have
been constructed. Set
(152) ηi := min
{
ηi+1,
γi+1
2(8 + 3k2)
}
.
Choose
(153) 0 < ζi <
4ηi
k
such that, if
Φ(1),Φ(2) : Mk → A
are c.p.c. order zero maps with
(154) ‖Φ(1)(1Mk)Φ
(2)(1Mk)‖ ≤ ζi,
then there is
(155) Φ¨ : Mk ⊕Mk → A
c.p.c. order zero such that
(156) ‖Φ¨(x, y)− (Φ(1)(x) + Φ(2)(y))‖ ≤ ηi ·max{‖x‖, ‖y‖}
for x, y ∈Mk. This is possible by [22, Proposition 2.5].
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Use Proposition 1.7 (in connection with Proposition 1.8) to choose
(157) 0 < γi < γi+1,
ζi
2(k + 1)
such that the following holds: If
Φ′ : Mk → A
is a c.p.c. order zero map and h, g ∈ A are positive elements of norm at most 1
satisfying
(158) ‖[Φ′(x), h]‖, ‖[Φ′(x), g]‖ ≤ γi‖x‖,
then there is a c.p.c. order zero map
Φ′′ : Mk → A
such that
(159) ‖Φ′(x)− h
1
2 (1− g)
1
2Φ′(x)(1 − g)
1
2h
1
2 ‖ ≤
ζi
4
· ‖x‖
for all x ∈Mk.
By making γi smaller, if necessary, again by Proposition 1.8 we may assume that,
if a, b ∈ A are positive with norm at most 1, and if
(160) ‖[a, b]‖ ≤ γi,
then
(161) ‖[a
1
2 , b]‖ ≤
ζi
2(k + 1)
and ‖[gηi,2ηi(a), b]‖ <
ζi
2(k + 1)
(153)
< ηi.
Moreover, by Proposition 1.9 we may assume that, if
ϕ : Mk → A
is a c.p.c. order zero map with
(162) ‖[ϕ(x), b]‖ ≤ γi · ‖x‖
for x ∈Mk, then
(163) ‖[((g0,ηi − gηi,2ηi)
1
2 (ϕ))(x), b]‖ ≤ ηi · ‖x‖.
Having constructed the numbers ηi, ζi and γi, we inductively construct c.p.c.
order zero maps
Φ0, . . . ,ΦL : Mk → A
such that
(164) τ(Φi(1Mk)) ≥
α2
2
i∑
j=0
(
1−
α2
2
)j
−
i−1∑
j=0
4ηj
and
(165) ‖[Φi(x), a]‖ ≤ γi · ‖x‖
for i = 0, . . . , L, x ∈Mk, a ∈ E and τ ∈ T (A). The map
Φ := ΦL
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will then have the desired properties, since
τ(ΦL(1Mk))
(164)
≥
α2
2
L∑
j=0
(
1−
α2
2
)j
−
L−1∑
j=0
4ηj
(149),(150)
≥ 1−
γ
4
− 4LηL
(151)
> 1− γ
and
‖[ΦL(x), a]‖
(165)
≤ γL · ‖x‖
(151)
= γ · ‖x‖
for x ∈Mk, a ∈ E and τ ∈ T (A).
So, let us construct Φ0, . . . ,ΦL. We obtain Φ0 from Proposition 3.9 (with γ0 in
place of γ). Note that Φ0 will satisfy
τ(Φ0(1Mk)a) ≥ α · τ(a)
for a ∈ E , τ ∈ T (A). Suppose Φi has been constructed for some i ∈ {0, . . . , L− 1}.
Let
πi : Mk → A
′′
be the canonical supporting ∗-homomorphism for Φi. Set
(166) Φ¯i := gηi,2ηi(Φi)
and (cf. 1.3)
(167) Φˆi := (g0,ηi − gηi,2ηi)(Φi).
By Proposition 3.9, there is
Φ′i : Mk → A
c.p.c. of order zero such that
(168) ‖[Φ′i(x), b]‖ ≤ γi · ‖x‖
and
(169) τ(Φ′i(1Mk)b) ≥ α · τ(b)
for x ∈Mk, τ ∈ T (A) and
(170) b ∈ E ∪ {1A − g0,ηi(Φi(1Mk)), g0,ηi(Φi(1Mk))}.
Again by Proposition 3.9 (this time in connection with Proposition 1.9), there is
Ψi : M2 → A
c.p.c. order zero such that
(171) ‖[Ψi(x), b]‖ ≤ γi · ‖x‖
and
(172) τ(Ψi(ejj)c) ≥
α
2
· τ(c) −
ζi
4
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for x ∈M2, j = 1, 2, τ ∈ T (A),
b ∈ E ∪ {Φ′i(x), Φˆi(e11), Φ¯i(1Mk),
(1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(y)(1A − g0,ηi(Φi(1Mk)))
1
2 ,
πi(ej1)Φˆi(e11)
1
2 |
for j = 1, . . . , k, and y ∈Mk with ‖y‖ ≤ 1}(173)
and
c ∈ {(1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(y)(1A − g0,ηi(Φi(1Mk)))
1
2 |
y ∈ (Mk)+ with ‖y‖ ≤ 1}.(174)
Define a c.p.c. order zero map
Φˇi : Mk → A
by
(175) Φˇi(ejl) := πi(ej1)Φˆi(e11)
1
2Ψi(e22)Φˆi(e11)
1
2 πi(e1l)
for j, l ∈ {1, . . . , k}. That Φˇi indeed maps Mk to A (as opposed to A′′), follows
from the fact that πi(x)Φˆ
1
2
i (y) ∈ A for x, y ∈Mk. Define
Φ˜i : Mk → A
by
(176) Φ˜i(x) := Φ¯i(x) + Φˇi(x) for x ∈Mk;
one immediately checks that Φ˜i is a c.p.c. order zero map. Note also that
τ(Φˇi(1Mk)) = k · τ(Ψi(e22)Φˆi(e11))
(172)
≥ k
α
2
· τ(Φˆi(e11))− k ·
ζi
4
=
α
2
· τ(Φˆi(1Mk))− k ·
ζi
4
.(177)
By our choice of γi (cf. (158), (159)), there is a c.p.c. order zero map
Φ′′i : Mk → A
such that
‖Ψi(e11)
1
2 (1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(x)
(1A − g0,ηi(Φi(1Mk)))
1
2Ψi(e11)
1
2 − Φ′′i (x)‖ ≤
ζi
4
· ‖x‖(178)
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for x ∈Mk; cf. (159), (171), (168) and (173). Note that
τ(Φ′′i (1Mk))
(178)
≥ τ(Ψi(e11)(1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(1Mk)(1A − g0,ηi(Φi(1Mk)))
1
2 )
−
ζi
4
(172),(174)
>
α
2
· τ((1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(1Mk)(1A − g0,ηi(Φi(1Mk)))
1
2 )−
ζi
2
=
α
2
· τ(Φ′i(1Mk)(1A − g0,ηi(Φi(1Mk))))−
ζi
2
(169),(170)
>
α2
2
· τ(1A − g0,ηi(Φi(1Mk)))−
ζi
2
.(179)
We have
‖Φ′′i (1Mk)Φ˜i(1Mk)‖
(178),(176)
≤ ‖Ψi(e11)
1
2 (1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(1Mk)(1A − g0,ηi(Φi(1Mk)))
1
2
Ψi(e11)
1
2 (Φ¯i(1Mk) + Φˇi(1Mk))‖+
ζi
4
≤ ‖(1A − g0,ηi(Φi(1Mk)))
1
2Ψi(e11)
1
2 Φ¯i(1Mk)‖
+‖Ψi(e11)
1
2 Φˇi(1Mk))‖ +
ζi
4
≤ (k + 1)γi +
ζi
4
(157)
< ζi
(where for the second last inequality we have used (175), (171), (173), (166), (160)
and (161)), whence, by our choice of ζi, there is a c.p.c. order zero map
Φ¨i : Mk ⊕Mk → A
such that
(180) ‖Φ¨i(x, y)− (Φ
′′
i (x) + Φ˜i(y))‖ ≤ ηi ·max{‖x‖, ‖y‖}
for x, y ∈Mk; cf. (154), (155), (156). Now define
Φi+1 : Mk → A
by
(181) Φi+1(x) := Φ¨i(x, x).
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We check that Φi+1 satisfies (164) and (165). First, we estimate
τ(Φi+1(1Mk))
(180)
≥ τ(Φ′′i (1Mk)) + τ(Φ˜i(1Mk))− ηi
(179)
≥
α2
2
· τ(1A − g0,ηi(Φi(1Mk))) + τ(Φ˜i(1Mk))− 2ηi
(177),(176)
≥
α2
2
· τ(1A − g0,ηi(Φi(1Mk))) + τ(Φ¯i(1Mk)) +
α
2
· τ(Φˆi(1Mk))
−2ηi − k ·
ζi
4
(166),(167),(153),(157)
≥
α2
2
· τ(1A − Φ¯i(1Mk)) + τ(Φ¯i(1Mk))− 3ηi
=
α2
2
+
(
1−
α2
2
)
· τ(Φ¯i(1Mk))− 3ηi
(166)
≥
α2
2
+
(
1−
α2
2
)
· τ(Φi(1Mk))− 4ηi
(164)
≥
α2
2
+
(
1−
α2
2
)
α2
2
i∑
j=0
(
1−
α2
2
)j
−
i−1∑
j=0
4ηj − 4ηi
=
α2
2
i+1∑
j=0
(
1−
α2
2
)j
−
i∑
j=0
4ηj.
Next, we check that for x ∈Mk with ‖x‖ = 1 and a ∈ E ,
‖[Φ′′i (x), a]‖
(178),(153)
≤ ‖[Ψi(e11)
1
2 (1A − g0,ηi(Φi(1Mk)))
1
2Φ′i(x)
(1A − g0,ηi(Φi(1Mk)))
1
2Ψi(e11)
1
2 , a]‖+ ηi
< 6ηi,(182)
where for the last inequality we have used (171), (173), (165), (168), (160) and
(161). Similarly, we obtain
(183) ‖[Φ¯i(x), a]‖ < ηi.
Moreover,
‖[πi(ej,1)Φˆi(e11)
1
2Ψi(e22)Φˆi(e11)
1
2πi(e1l), a]‖
(158),(173)
≤ ‖[πi(ej1)Φˆi(e11)πi(e1l)Ψi(e22), a]‖+ 2γi
= ‖[Φˆi(ejl)Ψi(e22), a]‖ + 2γi
≤ 2γi + ηi
(157),(150)
< 3ηi(184)
for j, l = 1, . . . , k (where for the second last inequality we have used (158), (173),
(167), (165), (162) and (163)), whence
(185) ‖[Φ˜i(x), a]‖ < ηi + 3k
2ηi.
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We obtain
‖[Φi+1(x), a]‖
(181),(180)
≤ ‖[Φ′′i (x), a]‖ + ‖[Φ˜i(x), a]‖ + ηi
(182),(185)
< (8 + 3k2)ηi
(152)
< γi+1
for x ∈Mk with ‖x‖ = 1 and a ∈ E .
Induction yields maps Φ0, . . . ,ΦL, as desired. We are done.
3.11 Let us recall Lemma 6.1 from [35]. Here, dτ denotes the dimension function
associated to the trace τ and 〈a〉 is the class of a ∈ A+ in the Cuntz semigroup
W (A).
Lemma: Let A be a separable, simple, unital and nonelementary C∗-algebra with
drA = m <∞. If a, d(0), . . . , d(m) ∈ A+ satisfy
dτ (a) < dτ (d
(i))
for i = 0, . . . ,m and every τ ∈ T (A), then
〈a〉 ≤ 〈d(0)〉+ . . .+ 〈d(m)〉.
3.12 Corollary: Let A be a simple, separable, unital C∗-algebra with decompo-
sition rank m <∞.
Let a, b ∈ A be positive elements satisfying
dτ (a) <
1
m+ 1
· τ(b) for any τ ∈ T (A).
Then, 〈a〉 ≤ 〈b〉 in W (A).
Proof: If 〈a〉 = 〈p〉 for some projection p ∈ A, then dτ (a) = τ(p) for each τ ∈ T (A)
and
min
{
1
m+ 1
· τ(b)− τ(p) | τ ∈ T (A)
}
exists and is strictly positive; cf. Proposition 1.11.
Furthermore, for any η > 0 we have
dτ ((a− η)+) + τ((g0,η/2 − gη/2,η)(a)) ≤ dτ (a)
for each τ ∈ T (A). Now if a is not Cuntz equivalent to a projection, then, as above,
min{τ((g0,η/2 − gη/2,η)(a)) | τ ∈ T (A)}
exists and is strictly positive.
Thus, in both cases for any η > 0 we may assume that there is ζη > 0 such that
dτ ((a− η)+) + ζη <
1
m+ 1
τ(b)
for each τ ∈ T (A).
Since 〈a〉 ≤ 〈b〉 iff 〈(a − η)+〉 ≤ 〈b〉 for any η > 0, it will be enough to prove the
corollary under the hypothesis that there is ζ > 0 such that
(186) dτ (a) + ζ <
1
m+ 1
· τ(b)
50 WILHELM WINTER
for any τ ∈ T (A).
Now by Proposition 1.7 (in connection with Proposition 1.9), there is γ > 0 such
that, if Φ : Mm+1 → A is c.p.c. of order zero with ‖[Φ(x), b]‖ ≤ γ‖x‖ for x ∈ Mk,
then there is
Φ˜ : Mm+1 → her(b) ⊂ A
with
(187) ‖Φ˜(x)− b
1
2Φ(x)b
1
2 ‖ ≤
ζ
2
‖x‖
for x ∈Mk. We may assume that γ <
ζ
2 .
By Lemma 3.10, there is
Φ : Mm+1 → A
c.p.c. of order zero such that
‖[Φ(x), b]‖ < γ‖x‖
for x ∈Mk and such that
(188) τ(Φ(1m+1)) > 1− γ
for any τ ∈ T (A). Thus, we may choose Φ˜ as above. For i ∈ {1, . . . ,m + 1} and
τ ∈ T (A) we then have
τ(Φ˜(eii)) =
1
m+ 1
· τ(Φ˜(1m+1))
(187)
≥
1
m+ 1
·
(
τ(b
1
2Φ(1m+1)b
1
2 )−
ζ
2
)
=
1
m+ 1
·
(
τ(b)− τ(b
1
2 (1A − Φ(1m+1))b
1
2 )−
ζ
2
)
(188)
>
1
m+ 1
· τ(b) − γ −
ζ
2
≥
1
m+ 1
· τ(b) − ζ
(186)
> dτ (a).
Now by Lemma 3.11, we have
a - Φ˜(e11) + . . .+ Φ˜(em+1,m+1) = Φ˜(1m+1) ∈ her(b).
Therefore, a - b and 〈a〉 ≤ 〈b〉.
3.13 Remark: As mentioned above, with Lemma 3.10 and Corollary 3.12 at hand,
at this point one could directly prove that, for simple, unital C∗-algebras, finite
decomposition rank implies strict comparison of positive elements. However, this
would require some small additional technicalities (as well as the reproduction of
some of the arguments of [29]), so we rather proceed in our proof of 0.1 (i) =⇒ (ii)
and recall that 0.1 (ii) =⇒ (iii) was shown in [29].
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4. From tracial matrix cone absorption to almost central dimension
drop embeddings
The purpose of this section is to prove Proposition 4.5 (which in turn refines Propo-
sition 4.3); this will allow us to construct ϕ and v as in relations R(n,F , η) of 2.2
in a simple unital C∗-algebra with finite decompostion rank. While existence of the
map ϕ from R(n,F , η) essentially follows from Lemma 3.10, the element v will be
provided by Proposition 4.5.
4.1 For the sequel, see 1.13 for the definition of dimension functions associated to
positive tracial functionals.
Proposition: Let A be a unital C∗-algebra, and let a ∈ A+ be a positive element
of norm at most 1 satisfying τ(a) > 0 for any τ ∈ T (A).
Then, for any k ∈ N and 0 < β < 1 there is γ > 0 such that the following holds:
If h ∈ A+ is another positive element of norm at most 1 satisfying
τ(h) > 1− γ for any τ ∈ T (A),
then
dτ ((a
1
2 (1A − h)a
1
2 )− β)+ <
1
k
· τ(a) for any τ ∈ T (A).
Proof: Set
(189) ζ := min{τ(a) | τ ∈ T (A)}.
Since A is unital, T (A) is compact whence ζ exists and is strictly bigger than zero;
cf. the proof of Proposition 1.11. Choose some
(190) γ <
ζβ
2k
.
We then compute
dτ ((a
1
2 (1A − h)a
1
2 )− β)+
(10)
≤ τ(gβ/2,β((a
1
2 (1A − h)a
1
2 ))
≤
1
β
2
· τ(a
1
2 (1A − h)a
1
2 )
≤
1
β
2
· τ(1A − h)
<
1
β
2
γ
(190)
<
1
k
ζ
(189)
≤
1
k
τ(a)
for any τ ∈ T (A).
4.2 Proposition: Let A be a simple, separable, unital C∗-algebra with drA =
m <∞. Let
F =Mr1 ⊕ . . .⊕Mrs
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be a finite dimensional C∗-algebra, n ∈ N and let
ψ : F → A
be a c.p.c. order zero map. For any 0 < γ¯0 and 0 < ζ < 1 there are 0 < γ¯1 and
0 < β¯ such that the following holds:
If i0 ∈ {0, . . . ,m} and
Φ : Mm+1 ⊗Mn ⊗M2 → A
is a c.p.c. order zero map satisfying
‖[ψ(x),Φ(y)]‖ ≤ β¯‖x‖‖y‖ for any x ∈ F and y ∈Mm+1 ⊗Mn ⊗M2
and
(191) τ(Φ(1Mm+1⊗Mn⊗M2)) > 1− β¯,
then there are v¯(j) ∈ A, j = 1, . . . , s, of norm at most one with the following
properties:
(i) ‖(v¯(j))∗v¯(j) − ψ(j)(f
(j)
11 )
1
2 (1A − Φ(1Mm+1⊗Mn⊗M2))ψ
(j)(f
(j)
11 )
1
2 ‖ < γ¯0
(ii) ‖[v¯(j), ψ(j)(f
(j)
11 )]‖ < γ¯0
(iii) ‖v¯(j) − g0,γ¯1(ψ
(j)(f
(j)
11 ))v¯
(j)‖ < γ¯0
(iv) v¯(j) = gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))v¯
(j).
Here, {f
(j)
ii′ | j = 1, . . . , s; i, i
′ = 1, . . . , rj} and {dii′ | i, i′ = 1, . . . ,m+1} for F and
Mm+1, respectively; the canonical matrix units for Mn and M2 are both denoted by
{eii′}.
Proof: Choose t¯ ∈ N such that
(192) t¯ >
8
γ¯20
and define ht,2t¯ ∈ C([0, 1]) for t = 1, . . . , 2t¯ by
ht,2t¯(x) :=

0, x ≤ t− 12t¯
1, x = t
0, x ≥ t+ 12t¯
linear else.
For j = 1, . . . , s and t = 1, . . . , 2t¯ set
(193) a
(j)
t := ht,2t¯(ψ
(j)(f
(j)
11 ))
and
αt :=
t
2t¯
;
note that
(194) ψ(j)(f
(j)
11 ) =
2t¯∑
t=1
αt · a
(j)
t .
Set
J := {(j, t) ∈ {1, . . . , s} × {1, . . . , 2t¯} | a
(j)
t 6= 0},
J1 := {(j, t) ∈ J | t odd} and J2 := {(j, t) ∈ J | t even}.
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Choose
(195) 0 < δ1 <
γ¯0
4
(2t¯)8
.
such that fδ1,2δ1(a
(j)
t ) 6= 0 if (j, t) ∈ J . Set
(196) a¯
(j)
t := fδ1,2δ1(a
(j)
t );
note that
(197) a¯
(j)
t 6= 0 if (j, t) ∈ J.
By functional calculus, (193) and (196) we also have
(198) a
(j)
t ⊥ a
(j)
t′ and a¯
(j)
t ⊥ a¯
(j)
t′
if t 6= t′ are both odd or both even; one checks that
(199) ‖(a
(j)
t )
1
2 − (a¯
(j)
t )
1
2 ‖ < (2δ1)
1
2 .
Set
(200) k := 24(m+ 1)2n.
Choose
(201) 0 < δ2 < δ1
such that
(202) τ(a¯
(j)
t ) > 30δ2 ∀ τ ∈ T (A), (j, t) ∈ J ;
this is possible by (197) and Proposition 1.11.
Choose
(203) 0 < γ¯1 <
1− ζ
2
, δ2.
Choose
(204) 0 < β¯ < γ¯1,
δ2(1− ζ)
2
,
δ1
k
·min{τ(a¯
(j)
t ) | (j, t) ∈ J, τ ∈ T (A)},
β¯ < γ¯1 · (1− (ζ + γ¯1))(
(203)
> 0)
and such that Proposition 4.1 holds with δ1 in place of δ and for every a¯
(j)
t in place
of a, for (j, t) ∈ J . By making β¯ smaller, if necessary, we may also assume that the
assertion of Proposition 1.9 holds with β¯ in place of β, δ1 in place of γ and
{fζ+γ¯1,ζ+2γ¯1(( . )
1
2 ), ( . − δ2)+, fδ1,2δ1(ht,2t¯( . )
1
2 ),
( . )
1
2 , ht,2t¯( . )
1
2 , g0,δ1(ht,2t¯( . )
1
2 ), g0,δ2( . )}
in place of G.
Now, let Φ be as in the Proposition; we need to construct v¯(j), j = 1, . . . , s,
satisfying properties (i) through (iv). That the v¯(j) can be chosen to be normalized
then follows from (i) (which entails that they will have norm not much greater than
one) and a standard rescaling argument.
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For (j, t) ∈ J , i = 1, 2 and τ ∈ T (A) we obtain
2τ(fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 a¯
(j)
t fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 )
(1.9)(iii)
≥ τ(fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn⊗M2))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn⊗M2))
1
2 )− γ¯1
≥ τ(a¯
(j)
t )− τ(1A − fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn⊗M2))) − γ¯1
≥ τ(a¯
(j)
t )−
1
1− (ζ + γ¯1)
τ(1A − Φ(1Mm+1⊗Mn⊗M2))− γ¯1
(204)
> τ(a¯
(j)
t )−
β¯
1− (ζ + γ¯1)
− γ¯1
(203),(201)
≥ τ(a¯
(j)
t )− 2δ2.(205)
By (202), this in particular implies
τ(fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 a¯
(j)
t fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 )
> 14δ2.(206)
We obtain
τ(a¯
(j)
t )
(205)
≤ 2τ(fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 )
+2γ¯1
(206)
< 4τ(fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 )
≤ 4τ((fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 − δ2)+)
+4δ2
(206)
≤ 8τ((fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(1Mm+1⊗Mn ⊗ eii))
1
2 − δ2)+)
1.9(iii)
≤ 8(m+ 1)nτ((fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t(207)
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 − δ2)+)
+8δ2,
so
τ(a¯
(j)
t )
(202)
≤ 2(τ(a¯
(j)
t )− 8δ2)
(207)
≤ 16(m+ 1)n · τ((fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t(208)
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 − δ2)+).
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Consequently, for (j, t) ∈ J and τ ∈ T (A) we have
dτ (((a¯
(j)
t )
1
2 (1A − Φ(1Mm+1⊗Mn⊗M2))(a¯
(j)
t )
1
2 − δ1)+)
1.13
≤
1
δ1
· τ((a¯
(j)
t )
1
2 (1A − Φ(1Mm+1⊗Mn⊗M2))(a¯
(j)
t )
1
2 )
(191)
≤
1
δ1
· β¯
(204)
<
1
k
· τ(a¯
(j)
t )
(208)
<
16(m+ 1)n
k
· τ((fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t(209)
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 − δ2)+).
For convenience, set
c
(j)
t,i := fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2(210)
and
c¯
(j)
t,i := (fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 − δ2)+.(211)
Note that we have
(212)
dτ (((a¯
(j)
t )
1
2 (1A − Φ(1))(a¯
(j)
t )
1
2 − δ1)+)
(209)
<
16(m+ 1)n
k
τ(c¯
(j)
t,i )
(200)
<
1
m+ 1
τ(c¯
(j)
t,i )
for (j, t) ∈ J , i = 1, 2 and τ ∈ T (A).
By Corollary 3.12 and (212), for (j, t) ∈ J there are
v¯
(j)
t ∈ A
such that
(213) ‖(v¯
(j)
t )
∗v¯
(j)
t − ((a¯
(j)
t )
1
2 (1A − Φ(1Mm+1⊗Mn⊗M2))(a¯
(j)
t )
1
2 − δ1)+‖ < δ1
and such that
(214) v¯
(j)
t (v¯
(j)
t )
∗ ∈ her(c¯
(j)
t,i )
for i = 1 if t is odd and i = 2 if t is even. We define
(215) v¯
(j)
t := 0 if (j, t) /∈ J.
Set
(216) v¯(j) :=
2t¯∑
t=1
α
1
2
t v¯
(j)
t
for j = 1, . . . , s. These are the desired elements, but we need some more preparation
to verify conditions (i) through (iv) of the proposition.
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For t 6= t′ both odd or both even and (j, t), (j, t′) ∈ J we have
‖((v¯
(j)
t )
∗v¯
(j)
t )
1
2 ((v¯
(j)
t′ )
∗v¯
(j)
t′ )
1
2 ‖
= ‖((v¯
(j)
t′ )
∗v¯
(j)
t′ )
1
2 ((v¯
(j)
t )
∗v¯
(j)
t )((v¯
(j)
t′ )
∗v¯
(j)
t′ )((v¯
(j)
t )
∗v¯
(j)
t )((v¯
(j)
t′ )
∗v¯
(j)
t′ )
1
2 ‖
1
4
(213),(198)
< (2δ1)
1
4 .(217)
Note that, by functional calculus, (214), (210) and (211) we have
(218) g0,δ2(c
(j)
t,i )v¯
(j)
t = v¯
(j)
t
for (j, t) ∈ J (and i = 1 if t is odd and i = 2 if t is even); by Proposition 1.9 and
our choice of β¯, we have
‖g0,δ1(a
(j)
t )g0,δ2(c
(j)
t,i )− g0,δ2(c
(j)
t,i )‖
(210)
= ‖g0,δ1(a
(j)
t )g0,δ2(fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 )
−g0,δ2(fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 a¯
(j)
t
fζ+γ¯1,ζ+2γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))
1
2 )‖
1.9(iv),(196)
≤ γ¯1.(219)
We thus obtain
(220) ‖g0,δ1(a
(j)
t )v¯
(j)
t − v¯
(j)
t ‖
(218),(219)
< γ¯1
for any (j, t) ∈ J (and hence for any j, t by (215)).
Moreover, by (214), (211) and (203) for all (j, t) ∈ J we have
(221) v¯
(j)
t = gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ eii))v¯
(j)
t
if t is odd and i = 1, and if t is even and i = 2. From this and (216) it follows that,
for all j = 1, . . . , s,
(222) v¯(j) = gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))v¯
(j),
so we have verified property (iv) of the proposition.
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Next, we estimate
∥∥∥∥∥(v¯(j))∗v¯(j) −
2t¯∑
t=1
αt(v¯
(j)
t )
∗v¯
(j)
t
∥∥∥∥∥
(216)
=
∥∥∥∥∥
2t¯∑
t=1
α
1
2
t (v¯
(j)
t )
∗
2t¯∑
t=1
α
1
2
t v¯
(j)
t
−
2t¯∑
t=1
αt(v¯
(j)
t )
∗v¯
(j)
t
∥∥∥∥∥
(221)
=
∥∥∥∥∥
(∑
t odd
α
1
2
t (v¯
(j)
t )
∗gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ e11))
+
∑
t even
α
1
2
t (v¯
(j)
t )
∗gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ e22))
)
(∑
t odd
α
1
2
t gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ e11))v¯
(j)
t
+
∑
t even
α
1
2
t gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ e22))v¯
(j)
t
)
−
2t¯∑
t=1
αt(v¯
(j)
t )
∗v¯
(j)
t
∥∥∥∥∥
(222),(217)
≤ 2t¯(t¯− 1)(2δ1)
1
4 ,(223)
where for the last estimate we have also used that Φ has order zero, whence
Φ(di0i0 ⊗ e11 ⊗ e11) ⊥ Φ(di0i0 ⊗ e11 ⊗ e22).
At this point, one sees how the additional copy of M2 is used to handle the ‘odd’
and the ‘even’ parts of v¯(j) separately.
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We are now prepared to check property (i) of the proposition:
‖(v¯(j))∗v¯(j) − ψ(j)(f
(j)
11 )
1
2 (1A − Φ(1))ψ
(j)(f
(j)
11 )
1
2 ‖
(223),1.9
=
∥∥∥∥∥∑
t odd
αt(v¯
(j)
t )
∗v¯
(j)
t +
∑
t even
αt(v¯
(j)
t )
∗v¯
(j)
t
−ψ(j)(f
(j)
11 )(1A − Φ(1))
∥∥∥+ γ¯1 + 2t¯2(2δ1) 14
(194)
=
∥∥∥∥∥∑
t odd
αt(v¯
(j)
t )
∗v¯
(j)
t +
∑
t even
αt(v¯
(j)
t )
∗v¯
(j)
t
−
(∑
t odd
αta
(j)
t +
∑
t even
αta
(j)
t
)
(1A − Φ(1))
∥∥∥∥∥+ γ¯1 + 2t¯2(2δ1) 14
≤
∥∥∥∥∥∑
t odd
αt((v¯
(j)
t )
∗v¯
(j)
t − a
(j)
t (1A − Φ(1)))
∥∥∥∥∥
+
∥∥∥∥∥∑
t even
αt((v¯
(j)
t )
∗v¯
(j)
t − a
(j)
t (1A − Φ(1)))
∥∥∥∥∥ + γ¯1 + 2t¯2(2δ1) 14
1.9
≤
∥∥∥∥∥∑
t odd
αt((v¯
(j)
t )
∗v¯
(j)
t − (a
(j)
t )
1
2 (1A − Φ(1))(a
(j)
t )
1
2 )
∥∥∥∥∥
+
∥∥∥∥∥∑
t even
αt((v¯
(j)
t )
∗v¯
(j)
t − (a
(j)
t )
1
2 (1A − Φ(1))(a
(j)
t )
1
2 )
∥∥∥∥∥
+γ¯1 + 2t¯
2(2δ1)
1
4 + 2t¯γ¯1
(199)
≤
∥∥∥∥∥∑
t odd
αt((v¯
(j)
t )
∗v¯
(j)
t − (a¯
(j)
t )
1
2 (1A − Φ(1))(a¯
(j)
t )
1
2 )
∥∥∥∥∥
+
∥∥∥∥∥∑
t even
αt((v¯
(j)
t )
∗v¯
(j)
t − (a¯
(j)
t )
1
2 (1A − Φ(1))(a¯
(j)
t )
1
2 )
∥∥∥∥∥
+γ¯1 + 2t¯
2(2δ1)
1
4 + 2t¯γ¯1 + 2t¯ · 2(2δ1)
1
2
≤
∥∥∥∥∥∑
t odd
αt((v¯
(j)
t )
∗v¯
(j)
t − ((a¯
(j)
t )
1
2 (1A − Φ(1))(a¯
(j)
t )
1
2 − δ1)+)
∥∥∥∥∥
+
∥∥∥∥∥∑
t even
αt((v¯
(j)
t )
∗v¯
(j)
t − ((a¯
(j)
t )
1
2 (1A − Φ(1))(a¯
(j)
t )
1
2 − δ1)+)
∥∥∥∥∥
+γ¯1 + 2t¯
2(2δ1)
1
4 + 2t¯γ¯1 + 2t¯ · 2(2δ1)
1
2 + 2t¯δ1
(213)
≤ γ¯1 + 2t¯
2(2δ1)
1
4 + 2t¯γ¯1 + 2t¯ · 2(2δ1)
1
2 + 2t¯δ1 + 2t¯δ1
(203),(195)
< γ¯0.
To confirm (iii), note that by (203) and (193) for any j we have
(224) g0,γ¯1(ψ
(j)(f
(j)
11 ))a
(j)
t = a
(j)
t
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if t ≥ 2, so
‖v¯(j) − g0,γ¯1(ψ
(j)(f
(j)
11 ))v¯
(j)‖
(216)
=
∥∥∥∥∥
2t¯∑
t=1
α
1
2
t (v¯
(j)
t − g0,γ¯1(ψ
(j)(f
(j)
11 ))v¯
(j)
t )
∥∥∥∥∥
≤ α
1
2
1 + (2t¯− 1) ·max
t≥2
‖v¯
(j)
t − g0,γ¯1(ψ
(j)(f
(j)
11 ))v¯
(j)
t ‖
(220)
≤ α
1
2
1 + (2t¯− 1) · (max
t≥2
‖v¯
(j)
t − g0,γ¯1(ψ
(j)(f
(j)
11 ))g0,δ1(a
(j)
t )v¯
(j)
t ‖+ γ¯1)
(224)
= α
1
2
1 + (2t¯− 1) · (max
t≥2
‖v¯
(j)
t − g0,δ1(a
(j)
t )v¯
(j)
t ‖+ γ¯1)
(220)
≤ α
1
2
1 + (2t¯− 1) · (γ¯1 + γ¯1)
(203),(195),(192)
< γ¯0.
It remains to verify (ii). To this end, we define step functions hodd and heven on
[0, 1] by
hodd(x) :=
2l− 1
2t¯
if x ∈
(
2l− 2
2t¯
,
2l
2t¯
]
∩ [0, 1] for l = 0, . . . , t¯
and
heven(x) :=
2l
2t¯
if x ∈
(
2l− 1
2t¯
,
2l+ 1
2t¯
]
∩ [0, 1] for l = 0, . . . , t¯,
and, for j = 1, . . . , s, elements
a
(j)
odd := hodd(ψ
(j)(f
(j)
11 )), a
(j)
even := heven(ψ
(j)(f
(j)
11 )) ∈ A
′′
of the envelopping von Neumann algebra of A. Note that for each j we have
(225) ‖a
(j)
odd − ψ
(j)(f
(j)
11 )‖ ≤
1
2t¯
and ‖a(j)even − ψ
(j)(f
(j)
11 )‖ ≤
1
2t¯
in A′′, and that
(226) a
(j)
t a
(j)
odd = αta
(j)
t for todd and a
(j)
t a
(j)
even = αta
(j)
t for t even;
the same equalities hold with a¯
(j)
t in place of a
(j)
t .
For t odd we then have
‖((v¯
(j)
t )
∗v¯
(j)
t )
1
2 (a
(j)
odd − αt · 1A)‖
≤ ‖(a
(j)
odd − αt · 1A)(v¯
(j)
t )
∗v¯
(j)
t (a
(j)
odd − αt · 1A)‖
1
2
(213)
< (‖(a
(j)
odd − αt · 1A)((a¯
(j)
t )
1
2 (1A − Φ(1))(a¯
(j)
t )
1
2 − δ1)(a
(j)
odd − αt · 1A)‖
+δ1)
1
2
(226)
= δ
1
2
1 ,(227)
and the respective estimate holds for t even:
(228) ‖((v¯
(j)
t )
∗v¯
(j)
t )
1
2 (a(j)even − αt · 1A)‖ < δ
1
2
1 .
Note that we can use (213) only if (j, t) ∈ J , but otherwise v¯
(j)
t = 0 and the
estimates are trivial.
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Now, let vˆ
(j)
t ∈ A
′′ denote the partial isometry from the polar decomposition of
v¯
(j)
t , so that
(229) v¯
(j)
t = vˆ
(j)
t ((v¯
(j)
t )
∗v¯
(j)
t )
1
2
for all j, t. For each j = 1, . . . , s we have
∥∥∥∥∥∑
t odd
α
1
2
t v¯
(j)
t ψ
(j)(f
(j)
11 )− α
3
2
t v¯
(j)
t
∥∥∥∥∥
(225),(231)
≤
∥∥∥∥∥∑
t odd
α
1
2
t v¯
(j)
t a
(j)
odd − α
3
2
t v¯
(j)
t
∥∥∥∥∥+ 2t¯
(229)
=
∥∥∥∥∥∑
t odd
α
1
2
t vˆ
(j)
t ((v¯
(j)
t )
∗v¯
(j)
t )
1
2 (a
(j)
odd − αt · 1A)
∥∥∥∥∥+ 2t¯
(227)
≤ t¯δ
1
2
1 +
2
t¯
.(230)
Here, we have used the very rough estimates
(231)
∥∥∥∥∥∑
t odd
α
1
2
t v¯
(j)
t
∥∥∥∥∥ ,
∥∥∥∥∥∑
t even
α
1
2
t v¯
(j)
t
∥∥∥∥∥ < 4,
which follow directly from (i) and (216). (In fact, the norms in (231) are at most
little more than 1 by our construction, but the rough estimates above will do for
our purposes.)
Using (228) in place of (227), we see that (230) also holds for the sum over even
values of t, so that we have
∥∥∥∥∥v¯(j)ψ(j)(f (j)11 )−
2t¯∑
t=1
α
3
2
t v¯
(j)
t
∥∥∥∥∥
(216)
=
∥∥∥∥∥
2t¯∑
t=1
α
1
2
t v¯
(j)
t ψ
(j)(f
(j)
11 )− α
3
2
t v¯
(j)
t
∥∥∥∥∥
(230)
< 2(t¯δ
1
2
1 +
2
t¯
)
(192),(195)
<
γ¯0
2
.(232)
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On the other hand, we compute∥∥∥∥∥ψ(j)(f (j)11 )v¯(j) −
2t¯∑
t=1
α
3
2
t v¯
(j)
t
∥∥∥∥∥
(216),(225),(231)
≤
∥∥∥∥∥a(j)odd ∑
t odd
α
1
2
t v¯
(j)
t −
∑
t odd
α
3
2
t v¯
(j)
t
∥∥∥∥∥
+
∥∥∥∥∥a(j)even ∑
t odd
α
1
2
t v¯
(j)
t −
∑
t even
α
3
2
t v¯
(j)
t
∥∥∥∥∥+ 4t¯
(220)
≤
∥∥∥∥∥a(j)odd ∑
t odd
α
1
2
t g0,δ1(a
(j)
t )v¯
(j)
t −
∑
t odd
α
3
2
t v¯
(j)
t
∥∥∥∥∥
+
∥∥∥∥∥a(j)even ∑
t odd
α
1
2
t g0,δ1(a
(j)
t )v¯
(j)
t −
∑
t even
α
3
2
t v¯
(j)
t
∥∥∥∥∥+ 4t¯ + 2t¯γ¯1
(226)
=
∥∥∥∥∥∑
t odd
α
3
2
t g0,δ1(a
(j)
t )v¯
(j)
t −
∑
t odd
α
3
2
t v¯
(j)
t
∥∥∥∥∥
+
∥∥∥∥∥∑
t odd
α
3
2
t g0,δ1(a
(j)
t )v¯
(j)
t −
∑
t even
α
3
2
t v¯
(j)
t
∥∥∥∥∥+ 4t¯ + 2t¯γ¯1
(220)
≤
4
t¯
+ 2t¯γ¯1 + 2t¯γ¯1
(203),(201),(195),(192)
<
γ¯0
2
.(233)
Combining (232) and (233), we obtain property (i) of the proposition. We are done.
4.3 Proposition: Let A be a simple, separable, unital C∗-algebra with drA =
m <∞. Let F be a finite dimensional C∗-algebra, n ∈ N and
ψ : F → A
a c.p.c. order zero map. For any 0 < θ and 0 < ζ < 1 there is β > 0 such that the
following holds:
If i0 ∈ {0, . . . ,m} and
Φ : Mm+1 ⊗Mn ⊗M2 → A
is a c.p.c. order zero map satisfying
(234) ‖[ψ(x),Φ(y)]‖ ≤ β‖x‖‖y‖ for any x ∈ F and y ∈Mm+1 ⊗Mn ⊗M2
and
τ(Φ(1Mm+1⊗Mn⊗M2)) > 1− β ∀ τ ∈ T (A),
then there is v ∈ A of norm at most one such that
‖v∗v − (1A − Φ(1Mm+1⊗Mn⊗M2))
1
2ψ(1F )(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 ‖ < θ,
vv∗ ∈ (Φ(di0i0 ⊗ e11 ⊗ 1M2)− ζ)+A(Φ(di0i0 ⊗ e11 ⊗ 1M2)− ζ)+
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(where {dkl | k, l = 0, . . . ,m} and {ekl | k, l = 1, . . . , n} denote sets of matrix units
for Mm and Mn, respectively) and
‖[ψ(x), v]‖ ≤ θ‖x‖ for all x ∈ F.
Proof: Let F = Mr(1) ⊕ . . . ⊕Mr(s) and let ψ
(j) : Mr(j) → A denote the j-th
component of ψ. Let
(235) π(j) : Mr(j) → A
′′
be the canonical supporting ∗-homomorphisms.
Choose γ¯0 > 0 such that
(236) 10smax
j
{r(j)}γ¯0 < θ.
Choose 0 < γ¯1 and 0 < β¯ as in Proposition 4.2.
Using Proposition 1.9, we may choose
(237) 0 < β < β¯
such that, if (234) holds for some Φ as in 4.3, then
(238) ‖[π(j)(f
(j)
1k )g0,γ¯1(ψ
(j)(1M
r(j)
)), gζ,ζ+γ¯1(Φ(dii ⊗ e11 ⊗ 1M2))
2]‖ < γ¯0,
(239) ‖[π(j)(f
(j)
1k )ψ
(j)(1M
r(j)
)
1
2 , (1A − Φ(1))
1
2 ]‖ < γ¯0,
and
(240) ‖[π(j)(x(j))ψ(j)(1M
r(j)
), gζ,ζ+γ¯1(Φ(dii ⊗ e11 ⊗ 1M2))]‖ < γ¯0‖x‖
for i ∈ {0, . . . ,m}, j ∈ {1, . . . , s}, k ∈ {1, . . . , r(j)} and x = x(1) ⊕ . . .⊕ x(s) ∈ F .
Now, suppose there is a map
Φ : Mm+1 ⊗Mn ⊗M2 → A
as in Proposition 4.3. By (237), this map will also satisfy the hypotheses of Propo-
sition 4.2, so there are
v¯(j) ∈ A, j = 1, . . . , s,
as in 4.2. For j = 1, . . . , s set
(241) v(j) :=
r(j)∑
k=1
π(j)(f
(j)
k1 )v¯
(j)π(j)(f
(j)
1k )
and
(242) v := gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))
s∑
j=1
v(j).
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Note that, for j = 1, . . . , s,
‖v(j) − g0,γ¯1(ψ
(j)(1M
r(j)
))v(j)‖
(1),(241)
=
∥∥∥∥∥∥
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j) − g0,γ¯1(ψ
(j)(f
(j)
11 ))v¯
(j))π(j)(f
(j)
1k )
∥∥∥∥∥∥
= ‖v¯(j) − g0,γ¯1(ψ
(j)(f
(j)
11 ))v¯
(j)‖
4.2(iii)
< γ¯0.(243)
We have
vv∗ ∈ her((Φ(di0i0 ⊗ e11 ⊗ 1M2)− ζ)+)
by (242).
We now compute
‖v∗v − (1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2 ‖
(242)
=
∥∥∥∥∥∥
s∑
j=1
(v(j))∗gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))
2
s∑
j=1
v(j)
−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥
(243)
≤
∥∥∥∥∥∥
s∑
j=1
(v(j))∗g0,γ¯1(ψ
(j)(1M
r(j)
))gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))
2
s∑
j=1
g0,γ¯1(ψ
(j)(1M
r(j)
))v(j)
−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥+ 2sγ¯0
(241)
=
∥∥∥∥∥∥
s∑
j=1
(
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j))∗π(j)(f
(j)
1k ))g0,γ¯1(ψ
(j)(1M
r(j)
))
gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))
2
s∑
j=1
r(j)∑
k=1
g0,γ¯1(ψ
(j)(1M
r(j)
))π(j)(f
(j)
k1 )v¯
(j)π(j)(f
(j)
1k )
−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥
+2sγ¯0
(238)
≤
∥∥∥∥∥∥
s∑
j=1
(
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j))∗gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2))
2
π(j)(f
(j)
1k ))g0,γ¯1(ψ
(j)(1M
r(j)
))
s∑
j=1
r(j)∑
k=1
g0,γ¯1(ψ
(j)(1M
r(j)
))π(j)(f
(j)
k1 )v¯
(j)π(j)(f
(j)
1k )
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−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥
+2sγ¯0 + sγ¯0 ·max
j
{r(j)}
4.2(iv)
=
∥∥∥∥∥∥
s∑
j=1
(
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j))∗π(j)(f
(j)
1k ))g0,γ¯1(ψ
(j)(1M
r(j)
))
s∑
j=1
r(j)∑
k=1
g0,γ¯1(ψ
(j)(1M
r(j)
))π(j)(f
(j)
k1 )v¯
(j)π(j)(f
(j)
1k )
−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥
+2sγ¯0 + sγ¯0 ·max
j
{r(j)}
(1),(235)
=
∥∥∥∥∥∥
s∑
j=1
(
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j))∗g0,γ¯1(ψ
(j)(f
(j)
11 ))
2v¯(j)π(j)(f
(j)
1k )
−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥
+2sγ¯0 + sγ¯0 ·max
j
{r(j)}
4.2(iii)
≤
∥∥∥∥∥∥
s∑
j=1
(
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j))∗v¯(j)π(j)(f
(j)
1k )
−(1A − Φ(1))
1
2ψ(1F )(1A − Φ(1))
1
2
∥∥∥
+2sγ¯0 + sγ¯0 ·max
j
{r(j)}+ 2sγ¯0 ·max
j
{r(j)}
(235)
=
∥∥∥∥∥∥
s∑
j=1
(
r(j)∑
k=1
π(j)(f
(j)
k1 )(v¯
(j))∗v¯(j)π(j)(f
(j)
1k )
−(1A − Φ(1))
1
2π(j)(f
(j)
k1 )ψ
(j)(f
(j)
11 )π
(j)(f
(j)
1k )(1A − Φ(1))
1
2 )
∥∥∥
+2sγ¯0 + sγ¯0 ·max
j
{r(j)}+ 2sγ¯0 ·max
j
{r(j)}
(239)
≤
∥∥∥∥∥∥
s∑
j=1
r(j)∑
k=1
π(j)(f
(j)
k1 )((v¯
(j))∗v¯(j)
−ψ(j)(f
(j)
11 )
1
2 (1A − Φ(1))ψ
(j)(f
(j)
11 )
1
2 )π(j)(f
(j)
1k )
)∥∥∥
+γ¯0(2s+ 5s ·max
j
{r(j)})
4.2(i)
≤ γ¯0(2s+ 6s ·max
j
{r(j)})
(236)
< θ.
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Finally, using that ψ has order zero, for x ∈ F = Mr(1) ⊕ . . .⊕Mr(s) we check
‖[ψ(x), v]‖
(1),(235)
=
∥∥∥∥∥∥
s∑
j=1
π(j)(x(j))ψ(j)(1M
r(j)
)v − vψ(j)(1M
r(j)
)π(j)(x(j))
∥∥∥∥∥∥
(242),(240)
≤ ‖gζ,ζ+γ¯1(Φ(di0i0 ⊗ e11 ⊗ 1M2)) s∑
j=1
π(j)(x(j))ψ(j)(1M
r(j)
)v(j) − v(j)ψ(j)(1M
r(j)
)π(j)(x(j))

∥∥∥∥∥∥
+sγ¯0‖x‖
1.2
≤ max
j
∥∥∥∥∥∥π(j)(x(j))
r(j)∑
k=1
π(j)(f
(j)
k1 )ψ
(j)(f
(j)
11 )π
(j)(f
(j)
11 )v¯
(j)π(j)(f
(j)
1k )
−π(j)(f
(j)
k1 )v¯
(j)π(j)(f
(j)
11 )ψ
(j)(f
(j)
11 )π
(j)(f
(j)
1k )
∥∥∥
+sγ¯0‖x‖
(235)
≤ ‖x‖ ·max
j
‖ψ(j)(f
(j)
11 )v¯
(j) − v¯(j)ψ(j)(f
(j)
11 )‖
+sγ¯0‖x‖
4.2(ii)
≤ (max
j
{r(j)}+ s)γ¯0‖x‖
(236)
< θ‖x‖.
This completes the proof.
4.4 Proposition: Let A be a simple, separable, unital C∗-algebra with drA =
m <∞. Given a finite subset F ⊂ A, a positive normalized function h¯ ∈ C0((0, 1])
and δ > 0, there are a finite subset G ⊂ A and α > 0 such that the following holds:
Suppose (F = F (0) ⊕ . . .⊕ F (m), σ, ̺) is an m-decomposable c.p.c. approximation
for G to within α. For i = 0, . . . ,m, let vi ∈ A be normalized elements satisfying
(244) ‖[̺(i)(x), vi]‖ ≤ α‖x‖ for all x ∈ F
(i).
Then,
(245) v :=
m∑
i=0
vih¯(̺
(i)(1F (i)))
satisfies
‖[v, a]‖ < δ for all a ∈ F .
Proof: We may assume the elements of F to be positive and normalized. For
convenience, we set
(246) δ¯ :=
δ
9(m+ 1)
.
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Choose h˜ ∈ C0((0, 1]) such that
(247) ‖id(0,1] · h˜− h¯‖ < δ¯
Using Lemma 1.10, we find α > 0 and a finite subset G ⊂ A such that, whenever
(F, σ, ̺) is a c.p.c. approximation of G to within α, we have
(248) ‖̺(x)̺σ(a) − ̺(xσ(a))‖ ≤
δ¯
‖h˜‖
‖x‖
for all x ∈ F . Using Proposition 1.8 and making α smaller if necessary, we may
even assume that
(249) ‖[b, h¯(c)]‖, ‖[b, h˜(c)]‖ ≤ δ¯
whenever b, c ∈ A are elements of norm at most 1 with c positive, and satisfying
(250) ‖[b, c]‖ ≤ α.
We may further assume that
(251) α < δ¯,
δ¯
‖h˜‖
.
Now let a c.p.c. approximation (F, σ, ̺) and vi ∈ A as in the proposition be given.
Note that by (244), (250) and (249) we have
(252) ‖[vi, h¯(̺
(i)(1F (i)))]‖, ‖[vi, h˜(̺
(i)(1F (i)))]‖ ≤ δ¯
for i = 0, . . . ,m and that
(253) ‖̺(i)(1F (i))̺σ(a) − ̺
(i)σ(i)(a)‖
(248)
≤
δ¯
‖h˜‖
for i = 0, . . . ,m and a ∈ F (the elements of F are normalized). We obtain
‖[vih¯(̺
(i)(1F (i))), a]‖
≤ ‖[vih¯(̺
(i)(1F (i))), ̺σ(a)]‖ + 2α
(252)
≤ ‖vih¯(̺
(i)(1F (i)))̺σ(a) − ̺σ(a)h¯(̺
(i)(1F (i)))vi‖+ 2α+ δ¯
(247)
≤ ‖vih˜(̺
(i)(1F (i)))̺
(i)(1F (i))̺σ(a) − ̺σ(a)̺
(i)(1F (i))h˜(̺
(i)(1F (i)))vi‖
+2α+ δ¯ + 2δ¯
(253)
≤ ‖vih˜(̺
(i)(1F (i)))̺
(i)σ(i)(a)− ̺(i)σ(i)(a)h˜(̺(i)(1F (i)))vi‖
+2α+ δ¯ + 2δ¯ + 2‖h˜‖ ·
δ¯
‖h˜‖
(252),(244)
≤ 2α+ δ¯ + 2δ¯ + 2δ¯ + δ¯ + ‖h˜‖ · α
(251)
< 9δ¯
(246)
<
δ
m+ 1
DECOMPOSITION RANK AND Z-STABILITY 67
for i = 0, . . . ,m and a ∈ F . Here, we have tacitly used that the ̺(i) have order
zero, whence ̺(i)(1F (i)) commutes with ̺
(i)(F (i)). It follows that
‖[v, a]‖
(245)
=
∥∥∥∥∥
[
m∑
i=0
vih¯(̺
(i)(1F (i))), a
]∥∥∥∥∥ < (m+ 1) δm+ 1 = δ
for a ∈ F .
4.5 Proposition: Let A be a separable, simple, unital C∗-algebra with drA =
m < ∞. Given a finite subset F ⊂ A, 0 < δ, 0 < ζ < 1 and n ∈ N, there are
G ⊂ A finite and α > 0 such that, whenever (F, σ, ̺) is an m-decomposable c.p.c.
approximation of G to within α, there is γ > 0 such that the following holds:
If
Φ : Mm+1 ⊗Mn ⊗M2 → A
is a c.p.c. order zero map satisfying
(254) ‖[̺(x),Φ(y)]‖ ≤ γ‖x‖‖y‖ for all x ∈ F, y ∈Mm+1 ⊗Mn ⊗M2
and
(255) τ(Φ(1Mm+1⊗Mn⊗M2)) > 1− γ for all τ ∈ T (A),
then
‖[Φ(y), a]‖ ≤ δ‖y‖ for all y ∈Mm+1 ⊗Mn ⊗M2, a ∈ F ,
and there is v ∈ A such that
‖v∗v − (1A − Φ(1Mm+1⊗Mn⊗M2))‖ < δ,
vv∗ ∈ (Φ(1Mm+1 ⊗ e11 ⊗ 1M2)− ζ)+A(Φ(1Mm+1 ⊗ e11 ⊗ 1M2)− ζ)+
and
‖[a, v]‖ < δ for all a ∈ F .
Proof: We may clearly assume that the elements of F are normalized. Set
(256) h¯ := g0,δ/(6(m+1))
From Proposition 4.4, obtain a finite subset G ⊂ A and α > 0 such that the assertion
of 4.4 holds. We may assume that
(257) α <
δ
6
and that
(258) 1A ∈ G.
Now suppose
(259) (F, σ, ̺)
is a c.p.c. approximation of G to within α such that ̺ is m-decomposable with
respect to F = F (0) ⊕ . . .⊕ F (m).
Choose some
(260) 0 < θ <
α
m+ 1
.
Obtain β > 0 from Proposition 4.3 so that the assertion of 4.3 holds for each
̺(i) := ̺|F (i) ,
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i = 0, . . . ,m, in place of ψ. Using Proposition 1.8, we may choose some
(261) 0 < γ < min{θ, β}
such that, if b and c are elements of norm at most one in some C∗-algebra, with
c ≥ 0 and
‖[b, c]‖ < γ,
then
(262) ‖[b, h¯(c)]‖ < θ.
Now if Φ is as in the assertion of Proposition 4.5, then (note (261)) Proposition 4.3
yields normalized elements vi ∈ A, i = 0, . . . ,m, such that
‖v∗i vi − (1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 ̺(i)(1F (i))(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 ‖
< θ,(263)
(264) viv
∗
i ∈ (Φ(dii ⊗ e11 ⊗ 1M2)− ζ)+A(Φ(dii ⊗ e11 ⊗ 1M2)− ζ)+
and
(265) ‖[̺(i)(x), vi]‖ ≤ θ‖x‖ for all x ∈ F
(i)
for each i. Note that
(266) viv
∗
i ⊥ vi′v
∗
i′
by (264) if i 6= i′, since Φ has order zero. Set
(267) v :=
m∑
i=0
vih¯(g
(i)(1F )),
then
‖v∗v − (1A − Φ(1Mm+1⊗Mn⊗M2))‖
(267),(266)
=
∥∥∥∥∥
m∑
i=0
h¯(̺(i)(1F (i)))v
∗
i vih¯(̺
(i)(1F (i)))− (1A − Φ(1Mm+1⊗Mn⊗M2))
∥∥∥∥∥
(263),(258)
≤
∥∥∥∥∥
m∑
i=0
h¯(̺(i)(1F (i)))(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 ̺(i)(1F (i))
·(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 h¯(̺(i)(1F (i)))
−(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 ̺(i)(1F (i))(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2
∥∥∥
+(m+ 1)θ + α
(254),(262)
≤
∥∥∥∥∥
m∑
i=0
(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2 (h¯(̺(i)(1F (i)))̺
(i)(1F (i))h¯(̺
(i)(1F (i)))
−̺(i)(1F (i)))(1A − Φ(1Mm+1⊗Mn⊗M2))
1
2
∥∥∥
+(m+ 1)θ + α+ 2(m+ 1)θ
(256)
≤ +(m+ 1)θ + α+ 2(m+ 1)θ + 2(m+ 1)
δ
6(m+ 1)
(260),(257)
< δ.
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Moreover,
vv∗
(267),(264)
∈ her
(
m∑
i=0
(Φ(dii ⊗ e11 ⊗ 1M2)− ζ)+
)
1.2
= her((Φ(1Mm+1 ⊗ e11 ⊗ 1M2)− ζ)+).
We have
‖[v, a]‖ < δ for all a ∈ F
by Proposition 4.4 and our choice of α and g, using (265) and (260). Finally, for
y ∈Mm+1 ⊗Mn ⊗M2 and a ∈ F we have
‖[Φ(y), a]‖
(259)
≤ ‖[Φ(y), ̺σ(a)]‖+ 2α‖y‖
(254)
< γ‖y‖+ 2α‖y‖
(261),(260),(257)
< δ‖y‖.
5. The main result and its consequences
We are finally prepared to assemble the technical results of the preceding sections
to prove the main result; we also derive a number of corollaries and explain some
applications.
5.1 Theorem: Let A be a separable, simple, nonelementary, unital C∗-algebra
with finite decomposition rank.
Then, A is Z-stable.
Proof: Letm := drA. We check that A satisfies the hypotheses of Proposition 2.3.
So, let n ∈ N, F ⊂ A finite and η > 0 be given.
We have to find ϕ : Mn → A and v ∈ A as in the hypotheses of 2.3. But by
Proposition 2.4, there are 0 < δ < 1 and 0 < ζ < 1 such that, if there are a c.p.c.
order zero map
ϕ′ : Mn → A
and v′ ∈ A satisfying the hypotheses in 2.4, then there are ϕ and v as desired.
By Proposition 4.5, there are a finite subset G ⊂ A and α > 0, such that, if
(F, σ, ̺) is an m-decomposable c.p.c. approximation of G to within α, there is γ > 0
such that the following holds: If
Φ : Mm+1 ⊗Mn ⊗M2 → A
is a c.p.c. order zero map satisfying (254) and (255) of 4.5, then there is v′ ∈ A
which, together with
ϕ′ := Φ|1Mm+1⊗Mn⊗1M2 ,
satisfies the hypotheses of 2.4.
So, choose an m-decomposable c.p.c. approximation (F, σ, ̺) for G to within α.
The existence of Φ now follows from Lemma 3.10 with (m+ 1) · n · 2 in place of k
and E := ̺(B1(F )) (where B1(F ) denotes the unit ball of F ).
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5.2 Combining our result with the classification theorem of [43], we now see that
finite decomposition rank entails classification, at least in the presence of the UCT
and if there are enough projections to distinguish traces.
Corollary: The class of simple, separable, nonelementary, unital C∗-algebras
with finite decomposition rank, which satisfy the UCT and for which projections
separate tracial states satisfy the Elliott conjecture.
Proof: By [43, Corollary 8.1] in connection with [23] and [24] (to remove the
remaining K-theory condition of [43]), the class of the corollary satisfies the Elliott
conjecture up to Z-stability; but the latter is automatic by Theorem 5.1.
The result considerably generalizes [41, Corollary 6.5] and [42, Corollary 5.1].
Note that it covers the real rank zero case as well as the monotracial projectionless
case.
5.3 As an application, we can now complete the classification of C∗-algebras coming
from uniquely ergodic, smooth, minimal dynamical systems.
Corollary: The C∗-algebras associated to uniquely ergodic, smooth, minimal dy-
namical systems (with compact, finite dimensional, smooth manifolds as underlying
spaces) are classified by their ordered K-groups.
Proof: By [43, Corollary 8.4], we have classification up to Z-stability. By [40,
Corollary 1.7] (using [25]), the C∗-algebras of the corollary have finite decomposition
rank, hence are Z-stable by Theorem 5.1. The invariant reduces to just ordered
K-groups in this case, since we have only one tracial state by unique ergodicity.
5.4 Examples: (i) Theorem 5.1 shows that the examples of [36], [32] and [31]
all have infinite decomposition rank, since they are not Z-stable. (Before, this was
only known for those examples with small tracial state space, like the ones in [37].)
(ii) Together with [25], Theorem 5.1 shows that crossed products of the form
C(S3)⋊α Z considered in [4, Section 5, Example 4] are Z-stable.
(iii) Among many other examples, Corollary 5.2 in particular covers UHF alge-
bras, Bunce–Deddens algebras, irrational rotation algebras, the above-mentioned
crossed products of odd spheres by minimal diffeomorphisms, and the Jiang–Su
algebra itself.
5.5 We also obtain the following generalization of [30, Theorem 7.6], which may be
regarded as a finite version of Kirchberg’s characterization of O∞ as the uniquely
determined purely infinite C∗-algebra which is KK-equivalent to C; cf. [17].
Corollary: The Jiang–Su algebra Z is the uniquely determined separable, sim-
ple, nonelementary, unital C∗-algebra with finite decomposition rank and unique
tracial state, which satisfies the UCT and which is KK-equivalent to the complex
numbers.
Proof: The Jiang–Su algebra is well known to satisfy the characterizing properties,
so the statement follows from Corollary 5.2.
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