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vAbstract
A comprehensive study of the time-resolved Landau–Zener tunneling of a Bose–
Einstein condensate in a tilted periodic potential is presented in this thesis. Sev-
eral ways are discussed how to control the tunneling. In the first collection of
our results, the tunneling from the ground band to the continuum is shown to
depend crucially on the initial condition and system parameters, and also on the
strength of atom-atom interactions. The use of different protocols enables us
to access the tunneling probability in two different bases, namely, the adiabatic
basis (eigenstates of the Hamiltonian with the potential) and the diabatic basis
(free-particle momentum eigenstates). The structure of the survival probability
and the measure of the tunneling time depend on the chosen basis. All these
possibilities have been checked and proved in experiments. We go also beyond
and propose a possibility to manipulate the tunneling probability of ultracold
atoms in the tilted time-dependent stochastic potentials. Our theoretical and
numerical results show that the tunneling in such a potential can be controlled
by adding different types of colored noise. A scaling law is introduced for these
results, which effectively reduces the parameter-dependence of the tunneling and
leads to a better understanding of dynamics in the proposed noisy system.
Kurzzusammenfassung
In dieser Arbeit wird das zeitaufgelo¨ste Landau-Zener-Tunneln eines Bose-
Einstein-Kondensates in einem gekippten periodischen Potential umfassend
studiert. Verschiedene Mo¨glichkeiten das Tunneln zu kontrollieren werden disku-
tiert. Im ersten Teil unserer Ergebnisse zeigt sich, dass das Tunneln vom Grund-
band ins Kontinuum entscheidend von den Anfangsbedingungen, den Systempa-
rametern und auch von der Sta¨rke der Atom-Atom-Wechselwirkungen abha¨ngt.
Das Verwenden verschiedener Protokolle erlaubt uns auf die Tunnelwahrschein-
lichkeit in zwei verschiedenen Basen zuzugreifen: zum einen in der adiabatis-
chen Basis (Eigenzusta¨nde des Hamiltonoperators mit Potential) und zum an-
dern in der diabatischen Basis (Impulseigenzusta¨nde der freien Teilchen). Die
Struktur der U¨berlebenswahrscheinlichkeit und das Maß der Tunnelzeit ha¨ngen
von der gewa¨hlten Basis ab. All diese Mo¨glichkeiten sind in Experimenten
u¨berpru¨ft und nachgewiesen worden. Daru¨ber hinausgehend schlagen wir eine
Mo¨glichkeit vor, die Tunnelwahrscheinlichkeit ultrakalter Atome in gekippten
zeitabha¨ngig stochastischen Potentialen zu manipulieren. Unsere theoretischen
und numerischen Ergebnisse zeigen, dass das Tunneln in solchen Potentialen
durch das Hinzufu¨gen verschiedener Arten farbigen Rauschens kontrolliert wer-
den kann. Fu¨r diese Ergebnisse wird ein Skalierungsgesetz eingefu¨hrt, das die Pa-
rameterabha¨ngigkeit des Tunnelns reduziert und zu einem besseren Versta¨ndnis
der Dynamik in dem vorgeschlagenen rauschenden System fu¨hrt.
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Chapter 1
Introduction
The exciting phenomenon of tunneling is one of the most striking manifestations
of quantum behavior and has been the subject of intense research since
the beginning of the 20th century [1]. Quantum tunneling is a microscopic
phenomenon where a particle can penetrate and in most cases pass through a
potential barrier, even though it lacks the energy to reach the peak of the barrier.
Such a motion is not allowed by the laws of classical dynamics. A fascinating
aspect of the tunneling process is that the “tunneling” particles not only
penetrate a classically forbidden area of any size, but also show an interesting
time behavior. While tunneling probabilities can be calculated accurately even
for complex quantum systems and have an intuitive interpretation as statistical
mean values of experimental outcomes, the concept of tunneling time – the time
required for a state to evolve into an orthogonal state – and its computation are
still the subject of debate even for simple systems [2].
In quantum mechanical systems having two discrete energy levels, there
is a possibility of a transition between the energy levels. A quantum system
tunnels across an energy gap at an avoided crossing of the system’s energy
levels. This phenomenon, which is a well-known example of the tunneling
problem, is known as Landau–Zener tunneling. Landau–Zener theory was
developed in the early 1930’s in the context of atomic scattering processes and
spin dynamics in time-dependent fields [3, 4, 5, 6]. During the past decades,
Landau–Zener transitions have been investigated for Rydberg atoms [7], molec-
ular nanomagnets [8], field-driven superlattices [9], current-driven Josephson
junctions [10], Cooper-pair box qubits [11], for using light waves in coupled
waveguides [12, 13, 14] and just recently for coupled one-dimensional Bose
liquids [15].
Unstable quantum systems exhibit exponential decay of the particle survival
probability in the initial energy level, but deviations from this law at short and
long times have been predicted [16]. In recent years, Landau–Zener tunneling
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has been used in the observation of deviations from a purely exponential decay
of a quantum system consisting of a few energy levels. An example for the
latter was investigated by Raizen and co-workers [17], where clear evidence
of short-time deviation from exponential decay was observed in the survival
probability of ultracold atoms in an accelerating optical lattice. Moreover,
Landau–Zener tunneling provides a building block for the quantum control of
complex many-body systems [18].
Quantum transport is an essential topic in solid state physics and electronic
applications. The physics of transport of electrons in a metal relies very much on
the periodicity of the lattice. Bloch oscillations, Landau–Zener tunneling, and
Wannier–Stark ladders [19, 20, 21, 22, 23, 24, 25] are fundamental quantum
effects occurring in a system of electrons moving in a periodic potential and a
static electric field. However, due to complications such as impurities, lattice
vibrations, and multiparticle interactions clean observations of these effects
have been difficult. Ultracold atoms and Bose–Einstein condensates [26]
in optical lattices provide an extremely effective tool for engineering simple
quantum systems with a broad tunability of the parameters [27], thus serving as
“quantum simulators” [28] to reproduce the physics of different systems. The
striking advantage offered by such atomic systems resides in the unprecedented
possibility to work with perfectly isolated samples at quasi-zero temperature
and to have experimental control on most of the system parameters, e.g., the
lattice depth, the lattice constant or the strength of the atom-atom interactions,
which can be precisely tuned. This high degree of control makes atomic systems
attractive as model systems for crystal lattices.
When crystaline solids are studied on a sufficiently small length scale, one
realizes that impurities and defects are always present, which can affect the
transport of particles. Disorder is indeed an intrinsic property of all real systems.
Even a small amount of disorder can cause dramatic changes in the physical
properties of the system. Optical lattices are nowadays easy to realize in the
laboratory, and their parameters can be perfectly controlled both statically and
dynamically. More complicated potentials can be build up by adding further
lattices [29, 30]. In fact, by superimposing laser beams from different directions
and with slightly different wave-lengths, it is possible to generate many different
three-dimensional lattice geometries [27]. From the theoretical point of view, a
variety of phenomena is expected to occur in these systems, such as Anderson
localization [31] and the quantum transition to the Bose glass phase originating
from the interplay of interaction and static spatial disorder [32, 33, 34]. The
question arises of how to control the dynamics of particles in quasiperiodic
potentials (possibly time-dependent or even stochastic ones).
3This thesis
In this thesis, our results on the Wannier–Stark system are presented. This
system is realized with ultracold atoms forming a Bose–Einstein condensate in
an optical lattice subjected to a static tilting force [27]. The tilt is experimentally
implemented by accelerating the optical lattice [21, 22, 35]. We investigate the
coherent control of the transport and of the decay of Bose-Einstein condensates
from the ground band in a lattice structure with both periodic and with
time-dependent stochastic potentials. To this respect, we compute the time
dependence of the tunneling probability of the Bose–Einstein condensate atoms
out of the ground band in which they were originally prepared. We demonstrate
that by changing the initial condition and system parameters, and also by tuning
the strength of atom-atom interactions, it is possible to control the tunneling
rate of the Bose–Einstein condensate to higher bands. Finally, a controlled noise
will be shown to be a further handle to engineer tunnelings.
The detailed outline of this thesis is as follows:
Chapter 2: This chapter provides the necessary tools for our studies. It starts
with a short review on the bosonic system of ultracold atoms and the formation
of Bose–Einstein condensate in section 2.1. In the first part of this section, the
non-interacting dilute Bose-gas and in the second part, the interacting Bose–gas
in the regime of weak atom-atom interactions are shortly reviewed. The dynamics
of Bose–Einstein condensates in such a regime is very well described in a mean-
field regime based on the so-called Gross–Pitaevskii equation. This nonlinear
Hamiltonian to describe the dynamics of condensate atoms, that are trapped in
a three-dimensional harmonic oscillator potential, is presented in the second part
of section 2.1. Loading Bose–Einstein condensates in optical lattices is used to
simulate solid state systems. Section 2.2 presents how the optical lattices can be
created theoretically and experimentally through the interaction between atoms
and light. In chapter 5, we study the dynamics of Bose–Einstein condensate in
such a lattice structure. Later in section 2.2, it is described that more complex
and non-periodic optical lattices can be generated easily by superimposing more
laser beams with arbitrary frequency difference. This leads to our time-dependent
stochastic potential that is used in chapter 6.
Due to the Stark force (external field), it is possible to make optical lattices
tilted. Particles in periodic potential and in the presence of the external field
perform oscillatory movements. The so-called Bloch oscillation phenomenon is
described in section 2.3. The problem of finding the eigenstates of the periodic
system under the influence of an external field, the so-called Wannier–Stark
problem is introduced in section 2.4. Depending on system parameters, one can
tune into a special condition for which the rate of tunnelings is enhanced or
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suppressed. This effect appears in the Wannier–Stark system when the energy
induced by the Stark force matches the energy difference between the initial and
the final energy states. In such a condition, the tunneling probability is enhanced
and a deviation from Landau–Zener tunneling prediction is observed. The so-
called resonantly enhanced tunneling, which has been predicted theoretically [36]
and has also been observed in experiments [37, 38], is described in section 2.4.
Section 2.5 presents the theoretical background on tunneling of interacting Bose–
Einstein condensate atoms in tilted optical lattices. A theoretical effective model
based on perturbation theory was introduced by Niu [39] to describe the dynamics
in such a nonlinear system. This model and its validity limits are reviewed in this
section.
Chapter 3: The models which are used in this thesis are presented in this
chapter. Section 3.1 collects the necessary theoretical background to describe
the probability and transition times for Landau–Zener tunnelings. The dynamics
of the system can be measured in different bases, diabatic and adiabatic. The
diabatic basis is the eigenbasis of the bare states of the system when there is
no coupling between the two states. The adiabatic basis, on the other hand,
is the basis of a system with a finite coupling between the two states. The
Landau-Zener model describing the transition at an avoided crossing is defined
in the first part of this section, followed by analytical estimates for the Landau–
Zener transition times which have been derived by Vitanov in [24, 40] using the
two-state model. Vitanov calculated the time-dependent tunneling probability
at finite times and in a given basis, e.g., adiabatic or diabatic, he obtained dif-
ferent transition times [40]. We study the Landau–Zener tunneling in various
engineered potentials in chapter 5 and 6.
The potential which is used in chapter 6 is a time-dependent stochastic po-
tential with its stochasticity arising from the time-dependent random phase in
the secondary lattice. Section 3.2 focuses on the definition of different types of
noise which are used as a time-dependent phase. Two algorithms are presented
to generate colored noise: the exponentially correlated noise algorithm and the
harmonic noise algorithm. Exponentially correlated noise, with a finite correlation
time of fluctuations and Lorentzian spectral distribution, is a standard example
of time-correlated noise. Comparing the correlation time of the noise to the char-
acteristic time scale of the system, we distinguish two different regimes: slowly
varying noise, and fast noise. Another type of colored noise is defined by using a
noisy damped oscillator. The spectral distribution of this type of noise peaks at a
finite frequency, and therefore allows the consideration of resonance phenomena.
Different regimes of parameters are also defined for this type of noise. In the
slowly varying regime, where the oscillation frequency of the harmonic noise is
very small compare to the characteristic time scale of the system, the harmonic
5noise recovers the exponentially correlated noise with Lorentzian spectral distri-
bution. In the fast oscillating regime, the spectral distribution of the harmonic
noise has a peak at a finite frequency. We also introduce a third type of a time-
dependent phase in this section. We call it the deterministic phase and we define
it by a sinusoidal function which has a delta function spectral distribution. The
deterministic noise can be comparable to the harmonic noise when they have
similar spectral distributions (i.e., with a very narrow peak at a finite frequency).
Chapter 4: In order to describe the dynamics of our systems, we need to
integrate the Schro¨dinger or the Gross–Pitaevskii equation. Our numerical in-
tegration methods are presented in chapter 4. In order to prepare the initial
state, we use an imaginary time method to integrate the Hamiltonian. Firstly,
we discuss these methods for a one-dimensional system, then later in section 4.2
and 4.3, we generalize our technique to a general three-dimensional system and
the cylindrical system, respectively.
Chapter 5: The Landau–Zener tunneling between the Bloch bands of a Bose-
Einstein condensate in accelerated lattices is explored in this chapter. The lattice
depth controls the tunneling barrier, while the tilt effectively controls the time
dependence of the Hamiltonian. At large Stark forces, Landau–Zener tunnelings
lead to significant interband transitions for the condensate [27, 41]. Section 5.1
presents the Wannier–Stark Hamiltonian which describes the dynamics of our sys-
tem. It is shown how our original Hamiltonian is connected to the Landau–Zener
model. The limits one faces in applying Landau–Zener theory to the Wannier–
Stark system are presented in section 5.2. The tunneling process is detected
by computing the atomic momentum distributions. The essential theoretical
and numerical tools to describe our time-resolved computations are reported in
section 5.3. There, it is described how we measure the time dependence of
the survival probability by performing a projective quantum measurement on the
eigenstates in a given basis of the Hamiltonian. Our calculation resolves the
step-like time dependence of the survival probability. Section 5.4 presents our
numerical results and the experimental data done in the group of Professor En-
nio Arimondo in Pisa on the time evolution of the survival probability of the
Bose–Einstein condensate in the ground band. These results demonstrate that
by changing the system parameters such as lattice amplitude, Stark force and
the initial condition, it is possible to manipulate the tunneling probability of the
condensate. Using different numerical as well as experimental protocols (in the
group of Professor Ennio Arimondo in Pisa), it is possible to perform our calcu-
lations and experiments both in the adiabatic basis of the lattice eigenstates and
in the diabatic basis of the free-particle momentum eigenstates. We present the-
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oretical and experimental results which clearly show that the time dependence of
the transition probability exhibits a step-like structure with a finite transition time
and oscillations with a finite damping time, all of them depending on the choice
of the measurement basis. Finally, in section 5.5, it is shown that by introducing
atom-atom interactions into the system, and tuning its strength, we are able to
control the tunneling rate of the condensate to higher bands. To describe the
dynamics of interacting condensate atoms, we perform a mean-field calculation
based on the three-dimensional Gross–Pitaevskii equation. The presented results
in chapter 5 on the time-resolved calculations and experimental observations –
obtained in collaboration with Professor Ennio Arimondo’s experimental group
in Pisa – of Landau–Zener tunneling were published in [42, 43, 44].
Chapter 6: Finally in chapter 6, new results – yet to be tested experimentally
– on the tunneling probability in the time-dependent disorder system are
presented. Using the bichromatic lattice defined in section 2.2, and combining it
with different time-correlated types of noise presented in section 3.2, we define
a time-dependent stochastic potential. The aim of this chapter is to engineer
the tunneling of the Bose–Einstein condensate in such a time-dependent
stochastic potential which is tilted due to the Stark force. The results show
that a controlled time-dependent noise is a further handle to engineer the
interband transitions. The exponentially correlated noise (which was defined
in section 3.2.1) is used in section 6.3, and the harmonic noise defined in
section 3.2.2 is employed in section 6.4 as the time-dependent phase. The
impact of different regimes of noise parameters are investigated on the tunneling
rate of condensates. Our results show that depending on its parameters and its
strength, the noise can enhance or suppress the tunneling compared with the
reference system (as defined by the Wannier–Stark Hamiltonian in chapter 5)
in a systematic way. We calculate analytically an effective model which can be
used as a benchmark to describe our results in the regime of fast oscillating
noise. Finally, section 6.5 focuses on the deterministic time dependent phase
defined in section 3.2.3. This case acts as a further benchmark of generally
noise-driven dynamics, and we study the impact of fast and slow oscillating
function on the tunneling probability of the system.
Finally, we conclude our studies and results in the last chapter. We
present some of the open questions which allow for further studies. We also give
an outlook to possible extensions which can be considered for the presented work.
Chapter 2
Ultracold atoms and optical
lattices
2.1 Bose–Einstein condensation
At the beginning of the 20th century, following the work of Bose on the statistics
of photons [45], Einstein considered a gas of non-interacting, massive particles,
and concluded that, below a critical temperature of about one hundred nano
Kelvin a finite fraction of the total number of particles would occupy the lowest
energy single-particle state [46]. Such a system undergoes a phase transition
and forms a Bose–Einstein condensate, where a macroscopic number of particles
occupy the lowest energy state. The experimental discovery of Bose–Einstein
condensation in ultracold trapped atomic clouds for rubidium [47], sodium [48],
and lithium [49], opened up the exploration of quantum phenomena in a quali-
tatively new regime [26].
According to the theory of an ideal quantum gas of particles with mass
M conform to Bose–Einstein statistics, at temperature T , a phase transi-
tion occurs when the de Broglie wavelength of characteristic thermal motions,
λdB = (2π~
2/MkBT )
1/2
, becomes comparable to the mean inter-particle sepa-
ration, r = n−1/3. The parameter kB is the Boltzmann constant, and n the atom
number density. The particle density at the center of a Bose–Einstein condensed
atomic cloud is typically 1013 − 1015 cm−3 [50]. This density, on one hand, is
much less than the density of molecules in air at room temperature (1019 cm−3).
On the other hand, in order to observe quantum phenomena at such a low den-
sity, the temperature of the system must be of the order of 10−5 K or less which
is in contrast to the critical temperatures in solids and liquids (e.g., the Fermi
temperature which is typically 104 − 105 K, or the Debye temperature which is
typically of the order of 102 K).
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Laser cooling methods are used to cool down alkali metal atoms but since
these techniques alone cannot produce sufficiently high densities and low tem-
peratures for condensation, it is followed by an evaporative cooling stage. During
the latter stage, more energetic atoms are removed from the trap, and as a result
the remaining atoms are cooled further. A microscopic population of atoms in
the ground state of the system is achieved at such a low temperature [27].
Every realistic Bose gas shows some level of particle-particle interaction.
Therefore, the system of an ideal gas consisting of non-interacting Bosons is
a fictitious system. Nevertheless, this model provides the simplest example for
the realization of Bose–Einstein condensation. At zero temperature, a non-
interacting Bose gas is fully condensed and all N particles are described by
identical single particle wave functions [50]. The many-body ground-state wave
function is then given by the product of N identical ground-state wave functions
Ψ(r1, r2, ..., rN) =
N∏
i=1
ψ(ri). (2.1)
This so-called condensate wave function is a normalized macroscopic wave func-
tion. For a non-interacting Bose gas and an inhomogeneous system, this single-
particle state is simply the single particle ground-state of the confining potential.
In a harmonic trap, for example, the ground state wave function is a Gaus-
sian wave function, and for a periodic potential the ground state single particle
wave function is a Bloch wave function with a quasi-momentum q = 0 (see
chapter 5) [27]. In section 2.1.1, the non-interacting Bose gas and some basic
concepts such as the critical temperature Tc of the condensation, the condensate
fraction N0/N
1, as well as the issue of dimensionality will be addressed.
When weak interactions between particles are included in the problem, the
ground-state many-body wave function is still, to a very good approximation, a
product of N single-particle wave functions. These wave functions are now ob-
tained from the solution of a nonlinear Schro¨dinger equation [27]. This equation
is known as Gross–Pitaevskii equation, which will be derived in section 2.1.2, and
describes the dynamics of weakly interacting bosons.
2.1.1 Non-interacting dilute Bose–gas
For non-interacting bosonic atoms in thermal equilibrium the mean occupation
number of the single-particle state s is given by the Bose distribution
f(ǫs) =
1
e(ǫs−µ)/kBT − 1 . (2.2)
1N0 is the number of the atoms in condensate and N is the total number of the atoms.
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where ǫs is the energy of the single-particle state s for the particular trapping
potential under consideration, and µ being the chemical potential.
Density of states
The energy density of states varies as a power of energy according to
g(ǫ) = Cαǫ
α−1, (2.3)
where the parameter Cα is a constant and α is half the number of classical degrees
of freedom per particle. For a gas confined in an anisotropic three-dimensional
harmonic oscillator potential with oscillation frequencies ωi in three directions
(as in standard Bose–Einstein condensate experiments), the parameter α = 3 2,
and the density of states is given by
g(ǫ) = C3ǫ
2 =
ǫ2
2~3ω1ω2ω3
. (2.4)
For a uniform Bose gas in a three-dimensional box, where α = 3/2 3, the
density of states is given by [50]
g(ǫ) = C3/2ǫ
1/2 =
V m3/2ǫ1/2√
2π2~3
. (2.5)
Transition temperature
The critical temperature Tc is defined as the highest temperature at which the
lowest energy-state acquires a macroscopic occupation. The number of the par-
ticles in excited states given by
Nex =
∫ ∞
0
dǫg(ǫ)f(ǫ), (2.6)
which has its greatest value for the zero chemical energy. Considering zero
chemical energy µ = 0 at temperature T = Tc and vanishing number of particles
in the condensate N0 ≈ 0, i.e., all particles (N = N0+Nex) being accommodated
in excited states, leads to the equation
N = Nex (Tc, µ = 0) =
∫ ∞
0
dǫg(ǫ)
1
e
ǫ/kBTc − 1 . (2.7)
2A harmonic oscillator has two vibrational degrees of freedom along each direction: E¯vib,x =
p2
x
2M
+
mω2
x
x2
2
.
3There are three independent degrees of freedom for a linear motion along the x, y, and z
coordinates : E¯Lin =
p2
x
2M
+
p2
y
2M
+
p2
z
2M
.
10 CHAPTER 2. ULTRACOLD ATOMS AND OPTICAL LATTICES
Using Eq. (2.7) for atoms trapped in a three-dimensional harmonic oscillator
potential, with g(ǫ) given in Eq. (2.4), the transition temperature Tc acquires
the form
kBTc = ~ω¯
(
N
ζ(3)
)1/3
≈ 0.94~ω¯N1/3, (2.8)
where ω¯ = (ω1ω2ω3)
1/3 is the geometric mean of the three frequencies of the
oscillator and ζ(α) is the Riemann zeta function [50].
For a uniform Bose gas in a three-dimensional box, with g(ǫ) given in
Eq. (2.5), the transition temperature is given by kBTc ≈ 3.31~2n2/3/M , where
n = N/V is the number density [50].
Density profile
One of the quantities that can be measured experimentally is the density profile
n(r) = N0|ψ0(r)|2, with N0 being the number of atoms in the condensate. It
reflects the shape of the ground-state wave function, ψ0(r), for a particle in the
trap. The density profile for the ground-state wave function of the condensate
in an anisotropic harmonic trap is given by
n(r) ≡ N0|ψ0(r)|2 = N0
(
Mω¯
π~
)3/2
e−
M
~
(ω1x2+ω2y2+ω3z2). (2.9)
The widths of the wave function in the three directions are given by a2i = ~/Mωi
(cf. Thomas–Fermi limit in section 2.1.2). This density profile is used as the
initial state of the system under consideration which will be presented in chap-
ter 5. The density profile given in Eq. (2.9) may be contrasted with the cor-
responding expressions when the gas obeys classical statistics. Then, at tem-
peratures above the critical temperature T > Tc, the corresponding density
distribution is
n(r) = N
(
Mω¯2
2πkBT
)3/2
e
− M
2kBT
(ω21x2+ω22y2+ω23z2). (2.10)
The widths are given by R2i = 2kBT/Mω
2
i and depend on the temperature. The
ratio Ri/ai =
√
2kBT/~ωi ≫ 1 for T > Tc. Therefore, the thermal cloud
is much broader than the condensate. Taking the Fourier transforms one can
obtain the momentum distribution of the condensate, this can be easily measured
experimentally [50].
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2.1.2 Interacting Bose gas in the mean-field limit
The condensate typically consists of a few thousands to millions of atoms which
are confined by a trapping potential. The macroscopic behavior of the Bose–
Einstein condensate is affected by the internal interactions between the atoms,
and by the shape of the external trapping potential. The atom-atom interaction
in a cold dilute gas of bosonic atoms is dominated by elastic binary collisions and
can be treated in the framework of scattering theory. At very low temperature,
given the fact that the thermal de Broglie wavelength λdB is much larger than the
mean inter-particle separation, only s-wave collisions are important. For a dilute
gas the interaction can be modeled by a zero-range potential whose strength is
proportional to the s-wave scattering length as. The interatomic potential can
be replaced by an effective contact interaction [50]
Vint(r) =
4π~2as
M
· δ(r) = g · δ(r), (2.11)
where r is the relative coordinate between two atoms, M is the mass of the
atoms, as is the s-wave scattering length and g = 4π~
2as/M is the coupling
constant [50]. The strength of two-body interactions (∝ as) in the ultracold
atomic gas can be tuned by means of Feshbach resonances [51]. It is possible
to create attractive interactions, for a negative as, repulsive interactions when
as > 0, or even non-interacting gases.
Gross–Pitaevskii equation
For a dilute gas, the system can be described by a mean field description. The
diluteness of the gas is characterized by the ratio of the scattering length as and
the inter-particle spacing. This ratio can be expressed as a gas parameter na3s
and is typically less than 103. In this limit, due to the mean-field of all other
atoms in the condensate, each atom feels an additional potential. Therefore,
the interaction potential is proportional to the local atomic density |ψ(r, t)|2.
The dynamic properties of a Bose–Einstein condensate at temperatures T < Tc
are usually well modeled by a general nonlinear Schro¨dinger equation for the
macroscopic wave function [50]. This equation is known as the time-dependent
Gross–Pitaevskii equation [52]
i~
∂ψ(r, t)
∂t
= − ~
2
2M
∇2ψ(r, t) + Vext(r)ψ(r, t) + gN0|ψ(r, t)|2ψ(r, t). (2.12)
This equation contains the trap potential Vext(r), typically a three-dimensional
harmonic oscillator potential, as well as the atom-atom interactions in the form
of the nonlinear term. The coefficient of the nonlinear term consists of the
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coupling constant g which specifies the strength of the atom-atom interaction,
N0 the number of the atoms in the condensate, and the local atomic density
|ψ(r, t)|2.
In this weakly interacting regime, the many-particle wave function ψ(r) is still
the product of identical single particle wave functions as is the case for the ideal
Bose gas (as in Eq. (2.1)). Contrary to the non-interacting case, the weakly
interacting gas does not condense into the ground state of the single particle
problem but instead into a state which is determined through the Gross Pitaevskii
equation as given in Eq. (2.12). This equation is also valid in the quasi-1D and
quasi-2D regimes where the gas is tightly confined in the transverse directions
by means of a harmonic trap. To obtain the lower-dimensional equations one
assumes separability of the condensate wave function in its transverse coordinates
and projects onto the mean-field ground state in the transverse directions [53].
Then, ∇2 becomes the appropriate d-dimensional Laplacian, and the coupling
constant g becomes dependent on the transverse confinement. Specifically, in
d-dimensions, one finds :
g1D = 2~ω⊥as, g2D =
√
8π~3ωz
M
; and g3D =
4π~2as
M
, (2.13)
where ω⊥ and ωz are the transverse harmonic oscillator frequencies of the confine-
ment in one-dimension and two-dimension, respectively. The three-dimensional
g3D is included for completeness and everywhere in this thesis it is represented
by g. The quasi-1D (-2D) regime is obtained: (i) if the transverse confinement
length l⊥ ≡
√
~/Mω⊥ (lz ≡
√
~/Mωz) is on the order of the condensate heal-
ing length ξh = 1/
√
8πn¯as [50], where n¯ is the mean particle density, and (ii) if
the trapping is sufficiently strong in the transverse directions so that ω⊥ ≫ ωx
(ωz ≫ ωx, ωy), where x is assigned as the longitudinal direction in one-dimension
and the x− y plane the two-dimensional plane for two-dimension.
Stationary solution of the Gross–Pitaevskii equation
The ground-state can be easily calculated from Eq. (2.12), using the ansatz
ψ(r, t) = exp(iµt/~)φ(r), where µ is the chemical potential and φ(r) is the
many-particle wave function which is a real and normalized function. Therefore,
the equilibrium structure of the condensate is described by the time-independent
Gross–Pitaevskii equation
µφ(r) =
(
− ~
2
2M
∇2 + Vext(r) + gN0|φ(r)|2
)
φ(r). (2.14)
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Thomas–Fermi limit
Comparing the kinetic energy with the mean-field energy, one can distinguish
between the weak and the strong interaction regimes. In the so-called Thomas–
Fermi limit the nonlinear interaction energy is much greater than the kinetic
energy, hence the kinetic energy can be neglected. From Eq. (2.14) in the
Thomas–Fermi limit, an algebraic solution for the density profile of the conden-
sate is obtained
nTF (r) ≡ |φ(r)|2 ≈ µ− Vext(r)
N0g
. (2.15)
For a Bose–Einstein condensate in a three-dimensional harmonic confinement
the dimension-less parameter N0|as|/aho, where aho =
√
~/Mω¯ is the harmonic
oscillator length scale, fixes the effective strength of the inter-atomic forces in
the Gross–Pitaevskii equation given in Eq. (2.12). When N0|as|/aho ≫ 1 then
the repulsive interactions makes the system wider than the non-interacting case.
In this condition, the equilibrium arises from a balance between the external po-
tential Vext(r) (here the harmonic trap) and the repulsive atom-atom interaction
and since the kinetic energy play a minor role one can neglect it. This leads to
the Thomas–Fermi approximation and therefore the density profile is given by:
nTF (r) =
µ
N0g
[
1−
3∑
i=1
(
ri
RTFi
)2]
, (2.16)
which is an inverted paraboloid, with the Thomas-Fermi radii Ri =
√
2µ/Mω2i .
The Thomas–Fermi condition implies that µ ≫ ~ω¯ and Ri ≫ aho [50]. The
Normalization of the density to one (
∫
nTF (r)dr = 1) leads to a fixed chemical
potential µ [54]:
µ =
1
2
(
15
4π
ω¯3N0gM
3/2
)0.4
, (2.17)
where ω¯ = (ωxωyωz)
1/3. The expressions given in Eqs. (2.15) and (2.17) will be
used in section 2.5 to calculate the effective potential in the presence of atom-
atom interactions and an analytical expression for the dimensionless coupling
constant.
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2.2 Optical lattices
2.2.1 Connection to solid state physics
Following the classical experiments which showed the mechanical action of light
on neutral atoms [55], proving the theoretical prediction of Maxwell that electro-
magnetic waves carry momentum, the development of the laser made it possible
to realize resonant light forces on neutral particles. It was only in 1970s that
the first scattering measurements were done using both traveling and standing
waves [56]. In 1998 Anderson and Kasevich loaded a Bose-Einstein condensate
in a standing light wave [23] which was the beginning point to study the Bose-
Einstein condensate dynamics in periodic potentials [27].
Optical lattices are periodic potentials created by light-atom interactions.
When an atom interacts with an electromagnetic field, the energy of its internal
states depends on the light intensity. Therefore, a spatially dependent intensity
induces a spatially dependent potential energy [57]. The system of a particle in a
periodic optical potential is the textbook model of an electron in a crystal lattice.
Optical lattices have several advantages with respect to solid state systems. The
optical systems can be made free from defects, resulting in a larger mean free path
of particles. Defects prevented for example the observation of the theoretically
predicted coherent phenomenon such as Bloch oscillations4. The lattice depth
and geometry can be be controlled easily by optical means. Using multiple-beam
interference makes it possible to realize two-dimensional and three-dimensional
lattices, superlattices, ratchets or more complex structures. In optical systems
the relaxation time can be made much larger than the coherent timescale. In
addition, the possibility to dynamically control the interaction potential in real
time during the experiment allowed recent experiments to observe many of the
coherent effects, such as Bloch oscillation and Wannier-Stark ladders, which are
hardly accessible in solid state systems [19, 22, 27, 35, 58, 59, 60].
2.2.2 Interaction of atoms and light
Neutral atoms interact with a light field in both a dissipative and a conservative
way. The conservative interaction comes from the interaction of the light field
with the light induced dipole moment of the atom. It causes a shift in the poten-
tial energy – the so-called Stark shift. The dissipation arises due to the absorption
of photons followed by spontaneous emissions. It results in a dissipative force on
the atoms caused by the momentum transfer of the absorbed and spontaneously
4Bloch oscillation is one of the resulting coherent effects in a system of a periodic potential
under the influence of externally applied fields in crystalline solids which was only observed in
1992 [19]
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emitted photons. This light force is widely used for laser cooling and magneto
optical traps. [61] For a large detuning of the light from atomic resonances, spon-
taneous emission processes can be neglected and the energy shift can be used to
create a conservative trapping potential for neutral atoms [61, 62].
Periodic optical potentials are created by superimposing two laser beams with
the same frequency ωL (see Figure 2.1). The resulting electric field is of the form
E(r, t) =
1
2
E0(e
i(k1 ·r+ωLt) + e i(k2 ·r−ωLt)) + c.c., (2.18)
where E0 is the amplitude, ki = 2π/λi is the wave vector, with i = 1, 2, and λi
being the laser wavelength. The atom-field interaction energy reads [63]
Hint = −d · E (r, t) . (2.19)
For a sufficiently large detuning from resonance [64], the potential seen by the
particle can be written as [63]
Hint =
~Ω2R
4∆L
(
e
ik·r + e−ik·r
)
, (2.20)
where ΩR is the resonant Rabi frequency and ∆L = ωL − ω0 is the average
detuning from resonance. The frequency difference between the two beams is
vanishing and the wavenumber difference is k = k2−k1. Using two laser beams
with an equal absolute value of wavenumbers as kL ≡ k1 = −k2, then k ≡ 2kL.
This leads to an effective Hamiltonian for an atom in the ground state
H =
p2
2M
+
V0
2
cos(2kL · r). (2.21)
The amplitude of the periodic potential is V0 =
~Ω2R
∆L
. The expression for the well
depth V0 contains the resonant Rabi frequency ΩR which can be written in terms
of laser intensity I. The lattice depth can be expressed in terms of measurable
quantities [21, 27] as
V0 = ζ~
I
Is
Γ2s
∆L
, (2.22)
where Is is the saturation intensity, ζ is a correction which depends on the level
structure of the atom and Γs is the photon scattering rate [65]. The usual
quantities related to the lattice are defined starting from the recoil momentum,
prec = ~kL that an atom acquires, when absorbing or emitting a single photon
of light. Typically the lattice depth V0 is expressed in units of recoil energy Erec
exchanged by an atom and a photon
Erec =
~
2k2L
2M
. (2.23)
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kL -kL
dL
V0
Figure 2.1: A one-dimensional optical lattice created from counterpropagating laser
beams. The parameters V0 is the lattice depth and dL = λ/2 the lattice spacing.
Considering two counter-propagating laser beams along the x-axis as depicted
in Figure 2.1, the resulting one-dimensional periodic potential can be written as
V (x) = V0 sin
2(kLx). This one-dimensional optical lattice along the x-axis is
used for the problem under consideration in this thesis.
Bloch’s theorem states that eigenfunctions of the periodic system take the
form of a plane wave envelope function multiplied by a periodic function unk(x)
with the same periodicity dL = λ/2 = π/kL as the optical lattice, i.e.,
ψnk(x) = e
ikx unk(x). (2.24)
The parameter k is the allowed wavevector of the particle which is restricted to the
Brillouin zone [−kL, kL] in the quasimomentum space. The energy eigenvalues
En(k) = En(k+K) are continuous periodic functions of the wavevector k, with
periodicity K. They create the energy bands, the so-called band structure. The
parameter n labels the energy bands and is known as the band index. Therefore,
the solutions to a periodic Hamiltonian are Bloch waves with the band structure.
In the absence of the optical lattice i.e., the free particle problem, every
positive value of energy as a function of momentum is allowed and hence the
dispersion of the energy versus quasimomentum k is a parabolic function E(k) =
~
2k2/2M (dashed line in Figure 2.2). In the presence of the periodic lattice with
a finite depth V0, however, the lowest crossing points of the free energy parabolas
at k = ±kL develop a level repulsion due to the coupling of the levels by the
potential term. The coupling term V0 sin
2(kLx) connects only states with a
difference in momentum of 2~kL. Consequently, as seen in Figure 2.2, ranges
of forbidden or allowed energies (so-called band structure) are introduced. The
mean velocity of a particle in a particular Bloch state ψnk is determined by the
energy dispersion relation
vn(k) =
1
~
∂En(k)
∂k
. (2.25)
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Figure 2.2: Energy dispersion curves of a particle in a sinusoidal potential are shown
for the depth V0 = 0 (black dashed lines) and for V0 = 1Erec (colored solid lines).
2.2.3 Non-periodic optical lattices
Since no real system is fee of defects, disorder in quantum systems has been
the subject of intense theoretical and experimental activity over the past
decades. Although in many situations the effect of disorder is weak and can be
ignored, in some cases even an arbitrarily weak disorder may have spectacular
effects on the physical properties of these systems and result in a variety of
non-intuitive phenomena, especially in one-dimensional quantum systems [66].
The most famous phenomenon is the localization and absence of diffusion of
noninteracting quantum particles [67].
One possibility to create disorder potentials is provided by using speckle
patterns [68, 69]. The speckle field is a light field with highly disordered intensity
and phase distributions but is nevertheless stationary and coherent. The speckle
field can be easily generated in experiments by introducing a diffuser in the path
of a coherent light beam or by reflecting a laser beam against a surface that is
rough on the scale of the laser wavelength [69]. Another possibility to produce
quasi-disordered potentials is by using multi-chromatic incommensurate optical
lattices [33, 70, 71]. The spectral properties and the amount of disorder in both
the above mentioned methods are known with a very good accuracy and can be
easily controlled by optical means.
In addition to optical methods, there exist other techniques to create
disorder potentials. For instance, atomic mixtures [72] resembles the presence
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of impurities in solid disorder, or inhomogeneous magnet fields [73] are two
other ways to produce disorder in the system. In the present work, the disorder
created by incommensurate bichromatic optical lattice is studied.
Optical lattices are easy to realize in the laboratory, and their parameters
such as lattice depth and spatial period can be perfectly controlled by optical
means. More complicated optical potentials can be realized by adding further
lattice beams [33, 70, 71]. In fact, by superimposing laser beams from different
directions and with different frequencies, it is possible to generate a huge variety
of lattice geometries in a very controlled way. This suggests the idea that by
combining several optical standing waves with different incommensurate spacing,
it is possible to produce complex potentials with very small lattice constants
(”grain size“) which is the advantage of multichromatic lattices over speckle
fields that are often too coarse-grained. The so-called quasi-disorder optical
lattices in one, two and three dimensions have been investigated [74, 75].
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Figure 2.3: Upper panel shows the original optical lattice V1 sin2(k1x), the middle
panel is an example for the secondary lattice V2 sin
2(k2x) with V1 ≪ V2 and the lower
panel is the superposition of the two lattices resulting in a quasiperiodic potential
V (x) = V1 sin
2(k1x) + V2 sin
2(k2x) with random site-to-site energy differences. Am-
plitudes of the potentials are expressed in the unit of recoil energy Erec = ~
2k21/2M
associated with the first lattice.
An experimentally accessible way to create quasi-disorder in a lattice (main
lattice) is to add a second lattice (disordering lattice) with an incommensurate
wavelength. One expects that in a finite system, this non-periodic modulation
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can produce the same qualitative effects as the ones induced by a truly random
potential [70, 71]. The one-dimensional bichromatic potential resulting from the
superposition of the two lattices can be written as
V (x) = V1 sin
2(k1x) + V2 sin
2(k2x+ φ). (2.26)
The height of the two lattices are Vi (i = 1, 2), where ki = 2π/λi give the lattice
wavenumbers and φ is an arbitrary phase. The condition of incommensurability
implies the ratio of the two lattice wavenumbers, β = k2/k1, being an irrational
number. The potential of wavelength λ1 creates the primary lattice of period
dL1 = λ1/2, that in the limit of V1 ≪ V2, is weakly perturbed by the secondary
lattice of wavelength λ2 [33]. The effect of the secondary lattice reduces to an
inhomogeneous and non-periodic shift of the potential energy at the bottom of
the lattice wells. Therefore, the presence of weak disorder introduces random
site-to-site energy differences [33] (see Figure 2.3).
Another technique which is proposed in the current work to create random
potentials is using a time-dependent bichromatic potential. This type of optical
potential can be generated by imposing an additional optical lattice with compa-
rable amplitude but incommensurate wavelength and with the time–dependent
random phase on an already existing periodic potential:
V (x, t) = V1 sin
2 (k1x) + V2 sin
2 (k2x+ φ(t)) . (2.27)
φ(t) is the time–dependent random phase which is introduced to shift the second
lattice randomly and time-dependently with respect to the other one. Differ-
ent types of stochastic noise to generate φ(t) are addressed in section 3.2 of
chapter 3. Therefore, such a disordered potential is not only spatially, but also
temporally random. More details on the effects of such time-dependent random
potentials will be presented in chapter 6.
Finite size effect and incommensurability
The bichromatic incommensurate lattices are quasi-periodic potentials, since
their spectrum is made up of a set of discrete frequencies. However, because of
the lack of any translational invariance, they can be used to study the physics of
finite-sized disordered systems. One should also be more careful with the concept
of incommensurability when dealing with finite-sized atomic samples. From an
experimental point of view, the measurement of the ratio λ2/λ1 always gives a ra-
tional number, since the lattice wavelengths are only known with finite precision.
From a theoretical point of view, however, it is important to consider that the fi-
nite size of the systems releases the constraints on the incommensurability: even
a periodic potential (resulting from a commensurate ratio) does not show any
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periodicity if the system size is smaller than the period. The bichromatic lattice is
thus effectively incommensurate provided that the ratio between the wavelengths
is far from a ratio between simple integer numbers. More precisely, a bichromatic
lattice can be considered incommensurate whenever the resulting periodicity (if
any) is larger than the system size. The effective correlation length in the system
consisted of bichromatic lattices is given by λs = λ1λ2/ |λ1 − λ2| (considering
the realistic situation for the bulk physics), i.e., the non-periodic modulation of
the energy minima with length scale d = λs/2. λ1, λ2 ≪
√
~/ (Mω), where ω
is the harmonic trap frequency.
Realization of disorder in ultracold atomic gases
The atomic-optical disordered systems provide the best possible ground to test
theoretical predictions. Loading the Bose–Einstein condensation in disordered
potentials leads to various phenomena. One of these interesting phenomena is
the Anderson localization predicted by Anderson in 1950s [67]. According to
this prediction the extended Bloch waves, for strong enough disorder, become
localized with an exponentially decaying envelope |ψ| ∼ exp(|r − ri|/ξ), with
the localization length ξ [67, 76, 77]. Only in 2008, Anderson Localization was
observed experimentally by localization of a Bose-Einstein condensate in a 1D
disordered optical potential [31]. Bose-Glass transition is another phenomenon
which results from the presence of disordered potentials in the system of Bose-
Einstein condensation. This transition originates from the interplay of interaction
and disorder [32, 33, 70, 71]. Disorder causes also a damping of Bloch oscilla-
tions of Bose–Einstein condensates in optical lattices [29, 78]. Effects of disorder
have also been observed for Bose–Einstein condensates in microtraps as a con-
sequence of intrinsic defects in the fabrication of the microchip [79, 80].
In the case of non-interacting Bose–Einstein condensate, the axial and trans-
verse degrees of freedom are separable. Along the direction of the bichro-
matic lattice, the system is described by the single-particle Hamiltonian H1D =
−~2∇2x/(2M) + V (x). In the tight-binding limit this system can be mapped to
the Aubry-Andre´ model [81] by expanding the particle wavefunction ψ over a set
of maximally localized Wannier states |wj〉 at the lattice site j. The resulting
Hamiltonian is
H = −J
∑
j
(|wj〉〈wj+1|+ |wj+1〉〈wj|) + 2∆
∑
j
sin2 (πβj + φ) |wj〉〈wj|,
(2.28)
where J is the tunneling amplitude between adjacent sites, that depends on the
height of the main lattice. The strength of the disorder ∆ can be written as
∆ ≃ V2β2/2 [82], where β = λ1/λ2 is the ratio of the two lattice wavenumbers.
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In experiments, the two relevant energies J and ∆ can be controlled indepen-
dently by changing the heights of the primary and secondary lattice potentials
respectively. The bichromatic potential can display features of quasidisorder when
β is irrational. A common choice in the study of the Aubry-Andre´ model is the
inverse of the golden ratio, β =
(√
5− 1) /2 [81].
Our disordered system, which is defined in chapter 6, is similar to the model
above in the sense that it consists of a bichromatic lattice. But in our case
there is a time-dependence in the second lattice which makes it different from
the static model introduced above.
2.2.4 Tilted optical lattices
As mentioned in section 2.2.1, ultracold atoms in optical lattices can model the
solid-state systems of electrons in a crystal in the presence of applied fields. The
force induced by an external field is necessary to observe phenomena like Bloch
oscillations (these will be introduced in section 2.3). Such a force can be imple-
mented easily in optical lattices by introducing an appropriate time dependence
of the optical lattice, i.e., by a frequency difference between the two laser beams
forming the lattice. A constant acceleration of the standing wave is generated by
linearly chirping the frequency difference. An instantaneous frequency difference
∆ωL(t) = ωL1 − ωL2 = dφ(t)/dt leads to
V (x, t) = V0 sin
2(kLx− φ(t)), (2.29)
where the time-dependent phase φ(t) can be written as kLat
2 with a being the
acceleration. Inserting Eq. (2.29) into the Hamiltonian given in Eq. (2.21) and
applying a unitary transformation, one can transform the resulting Hamiltonian
to the frame of reference accelerated with the above potential [21] and arrive at
the following time-independent Hamiltonian
H =
p2
2M
+ V0 sin
2(kLx) + Fx. (2.30)
This Hamiltonian presents the so-called Wannier–Stark system (see section 2.4).
The last term in the Hamiltonian is an inertial force F = Ma. It mimics the role
of the interaction potential eEx between the electric field E and the electron
of charge e in the crystals. This force is considered theoretically as a tilt of the
optical lattice as seen in Figure 2.4. In the next chapter the spectrum of the
Wannier-Stark system will be studied and the coherent phenomena resulting
from this Hamiltonian will be introduced.
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∆E=FdL
V0
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tanθ=F
Figure 2.4: A tilted optical lattice (accelerated optical lattice). The lattice depth
V0, the lattice spacing dL, and the Stark force F are defined in the text.
Another way to introduce a time-dependence of the optical lattice is by a
time-periodic driving force. Technically, it is applied as a backwards and forwards
motion of the periodic potential, which is equivalent to a periodic force applied to
the atoms in the lattice. A sinusoidal motion of the lattice [83] can be introduced
in the Hamiltonian as
H =
p2
2M
+ V0 sin
2(kLx) + Fx cos(ωt), (2.31)
where F is the modulation amplitude as explained above and ω its frequency.
Quantum particles tunneling between the sites of a periodic lattice can be made
to slow down, stop or turn around by shaking the lattice back and forth [84].
These simple methods suggest a new kind of quantum control of cold atoms. The
latter control mechanism has not been used in this thesis, however it is analogous
to the time-dependent deterministic phase in the lattice as will be presented in
section 3.2.3 and is later applied in section 6.5. The Hamiltonian in Eq. (2.31)
is transformed by Kramers–Henneberger gauge to the one with the potential
of Eq. (6.10) (see the appendix). The former control mechanism presented in
Eq. (2.30) will be used as the reference system in this thesis. Our results will
show how to control the transport of particles in tilted lattices by changing system
characteristic parameters (see chapter 5) and also by introducing an appropriate
time-dependence (see chapter 6).
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2.3 Bloch oscillations
In solid–state physics, the temporal dynamics of an electron facing an electric
field is a fundamental quantum-mechanical problem. The so-called acceleration
theorem
~k˙ = eE (2.32)
expresses the quasimomentum k of an individual Bloch state varying linearly in
time at a rate proportional to the electric field E [85]. Felix Bloch [85] predicted
the dynamical behavior of electrons in a solid, subject to a uniform, static electric
field. It was expanded later by Zener [86], whereby it was shown that electrons
accelerated by an electric field in a periodic potential, under the right conditions,
could oscillate. The frequency of oscillation is given by ωB = eEdL/~, where e is
the electron charge, E is the electric field amplitude, dL is the lattice constant.
This phenomenon is known as Bloch oscillations.
Bloch oscillations have never been observed in natural crystals because the
scattering time of the electrons at lattice defects is much shorter than the Bloch
period. With the advent and refinement of semiconductor technology, it was
possible to test the prediction of Bloch’s proposal. In 1970, Esaki and Tsu [87]
proposed using a semiconductor superlattice, which would provide the needed
periodic structure on a scale large enough to detect Bloch oscillations. In fact,
in semiconductor superlattices, the larger spatial period leads to a much shorter
Bloch period. It was only in 1992 however, that Bloch oscillations and the
associated Terahertz (THz) radiation were detected in semiconductor superlat-
tices [19, 58]. Theoretically and experimentally it is now a well-established fact
that the particle can perform Bloch oscillations [20, 21]. Recently, the first
experimental observation of spectral Bloch oscillations in an optical fiber was
reported [88]. In another recent work, it has been shown that localized and
extended defects in the lattice can be engineered to be transparent for Bloch
oscillations [89].
As mentioned in the previous section, for a periodic system, the solutions
are known to be Bloch waves with the band structure (see below Figure 2.2).
For a particle in a periodic potential V (x) in the presence of a force F the
time-dependent Schro¨dinger equation is given by
i~
∂
∂t
Ψ(x, t) =
(
− ~
2
2M
∇2 + V (x) + Fx
)
Ψ(x, t). (2.33)
It is assumed that the wave function has the following form
ψ(x, t) =
∑
n, k
cn, k(t)ψn k e
−iEnt/~, (2.34)
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and the time variation of the amplitude of the coefficients can be found as [85]
d
dt
|cn, k|2 = −F
~
∂
∂k
|cn, k(0)|2. (2.35)
Later in 1933, Zener clarified Bloch’s work in a paper studying the theory of
electrical breakdown of solid dielectrics [86]. He stated that an electron under
the influence of an electric field tends to become excited and oscillate instead of
being totally freed from the solid. Using the Bloch model, he calculated the rate
at which the electron moves from lower to upper energy bands in such a system.
A particle confined to a single energy band will move in the opposite direction
of the field until being reflected by the lattice, and then it moves in the opposite
direction until it is stopped by the force, where it starts the same motion over
again [86]. This periodic motion is characterized by a period
TB = 2π~/FdL, (2.36)
where dL is the spatial period of the system. Bloch oscillations in the time
domain are related to the existence of a Wannier-Stark ladder in the frequency
domain [90]. In addition, there is always a probability for a particle to go through
a transition between the energy bands, the so-called Zener tunneling [86]. Ac-
cording to Zener’s paper [86] a particle would undergo transitions between energy
bands at the rate
Γn =
FdL
2π~
e−MdL∆E
2
n/4~
2F . (2.37)
where n indicates the Bloch band index and ∆En is the energy gap between n
th
and (n+ 1)th bands.
The tight-binding and single-band models allow an analytical study of the
dynamics of Bloch oscillations and provide valuable insight. These models, in
their simplest form, neglect the coupling between bands, i.e., Zener tunneling and
only nearest neighbor coupling is taken into account [91]. In section 2.4, more
details on the Wannier-Stark system will be presented and it will be also shown
how this system was explained initially by the tight-binding and the single-band
model. The weak point of these models in explaining the spectrum of a periodic
system in the presence of a force will be addressed in the next section.
2.4. WANNIER–STARK PROBLEM 25
2.4 Wannier–Stark problem
The dynamics of a particle in a one-dimensional periodic lattice potential V (x) =
V (x+ dL) under the influence of a force is described by the so-called Wannier–
Stark Hamiltonian
Hˆ = − ~
2
2M
d2
dx2
+ V (x) + Fx, (2.38)
where F is the static force induced by the external field or by accelerating the
lattice. The problem of describing the spectrum of the Wannier-Stark system is
as old as the quantum theory of solids. There has been a long standing discussion
about the properties of such systems [87, 92, 93, 94, 95, 96]. These discussions
were initiated by the counter intuition predictions [85, 86] and by a difficulty
to verify the predictions experimentally. The application of a force destroys the
translational invariance of the periodic potential and causes a gradual localization
of the initially delocalize Bloch states which is called Stark localization [92]. The
so-called Wannier functions are in essence a Fourier transform of the Bloch states.
Applying a force, the continuous density of states is transformed into a series of
equally spaced - in energy and real space - ladder states with energies forming
the Wannier–Stark ladder:
En,m = En +mFdL, m = 0,±1,±2, ... . (2.39)
where En,m are the energy levels, En is the mean energy of the band, and mFdL
are the ladder spacing intervals with m being the site index and n the band
index. This implies that if there exists an eigenstate φn(x) with energy En, then
the set of states corresponding to wavefunctions φn,m(x) = φn(x − mdL) are
eigenstates of the Hamiltonian with energies En,m. The ladder spacing is related
to the Bloch oscillation period TB and leads to what is called Stark ladders. This
Wannier-Stark quantization was the subject of dispute. The discussions were
focused mainly on the effect of the single band approximation on the spectral
properties of the Wannier-Stark Hamiltonian.
Due to a short phase coherence time of an electron compared with the
Bloch oscillation time (localization time), TB, for all reasonable values of the
electric field, the experimental observation of Bloch oscillations and Wannier-
Stark ladders in realistic bulk solids is prevented. Scattering due to phonons,
impurities, etc., and interband tunneling due to the virtual binding character of
the Wannier–Stark states, are the limiting factors for the electron dephasing. The
much larger period of superlattice allow a strong localization at much lower fields
than in the bulk. Wannier–stark ladders were finally observed in semiconductor
superlattices with various optical techniques [19, 97].
Today, we know that the process, which couples the bands and is neglected
in the single band approximation, is the Zener tunneling [86]. The tunneling rate
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Figure 2.5: Schematic illustration of the Wannier-Stark ladders of resonances. The
width of the lines indicate the width of the levels, i.e. their instability. The width
of the levels is “proportional” to the resonance width Γn defining the lifetime of the
states.
increases with decreasing band gap between the initial state and the final state
and hence there is a large probability for the Bloch particle to tunnel to higher
bands (see Zener’s prediction given in Eq. (2.37)). As a result one can argue that
the discrete spectrum given in Eq. (2.39) can only be an approximation. It was
shown only in 1977 that the spectrum of a Bloch electron in an electric field is
entirely continuous [93], which is a prerequisite of Zener tunnelings. Therefore,
the Wannier-Stark ladders become resonances, i.e., nonstationary states with
a long lifetime. In other words, if a system has a number of discrete levels
(which are associated with classically bounded motion) followed by a continuous
spectrum (associated with unbounded motion), after applying an electric field the
discrete energy states become metastable. The decay time τn and the decay rate
Γn of a metastable state are determined by the probability of tunneling through
the potential barrier separating the region of classically bounded and unbounded
motion. Therefore, Eq. (2.39) should be corrected
En,m = En +mFdL − iΓn
2
, (2.40)
where the index n refers to the Wannier-Stark states originating from the nth
Bloch band, i.e., n = 0 indicates the ground level. The eigenstates, ψn,m(x), of
the Hamiltonian given by Eq. (2.38) corresponding to these complex energies, are
metastable states. The lifetime of metastable states is given by τn = ~/Γn [98].
Figure 2.5 shows a schematic illustration of the potential V0 sin
2(kLx)+Fx. The
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Figure 2.6: Schematic view of the resonantly enhanced tunneling (RET) process
between second nearest neighbouring wells, i.e., for m = 2 shown by green arrows.
positions of the lowest three Wannier-Stark ladders are marked by lines whose
thickness denotes the increasing width (the decreasing lifetime).
Recent Experimental and numerical calculations [41, 99, 100, 101, 102]
demonstrate resonances which cannot be explained by Zener’s semiclassical the-
ory. These resonances are related to interactions (“anticrossings” or “avoided
crossings”) of Wannier–Stark ladders. Anticrossings of Wannier–Stark ladders
have been observed in the optical spectra of superlattices without a direct con-
nection made to Zener tunneling [103, 104]. In fact, Zener tunneling requires
an entirely continuous spectrum and, therefore, cannot be explained on the basis
of discrete Wannier-Stark ladders. In section 3.1, the Landau–Zener tunneling
phenomenon will be described which is the key to the imaginary part of the
Wannier-Stark spectrum and hence the lifetime of the Wannier–Stark states.
2.4.1 Resonantly enhanced tunneling
Additional electromagnetic fields, as in the case of the spectroscopy of Wannier-
Stark levels [105], or quantum tunneling between the bands give rise to interband
transitions. The uncoupled energy bands are coupled by an additional force,
which can be a static Stark force (tilting the periodic lattice as seen in Fig-
ure 2.5) [27], and the tunneling process can occur. The so-called Landau–Zener
tunneling theory will be explained in section 3.1 in the next chapter. Increasing
the tilting force, as expected from Eq. (2.37), leads to more and more tunneling
of the atoms from the ground band. On the other hand, depending on the sys-
tem parameters, one can tune into a special condition for which the rate of the
tunneling is enhanced or suppressed.
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Figure 2.7: Resonant tunneling for m = 2 in the linear and nonlinear regimes. The
solid lines are the theoretical prediction for the linear system. Globally the rates follow
an exponential law (dashed lines) given in Eq. (2.37). Locally, due to RET peaks a
clear deviation is seen of the solid line from the dashed line. (a) Numerical results
for V0 = 5Erec with C = −0.31 (diamonds), C = 0 (solid line), C = 0.065 (stars),
C = 0.31 (squares) [36]; (b) Experimental results for V0 = 2.5Erec with C = 0.024
(squares), C = 0.035 (circles) and C = 0.057 (triangles) [37]. The dimensionless
nonlinear coupling constant C = gn0/8Erec was introduced in section 2.5. Results
from [36, 37] are reproduced by courtesy of the corresponding authors.
The enhancement occurs when an integer multiple of the energy scale of the
tilting force FdL matches the energy difference between the initial state and the
final state, i.e., approximately the band gap ∆E. This phenomenon has been ob-
served experimentally [37, 38] and is called resonantly enhanced tunneling (RET).
It is possible to control Landau–Zener tunnelings of Bose–Einstein condensates
from the ground band in the linear system (as defined in Eq. (2.12) with g = 0)
by exploiting resonantly enhanced tunneling between degenerate Wannier–Stark
states at ∆E ≈ mFdL with m being an integer number [25]. A schematic
representation of resonantly enhanced tunneling is shown in Figure 2.6.
In a tilted periodic lattice, atoms can tunnel from the energy band in which
they have been initially prepared, to the next energy band and then escape to the
continuum by successive tunneling across the much smaller band gaps between
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the upper bands. The tunneling rate ΓLZ can be calculated using the Landau–
Zener formula of Eq. (2.37). A deviation from the Landau–Zener prediction is
expected in the case when two Wannier–Stark levels in different potential wells
are coupled, building upon the degeneracy as seen in Figure 2.6. Under such
condition, the tunneling probability can be enhanced over the Landau–Zener pre-
diction and the results can be seen by the black solid line in Figure 2.7. The
resonantly enhanced tunneling phenomenon leads to a faster decay of the Wan-
nier states trapped in the potential wells.
The nearly perfect control on the experimental parameters such as lattice
depth, interaction strength, and the flexibility to prepare the condensates with
arbitrary initial conditions make it possible to measure the RET decay of the
ground band in a wide range of experimental conditions. The impact of atom-
atom interactions and a loss of coherence on the RET process has been studied
in [37]. As seen in Figure 2.7, the tilting force F is scanned to study the impact
of the atom-atom interaction on RET, for which the standard Landau–Zener pre-
diction is modified even in the absence of interactions [25]. The numerical [36]
and the experimental results [37] demonstrate that repulsive atom-atom interac-
tions increases the decay rate, hence the overall enhancement of the decay rate.
Attractive atom-atom interaction, however, as seen by black diamond symbols
in upper picture in Figure 2.7, suppresses the decay rate [36]. The effect of non-
linearity (atom-atom interactions) on the tunneling probability can be explained
by the effective model defined by Niu [39]. This model will be presented in the
next section.
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2.5 Tunneling in the presence of nonlinearity
The Gross–Pitaevskii equation can be used to simulate the dynamics of an in-
teracting gas of ultracold atoms in the presence of a one-dimensional optical
lattice. A Bose-Einstein condensate is prepared inside a long cigar shaped har-
monic trap and then loaded adiabatically into the one-dimensional optical lattice.
The density profile in the transverse directions is held fixed by the trap while
the motion along the longitudinal direction can be considered free. Hence for
a non-interacting ultracold atomic gas, one can easily model the motion as a
quasi-one-dimensional problem. Taking into account the atom-atom interactions
brings about the nonlinear term N0g|φ(r)|2, mixing the three coordinates of the
system and hence the eigenstate can no longer be written as a product of three
functions. The ground state of the condensate in such a system can be found
by solving the following three-dimensional Gross-Pitaevskii equation
µφ(r) =
(
− ~
2
2m
∇2 + Vtrap(r) + V0 sin2 (kLx) + gN0|φ(r|2
)
φ(r), (2.41)
where Vtrap(r) =
m
2
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
is the harmonic trap potential. How-
ever, to gain insight into the physics of a system of interacting ultracold atoms
in a one-dimensional optical lattice, one can introduce an effective potential
which can explain the strong dependence of the condensate state on the non-
linearity [39]. An explicit analytical expression for the effective potential can be
calculated using perturbation theory. The effective potential amplitude reads [39]
Veff =
V0
1 + 4C
, (2.42)
where C = gn0/8Erec is a dimensionless coupling constant with n0 being the
peak density of a Bose-Einstein condensate (see the density profile n(r) defini-
tion in section 2.1.1). The lattice depth V0 is expressed in units of the recoil
energy Erec = ~
2k2L/2M , where ~kL is the recoil momentum. The dimensionless
coupling constant C can be negative or positive depending on the sign on as for
attractive or repulsive atom-atom interactions.
Starting from the Gross–Pitaevskii equation given in Eq. (2.41) for the con-
densate wave function in a one-dimensional optical lattice, one substitute the
potential depth V0 with the effective potential given in Eq. (2.42), thus provid-
ing a potential approximate resolution of the effect of the mean-field interaction
could be approximately resolved. This effective potential has some validity limits
for the potential and/or nonlinearity strength C [106]. It is expected that this
expression will be valid as long as the condensate density remains nearly uniform
i.e., when Veff ≪ 1. This condition is realized for either a weak external potential
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or a strong atomic interaction [39]. The relevant energy gap between the lowest
two bands at the same Bloch number is modified due to the interaction and can
be evaluated considering the effective potential.
The Landau-Zener tunneling probability as given in Eq. (3.4) is affected due
to nonlinearity. Using the effective potential one can predict the effect of interac-
tion on the tunneling probability. As seen in for the data shown in Figure 2.7 the
repulsive interaction C > 0 leads to an overall enhancement of the decay rate
since Veff < V0 and hence the effective band gap ∆Eeff ≈ V0/(2+8C) is smaller
and results to more tunnelings of the condensate atoms. The attractive interac-
tion C < 0, however, as seen in Figure 2.7 by diamond symbols, the decay rate
is suppressed since the interaction leads to larger effective band gap (Veff > V0).
This theory is not valid for the RET condition, where the peaks appear on top
of the decay rate. The reason is that the landau–Zener theory cannot predict
the enhancement of the tunneling rate which happens at RET condition (i.e.,
∆E ≈ mFdL, with m ∈ N). For the derivation of the Landau–Zener transi-
tion rate Eq. (2.37), only the “band structure” is taken into account, while the
Wannier-Stark states (levels) have not been considered. The RET condition,
however, corresponds to Wannier-Stark levels, therefore, the exponential decay
rate predicted by Eq. (2.37) does not hold for the RET condition. As presented
in the previous section, the RET condition can be described within the Wannier–
Stark problem.
When the interatomic interaction is repulsive, and the Thomas–Fermi condi-
tion is satisfied (i.e., when N0|as|/aho ≫ 1) an analytical expression for the di-
mensionless coupling constant C can be gained. For a Bose–Einstein condensate
in a three-dimensional harmonic trap, with ω¯ = (ωxωyωz)
1/3, from Eqs. (2.15)
and (2.17) one gets
C =
~
16Erec
ω¯ (15N0as)
0.4 (Mω¯/~)0.2 . (2.43)
This quantity can be used to estimate the repulsive interaction strength between
the atoms in the system of Bose–Einstein condensate trapped by a harmonic
potential. In section 5.5 the quantity C and the effective potential given in
Eq. (2.42) are used to quantify the atom-atom interaction strength and to inter-
pret the results given in Figure 5.15.
Chapter 3
Models under consideration
3.1 Landau–Zener model
As mentioned in the previous chapter, quantum tunneling is an essential phe-
nomenon which is involved in explaining the resonance states as well as the
Wannier–Stark spectrum. In quantum mechanical systems with two discrete
energy levels, there is a possibility of a transition if the degeneracy is lifted
by a coupling and the system is forced across the avoided crossing by vary-
ing the parameter determining the level separation. This phenomenon is known
as Landau–Zener tunneling. According to Landau–Zener theory1, transitions are
possible between two approaching levels when a control parameter is swept across
the point of minimum energy separation. The phase accumulated between the
incoming and outgoing passages varies with, e.g., the collision energy, giving rise
to Stu¨ckelberg oscillations in the populations [5]. As a basic physical process, it
has found wide applications in various systems, such as current driven Josephson
junctions [10], atoms in accelerating optical lattices [17, 22, 27, 35, 107, 108],
field-driven superlattices [109], and in interferometry for qubits and solid-state
artificial atoms [110, 111].
For a large enough acceleration (field) of the periodic potential, the semiclas-
sical equations no longer hold and inter-band tunneling can occur. The atoms
can leave the trapping potential via tunneling into the continuum of free states.
The transition probability will increase as the acceleration is increased. This can
be described in simple terms relating to the Heisenberg uncertainty principle.
This process is similar in many avoided-crossing problems. The transition prob-
ability between levels becomes significant when the time that the atom spends
1 Landau–Zener theory was developed in the early 1930’s in the context of atomic scattering
processes and spin dynamics in time-dependent fields [3, 4, 5, 6]
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near the band gap becomes comparable to the the inverse energy gap,i.e.
∆E ∼= ~
∆t
. (3.1)
0
2αt/∆E
0
E/
∆E
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+
E
-
Figure 3.1: Energy levels as a function of time. The dashed lines show the so-called
diabatic levels, i.e., the energies of states in the absence of the interaction. The solid
lines demonstrate the so-called adiabatic levels, i.e., the eigenstates of the system
corresponding to the instantaneous Hamiltonian.
In its basic form the Landau–Zener problem can be described by a two-
state model and allows an eloquent expression for the transition probability. The
Landau–Zener Hamiltonian for a single crossing taking place at time t = 0 can
be written as the following 2 by 2 matrix
HLZ =
(
αt ∆E/2
∆E/2 −αt
)
. (3.2)
The off-diagonal term, ∆E/2, is the coupling between the two states and α is
the rate of change of the energy levels in time. The dynamics of the system can
be measured in different bases, diabatic and adiabatic. The diabatic basis is the
eigenbasis of the bare states of Eq. (3.2) when there is no off-diagonal coupling.
The adiabatic basis, on the other hand, is the basis of a system with a finite
∆E/2 coupling between the two states. The Hamiltonian has two adiabatic
energy levels
E± = ±1
2
√
(2αt)2 +∆E2. (3.3)
Assuming the system initially at t→ −∞ to be in the ground energy level E−,
should the sweeping rate be small enough, it will be exponentially likely that the
system remains in its adiabatic ground state E− at t→ +∞. The limiting value
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of the adiabatic Landau–Zener survival probabilities (for t going from −∞ to
+∞) is,
Pa(∞) = 1− exp
(
−π
γ
)
, (3.4)
where a dimensionless parameter, the so called adiabaticity parameter γ =
4~α/∆E2 is introduced [41]. The above probability gives the probability to
remain the initial state while Eq. (2.37) gives the rate of transition to higher
bands and hence the decay rate of the initial state. This survival probability is
valid for both E− and E+ initial states, and the same equation is valid for the
diabatic case. A small adiabaticity parameter corresponds to a small velocity of
the state displacement along the energy scale compared to ∆E2, such that the
system follows the adiabatic trajectory of Figure. 3.1. Thus, there is a large cou-
pling between the diabatic states and at the avoided crossing at t = 0 an almost
complete transition from the initial diabatic state to the final diabatic state takes
place. On the other hand, for a large value of the adiabaticity parameter γ, the
coupling between the two states is small and consequently the system remains
in its initial state following the diabatic trajectories of Figure. 3.1.
Later in chapter 5, the connection between the Landau-Zener model with our
system of ultracold atoms in tilted optical lattices will be demonstrated. It will
be explained how our system can be reduced to this simple model and what the
limits are for such an approximation.
3.1.1 Transition times in the Landau-Zener model
A careful study of the transition from an initial state to a final state can reveal the
time required to complete the transition. Moreover, in the case of multiple level
crossings, as in [42, 43], it is necessary to know whether a transition has been
completed before the next avoided crossing. The Landau–Zener approach may
be applied when a transition between two coupled quantum states takes place
in a small time interval around the avoided crossing and successive crossings are
independent from each other.
Analytical estimates for the Landau–Zener transition times have been de-
rived in [24, 40] using the two-state model of Eq. (3.2). In a given basis, e.g.,
adiabatic or diabatic, different transition times are obtained. Vitanov [40] calcu-
lated the time-dependent diabatic/adiabatic survival probability at finite times.
The Landau–Zener transition times were derived in [24] using some exact and
approximate results for the transition probability. Vitanov assumed a real and
constant coupling between the two states and a time-dependent detuning fre-
quency (the difference between the system transition frequency and the field
frequency) as introduced in the Landau-Zener model in (3.2). He calculated the
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Figure 3.2: The time evolution of the survival probability in the diabatic basis Pd(t˜)
(thick black curve) – done as described in [40] – for four values of the coupling ω
specified in each picture. The horizontal blue dashed line shows the asymptotic value
Pd(∞). The two vertical red dashed lines display the jump region, whose beginning is
defined by the crossing of the tangent to Pd(t˜) at t˜ = 0 (shown by the slanted green
solid line) with the line of Pd(t˜) = 1, whereas its end is defined by the crossing of the
tangent with the asymptotic line [40].
time evolution of this coherently driven two-level quantum system by solving the
Schro¨dinger equation for Eq. (3.2). The survival probability of the initial state
based on Vitanov’s calculations in the diabatic and the adiabatic bases [24, 40]
are demonstrated in Figures 3.2 and 3.3, respectively. These probabilities have
been calculated for several values of γ = 4~α/∆E2 as defined in the previous
section. The survival probability in the diabatic basis is plotted versus a dimen-
sionless time t˜ = α1/2t. In the adiabatic basis, it is plotted against a rescaled
time t˜ (γ/~)1/2. For convenience a new parameter γ˜ = (γ/~)1/2 is introduced.
The Landau–Zener jump time in a given basis can be defined as the time
after which the transition probability reaches its asymptotic value. From this
definition one can expect to observe a step-like structure, with a finite width,
in the time-resolved tunneling probability, as will be seen also in our results in
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chapter 5. As will be seen for our results as well as for the transition probability
derived by Vitanov [40] (as shown in Figures 3.2 and 3.3), the step is not very
sharp, therefore it is not straightforward to define the initial and final times for
the transition. It is even less obvious as to how one defines the jump time for
both small and for large coupling. Some possible choices have been used by
Lim and Berry in [112] and by Vitanov in [24, 40]. The problem is even more
complicated when the survival probability of the condensate in the ground band
shows an oscillatory behavior on top of the step structure. Such oscillations can
be seen in Figures 3.2 and 3.3 for some values of γ˜ and also in Figure 5.13 in
chapter 5, which shows experimental and numerical results for a single Landau–
Zener transition measured in the adiabatic basis (the numerical and experimental
methods will be described in the corresponding chapter). The oscillations give
rise to other time scales, namely the oscillation time and the damping time of the
oscillations appearing in the transition probability after the crossing. Therefore,
a measurement of the tunneling time depends very much on how these times are
defined and also which basis is considered.
In [40], the jump time in the diabatic/adiabatic bases is defined as
τ jumpd/a =
Pd/a(∞)
P ′d/a(0)
, (3.5)
where Pd/a is the transition probability between the two diabatic/adiabatic states
respectively. P ′d/a(0) denotes the time derivative of the tunneling probability
evaluated at the crossing point. The diabatic jump time τ jumpd ≈
√
2π~/α is
almost constant for large values of the adiabaticity parameter γ [40]. Instead,
for γ ≪ 1 it decreases with increasing γ, τ jumpd ≈ 2
√
~(γα)−1 [40]. In the
adiabatic basis, when γ is large the transition probability resembles the one of
the diabatic basis with an equal jump time. For a small adiabaticity parameter,
because of the oscillations appearing on top of the transition probability step
structure, it is not straightforward to define the initial and the final time for
the transition. Vitanov [40] defines the initial jump time as the time t˜ < 0 at
which the transition probability is very small (i.e., Pa(t˜) = εPa(∞), where ε is
a proper small number). The final time of the transition t˜ > 0 is defined as the
time at which the non-oscillatory part of Pa(t˜) is equal to (1 + ε)Pa(∞). Using
these definitions, Vitanov derived that the transition time in the adiabatic basis
depends exponentially on the adiabaticity parameter [40]:
τ jumpa ≈ (4/ε)1/6 γ−1/6eπ/(6γ)
√
~/α (3.6)
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Figure 3.3: The time evolution of the survival probability in the adiabatic basis Pa(t˜)
(thick black curve) – done as described in [40] – plotted against the scaled time t˜γ˜
for the same four values of the coupling ω specified in each picture, as in Figure 3.2.
The two vertical red dashed lines display the interval −1 ≤ t˜γ˜ ≤ 1, which provide
approximately the jump region [40].
According to the transition probability from the initial state that Vitanov
calculated in diabatic and adiabatic bases [40], whose corresponding plots are
seen in Figures 3.2and 3.3, the amplitude of the oscillations in Pd(t˜) vanishes as
t˜−1 at large times. The relaxation time τ relaxd can be defined as the time it takes
to damp the oscillation amplitude to the (small) value εPd(∞), where ε ≪ 1.
Therefore the relaxation time in the diabatic basis is given by
τ relaxd ≈
(
~(γα)−1
ε2(eπ/γ)
− ~(γα)−1
)1/2
. (3.7)
In the adiabatic basis, however, at large positive times the amplitude of the
oscillations, that appear in Pa(t˜) after crossing vanishes as t˜
−3. The relaxation
time is defined in the same way as in the diabatic basis and for large and small
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adiabaticity parameter γ, and it is approximated by
τ relaxa ≈
{(
π
4ε2
)1/6
γ−1/3
√
~/α (γ ≫ 1)(
1
2ε
)1/3
γ−1/6eπ/(6γ)
√
~/α (γ ≪ 1) (3.8)
Comparing Eq. (3.7) and Eq. (3.8) for large adiabaticity parameter, one sees that
τ relaxd ≫ τ relaxa . This can be explained by the fact that the oscillation amplitude
of Pa(t˜) vanishes as t˜
−3, i.e., much faster than Pd(t˜) which vanishes as t˜−1.
For small adiabaticity γ, τ relaxa ≪ τ relaxd ≈ 0, which follows from the fact that
the reference value in the diabatic basis is Pd(∞) = e−π/γ ≈ 1, whereas the
reference value in the adiabatic basis is Pa(∞) = 1− e−π/γ ≪ 1.
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3.2 Noise algorithms
As mentioned in section 2.2.3, one possibility to create a disordered potential
is provided by using bichromatic optical lattices with incommensurate lattices
constants. An additional way was proposed, at the end of section 2.2.3, to create
a spatially and temporally random potential, namely by adding a time-dependent
stochastic phase difference φ(t) between the two lattices [44]. This random
phase can be produced by different noise generators. Noise can be described
by stochastic differential equations and there are various numerical algorithms
for the integration of stochastic differential equations [113]. A time-dependent
random phase φ(t) is characterized by its spectral distribution
S (ω) =
1
2π
∫ ∞
−∞
dt e−iωt〈φ(t)φ(0)〉, (3.9)
where the average 〈·〉 is an integral over time for a sufficiently large time, i.e.,
〈·〉 = 1/T ∫ T
0
· dt. The noise fluctuations are described by the autocorrelation
function of the noise
〈φ(t)φ(s)〉 ∝ γ (|t− s|) , (3.10)
where γ (|t− s|) is a general correlation function which is specified for each type
of noise. Knowing the spectral distribution and the correlation function, one can
distinguish different regimes of noise parameters and study how they can affect
physical systems.
In this section, a few different noise generators (which are used as a time-
dependent random phase for the secondary lattice in chapter 6) are introduced.
In the following, an ideal type of noise, the so-called white noise, will be presented
which is used as the basis of some random number generators. This leads us to a
more realistic type of noise, the so-called colored noise, which can have interesting
impact on the physical systems. The terms “white” noise and “colored” noise
are, of course, jargon words. Nevertheless, it is common to use them since they
are widely recognized and understood.
White noise vs. Colored noise
Initial studies of the fluctuations in physical systems concentrated on the effect
of Gaussian white noise as an external noise which generates fluctuations in the
system. In the frequency analysis, white noise is a uniform mixture of random
energy at every frequency, this is of course a purely theoretical construction. The
correlation function of the white noise is given by
〈ξ(t)ξ(s)〉 = 2Dδ (|t− s|) , (3.11)
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where ξ(t) is the Gaussian white noise with zero mean and the standard deviation
of the noise equals one and D is the noise intensity. This noise has no time scale.
The white noise approximation, which dates back to the work of Einstein [114]
and Smoluchowski [115] is of course an idealization and is never exactly realized
in the physical world, not least because of its spectral distribution
SWN (ω) =
D
π
, (3.12)
which is flat and hence the total noise power is infinite for a finite characteristic
noise intensity D, i.e., there is energy available for all frequencies. A large body
of literature on white noise applications exists [116].
In order to consider the noise and the physical system within which it is op-
erating together, the time scales of the two systems must be taken into account.
Therefore, we seek a noise with a well-defined characteristic time. It is important
to understand what time scale is being used to measure the correlation time of
the noise. It is the physical system itself, which is either generating the noise
internally or is subjected to the noise as an external forcing, which according to
its own characteristic response time, defines the time scale of the noise. The
comprehension of realistic noise sources with a finite correlation time in mod-
eling dynamical systems has been attracting growing interest over the last few
decades [117].
Somewhat more realistic for experiments is a noise with a finite correlation
time of its fluctuations i.e., the mean-square value 〈φ2(t)〉 is finite. For such
a noise, the spectral distribution S(ω → ∞) falls to zero, implying that S(ω)
is a frequency dependent function, hence the term colored noise. The function
φ(t) represents a noise with a finite correlation time. They are created using
the Gaussian white noise ξ(t). The colored noise φ(t) is considered stationary
and Gaussian distributed colored noise with zero mean and a correlation function
〈φ(t)φ(s)〉. In the following two types of colored noise with a finite correlation
time are presented.
3.2.1 Exponentially correlated noise
A standard example of time-correlated noise is the Ornstein-Uhlenbeck pro-
cess [118], the so-called exponentially correlated noise, which is characterized
by a single correlation time. Such a noise can be written in terms of linearly
filtered white noise as follows
φ˙ = −φ
τ
+
√
2D
τ
ξ(t), (3.13)
where ξ is the white Gaussian noise with zero mean, the standard deviation is
one and τ is the correlation time of the noise. The strength of the noise is given
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by the parameter D. The introduced noise has a zero mean 〈φ(t)〉 = 0 and
exhibits an exponential correlation function
〈φ(t)φ(s)〉 = D
τ
e−|t−s|/τ . (3.14)
The time-scale of the fluctuations is described by τ , and its variance by D/τ .
This fluctuation is called “colored noise” in analogy with the effects of filtering
on white light. The spectral distribution is given by a Lorentzian with corner
frequency 1/τ as follows
SECN (ω) =
D
π(1 + ω2τ 2)
. (3.15)
Such a spectrum has its maximum at zero frequency, with the amplitude S(ω =
0) = D/π (see the red curve in Figure 3.4). The inflection points of this
Lorentzian function are at ω = ±1/√3τ by which one can estimate the half
width of the peak at zero frequency.
Different regimes of parameters
Considering the correlation time τ of the noise, two regimes can be defined
for this Ornstein-Uhlenbeck noise [118]: (i) the regime of fast noise with a
small correlated time τ , and (ii) the regime of slowly varying noise with a large
correlation time τ .
It is crucial to understand how one can measure the noise correlation time.
In order to successfully apply these theories to any real physical system, it is
essential to know what “small” and “large” mean. According to what was initially
discussed, the above introduced regime (i) actually means that the correlation
time of the noise τ is much smaller than the time scale τs of the system under
consideration and the regime (ii) just means the opposite limit of (i), i.e., τ ≫ τs.
It is often justified to assume that the random forces induced by noises are
correlated on a very small time scale τ compared to the characteristic relaxation
time for the system τs, around a locally stable state. An idealized treatment then
assumes the random phase to have zero correlation time, i.e., τ → 0. In the
limit that τ → 0, the noise φ(t) is approximated by a generalized δ-correlated
(i.e., uncorrelated) process:
〈φ(t)φ(s)〉 = D/τ δ(t− s), (3.16)
which is the definition of the white noise. Therefore, the Gaussian white noise can
be recovered in the limit of vanishing correlation time of the Ornstein-Uhlenbeck
noise. In this limit, all the frequencies of the power spectrum∫ ∞
−∞
dt e−iωt〈φ(t)φ(0)〉 ≡ D/τ, (3.17)
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Figure 3.4: A schematic view of the corresponding spectral distributions of expo-
nentially correlated noise given by Eq. (3.15) (red curve) and harmonic noise given by
Eq. (3.24) (blue curve) are shown for noise parameters that set S(ω = 0) the same for
both spectral distributions. The parameter ω˜0 shows the peak frequency, given within
the text in section 3.2.2, for the spectral distribution of harmonic noise
are present with equal weight. This assumption considerably simplifies the prob-
lem, because it allows one to treat the dynamics within the notion of Markov
processes. In the physical world however, as previously mentioned, this idealiza-
tion is never exactly realized.
The other regime of the exponentially correlated noise is defined when τ ≫ τs.
In this regime the fluctuations of the noise are very slow compared to the time
scale of the system, and therefore, it can be considered as a constant. Consid-
ering τ ≫ τs, the correlation function now reads
〈φ(t)φ(s)〉 = D/τ, (3.18)
which is a constant and therefore, the power specrum of the noise in this limit
of τ ≫ τs can be written as∫ ∞
−∞
dt e−iωt〈φ(t)φ(0)〉 ≡ D
τ
δ(ω). (3.19)
The impact of such a noise in its different limits on the transport of ultracold
atoms in the system under consideration will be shown in chapter 6-section 3.2.1.
These two introduced limits are very good benchmarks which help us to under-
stand our results.
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3.2.2 Harmonic noise
Another type of colored noise can be presented by using a noisy damped oscillator.
This type of colored noise, on the one hand, generalizes the Ornstein-Uhlenbeck
process and on the other hand allows the consideration of resonance phenomena.
The simplest type, as mentioned above, can be produced by a harmonic oscillator
of frequency ω0 and damping frequency Γ, driven by a Gaussian white noise. This
noise is called harmonic noise [119] and gives rise to a more interesting spectral
distribution which peaks at a finite frequency as will be shown in the following.
The harmonic noise is represented by a two dimensional Gauss-Markov process
taking the form of the following stochastic differential equations for φ(t)
φ˙ = ν (3.20a)
ν˙ = −2Γν − ω20φ+ ξ(t), (3.20b)
where Γ and ω0 are the characteristic parameters of the noise, and have the
dimension of frequency. ξ(t) is the Gaussian white noise with
〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = 4ΓTδ(t− s). (3.21)
The parameter T is a measure for the noise strength and expressed in the unit of
frequency squared. In the white noise limit, through the fluctuation dissipation
theorem, the parameter T is related to temperature.
The properties of a white noise driven harmonic noise are known from the
works of of Chandrasekhar [120] and Wang and Uhlenbeck [121]. The stationary
distribution of the harmonic noise reads [122]
P (φ, ν) = N−1exp
(
− 2Γ|ξ|2ν
2 − 2Γω
2
0
|ξ|2 φ
2
)
, (3.22)
where |ξ|2 = 4ΓT (using Eq. (3.21)) and from this distribution one gets the
mean square displacements
〈(∆φ)2〉 = 2T
ω20
, 〈(∆ν)2〉 = T, 〈∆ν∆φ〉 = 0. (3.23)
The spectral distribution of the harmonic noise is given by
SHN (ω) =
2ΓT
π(4Γ2ω2 + (ω2 − ω20)2)
. (3.24)
Comparing this spectral distribution with the one of the Ornstein-Uhlenbeck
process, the above spectral distribution possesses a peak at a finite frequency
ω˜ =
√
ω20 − 2Γ2. It is shown in Figure 3.4 by the blue curve which peaks at
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ω˜. The width ∆ω˜ of the peak can be estimated by finding the full width at half
maximum (FWHM) of the spectral function, which gives
∆ω˜ ≈ 2
√
Γ
√
ω20 − Γ2. (3.25)
According to the early work of Chandrasekhar [120], the correlation function
for such harmonic noise is obtained by assuming the initial distribution of the
harmonic noise to be of Gaussian type,
〈φ(t)φ(t+ h)〉 = T
ω20
e−Γh
(
cos (ω1h) +
Γ
ω1
sin (ω1h)
)
, (3.26)
with ω1 =
√
ω20 − Γ2. Using the above correlation function one can derive
another parameter of the harmonic noise
τHN =
∫∞
0
h〈φ(t)φ(t+ h)〉dh∫∞
0
〈φ(t)φ(t+ h)〉dh . (3.27)
For exponentially correlated noise this parameter presents the correlation time
τ of the noise. In the case of harmonic noise, however, this parameter does
not have the meaning of the characteristic time of the decay of the correlation
anymore. From Eq.(3.26) one can simply find
τHN =
2Γ
ω20
− 1
2Γ
, (3.28)
which may be a positive or a negative quantity. A negative τHN is connected
with the oscillatory behavior of the noise since the spectrum given by Eq. (3.24)
possesses well developed peaks in this regime. On the other hand, as long as
τHN is positive the effect of the harmonic noise is quite similar to the effect of
the exponentially correlated noise (see the red curve in Figure 3.4). Later, in this
section, it is shown how the spectral distribution helps to distinguish different
regimes of parameters for the harmonic noise.
Different regimes of parameters
The noise parameters Γ and ω0 are both given in the unit of frequency. It
is essential to know what the large and what the small frequencies are. The
frequency scale is specified by the system under consideration, hence defined as
ωs = 2π/τs. This already introduces a few regimes of parameters, namely (i)
ω0,Γ > ωs, (ii) ω0,Γ < ωs and (iii) ω0ωs > Γ (or Γ > ωs > ω0).
The spectral distribution given in Eq. (3.24) peaks at ω˜0 =
√
ω20 − 2Γ2 which
46 CHAPTER 3. MODELS UNDER CONSIDERATION
allows for two different regimes: a. fast noise, when the oscillation time of the
noise is much less than the damping time, i.e., 2Γ2 ≪ ω20, and b. slowly-varying
noise when 2Γ2 ≫ ω20. The corresponding spectral distribution corresponding to
these limits of the harmonic noise are shown in Figure 3.4 by the blue and the
red curves, respectively.
The spectral distribution in a regime of fast noise (2Γ2 ≪ ω20), peaks at a
finite frequency ω˜0 as shown by the blue curve in Figure 3.4. In this regime
the noise shows oscillatory behavior and can give rise to resonance phenomena
since a specific amount of energy is induced into the system when the spectral
distribution shows a peak at a finite frequency.
Assuming high frequencies ω0 → ∞ with fixed ratio 2Γ/ω20 = τ = const.
(i.e., Γ→∞) one is able to arrive at Eq. (3.13), where τ becomes the correlation
time of the process and is strictly positive. In such a regime the harmonic
noise recovers the exponentially correlated noise with a Lorentzian-like spectral
distribution peaked around zero frequency (see the red curve in Figure 3.4). In
such a regime, one can define an expression for the strength of the noise, T , in
terms of noise characteristic parameters as T = Dω20/τ .
Algorithm of harmonic noise
In order to develop a numeric simulation and implement the harmonic noise for a
physical system, one needs to integrate the Eqs. (3.20). In this section an algo-
rithm to integrate such stochastic differential equations is presented. Introducing
W ≡ (φ, ν) and F (t) ≡ (0, ξ(t)), the above coupled Eqs. (3.20) are written as
W˙ = M ×W + F (t) (3.29)
where the matrix M is defined as
M =
(
0 1
−ω20 −Γ
)
.
The formal solution of Eq. (3.29) is
W (t+h) =
(
exp
(∫ t+h
t
M(s)ds
))
W (t)+
∫ t+h
t
exp
(∫ s+h
s
M(z)dz
)
F (s)ds,
(3.30)
where h is the time step grid of the numerical calculations. The first part of
Eq. (3.30) shows the deterministic evolution of the vector W and the second
part corresponds to its stochastic evolution. It is then possible to derive the
evolution of each component of W . Therefore the final results can be written as
φ(t+ h) = A11φ(t) + A12ν(t) + w1 (3.31a)
ν(t+ h) = A21φ(t) + A22ν(t) + w2, (3.31b)
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where w1 and w2 are Gaussian stochastic variables with zero average and as yet
unknown standard deviation and cross correlation. The matrix A is a real matrix
which follows immediately from the first term of Eq. (3.30). For the stochastic
variables, the correlation of w1 and w2 in Eq. (3.31) can be matched with the
corresponding quantities in Eq. (3.30). The expressions for w1 and w2 can be
written in the following general form
w1 = B11z1 (3.32a)
w2 = B21z1 +B22z2, (3.32b)
where z1 and z2 are uncorrelated Gaussian variables with zero average and whose
standard deviation one. The second term in Eq. (3.32b) makes w1 and w2 uncor-
related. In the following explicit expressions for Aij and Bij will be calculated.
Diagonalizing the matrix M , the eigenvalues λ± of this matrix can be calcu-
lated
λ± = −Γ±
√
Γ2 − ω20. (3.33)
Considering a matrix U that can diagonalize the matrix M and the resulting
diagonal matrix, the Eq. (3.29), one can write UW˙ = UMU−1UW . Solving
this equation, the matrix elements Aij and Bij given in Eqs. (3.31) and (3.32)
can be calculated as
A11 = − 1
λ− − λ+
{
λ+e
hλ− − λ−ehλ+
}
, (3.34a)
A12 = − 1
λ− − λ+
{
ehλ− − ehλ+} , (3.34b)
A21 = − λ−λ+
λ− − λ+
{
ehλ− − ehλ+} , (3.34c)
A22 = − 1
λ− − λ+
{
λ−ehλ− − λ+ehλ+
}
. (3.34d)
Writing an expression for the moments of w1 and w2 leads to the numerical
evaluation of the matrix B. Therefore, if the moments 〈w21〉, 〈w1w2〉, and 〈w22〉
are known by multiplying and averaging Eq. (3.31), and whilst considering the
properties of z1 and z2, then
B211 = 〈w21〉, B212 = 〈w1w2〉/B11, B222 = 〈w22〉 − B12. (3.35)
48 CHAPTER 3. MODELS UNDER CONSIDERATION
The expressions for the various moments of the variables w1 and w2 read
〈w21〉 = Cw
{
e2hλ+−1
2λ+
+
e2hλ−−1
2λ−
− 2e
h(λ++λ−)−1
λ+ + λ−
}
, (3.36a)
〈w1w2〉 = Cw
{
−e
2hλ+
2
+
1− e2hλ−−2
2
− (1− eh(λ++λ−))} , (3.36b)
〈w22〉 = Cw
{(
e2hλ+ − 1)λ+
2
+
(
e2hλ− − 1)λ−1
2
− 2λ−λ+ e
h(λ++λ−) − 1
λ+ + λ−
}
.
(3.36c)
where the parameter Cw = 4ΓT/ (ω
2
0 − Γ2). Using the expressions given in
Eq. (3.36), the algorithm of harmonic noise can be implemented in numerical
simulations. Later in chapter 6 the numerical results will be presented and it is
shown how the driving by this harmonic noise can affect the transport of ultracold
atoms in optical lattices. In the following another type of time-dependent phase
is presented which is not stochastic and random anymore, but rather is a purely
oscillatory function.
3.2.3 Deterministic phase
One can define the shifting phase by a time-dependent deterministic function
which is no longer a stochastic function. We define here an oscillatory function
as the time-dependent phase for the lattice
φ(t) = A cos(Ωt+ ϕ), (3.37)
where A is the amplitude and Ω is the frequency of the oscillations. The parame-
ter ϕ is a random phase picked from a flat distribution. These parameters define
the characteristic parameters of the deterministic phase. The time-dependence is
fast oscillating for large Ω and very slowly varying in time when Ω is small. The
parameter A determines the strength of this so called “deterministic noise”. It is
important to study different limits of these parameters. A very small amplitude
of the phase in comparison with energy scale of the system may have no effect
on the observable whereas a very large amplitude may drive the system out of
equilibrium.
The power spectrum of the defined cosine function is a delta function.
Sd (ω) =
A2
4
{δ(ω − Ω) + δ(ω + Ω)} . (3.38)
The corresponding spectral distribution and its characteristic frequencies are
demonstrated in Figure 3.5. There are two characteristic frequencies for such
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Figure 3.5: A schematic illustration of the spectral distribution Sd (ω) of the
deterministic phase φ(t) = A cos(Ωt). The frequency ranges are defined as fol-
lows: ∆ωmin =
2π
Ttot
, where Ttot is the total integration time of the system, and
∆ωmax =
2π
2δt , with δt being the time step of the calculations.
a delta-like distribution, namely, ∆ωmin =
2π
Ttot
, where Ttot is the total integra-
tion time of the system, and ∆ωmax =
2π
2δt
(according to the Nyquist frequency
theory [123]), where δt is the time grid (numerical integration time step) of the
system. The small frequency ∆ωmin determines the width of the delta function
in the spectral distribution. The height of the delta-like distribution can be esti-
mated by dividing the area under the delta-like function by its width ∆ωmin, i.e.,
h = A
2
∆ωmin
(see Figure 3.5).
The spectral distribution of the harmonic noise, in the limit of fast noise,
peaks at frequency ω˜0 which is similar to the delta-like spectral distribution of
the “deterministic noise”. Hence, comparable areas under the power spectrum
of the harmonic noise (around the peak frequency) and the deterministic phase
gives a reference tool to check the effect of harmonic noise in the regime of fast
noise:
A2 =
∫ ω
0
SHN (ω
′) dω′
=
∫ ω
0
dω
2ΓT
π(4Γ2ω2 + (ω′2 − ω20)2)
.
≈ 〈φ(t)2〉HN
(3.39)
Results of the effect of the deterministic phase on the tunneling of the ultra-
cold atom in bichromatic lattices will be presented in section 6.5.
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Figure 3.6: Dependence of the accuracy of the observable on the number of realiza-
tions NR. The standard deviation depending on the number of realizations are shown
by blue vertical line. Inset: CPU-time in hour versus number of realizations.
3.2.4 Averaging and ensembles
Dealing with stochastic processes and random numbers, it is necessary to con-
sider a large enough number of realizations of the noise. The qualitatively true
response of the system to the noise can be found when averaging over the en-
semble of realizations. The larger the number of the realizations the closer the
results are to the expected response. The error bars denote the standard devi-
ation of the results with respect to the finite number of realizations as shown
in Figure 3.6. The notion that averaging over repeated realizations of a probe
reduces these fluctuations presupposes that the noise in the different realizations
is uncorrelated because only then we get the desired noise-suppression.
The stochastic nature of the potential Vdis(x, t) defined in Eq.(6.2) makes it
necessary to average our results over a sufficient number of noise realizations.
Figure 3.6 shows the observable Pa(t0 ≈ 6 TB), which is mostly studied in chap-
ter 6, for different number of realizations. As seen the error bars are smaller for
larger number of realizations. For the results presented in chapter 6, 20 realiza-
tions turned out to well stabilize statistical fluctuations (as seen in Figure 3.6).
Of course, larger number of realizations gives a more accurate result, but it costs
more time.
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Figure 3.7: Top: Dependence of the observable on the number of realization NR:
(a) In the regime of slowly varying noise, (b) fast oscillating regime of noise. The
error bar are shown by blue vertical line. Bottom: Dependence of the observable on
the time of realization t0. The error bar are shown by blue vertical line. The data are
obtained by averaging over 20 realizations.
The time that is needed to numerically calculate the observable (the survival
probability Pa(t)) for each realization of the noise is about 30min. Therefore,
considering 20 times realizations of the noise, each data point shown in chap-
ter 6 took around 600min time of calculations. The inset of Figure 3.6 shows
the dependence of the CPU time needed for our calculations on different number
of realizations.
The error depends also on the noise parameters. Figure 3.7 shows the ob-
servable for different numbers of realizations: (a) in the slowly varying regime
of noise, and (b) in the fast oscillating regime of noise. The errors bars are
almost equally long in the slowly varying regime, and after 6 realizations of the
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noise, the fluctuations of the observable are very small. For the other regime
shown in panel (b), the error bars are smaller for larger number of realizations
and after 12 realizations the fluctuations vanishes and the observable remains
almost constant. This behavior is expected since – in the case of fast noise – an
effective time average occurs which stabilizes the fluctuations. The dependence
of the error on the realization time is shown in Figure 3.7-bottom. According to
our data in this figure, the observable and its error (standard deviation over 20
realizations) does not depend on the time of realizations.
Chapter 4
Numerical methods
In order to integrate the Schro¨dinger or the Gross–Pitaevskii equations, numer-
ical methods can be used. In this chapter, an implicit integration procedure is
introduced, based on a numerical evaluation of the time evolution operator. This
is applied to the representation of the wave function in a grid basis.
Since the Bose-Einstein condensate can be prepared with certain symmetries
due to the trap (see Chapter 2), different coordinate representations can be con-
sidered. This can reduce the three-dimensional Gross–Pitaevskii equation to a
quasi one- or two-dimensional one. The integration methods can be generalized
or modified with respect to symmetries in the system.
This chapter starts with solving the one-dimensional problem in section 4.1.
The numerical scheme to intergate the corresponding one-dimensional Hamilto-
nian is presented in this section. Then in section 4.2, the method is generalized
for the three-dimensional system with no symmetry. Finally, it will be shown
in section 4.3 how the generalized integration scheme is modified to solve the
Gross–Pitaevskii equation in cylindrical coordinates.
4.1 Implicit integration scheme in
one-dimension
In this section, an implicit method to solve the partial differential equation given
by a one-dimensional nonlinear Schro¨dinger equation is presented. The time
evolution of the Hamiltonian H(x, t) is described as
i~
∂ψ (x, t)
∂t
= H (x, t)ψ (x, t) ,
H (x, t) = − ~
2
2M
∂2
∂x2
+ V (x) + U1D |ψ (x, t)|2 ,
(4.1)
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where ψ (x, t) is the wave function of the condensate and V (x) is the exter-
nal potential. The nonlinear term U1D|ψ(x, t)|2, with U1D ≡ 2~ω⊥asN (see
section 2.1.2), presents the one-dimensional interaction potential for the weak
atom-atom interactions of the condensate atoms. It can be considered as an
additional, time-dependent effective potential.
Solution to the time-dependent Schro¨dinger equation
The solution to the time-dependent nonlinear Schro¨dinger equation as in
Eq. (4.1) in the Schro¨dinger representation is given by
ψ (x, t) = u (t, t0)ψ (x, t0) . (4.2)
where the time evolution operator is defined as
u (t, t0) =T exp
(
− i
~
∫ t
t0
dt′H (x, t′)
)
=1− i
~
∫ t
t0
dt1H (x, t1) + (
i
~
)2
∫ t
t0
dt1
∫ t1
t0
dt2H (x, t1)H (x, t2) + · · · .
(4.3)
Here, the nonlinear term U1D|ψ(x, t)|2 is considered as a self-consistent time-
dependent effective potential. For a small time difference ∆t = t− t0, according
to the mean-value theorem the above integral can be approximated as
u (t, t0) ≃ 1− i
~
H (x, t)∆t+
i2
2~2
H2 (x, t)∆t2 + · · · . (4.4)
Assuming that ψ(x, t) is known at time t, the wave function ψ (x, t+∆t) at
time t + ∆t can now be calculated by Eq. (4.2). Taking into account only the
terms of the order O(∆t), a simple explicit solution results from Eq. (4.4) reads
ψ (x, t+∆t) =
[
1− i
~
H (x, t)∆t
]
ψ (x, t) . (4.5)
But since the operator
[
1− i
~
H∆t
]
is non-unitary, this explicit integration
method is numerically unstable [124], and moreover, it does not conserve the
normalization of the wave function. To circumvent these disadvantages, the so-
called Cayley ’s theorem can be used which results in the following presentation
of time evolution operator [125]
ψ (x, t+∆t) =
1− i
2~
H∆t
1 + i
2~
H∆t
ψ (x, t) . (4.6)
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This approximation has error on the order of O((∆t)3). This error can be de-
termined by comparing the power series of the time evolution operator given in
Eq. (4.6) with the power series of exp (−iH∆t/~). Taking the first four terms
in the power series expansion of this time evolution operator reads
e−
iH∆t
~ = 1 +
iH∆t
~
− (H∆t)
2
2~2
+
i (H∆t)3
6~3
+ · · · , (4.7)
while the expansion for the approximation
1− i
2~
H∆t
1+ i
2~
H∆t
gives
1− i
2~
H∆t
1 + i
2~
H∆t
= 1 +
iH∆t
~
− (H∆t)
2
2~2
+
i (H∆t)3
4~3
+ · · · . (4.8)
These two expansions differ beginning only in the third term, and the error will
be of the third order. With this unitary time-evolution operator, the norm of
the wavefunction is also conserved. Eq. (4.6) results in the following integration
algorithm: [
1 +
i
2~
H∆t
]
ψ (x, t+∆t) =
[
1− i
2~
H∆t
]
ψ (x, t) . (4.9)
In numerical analysis, this type of solution is called an implicit scheme or a Crank–
Nicholson scheme [124]. In the numerical simulation of the time evolution over
a total time period ∆T = tf − ti (with tf > ti), we divide ∆T into Nt equal
time intervals ∆t = ∆T/Nt. The aim is to calculate numerically the wave
function of the discrete times tn = n∆t, by means of the implicit scheme given
in Eq. (4.9). To solve this equation numerically, one must discretize Eq. (4.1).
In the following, the discretization process is presented.
4.1.1 Expansion over the grid basis
To solve the one-dimensional Gross–Pitaevskii equation given in Eq. (4.1), the
wave function is expanded over a discrete basis. The continuous variable x is
represented as a discrete variable, x = x0 + j∆x, where ∆x is the mesh size, x0
is the starting value, and j is an integer which runs from 1 to Nx. Time is also
represented as a discrete variable as t = t0 + n∆t, where ∆t is the time step,
t0 is the initial time, and n is an integer. Both t0 and x0, can be set to zero for
simplicity. Therefore, one can define the following basis states
χj ≡
{
1 , xj − 12∆x ≤ x < xj + 12∆x
0 , otherwise
(4.10)
The wave function, therefore, is expanded over this discrete space as ψ(x, tn) =∑Nx
j=1 ψ
n
j χj , where the expansion coefficient, at time tn, is ψj ≡ ψtnj .
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Discretization of the wave function
The form of the wave function is a column vector, with each component taken
at a mesh point, such that for any time t, the wave function can be written as
ψn∆t (x) =


ψ (∆x)
ψ (2∆x)
ψ (3∆x)
...
ψ (Nx∆x)

 , (4.11)
In our numerical calculation Nx typically takes a value between 2
14− 216. Using
a loop over time, a new ψ vector can be generated for each time step.
Discretization of the Hamiltonian
The potential term in the Hamiltonian is a function of x. Therefore, the discrete
representation of V (x), at any time tn, is
Vn∆t (x) =


V (∆x)
V (2∆x)
V (3∆x)
...
V (Nx∆x)

 . (4.12)
The interaction term consists of the time-dependent wave function and can also
be generated at each time step as U1D |ψ (x, n∆t)|2 ≡ U1D
∣∣ψnj ∣∣2, for its time-
dependence see section 4.1.2 below.
The discretization of the kinetic energy operator is more involved. A proper
discrete representation for the second spatial derivative can be found using a fi-
nite difference method. The Crank–Nicolson method is a finite difference method
which is based on central difference in space, and the trapezoidal rule in time,
giving second-order convergence in time. This method provides a discrete repre-
sentation for the kinetic term
− ~
2
2M
∂2ψnj
∂x2
= − ~
2
2M
ψnj+1 + ψ
n
j−1 − 2ψnj
∆x2
, (4.13)
where ψnj is in fact ψn∆t(x) and x for an arbitrary mesh point is j∆x. Therefore,
the Hamiltonian operating on ψ at an arbitrary mesh point j∆x at each time
n∆t, has the following discrete form
Hψnj = −
~
2
2M∆x2
{
ψnj+1 + ψ
n
j−1 − 2ψnj
}
+ Vjψ
n
j + U1D
∣∣ψnj ∣∣2 ψnj . (4.14)
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The mesh runs from j = 1, · · · , Nx, therefore, for solving this equation,
values for ψ(0 ·∆x) and ψ((Nx+1)∆x) are needed, which are outside the mesh
system. These values are simply set to zero. Of course, this is like assuming the
potential is suddenly infinite outside the mesh system. Practically, the spatial
system should be constructed sufficiently large so that, over the time scales of
interest, the wave functions do not reflect from these “hard walls”.
As a result of the discretization, a single differential equation is thus replaced
with a set of Nx coupled equations. The Hamiltonian has the form of an Nx×Nx
matrix:
H =


−2κ+K κ 0 · · · 0
κ −2κ +K κ 0 ...
0
. . .
. . .
. . . 0
... 0 κ −2κ+K κ
0 · · · 0 κ −2κ +K


, (4.15)
where κ = −~2/(2M∆x2) and K = Vj + U1D
∣∣ψnj ∣∣2. As seen, the Hamilto-
nian H is a tridiagonal matrix, with non-zero term on only the main diagonal
and the first upper and lower diagonals. To reduce the memory required for
this calculation, only non-zero terms are stored. Using the discrete representa-
tion of the Hamiltonian given in Eq. (4.14), the r.h.s. term of Eq. (4.9) i.e.,
[1− iH∆t/ (2~)]ψ (xj , tn) in the discrete form reads
ψnj −
i∆t
2~
[
~
2
(
ψnj+1 + ψ
n
j−1 − 2ψnj
)
2M∆x2
+ Vjψ
n
j + U1D
∣∣ψnj ∣∣2 ψnj
]
. (4.16)
Using the matrix representation of Hamiltonian as Eq. (4.15), one finds the fol-
lowing tridiagonal matrix representation for the operator M1 ≡ 1− iH∆t/ (2~):
M1 =


. . .
α 1− βj−1 α
α 1− βj α
α 1− βj+1 α
. . .

 , (4.17)
where
α ≡ i∆t~
4M∆x2
βj ≡ i∆t~
2M∆x2
+
i∆t
~
(
Vj + U1D
∣∣ψnj ∣∣2) .
(4.18)
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The operator M2 ≡ 1 + iH∆t/ (2~) results to a similar tridiagonal matrix
M2 =


. . .
−α 1 + βj−1 −α
−α 1 + βj −α
−α 1 + βj+1 −α
. . .

 . (4.19)
Therefore, the numerical evaluation of the implicit integration scheme given in
Eq. (4.9) is described by the following matrix equation
M2ψ
n+1 = M1ψ
n ⇒ ψn+1 = M−12 M1ψn. (4.20)
The vectors ψn and ψn+1 are wave functions as defined in Eq. (4.11) at time
tn and tn+1, respectively. The above equation has the form of A · ~X = ~b,
where ~b is an Nx × 1 column vector and equals M1ψn. The matrix A = M2
given in Eq. (4.19) and ~X is what has to be found, i.e., ψ(x, t + ∆t), through
solving the above equation. In our numerical simulation, we solve this matrix
equation using Gaussian elimination method for tridiagonal matrices [124]. This
algorithm allows to calculate the inversion without actually storing the matrix,
i.e., one only needs to store its non-zero elements as a vector. Therefore, it
results in one vector which represents the l.h.s. matrix in Eq. (4.20) and another
vector for the r.h.s. of Eq. (4.20).
4.1.2 Predictor–Corrector method
Due to the nonlinear term U1D |ψ|2, the Hamiltonian given in Eq. (4.1) is a time-
dependent operator. Starting from ψ(x, t), using the matrix representation of the
integration scheme given in Eq. (4.20), one can calculate ψ(x, t+∆t). Therefore,
the wave function ψ(x, t) at time t is used in the matrices M1 and M2. This
assumes, however, the approximation that the effective potential U |ψ|2 induced
by the non-linearity is not changing during the time interval ∆t. In principle, the
error caused by this approximation can be reduced by choosing an infinitesimally
small time interval ∆t for the numerical integration. Due to such a small time
interval, it becomes necessary to have a larger number of matrix inversions which
causes a huge growth of numerical costs.
To deal with this problem, a two step Predictor–Corrector method [124] is
used in our simulations, which allows to reduce the approximation error induced
by the nonlinearity, without being forced to use an infinitesimally small time
interval ∆t. The basic idea is to use the averaged value over the time interval
∆t for the wave function, instead of the wave function ψ(x, t). Therefore, each
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integration step is really done in two times to go from time t to time t+∆t. In the
first time, ψ(x, t) is used in the nonlinear term in Eq. (4.20), and a “predicted”
wave function ψ˜(x, t+∆t) is obtained, This is the so-called predictor step. In the
second time, the integration step of Eq. (4.20) is repeated starting again from
ψ(x, t), but placing the averaged value U1D
∣∣∣12 (ψ(x, t) + ψ˜(x, t+∆t))∣∣∣2 in the
nonlinear term. In this way, in this so-called corrector-step, an already better
approximate value for the nonlinear term is used. This process is represented
schematically here:
Predictor step :
ψ(x, t)
U1D|ψ(x,t)|2−−−−−−−→ ψ˜(x, t+∆t)
Corrector step :
ψ(x, t)
U1D| 12(ψ(x,t)+ψ˜(x,t+∆t))|2−−−−−−−−−−−−−−−−→ ψ(x, t+∆t)
(4.21)
4.1.3 Imaginary time propagation
The numerical method developed in this chapter, can be used not only to simu-
lated the time evolution of a Bose-Einstein condensate, but also it allows calculat-
ing the ground-state wave function Φ0(x) of a condensate in an external poten-
tial. The ground state is the lowest energy state of a solution of the Schro¨dinger
or the Gross-Pitaevskii equation. Here, we introduce a method which is known
as the time-imaginary propagation [126], which allows the calculation of Φ0(x).
In this method the following imaginary time are defined
t→ τ ≡ −it ⇒ ∆t→ ∆τ ≡ −i∆t (4.22)
By these substitutions, from Eq. (4.1) one arrives at the following nonlinear
diffusion equation
~
∂ψ (x, t)
∂t
=
[
− ~
2
2M
∂2
∂x2
+ V (x) + U1D |ψ (x, t)|2
]
ψ (x, t) , (4.23)
The process of finding the ground state of this equation is quite similar to the
process of finding the wave function at time t of the real time evolution explained
previously. The implicit integration scheme given in Eq. (4.9) is also used for the
imaginary propagation in the following modified form[
1 +
1
2~
H∆t
]
ψ (x, t+∆t) =
[
1− 1
2~
H∆t
]
ψ (x, t) . (4.24)
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Using the discrete forms of wavefunction and the Hamiltonian, one can arrive at
the following matrix representation
ψn+1 = M˜−12 M˜1ψ
n, (4.25)
with
M˜1 =
1
i


. . .
α i− βj−1 α
α i− βj α
α i− βj+1 α
. . .

 , (4.26)
and
M˜2 =
1
i


. . .
−α i+ βj−1 −α
−α i+ βj −α
−α i+ βj+1 −α
. . .

 . (4.27)
In order to determine the ground state wave function with the imaginary propa-
gation, the iteration scheme is used as follows
Propagation step : ψn+1 = M˜−12 M˜1ψ
n,
Renormalization : ψn+1 → ψn+1 =
√
N /N˜ψn+1,
(4.28)
where N = ∫∞−∞ dx |Φ0(x)|2 and N˜ ≡ ∫∞−∞ dx |ψ(x, t0 +∆t)|2 ≤ N , un-
til a given initial wave function ψn=0 has developed to a steady wave func-
tion. Numerically, this can be implemented, by computing the maximum norm
Nmax = max
∣∣ψn+1j − ψnj ∣∣ for each integration step. Once Nmax, over several
propagation steps, become smaller than a predetermined Limit δ, one can say
that the stationary ground state in the desired precision has been achieved. In
our calculation δ is set to 10−14.
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4.2 Integration scheme in three-dimension
In this section, the generalized implicit integration scheme in the three-
dimensional cartesian coordinate is presented. As presented in the first chapter,
the goal is to describe the dynamics of the Bose–Einstein condensate, prepared
in the three-dimensional harmonic trap, which is a three-dimensional system. In
the presence of the weak atom-atom interaction, the dynamics of such a system
is very well described by the three-dimensional Gross-Pitaevskii equation which
generally can be written in cartesian coordinates
i~
∂ψ (~r, t)
∂t
= H (~r, t)ψ (~r, t) ,
H (~r, t) = − ~
2
2M
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
+ V (x, y, z) + U |ψ (~r, t)|2 ,
(4.29)
where ~r ≡ (x, y, z) and ψ (~r, t) is the wave function of the condensate
and V (x, y, z) is the external potential. The nonlinear term U |ψ(~r, t)|2 ≡
gN0 |ψ (~r, t)|2, as in section 2.1.2, consists of the coupling constant g in three-
dimensional system and the peak density |ψ(~r, t)|2 of the condensate. This term
is considered as an additional, time-dependent effective potential. To solve the
Schro¨dinger equation in higher dimensions, it is common to use the separation
method and solve the equation for each coordinate separately. But this is not
possible for the nonlinear equation of the Gross–Pitaevskii equation, since the
nonlinear term U |ψ (~r, t)|2 couples the coordinates. However, it is appropriate
to spread the nonlinearity term uniformly on the three spatial directions [127],
so we use the effective portion operators
H (qν , t) = − ~
2
2M
∂2
∂q2ν
+ V (qν) +
1
3
U |ψ|2 , (qν = x, y, z) (4.30)
where the factor 1/3 provides the evenly weight of U |ψ|2 for the three operators
in x, y, and z directions. The idea is to split the full Hamiltonian in three
sub-Hamiltonians, so that at each time the Laplacian with respect to only one
coordinate has to be written, leading to the solution of a tridiagonal system
explained in section 4.1, and to huge savings in required computer memory. In
fact, in the ν-th spatial direction, there are Nν grid points, so instead of inverting
the N ×N tridiagonal matrix A, now, three tridiagonal matrices of degree Nx,
Ny, Nz should be inverted. The splitting is carried out so that the commutators
are included exactly up to the order ∆t2.
To solve Eq. (4.29), the integration scheme given in Eq. (4.6) is implemented
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which for a three-dimensional system one arrives at
ψ (x, y, z, t+∆t) =
1
1 + i∆t
2~
Hz
[
1− i∆t
2~
Hx
]
·
1
1 + i∆t
2~
Hy
[
1− i∆t
2~
Hy
]
·
1
1 + i∆t
2~
Hx
[
1− i∆t
2~
Hz
]
ψ (x, y, z, t) .
(4.31)
There is a problem with the nonlinear term U |ψ(~r, t)|2, because we should really
use a ψ averaged over the time step ∆t, not a ψ evaluated at the beginning
of the time step. To overcome this problem, the predictor-corrector step (see
section 4.1.2) is used. The aim is to calculate the wave function of the discrete
times tn = n∆t numerically, by means of the implicit scheme given in Eq. (4.31).
To solve this equation numerically, the equation given in Eq. (4.1) is discretize.
Discretization of the wave function and the Hamiltonian
The continuous variables x, y, and z can be represented as discrete variables
ν = ν0 + jν∆ν, where ν = x, y, z and ∆ν is the mesh sizes in each direction.
The starting point is ν0 = (x0, y0, z0), and jν is an integer. Time is represented
as a discrete variable as in the previous section (t = t0 + n∆t).
The discrete representation of the wavefunction is
ψ =


ψ (∆x)
ψ (2∆x)
...
ψ (Nx∆x)
ψ (∆y)
ψ (2∆y)
...
ψ (Ny∆y)
ψ (∆z)
ψ (2∆z)
...
ψ (Nz∆z)


, (4.32)
As seen the wavefunction is restored in one column vector with the length Nt ≡
NxNyNz.
The discrete representation of the Hamiltonian Hν operating on ψ has the
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following form
Hνψ
n
j = −
~
2
2M
ψnj+1 + ψ
n
j−1 − 2ψnj
∆ν2
+ Vjψ
n
j +
1
3
U
∣∣ψnj ∣∣2 ψnj , (4.33)
where j runs from 1 to Nν . One can see from this discrete representation
that the Hamiltonian forms a tridiagonal Nν × Nν matrix in each spatial direc-
tion. Using these discretization forms of the wave function and the Hamiltonian,[
1− i∆t
2~
Hν
]
ψ reads
ψnj −
i∆t
2~
[
− ~
2
2M
ψnj+1 + ψ
n
j−1 − 2ψnj
∆ν2
+ Vjψ
n
j +
1
3
U
∣∣ψnj ∣∣2 ψnj
]
, (4.34)
which also results in three tridiagonal matrices in each direction. The numerical
evaluation of the implicit integration scheme in Eq. (4.31) is described by the
matrix equation given in Eq. (4.20). The tridiagonal matrices build up by Hν
are represented by a vector (see end of section 4.1.1). This means that the non-
zero elements of matrices on the left and the right hand sides of Eq. (4.20) are
restored in a one column matrix (vector) with a length Nt. The procedure will
be the same as in one dimension, only instead of one loop over one coordinate,
there will be three involuted loops over three spatial directions.
By using the imaginary time propagation (i.e., t→ τ ≡ −it) and the opera-
tor splitting method, the ground state of a condensate in the three-dimensional
case can also be calculated numerically.
Finally, let us now move to the more important special case of cylindrically
symmetric systems. In the following, the integration scheme for cylindrical sym-
metric system is presented.
4.3 Integration scheme in cylindrical
coordinates
Frequently trap geometries are considered to have certain symmetries. In the ex-
perimental setup presented in [42, 43], the Bose-Einstein condensate is prepared
in the elongated harmonic trap (a cigar-shaped trap). The results of numerical
calculations and experimental measurements [42, 43, 44] in such cylindrical sym-
metrical system will be presented in chapters 5 and 6.
In particular, the solutions to the Gross–Pitaevskii equation of our interest
system are rotational invariant with respect to the cylindrical symmetry. The
considered system is described by the radial variable ρ and x the longitudinal
variable. The trapping potential V (~r) is radially symmetric with respect to the
longitudinal x-axis. In principle, this three-dimensional system can be described
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by the two-dimensional, nonlinear Gross–Pitaevskii equation in the cylindrical
coordinates
i~
∂ψ (x, ρ, t)
∂t
= H (x, ρ, t)ψ (x, ρ, t) ,
H (x, ρ, t) = − ~
2
2M
(
∂2
∂x2
+
∂2
∂ρ2
+
∂
ρ∂ρ
)
+ V (x, ρ) + U |ψ (x, ρ, t)|2 .
(4.35)
This Hamiltonian depends on x and ρ ≥ 0. It is possible to split this Hamiltonian
into two parts of: x-dependent operator and a ρ-dependent operator as the three-
dimension Hamiltonian explained in section 4.2, therefore
Hx = − ~
2
2M
∂2
∂x2
+ V (x) +
1
2
U |ψ (x, ρ, t)|2 . (4.36a)
Hρ = − ~
2
2M
(
∂2
∂ρ2
+
∂
ρ∂ρ
)
+ V (ρ) +
1
2
U |ψ (x, ρ, t)|2 . (4.36b)
To solve Eq. (4.35), the integration scheme given in Eq. (4.6) is implemented
for the system in cylindrical coordinates as follows
ψ (x, ρ, t+∆t) =
1
1 + i∆t
2~
Hρ
[
1− i∆t
2~
Hx
]
·
1
1 + i∆t
2~
Hx
[
1− i∆t
2~
Hρ
]
ψ (x, ρ, t) .
(4.37)
The Hamiltonian Hx is the same as the one-dimensional Hamiltonian solved in
section 4.1. In the following, it is shown how the corresponding matrices of the
implicit integration scheme, as in Eq. (4.9), can be indicated for Hρ with ρ ≥ 0.
Applying the operator 1± iHρ∆t/ (2~) on the wave function ψ in the grid-based
representation defined in Eq. (4.10), gives the following discrete form[
1± i∆t
2~
Hρ
]
ψnj =ψ
n
j ±
i∆t
2~
(
− ~
2
2M
(
ψnj+1 + ψ
n
j−1 − 2ψnj
∆ρ2
))
± i∆t
2~
(
− ~
2
2M
(
ψnj+1 − ψnj−1
2ρ∆ρ
))
± i∆t
2~
(
Vjψ
n
j +
1
2
U
∣∣ψnj ∣∣2 ψnj
)
.
(4.38)
The discrete grid points are given by ρj = ρ0 + jρ, where j runs from 0 to Nρ.
At ρ = 0 the third term in the above equation diverges. This special case for
j = 0 must be considered separately. To circumvent this problem, an additional
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condition should be specified that keep the symmetry of the wave function.
Since the wave function should be continuous and continuously differentiable
everywhere, the following condition should hold
∂ψ
∂ρ
|ρ=0 = 0. (4.39)
By implementing L’Hopital’s rule one gets
lim
r→0
1
ρ
∂ψ
∂ρ
|ρ=0 = lim
r→0
∂2
∂ρ2
|ρ=0. (4.40)
Therefore, the following discrete form for the case of j = 0 (i.e., ρ = 0) is
evaluated[
1± i∆t
2~
Hρ
]
ψn0 =ψ
n
0 ±
i∆t
2~
(
−2 ~
2
2M
ψn1 − 2ψn0 + ψn1
∆ρ2
)
± i∆t
2~
(
V0ψ
n
0 +
1
2
U |ψn0 |2 ψn0
)
.
(4.41)
According to the symmetry assumption, ψn−1 was replaced by ψ
n
1 in the sec-
ond derivative in above equation. Hence, the terms including ψn0 are 1 ±
i∆t
2~
(
−2 ~2
2M
−2
∆ρ2
+ V0 +
1
2
U |ψn0 |2
)
and for ψn1 is ± i∆t2~
(
−2 ~2
2M
2
∆ρ2
)
. The fol-
lowing indications for the matrix representation are introduced
α1j ≡
i∆t
2~
(
− ~
2
2M
(
1
∆ρ2
+
1
2ρ∆ρ
))
, (4.42a)
α2j ≡
i∆t
2~
(
− ~
2
2M
(
1
∆ρ2
− 1
2ρ∆ρ
))
, (4.42b)
βj ≡ i∆t
2~
(
− ~
2
2M
( −2
∆ρ2
)
+ Vj + U
∣∣ψnj ∣∣2
)
, (4.42c)
γ ≡ i∆t
2~
(
− ~
2
2M
(
2 · −2
∆ρ2
)
+ V0 +
1
2
U |ψn0 |2
)
, (4.42d)
η ≡ i∆t
2~
(
− ~
2
2M
(
2 · 2
∆ρ2
))
. (4.42e)
For the real time propagation the tridiagonal matrix Mρ1 ≡ 1 − iHρ∆t/ (2~) is
written as
M
ρ
1 =


1− γ −η
α21 1− β1 α11
α22 1− β2 α12
. . .
. . .
. . .

 , (4.43)
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and similarly, the operator Mρ2 ≡ 1 + iHρ∆t/ (2~) results to the following tridi-
agonal matrix
M
ρ
2 =


1 + γ η
−α21 1 + β1 −α11
−α22 1 + β2 −α12
. . .
. . .
. . .

 . (4.44)
Using above matrices and also the ones for Hx in Eq. (4.37), one can calcu-
late the wave function ψ(~r, t+∆t) numerically. As seen in Eq. (4.37), one has
to performe twice the integration schemes, as introduced in section 4.1, once for
Hx and another time for Hρ.
Similar to section 4.1.3, by replacing t by −it in Eqs. (4.43) and (4.44), one
gets the necessary elements for the imaginary-time propagation matrices.
In the following chapters the results of our numerical calculations are pre-
sented. The presented methods in the current chapter are used to integrate the
Hamiltonians in chapters 5 and 6 and hence to calculate numerically our observ-
able (i.e., the survival probability). For the results presented in section 5.5 for the
weakly interacting condensate atoms in the elongated harmonic trap, the three-
dimensional Gross–Pitaevskii equation is integrated with the method presented
in section 4.3. For the rest of the calculations in chapter 5 and 6 the implicit
method in one dimension (described in section 4.1) is applied to integrate the
Wannier–Stark Hamiltonian.
Chapter 5
Results 1: Landau–Zener
tunneling of Bose–Einstein
condensate in tilted optical
lattices
In this chapter, numerical results as well as experimental data, published in our
papers [42, 43], on the Landau–Zener tunneling of atoms in the Wannier–Stark
system are presented. This system is realized with ultracold atoms, forming
a Bose–Einstein condensate, in an optical lattice subjected to a static tilting
force [23]. The tilt is experimentally implemented by accelerating the optical
lattice [17, 21, 23, 27, 35, 37, 38, 106, 128]. The Landau–Zener tunneling of
a Bose–Einstein condensate between the Bloch bands in such a tilted lattice is
explored in this chapter. We compute the time dependence of the tunneling
probability of Bose–Einstein condensate atoms out of the ground band, in which
they were originally prepared. The lattice depth controls the tunneling barrier,
while its acceleration controls the time dependence of the Hamiltonian. At large
accelerations Landau–Zener tunneling leads to significant interband transitions
for the condensate [27, 41]. This tunneling process is detected by studying the
measured atomic momentum distributions. It is shown that by changing the
initial condition and also the system parameters, it is possible to control the
tunneling rate of the Bose–Einstein condensate to higher bands. Introducing
atom-atom interactions into the system provides a further handle to control the
interband tunnelings of the condensate atoms. It is also discussed in this chapter
that the time dependence of the tunneling probability can be calculated by per-
forming a projective quantum measurement on the eigenstates in a given basis
of the Hamiltonian describing the Bose–Einstein condensate within the optical
lattice [42, 43].
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Measurements and calculations presented in this chapter resolve the step-like
time dependence of the occupation probability. Using different theoretical as well
as experimental protocols [43], it is possible to perform calculations and exper-
iments both in the adiabatic basis of the lattice eigenstates and in the diabatic
basis of the free-particle momentum eigenstates. Achieved theoretical and exper-
imental results clearly show that the time dependence of the transition probability
exhibits a step-like structure with a finite transition time and oscillations with a
finite damping time, all of them depending on the choice of the measurement
basis.
This chapter is organized as follows. The limits one faces in applying the
Landau–Zener theory to the Wannier–Stark problem and the essential theoreti-
cal and numerical tools to describe our time-resolved measurements are reported
in Section 5.1 and 5.2. In section 5.3 the considered observable is introduced.
This observable is called the survival probability and is the probability of the
Bose–Einstein condensate to remain in the ground band which it has been ini-
tially prepared. Details about its theoretical calculations and the resulting data
are presented in this section. More numerical and experimental data [42, 43] on
the survival probability of the condensate in the ground band for different sys-
tem parameters are demonstrated in section 5.4. It will be shown in this section
that how the characteristic parameters if the system affect the Landau–Zener
tunneling rate and provide the possibility to control the Landau–Zener tunneling
of atoms out of the ground band coherently. In the last section, the impact of
atom-atom interactions on the tunneling rate is studied.
5.1 Landau–Zener limit of Wannier–Stark
problem
The two-level Landau–Zener theory can be generalized to study the temporal
evolution of ultracold atoms loaded into a spatially periodic potential subjected
to an additional static force in the presence of negligible atom-atom interactions,
as in the experimental conditions [42, 43]. The dynamics of ultracold atoms in
a tilted quasi one-dimensional optical lattice can be described by the well-known
Wannier–Stark Hamiltonian [25]
H˜ = − ~
2
2M
d2
dx2
+
V
2
cos (2kLx) + Fx, (5.1)
where M is the atomic mass, V is the depth of the optical lattice, kL = 2π/λL
is the wave number of the laser light, with wavelength λL = 842 nm, creating
the periodic potential, and F is the Stark force. The spatial period of the lattice
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is half the wavelength of the laser: dL = λL/2. The recoil energy Erec =
p2rec/2M and the recoil momentum prec = π~/dL are the characteristic energy
and momentum scales for our system.
The atomic motion produced by the force F may be interpreted in the
upper left energy diagram of Figure 5.1 where for the case of F = 0 the atomic
energies E(q) for the n = 0, 1, 2 lower bands are represented versus the quasi-
momentum q within the Brillouin zone of width pB = 2prec = 2π~/dL [27, 106].
Under the action of a constant force F , the quasi-momentum of a condensate,
initially prepared at q = 0 in the n = 0 band scans the lower band in an oscillating
motion periodically – the so-called Bloch oscillations [19] – with the Bloch period
TB = 2~(FLZdL)
−1. At the edge of the Brillouin zone, where a level splitting
(i.e., gap between the ground and the first excited band of the F = 0 system)
∆E increasing with V [41] takes place, tunneling of the condensate to the n = 1
energy band may occur. The tunnelled atoms escape from the system through
successive tunneling events across the much smaller band gaps between the upper
bands. This phenomenon is known as the Landau–Zener tunneling.
The Wannier–Stark Hamiltonian of Eq. (5.1) can be written in dimensionless
units [41, 129]
H0 = −1
2
∂2
∂x20
+
V0
16
cos(x0) +
F0x0
16π
, (5.2)
where x0 = 2πx/dL, and energy and time are rescaled by H0 = H˜/(8Erec) and
t0 = 8tErec/~ respectively. Moreover, in dimensionless units, the lattice depth
is given by V0 = V/Erec and the force by F0 = FdL/Erec. The translational
symmetry of the given Hamiltonian, broken by the static force, is recovered
using a gauge transformation. Substituting the wavefunction by
ψ˜(x0, t0) = e
−iF0t0x0/16πψ(x0, t0), (5.3)
the Schro¨dinger equation reads i∂ψ/∂t0 = H(t0)ψ, with H(t0) the time-
dependent Hamiltonian [43]
H(t0) =
1
2
(
pˆ− F0t0
16π
)2
+
V0
16
cos(x0), (5.4)
and the momentum operator pˆ = −i∂/∂x0. In the following, we analyze the
Hamiltonian of Eq. (5.4) in the momentum basis. In order to decompose the
Hilbert space into independent subspaces, Bloch decomposition can be used and
for that the momentum eigenstates of the free particle (V0 = 0 = F0) for fixed
quasi-momentum q within the Brillouin zone can be identified, i.e., p = q + n,
p and q being indices in the momentum and quasi-momentum representations
and n ∈ Z. To calculate the time evolution of any momentum eigenstate
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Figure 5.1: Schematic view of the band structure in the optical lattice potential and
experimental protocols for measuring Landau–Zener dynamics in the adiabatic and
diabatic bases. After the initial loading into the lattice and acceleration for a time tLZ
(top), measurements of the instantaneous populations in the two states are performed
(bottom). In the top figures, the adiabatic (solid lines) and diabatic energies (dashed
lines) for an optical lattice of depth V0 = 1 are shown. This picture was adopted
from [43] with courtesy of the corresponding authors.
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|p〉 = |q + n〉, the Hamiltonian Hq acting on the subspace with a given quasi-
momentum index q is needed, as there is no transition between states with
different q [43]
Hq =
1
2


. . . 0
(q˜ − 1)2 V0/16
V0/16 (q˜)
2 V0/16
V0/16 (q˜ + 1)
2
0
. . .

 , (5.5)
where q˜ = q − F0t0/16π. The full dynamics of the Wannier–Stark system can
be locally approximated by a simple two-state model [43]
hq =
1
2
(
q˜2 V0/16
V0/16 (q˜ + 1)
2
)
. (5.6)
The two by two matrix hq can be brought into the form of the Hamiltonian
given by Eq. (3.2) by properly shifting the diagonal parts (e.g., shifting away the
quadratic term in time t0) as follows
hq =
1
2
( −q˜ V0/16
V0/16 q˜
)
. (5.7)
For q = 0 we have q˜ = −F0t0/16π, thus the following matrix is obtained
1
8
(
2F0Erect0/π~ V0/4
V0/4 −2F0Erect0/π~
)
. (5.8)
The parameters α, ∆E and γ introduced in the Landau–Zener model of
Eq. (3.2) can be expressed now in terms of considered system parameters:
α = 2F0E
2
rec/π~ = 4Erec/(πTB), ∆E = V0Erec/2, and γ = 32F0/πV
2
0 [42, 43].
5.2 Deviation from Landau–Zener limit
The Landau–Zener theory predicting the asymptotic behavior of the tunneling
probability can be used as a very good approximation for our system. It can be
used at the avoided Landau–Zener crossing, this theory, however, does not take
into account successive crossings. It only provides the initial and final probability
of the transition or the survival probability but no details on what happens in
between.
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Short-time deviation
Short-time deviations from the universal exponential decay law given in Eq. (3.4)
are observed [17, 42, 43]. The expression for the Landau–Zener tunneling rate
derived above is based on a single transit of the atom through the region of an
avoided crossing. However, for small tunneling probability the atom can undergo
Bloch oscillations within a given band, leading to multiple passes through the
Brillouin zone. The tunneling amplitudes can interfere constructively or destruc-
tively depending on the rate at which the atom traverses the Brillouin zone. This
mechanism is responsible for the formation of tunneling resonances. For small
accelerations the tunneling rate is small and the ultracold atoms can perform
many Bloch oscillations before leaving the band. Therefore large deviations from
the Landau–Zener prediction for the tunneling rate are to be expected. For a
larger acceleration, the ultracold atoms leave the band quickly and the interfer-
ence effects are less pronounced. For those cases the Landau–Zener prediction
is a good approximation for the actual tunneling rate [22].
Limiting cases
There are some limiting cases, and experimental parameters, for which the simpli-
fied two-state model is not a good approximation for the Wannier–Stark system.
The discrepancy is large for lattice depths larger than the energy scale Erec of the
system (V0 ≫ 1), where the gap between energy bands increases leading to quasi-
flat bands and localized eigenstates. Therefore, several momentum eigenstates
contribute with a non-negligible amount to the lowest energy eigenstate, and one
would need to take into account more components in the Hamiltonian matrix.
For lattice depth V0 6= 0, one can calculate the ground state of the Hamiltonian
given in Eq. (5.5) approximately by using perturbation theory. Therefore, the
ground state reads
|0〉 = |0(0)〉+
∑
k 6=0
|k(0)〉〈k
(0)|V |0(0)〉
E
(0)
0 − E(0)k
+ · · · , (5.9)
where |0〉 is the ground state and |k(0)〉 are the momentum states, V is the
potential energy. The ratio V/(E
(0)
0 −E(0)k ) also exists in the higher order terms.
If it is large enough, then the states with index k will contribute in the calculation
of the ground state. Therefore, the larger the potential is, the more higher
momentum states contribute.
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Figure 5.2: Bloch-band spectrum of the system Eq. (5.1) for F = 0 and a small
V0 = 1 (solid lines) and a large V0 = 4 (dashed lines). The y-axis is scaled in the units
of the recoil energy and the x-axis in the units of the laser wave vector. The bands
are almost flat for larger potential depth.
Figure 5.2 illustrates the band structure for a small lattice depth V0 (solid
lines) and a large V0 (dashed lines). As seen, the flat bands for larger lattice
depths do not allow the picture of isolated avoided crossing and therefore, the
Landau–Zener theory starts to break down.
Finite coupling duration
Before analyzing the results, an additional problem needs to be addressed, namely,
the finite coupling duration as in [24], an experiment, takes necessarily a finite
time for the measurement, whereas the standard Landau–Zener theory assumes
that the time taken for the transition runs from −∞ to ∞. The experimental
finiteness of the sweep time TB implies that for the initial state at a finite dis-
tance from the transition point, the diagonal and off-diagonal matrix elements
in the system Hamiltonian are comparable. The experiment, which its data are
presented in this chapter [42, 43], typically operates in the large time regime,
meaning that the time intervals from the turn-on and the turn-off times to the
crossing are larger than the jump time (see section 3.1.1). The presence of a
jump time comparable to the Bloch time may modify the temporal evolution
of the survival probability for the two mechanisms discussed in the following.
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Figure 5.3: Comparison between the time evolution of the Landau–Zener model
of Eq. (5.8) in the adiabatic, starting from initial ground states prepared at different
time “distances” from the transition point. Survival probabilities measured for (a)
F0 = 1.197 and V0 = 0.3, and (b) F0 = 1.197 and V0 = 3.0. The red dotted
lines show the evolution obtained evolving the survival probability from the ground
state in the adiabatic basis at t = −∞; the blue solid lines illustrate the evolution
obtained evolving the survival probability from the ground state which simulates a
possible experimental initial state, i.e., the ground state in an adiabatic basis, at a
finite time from the transition point. The survival probability is calculated by the
method introduced in section 5.4.3. Data reproduced from [43] with courtesy of the
corresponding authors.
Because at large γ, the ratio τ jumpd /TB between jump time and sweep time is
given by π
√
F0/2, large F0 values may produce deviation in the resulting survival
probability from the ideal theory of Landau–Zener.
It is not at all obvious that an initial state chosen as the adiabatic ground
state at a finite time from the transition point (which is likely to be the initial ex-
perimental state) should coincide with the state obtained evolving from t = −∞,
projected onto the adiabatic basis. The survival probability simulating different
initial states for the Landau–Zener model is computed as seen Figure 5.3. To
calculated the time evolution of the survival probability, the Hamiltonian is in-
tegrated by the implicit method presented in chapter 4. Then by applying the
method that is introduced in section 5.4.3, the survival probability is calculated
by projecting the state of the system on the chosen basis. For the experimental
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parameter set [43] which is also used for our calculations in the current chapter,
the discrepancy is not very large, but certainly important for a precise descrip-
tion of the temporal evolution of the tunneling. Therefore, the approach of [40]
yields some elegant theoretical results for the Landau–Zener transition, but care
is needed in comparing them with the experiment due to the presence of the
additional time scale connected to the finite distance between the experimental
starting point and the transition point.
5.3 Survival probability in the ground band
The initial state is the relaxed condensate wave function prepared in the confining
potential given by a three-dimensional harmonic trap Vtrap =
1
2m
(
ω2ρρ
2 + ω2xx
2
)
,
with ωx ≪ ωρ. This latter condition forms an elongated Bose–Einstein con-
densate along the x-axis and hence a quasi one-dimensional system. There-
fore, the relaxed condensate wavefunction in momentum space is given by
Ψ(p, t = 0) = N exp (−p2/∆p2), where N is the normalization constant. Then
the condensate is loaded adiabatically into the optical lattice when the Stark
force F equals zero. During the time evolution, ωx is either switched off or
relaxed to a small value ωx,rel and the Stark force F is simultaneously switched
on to induce the dynamics.
The Bose–Einstein condensate, shown with a circle in Figure 5.1, can be
produced at the center of the Brillouin zone initially with a very small momen-
tum distribution ∆p in comparison with the characteristic momentum scale of
the problem given by the width of the first Brillouin zone pB. Due to the ac-
celeration (constant force F ) the Bose–Einstein condensate wave packet starts
to move within the Brillouin zone and at the edge of the Brillouin zone most
of the wave packet is reflected and gives rise to the Bloch oscillations with the
period given by Bloch time TB. A schematic illustration of the Brillouin zone
with the first two bands is shown in Figure 5.4, the dark blue circle shows the
initial wave packet and the light blue circles show the moving wavepacket. This
picture demonstrates the process of acceleration and Bloch oscillations.
For a large enough force there is also a probability of tunneling of Bose–
Einstein condensate atoms at the edge of the Brillouin zone, where the band
gap is minimal. Therefore, part of the population can tunnel from the ground
band, across the first band gap, to the next energy band and then escape from
the system by successive tunneling events across the much smaller band gaps
between the upper bands as seen in Figure 5.4. The remaining part of the wave
packet continues moving within the ground band and performs Bloch oscillations.
Tunneling events from the ground band to the next band occur after each Bloch
period (as seen in Figure 5.5). The Landau–Zener theory, as in Eq. (3.4), pre-
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Figure 5.4: A Schematic illustration of the band structure for the first two bands
forming the first Brillouin zone. The dark blue circle shows the Bose–Einstein conden-
sate wave packet prepared initially at the center of the Brillouin zone. The light blue
circles show the moving wave packet and the red circle represents the tunnelled part
of the wave packet.
dicts the rate of decay of the survival probability of Bose–Einstein condensate in
the ground band, for a comparable lattice depth and a force to the energy scale
of the system (as mentioned in the previous section).
In order to study the Landau–Zener prediction for the tunneling of Bose–
Einstein condensate from the ground band, we need to access the decay rate of
the population from the ground band. In that respect, the time-dependence of
the probability of the condensate to remain in the ground band, in which it has
been initially prepared, is computed. Experimentally, the most easily measurable
quantity is the momentum distribution of the condensate obtained from a free
expansion after the evolution inside the lattice [27, 38, 42, 43]. Therefore, such
a survival probability is best measured in the momentum space. From the time-
dependent momentum distribution the survival probability Pa(t) in the adiabatic
basis can be determined by projection of the evolved state Ψ (p, t) on to the
support of the initial state:
Pa(t) =
∫ ∞
−pc
dp |Ψ(p, t)|2 . (5.10)
The function Ψ(p, t) is the Bose–Einstein condensate wave function in mo-
mentum representation, and pc is an ad hoc cut-off. For the results shown
in Figure 5.5(a), 3prec is a good choice for cut-off momentum pc since three
momentum peaks (shown by black curve), are initially significantly populated,
corresponding to −2 prec, 0, and +2 prec. Eq. (5.10) can be interpreted as the
projection of Ψ(p, t) onto the support of the initially prepared condensate at
t = 0 (in the presence of the optical lattice but at F = 0), which is illustrated by
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Figure 5.5: In (a) the momentum distribution at time t = 10TB (dashed lines)
starting from the initial momentum distribution (solid lines) under the action of a
force directed towards negative p values. The vertical dash-dotted line shows the cut-
off value pc = 3prec in the definition of Eq. (5.10). (b) Temporal evolution of the
survival probability in the adiabatic basis using Eq. (5.10). Simulation parameters:
V0 = 2.07, F0 = 1.197.
the black solid curve in Figure 5.5(a). The equidistant peaks of the momentum
distribution shown by the red dashed curve in Figure 5.5(a) reflect the fact that
the condensate moves with a constant acceleration due to the constant Stark
force F . The height of the peaks is decreasing since part of the wave packet has
tunnelled out of the ground band.
The temporal evolution of the survival probability calculated using Eq. (5.10)
is shown in Figure 5.5(b). A very nice step structure can be seen in the sur-
vival probability shown in this Figure. Such step structures reflect the Bloch
oscillations and Landau–Zener tunneling. Figure 5.7 shows the time-resolved
calculations together with the experimental measurements (done in Pisa BEC
group) of the survival probability for the lattice depth V0 = 1.0 Erec and the
force F0 = 0.383 [42, 43]. The red dashed line is an exponential decay curve
exp(−ΓLZt) for the systems parameters. The parameter ΓLZ is Landau–Zener’s
prediction of the transition rate given in Eq. (2.37). As seen in this figure the
experimental and the numerical results for the survival probability Pa(t), which
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Figure 5.6: The error function erf(t) (blue solid line) and the sigmoid function S(t)
(red dashed line). The width of the sigmoid function was rescaled by 0.42. The
function is similar to the step we see for our survival probability.
match each other perfectly, show clear deviation from the exponential curve due
to the step structure.
Each step can be well fitted by a step function. In fact the step is like
a error function erf(t), which arises from a integration over a Gaussian distri-
bution exp(−p2) with ∆p = 1. This Gaussian distribution corresponds to the
initial state of the Bose–Einstein condensate prepared in a trap and is written
as exp(−p2/∆p), where /∆p is the width of the condensate’s momentum dis-
tribution. As explained in the beginning of this section, due to the acceleration,
this the condensate with a Gaussian distribution sweep the Brillouin zone (see
Figure 5.4). Therefore, in order to calculate the survival probability, this Gaus-
sian function is integrated over the Brillouin zone which gives rises to a error
function. The error function has a sigmoid shape given by function
Pa(t) = 1− h
1 + exp((t0 − t)/∆t) , (5.11)
where t0 is the position of the step (which can deviate slightly from the expected
value of 0.5 TB, e.g. due to a non-zero initial momentum of the condensate), h
is the step height and ∆t represents the width of the step. This quantities are
shown in Figure 5.7. The error function and the sigmoid function can be fitted
with each other by scaling the width ∆t of the sigmoid function by a factor of
0.42. In this way the sigmoid function is relevant to the same Gaussian distribu-
tion as the one above. Figure 5.6 shows these two function fitted on top of each
other, by rescaling the width ∆t in the Sigmoid function.
Therefore, the step function given by the Sigmoid function in Eq. (5.11) will
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Figure 5.7: Time-resolved calculations of Landau–Zener tunneling for the lattice
depth V0 = 1 Erec, the force F0 = 0.383 and pc = 3 prec. The black solid line is the
numerical simulation using Eq. (5.10) for the experimental protocol (blue circles) and
the red dashed line is an Landau–Zener exponential decay prediction for our systems
parameters. The height of the step h and its width ∆t (as introduced in Eq. (5.11))
are shown by vertical dashed lines for the first step. Data reproduced from [42] with
courtesy of corresponding authors.
be used, as seen in section 5.4.1, to fit the steps of the survival probability for
various system parameters and the results are compared to the Landau–Zener
prediction given in Eq. (3.4).
Eq. (5.10) measures the survival probability only once the Bose–Einstein con-
densate wave packet Ψ(p, t) has extended beyond −pc (= 3prec in Figure 5.5(a)).
Therefore, one must resort to the acceleration theorem [21, 41], to identify time t
with t−TB (see section 5.1). Hence time must be rescaled by the traversal time of
the Brillouin zone TB. The impact of changing the cut-off momentum pc on the
survival probability is shown in Figure 5.8. This figure sheds a light on the above
statement about rescaling time. As seen, for a small pc some oscillations appear
on top of the steps which are in fact numerical artifact. They arise because the
wave packet oscillates in and out of the measurement window. Therefore, some
artificial oscillation appear on top of the step structure. By choosing larger pc
(larger measurement window) this effect can be diminished or eliminated. The
choice of pc does not affect the tunneling rate of Bose–Einstein condensate from
the ground band. This will be demonstrated by comparing the height of a step
of the calculated survival probability to the Landau–Zener prediction, as can be
seen in Figure 5.9.
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Figure 5.8: Temporal evolution of the survival probability in the adiabatic basis using
the definition of Eq. (5.10), for V0 = 1.0 Erec, F0 = 0.383 and various pc. The vertical
dashed lines shows the cut-off values: pc = 1 prec (brown dashed line), 3 prec (cyan
dashed line), 5 prec (yellow dashed line), and 7 prec (green dashed line).
According to the Landau–Zener theory increasing the force and/or decreasing
the band gap, through decreasing the lattice depth V0, leads to a faster decay
of the Bose–Einstein condensate in the ground band. The impact of different
system parameters and of the calculation basis on the tunneling probability is
studied in the following section.
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5.4 Coherent control of Landau–Zener
tunneling
It is possible to control the Landau–Zener tunneling of the Bose–Einstein con-
densate from the ground band in the linear system, in the absence of atom-atom
interactions, by
• changing the system parameters, such as external force F0, and the ampli-
tude of the optical lattice V0 (see Figures 5.9 and 5.10),
• exploiting resonantly enhanced tunneling (RET) between degenerate
Wannier–Stark states at ∆E ≈ mFdL with m being an integer number as
described in section 2.4.1 (see Figure 5.10) [25],
• changing the initial condition by changing the trap frequencies and hence
preparing the Bose–Einstein condensate with different widths ∆p of its
initial momentum distribution (see Figure 5.12),
• performing experiments in different bases: (i) in the adiabatic basis of the
lattice eigenstates (see Figure 5.13) and (ii) in the diabatic basis of the
free-particle momentum eigenstates (see Figure 5.14).
In the following each of the above mentioned possibilities are introduced and
discussed in detail and their effects on the tunneling probability of the condensate
in engineered tilted optical lattices is studied.
5.4.1 Impact of lattice depth and the Stark force
As predicted by Landau–Zener theory (Eq. (3.4)) the tunneling rate from the
ground band depends on the system parameters such as the band gap between
the ground band and the first excited band, and the force exerted on the atoms.
This can be checked easily in the system of Bose–Einstein condensate changing
the lattice depth and the tilting force. Figure 5.9(a) shows the first Landau–
Zener tunneling step for different lattice depths V0, measured in units of Erec at
a given force F0. As seen, for a fixed force the height of the step increases by
reducing the lattice depth since it leads to smaller band gaps between the bands.
This agrees also with Landau–Zener prediction for the tunneling transition given
in Eq. (3.4). The numerical results calculated using Eq. (5.10) and the results of
experimental measurements demonstrate the same behavior and the same height
of the step [42].
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Figure 5.9: (a) Time-resolved calculations of the survival probability (using
Eq. (5.10)) for the Bose–Einstein condensate, with ∆p ≈ 0.2 prec, tunneling in an
optical lattice at fixed dimensionless force F0 = 1.197 and different lattice depths:
V = 2.3Erec (dot-dot-dashed red line), 1.8Erec (dot-dashed blue line), 1Erec
(dashed black line). For the Bose–Einstein condensate evolution the crossing time
is t = TBloch/2, where the step of the survival probability is one half of the final
value. The experimental results are reproduced from [42] and shown by red filled
triangles, blue filled squares, and black filled circles, respectively. The lattice depth
for the numerical simulations was corrected by up to ±15% with respect to the ex-
perimentally measured values to give the best possible agreement. (b) Step height h
as a function of the inverse adiabaticity parameter 1/γ for varying lattice depth and
F0 = 1.197 [42]. The numerical results are shown by open squares in comparison with
experimental results (green circles). The dashed line is the prediction of Eq. (3.4) for
the Landau–Zener tunneling probability. Data reproduced from [42] with courtesy of
the authors
The steps in Figure 5.9(a) can be fitted using the step function given in
Eq. (5.11). Figure 5.9(b) shows the step height h for various amounts of adi-
abaticity parameter γ = 32F0/πV
2
0 (see section 5.1). The results from fitting
the numerical calculations (blue open squares) and from fitting the experimental
measurements (green filled circles), for a variety of values of lattice depths V0
and forces F0 [42, 43], show almost perfect agreement with each other and with
the theoretical prediction shown by the red dashed line. This agreement admits
that Eq. (3.4) (red dashed line) correctly predicts the height h of the step.
As expected from Eq. (3.4) and confirmed in Figure 5.9, increasing the tilting
force leads to more and more tunneling of the atoms from the ground band. On
the other hand, depending on the system parameters, one can tune into a special
condition for which the rate of the tunneling is enhanced. As described in sec-
tion 2.4.1, this condition is fulfilled when an integer multiple of the energy scale
of the tilting force FdL matches the energy difference between the initial state
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Figure 5.10: Time resolved survival probability of the Bose–Einstein condensate in
the ground band, for a lattice depth V0 = 4 Erec and a narrow width of the initial
momentum distribution of the Bose–Einstein condensate cloud, ∆p = 0.1 prec, and
various Stark forces. For non-RET condition: F0 = 1.07 (solid line) and F0 = 1.63
(dash-dotted line); for RET condition: F0 = 1.48 (dashed line). Inset: height of one
step (of data as shown in the main panel) for fixed V0 = 4 Erec and various γ. The step
height as predicted by Eq. (3.4) (solid line) in comparison with the numerically obtained
values (filled circles). A significant deviation from the Landau–Zener prediction can be
observed at values of 1/γ corresponding to RET conditions and marked by the vertical
dashed lines [44].
and the final state, i.e., approximately the band gap ∆E. This phenomenon is
known as resonantly enhanced tunneling (RET). A deviation from the Landau–
Zener prediction is expected in this case. In order to see whether the tunneling
probability given by the standard Landau–Zener tunneling probability correctly
predicts the height of a step corresponding to a single tunneling event, we fit the
function given in Eq. (5.11) to the steps of the survival probability and extract
the height of each step. The result and the comparison to the Landau–Zener
prediction is shown in the inset of Figure 5.10. When the system parameters are
in the RET condition (e.g., 1/γ ≈ 0.59, 1.05 and 1.6), the height of the steps
of the survival probability increases and shows a significant deviation from the
Landau–Zener prediction given in Eq. (3.4). This behavior is seen in Figure 5.10
where the survival probability for F0 = 1.48 decays much faster than for the
other two cases.
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5.4.2 Impact of initial condition
The other parameter which can be used to control time evolution of the survival
probability is the width ∆p of the initial momentum distribution. By changing
the trap frequencies ωx and ωρ of the confining potential one can prepare the
initial distribution with different widths (see section 5.3).
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Figure 5.11: The survival probability of the Bose–Einstein condensate in the ground
band for a lattice depth V0 = 1.0 Erec, a constant Stark force F0 = 0.383, and various
widths of the initial momentum distribution of the Bose–Einstein condensate cloud,
∆p ≈ 0.2 prec (green solid line); ∆p ≈ 0.7 prec (red solid line). The experimental
results are shown by green filled circles and red filled squares, respectively. Data are
reproduced from [42] with courtesy of the authors.
The effect of initial condition of the system on the survival probability Pa(t)
is studied numerically and also experimentally by making time-resolved measure-
ments of the survival probability of the created condensate with different initial
widths [42]. Figure 5.11 shows numerical and experimental results for the sur-
vival probability of the condensate with narrow initial widths of the momentum
distribution ∆p = 0.2 prec and a broad initial width ∆p = 0.7 prec, in the tilted
optical lattice with depth V0 = 1.0Erec and force F0 = 0.383. As seen for the
narrow initial momentum distribution ∆p = 0.1 prec a clear step structure in
time-evolution of the survival probability similar to the one shown in Figure 5.7
is observed. The steps are smooth and partly washed out since the wave packet
reaches the edge of the Brillouin zone earlier when it has a broader initial mo-
mentum distribution (e.g., ∆p = 0.6 prec). Therefore, the tunneling events start
earlier and hence the decay of the survival probability as seen in Figure 5.7. Still,
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Figure 5.12: The survival probability of the Bose–Einstein condensate in the ground
band for a lattice depth V0 = 4.0 Erec, a constant Stark force F0 = 1.48, and various
widths of the initial momentum distribution of the Bose–Einstein condensate cloud,
∆p = 0.1 prec (solid line); ∆p = 0.4 prec (dashed line); ∆p = 0.6 prec (dash-dotted
line). Inset: step width ∆t for several ∆p (filled circles). The step width ∆t is the
distance between the two vertical dashed lines shown in Figure 5.7. Data reproduced
from [44] with courtesy of all the authors.
the remnants of the steps cause a local deviation from the exponential decay
of the tunneling probability. Nevertheless, the survival probability exhibits an
exponential decay globally in time, i.e., on large time scales.
The main part of Figure 5.12 shows the survival probability after 10 TB
for three values of ∆p. In order to test the dependence of the measured step
width ∆t on the width ∆p of the momentum distribution of the condensate,
condensates with several different widths are created. The inset of Figure 5.12
demonstrates such dependence. Fitting the function given in Eq. (5.11) to the
steps, it is possible to calculate their step width ∆t. As expected, the larger the
initial momentum width of the condensate, the larger the step width.
The widths ∆t corresponding to the steps shown in the inset of Figure 5.12
should, according to our interpretation, reflect the “tunneling time” or “jump
time” for Landau–Zener tunneling during which the probability of finding the
atoms in the lowest energy band goes from Pa(t = 0) = 1 to its asymptotic
Landau–Zener value PLZ(∞) given in Eq. (3.4). Using the jump time given
Eq. (3.5), which is the jump time in the adiabatic basis defined by Vitanov [40],
and implementing a sigmoidal function given in Eq. (5.11) for Pa(t) leads to
τ jumpa = 4∆t. For large values of γ, which is the regime of our calculations, the
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theoretical jump time is given by τ jumpa /TB ≈ ∆E/(4Erec), where ∆E is the
band gap. From the sigmoidal fits we retrieve τ jumpa /TB ≈ 0.15 − 0.35. The
theoretical values applying Vitanov theory [40] for parameters are in the region
of 0.1 − 0.15. We interpret this discrepancy as being due the fact that the
condensate does not occupy one single quasi-momentum but is represented by a
momentum distribution of a finite width ∆p & 0.2 prec due to the finite number
of lattice sites (around 50 in the experimental results presented in this chapter)
it occupies and the effects of atom-atom interactions. The simulation can be
used by preparing a narrow initial distribution and shows that for a vanishing mo-
mentum width, the step width still remains finite (see the inset of Figure 5.12).
However, the numerical error grows towards the regime of very narrow initial dis-
tribution (e.g., for ∆p < 0.05 prec, the error in Err(∆t) ≈ 10−2). As mentioned
in section 3.1.1, the jump time measure is affected due to the different time
scales appear in the time evolution of the survival probability, e.g., the oscilla-
tion time and the relaxation time of these oscillations as can be seen in Figures
presented in the next section. It also depends on the method of calculation and
the basis which the measurements are performing on. In the following section,
the survival probability measurements in different basis are presented.
5.4.3 Calculation in different bases
Using different experimental protocols,it is possible to perform experiments both
in the adiabatic basis of the lattice eigenstates and in the diabatic basis of the
free-particle momentum eigenstates. Numerically, the calculations can be done
in any chosen basis in experiments.
While many experimental results showed a very good agreement with numer-
ical simulations based on Eq. (5.10), c.f. [37, 38], a better numerical method
is needed for the new generation of experiments [42, 43]. The dashed lines in
Figure. 5.13 were produced using Pa(t) of Eq. (5.10). These simulations well
reproduce the height of the steps in agreement with the Landau–Zener predic-
tion given in Eq. (3.4). They do not, however, reproduce the oscillations of the
experimentally measured survival probability, due to the artificial cut-off used for
evaluating Pa(t) in Eq. (5.10). While the sequence of steps, corresponding to a
sequence of Landau–Zener tunneling events, is seen in Figures 5.5(b) and 5.7, no
oscillations are visible. To reproduce the oscillatory behavior of the experimental
data as in Figure 5.13, instead of Eq. (5.10) the survival proability Pa(t) in the
adiabatic basis is determined in the following way: |φ(n = 0, q)〉 shall denote the
ground state of the Hamiltonian given in Eq. (5.5), for the quasi momentum q,
as shown also in the lower left panel of Figure 5.1. Then the adiabatic survival
probability is just the projection of the condensate wave function Ψ(p, t) onto
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Figure 5.13: Time-resolved calculations of the adiabatic survival probability for the
Bose–Einstein condensate tunneling in an optical lattice at fixed F0 = 1.197, and
different lattice depths: V0 = 2.8 (experimental results: blue circles), V0 = 2.07
(experimental results: green squares), V0 = 1.3 (experimental results: red triangles).
For the Bose–Einstein condensate evolution, the crossing time is t = TBloch/2, where
the step of the survival probability is one half of the final value. The dashed and
solid lines are the results of numerical simulations using the cut-off given in Eq. (5.10)
and the adiabatic method given in Eq. (5.12), respectively. The initial width of the
condensate being ∆p ≈ 0.2 prec. The lattice depth for the numerical simulations was
corrected by up to ±15% with respect to the experimentally measured values to give
the best possible agreement. The experimental data are adopted from [42, 43] with
courtesy of all the corresponding authors.
φ(n = 0, q) integrated over the full Brillouin zone [43], i.e.,
Pa(t) =
∫ prec
−prec
dq|〈Ψ(p = q, t)|φ(0, q)〉|2. (5.12)
The solid lines in Figure 5.13 show Pa(t) calculated using Eq. (5.12). As seen,
an oscillatory behavior now appears on top of the steps. However the asymptotic
value of Pa(t) for each step, i.e., the height of the steps, remains the same for
both methods of calculating the survival probability.
Figure 5.13 shows a typical time dependence of the survival probability in adi-
abatic basis, similar to that predicted in [40]. Notice that in the Bose–Einstein
condensate case the crossing occurs at the time t = TB/2. The t→∞ asymp-
totic value is given by Eq. (3.4).
88 CHAPTER 5. LANDAU–ZENER TUNNELING IN TILTED LATTICES
0
0.2
0.4
0.6
0.8
1
0 0.25 0.5 0.75 1 1.25
t / TB
0
0.2
0.4
0.6
0.8
1P d
(t)
(a)
(b)
Figure 5.14: Time-resolved measurements of Landau–Zener tunneling in the diabatic
basis. (a) Fixed force F0 = 1.197 with different lattice depths V0 = 1.3 (black filled
circles), 2.07 (red open circles), 2.8 (blue filled squares) and 4 (green open squares).
(b) Fixed lattice depth V0 = 2.07 with different forces: F0 = 2.394 (black open circles),
1.197 (blue filled squares) and 0.599 (red open squares). The dashed colored lines are
the results of numerical simulations based on Eq. (5.13) which nicely reproduce the
experimental data. The experimental data are adopted from [43] with courtesy of all
the corresponding authors.
It is possible to make analogous measurements experimentally in the dia-
batic basis of the unperturbed free-particle wave functions (plane waves with
a quadratic energy-momentum dispersion relation) by abruptly switching off the
lattice and the dipole trap after the first acceleration step (with the Bose–Einstein
condensate initially prepared in the adiabatic basis, which, far away from the band
gap, is almost equal to the diabatic basis). Following the procedure sketched in
the lower right panel of Figure 5.1, the survival probability determined in the
diabatic basis of free momentum eigenstates is given by
Pd(t) =
∫ prec
−prec
dq|〈Ψ(p = q, t)|p = q〉V=0|2, (5.13)
with p = q within the first Brillouin zone. The state |p = q〉 shall denote the
momentum eigenstates, which are the eigenstates of the Hamiltonian given in
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Eq. (5.5) for zero potential V = 0. Eq. (5.13) is used to simulate the ex-
perimental results and all the results are shown in Figures 5.14(a) and (b) for
various lattice depths and tilting forces. The numerical results computed using
Eq. (5.13) and the experimental results show perfect agreement in all the cases.
As in the adiabatic case, a step of the survival probability around t = 0.5 TB is
clearly seen, as well as strong oscillations for t > 0.5 TB. These oscillations are
much stronger and visible for a wider range of parameters in the diabatic basis
than in the adiabatic basis [40] (see the results for V0 = 2.8 in Fig. 5.13, which
is confirmed by our numerical simulations).
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5.5 Impact of atom-atom interactions
In the regime of weak atom-atom interactions as described in section 2.1.2 the
effect of interactions is studied in the mean-field regime based on the Gross–
Pitaevskii equation. The Gross–Pitaevskii equation can describe the dynamics
of the entire Bose–Einstein condensate in terms of an equation of motion for a
single particle wave function. Due to the nonlinear term in the Gross–Pitaevskii
Hamiltonian, the coordinates are coupled and it is not possible to separate the
Hamiltonian in different coordinates.
As mentioned in section 5.4.2, experimentally, the initial state is the re-
laxed condensate wave function prepared in a three-dimensional harmonic trap
Vtrap(~r) =
1
2M
(
ω2ρρ
2 + ω2xx
2
)
, with ωx ≪ ωρ which leads to formation of an
elongated Bose–Einstein condensate with cylindrical symmetry, and then loaded
adiabatically into the optical lattice. Therefore, the following three-dimensional
Gross–Pitaevskii equation describes the dynamics of interacting Bose–Einstein
condensate atoms in a tilted quasi one-dimensional periodic potential V (x):
H = − ~
2
2M
∇2~r + Vtrap(~r) + V (x) + gN0
∣∣Ψ(~r, t)2∣∣ + Fx. (5.14)
The third term in the Hamiltonian is the nonlinearity, which makes the
equation different from the Schro¨dinger equation. As mentioned in section 2,
g = 4π~2as/M is the coupling constant which is proportional to the scatter-
ing length as and determines the strength of atom-atom interactions, where
4π~2as/ (M ER) ≈ 2.45 × 10−21 m3, with as = 53 × 10−10 m and M =
1.44 × 10−25 kg for rubidium 87. The number of atoms in the condensate is
given by N0 and |Ψ(~r, t)2| is the local atomic density. As an estimate for the
nonlinear term in Eq. (5.14), we define C ≡ gN0 |Ψ(~r, t)2|peak /Erec at the peak
density of the initial state.
The survival probability for various quantities of atoms in the condensate is
shown in Figure 5.15. The system parameters are chosen in a way to fulfill the
RET condition (see section 2.4.1). The RET condition already implies that the
tunneling probability of the condensate to higher bands is resonantly enhanced.
Nevertheless, as shown in Figure 2.7, seen in the inset if Figure 5.15, an overall
enhancement of the tunneling is expected to be seen in the presence of repulsive
interactions. The following effects can be seen by increasing the strength of a
repulsive interaction (g > 0) in the system [36, 37, 38] by
• enhancement of the tunneling rate,
• deviation from mono-exponential decay,
• washed out steps (corresponding to damped Bloch oscillations).
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Figure 5.15: Nonlinear time resolved survival probability in the ground band for
V0 = 4.0 Erec and F0 = 1.48 (RET), with a narrow width of the initial momentum
distribution of the Bose–Einstein condensate ∆p = 0.1 prec, and composed of the
following number of atoms prepared in a trap with ωx = 2pi × 50 Hz and ωρ =
2pi × 100 Hz: N0 = 2 × 104, C ≈ 0.2 (open circles); N0 = 5 × 104, C ≈ 0.32
(filled squares); N0 = 1 × 105, C ≈ 0.42 (open triangles) as compared to the linear
case g3D = 0 (solid line). Inset: Decay rate of the survival probability Γ at RET
condition vs. N0 (filled circles). Data reproduced from [44] with courtesy of all the
corresponding authors.
According to results shown in Figure 5.15 for a RET case and the experimen-
tal results of [37, 38], the temporal behavior of the survival probability depends
on the strength of atom-atom interactions. As can be found with more details
in [36, 37], the enhancement of the decay rate is generic for repulsive interac-
tions. The scaling of the decay rate as a function of nonlinearity is yet more
interesting in the RET case (see the inset of Figure 5.15). We can quantify the
decay rate Γ of the survival probability by globally fitting an exponential decay
function to the step-like curves of the survival probability. Such rates, for various
nonlinearities, are depicted in the inset of Figure 5.15. A repulsive interaction
initially enhances the interband tunneling probability of the ultracold atoms [36].
Using the effective potential given in Eq. (2.42), it is possible to explain the en-
hancement of the tunneling rate. According to this effective potential the band
gap between the ground band and the first excited band is modified in the pres-
ence of a nonlinear term, since the band gap is now ∆E ≈ Veff/2 [41]. Stronger
atom-atoms interactions gives the smaller effective band gap, and therefore more
atoms can tunnel to higher bands.
Since the tunneling events occurring at different integer multiples of the Bloch
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period are correlated by the presence of the nonlinearity, a clear deviation from
the mono-exponential decay is observed. A continuous change in the density
of the condensate in time due to escaped particles from the system leads to a
decreasing impact of the nonlinearity. Therefore, the time local rate of decay sys-
tematically decreases as the time increases. Additionally, the nonlinearity leads
to a dephasing and damping of the Bloch oscillations, not discussed here, but a
discussion of this phenomenon can be found in [27, 35, 130, 131]. Essentially, It
is possible to observe persistent Bloch oscillations when minimizing the effect of
interactions [131]. Dephasing effects occur due to the mean-field interaction in
a Bose–Einstein condensate. In order to quantify the dephasing of Bloch oscilla-
tions, one can determine for each Bloch period the width ∆p of the momentum
distribution [131]. For minimal interaction strength, no broadening of the dis-
tribution is observed. The rate of broadening then increases with increasing
interaction strength. Due to interactions between the atoms, Bloch oscillations
of Bose–Einstein condensates suffer, in contrast to the case of fermions [130],
from dynamical instabilities [132]. In the outer half of the Brillouin zone the
nonlinear coupling leads to an exponential growth of small perturbations. They
are responsible for a damping of the Bloch oscillations.
5.6 Summary
It is possible to control the Landau–Zener tunneling probability of the ultracold
atoms from the ground band in tilted optical lattices. The complete control
over the parameters of the lattice makes it possible to measure the tunneling
dynamics in the adiabatic and diabatic bases, by using different measurement
methods. This control is possible by changing the system parameters such as
the lattice depth and the Stark force, or by changing the initial condition which
is given by the initial width of the momentum distribution of the Bose–Einstein
condensate. All the mentioned parameters can be easily tuned experimentally.
Furthermore, our calculations showed that atom-atom interactions affect the
Landau–Zener tunneling probability and a repulsive interaction typically leads to
an enhancement of the Landau–Zener tunneling of the ultracold atoms from the
ground band. The presented results confirm the existence of a finite temporal
width for the transition in both bases (diabatic and adiabatic bases) and of
strong oscillations of the survival probability in the diabatic basis. Both of these
features are backed up by numerical simulations taking into account details of
the experimental protocol.
Chapter 6
Results 2: Landau–Zener
tunneling in time-dependent
stochastic potentials
The dynamics of non-interacting Bose-Einstein condensates in tilted optical lat-
tices are well-described by the Wannier–Stark Hamiltonian given in Eq. (5.1). It
was shown in the previous chapter that the Landau–Zener tunneling probability
can be manipulated by changing the initial condition and by engineering the sys-
tem parameters such as the lattice depth and the Stark force. In this chapter,
the dynamics of Bose–Einstein condensates in time-dependent stochastic optical
lattices is studied. It will be shown that a controlled time-dependent noise is a
further handle to engineer the interband tunneling.
6.1 Hamiltonian with a time-dependent
stochastic potential
In the absence of atom-atom interactions, the temporal evolution of a Bose–
Einstein condensate loaded into a one-dimensional potential and subjected to an
additional static force is described by the single-particle Hamiltonian
H = − ~
2
2M
d2
dx2
+ Vdis (x, t) + Fx, (6.1)
where M is the mass of the condensate atoms (M = 1.44 × 10−25 kg for
rubidium 87), and F is the Stark force. The term Vdis (x, t) is a time-dependent
stochastic potential which is created by a time-dependent bichromatic lattice
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(see Eq. (2.27)) along the longitudinal direction x as
Vdis (x, t) = αV
{
sin2
(
πx
dL
)
+ sin2
(
πx
d
′
L
+ φ(t)
)}
, (6.2)
which consists of two spatially periodic potentials with incommensurate lattice
spacings dL and d
′
L, respectively. In our calculation, we chose dL = 426 nm for
the initially existing lattice (the “main” lattice), and d
′
L = dL(
√
5− 1)/2 for the
secondary lattice. The time-dependence of the second lattice arises because of
the time-dependent stochastic phase φ(t). The time-dependent phase φ(t) can
be produced by using different noise generators introduced in section 3.2. The
depths of the two lattices are considered to be comparable and for convenience
equal amplitudes αV for both lattices are chosen, where V is the lattice depth
of the main lattice which was already presented in section 5.1. The factor α is
a renormalization factor for the lattice depth (see section 6.2 for more details).
As in the previous chapter, the recoil energy Erec = π
2
~
2/(2Md2L) is the
characteristic energy scale for the system and V0 = V/Erec and F0 = FdL/Erec
are dimensionless quantities in this energy unit. The initial state is a relaxed
condensate wave function in the harmonic trap with frequency νx (here 20 Hz),
which is then loaded adiabatically in the lattice given by Vdis(x, t) at t = 0. The
stochastic nature of Vdis(x, t) makes it necessary to average our results over a
sufficient number of noise realizations. As explained in section 3.2.4, 20 realiza-
tions of the noise is an adequate number in order to study the effects of different
parameters of the stochastic potential qualitatively.
The goal in this chapter is to investigate the possibilities to control the dy-
namics of the Bose–Einstein condensate by manipulating the characteristic pa-
rameters of the time-dependent stochastic phase φ(t). To that respect, the
temporal behavior of the survival probability of the condensate in the ground
band is studied in a broad range of parameters. In section 6.3, the exponentially
correlated noise, introduced in section 3.2.1, is used as the time-dependent phase
φ(t). It is shown that different regimes of the system and the noise parameters
lead to different tunneling rates of the condensate atoms. In section 6.4, the
impact of harmonic noise on the tunneling rate is investigated. Various regimes
of harmonic noise parameters are studied in this section. Finally, in section 6.5,
a deterministic noise is used as the time-dependent phase φ(t). The idea of the
latter is to compare the effect of the determonistic phase with the harmonic noise
case. In fact, the spectral distributions of these two time-dependent phases can
be made comparable as described in section 3.2.2. It is expected that in such
a regime both types of noise lead to similar effects on the tunneling rate. In
the following section, a static effective potential is analytically calculated. This
effective potential can model the dynamics of the condensate in the presence of
a time-dependent stochastic potential under certain circumstances.
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6.2 Effective potential
The time-dependent phase φ(t) can be exponentially correlated noise or har-
monic noise or even a deterministic one (see section 3.2). Depending on the
characteristic parameter of the noise, its correlation time can be small or large
compared with the time scale of the system (which is the Bloch period TB in our
case). Therefore, the noise can be made to be a slowly varying function or a fast
oscillating one, when its correlation time is larger or smaller than TB, respectively
(see section 3.2).
In the regime of very fast oscillating noise φ(t), the particle feels an effective
time-independent potential instead of a time-dependent noisy one. Therefore,
the time-dependent potential can be replaced by a suitable static effective po-
tential in the limit of a large oscillation frequency of the noise. Such an effective
potential is calculated by integrating over all possible phases
∫ ∞
−∞
dφ sin2
(
πx
d
′
L
+ φ
) exp(−φ2
2σ2
)
√
2πσ2
= c + exp
(−2σ2) sin2(πx
d
′
L
)
,
(6.3)
where φ is generated by using the Gaussian white noise (see section 3.2). There-
fore, the noise φ has a zero mean and the variance σ2 = 〈φ (t)2〉 (see section 3.2).
Apart from the constant c on the right hand side of Eq. (6.3), the effect of the
fast noise is to renormalize the amplitude of the second lattice with a renormal-
ization factor β = exp (−2σ2). This renormalization factor β will be determined
for each type of noise in sections 6.3 and 6.4. Replacing Vdis(x, t) in Eq. (6.1)
by the static effective potential
Veff (x) = αV
{
sin2 (πx/dL) + β sin
2
(
πx/d
′
L
)}
, (6.4)
the resulting effective model describes the dynamics of the system in the presence
of very fast noise.
The renormalization factor α is introduced to be able to compare the dynam-
ics in the presence of the potential given by Eq. (6.2) to the dynamics of the
“reference system” introduced in chapter 5, i.e., the system with the lattice po-
tential given by V (x) = V sin2 (πx/dL). Eq. (6.4) provides the time-independent
effective potential which is used to compute α. The parameter α will be chosen
in such a way that the following standard deviations are equal:
σ (V (x)) = σ (Veff(x)) . (6.5)
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Figure 6.1: Comparison between the effective model and the stochastic system.
Shown is the time evolution of the survival probability in the disorder system with
V0 = 2.5, F0 = 1.5, and α ≈ 0.85: with the effective potential of Eq. (6.4) (green
solid line), in the presence of a slowly varying noise with correlation time τ = 10TB
(blue filled circles) and for a fast noise with τ = 0.001TB (red open circles).
The standard deviation σ of a variable X is defined as
√〈(X − 〈X〉)2〉 and
the average 〈·〉 is an integral over space for a sufficiently large length interval L
(≈ 20dL in most calculations), as
〈X〉 ≡ 1/L
∫ L/2
−L/2
Xdx. (6.6)
Figure 6.1 exhibits a comparison between the results calculated using the effective
potential given in Eq. (6.4) and the noisy system. The observable is the survival
probability of the condensate to remain in the ground band. In Figure 6.1, one
can see the time-evolution of the survival probability Pa(t) in the effective model
(green solid line), and in the noisy system defined in Eq. (6.1) with a slowly
varying phase φ(t) (blue filled circles) and for the fast oscillating phase (red
open circles). The agreement between the survival probabilities shown by the
green solid line and the red open circles confirms that the effective potential
can predict the effect of the fast noise correctly. In the following sections, the
impact of different types of noise on the survival probability of the condensate
will be presented. The effective potential is defined for each case and used as a
benchmark for our calculations in the regime of fast noise.
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6.3 Impact of exponentially correlated noise
The correlated noise can be used as the time-dependent phase φ(t) for the second
lattice. A standard example is the exponentially correlated noise, which is char-
acterized by a single correlation time. Such a noise, as defined in section 3.2.1,
has an exponential correlation function and a Lorentzian spectral distribution.
Considering the characteristic parameters of the exponentially correlated noise,
different regimes of the noise are introduced (see section 3.2.1). In the slowly
varying regime, the noise has a large correlation time compared with the time
scales of the system (i.e., τ ≫ TB). The regime of fast noise is recovered when
τ ≪ TB.
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Figure 6.2: The tilted disordered potential Vdis (x, t), with V0 = 2.5 and F0 = 1.5,
at time t = 2TB (blue line) and t = 6TB (red line) of the evolution. φ(t) is the
exponentially correlated noise with D = 0.1/TB and (a) τ ≫ TB, and (b) τ ≪ TB.
Insets: the corresponding Lorentzian spectral distributions S(ω).
Figures 6.2(a) and (b) show the tilted disordered potential Vdis (x, t) at two
different times t = 2TB (blue line) and t = 6TB (red line) of the evolution. In
panel (a), for a large correlation time τ = 100 TB of exponentially correlated
noise, the spectral distribution is a delta-like function (inset of panel (a)), i.e.,
the phase is almost constant in time. The shape of the potential with such a
constant phase is therefore unchanged in time, while the small τ = 0.01 TB
shown in panel (b) results in a broad peak of the spectral distribution (see the
inset of panel (b)). The shape of the potential is changing in time since the
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phase is changing on a time scale much smaller than the time scale TB of the
system.
The energy scale of the noise can be estimated by calculating the width ∆ω˜
of the spectral distribution peak. Using the definition of the inflection point for
the spectral distribution function S(ω) (i.e., by solving d2S(ω)/dω2 = 0) gives
the width of the spectral peak: ∆ω˜ ≡ 1/(√3τ). This width ∆ω˜ is vanishing for
large correlation times and is very broad for small correlation times (see insets
in Figure 6.2). The energy induced by the noise can be of the same order as
the system’s energy scale (given by the band gap ∆E) or can be much larger or
smaller. In the following, it is shown how these different regimes can affect the
tunneling rate of the condensate.
Two groups of system parameters are considered in the following results:
V0 and F0 can be chosen to fulfill the condition of resonantly enhanced tun-
neling (RET) or they can be away from this special condition. Since at RET
the transport from the ground band to higher bands is enhanced by energetic
degeneracies (see section 2.4.1) and the noise is likely to drive the system out
of RET conditions, the Landau–Zener tunneling rate degrades in this case. As
will be confirmed by our results shown in Figure 6.4, enhancement induced by
the noise is much simpler to be achieved away from RET since then there is no
competition between the two effects.
6.3.1 Impact of the correlation time τ on tunneling
Here, we study how the correlation time τ of the exponentially correlated noise
can affect the tunneling probability. Figure 6.3 shows the temporal evolution of
the survival probability Pa(t) of the condensate in the ground band for various
correlation times τ of the noise. The system parameters are V0 = 2.5 (which
gives the average band gap ∆E ≈ 2.5Erec between the ground band and the
first excited band in the periodic system) and F0 = 1.5. This force leads to
the non-RET condition in the reference system. As mentioned in section 6.1 the
reference system is defined by Eq. (5.1). The thick black solid line shows the
time evolution of the survival probability for this reference system. A nice step
structure similar to the one depicted in Figure 5.5(b) is observed in the time
evolution of the survival probability.
The other curves shown in Figure 6.3 exhibit the time evolution of the
survival probability for the stochastic system defined in Eq. (6.1) with the po-
tential given in Eq. (6.2). The parameter α in Vdis(x, t) is calculated using
β = exp(−2σ2) as defined in section 6.2. The phase φ(t) in Vdis(x, t) is the
exponentially correlated noise. The variance of this noise is 〈φ(t)〉 ≡ D/τ (see
section 3.2.1). For D/τ = 0.25, which is the value used in Figure 6.3, α ≈ 0.85
is calculated. The parameters α and D/τ are fixed for all data shown in Fig-
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Figure 6.3: Time evolution of the survival probability Pa(t) for various τ and fixed
V0 = 2.5, F0 = 1.5, and α ≈ 0.85. The time evolution of the survival probability
of the reference system defined by Eq. (5.1) is shown by the thick solid line. For
the stochastic system with the exponentially correlated noise with D/τ = 0.25 and
correlation times: τ = 10 TB (dashed line), τ = 1 TB (dot-dashed line), τ = 0.05 TB
(dot-dot-dashed line), τ = 0.001 TB (thin solid line); the result with the effective
model of Eq. (6.4) is shown by green filled circles.
ure 6.3. For the temporally disordered system defined in Eq. (6.1), no periodic
band structures can be found in the energy spectrum. Therefore, the particle can
no longer perform Bloch oscillations (see section 2.3) and hence no step structure
is expected to be seen in the time evolution of the survival probability. As seen
in Figure 6.3, in the presence of the disordered potential the step structure of
the survival probability is washed out.
Large correlation time: In the regime of τ ≫ TB, the noise is a slowly varying
function (or even constant) in time compared with the time scale of the system.
Therefore, the potential is similar to the static bichromatic lattice defined in
section 2.2.3, in which the transport of particles is suppressed. The result for
a large correlation time τ = 10 TB (shown by the dashed line in Figure 6.3)
demonstrates that the tunneling probability is suppressed compared with the
reference system (thick black solid line). By decreasing the correlation time τ ,
the rate of tunneling increases but, nevertheless, for τ ≥ TB the noise suppresses
the tunneling compared with the reference system (see the data for τ = 1 TB
shown by the dot-dashed line in Figure 6.3). In this regime of τ > TB, the width
∆ω˜ (≡ 1/(√3τ)) of the peak in the Lorentzian spectral distribution of the noise
is very small. Therefore, the energy induced by the noise is much smaller than
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∆E and cannot energetically assist the tunneling.
Small correlation time: For correlation times smaller than TB (e.g., for τ =
0.05 TB), the noise is a fast oscillating stochastic function and the results (dot-
dot-dashed line) show the enhancement of the tunneling rate compared with the
reference system (thick solid solid line). For this correlation time, the peak in the
spectral distribution has a width ∆ω˜ ≡ 1/(√3τ) ≈ 2.75Erec, which matches the
band gap∆E ≈ 2.5 of the system. This coincident is the reason for enhancement
of the tunneling probability. A further decrease of the correlation time (e.g., for
τ = 0.001 TB depicted by the thin solid line) decreases the tunneling rate of
atoms. In the limit of τ ≪ TB, the time-dependent potential can be replaced by
the static effective potential given in Eq. (6.4). For the exponentially correlated
noise the renormalization factor is given by β = exp (−2D/τ) in the effective
potential. The effective potential defined in Eq. (6.4) describes the dynamics
of the tunneling process in the presence of the exponentially correlated noise
with τ ≪ TB. As seen in Figure 6.3, the survival probability for a very small
τ = 0.001 TB (thin solid line) shows a perfect agreement with the result (filled
circles) calculated using the effective model. This agreement confirms that the
effective potential can predict the effect of the noise in the regime of small
correlation times. In the following, more investigations are done to distinguish
the interesting range of parameters for which the tunneling rate is enhanced or
suppressed.
Scan over the noise parameter τ
To understand the impact of the noise parameters on the tunneling rate, the decay
rate Γa of the survival probability is calculated for a scan over the correlation time
of the noise τ , while D/τ = 0.25 is fixed. The decay rate is calculated by fitting
a global exponential curve to the survival probability data. Such decay rates Γa
are shown in Figure 6.4 for the lattice depth V0 = 2.5 (which gives the band
gap ∆E ≈ 2.5Erec) and three different Stark forces F0 = 0.95 (green triangles),
1.25 (blue squares) and 1.5 (red circles). The chosen forces are specified by
vertical lines later on in Figure 6.6. Comparing the symbols to colored dashed
lines (which specify the decay rate in the corresponding reference system), one
realizes that the decay rate is enhanced when the system parameters do not
fulfill the RET condition, i.e., in Figure 6.4: F0 = 0.95 and F0 = 1.5 (symbols
lie above the corresponding dashed lines). For the case of F0 = 1.25 (RET),
the tunneling rate in the noisy system is suppressed, and the symbols lie always
below the reference line (blue dashed line). The enhancement is pronounced in
the range of τ ≈ 0.005...0.1 TB corresponding to an energy scale ∆ω˜ ≥ 1Erec
which is of the same order as the energy scale of the system Erec and the band
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Figure 6.4: Decay rate Γa of the survival probability versus τ and fixedD/τ = 0.25, for
V0 = 2.5, and F0 = 1.5 (red filled circles); F0 = 1.25 (blue filled squares); F0 = 0.95
(green filled triangles). Results from calculations with the effective model given by
Eq. (6.4) (colored dotted lines) and with the reference system given by Eq. (5.1)
(colored dashed lines). Vertical lines specify the three τ which are used in Figure 6.6
gap ∆E. For a very small correlation time, the effective model can describe the
dynamics of the condensate very well (see the agreement between symbols and
colored dotted lines for τ < 0.005 TB in Figure 6.4). This agreement confirms
the use of our effective model as a benchmark for the cases in the presence of fast
noise (small correlation time). For large values of τ > TB, the system is in the
slowly varying regime of the noise with a narrow peak in its spectral distribution.
This peak leads to an energy scale much smaller than the energy scale ∆E of
the system (e.g., for F0 = 1.5, and τ = 1TB, ∆ω˜ ≈ 0.1Erec ≪ ∆E) and hence
does not help to enhance the tunneling of atoms.
Instead of plotting decay rates, we may show the survival probabilities at
a specific time t0 (a few Bloch periods), sufficiently away from zero time of
the evolution to avoid initial fluctuations and not during a Landau–Zener step.
Figure 6.5 shows the survival probabilities Pa(t0) at (a) t0 = 6 TB and (b)
t0 = 10 TB for the same system with V0 = 2.5 and the same conditions as
presented in Figure 6.4, with the only difference that instead of decay rate Γa,
the survival probability Pa(t0) is now considered as the observable. As seen
the time of realization t0 does not have any effect on the respond of observable
Pa(t0). The enhancement of tunneling is distinguished by the valley in Figure 6.5
equivalent to the peak appears in decay rates in Figure 6.4. Both figures 6.5
and 6.4 show the same effects and lead to same understandings of the system in
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Figure 6.5: The survival probability at time t0: (a) t0 = 6 TB and (b) t0 = 10 TB;
for V0 = 2.5, ∆E ≈ 2.5Erec and D/τ = 0.25: scan over τ for F0 = 1.5 (red filled
circles) and with the effective potential (orange dot-dashed line); F0 = 1.25 (blue
filled squares) and with the effective potential (light blue dot-dashed line); F0 = 0.95
(green filled triangles) and with the effective potential (light green dotted line). The
results for corresponding reference systems are shown by colored dashed lines.
the presence of noise.
6.3.2 Impact of the Stark force on tunneling
Keeping the noise parameters constant, we study the decay rate Γa of the survival
probability of the condensate for various Stark forces F0. Such decay rates for a
scan over the Stark force F0 are shown in Figure 6.6. The thick solid line depicts
the decay rate for the reference system defined in Eq. (5.1). The Landau–Zener
exponential prediction for the decay rate (i.e., Eq. (2.37) and section 3.1) is
shown by the black dashed line. Comparing the dashed line with the solid line,
the RET peaks can be clearly distinguished. The symbols show the decay rate
in the system with potential Vdis(x, t) defined in Eq. (6.2). The results are for
three values of correlation time τ = 0.0005 TB (blue squares), 0.05 TB (red
circles), and 50 TB (green triangles), and D/τ = 0.25 is constant for all the
data. These three correlation times are chosen from the left shoulder, the peak
point and the right shoulder of the curves shown in Figure 6.4 (shown by vertical
solid lines). As seen, the RET peaks in the decay rate (present in the thick
solid line of Figure 6.6) are washed out (the data shown by symbols). Since the
potential Vdis(x, t) is no longer periodic, and hence there is no band structure,
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Figure 6.6: The decay rate of the survival probability for V0 = 2.5, and D/τ = 0.25:
scan over F0 for τ = 0.0005 TB (blue open squares), τ = 0.05 TB (red open circles),
τ = 50 TB (green open triangles), and for the reference system (solid line); the
Landau-Zener exponential prediction for the reference system (dashed line).
and RET looses its meaning and the resonance peaks are washed out for the
decay rate in the noisy systems. Dependent on the correlation time of the noise,
a suppression or an overall enhancement of the decay rate can be observed in
Figure 6.6. For very large and very small values of τ , the decay rate is suppressed
compared with the reference system (black solid line), and for τ = 0.05 TB the
decay rate is enhanced. For this latter case, the spectral distribution is neither
a delta peak, nor a very broad Lorentzian distribution, and the energy scales of
the noise and the system are comparable (as discussed also in section 6.3.1).
Therefore, the noise assists the tunneling. The noise with a very large τ , has
a very small energy scale which typically does not match the system’s intrinsic
energy scale. As a consequence, it is most likely to perturb the Landau-Zener
tunneling process, leading to a suppression of the transport of condensate atoms
between the bands.
6.3.3 Impact of the noise parameter D
To distinguish between the effect of τ and D on the tunneling probability of
the condensate, here, the noise parameter D is held constant while performing a
scan over the other noise parameter τ . By keeping D fixed, the strength of the
exponentially correlated noise is constant. Therefore, any effect which is seen
results from the correlation time τ of the noise.
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Figure 6.7: Decay rate of the survival probability for the system with V0 = 2.5,
F0 = 1.5, and a scan over τ , for D = 0.01TB (red filled circles); D = 1TB (green
filled squares); D = 100TB (blue filled triangles). (a) Γa against τ and (b) Γa against
versus τ/
√
D the rescaled parameter. The result for corresponding reference systems
is shown by the black dashed line.
The decay rates of the survival probability in the system with lattice depth
V0 = 2.5 and the Stark force F0 = 1.5 (non-RET), for different D and a scan
over τ are shown in Figure 6.7. As seen in panel (a), then if D is small (e.g.,
D = 0.01TB shown by red filled circles) the decay rate remains around the decay
rate of the reference system (black dashed line) for most of τ value. Only in
a range of 0.005TB . τ . 0.1 TB, the decay rate deviates from the one of
the reference system and shows a peak at τ ≈ 0.05TB. For larger values of
D, the peak in decay rates shifts to the right. This peak confirms that for a
specific range of τ the noise assists the tunneling. By increasing τ further, the
decay rate for D = 0.01TB remains again close to the reference system, i.e.,
the noise does not affect the tunneling rate. For such a small D the amplitude
of noise fluctuations is very small, therefore it has less effect on the tunneling.
For D ≥ 1 TB, a transition happens and the decay rate decreases suddenly and
a valley appears as seen in Figure 6.7(a), i.e., for the slowly varying noise with
τ > TB, the strong noise suppresses the decay rate. The larger the parameters D
is, the deeper the valley in the decay rate. Going further to the right (τ > TB),
the fluctuation amplitude 〈φ(t)2〉 ≡ D/τ of the noise is decreasing. Since for
D/τ < 1 the noise is very weak, the decay rate starts to increase again and
approaches the vicinity of the dashed line. The shift in the position of peaks and
6.3. IMPACT OF EXPONENTIALLY CORRELATED NOISE 105
valleys seems systematic and depending on D. Therefore, a rescaling of the data
should lead to a universal behavior.
Figure 6.7(b) shows the rescaled data of the decay rate versus τ/
√
D. This
value corresponds to the strength of the Gaussian white noise ξ used to generate
the noise (According to the definition of the exponentially correlated noise given
in section 3.2.1 the phase is given by φ˙(t) = φ/τ +
√
2D
τ
ξ(t)). As seen in
Figure 6.7(b), the structure of the decay rates is now the same for all the cases.
A universal peak appears at a specific value of τ/
√
D where the decay rate is
enhanced and then later a transition happens to the regime in which the tunneling
is suppressed. For 0.1 T
−1/2
B < τ/
√
D < 1 T
−1/2
B , the decay rate of the survival
probability is enhanced with a peak at around τ/
√
D ≈ 0.3 T−1/2B . Then at
τ/
√
D ≈ 1 T−1/2B a transition to the regime of slowly varying noise happens and
the decay rates are suppressed. It is interesting that in all the cases the peak of
enhancement happen at this specific value. More investigations are needed to
discover the underlying reason of such a behavior.
The usefulness of scaling is the reduction of the parameter dependence of
the system. We simplify the investigations by reducing the effective parameters
to one (e.g., here τ/
√
D). In the next section, a more interesting and yet more
complicated noise is presented. We show how the rescaling can be helpful to
reduce the number of involved parameters of the noise on the tunneling and to
understand the effect of the noise on the tunneling probability.
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6.4 Impact of harmonic noise
In this section, we present our results for the harmonic noise introduced in sec-
tion 3.2.2. Using the harmonic noise as the phase in the secondary lattice, the
tilted time-dependent disorder potential Vdis (x, t) is shown at two different times
t = 2TB and t = 6TB for different regimes of noise parameters in Figures 6.8.
The corresponding spectral distributions S(ω) are plotted in the insets. The
damping frequency of the harmonic noise is Γ = 5/TB, for all the four cases. For
the noise strength T = 0.01/T 2B and a small oscillation frequency ω0 = 0.05/TB
compared with both the damping frequency Γ and the frequency scale of the
system given by 1/TB, the shape of the potential is unchanged in time. As
seen in the inset of panel (a), the spectral distribution S(ω) is Lorentzian in
this regime with a very narrow peak at zero frequency. Therefore, the phase is
almost constant during the time evolution and the potential is essentially a static
bichromatic lattice. Keeping ω0 fixed, Vdis (x, t) is shown in Figure 6.8(b) at two
different times for the noise strength T = 10/T 2B. The lattice shape is changing
in time for this noise, though ω0 and Γ are the same as in the previous case. The
inset shows the corresponding spectral distribution S(ω) which is Lorentzian-like
similar to the one shown in Figure 6.8(a) however, the height of the peak is
1000 times larger in Figure 6.8(b). In Figure 6.8(c), ω0 = 10/TB, i.e., the os-
cillation frequency is larger than the damping frequency, and the noise performs
fast oscillations. As seen in the inset, the power spectrum peaks at a finite fre-
quency ω˜ =
√
ω20 − 2Γ2 with a finite width ∆ω˜ ≈ 2
√
Γ
√
ω20 − Γ2, defined in
section 3.2.2. But since the strength T of the noise is small, this noise does not
change the potential in time. Increasing T gives rise to a time-dependent change
of the lattice structure, as seen in Figure 6.8(d). A Large T leads to a larger
peak (in height) but does not change the width of the spectral distribution peak,
as seen in insets of Figure 6.8. As long as T < 1/T 2B, the noise does not have
a significant effect on the shape of the potential. At large T however, as seen
in Figure 6.8(b) and (d), the noise affects the shape of the potential temporally.
It is expected that this change in the shape and the energy induced by the noise
assists the tunneling of the condensate out of the ground band. This energy
results from the finite width ∆ω˜ of the peak at ω˜ in the spectral distribution of
the noise, and can be compared with the energy scale of the system given by
Erec and the band gap ∆E.
6.4.1 Harmonic noise in the exponentially correlated limit
In section 3.2.2, we explained that the harmonic noise in the regime of very large
Γ compared with ω0 can recover the exponentially correlated noise as seen also
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Figure 6.8: The tilted disordered potential Vdis (x, t) with V0 = 2.5 and α = 1, at
t = 2TB (blue line) and t = 6TB (red dashed line). The phase φ(t) is given by the
harmonic noise with damping frequency Γ = 5/TB and (a) ω0 = 0.5/TB (τHN > 0)
and T = 0.01/T 2B; (b) ω0 = 0.5/TB (τHN > 0) and T = 10/T
2
B; (c) ω0 = 10/TB
(τHN < 0) and T = 0.01/T
2
B; (d) ω0 = 10/TB (τHN < 0) and T = 10/T
2
B. The
corresponding spectral distributions S(ω) are shown in the insets.
in the insets of Figure 6.8(a) and (b). The spectral distribution is Lorentzian
for both types of noise, and one can calculate τ and D for the corresponding
exponentially correlated noise:
SHN(0) = SECN(0) ⇒ D = 2ΓT
ω40
,
〈
φ(t)2
〉
HN
=
〈
φ(t)2
〉
ECN
⇒ τ = Dω
2
0
T
,
(6.7)
where for the harmonic noise 〈φ(t)2〉 = T/ω20 (see section 3.2.2) and for the
exponentially correlated noise 〈φ(t)2〉 = D/τ (see section 3.2.1). In this regime,
the effect of the harmonic noise and the exponentially correlated noise on the
tunneling probability of the condensate should be comparable.
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Figure 6.9: A comparison between the time evolution of the survival probability for
V0 = 2.5 and F0 = 1.5 in the presence of harmonic noise in the slowly varying regime
with Γ = 5/TB and ω0 = 0.5/TB (dashed lines) and exponentially correlated noise
with τ = 40 TB (solid lines): for 〈φ(t)2〉 = 0.01 (orange dashed and red solid lines),
〈φ(t)2〉 = 0.1 (light green dashed and dark green solid lines), 〈φ(t)2〉 = 1 (magenta
dashed and violet solid lines), and 〈φ(t)2〉 = 10 (cyan dashed and blue solid lines).
Inset: Spectral distribution S(ω) for the harmonic noise (light green dashed line), and
the exponentially correlated noise (green solid line), for
〈
φ(t)2
〉
= 0.1.
Figure 6.9 shows a comparison between Pa(t) calculated in the presence of
harmonic noise in the slowly varying regime and exponentially correlated noise.
The harmonic noise is in the slowly varying regime, (i.e., 2Γ2 > ω20) with Γ =
5/TB and ω0 = 0.5/TB (dashed lines), and the equivalent exponentially correlated
noise has the correlation time τ = 40TB (solid lines). Both should have the
same 〈φ(t)2〉 in order to be comparable. Four different 〈φ(t)2〉 = 0.01, 0.1, 1
and 10 are considered. As seen in the main panel of Figure 6.9, the survival
probabilities in the presence of the harmonic noise in the slowly varying regime and
the corresponding exponentially correlated noise agree with each other very well
and show the same overall decay rate. The inset of Figure 6.9 shows the spectral
distribution of harmonic noise (light green dashed line) and of exponentially
correlated noise (green solid line), when 〈φ(t)2〉 = 0.1. As expected, both
spectral distributions are Lorentzian-like and lie on top of each other.
6.4.2 Impact of the oscillation frequency ω0
Here, the impact of the oscillation frequency ω0 of the harmonic noise on the
tunneling probability is studied. Figure 6.10 shows the time evolution of the
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Figure 6.10: Time evolution of the survival probability for V0 = 2.5 (giving ∆E ≈
2.5Erec) and F0 = 1.5 and α ≈ 0.85; in the presence of the harmonic noise with Γ =
1/TB, 〈φ(t)2〉 = 0.25 and various amounts of the oscillation frequency: ω0 = 0.01/TB
(green dashed lines); ω0 = 30/TB (blue dot-dashed lines); ω0 = 100/TB (red thin
solid lines). Results for the effective potential are shown by green filled circles. The
survival probability in the reference system is shown by the black thick solid line.
survival probability Pa(t) for different ω0, while Γ = 1/TB and 〈φ(t)2〉 = 0.25
are fixed. The system is set away from RET condition by choosing V0 = 2.5 and
F0 = 1.5. This lattice depth gives rise to an average band gap ∆E ≈ 2.5Erec
between the ground and the first excited band of the reference system. The
Hamiltonian given in Eq. (5.1) defines the reference system. Pa(t) of the refer-
ence system is shown by the black solid line in Figure 6.10 with its characteristic
step-like structure. The harmonic noise tends to wash out these step structure
systematically. Moreover, it leads to a strong enhancement of the tunneling rate
for ω0 = 30/TB (blue dot-dashed line). In this case, the spectral distribution
S(ω) of the harmonic noise peaks around ω˜ ≈ 30/TB with ∆ω˜ ≈ 10/TB. In
recoil energy unit, these values correspond to 7.2 Erec and 2.6 Erec, respectively.
Therefore, the noise leads to a preferred condition for the tunneling, matching
the band gap ∆E even for non-RET forces. For a very small ω0 = 0.01/TB
(green dashed line) the harmonic noise is in the slowly varying regime with the
Lorentzian-like spectral distribution which has a very narrow peak at ω = 0. The
width of this peak is ∆ω˜ ≈ 5×10−5/TB ∼= 10−5Erec, which is much smaller than
the energy scales of the system given by Erec and the band gap ∆E. Therefore,
the noise cannot assists the tunneling in this regime.
The red line in Figure 6.10 shows the survival probability for a large ω0 =
100/TB. Although the oscillation frequency of the harmonic noise is much larger
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than the damping frequency, the noise does not enhance the tunneling strongly.
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Figure 6.11: The survival probability Pa(t0) at t0 ≈ 6 TB in the presence of
harmonic noise with Γ = 1/TB, 〈φ(t)2〉 = 0.25 and a scan over ω0. (a) RET: V0 = 2
and F0 = 1.167 (cyan open triangles), non-RET: V0 = 2 and F0 = 1.5 (blue filled
triangles); (b) RET: V0 = 2.5 and F0 = 1.25 (red open circles), non-RET: V0 = 2.5
and F0 = 1.5 (black filled circles); (c) RET: V0 = 4 and F0 = 1.48 (light green open
squares); non-RET: V0 = 4 and F0 = 1.3 (dark green filled circles); (d) three non-RET
cases of (a), (b) and (c) in one panel. Results with the effective potential are shown
by colored dotted lines. The survival probabilities of reference systems are shown by
colored dashed lines.
The spectral distribution of the noise with ω0 = 100/TB peaks at ω˜ ≈ 100/TB
with ∆ω˜ ≈ 20/TB, i.e., the energy induced by the noise is very large and does
not match the energy scale of the system. To understand the effect of the
time-dependent stochastic potential on the system in this regime of very fast
oscillating noise (ω0 ≫ 1/TB), the time-dependent potential can be replaced by
a static effective potential. This effective potential Veff (x) is given in Eq. (6.4)
with β = exp (−2T/ω20) since 〈φ (t)2〉 = T/ω20 for the harmonic noise (see
section 3.2.2). Using the equality given in Eq. (6.5) for the parameters above,
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one gets α ≈ 0.85. The time evolution of the survival probability in this effective
model is shown by green filled circles in Figure 6.10, which demonstrates a perfect
agreement with the result of ω = 100/TB (thin red line).
Figure 6.11 exhibits the survival probability Pa(t0) after about 6 Bloch periods
for a complete scan over ω0, while keeping the damping frequency Γ = 1/TB
fixed. To investigate the response of the tunneling process to different system
parameters, various V0 and F0 are chosen: (a) V0 = 2 (triangle symbols), (b)
V0 = 2.5 (circle symbols), and (c) V0 = 4 (square symbols). For each of these
values of V0, calculations were done for two Stark forces: one which fulfill RET
condition (open symbols), and one which results in non-RET condition(filled
symbold). Figure 6.11(d) shows Pa(t0) for the three values of V0 when the
system is away from RET condition.
As seen for all the cases in Figure 6.11, Pa(t0) has a valley in the range
of 1/TB < ω < 100/TB. Therefore, for such oscillation frequencies, the noise
increases the tunneling rate. Furthermore, it can be seen that the results of
Pa(t0) are below the one of the reference system (dashed lines) when the system
is away from the RET condition. In fact, the energy induced by the noise drives
the system out of the resonance condition, and therefore the rate of tunneling
decreases.
Large oscillation frequency: The noise starts to affect the tunneling proba-
bility when it is in the fast oscillating regime and its spectral distribution peaks at
a finite frequency ω˜0. Since the variance of the noise 〈φ(t)2〉 ≡ T/ω20 is constant
for all the calculations, the parameter T is increasing by increasing ω0, and so is
the height of the peak in the spectral distribution. At large ω0, where the noise
is very fast, the system can be described by the effective model with β ≈ 0.6
(leads to α ≈ 0.85) and the results are shown by the colored dotted lines in
Figure 6.11. As seen, the symbols lie around the dotted lines at large ω0, which
confirms that the effective model predicts the effect of the noise very well when
100 ≤ ω0.
Small oscillation frequency: For small ω0, as shown and confirmed in Fig-
ure 6.9, the harmonic noise recovers the exponentially correlated regime. As seen
in Figure 6.11, for ω0 < 1/TB the symbols lie above the reference dashed lines
(suppression of tunneling). In this regime of ω0, the phase φ(t) is essentially
constant, and the potential resembles the bichromatic lattice with a constant
random phase. As mentioned in section 3.2, each data point is achieved by
averaging over 20 realizations of the noise. This means that even though the
phases are random, the possible fluctuations are averaged out. Therefore, Pa(t0)
remains almost constant in the regime of slowly varying noise.
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6.4.3 Impact of the damping frequency Γ of harmonic
noise
The same calculation as in the previous section can be done for different values
of Γ. Figure 6.12 shows Pa(t0) at t0 ≈ 6 TB for V0 = 2.5 and F0 = 1.5 (non-
RET). The phase φ(t) is given by the harmonic noise with 〈φ(t)2〉 = 0.25. The
calculations were done scanning ω0, for Γ = 0.01/TB, 1/TB, and 10/TB (shown
by different symbols in Figure 6.12).
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Figure 6.12: The survival probability Pa(t0) at t0 ≈ 6 TB versus ω0 for V0 = 2.5
and F0 = 1.5 (non-RET): Γ = 0.01/TB (blue circles), Γ = 1/TB (red squares), and
Γ = 10/TB (green triangles). The result from the effective model is shown by the
green dotted line. The survival probability of the corresponding reference system is
shown by the black dashed line.
As seen, the effect of the noise on Pa(t0) is similar for different Γ. Never-
theless, one can see for larger Γ that the decay of Pa(t0) starts later at larger
ω0. In fact, when Γ is larger, the noise remains in the slowly varying regime
(with the Lorentzian-like spectral distribution) for larger ω0 until the condition
ω20 > 2Γ
2 is fulfilled (see section 3.2.2). For all the shown data in Figure 6.12,
the noise enhances the tunneling probability in comparison with the reference
system (black dashed line) in the range of 10/TB . ω0 . 100/TB, but the valley
is less deep for a larger Γ. At large ω0, the symbols approach the vicinity of the
dotted line which shows the result calculated with effective model.
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6.4.4 A scan over the noise parameters Γ and ω0
Figures 6.13 and 6.14 exhibit a scan over the noise parameters Γ and ω0 for the
same value of 〈φ(t)2〉 = 0.25. Figure 6.13 exhibits Pa(t0) after about six Bloch
periods in the system with V0 = 2.5 and F0 = 1.5, and Figure 6.14 shows the
observable in the system with V0 = 4 and F0 = 1.3. In both cases, the system is
set away from the RET condition. There is a clear minimum plateau around the
values used in Figure 6.11, i.e., 20/TB . ω0 . 50/TB. For such parameters of the
noise, the decay is strongly enhanced by the energy matching condition discussed
before. There is a less pronounced enhancement for a wide range of larger Γ
values. Regions of suppresion of decay exist, especially for small ω0 (for all Γ)
and for large ω0, if Γ is small. The landscapes shown in Figures 6.13 and 6.14
highlight how the Landau–Zener tunneling can be engineered by choosing noise
with specific properties. Since the landscape is rather smooth, the here predicted
behavior of the decay is also robust to small experimental uncertainties of the
noise parameters. Each figure contains 145 data points (Γ,ω0), and for each
data point, an average over 20 realizations of the noise has been performed.
Figure 6.13: The survival probability at t0 ≈ 6 TB over the plane of the noise
parameters (Γ, ω0) for V0 = 2.5 and F0 = 1.5.
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Figure 6.14: The survival probability at t0 ≈ 6 TB over the plane of the noise
parameters (Γ, ω0) for V0 = 4 and F0 = 1.3.
6.4.5 Impact of 〈φ(t)2〉 on tunneling
Up to here, 〈φ(t)2〉 = T/ω20 was constant for all the calculations. It is impor-
tant to understand how this parameter can affect the tunneling probability. We
study the time-evolution of the survival probability for different ratios of T/ω20.
Figure 6.15 shows Pa(t0) at t0 ≈ 6 TB versus ω0 for two group of system param-
eters: (a) V0 = 2.5, F0 = 1.5 (non-RET), and (b) V0 = 4, F0 = 1.48 (RET),
with φ(t) given by harmonic noise with damping frequency Γ = 5/TB and four
different 〈φ2〉 = 0.01, 0.25, 1 and 10.
For ω0 . 1/TB, where the noise is in the slowly varying regime, Pa(t0) is
larger than in the other regions, i.e., noise suppresses the tunneling probability of
the condensate. By increasing the oscillation frequency ω0 of the harmonic noise,
Pa(t0) decreases and a minimum appears where the tunneling rate is strongly en-
hanced compared with the reference system (thick black solid line). This global
minimum moves to smaller ω0 for larger 〈φ(t)2〉. This means that a larger 〈φ(t)2〉
(stronger noise) leads to an earlier enhancement of the tunneling (see the data
for T/ω20 = 10 shown by green open squares). By further increasing ω0, the
harmonic noise enters the regime where the effective model can describe the
dynamics of the system. In this regime, the noise oscillates very fast and the
value of Pa(t0) in the noisy system lies in the vicinity the corresponding value
calculated by implementing the effective potential.
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Figure 6.15: The survival probability at t0 ≈ 6 TB for the system parameters (a)
V0 = 2.5 and F0 = 1.5; (b) V0 = 4 and F0 = 1.48. The noise parameter Γ = 5/TB,
the variance of the noise: 〈φ(t)2〉 ≡ T/ω20 = 0.01 (maroon filled circles), T/ω20 = 0.25
(blue open circles), T/ω20 = 1 (red filled squares) and T/ω
2
0 = 10 (green open squares)
and a scan over ω0. Results from the effective potential are shown by colored dotted
lines. The survival probability of the corresponding reference system is shown by black
solid lines.
The effect of noise on the tunneling probability shown in Figure 6.15 seems
systematic and remains the same for any group of (V0,F0). The shifts in the
minimum of Pa(t0) depend on T/ω
2
0, which is essentially the variance of the
harmonic noise and specify the strength of noise fluctuations. This ratio is used
to calculated the amplitude (given by β = exp(−T/ω20)) of the second lattice in
the effective potential. Moreover, β is a benchmark for the results, that is, when
β → 1 (for T/ω20 < 1) the results remain in the vicinity of the effective model
prediction, while when β → 0 (for T/ω20 ≤ 1), there is less agreement between
the data shown by symbols and the effective model (dotted lines). Therefore,
we rescale the results by
√
T/ω20 as the rescaling parameter. Figure 6.16 shows
the rescaled Pa(t0) in the same system and for the same noise parameters as in
Figure 6.15. As seen in Figure 6.16, a transition happens at around
√
T ≈ 1/TB
from the regime of slowly varying noise to the regime of fast changing noise.
For
√
T < 1/TB, the noise does not assist the tunneling, especially the larger
the ratio T/ω20 is (note: β → 0). Moving to the right (
√
T > 1/TB), the noise
enhances the tunneling rate and the minimum valley of all the data sets lies in
the same range of the rescaled parameter on the horizontal axis (i.e., at around
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Figure 6.16: The rescaled survival probability Pa(t0) at t0 ≈ 6 TB versus the
ω0
√
T/ω20 for the same parameters as in Figure 6.15: (a) V0 = 2.5 and F0 = 1.5; (b)
V0 = 4 and F0 = 1.48.
√
T ≈ 10/TB). For small 〈φ(t)2〉 (β → 1), however, the oscillation amplitude
of the noise is small, and therefore, the noise does not enhance the tunneling
strongly, but only remains close to effective model’s result. As a result, the min-
imum is shifted upwards, i.e., less tunneling of the condensate atoms for smaller
〈φ(t)2〉. This can be seen clearly in the system with V0 = 4 Erec shown in Fig-
ure 6.16(b). The results in this figure confirm that the tunneling rate depends
also on T .
6.4.6 Impact of T on the tunneling rate
To investigate the effect of the parameter T , calculations can be done for a fixed
T while running a scan over the oscillation frequency ω0. Figure 6.17 shows
the survival probability Pa(t0) at time t0 ≈ 6 TB for the three sets of system
parameters as presented in Figure 6.11: (a) and (b) V0 = 2.5, F0 = 1.25 (RET);
(c) and (d) V0 = 2.5, F0 = 1.5 (non-RET); (e) and (f) V0 = 4 and F0 = 1.48
(RET). Choosing different sets of system parameters helps to understand the
possible interplay between the impact of the noise and the system’s characteristic
parameters. The calculations were done for Γ = 5/TB and different values of
T = 0.01/T 2B, 0.1/T
2
B, 1/T
2
B, and 10/T
2
B. The left panels show the survival
probability Pa(t0) against oscillation frequency ω0 of the noise and the right
panels exhibit the rescaled data of Pa(t0) against ω
2
0/T .
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Small ω0: As seen in Figure 6.17, the data shown in the left panels depict a
step-like structure with respect to ω0. For small ω0 (slowly varying regime of
the noise) Pa(t0) is constant and the data shown by symbols, for cases with
T ≤ 1/T 2B, are well above the reference system (black dashed line), while for
T = 100/T 2B, the survival probability Pa(t0) lies below the one of the reference
system. Increasing the oscillation frequency of the noise, a transition happens
at some ω0 and Pa(t0) starts to decrease. It can be seen in the left panels of
Figure 6.17 that these transition points are shifted depending on the value of
T . For example, for T = 0.001/T 2B (black filled circles), the survival probability
Pa(t0) starts to decrease at around ω0 ≈ 0.05/TB, while for T = 1/T 2B it happens
around ω0 ≈ 1/TB. One can understand from these quantities that the transition
actually happens when ω0 ≈
√
T .
Large ω0: By further increasing the oscillation frequency ω0, Pa(t0) saturates
around a value gained using the effective model (shown by dotted line). Since in
this regime, T/ω20 ≪ 1, then in the effective model β ≡ exp(−2T/ω20)→ 1. For
T ≥ 1/T 2B, the step-like structure is somewhat different and for T = 100/T 2B,
the survival probability Pa(t0) (violet open triangles) is below the dashed line
(the reference system) and then it rises up at around ω0 ≈ 10/TB. For large
values of ω0, it lies in the vicinity of the magenta dotted line which is calculated
using the effective model. The reason of such a behavior is that for ω0 ≤ 1,
if T > 1/T 2B, the ratio T/ω
2
0 ≫ 1 while it is T/ω20 ≪ 1 for the cases with
T < 1/T 2B. For T/ω
2
0 ≫ 1, the noise is very strong and the amplitude of its
oscillations is very large and therefore, it leads to a larger tunneling probability.
As shown in Figure 6.8, for a large T > 1, even the slowly varying noise is strong
enough to change the potential and therefore, enhances the tunneling.
From the discussion above and the data shown in Figure 6.17, one realizes
that the transition point depends on T/ω20. This parameter being smaller or
larger than 1 distinguishes two regimes in the system which result in different
rates of tunneling (hence the step structure in Figure 6.17). One regime is the
slowly varying noise regime (small ω0) where the phase is constant. The other
regime is the fast oscillating regime. The results in the fast oscillating regime
(large ω0) can be described by the effective model (shown by dotted line) for
T/ω20 ≪ 1 which gives β ≡ exp(−2T/ω20)→ 1.
Scaling: To confirm the above discussion, the data are rescaled by the vari-
ance 〈φ(t)2〉 ≡ T/ω20 of the harmonic noise and shown in the right panels of
Figure 6.17. As seen, the horizontal axis is now ω20/T , which is the characteristic
ratio to calculate β. All the results with T ≤ 1/T 2B lie on top of each other. For
all the cases, Pa(t0) starts to decrease (or increases for the case of T = 100/T
2
B)
at ω20/T ≈ 1, and it continues falling down (rising up) until ω20/T ≈ 100. Here
is the regime, where the effective model is valid.
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Figure 6.17: The survival probability at t0 ≈ 6 TB for the system parameters (a)
and (b) V0 = 2.5 and F0 = 1.25; (c) and (d) V0 = 2.5 and F0 = 1.5; (e) and (f)
V0 = 4 and F0 = 1.48. A scan over the noise parameter ω0, while Γ = 5/TB, and
T = 0.001/T 2B (black filled circles), T = 0.01/T
2
B (red open circles), T = 0.1/T
2
B
(blue filled squares), T = 1/T 2B (green open squares), and T = 100/T
2
B (violet open
triangles). Pa(t0) of the corresponding reference system is shown by black solid lines
and for the effective model with β = 1 by dotted line.
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The value of β ≡ exp(−T/ω20) used in the effective model depends also on
the rescaling parameter. Two regimes are distinguished: (i) T/ω20 > 1 which
gives β → 0, and (ii) T/ω20 < 1 which gives β → 1. For the regime (i), the
noise is slowly varying and results deviate from the one from the effective model,
while for (ii) the noise is fast and the results agree with the one of the effective
model. Therefore, for ω20/T > 100, all Pa(t0) lie around a value (shown by
the dotted line in each panel) which is calculated using the effective model with
β = 1 (for the reason see the discussion above). For the system parameters
which fulfill the RET condition this value lies above the reference dashed line,
whilst in the non-RET case this value is below the reference dashed line, i.e.,
we get an enhancement of the tunneling rate in comparison with the reference
system in the non-RET case.
Impact of α:
From Eq. (6.5), α is calculated for the amplitude αV of the lattices, as defined
in Eq. (6.2). Therfore, the value of α has a crucial effect on the tunneling prob-
ability. Since β ≡ exp(−2T/ω20) is different for each data point in Figure 6.17,
α also gains different values. To check the impact of α, the same calculations
as in Figure 6.17 are done keeping α = 1. The survival probability Pa (t0) at
t0 ≈ 6 TB are shown in Figure 6.18 for two groups of system parameters: (a) and
(b) V0 = 2.5, F0 = 1.25 (RET); (c) and (d) V0 = 2.5, F0 = 1.5 (non-RET). The
system with V0 = 4 and F0 = 1.48 (RET), as seen in Figure 6.17(e) and (f),
shows in principle the same behavior as V0 = 2.5, F0 = 1.25 (RET). Therefore,
it is not shown any more in Figure 6.18.
T < 1/T 2B: For small T , the survival probability Pa (t0) remains very close to
the prediction from the effective model (dashed line) almost independent from
the value of ω0 (see the inset in Figure 6.18(a)). In this regime, the noise is
not strong enough to affect the system and β ≡ exp(−2T/ω20)→ 1. Therefore
symbols lie close to the dashed line for all ω0.
T ≥ 1/T 2B: For T ≥ 1/T 2B, the noise is strong and T/ω20 is larger than in the
case above, and the results show a different behavior. The survival probability
agree with the effective model for a large oscillation frequency ω0 & 100, while
it decreases by decreasing ω0. For ω0 < 100, the effective model is not valid
any more and all Pa (t0) fall below the dashed line (see Figure 6.18(a) and (c)).
In fact, by further decreasing the parameter ω0 (or ω
2
0/T ), the noise recovers
the slowly varying regime, and for a very small ω0 (e.g., ω0 . 1/TB), the phase
φ(t) is essentially a constant random number for long times, where averaging
over 20 realizations of this random number gives a constant Pa (t0).
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Figure 6.18: The survival probability at t0 ≈ 6 TB for the system with α = 1 and
parameters (a) and (b) V0 = 2.5, F0 = 1.25; (c) and (d) V0 = 2.5, F0 = 1.5. A scan
over the noise parameter ω0, while Γ = 5/TB, and T = 0.001/T
2
B (black filled circles),
T = 0.01/T 2B (red open circles), T = 0.1/T
2
B (blue filled squares), T = 1/T
2
B (light
green open squares), T = 10/T 2B (green filled triangles) and T = 100/T
2
B (violet open
triangles). Pa(t0) of the corresponding effective potential with β = 1 is shown by the
dashed line. Inset in (a): a close up view of symbold for the first three T .
6.4.7 Summary of the results
The results shown in this section confirm that the tunneling rate of the conden-
sate atoms in the time-dependent disordered lattices with the phase φ(t) given
by the harmonic noise can be manipulated by changing the noise parameters. In
summary:
• The noise, which is the phase for the second lattice, effectively normalizes
the amplitude of the second lattice and affects the tunneling probability.
This was confirmed by our effective model defined in Eq. (6.4) which gives
a perfect prediction by renormalizing the amplitude of the second lattice
for the limit of fast noise (ω0 ≥ 100/TB).
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• For small ω0, the noise recovers the exponentially correlated noise with
a large correlation time. In this limit (ω0 ≪ 1/TB), the noise is almost
constant during the time scale of the system and the potential is similar
to the bichromatic lattice with a constant phase. In most of the cases, the
noise suppresses the tunneling in this ragime, unless for large strength T
of the noise.
• Between these two regimes, the tunneling rate can increase (see Fig-
ures 6.11 and 6.15). A valley appears in a range of 10/TB < ω0 < 100/TB.
Comparing the energy induced by the noise (given by ∆ω˜) to the energy
scale of the system (given by ∆E in Erec unit), it turned out that these
two energies are comparable in this parameter regime.
• The results in Figure 6.15 showed that the variance 〈φ(t)2〉 is involved
effecting the tunneling probability. This value specifies the amplitude of
the noise fluctuations and equals T/ω20. The results in Figure 6.15 showed
that the minimum is at smaller ω0 for larger T/ω
2
0 (the valley was shifted
to the left). For a small variance (e.g., 〈φ(t)2〉 = 0.01) of the noise,
β ≡ exp(−T/ω20) → 1 and the results remain close to the corresponding
value from the effective model.
• The latter led us to rescale our results and thereby reduces the parameter
dependence of the system. The rescaling parameter turned out to be
related to 〈φ(t)2〉 ≡ T/ω20. In Figure 6.15, the data were rescaled by√
T/ω20 which resulted in a universal behavior of Pa (t0). This means that
the effective parameter on the tunneling is actually the strength of the noise
which is given by T . This led us to study the impact of T independently.
• Keeping T constant and scanning over ω0 showed that the transition be-
tween the slowly varying regime (where the phase is constant) and the fast
noise regime (where the effective model is valid) happens at the same T/ω20.
For ω20/T < 1 (β → 1), the noise is constant and suppresses the tunneling
(except for the very strong noise with a large T ). For ω20/T > 100, the
noise is fast and can be predicted by our effective model (see Figure 6.17).
• Keeping the amplitude of the potential constant (by keeping α = 1 fixed),
the results in Figure 6.18 showed that T and T/ω20 ≡ 〈φ(t)2〉 are the
effective parameters on the tunneling probability. It was demonstrated
that for larger values of these parameters the tunneling rate systematically
increases.
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6.5 Incommensurable Lattices with a
time-dependent deterministic phase
Here we study the effect of the deterministic time-dependent phase. It was
presented in section 3.2.3 that the time–dependent phase φ(t) can be given by a
sinusoidal function (see Eq. (3.37)). The spectral distribution of this function is
a delta function and this delta function in the numerical calculation has a finite
width and height. The idea is that this spectral distribution resembles the one
for harmonic noise with a peak at ω˜. Therefore, the deterministic phase can
be another benchmark for our calculations in the presence of harmonic noise,
when their spectral distribution are comparable and ω˜ ≈ ωd (see the end of
section 3.2.3). The time-dependent disorder potential is now written as
V (x, t) = αV
[
sin2
(
πx
dL
)
+ sin2
(
πx
d
′
L
+ Ad cos(ωdt+ ϕ)
)]
. (6.8)
Both lattices have the same amplitude αV and incommensurable lattice constants
dL and d
′
L. The phase is defined by a cosine function with amplitude Ad and a
period of oscillations 2π/ωd. There is also a random phase ϕ in this oscillatory
function, which is picked from a flat distribution. Therefore, we should average
our results over this phase drawn randomly in [0, 2π].
6.5.1 Effective model
For a large oscillation frequency ωd compared with the inverse Bloch period 1/TB,
the phase is a fast oscillating function. By averaging over one period 2π/ωd of
oscillations, it is possible to calculate a static effective potential which can model
the effect of the time-dependent oscillatory phase in the regime of large ωd, just
as it was done in section 6.2. This static effective potential is calculated as
follows
Veff(x) =
ωd
2π
∫ 2pi
ωd
0
V (x, t) dt
=
αV ωd
2π
[
2π
ωd
sin2
(
πx
dL
)
+
∫ 2pi
ωd
0
sin2
(
πx
d
′
L
+ Ad cos(ωdt+ ϕ)
)
dt
]
= αV
[
sin2
(
πx
dL
)
+ J0(2Ad) sin
2
(
πx
d
′
L
)]
.
(6.9)
Therefore, the time-dependent oscillatory phase is effectively renormalizing the
amplitude of the second lattice, and results in a static effective potential. Ac-
cording to our calculation in Eq. (6.9), the amplitude of the second term in the
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Figure 6.19: The Bessel function of the first kind J0(2Ad) (blue curve) and its first
derivative 2J1(2Ad) (red curve). The blue dashed line show the absolute value of the
Bessel function |J0(2Ad)|
effective potential Veff(x) is now given by the zero-th order Bessel function of
the first kind J0 (2Ad). The argument of this Bessel function depends only on
the amplitude Ad of the cosine function given in Eq. (6.8).
the plot of J0 (2Ad) as a function of Ad is shown by the blue solid line
in Figure 6.19. One sees that this function equals zero for some values of Ad.
Therefore, the amplitude of the second term in the effective potential, defined
in Eq. (6.9), is zero for these values of Ad. For such cases, the second lattice
is effectively vanishing and the potential recovers the reference system potential,
i.e., αV sin2 (πx/dL).
For Ad = 0, it is J0 (2Ad) = 1, and the amplitude of the second lattice in the
static effective potential Veff(x) has its maximum value. For non-zero Ad, the
extremum points of J0 (2Ad) can be specified finding the zeros of its derivative.
The derivative of the Bessel function of the first kind is J ′0 (2Ad) = 2J1 (2Ad)
and is shown by the red solid line in Figure 6.19. For the values of Ad, where
J1 (2Ad) = 0, the zero-th order Bessel function J0 (2Ad) possesses a local max-
imum or minimum, and the amplitude of the second lattice is larger than in the
other cases (except of the case Ad = 0), and hence the second lattice has its
maximum contribution in the effective potential.
Figure 6.20 shows a comparison between the results gained by integrating the
real Hamiltonian with the potential defined by Eq. (6.8) and the results calculated
by using the effective model defined in Eq. (6.9). Panel (a) shows our observable
Pa(t0) versus the amplitude Ad. As seen, the results of both calculation show
perfect agreement with each other. For values of Ad where J0 (2Ad) = 0, the
results of the effective model lie on the dashed line (Pa(t0) for the reference sys-
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Figure 6.20: A comparison between the effective model and the real system defined by
Eq. (6.8). The survival probability at t0 ≈ 6 TB for the system with V0 = 2.5, F0 = 1.5
and α = 1. A scan over the amplitude Ad of the phase, for (a) results of integrating
Hamiltonian with the potential defined by Eq. (6.8) with a large ωd = 100/TB (red
circles). Pa(t0) for the reference system is shown by black dashed line. (b) The absolute
value of the Bessel function |J0 (2Ad)| (black solid line). Pa(t0) in the effective model
defined in Eq. (6.9) is shown by blue crosses.
tem), and this agreement nicely confirms the above discussion. In panel (b), the
results shown in panel (a) are rescaled and compared to the absolute value of the
Bessel function |J0 (2Ad)| (black solid line). Symbols and the black curve, show
hills and valleys at the same values of Ad. Our observable resembles qualitatively
a behavior that is essentially determined by the Bessel function.
6.5.2 Impact of the oscillation frequency ωd and the
amplitude Ad on the tunneling
To study the impact of a time-dependent potential with a deterministic phase
on the tunneling probability of the condensate atoms, the time-resolved survival
probability is calculated. Figure 6.21 shows the survival probability at t ≈ 6TB
in the presence of the time-dependent potential versus the amplitude Ad of the
oscillatory phase. The shown data points are the results of averaging over 20
realizations of the phase ϕ (which is picked from a flat distribution). Different
symbols correspond to different values of the oscillation frequency ωd = 0.1/TB
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Figure 6.21: The survival probability at t0 ≈ 6 TB for the system with V0 = 2.5,
F0 = 1.5 and (a) α = 1, and (b) α 6= 1. A scan over the amplitude Ad of the phase, for
ωd = 0.1/TB (black filled circles), ωd = 1/TB (red open circles), ωd = 10/TB (green
filled squares), ωd = 100/TB (blue open squares). Pa(t0) of the correspondence
effective potential given by Eq. (6.9) is shown by magenta stars, and Pa(t0) for the
reference system is shown by black dashed line
(black filled circles), 1/TB (red open circles), 10/TB (green filled squares), and
100/TB (blue open squares). All the results shown in Figure 6.21(a) were calcu-
lated for α = 1, V0 = 2.5, and F0 = 1.5. For small ωd (e.g., ωd = 0.1/TB shown
by black filled circles), when the phase is a slowly oscillating function with a oscil-
lation period larger than the time scale TB of the system, the survival probability
Pa(t0) shows less decay compared with the other cases. By increasing the oscil-
lation frequency ωd (faster oscillation of the phase), Pa(t0) decays faster. The
rate of decay is faster for small values of Ad (Ad . 2) and then shows only some
fluctuations for even larger value of Ad. The tunneling probability is enhanced
for ωd = 10/TB (green filled squares) compared with the other values of ωd.
However, for a very fast oscillation of the phase (i.e., for ωd = 100/TB shown by
blue open squares), the survival probability Pa(t0) increases and symbols lie close
to the black dashed line (reference system). For such large oscillation frequency
the system is in the limit that the definition of the static effective potential given
in in Eq. (6.9) is valid. As seen, the results (magenta stars) from the effective
model lie on top of the results obtained from the time-dependent system with the
potential given in Eq. (6.8) and with ωd = 100/TB. This means, in the very fast
oscillating regime of the phase, the effect of the time-dependent phase is similar
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to the Bessel function J0 (2Ad) rescaling the amplitude of the second lattice.
As shown in Figure 6.19, the Bessel function can be zero for specific values of
Ad and for these values of Ad the amplitude of the second lattice vanishes and
the decay rate of the survival probability should be the same as in the reference
system. The results shown by blue and magenta symbols confirm this idea when
for some values of Ad, they lie close to the dashed line (reference system).
The same calculations can be done for α 6= 1. Using β = J0(2Ad), α can be
calculated from Eq. (6.5). Results are shown in Figure 6.21(b) and as seen the
data show the same behavior as the the case with α = 1. The difference in start-
ing points arises because of the different values of α for these points compared
with α = 1. In fact, for these points, β has its largest values and hence results
in a smaller α and a higher tunneling probability. Therefore, for Ad < 1, Pa(t0)
in panel (b) is smaller than the one in panel (a). The effective model gives the
data points shown by magenta stars. These data points demonstrate a perfect
agreement with the results gained using the potential given in Eq. (6.8) with a
large oscillation frequency, ωd = 100 /TB of the phase, as in panel (a).
6.5.3 One tilted lattice with a time-dependent
deterministic phase
To study the impact of the phase directly on the effective amplitude of the lattice
and the tunneling rate of the condensate atoms from the ground band, here a
system with a single periodic lattice with a time-dependent deterministic phase
is considered. The potential is defined as
Vdis (x, t) = V0 sin
2
(
πx
d
′
L
+ Ad cos(ωdt+ ϕ)
)
. (6.10)
Since the system is periodic, the step structures of the survival probability
are preserved. Such step structures are depicted in Figure 6.22. This Figure
shows the time evolution of the survival probability in the system with lattice
depth V0 = 2.5 and the force F0 = 1.5 for fixed Ad = 2 and different ωd of the
time-dependent phase. The length of the steps corresponds to the Bloch period
T ′B ≡ 2π~/(Fd′L), while the time scale on the horizontal axis was kept to the
original TB that has been considered up to now. As seen in Figure 6.22, the
survival probability for ωd = 100/TB (blue open squares) lies perfectly on top of
the survival probability calculated in the effective system. The effective potential
is defined as
Veff (x) = βV sin
2
(
πx
d
′
L
)
, (6.11)
where β = J0 (2Ad) as calculated in Eq. (6.9).
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Figure 6.22: Time evolution of the survival probability in the system defined by the
potential given in Eq. (6.10) with V0 = 2.5, F0 = 1.5. For Ad = 2, and different
oscillation frequencies: ωd = 0.1/TB (maroon filled circles), ωd = 1/TB (red open
circles), ωd = 10/TB (green filled squares), ωd = 100/TB (blue open squares). Pa(t0)
of the corresponding effective potential given by Eq. (6.11) is shown by magenta stars,
and Pa(t0) for the reference system is shown by black dashed line.
Figures 6.23(a) and (b) show the survival probability Pa(t0) at t = 6 TB for
the same system and a scan over the amplitude Ad. The survival probability
Pa(t0) is calculated for different oscillation frequencies ωd (specified with dif-
ferent symbols). Figure 6.23(a) exhibits the observable on the linear scale for
ωd = 0.1/TB (maroon filled circles), ωd = 1/TB (red open circles), ωd = 10/TB
(green filled squares), since they are not visible on the logarithmic scale in Fig-
ure 6.23(b). For a small ωd, the phase is almost constant and hence time-
independent. Therefore, the potential given in Eq. (6.10) is similar to the ref-
erence system. As seen, the values of Pa(t0) fluctuate close to the one of the
reference system (dashed line) for the small ωd = 0.1/TB. The larger the oscilla-
tion frequency of the phase is, the further the results are away from the reference
system.
Using the static potential given in Eq. (6.11), one can calculate Pa(t0) for
the effective model. The results of this calculation are shown by magenta stars in
Figure 6.23(b). For the fast oscillating phase, it is expected to see an agreement
between the results from the effective calculation (magenta stars) and the ones
calculated in the presence of the time-dependent phase (blue open squares), for
a large ωd = 100/TB. The results in Figure 6.23(b) show a very good agreement
for the values of Ad for which J0 (2Ad) 6= 0. But for those values of Ad where
β ≡ J0 (2Ad) = 0, the effective potential vanishes, and therefore the survival
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Figure 6.23: Survival probability at t0 ≈ 6 TB versus the amplitude Ad of the phase.
The system is defined by the potential given in Eq. (6.10) with V0 = 2.5, F0 = 1.5.
For different oscillation frequency of the phase: ωd = 0.1/TB (maroon filled circles),
ωd = 1/TB (red open circles), ωd = 10/TB (green filled squares), ωd = 100/TB (blue
open squares). (a) In the linear scale for the first three ωd mentioned above; (b) In
logarithmic scale for all the cases. Pa(t0) of the corresponding effective potential given
by Eq. (6.11) is shown by magenta stars, and Pa(t0) for the reference system is shown
by black dashed line.
probability drops to zero abruptly (the free particle problem). As seen in Fig-
ure 6.23(b) by magenta stars, Pa(t0) from the effective model is very small or
zero, which does not agree with the results calculated in the system with the
potential given in Eq. (6.10). Essentially, no matter how fast the oscillations of
the phase are, the potential given by Eq. (6.10) is never exactly zero, and the
lattice amplitude is always finite. This explains the discrepancy between data
shown by magenta stars and the ones by blue open squares in Figure 6.23(b).
A next-order correction should be considered in the calculation of the effective
potential in Eq. (6.9) in order to have a better effective model.
The Hamiltonian of the system presented in Eq. (6.10) is equivalent to
the Hamiltonian with a time-dependent driving force as defined in Eq. (2.31).
By using gauge transformations in the Kramers–Henneberger frame (see the ap-
pendix), one can transform the Hamiltonian with a time-dependent driving force
to the Hamiltonian for the periodic lattice with a deterministic time-dependent
phase. This means that in such a way the noise can resemble the effect of the
driving force as in Eq. (2.31).
The deterministic time-dependent phase has a delta function spectral distri-
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bution with a peak at ωd. This peak has a finite height and width due to the
finite time steps of the numerical calculations (see section 3.2.3). This determin-
istic noise defines another benchmark for the harmonic noise in the limit of fast
noise, if their spectral distributions are comparable. For that, the harmonic noise
spectral-peak frequency ω˜ should be approximately equal to the frequency ωd of
the deterministic phase. Furthermore, the area under the peak of the spectral
distributions should be approximately equal, i.e., Ad ≈ T/ω20 (see section 3.2.3).
For such a condition, the effect of both types of noise are comparable. In the pre-
sented sections we calculated analytically an effective model which can be used
as a benchmark to describe our results in the regime of fast oscillating noise.
By introducing these benchmarks in different limits of noise, and by scaling the
parameters which reduces the parameter dependence of the system, it is possi-
ble understand the effect of the stochastic potentials. This latter achievement
together with the summary presented in section 6.4 gives a fairly conclusive
picture for all the linear (non-interacting) cases. Our results showed that the
time-dependent noise in bichromatic lattice provide a further handle to control
the tunneling probability.
Chapter 7
Conclusions and perspectives
7.1 Conclusion
Ultracold atoms in optical lattices provide an ideal model system for time-resolved
studies of Landau–Zener tunneling. The results of our studies which were pre-
sented in this thesis show that it is possible to engineer the Landau–Zener tun-
neling probability of the ultracold atoms. Our numerical calculation together
with the experimental results from the group of Ennio Arimondo in Pisa, all
presented in chapter 5, confirmed that the tunneling from the ground band in
tilted optical lattices can be controlled. This control is possible by changing the
system parameters such as the lattice depth and the Stark force, or by chang-
ing the initial condition which is given by the initial width of the momentum
distribution of the Bose–Einstein condensate. Moreover, for small values of lat-
tice depth and Stark forces compared with the energy scale of the system, the
two by two Landau-Zener model describes our system very well. However, to
resolve the resonances in the long time decay rate, one must consider at least
three energy bands. All of the mentioned parameters can be easily tuned ex-
perimentally [42, 43]. Furthermore, our calculations showed that atom-atom
interactions affect the Landau–Zener tunneling probability and a repulsive inter-
action that typically leads to an enhancement of the Landau–Zener tunneling of
the ultracold atoms from the ground band, confirming earlier results of Professor
Ennio Arimondo’s experimental group in Pisa [36, 37, 38].
Also, by projecting the state of the system onto different bases, it is possible
to calculate the Landau–Zener tunneling probability in the adiabatic and diabatic
basis, respectively. Our results confirm the existence of a finite temporal width
for the transition in both bases and of strong oscillations of the survival probabil-
ity in the diabatic basis. Our numerical results nicely agree with the experimental
results from Pisa group [43]. The complete control over the parameters of the
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lattice makes it possible to measure the tunneling dynamics in different bases by
using different experimental measurement protocols [43].
The concept of the tunneling time was discussed in chapter 5 and a compari-
son was done to Vitanov analytical predictions [40]. Our studies showed that the
tunneling time depends very much on the definition and also on the basis with
which the calculations are performed. Our findings pave the way towards more
quantitative studies of the tunneling time for Landau–Zener transitions, which
are of current interest in the context of optimal quantum control [133]. Also,
it should be possible to measure the tunneling dynamics in arbitrary bases by
inducing a rotation of the 2× 2 Landau–Zener matrix through variations in the
lattice depth during the transition. With an appropriate choice of this variation
one could then, for instance, realize the super-adiabatic basis proposed by M.
Berry [112].
In chapter 6, we proposed a new way to control the tunneling probability of
ultracold atoms. We presented our new results – yet to be tested in experiments
– on the tunneling probability in time-dependent stochastic potentials. To that
respect, we studied the impact of different types of colored noise on the tunneling
probability. Our results demonstrate that it is possible to engineer the tunneling
by adding noise to the system. By changing the noise parameters, the tunneling
probability can be enhanced or suppressed. The noise can particularly enhance
the tunneling probability when the system parameters are chosen far from the
RET condition. More importantly, we calculated analytically an effective model
as a benchmark to describe our results in the regime of fast oscillating noise.
Furthermore, we found a scaling for our results which turned out to be very use-
ful to reduce the parameter-dependence of the system. This leaded us to a better
understanding of noise effects on the tunneling probability. We also introduced a
deterministic type of phase given by an oscillating function and study the impact
of such a time-dependent phase on the tunneling. This case acts as a further
benchmark of generally noise-driven dynamics. All these new predictions await
experimental verification.
7.2 Open questions
Many open questions have remained which allow for further studies. During the
last three years of our studies, we have tried to understand several observables
and problems some of which are not presented in the body of this thesis. For
instance, calculating the width ∆t of the survival probability step for different
initial width ∆p of the condensate was one of these results which was published
in 2009 in our Physical Review Letter [42]. The idea is: this width can reflect
the tunneling time in the Landau–Zener transition [42]. We expanded this study
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Figure 7.1: The step width ∆t for several ∆p (filled circles). For V0 = 1.5 and
F0 = 1.197. the step width ∆t is rescaled by the factor 0.42 which arises from
the definition of the error function with respect to our sigmoid function defining ∆t
according to Eq. (5.11).
numerically to very narrow initial widths of the condensate for different system
parameters. Figure 7.1 shows one of the cases for V0 = 1.5 and F0 = 1.197. As
one can see, the width of the step saturates for very narrow initial widths of the
condensate. However, it turned out the error of our numerical simulations grows
by decreasing the initial width and it is become very difficult to extract the width
of the step due to the oscillations appearing in the survival probability [43]. This
error is of order (10−2 TB) which is crucial in that regime.
Another observable which we studied was time-resolved expansion σx(t) of
the condensate. The time dependence of the condensate width is defined as
σx(t) ≡
√
〈(x(t)− 〈x(t)〉)2〉, (7.1)
where 〈x(t)〉 = 〈ψ(x, t)|x(t)|ψ(x, t)〉 gives the mean position of the wave
packet. The measured expansion rate dσx(t)/dt of the condensate width σx(t)
along with the lattice direction is to a good approximation proportional to the
hopping element which effectively describes nearest-neighbor tunneling [134].
Figure 7.2 shows the time evolution of the condensate width σx(t) for the
reference system defined by the Wannier–Stark Hamiltonian and also for the
system with the time-dependent potential defined in Eq. (6.2) with φ(t) given
by harmonic noise.
As seen in Figure 7.2, after a few Bloch periods the rate of expansion for
the case with ω0 = 30/TB (red squares) slows down, while according to our
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Figure 7.2: The time-resolved expansion of the Bose–Einstein condensate in the time-
dependent stochastic potential for V0 = 2.5, F0 = 1.5 and φ(t) given by harmonic noise
with fixed Γ = 1/TB, T/ω
2
) = 0.25 and: ω0 = 0.01/TB (blue circles), ω0 = 30/TB
(red squares), and ω0 = 100/TB (green triangles) (see Figure 6.10).
results shown in Figure 6.10, for ω0 = 30/TB the rate of tunneling is enhanced.
For fast noise with ω0 = 100/TB (green triangles) the rate of expansion of
the condensate is higher and for very slowly varying noise this rate is highest
even compared with the reference system’s expansion rate. These results
are surprising because one expects the condensate to expand more when the
tunneling is enhanced. For the periodic system, as explained above it is clear
that due to tunnelings the condensate width is increasing and its rate gives a
measure for the tunneling rate to the neighboring site [134]. In the noisy system
where no band structure can be defined, it is not clear how this function should
be analyzed. This is still an open question for further investigations.
Another open question concerning what we presented in this thesis is related
to the tunneling probability of the condensate in the presence of exponentially
correlated noise explained in section 6.3.3. To describe the results in Figure 6.7,
we introduced a scaling which resulted to a universal behavior of the observable
Γa. But it is not obvious why the decay rate of the survival probability, as
seen in Figure 6.7, shows a peak at τ/
√
D ≈ 0.3√TB. Further investigations
are needed to explain this resonance-like peak in the decay rate. Finding an
analytical estimate to describe the effect of the time-dependent stochastic
potential in a very broad range of parameters is desirable.
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7.3 Future outlook
Our findings certainly stimulate many further questions and several problems have
been left unsolved. Concerning the noisy systems, it is interesting to study the
effect of the noise on the Landau–Zener model and calculate how the band-gap is
renormalized by the presence of the noise. Some relevant works have been done
by V. L. Pokrovsky and his co-workers in [135], where they study the influence
of fast noise on Landau-Zener transitions. They also analyze the influence of
colored classical Gaussian noise on Landau-Zener transitions during a two-level
crossing in a time-dependent regular external field. How such simplified models
are connected to our system studied in chapter 6 should be investigated.
Another problem to be considered would be to include the atom-atom inter-
actions in the system. The idea is to investigate the possible interplay between
nonlinearity and the time-dependent stochastic potential and their simultaneous
impact on the tunneling probability. Some preliminary studies have been done by
our Bachelor student, Anton I. Ivanov. His results prove that there is an interplay
between interaction and time-dependent disorder. But the effect of nonlinear-
ity is typically very small and more investigations in proper regime of parameters
should be performed. V. L. Pokrovsky and his co-workers have done some studies
on weakly interacting Bose gas in a random environment [136]. They show that
for weak enough interactions, the particles fill deep potential wells of the random
potential whose radius and depth depend on the characteristics of the random
potential and the interacting gas. A future study investigating these possibilities
with ultracold atoms would be very interesting, also in view of new experiments.
Appendix A
Gauge transformation
In section 2.2.4, a Hamiltonian was introduced by Eq. (2.31) which can describe
the dynamics of a particle in a driven lattices. This Hamiltonian is equivalent
to the Hamiltonian which is constructed by using our disorder potential defined
in Eq. (6.10). Here, we demonstrate this equivalence by using unitary transfor-
mations as follows The transformation is done in two-steps. Starting from the
Hamiltonian given in Eq. (2.31)
H1(x, t) =
p2
2M
+ V0 sin
2(kLx) + Fx cos(ωt), (A.1)
with p = (~/i)d/dx. This Hamiltonian describes a particle driven by a monochro-
matic force of frequency ω and strength F that is coupled to the particle in the
“length gauge”. One can transform the wave functions ψ1(x, t) which corre-
sponds to H1(x, t) according to
ψ1(x, t) = e
− i
~
Fx
ω
sin(ωt)ψ2(x, t). (A.2)
Implementing ψ1(x, t) in the Schroo¨dinger equation i~∂tψ1(x, t) = H1ψ1(x, t),
one finds that the dynamics of the new wave functions ψ2(x, t) are determined
by
H2(x, t) =
(p− F/ω sin(ωt))2
2M
+ V0 sin
2(kLx). (A.3)
This is actually the Hamiltonian which was presented in section 5.1 by Eq. (5.4)
and describes the dynamics in the “velocity gauge”. In the second step, one
has to perform a further transformation [137]. The wave functions ψ2(x, t)
corresponding to H2(x, t) can be transformed by
ψ2(x, t) = e
− i
~
R t
0
dt′
“
Fp
Mω
sin(ωt′)+ F
2
2Mω2
sin2(ωt′)
”
ψ3(x, t)
= e−
i
~
Fp
Mω2
cos(ωt)+ i
8~
F2
Mω3
sin(2ωt)ψ3(x, t).
(A.4)
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In addition x → x + F/Mω2 cos(ωt). Therefore, the Hamiltonian to describe
the dynamics of this Hamiltonian yields
H3(x, t) =
p2
2M
+ V0 sin
2(kL(x+ F/Mω
2 cos(ωt))) +
F
4Mω2
. (A.5)
The term F/4Mω2 is exactly the “ponderomotive energy” of the particle, i.e.,
the mean kinetic energy associated with its quiver motion due to the oscillating
force. This new Hamiltonian H3(x, t) with its oscillating potential describes
the dynamics in the Kramers–Henneberger frame [138]. Our Hamiltonian in
section 3.2.3, which described the dynamics of a particle in a periodic lattice
with a deterministic time-dependent phase, is similar to this latter Hamiltonian
H3(x, t).
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