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1 Motivations and structure of the paper
Conformal field theories are a crucial ingredient in both abstract and concrete investigations
of quantum field theory. They control critical phenomena in condensed matter physics and
the RG flows of generic quantum field theories [1, 2]. Through AdS/CFT, they even provide
a framework to study quantum gravity [3]. With some exceptions in two-dimensions, where
the conformal group is infinite-dimensional, our understanding of generic conformal field
theories is still quite poor. It is pretty clear that conformal symmetry is a rather restrictive
constraint on a field theory: the very notion of universality in critical phenomena originates
from the fact that there are relatively few “simple” conformal field theories which describe
the infrared behaviour of a large variety of physical systems.
Given the importance of conformal symmetry, it is interesting to consider probes or
modifications of a theory which preserve a large subgroup of the conformal group. A basic
example would be a conformal boundary condition, i.e., a boundary condition which is left
invariant by all conformal transformations which fix the position of the boundary, which
form an SO(D, 1) subgroup of the SO(D+1, 1) conformal group of the bulk D-dimensional
conformal field theory [4, 5]. More generally, we can consider the notion of a conformal
defect : a d-dimensional defect in a D-dimensional conformal field theory which wraps a
d-dimensional hyperplane (or a sphere) and is invariant under the SO(d+1, 1)×SO(D−d)
subgroup of the SO(D+ 1, 1) conformal group which preserves the hyperplane. Conformal
defects should play an important roˆle in studying the universal low-energy behaviour of any
configuration where a quantum field theory is modified or excited in the neighbourhood of
a large d-dimensional submanifold. The obvious example is the low energy behaviour of
an impurity in a gapless system: the interaction of the defect with the low energy degrees
of freedom should be encoded in a conformal line defect.
The importance of extended defects in quantum field theory is already clear in the
study of gapped system. In high energy physics, the obvious examples are the roles of
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Wilson [6] and ’t Hooft [7] line defects in the classification of the phases of four-dimensional
gauge theories. In condensed matter physics, line defects (“quasiparticles” ) are the most
interesting low energy observables in three-dimensional topological phases of matter and the
mathematical structures defined by such line defects are the main tool for the classification
of such phases as 3d TFTs.
It is thus natural to expect conformal defects to play an important role in the study of
conformal field theories. These expectations are met in conformal field theories which are
amenable of an exact treatment, either thanks to a large amount of supersymmetry or to
two-dimensional conformal symmetry. Conformal boundary conditions in two-dimensional
CFTs received a great deal of attention, partly due to the relations to D-branes in string
theory. Ultimately, the properties of conformal boundary conditions and interfaces inform
much of what we know about two dimensional CFTs and SCFTs and are the subjects of
intense mathematical study. Conformal defects also play a central role in modern investiga-
tions of supersymmetric quantum field theories. As an example, we can look at conformal
line defects, such as Wilson and ’t Hooft line defects in four-dimensional gauge theories,
or Wilson loops and vortex-like defects in three-dimensional gauge theories. These are
instrumental in the study of supersymmetric dualities [8], AdS/CFT [9], the calculation of
scattering amplitudes [10, 11] and of protected correlation functions [12].
These rich theoretical structures provide a clear motivation to pursue the study of
conformal defects in a non-supersymmetric context. As a preliminary step, it is useful
to look for examples of interesting conformal defects. Notice that in a general quantum
field theory it may be hard to figure out if a given defect, or any defect, can flow in the
infrared to a non-trivial scale-invariant defect. In principle, conformal invariance may also
be a stronger requirement than scale invariance, even for a defect in a conformal invariant
theory. It would be particularly interesting, for example, to understand the behaviour
of line defects for four-dimensional gauge theories in the conformal window [13] and in
three-dimensional gauge theories which are conformal in the IR, such as the Chern-Simons
theories coupled to vector matter which are candidates for interesting non-supersymmetric
dualities [14–16].
The purpose of this paper is to identify and study numerically a simple example of con-
formal line defect in a three-dimensional non-supersymmetric CFT. The three-dimensional
critical Ising model provides a natural testing ground for us. It is a well understood theory,
which can be readily simulated numerically. It has a dual Z2 lattice gauge theory formu-
lation, which provides us with a convenient candidate defect in the form of a Wilson line
defect. The Wilson line defect becomes a twist line defect in the Ising model description
(see [22] and references therein) and is protected by topological considerations which pre-
vent it from becoming trivial at low energy. On the practical side, Wilson line defects in the
Z2 lattice gauge theory are well studied numerically in the confining phase as the endpoints
for a confining string [23]. This allows us to use well established numerical technology to
determine the low-lying spectrum of anomalous dimensions of the operators which live on
the defect and test the hypothesis that the twist line defect flows to a conformal line defect
in the continuum limit.
A second motivation to look at this problem arises in the context of the bootstrap
program. The bootstrap program aims to use the constraint of conformal symmetry to
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classify and possibly even solve conformal field theories [17, 18]. The bootstrap program is
very successful in two dimensions, but progress in higher dimension has been very slow. A
recent breakthrough [19, 20] suggests that a numerical bootstrap solution of the 3d Ising
model may be possible. Differently from the two-dimensional case, the bootstrap solution
requires as an input numerical information about the low-lying operators of the CFT, such
as the anomalous dimensions. A natural and useful extension of the bootstrap analysis is
to include conformal defects [21]. It is thus important to have numerical information about
the conformal defects to use as an input of a future bootstrap analysis.
The structure of the paper is the following. In section 2 we review the properties of
conformal defects. In section 3 we define the twist line defects in the Ising model, and
the basic local operators we will use in correlation functions. In section 4 we present our
results and conclusions.
2 Conformal defects
In the study of quantum field theories, one typically encounters a variety of useful local
probes and modifications of the underlying theory. The most common example are local
operators, which probe or modify the theory at a point of space-time. Wilson and ’t Hooft
line operators in gauge theories are classical examples of a probe or modification which
extends along a line. Boundary conditions or domain walls modify the theory along a
codimension one locus in space-time. General examples of d-dimensional defects in a D-
dimensional field theory can be engineered, say, by adding to the Lagrangian new degrees of
freedom localized on the defect, which couple to the degrees of freedom of theD-dimensional
field theory restricted to the defect .
If we consider a D-dimensional field theory invariant under the ISO(D) Poincare´ group
and flow to the far infrared, we typically expect to end up with a conformal field theory,
possibly trivial, topological or free, i.e. a theory which is invariant under the SO(D+ 1, 1)
group of conformal transformations. In a similar fashion, we can consider a modification
or a massive excitation of the field theory localized near a d-dimensional hyperplane and
preserving the ISO(d)× SO(D− d) subgroup of the Poincare group which fixes the hyper-
plane. As we flow to the infrared, we do not expect the modification to affect the critical
properties of the theory in the bulk. We can thus hope that the localized modification
will either disappear or flow to a “conformal defect”, i.e. a defect of the conformal field
theory, preserving the SO(d + 1, 1) × SO(D − d) subgroup of the conformal group which
fixes the hyperplane.
A priori, the result of the RG flow is expected to have scale invariance, but full confor-
mal invariance is a stronger constraint. For unitary quantum field theories, scale invariance
is expected on general grounds to imply conformal invariance [24]. It is not known if a sim-
ilar result holds for scale invariant defects in a CFT as well. See [25] for some recent work
on the subject. Indeed, one basic motivation for the present work was to check conformal
invariance for a simple example of defect in a non-supersymmetric 3d CFT.
Although conformal defects are somewhat analogous to local operators, there are some
important differences. The most obvious difference is that while the set of local opera-
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tors of a field theory is naturally part of the definition of what the theory is, the set of
higher-dimensional defects which can be inserted in a given conformal field theory can
be enormous, morally as large as the set of d-dimensional conformal field theories. For
example, a generic superconformal boundary condition in N = 4 4d SYM theory can be
engineered at weak coupling by gauging a flavor symmetry of a generic three-dimensional
N = 4 SCFT. One may think that the possibility of considering such a variety of confor-
mal defects is somewhat artificial, and that simple modifications of the theory in the UV
will lead to a small class of simple defects in the IR. This expectation is incorrect: a very
simple defect in the UV theory may acquire a very intricate IR dynamics, due to “edge
excitations” of the bulk theory. Very little is known about possible constraints on how RG
flow in the bulk may affect the degrees of freedom living at a defect.
If the bulk theory is a strongly-coupled CFT in the IR, there is really no well-defined
separation between degrees of freedom at the defect, and bulk degrees of freedom. The
closest analogue to studying a “defect conformal field theory” is to look at the set of
local operators which live at the defect. These local operators have many properties in
common with operators in a d-dimensional CFT with SO(D − d) flavor symmetry, with
one important exception: such a d-dimensional CFT would have a protected stress-tensor
operator of conformal dimension d. In general, there is no such “defect stress tensor”
available as a local operator at the defect.
On the other hand, every conformal defect should support a “displacement operator”,
which we will denote as Di, i = 1, · · · , D − d, which has dimension d + 1 and transforms
as a vector under the SO(D − d) group of rotations around the defect. Intuitively, the
displacement operator is something which can be added to the Lagrangian of the theory in
order to displace the defect in the normal direction, much as the stress tensor is something
which can be added to the Lagrangian in order to deform the metric of space-time. As
we can deform the shape of a defect by a local diffeomorphism, there should be a relation
between the displacement operator and the bulk stress-tensor.
This relation can be made precise: the displacement operator controls the break-
ing of translation symmetry normal to the defect, and thus enters the stress-tensor
Ward identities:
∂µT
µi = Di
∏
j
δ(xj) , (2.1)
where we denote the D-dimensional indices with Greek letters such as µ and the D − d
transverse indices with latin letters such as i, j, k. This Ward identity makes the protected
quantum numbers of Di manifest. Notice that the Ward identity fixes the normalization
of Di, and thus the numerical coefficient in the two-point function
〈Di(x)Dj(0)〉 = CD δij|x|2d+2 (2.2)
is an intrinsic property of the defect. Intuitively, “simple” defects will have a small two-
point function coefficient. For example, a trivial or topological defect has CD = 0.
From the perspective of conformal bootstrap, the correlation functions of the bulk
CFT can be computed from the knowledge of the spectrum of bulk local operators and of
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the coefficients of three-point functions, whose functional form is determined by conformal
symmetry. In a similar fashion, correlation functions of defect local operators can be com-
puted from the knowledge of the spectrum of defect local operators and the coefficients
of three-point functions of defect local operators. On the other hand, mixed correlation
functions of local operators in the bulk and on the defect require one extra piece of infor-
mation: the bulk-to-defect pairing, i.e. the coefficient of two-point functions involving one
bulk operator and one boundary operator. The functional form of such two-point functions
is also fixed by conformal invariance: we can use a conformal transformation to send the
defect operator at infinity, and then use scale transformations, translations and rotations
to move the bulk operator at whatever location in space-time we want to use as a reference
point. For example, the correlation function of a scalar bulk local operator O and a scalar
defect local operator o takes the form
〈O(x)o(0)〉 = COo |xµ|−2∆o |xi|∆o−∆O (2.3)
where |xi| is the distance from the defect, and |xµ| the distance from the origin. Indeed,
when the defect local operator is sent to infinity, the correlation function depends only on
the transverse distance, as |xi|∆o−∆O , and then an inversion centered on the origin gives
the general correlator.
An alternative, useful point of view is to consider the possible OPE available in the
system: two bulk operators close to each other can be expanded as a sum of bulk local
operators sitting at an intermediate location, two defect local operators close to each other
can be expanded as a sum of defect local operators sitting at an intermediate location on
the defect, and a single bulk local operator near the defect can be expanded into a sum
of defect local operators. The latter bulk-to-defect OPE is a good way to use knowledge
about the bulk local operators to learn about the possible defect local operators. The OPE
expansion of a bulk operator cannot be empty, otherwise the correlation functions involving
the defect and that operators would be all zero. For example, if the defect preserves some
flavor symmetry, there must be a defect local operator for each representation of the flavor
symmetry for which a bulk local operator exists.
In this paper we study a conformal defect which belongs to a special class of monodromy
defects. Monodromy defects can be defined in a CFT which is equipped with a flavor
symmetry group G. We will focus on the case of discrete G, but most of our considerations
apply to a continuous flavor group as well. If a conformal field theory has a flavor symmetry,
we can define a trivial class of topological domain walls Dg associated to elements of the
flavor group g as follows: a correlation function in the presence of the domain wall is equal
to the same correlation function without the domain wall, but with all local operators on
one side of the wall transformed according to g.
A monodromy defect is defined as any codimension 2 conformal defect on which a Dg
domain wall can end. Local operators which transform non-trivially under g will be multi-
valued around the monodromy defect. In particular, this means that the OPE of a bulk
operator charged under g will contain defect local operators with fractional spin under the
SO(2) group of transverse rotations. For example, if φ is the angular coordinate around
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the defect, r the radial coordinate in the plane perpendicular to the defect, and G = Z2, a
Z2 odd operator O of conformal dimension ∆ will have OPE
O(r, φ) ∼
∑
n,a
ei(n+
1
2
)φr∆a−∆on+ 1
2
,a (2.4)
involving defect local operators on,a of conformal dimension ∆a and half-integral SO(2)
spin s = n+ 1/2.
3 A monodromy defect in the Ising model
Consider the Ising model on a cubic lattice. The Ising model has a Z2 flavor symmetry
which flips the spin at each site. There is an obvious realization of a Z2 topological
domain wall in the theory: consider some hypersurface S, and flip the sign of the spin-spin
interaction for edges which cross S. If S is closed, or extends to infinity, we can simply flip
all the spins on one side of S, and recover the standard Hamiltonian for the Ising model.
Similarly, we can deform S to a different hypersurface S′, by flipping all the spins in the
region between S and S′. On the other hand, if S has a boundary, which will generally
consist of a codimension 2 locus L which does not cross any edges of the lattice, the location
of L is meaningful, and we obtain a lattice realization of a monodromy defect. Any choice
of S which is bounded by the same locus L defines the same monodromy defect.
In the two-dimensional Ising model, the monodromy defect is a local operator, which
goes in the continuum limit to the disorder operator µ. The OPE between the disorder
operator µ and the spin operator σ gives a spin 1/2 operator: the free fermion ψ hidden
in the 2d Ising model. Notice that in the context of the 2d Ising model, the free fermion
still sits at the end of the topological Z2 domain wall, which in the language of RCFT is
the topological domain wall labelled by the energy operator .
In the three-dimensional Ising model, which is the focus of this paper, the monodromy
defect is a line operator. The 3d Ising model has a dual description as a Z2 gauge theory,
in which the monodromy defect is a very fundamental object, i.e. the Wilson loop, and
has no topological domain wall attached to it. In the Z2 gauge theory description, on the
other hand, the spin operator is essentially a monopole operator, and sits at the end of a
topological line defect. The topological line defect acquires a minus sign when crossing the
Wilson line operator. This implements the anti-periodicity of the spin operator around the
Wilson loop operator. This is analogue to the behavior of a fundamental Wilson loop and
a monopole of minimal charge in a 3d gauge theory based on the su(2) Lie algebra. The
fundamental Wilson loop is allowed if we pick an SU(2) gauge group, the basic monopole is
allowed if we pick an SO(3) gauge group. If we try to include both operators in correlation
functions, the monopole operator will be anti-periodic around the Wilson loop, and we
will to place either of the two at the end of some topological defect which keeps track of
the antiperiodicity.
After inserting the monodromy line defect in the lattice Ising model, we can tune the
interaction strength to make the bulk theory critical, and flow to the far infrared. As
the spin operator is anti-periodic around the defect, the line defect can hardly disappear
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in the IR. It is natural to conjecture that it will flow to a conformal line defect. The
operators on the monodromy line defect will be labelled by their integral or half-integral
spin s and conformal dimension ∆. The displacement operator gives rise to local operators
D = D1 + iD2 of spin 1, and D¯ = D1 − iD2 of spin (−1), both of dimension 2.
It is easy to argue that in a theory of a free scalar field, the OPE of the scalar field
with a monodromy defect would contain spin s = n+ 1/2 primary operators of dimension
|s|+ 1/2. Indeed, we can consider a general OPE
φ(x) ∼
∑
a
fa(z, z¯)oa + · · · (3.1)
where z = x1 + ix2 = r eiφ is a complex coordinate in the plane orthogonal to the defect
(we are taking the defect line along the x3 direction), oa the primaries on the defect, and
the ellipsis indicates descendants (derivatives) of the primaries. If we apply the free field
equation of motion on the OPE and look at the coefficients of primaries, we can ignore
derivatives along the defect, which give descendants. Thus the OPE coefficients must be
harmonic functions of z, z¯, and the OPE must take the form
φ(x) ∼
∑
n
(
z¯n+1/2on+1/2 + c.c
)
+ · · · (3.2)
The Ising model is quite close to the theory of a single free scalar field, at least as far
as conformal dimensions are concerned. Thus we expect the OPE of the spin operator with
the defect to be dominated by a spin 1/2 operator ψ of dimension close to 1,
σ(x) ∼ r∆ψ−∆σ
[
e−iφ/2ψ + eiφ/2ψ¯
]
+ · · · (3.3)
and that the leading contribution in a spin s = n + 1/2 > 0 sector will be an operator of
dimension close to n+ 1.
On the other hand, the OPE of the energy operator  with the defect involves operators
of even spin, and thus should be dominated by the identity operator, and possibly the
displacement operator, which we expect to be the operator of lowest dimension in the
s = 1 sector:
(x) ∼ r−∆1 + r2−∆
[
e−iφD + eiφD¯
]
+ · · · (3.4)
In a free scalar theory, defect local operators of integral spin could be built as bilinears of
the scalar field modes, on+1/2om+1/2, of dimension equal to |s| + 1. We thus expect the
Ising model to also include defect local operators of integral spin s and conformal dimension
close to |s|+ 1. It may be possible to understand these “Regge trajectories” of defect local
operators in terms of the approximate higher spin symmetry expected to hold in the 3d
Ising model.
3.1 The set-up
Let us now describe in some more detail the realization of monodromy defects in the 3d
critical Ising model on a cubic lattice with periodic boundary conditions.
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x3
x2
x1
`
`
`
Monodromy line L
Domain wall S
Figure 1. In our set-up, the domain wall S is the surface across which the links are frustrated. It
ends on two defect lines. We will mostly consider the proximity of one of such lines, which we take
to be aligned with the x3 axis.
The partition function of the model on a cube of side ` is
Z =
∑
{σx}
exp [−H ({σx})] , (3.5)
where the sum runs over all the spin configurations. The Hamiltonian reads
H ({σx}) = −βc
∑
〈xy〉
J〈xy〉 σxσy , (3.6)
where the sum runs over nearest-neighbor sites and the Z2 variables σx are defined on
the sites.
The coupling βc is set to the best known critical value 0.22165455 [26]. In the following
we shall compare our results with the existing estimates for the spin and energy critical
dimensions. The most precise estimates for these quantities are ∆σ = 0.51813(5) and ∆ =
1.41275(25) from Monte Carlo simulations [27] and ∆σ = 0.51819(7) and ∆ = 1.4130(4)
from Strong Coupling Expansions [28]. A conservative combination of these results gives
the two values ∆σ = 0.5182(2) and ∆ = 1.4130(5) which we shall use in the following.
As anticipated in section 3, the position of the monodromy defects is encoded in the
sign of the couplings of the spin-spin interaction J〈xy〉. We set these couplings everywhere
to +1, except on the bonds that intersect a surface S joining two defect lines on the dual
lattice as depicted in figure 1, for which we choose J〈xy〉 = −1.
On a finite lattice it is not possible to define a single straight defect; the simplest
choice is to put a couple of defects as far as possible from each other and measure the
observables in the neighborhood of one of them; if the size of the lattice is large enough the
distant defect lines do not disturb the measure. In some cases, in the correlation functions
involving local operators on the bulk and on the defect the presence of other defect lines,
including the copies generated by the periodic boundary conditions, cannot be neglected.
Our aim is to realize on the lattice the lowest dimensional operators o living on the
monodromy defect (this will be the focus of the next section) and to compute their anoma-
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σ1
σ4σ3
σ2
frustrated links
SL
x2
x1
φ
Figure 2. The 2d lattice of a plane transverse to the defect line. The projection of the defect plane
is the heavier line, crossed by frustrated links, which plays the roˆle of a Z2 monodromy cut.
lous dimensions by means of Monte Carlo simulations. We will also study some correlators
of local operators in the bulk and on the defect, as discussed in eq. (2.3)
As a basic update algorithm we chose the standard Metropolis algorithm with multi-
spin coding technique. Our version of this method is able to update 64 independent lattices
in parallel on a simple desktop machine. It is important to notice that the defect breaks
the translational symmetry in the two transverse directions and it would be a waste of
CPU time to update the whole lattice before every measure. A simple way to speed up the
simulation is to update sub-lattices of decreasing transverse dimensions centered around
the defect in a hierarchical way [29].
Before starting our runs we performed a preliminary test for different values of the
lattice size ` to evaluate the magnitude of finite size corrections. The main source of
corrections is due to the periodic boundary conditions which create fictious replicas of
the defect lines and operators. We kept explicitely into account these corrections in our
analyses (see footnote 2 below). Once these effects were under control, the remaining finite
size corrections turned out to be very small. We verified that in the range 50 ≤ ` ≤ 70 no
measurable finite size correction (within the precision of our data) could be observed for
computations involving even spin operators. All our runs were then performed choosing
` = 70. For odd operators we had to resort to slightly larger lattice sizes. In this case
we found no residual finite size effects in the whole range 90 ≤ ` ≤ 120 and used as a
conservative choice to perform our simulations ` = 120.
3.2 Representations of the lattice symmetry group
As discussed in section 3, in a continuum theory with a monodromy line, defect local
operators have definite scale dimension and SO(2) spin. We will realize some of such
operators on the lattice in terms of spin operators sitting close to the monodromy line.
These realizations are classified, rather than by their SO(2) spin, by the representation of
the corresponding discrete symmetry on the lattice.
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Let us thus consider the symmetry of the lattice plane orthogonal to the defect line,
as in figures 1), (2. In absence of the monodromy cut corresponding to the projection
of the defect S, the symmetry of the square lattice would be given by the D4 dihedral
group, generated by the rotation of pi/2 (say, counter-clockwise) and the reflection about
any of the symmetry axes (say, the horizontal one in figure 2). In presence of the cut, the
counter-clockwise rotation of pi/2 must be accompanied by a “gauge” transformation to
bring the defect to its original position; in doing so, the spin variables which switch side
w.r.t. the frustrated plane change sign; we denote this transformation as a. Its action on
the elementary spins σi (i = 1, 2, 3, 4) at the corners of a plaquette “linked” with the defect
(as depicted in figure 2) is as follows:
a : (σ1, σ2, σ3, σ4) 7→ (σ2, σ3, σ4,−σ1) . (3.7)
Indeed, bringing the cut to its original position after the rotation, it crosses the σ1 spin
variable, switching its sign.
The reflection b with respect to the axis through the origin containing the projection
of the frustrated plane (the x1 axis) is not affected by the presence of the cut and acts on
the spins σi as follows:
b : (σ1, σ2, σ3, σ4) 7→ (σ4, σ3, σ2, σ1) . (3.8)
These transformations satisfy a8 = 1, b2 = 1 and (ab)2 = 1, and generate thus the
dihedral group D8. Thus, in our discrete lattice set-up, the symmetry group in the plane
is effectively augmented in presence of the monodromy, and mixes the space-time and the
flavor Z2 symmetry; Coleman-Mandula theorem does not apply in this case.
Besides the D8 invariance, there is another symmetry of the theory which turns out
to be useful in the classification of the local operators on the defect, namely the reflection
with respect to a plane orthogonal to the defect line; if x3 is the coordinate along the
defect, the reflection with respect to such a plane through the origin is of course
S : x3 7→ −x3 , (3.9)
and we call the parity of an operator with respect this symmetry S-parity.
The D8 group has order 16 and possesses seven irrepses, four of dimension 1 and
three of dimension 2. The 4-dimensional representation acting on the spins σi of figure 2
decomposes into two bi-dimensional representations, which we denote as H1/2 and H3/2.
A basis for H1/2 is given by (ψ,ψ
∗), with
ψ = σ1 + ωσ2 + ω
2σ3 + ω
3σ4 , (3.10)
where ω = exp(ipi/4). In this representation we have
a
(
ψ
ψ∗
)
=
(
ω−1 0
0 ω
) (
ψ
ψ∗
)
, b
(
ψ
ψ∗
)
=
(
0 ω3
ω−3 0
) (
ψ
ψ∗
)
. (3.11)
With our conventions, a field ϕ transforming under a as aϕ = e−J ipi/2ϕ has spin J , so
ψ (ψ∗) carries spin J = 1/2 (J = −1/2).
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σ1
σ2
σ3
σ4
S
L
x3
x2
x1
σ′1
σ′2
σ′3
σ′4
Figure 3. The spin variables around the monodromy line in terms of which the defect operators
of lowest dimensions of table 2 can be realized, as described in the text.
The basis for the representation H3/2 is instead given by (ψ3/2, ψ
∗
3/2), with
ψ3/2 = σ1 + ω
3σ2 + ω
6σ3 + ωσ4 . (3.12)
In this representation we have
a
(
ψ3/2
ψ∗3/2
)
=
(
ω−3 0
0 ω3
) (
ψ3/2
ψ∗3/2
)
, b
(
ψ3/2
ψ∗3/2
)
=
(
0 ω
ω−1 0
) (
ψ3/2
ψ∗3/2
)
. (3.13)
Both the representations H1/2 and H3/2 are odd under the the flavor group Z2. All
other irreducible representations of D8 are Z2 even and can be obtained by decomposing
the direct product of H1/2’s. Three of them can be realized in terms of the bilinears σiσj
corresponding to the four links 〈ij〉 of figure 2 (see also figure 6). Indeed the 4-dimensional
representation L4 acting on the four links can be decomposed as the sum of a bi-dimensional
representation, which we call V , and two unidimensional representations: L4 = V ⊕S⊕T+.
Here S is the trivial representation, which acts on
s = σ1σ2 + σ2σ3 + σ3σ4 − σ4σ1 (3.14)
by a s = s, b s = s. The basis elements (D1, D2) of the two-dimensional vectorial represen-
tation V , corresponding to spin J = 1, can be chosen to be
D1 = σ1σ2 + σ2σ3 − σ3σ4 + σ4σ1 , D2 = −σ1σ2 + σ2σ3 + σ3σ4 + σ4σ1 . (3.15)
In this representation the generators act as follows:
a
(
D1
D2
)
=
(
0 1
−1 0
) (
D1
D2
)
, b
(
D1
D2
)
=
(
0 1
1 0
) (
D1
D2
)
. (3.16)
Notice that the generator a acts on the the combination D = D1 + iD2 as aD = e
−ipi/2D,
so that D has spin 1, while, of course, D¯ = D1 − iD2 has spin −1. Finally, T+ is a
representation of spin J = 2 acting on
t+ = σ1σ2 − σ2σ3 + σ3σ4 + σ4σ1, (3.17)
by a t+ = −t+, b t+ = t+
The D8 representations constructed up to now are defined on a single plane orthogonal
to the defect line, thus are all even under S-parity (3.9). There are two more unidimensional
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s po D Do
ψ¯ψ =m(ψ¯↔∂ ψ) iψψ ψ¯
↔
∂ ψ3/2
t+ t− to+ to−
=m(ψψ3/2) <e(ψψ3/2) =m(ψ
↔
∂ ψ3/2) <e(ψ
↔
∂ ψ3/2)
Table 1. Schematic description of several lattice operators, built as bilinears in ψ and ψ3/2 in
analogy to the free field approximation to the primary operators of the continuum theory. ∂f
denotes the finite difference ∂f(x) ≡ f(x+1)−f(x) and g↔∂ f = g∂f−f∂g. Using the transformation
properties of ψ and ψ3/2 one can verify at once the transformation properties of these bilinears,
in accordance with the decomposition of representations described in eq. (3.27) and figure 5. As
described in the text, some of these operators can be built explicitly from the spins at the vertices of
a single plaquette, some require us to use spins from the vertices of a cube. These lattice operators
provide natural candidates for the corresponding operators in the continuum theory, up to some
ambiguity due to the fact that the spin J on the lattice is defined modulo 4.
representations of D8, which we shall denote as P and T−. P is generated by antisymmetric
products of two representations of H1/2 type, and cannot thus be realized in terms of the
links σiσj of the single plaquette in Fig 2. Their minimal lattice realization involves the
cube depicted in figure 3, obtained by adjoining to the square of figure 2 its translation of
one lattice spacing along the defect line L. We denote the spins of this new square with
σ′i. Note that the S-reflection defined in (3.9) now is
S : σi ↔ σ′i . (3.18)
The anti-symmetric combinations D4 of the diagonals of the four faces which do not
intersect the defect line define a four-dimensional reducible representation of D8 which can
be decomposed as D4 = P ⊕ V ⊕ T−, where now the representations P, V and T− act on
S-odd operators, that we call respectively po,Do, and to−. We have
po = [σ1σ
′
2] + [σ2σ
′
3] + [σ3σ
′
4]− [σ4σ′1] , (3.19)
Do1 = −[σ1σ′2] + [σ2σ′3] + [σ3σ′4] + [σ4σ′1] , (3.20)
Do2 = [σ1σ
′
2] + [σ2σ
′
3]− [σ3σ′4] + [σ4σ′1] , (3.21)
to− = [σ1σ′2]− [σ2σ′3] + [σ3σ′4] + [σ4σ′1] , (3.22)
with [σiσ
′
j ] = σiσ
′
j − σ′iσj . The transformation of Do under a and b is the same of that of
D, defined in (3.16), while for the other two operators we have a po = po, b po = −po and
a to− = −to−, b to− = −to−. Similarly the anti-symmetric combinations D2 of the principal
diagonals of this cube can be decomposed in the sum D2 = T+ ⊕ P . The pseudoscalar
representation T+ now acts on
to+ = [σ1σ
′
3]− [σ2σ′4] (3.23)
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σ1
σ4
σ3
σ2
SL
σ˜4
σ˜3
σ˜1
σ˜2
Figure 4. An alternative set of spin variables in terms of which we construct some of the defect
operators, as described in the text. These spins are lying around the monodromy line in plane
orthogonal to it, just as in figure 2. In particular, the S-even pseudo-scalar representation P can
be realized in terms of the bilinears σiσi+1 and σ˜iσ˜i+1, indicated in the drawing by the two sets of
diagonal segments.
as in (3.17). The pseudoscalar representation P , instead, acts now on the S-odd operator
po
′
= [σ1σ
′
3] + [σ2σ
′
4] , (3.24)
which is however less efficient in numerical simulations than po introduced in eq. (3.19).
It is not difficult to convince oneself that for any irreducible representation of D8
one can construct primary operators of both S-parities. Those described so far can be also
expressed as bilinears in ψ and/or ψ3/2 as shown in table 1. The other primary operators of
opposite S-parity can be expressed as multi-linear products of σi or as operators involving
more nodes of the lattice; they are thus difficult to deal with in numerical simulations and
are expected to have larger anomalous dimensions.
As an example we describe a simple realization of an S-even pseudoscalar p˜ which
can be obtained by considering, instead of the eight spin variables on the cube of figure 3,
eight spin variables lying around the line defect as in figure 4. The generators act on these
variables as follows:
a : (σ1, σ2, σ3, σ4) 7→ (σ2, σ3, σ4,−σ1) , (σ˜1, σ˜2, σ˜3, σ˜4) 7→ (σ˜2, σ˜3, σ˜4,−σ˜1) ;
b : σ1 ↔ σ˜4 , σ4 ↔ σ˜1 , σ2 ↔ σ˜3 , σ3 ↔ σ˜2 .
(3.25)
It is easy to check that the Z2-even operator
p˜ = σ1σ2 + σ2σ3 + σ3σ4 − σ1σ4 − (σ˜1σ˜2 + σ˜2σ˜3 + σ˜3σ˜4 − σ˜1σ˜4) (3.26)
transforms in the pseudoscalar representation P , i.e., we have ap˜ = p˜ and bp˜ = −p˜.
An useful tool to summarize the D8 irrepses we discussed above is the graph associated
with the decomposition of the tensor product of any irreducible representation Ri with the
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S
P T+
T−
H1/2 V H3/2
Figure 5. The irrepses of the D8 dihedral group are encoded in the extended Dynkin diagram of
the D6 algebra, as described in the text. Open circles denote one-dimensional representations while
grey circles are associated to two-dimensional representations.
o D8 irrep Z2 parity O(2) spin S-parity ∆
s S + 0+ + 2.27(1)
po P + 0− — 2.9(2)
p˜ P + 0− + 3.7(2)[3]
ψ H1/2 —
1
2 + 0.9187(6)
D V + 1 + 2
Do V + 1 — 3.3(2)[3]
ψ3/2 H3/2 —
3
2 + 1.99(5)
t+ T+ + 2 + 3.1(5)[3]
to+, t
o− T+ , T− + 2 — ≥4.2(1)
Table 2. The lowest anomalous dimensions of the local operators at the defect line. The round
brackets indicate the statistical error, while the square brackets for ∆ ≥ 3 denote an estimate of
the systematic error (see more details in the text). For the operator to+, realized on the diagonal of
elementary cubes, we did not use a direct Monte Carlo evaluation which is too noisy, but a lower
bound obtained by considering only the contributions of the spin-spin two-point functions involved.
two-dimensional representation H1/2, see figure 5. The incidence matrix of this graph,
1
which turns out to correspond to the extended Dynkin diagram of the D6 Lie Algebra, is
given by the Clebsh-Gordan coefficients cij in the decomposition
H1/2 ⊗Ri =
∑
j
cijRj . (3.27)
4 Results
We have seen in section 3.2 that most of D8 representations can be realized using the links
and the nodes of a plaquette topologically linked with the defect as shown in figure 2.
In a first series of numerical experiments we evaluated the correlation function along
the defect line, between a pair of links of this type located at a mutual distance x. We
1This is very similar to the McKay correspondence between discrete SU(2) subgroups and extended
Dynkin diagrams of ADE type.
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performed an independent simulation for every value of x and for every orientation of the
pair of links. We then arranged these correlation functions in irreducible representations
of D8, according to the prescriptions of eq.s (3.14), (3.15), (3.17) for the operators s, D
and t+, in order to extract the exponent of their power-like decay. We expect, for the
correlators on the defect of such operators, the behavior
〈s(0)s(x)〉=ass x−2∆s + constant , 〈D¯(0)D(x)〉=aDD x−2∆D , 〈t+(0)t+(x)〉=att x−2∆t .
(4.1)
We checked in all cases this power behavior, even if the evaluation of the exponents ∆
cannot be very accurate, due to the fact it turns out that ∆ ≥ 2. This implies that the
correlation function falls off very rapidly and after few lattice spacings the signal is drowned
in noise (this tendency is already evident for the correlator of the operator D, that has
∆D = 2, depicted in figure 7, even if in this case the fit is still very good). When the
exponents are ∆ ≥ 3 the accuracy of their determination becomes problematic because the
value depends on the way we fit the data. This means that these evaluations are affected
by a systematic error. In order to get an idea of the size of this error, we fitted the data
with two different procedures, namely to a single power law, like in (4.1), or to the binomial
a/x2∆ + b/x2(∆+1) taking into account also the contribution of the first secondary operator
which can contribute; we used the difference between these two determinations of ∆ as a
rough estimate of the systematic error, which is reported in square brackets in table 2.
At small values of the spin J , the identification between lattice operators in a given
D8 representations and continuum operators in appropriate O(2) representations is clear.
The operators with high spin in the continuum theory are expected to have large confor-
mal dimension, and thus give subleading contributions to the lattice operators. The one
exception is the operator p˜. Although it has no spin from the point of view of D8, it is
built from alternating spins in a way which would closely resemble a J = 4 operator of the
continuum theory. In the free theory, a J = 0 operator with the quantum numbers of p˜
would be a descendant of po. The J = 4 primary would have dimension close to 5. As the
lattice correlation function of po and p˜ is very small, the J = 4 contribution to p˜ must be
very large, and the numerical estimates correspondingly poor.
In the case of the scalar s we can conveniently extract ∆s from the one-point function,
which is expected to have the functional form
〈s〉 = as
`∆s
+ constant , (4.2)
where ` is the length of the defect line. Combining this one-point function with the two-
point function defined in (4.1) we can also extract the universal amplitude ratio as/
√|ass|
which turns out to be 0.33(1).
It is worth noting that Kramers-Wannier duality allows to map the link variables of
the Ising model into the plaquettes of the dual Z2 gauge theory. Precisely we have, for any
coupling β,
Pij = cosh 2β − σiσj sinh 2β , (4.3)
where Pij is the plaquette of the dual lattice orthogonal to the link 〈ij〉. Thus correlation
functions between link variables of figure 2 can be written as correlators between staples
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Wilson line
Plaquette dual to 〈23〉
duality−→
〈12〉
〈34〉
〈41〉
σ1
σ2
σ3
σ4
〈23〉
S
L
Figure 6. Using Kramers-Wannier duality one can transform the four link variables of figure 2
into staples which deform the line defect and can be used to build the displacement operator.
Figure 7. The correlation function of the displacement operator. The straight line is the one-
parameter fit to aDD/x
4, displayed in a log/log plot.
deforming the defect line, as indicated in figure 6. In particular the vector representation
V defined in (3.15) allows to build a discretized version of the displacement operator D
discussed in section 2. This operator has protected quantum numbers and in particular
has dimension ∆D = 2. This is nicely confirmed by a one-parameter fit of our numerical
data, as shown in figure 7.
In another set of numerical experiments we evaluated the correlation function between
the spin variables associated to the vertices of the plaquette of figure 2. In terms of these
we can construct the correlators of the Z2 odd local operators of semi-integer spin J = 1/2
and J = 3/2 defined in (3.10) and (3.12). It turns out that ∆ψ is slightly less than 1, so
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x G1/2(x) x G1/2(x)
2 0.86752(3) 11 0.04529(5)
3 0.46136(4) 12 0.03873(5)
4 0.28125(4) 13 0.03341(5)
5 0.18892(4) 14 0.02925(5)
6 0.13592(4) 15 0.02592(4)
7 0.10287(4) 16 0.02301(5)
8 0.08066(4) 17 0.02071(5)
9 0.06518(4) 18 0.01873(5)
10 0.05383(4) 19 0.01692(5)
Table 3. The values of the spin-1/2 correlation function G1/2(x) = Re〈ψ(x)ψ∗(0)〉 on the de-
fect line.
that we can follow the signal of the correlator for many lattice spacings. The statistical
errors are so small that the quality of the data cannot be appreciated in a plot; the results
are therefore explicitly reported in table 3. Using these data we can extract a rather precise
estimate of the anomalous dimensions of this operator, which is given in table 2 together
with those of the other lowest-lying operators.
One emerging feature of the spectrum of anomalous dimensions is that most of the
estimated values are rather close to the values expected in a free-field theory. This can be
seen by comparing the dimensions of the operators of table 1 obtained in our simulations
with the dimensions that the corresponding bilinears would have in a free field theory,
where one would have [ψ] = 1, [ψ3/2] = 2 and, of course, [∂] = 1. It turns out that these
free-theory values represent in almost all cases the nearest integers to our numerical results.
We also considered mixed correlation functions of local operators in the bulk and on
the defect as discussed in eq. (2.3). In particular, we placed at the origin a defect operator
oJ of spin J and took as bulk operator the spin σ associated to a node at a distance |xi| = r
from the defect line and at a distance |xµ| = √d2 + r2 from the origin, see figure 8. In this
case if the critical Ising model is a conformal-invariant theory we expect that
〈σ(d, r, φ)oJ(0)〉 = CJ e−iφJ r
∆oJ−∆σ
(r2 + d2)∆oJ
, (4.4)
where ∆σ = 0.5182(2) is the anomalous dimension of σ, while φ is the azimuth angle
around the defect line, with φ = 0 corresponding to the surface of frustrated links. The
setup drawn in figure 8 corresponds to φ = pi. In our numerical calculations we observed the
best signal at J = 1/2, with the operator o1/2 corresponding to ψ. Notice that eq. (3.10)
fixes completely the phase of this mixed correlation function. In fact we have
arg(〈σ(d, r, φ)ψ(0)〉) = arg(1 + ω3) + pi − φ
2
=
7
8
pi − φ
2
. (4.5)
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d
r
σ
Figure 8. Set-up for the mixed correlation function of the scalar spin on the bulk and the Z2- odd
local operator on the defect. This local operator is built with the spins associated to the corners of
the plaquette wrapped around the defect line, following the prescriptions of eq.s (3.10) and (3.12).
Similarly, if we considered the operator o3/2 = ψ3/2 we would have
arg(〈σ(d, r, φ)ψ3/2(0)〉) = arg(1 + ω) +
3pi − 3φ
2
=
13
8
pi − 3φ
2
. (4.6)
We plot in figure 9 the numerical data of the imaginary part of 〈σ(d, r, pi)ψ(0)〉 taken at
fixed longitudinal distance d = 10, as well as its one-parameter fit2 to (4.4).
Another observable we studied in our simulations is the one-point function of the
energy operator in presence of a line defect. This can be considered as a mixed bulk-
defect correlation function in the case in which the defect operator is the identity. In this
particular case ∆1 = 0 and eq. (2.3) gives
〈(x)1(0)〉 = C

1
|xi|∆ , (4.7)
where |xi| is the distance from the defect, while C1 is a numerical coefficient which “mea-
sures” the bulk-to-defect pairing of the energy operator, which is normalized in the bulk
in the standard way, i.e. 〈(x)(0)〉 = |xµ|−2∆ , with ∆ = 1.4130(5).
In our simulations we used as a probe the link variable σiσj , which can be decomposed
as the sum of the identity and the tower of local energy operators , ′, . . . . If this probe
is sufficiently far from the defect line only the operators of lowest dimension contributes;
thus we expect to have, in presence of a defect line,
〈σiσj(x)〉defect = 〈σiσj(x)1(0)〉 = constant + a|xi|∆ + higher order terms , (4.8)
while in the bulk, in absence of the defect line, the correlator of two link variables σiσj and
σkσl is
〈σiσj(x)σkσl(0)〉 = constant + c|xµ|2∆ + higher order terms . (4.9)
2In comparing our numerical results on the torus to eq. (4.4), written on the covering space, we have to
take into account the fact that in the covering space there are replicas of the defect lines. The replica of
the J = 1/2 defect operator closest to the bulk operator σ is the one that would appear at distance ` in the
vertical direction from the one drawn in figure 8. With respect to it, the bulk spin is at transverse distance
r′ = `− r and at an angle φ′ = 0; we find that the corresponding contribution of the form (4.4) has to be
included in the fit, while further replicas give neglegible contributions.
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Figure 9. The correlation function between the scalar spin on the bulk and a J = 12 defect local
operator in a cubic lattice of size `3 with ` = 120 with periodic boundary conditions. The solid line
is a one-parameter fit to (4.4) with d = 10. In this fit we also considered the contribution of the
nearest copy of the defect line, see the discussion in footnote 2.
C1 |Cσψ| |Cσψ3/2 |
-0.167(4) 0.968(2) 0.61(9)
Table 4. Universal amplitude ratios defining the bulk-to-defect pairing associated with the energy
operator  and the scalar σ, defined in eq. (4.7) and in eq. (4.11).
The coefficient C1 of eq. (4.7) is thus given by the universal amplitude ratio
C1 =
a√
c
. (4.10)
The bulk-to-defect pairing of the scalar field σ is encoded in the constant CJ of eq. (4.4)
which allows to define further universal ratios
|CσoJ | =
∣∣∣∣ CJ√cσσaoJoJ
∣∣∣∣ , (4.11)
where cσσ and aoJoJ are the coefficients of the 2-point functions of the scalar σ on the
bulk and of the operator oJ on the defect line. In table 4 we report our estimates for these
universal ratios for J = 1/2 and J = 3/2 as well as that associated with the energy operator.
5 Conclusions and future directions
The simplest lesson we draw from our numerical results is that the hypothesis of conformal
invariance of the monodromy defect in the critical 3d Ising model seems well supported. We
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are not aware of a theoretical proof that scale invariance implies full conformal invariance
for a defect in a conformal field theory, although it seems likely to be true. A full proof
generalizing the known results for boundary conditions [4] would require a careful analysis
of the OPE of the bulk stress tensor with the defect, to exclude terms which could break the
conservation law for the current corresponding to special conformal transformations. We
leave this analysis to future work. It is amusing to note that testing conformal invariance
for the monodromy defect is also a rather direct test of conformal invariance for the bulk
3d critical Ising model, which is in a sense easier than computing numerically bulk three
point functions.
The second lesson is that numerical methods are suitable to derive information about
the lowest lying operators on the defect, including both their anomalous dimensions and
various OPE coefficients. In particular, they are suitable to seed and test bootstrap calcu-
lations involving the defect. Our results suggest it may be interesting to revisit the problem
of computing numerically OPE coefficients and correlation functions in the bulk theory,
and compare them with the results of the bulk bootstrap calculations.
The monodromy defect can be defined uniformly in a scalar theory with φ4 interaction
in the whole interval of dimensions 2 ≤ D < 4 where the bulk theory is expected to have
an infrared conformal fixed point. It should thus be possible to compute both anomalous
dimensions and correlation functions in 4−  and 2 +  expansions and compare with the
numerical results.
Furthermore, the 3d Ising model is also the simplest member of the family of O(N)
models, which admit simple generalizations of the monodromy defect. On one hand, it
would be natural to extend the numerical simulations to these models, for small N . On
the other hand, it should be possible to study the monodromy defects at large N , in an
1/N expansion. The O(N) and other vector models have conjectural holographic dual
descriptions as higher spin gauge theories. Conformal defects should be associated with a
dynamical extended object in the bulk, which may be either solitons of the bulk fields or
new dynamical degrees of freedom. It would be interesting to use the monodromy defects
to probe the conjectural duality.
We find interesting that the spin 1/2 operator on the monodromy defect has dimension
only slightly smaller than 1, and is thus very weakly relevant when integrated on the defect.
This raises the possibility of a fully perturbative RG flow to some nearby conformal fixed
point without rotational symmetry. It would be interesting to investigate this flow.
Last but not the least, we would like to understand better the physical meaning of
the anomalous dimensions we computed. Traditionally, the anomalous dimensions of bulk
operators control the scaling behaviour of interesting observables of the theory close to
criticality. In the deconfined phase it should be straightforward to attach a similar meaning
to the defect anomalous dimensions. In the confined phase the problem is complicated by
the confining string which ends on the defect. It would be interesting to know if the
anomalous dimensions bear some relationship to the corresponding boundary condition for
the string world-sheet.
Answering these questions may teach us something important about the properties of
confining strings in more interesting gauge theories, say near the lower end of the conformal
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window for four-dimensional QCD. At the other end of the conformal window, one may
study perturbatively the properties of Wilson loops in Banks-Zaks fixed point CFTs.
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