Abstract. We prove that a class of A-stable symplectic Runge-Kutta time semidiscretizations (including the Gauss-Legendre methods) applied to a class of semilinear Hamiltonian PDEs which are well-posed on spaces of analytic functions with analytic initial data conserve a modified energy up to an exponentially small error. This modified energy is O(h p )-close to the original energy where p is the order of the method and h the time step-size. Examples of such systems are the semilinear wave equation or the nonlinear Schrödinger equation with analytic nonlinearity and periodic boundary conditions. Standard backward error analysis does not apply here because of the occurrence of unbounded operators in the construction of the modified vector field. This loss of regularity in the construction can be taken care of by projecting the PDE to a subspace where the operators occurring in the evolution equation are bounded and by coupling the number of excited modes as well as the number of terms in the expansion of the vectorfield with the stepsize. This way we obtain exponential estimates of the form O(exp(−β/h 1/(1+q) )) with β > 0 and q ≥ 0; for the semilinear wave equation, q = 1, and for the nonlinear Schrödinger equation, q = 2.
Introduction
When discretizing conservative dynamical systems, it is often desirable to preserve their invariants or proper discrete analogs of such invariants. It is usually not possible to find a method that preserves all invariants, but there are often methods which preserve invariants approximately over very long times.
Symplectic integrators are a class of such methods that has been extensively used and studied in the context of Hamiltonian ordinary differential equations (ODEs). They are designed to preserve the symplectic form of the Hamiltonian system exactly and it can be shown that they also approximately preserve energy over exponentially long times, see e.g. [14, 15, 19, 33] and Section 2 below. The main technical tool used in the proof of such results is backward error analysis. Backward error analysis seeks a modified Hamiltonian vectorfield which at time h (the stepsize of the numerical method) approximates the one-step integrator ψ h with stepsize h to very high accuracy and, on the other hand, exactly preserves a modified HamiltonianH which, for a method of order p, is O(h p )-close to the Hamiltonian H of the Hamiltonian system to be discretized.
Results of this type go back to Neishtadt [25] , who showed that an analytic diffeomorphism which is O(h)-close to identity can be embedded into a flow up to an exponentially small error O(e −h0/h ) by taking an optimal choice of N = O(1/h) averaging steps of a normal form transformation. Benettin and Giorgilli [1] give an alternative construction, more suited towards the application to numerical integrators, by matching a Taylor expansion of a symplectic diffeomorphism ψ h with the formal power series expansion of the flow of an arbitrary h-dependent Hamiltonian vector field, truncating at some order N , carefully estimating the remainders, and concluding that the truncation is optimal when N = O(1/h). This method has been used to prove approximate energy conservation of many classes of symplectic numerical methods [14, 15, 19, 33] . In particular symplectic RungeKutta discretizations ψ h (·) of analytic Hamiltonian ODEs approximately conserve a modified energyH(x) with exponentially small error O(e −h0/2h ) over exponentially long times O(e h0/2h ) provided that the discrete trajectory remains in a bounded set, see Section 2 and in particular Theorem 2.3 for a more detailed review of those results.
In the case of partial differential evolution equations (PDEs), the phase space is typically an infinite dimensional Hilbert space and the vector field contains unbounded operators, usually in the form of spatial derivatives. This poses serious difficulties for backward error analysis. The flow map φ t of the PDE usually ceases to be analytic, or even differentiable with respect to h and typically the same applies to the numerical time-h map ψ h used to semidiscretize the PDE in time; the best one can generally guarantee is continuity in h. In other words, the formal power series expansion of ψ h in h now contains powers of unbounded operators, and this propagates into the formal series expansion of the modified vector field.
Note, that the analytical difficulties persist when analyzing full space-time discretizations of the problem. In this case, the unbounded operators corresponding become matrices with norms diverging to infinity as the spatial resolution increases. Consequently, the constant h 0 in the exponential error estimate O(e −h0/h ) tends to 0 with increasing spatial resolution, so that backward error analysis for general initial data without the requirement of high regularity leads to severe restrictions in the time stepsize. In the case of hyperbolic problems such as the semilinear wave equations, the standard approach fails for step size ratios close to the CFL limit, i.e., in the practically relevant regime.
Nonetheless, we can show that backward error analysis of this type can be used for PDEs provided the solution to the full PDE has high regularity. Time semidiscretizations of semilinear Hamiltonian PDEs are typically only well-defined if the method is fully implicit; explicit or partially implicit methods such as partitioned Runge-Kutta methods, the simplest of which are the leap frog and symplectic Euler schemes, violate the CFL condition [17] . Thus, in this paper we consider a class of (implicit) symplectic A-stable Runge-Kutta methods which includes the GaussLegendre Runge-Kutta methods. The simplest of these methods is the implicit midpoint rule.
Our approach applies to a large class of semilinear Hamiltonian PDEs with analytic nonlinearities, including the semilinear wave equation and the nonlinear Schrödinger equation on the circle. Our main result, Theorem 5.1, can be paraphrased as follows. If a semilinear Hamiltonian evolution equation with energy H(·) is discretized by a symplectic A-stable Runge-Kutta method Ψ h of order p, then there exists a modified energyH(·) which is defined for Gevrey regular data, is O(h p ) close to H(·), and is conserved by the symplectic integrator Ψ h with exponentially small error O(exp(−β/h 1/(q+1) )). Here, q > 0 is determined by the PDE, while β depends on the PDE, the regularity of the initial data, and the integrator. This result implies that if the solution to the continuum problem remains Gevrey regular over a finite interval of time, then, by consistency of the scheme, the discretization in time preserves a modified energy with an exponentially small error on the same time interval (Corollary 5.5). Moreover, provided the numerical trajectory U n = (Ψ h ) n (U 0 ) remains Gevrey regular, the numerical energy is approximately conserved over exponentially long times (Remark 5.2).
Let us mention some related results: Moore and Reich [24] made a first step towards a formal backward error analysis for multisymplectic discretizations of semilinear wave equations and their corresponding energy and momentum conservation laws. They derive a modified higher order multisymplectic partial differential equation which is satisfied by the numerical solution with higher accuracy than the discretization error. See also the related work of Islas and Schober [18] . In [26] , it is shown that second order finite difference space-semidiscretizations of analytic solutions of the semilinear wave equation approximately conserve a discrete momentum map up to an exponentially small error. Cano [3] considered symplectic space-time discretizations of semilinear wave equations and constructed a finite order modified Hamiltonian, assuming certain conjectures on the smoothness of the fully discrete system.
There has been a lot of recent progress on the approximate conservation of invariants by geometric integrators for Hamiltonian PDEs based on normal form transformations or modulated Fourier expansions. These results are strong in the sense that they provide a detailed analysis which does not depend on extraneous regularity assumptions, however, by the techniques of proof are limited to small initial data, i.e., they apply in a weakly nonlinear regime, or they require a modified modified splitting method which dampens highly oscillatory motion.
Dujardin and Faou [6] prove approximate energy conservation of certain splitting methods applied to linear Schrödinger equations. Due to the linearity of the PDE, regularity of the numerical solution, if satisfied at the initial time, is guaranteed for all times. As a consequence, the numerical method ψ h conserves a modified HamiltonianH over exponentially long times. Debusche and Faou [5] prove that splitting methods applied to linear Schrödinger equations, where the Laplacian part is discretized by the implicit midpoint rule, conserve a modified energy exactly. Note that, in contrast, (symplectic) Gauss-Legendre Runge-Kutta discretizations of linear Hamiltonian systems preserve energy exactly [15] .
In the nonlinear case, Faou, Grébert, and Paturel [8] prove conservation of actions of numerical trajectories of Hamiltonian evolution equations associated with splitting methods for small initial data over polynomially long times under generic non-resonance conditions for full-space time discretizations by using normal form theory under a condition coupling spatial and time stepsize that excludes timesemidiscretizations. For "rounded" splitting method which involve a cut-off in the high frequencies, they prove a similar result for time-semidiscretizations which implies long-time existence of regular numerical trajectories [9] . Faou and Grébert [7] show approximate energy conservation over exponentially long times for new splitting methods which dampen highly oscillatory terms of the linear part of the Hamiltonian evolution equation.
Cohen et al. [4] use modulated Fourier expansions to prove approximate conservation of energy and of the actions for semilinear wave equations over polynomially long times O(1/h k ) with small smooth initial data and full space-time discretizations which are symplectic trigonometric integrators in time and spectral space discretizations. They do not obtain exponentially accurate estimates; but, assuming a non-resonance conditions which we do not require, they obtain boundedness of the numerical solution over polynomially long times, using the method of modulated Fourier expansions. A similar result for nonlinear Schrödinger equations is obtained by Gauckler and Lubich [12] .
In the case of nonlinear ordinary differential equations, a numerical method ψ h conserves a modified Hamiltonian in general only up to an exponentially small error [15] ; error bounds over exponentially long times require the assumption of boundedness of the numerical solution in a suitable norm which is in general not satisfied for nonlinear PDEs. So the analysis of approximate energy conservation of symplectic discretizations of PDEs entails two problems: one is the construction of a modified Hamiltonian which is conserved by the numerical method with an error which is of high order for sufficiently smooth initial data (in this paper we are only interested in exponentially small errors); the second problem is to ensure that there exist numerical trajectories which remain bounded in the required norms over exponentially long times (see also the discussion above). We decouple the question of long time existence of numerical trajectory and existence of modified Hamiltonian. Although this paper primarily addresses the latter question, we think it is conceivable to obtain Nekhoroshev type estimates which imply existence of Gevrey regular numerical trajectories of Runge Kutta semidiscretizations in time of semilinear Schrödinger equations over exponential long times. Such results have been obtained for the continuous problem in [10] . It might also be possible to obtain existence results for Gevrey-regular finite-dimensional invariant tori of numerical methods the existence of which has been obtained by Kuksin and Pöschel [30] and Pöschel [31] . Combined with our results, this would imply approximate energy conservation of A-stable Runge-Kutta semidiscretizations in time over exponential long times. The method we use is related to techniques for averaging of rapidly forced Hamiltonian PDEs of Matthies and Scheel [23] . The analysis relies on our earlier work earlier work [27, 28] on A-stable Runge-Kutta methods for semilinear evolution equations: In [27] , we analyzed the differentiability properties in the initial value and in time of the semiflow of
on a scale of Banach spaces, and obtained analogous results for the time-h map of its corresponding A-stable Runge-Kutta time-semidiscretization. In [28] , we prove stability of the semiflow and of the time-semidiscrete solution under spatial spectral Galerkin approximation. The paper is structured as follows. In Section 2 we review backward error analysis for symplectic discretizations of Hamiltonian ODEs. In Section 3 we introduce in more detail the class of semilinear Hamiltonian PDEs for which we carry out our error analysis and show that the semilinear wave equation and the nonlinear Schrödinger equation belong to this class. In Section 4 we introduce A-stable symplectic Runge-Kutta methods which are well-defined on Hilbert spaces. In Section 5, we present and prove our main results, Theorem 5.1 on approximate energy conservation of symplectic A-stable Runge-Kutta methods, as described in Section 4, applied to the class of PDEs introduced in Section 3.
Backward error analysis for Hamiltonian ODEs
In the following, we review the method of backward error analysis for symplectic Runge-Kutta methods applied to Hamiltonian ordinary differential equations. We largely follow the notation and presentation of [15] , but make explicit the dependence of the estimates on the magnitude of the vector field.
Throughout the paper, we write
X ≤ R} to denote the closed ball of radius R in a Banach space X about U 0 ∈ X . When no confusion about the space is possible, we may drop the superscript X .
2.1. Implicit Runge-Kutta methods for ODEs. Consider an autonomous ordinary differential equationẏ = f (y) (2.1) defined on the closed ball B r (y 0 ) ⊂ R m of radius r around y 0 where f is analytic and satisfies the estimate 
can be expanded in a converging power series in h,
For future reference, we define the method-dependent constants . In the notation of Section 2.1, let ψ h be an s-stage Runge-Kutta method applied to (2.1). Then for every h ∈ [0, h 0 /4] with h 0 = r/(2eηM ) there exists a modified differential equationẏ =f (y), defined on B r/4 (y 0 ) whose flowφ t satisfiesφ t (y 0 ) ∈ B r/4 (y 0 ) for at least 0 ≤ t ≤ h and
The proof shall not be repeated in detail here. But we note, for later reference, that the modified vector field is constructed as a power series in h, 
for j ≥ 2 where k i ≥ 1 for all i, and D i g(y) = Dg(y)f i (y) is a short hand notation for the Lie derivative with respect to the ith coefficient vector field. The proof of Theorem 2.1 proceeds by carefully estimating the growth of the f j , noting that the optimal truncation is achieved when n = n(h) = ⌊h 0 /h⌋. (For r ∈ R, the number n = ⌊r⌋ denotes the largest integer n ≤ r.) When referring to the optimally truncated vector field, we writef h or justf .
One crucial estimate, as proved in [15] , reads
A related estimate, which guarantees consistency of the truncation, is the following. We provide an explicit proof as the dependence of the estimate on M and r is not spelled out in the literature in the detail we require.
Lemma 2.2. In the notation of Section 2.1, let p ≥ 1 and 0 ≤ h ≤ h 0 /4. Then there exists a constant c = c(η, p) which only depends on the method such that
Applying this estimate to (2.4) and using that n ≤ h 0 /h and therefore h ≤ h 0 /n, we find that 8) where, in the last inequality, we have bounded the first factor inside the sum by 1 and noted that j p e −j is decreasing for j ≥ p, so that
This completes the proof.
Modified Hamiltonian.
To proceed further, we assume that the differential equation is Hamiltonian, i.e. of the forṁ
with m even, where J is a skew-symmetric, invertible m × m matrix, the symplectic structure matrix. The function H : R n → R is the Hamiltonian or energy of the system and is an invariant of the motion. Hamiltonian systems have a symplectic flow map, i.e., φ t satisfies
for all y and t for which this relation is well defined [21] . A numerical one-step method is called symplectic if, when applied to a Hamiltonian ODE, its time-h map ψ h is symplectic. It is known that a Runge-Kutta method of the form (2.2) is symplectic if its coefficients satisfy b i a ij + b j a ji − b i b j = 0 for i, j = 1, . . . , s; see, for example, [15] . The simplest example of a symplectic Runge-Kutta method is the implicit midpoint rule, given by
which, equivalently, can be written in the form of a general Runge-Kutta scheme (2.2) with s = 1, a 11 = 1 2 , and b 1 = 1. For symplectic methods it can then be shown that the modified vector field is also Hamiltonian [14, 15, 19, 33] . More specifically, J −1 Df j (y) is a symmetric matrix for all j ≥ p and y ∈ B r/4 (y 0 ), so that we can obtain a Hamiltonian for the vectorfield f j via
for j ≥ p and y − y 0 ≤ r/4, i.e., f j = J∇H j . Then the optimally truncated modified Hamiltonian readsH 
over the exponentially long interval of time nh ≤ e h0/2h .
Together, (2.12) and Theorem 2.3 imply that the numerical method possess an O(h p )-approximate energy invariant which is preserved over time scales which are exponentially long in 1/h.
In this paper we prove an analogue of Theorem 2.3 for a general class of general semilinear Hamiltonian evolution equations, including nonlinear Schrödinger equations and semilinear wave equations on bounded star-shaped domains. The main problem we face is that the assumptions of Section 2.1 cannot be satisfied with a finite value of M . We will address this problem in Section 5.
Semilinear Hamiltonian PDEs
We now provide the framework necessary to extend the results of the preceding section to the case of semilinear Hamiltonian systems on Hilbert spaces. We begin by reviewing the general functional setting for semilinear evolution equations. In Section 3.2 we review differentiability in time of the semiflow. In Section 3.3 we restrict to the Hamiltonian case and review a well-known integrability lemma in our Hilbert space setting. Section 3.4 introduces Hilbert spaces of analytic functions and superposition operators on these spaces. Finally, in Sections 3.5 and 3.6, respectively, we show how our main examples, the nonlinear Schrödinger equation and the semilinear wave equation, fit into this framework.
3.1. Semilinear evolution equations. We initially consider an abstract semilinear evolution equation of the form (1.1),
which formally resembles (2.1) but will be thought of as being posed on an infinitedimensional Hilbert space Y. To make this distinction apparent, we use upper case letters for phase space variables in infinite dimensions and lower case letters for phase space variables in finite dimensions. We assume the following.
(A) A is a normal operator on a Hilbert space Y which generates a
Recall that an operator A is normal if it is closed and AA * = A * A. For a definition of strongly continuous semigroups (C 0 -semigroups), see [29] . Condition (A) implies that there is a constant ω > 0 such that e tA ≤ e tω for all t ≥ 0. Then, after casting (1.1) in its mild formulation
we can apply the contraction mapping theorem with parameters to obtain wellposedness locally in time [16, 29] . Let U 0 → Φ t (U 0 ) denote the flow of (3.1), i.e., U (t) = Φ t (U 0 ) satisfies (3.1) with U (0) = U 0 . For m ∈ N, let P m denote the sequence of spectral projectors of A onto the set spec A ∩ B C m (0), set P ≡ P 1 , and Q ≡ 1 − P. Assumption (A) implies that lim
) is a well-defined, generally unbounded and densely defined operator on Y. We may thus introduce the abstract Gevrey space
equipped with the scalar product
Gevrey-smooth functions U ∈ Y τ,ℓ are exponentially well approximated by their Galerkin projections P m U . Indeed, setting Q m = id −P m ,
Moreover, this definition of the norm ensures that
for all U ∈ Y τ,ℓ+1 . For convenience, we define Y ℓ ≡ Y 0,ℓ . We can then state the following lemma.
(3.7)
Proof. For p = 0, there is nothing to prove, hence let p > 0. For fixed U ∈ Y σ,ℓ ,
The function f (λ) = |λ| p e (τ −σ)|λ| 1/q is non-negative and has a global maximum at
q . Replacing the corresponding term in (3.8) by its maximum value, we obtain (3.7).
Differentiability of the semiflow.
To obtain a flow of the evolution equation which has higher order time derivatives, as required in Section 5, we need more specific assumptions on the regularity of B on the scale of Hilbert spaces defined above.
We use the following convention to denote derivatives. Given any Hilbert space X , open set D ⊂ X , and map Z : D → R, we write DZ(U ) to denote the derivative of Z at U ∈ D as an element of X * , and by ∇Z(U ) the canonical representation of DZ(U ) by an element of X . In other words, DZ(U )W = ∇Z(U ), W , where ·, · denotes the inner product on X .
For Banach spaces X and Z, and j ∈ N 0 , we write E j (Y, X ) to denote the vector space of j-multilinear bounded mappings from Y to X ; we set E j (X ) ≡ E j (X , X ). Moreover, when U ⊂ X is open and k ∈ N, we write C k b (U, Z) to denote the set of k times continuously differentiable functions F : U → Z whose derivatives D i F are bounded as maps from U to E i (X , Z) and extend to the boundary of U. Finally, for Banach spaces X , Y, and Z, and open subsets U ⊂ X , V ⊂ Y, and W ⊂ Z, we write 
. , m and j = 0, . . . , n, and extend continuously to the boundary. Given δ > 0 and a family of open sets
Let Y 1 be a Banach space continuously embedded into the Banach space Y.
However, an arbitrary nested family D ℓ ⊂ Y ℓ may not be δ * -nested for any δ * > 0.
We now make the following assumption on the nonlinearity of our semilinear evolution equation.
We denote the bounds of the maps B : D k → Y k and their derivatives by con-
, we will sometimes refer to D K+1 which may be any Y K+1 -bounded, open, and δ * -nested subset of D K , and define
We can then quote the following theorem on the uniform regularity of the flow [27, Theorem 2.6 and Remark 2.8].
Theorem 3.2 (Regularity of semiflow). Assume (A) and (B1). Choose
The bounds on Φ and T * depend only on the bounds afforded by (B1), (3.10), ω, and on δ. For the results of Section 5, we need regularity of the flow on a space of Gevreyregular functions as well. Hence, we assume the following. 3.3. Hamiltonian structures on Hilbert spaces. Our main result, the backward error analysis of Section 5, requires that (1.1) is Hamiltonian, i.e., there exists a symplectic structure operator J and a Hamiltonian H : D → R such that
(3.12)
In addition to (A) and (B0), we assume the following.
(H0) The symplectic structure operator J is a closed, skew-symmetric, densely defined, and bijective linear operator on Y. We first remark that, by the closed graph theorem, (H0) implies that J is invertible with
Second, recall that an operator A is skew if
. This implies that spec(A) ⊂ iR and that, by Stone's Theorem, A generates a unitary C 0 -group on Y; see, e.g. [32] . If A = A s + A b where A s is skew and A b is bounded, we can redefine B as B + A b and A as A s to satisfy (H1). This situation is typical for semilinear wave equations, see Section 3.5.
Third, by conditions (A), (H0), and (H1),
Hence, A and J −1 commute, which also implies the following.
Lemma 3.4. Assume (A), (H0), and (H1). Then
Proof. By (3.13), A and J −1 commute, and so do F (A) and J −1 for all analytic functions F . Approximating characteristic functions χ Λ of measurable sets Λ ⊂ C by analytic functions, we see that χ Λ (A) and J −1 also commute [32] . With Λ = B C m (0), this implies that χ Λ (A) = P m commutes with J −1 .
Finally, we recall that a subset S of a linear space is star-shaped if there exists U * ∈ S such that for every W ∈ S, the line segment U * W is contained in S. We then say that S is star-shaped with respect to U * ; the set of all points with respect to which S is star-shaped is denoted ck S, the convex kernel of S.
The existence of a Hamiltonian H is then guaranteed by the following integrability lemma. Proof. We seek a Hamiltonian of the form
Due to (A), (H0), and (H1), the quadratic part of the Hamiltonian is well-defined and possesses the properties claimed.
To proceed, we first suppose that D is star-shaped and fix U 0 ∈ ck D. We set
where the last equality is due to the self-adjointness of J −1 DB(U ). Then, by the fundamental theorem of calculus, B(U ) = J∇V (U ). Further, (3.15) shows that analyticity of B implies analyticity of V , and uniform bounds on B imply corresponding uniform bounds on V .
In the construction of the modified Hamiltonian in Section 5, we will need to shrink domains of definition. Therefore, we need conditions under which the domains D −δ ℓ remain star-shaped. We make use of the following characterization of a star-shaped subset S of a linear space [34] . Let {C α : α ∈ A} denote the collection of all maximal convex subsets of S, which is nonempty. Then
We now prove a result which shows that so long as the convex kernel remains nonempty under domain shrinking, the reduced set remains star-shaped. To prove this claim, let E denote an arbitrary maximal convex subset of S −δ , and set 16) where int D denotes the interior of a set D.
Since the convex hull of {x} ∪ E is contained in S −δ , this contradicts the maximality of E up to boundary points. We conclude that int E = F −δ . I.e., {C −δ α : α ∈ A} is the collection of all convex subsets of S −δ which are maximal up to boundary points, and
Since, by assumption, (ck S) −δ is nonempty, there exists an x ∈ ck S satisfying dist(x, ∂ ck S) > δ. Clearly, x ∈ C α with dist(x, ∂C α ) > δ for every α ∈ A. Thus, x ∈ C −δ α and we conclude that ck(S −δ ) is also nonempty. This implies that S −δ is star-shaped.
For bounds on the modified Hamiltonian in Section 5 we will need (H3) for δ ∈ (0, δ * ] on at least two scale rungs, so that, for simplicity, we assume the following.
(H4) Each D k for k = 0, . . . , K is bounded and star-shaped with (ck D k ) −δ * nonempty. The following are examples of hierarchies of sets which satisfy (H4) in general Banach spaces.
Example 3.8. Let D = D 0 be a bounded star-shaped domain, fix K ∈ N, and let R > 0 sufficiently large and δ * > 0 sufficiently small such that (ck D) 
In the next section we introduce concrete function spaces and superposition operators on these spaces in order to verify that our main examples, the nonlinear Schrödinger equation and the semilinear wave equation, fit into our abstract framework.
Spaces of analytic functions. We denote the Fourier coefficients of
It can be shown that G τ,ℓ (S 1 ; C d ) contains all real analytic functions whose radius of analyticity is at least τ . In particular, functions in G τ,ℓ (S 1 ; C d ) can be differentiated infinitely often. This follows from Lemma 3.1 with Y = L 2 (S 1 ; C d ) and A = i∂ x . We write H ℓ ≡ G 0,ℓ to denote the usual Sobolev space of functions whose weak derivatives up to order ℓ are square-integrable.
The additional index ℓ in G τ,ℓ is important because of the following. Lemma 1] ). The space G τ,ℓ (S 1 ; C) is a topological algebra for every τ ≥ 0 and ℓ > 1/2. Specifically, there exists a constant c = c(ℓ) such that for every u, v ∈ G τ,ℓ (S 1 ; C) the product uv ∈ G τ,ℓ (S 1 ; C) with
To treat general nonlinear potentials in (3.22), we need to consider superposition operators f : G τ,ℓ → G τ,ℓ of analytic functions. The following lemma is a minor adaptation of results proved in [11, 22] .
, where c = c(ℓ) is the constant from Lemma 3.9.
Proof. Let f be entire and let
be the Taylor series of f around u 0 ∈ C. Let φ : R → R be its majorization
By applying the algebra inequality (3.19) to each term of the power series expansion (3.20) of f (u), we see that the series converges for every u ∈ G τ,ℓ provided τ ≥ 0 and ℓ > 1/2, and that
where c is as in Lemma 3.9, see [11] . In other words, f is entire on G τ,ℓ (S 1 ). When f has only a finite radius of analyticity, we argue as follows. Assume that |f (z)| ≤ M on B C r (u 0 ). Then, by Cauchy's estimate, |a n | ≤ M r n . Consequently, the majorant φ is bounded on any B C ρ (0) with ρ < r with uniform bound
Due to (3.21), the superposition operator f is then analytic and bounded by
as a map from a ball of radius R = ρ/c around u 0 ∈ G τ,ℓ into G τ,ℓ .
3.5. Functional setting for the semilinear wave equation. Consider the semilinear wave equation
on the circle S 1 = R/2πZ. Its Hamiltonian can be written
where for u ∈ L 2 (S 1 ; R) we define p 0 u =û 0 . Setting
we then define 23) and the symplectic structure matrix J via (3.18) . Note that P 0Ã has a Jordan block and is hence included with the nonlinearity B. Thus,
with q = 1. The symplectic structure operator J defined by (3.24) is an unbounded operator on Y τ,ℓ with domain Y τ,ℓ+1 . It is possible, though not necessary for anything which follows, to compute J −1 explicitly. Namely, (3.24) reads
25) The definition of the inner product (3.18) implies
so that (3.25) splits into
We conclude that 
on the circle S 1 , where V (u, u) is analytic in Re u and Im u. Setting U ≡ u, we can write
27) and, similarly to (3.24),
The Hamiltonian is given by
The Laplacian is diagonal in the Fourier representation (3.17) with eigenvalues −k 2 . Hence, spec A = {−ik 2 : k ∈ Z} and A generates a unitary group on L 2 (S 1 ; C) and, more generally, on every G τ,ℓ with ℓ ∈ N 0 and τ ≥ 0. Further, Y τ,ℓ = G τ,2ℓ+1 (S 1 ; C) with q = 2. If the potential V : D ⊂ R 2 → R is analytic as a function of (q, p) ≡ (Re u, Im u), then, by Lemma 3.10, the nonlinearity B(U ) defined in (3.27) is analytic as map from a ball in G τ,ℓ (S 1 ; C) to itself for every τ ≥ 0 and ℓ > 1/2. The construction of the domain hierarchy works as in Section 3.5, so that all of the above assumptions can be satisfied.
We remark that if we were to write out the nonlinear Schrödinger equation in real coordinates with U = (Re u, Im u), the structure operator J would be the canonical symplectic matrix on R 2 .
3.7. Nonlocal Schrödinger equation on a star-shaped domain. Consider the nonlocal nonlinear Schrödinger equation
with periodic boundary conditions. It is Hamiltonian with symplectic structure as above and energy
In this case, 
Then D is star-shaped with respect to any u in the cone
Moreover, for some δ * > 0 depending on R, C 
A-stable Runge-Kutta methods on Hilbert spaces
In this section, we introduce a class of A-stable Runge-Kutta methods which are well-defined when applied to the semilinear PDE (1.1) under assumptions (A) and (B0), and review some regularity and convergence results for those methods from [27] . In this section, we need not assume that (1.1) is Hamiltonian.
Applying an s-stage Runge-Kutta method of the form (2.2) to the semilinear evolution equation (1.1), we obtain
For U ∈ Y, we write
where W 1 , . . . , W s are the stages of the Runge-Kutta method,
and A acts diagonally on the stages, i.e., (AW ) i = AW i for i = 1, . . . , s. A more suitable form, required later, is achieved by rewriting (4.1a) as
where S is the so-called stability function
We now make a number of assumptions on the method and its interaction with the linear operator A. First, we assume that the method is A-stable in the sense of [20] . Setting C − = {z ∈ C : Re z ≤ 0}, the conditions are as follows.
(RK1) The stability function (4.4) is bounded with |S(z)| ≤ 1 for all z ∈ C − . (RK2) The s × s matrices id −za are invertible for all z ∈ C − .
We also require two further conditions. (RK3) The matrix a is invertible. (RK4) The method is symplectic, i.e., satisfies (2.10). Gauss-Legendre Runge-Kutta methods satisfy conditions (RK1-4); see [27, Lemma 3.6] for condition (RK1-3) and [15] for (RK4).
In the following, we also need to refer to a set of key estimates on the linear operators which appear in the formulation (4.2) and (4.3) of the Runge-Kutta method, namely , where e k is the k-th Galerkin mode of A as described in Section 3.6. Therefore, if the Fourier expansion of U does not terminate finitely, then Ψ h (U ) = S(hA)U cannot be analytic in h. This argument applies to any A-stable Runge-Kutta method: Since |S(z)| ≤ 1 for all z ∈ iR by assumption (RK1), the stability function is a rational polynomial S(z) = P(z)/Q(z) with deg Q ≥ deg P. Hence, deg Q ≥ 1 so that S(z) has at least one pole z 0 . The radius of analyticity of S(z) around 0 is r 0 = |z 0 |, so that h → S(hA)e k cannot be analytic outside a ball around h = 0 of radius |h| ≤ r 0 /k. As for the implicit midpoint rule, this implies that Ψ h (U ) is not analytic in h unless the Fourier expansion of U is finite.
Thus, while differentiability in h can be obtained by stepping down on a scale of Hilbert spaces, analyticity can only be obtained by projecting onto a subspace on which the vector field is bounded. This will become necessary in Section 5.3 where analyticity is essential for obtaining exponential error estimates.
In [27, Theorem 3.20], we proved convergence of the time semidiscretization. Condition (A2) of [27] is always satisfied in the setting of this paper and stated as (4.5c) above, so that the convergence theorem, which will be needed later on, can be stated as follows.
Theorem 4.3 (Convergence of time semidiscretization)
. Assume (A) and apply a Runge-Kutta method of classical order p subject to conditions (RK1-3) to it. Assume further that (B1) holds with K ≥ p. Pick δ ∈ (0, δ * ] such that D −δ p+1 is non-empty and fix T > 0. Then there exist positive constants h * , c 1 , and c 2 which only depend on the bounds afforded by (B1) and (3.10), on the coefficients of the method, on the constants from (4.5), and on δ, such that for every U 0 with
and for every h ∈ [0, h * ], the numerical solution (Ψ h ) n (U 0 ) lies in D and satisfies
so long as nh ≤ T .
Backward error analysis for time-semidiscretizations
5.1. Statement of the main result. We are now ready to state and prove our main result on the backward error analysis of semilinear Hamiltonian evolution equations. As before, we write j = ⌊r⌋ to denote the largest integer j ≤ r, and j = ⌈r⌉ to denote the smallest integer j ≥ r.
Theorem 5.1 (Main theorem).
Assume that the semilinear Hamiltonian evolution equation (3.12) with energy (3.14) satisfies (A), (B0-2), and (H0-4). Apply a a symplectic Runge-Kutta method of order p ≥ 1 and stepsize h which satisfies (RK1-4) to (3.12). Assume further that K ≥ a + b, a = ⌈p(q + 1) + q⌉ and b = ⌈p(q + 1)/q⌉ (5.1)
with q defined in (B2). Then for each sufficiently small δ ∈ (0, δ * ] there exists h * > 0 and a modified energyH :
Moreover, the modified energy is approximately conserved with exponentially small error in the sense that there is c * > 0 such that 
, then a bound of the form (5.3) holds, in particular, for all U = U j so that the energy remains approximately conserved over exponentially long times. This condition is, for example, satisfied when the discrete orbit is contained in a finite-dimensional invariant set for Ψ h which could be obtained by discretizing a periodic orbit or another finite-dimensional invariant set of the semilinear evolution equation (1.1). Kuksin and Pöschel [30] and Pöschel [31] , for example, have used KAM methods to prove existence of finite-dimensional invariant tori for the nonlinear Schrödinger equation and the semilinear wave equation, respectively. It is conceivable that such methods could be extended to discrete symplectic maps Ψ h .
Remark 5.3. It has been shown for certain types of nonlinear Schrödinger equations that solutions with small enough initial data remain analytic over exponentially long times under generic non-resonance conditions [10] . It is conceivable that such results also hold for A-stable Runge-Kutta time semidiscretizations of nonlinear Schrödinger equations. In [12] such results are shown for splitting methods and in [4] for trigonometric integrators applied to the nonlinear Schrödinger equation, but only over polynomially long times. 
and for any h ∈ [0, h * ],
, and for fixed β ∈ (0, c * ), 
for any β ∈ (0, c * ).
The remainder of the paper is devoted to the proof of Theorem 5.1. It is based on an embedding result, Lemma 5.8, which generalizes Theorem 2.1 to the Hilbert space setting. However, it is not possible to directly apply the theorems of Section 2, because the formal expansions of both, the numerical method and the modified vectorfield, contain powers of the unbounded operator A. Therefore, the modified vectorfield cannot be written as a semilinear Hamiltonian evolution equation of the form (3.12). If we were simply interested in constructing the modified vectorfield, we could get around this issue by setting up different spaces for domain and range such that the modified vectorfield, computed up to a given order, is continuous. In fact, we need such techniques to obtain the optimal order estimates for the modified Hamiltonian which is yet to be constructed, see Section 5.4. In such a setting, however, we do not have a theory of local existence of solutions for the modified differential equation so that we cannot obtain a flow.
We thus resort to the following construction. In Section 5.2, we truncate the evolution equation (3.12) to the subspace P m Y. Then, in Section 5.3, we obtain a modified flow on this subspace and relax the cut-off m in a controlled way to obtain an embedding result for the time-semidiscretization. Finally, in Section 5.4, we prove estimate (5.2).
Galerkin truncation.
For given m ∈ N, we define a truncated Hamiltonian evolution equation by restricting the Hamiltonian phase space to the finite dimensional subspace P m Y. Since ∇H| PmY = P m ∇H and J −1 leaves P m Y invariant by Lemma 3.4, the corresponding restricted evolution equation readṡ
Thus, setting f m = P m F and B m = P m B, we can writė
We denote the flow of the projected system on P m Y by φ Note that Φ t m and Ψ h m are analytic in t resp. in h so long as B is analytic on Y. However, the radius of analyticity is generally not uniform in m.
Next, we present an exponential error bound for the projection error for the numerical scheme; this is necessary for obtaining an exponential backward error analysis in Section 5.3 below.
Lemma 5.7 (Exponential projection error estimate for the numerical scheme). Assume that the semilinear evolution equation (1.1) satisfies conditions (A) and (B0-2). Let, as before, Ψ h and Ψ h m denote a single step of a Runge-Kutta method subject to (RK1-3) applied to the full and the projected semilinear evolution equation, (1.1) and (5.5), respectively. Then for δ ∈ (0, δ * ] there are positive constants h * , m * , and
Proof. By Theorems 4.1 and 5.6 applied with Y τ,L in place of Y and K = 0, there exist h * > 0 and m * > 0 such that
. . , s with bounds which are uniform in h ∈ (0, h * ] and m ≥ m * .
We first estimate the difference of the stages vectors W (U ) − w m (U ), noting that
Taking the difference of both expressions, we obtain
By (4.5a),
Using the triangle inequality and the mean value theorem, we further estimate
Taking the Y s norm of (5.7), using (4.5a), and inserting (5.8), we obtain
We apply (3.5) to the first term on the right and note that, again by (3.5),
where M τ,L is the bound for the norm of B : D τ,L → Y τ,L afforded by assumption (B2). This establishes that there exists a constant c W such that
for all m ≥ m * and h ∈ [0, h * ]. (As in [28] , we could obtain a stage vector error bound in the Y s 1 -norm by applying A onto (5.7) and using (4.5b), but this is not necessary for what follows.)
To estimate the difference between the Runge-Kutta updates, we write them in the form (4.3) such that the respective right hand sides are (uniformly) bounded operators,
Then,
Inserting (5.9) and (5.10) back into (5.8), we also find that
for some constant c B > 0. We note that (3.4) and (4.5b) imply
This and the invertibility of a, assumption (RK3), then yield
Inequality (5.6) is now a consequence of (3.5) and (5.11).
5.3.
Embedding of semidiscretizations into a flow. We now apply the backward error analysis of Section 2 to the sequence of truncated problems defined above where, for each m, we work on the finite dimensional space P m Y endowed with the Y 1 -norm. By construction, f m is analytic on D ∩ P m Y for each m ∈ N and satisfies the estimate
where the supremum is finite as D 1 is bounded. Setting M = c F m, Theorem 2.1 asserts that the numerical time-h map can be embedded into a modified flow up an error which is exponentially small in the step size h, albeit not uniformly in m. If, however, we make the stronger assumption that the initial data lies some Gevrey space Y τ,L+1 with τ > 0, Lemma 5.7 asserts that the numerical solution to the full semilinear evolution equation (1.1) remains exponentially close in the spectral cutoff m to the numerical solution of the projected system. Thus, we can carefully choose m = m(h) to balance the projection error and the embedding error bounds to obtain an embedding result on the Gevrey space which is still exponential in h, but at a lesser rate. This is done in the next lemma, where we also show that the result can be formulated not only on balls as in Theorem 2.1, but also on a more general m-independent subdomains of Y 1 as needed in the proof of Theorem 5.1.
Following the notation of Section 2, we denote the coefficients of the power series expansion of ψ with χ = δ/(2eηc F ) ensure that the modified vector field 
and m ≥ m * . In particular, for any such U and m, 1 , splitting the total error into a projection error component and the embedding error on the finite dimensional subspace P m Y, we obtain that
, and m ≥ m * . The first error decreases with m whereas the second error increases with m. We now demand that the two exponents on the right coincide. Under the ansatz m = ζ h −α for some ζ and α ∈ (0, 1), we obtain
with χ = δ/(2eηc F ). Then the exponents coincide provided τ ζ 1/q h −α/q = χζ −1 h α−1 , i.e., when
This implies that m(h) is given by (5.14), and [27, 28] . Moreover, for general domains we can only maintain a valid domain of definition of the nonlinearity under Galerkin truncation and, in particular, assert estimate (5.12) only by dropping down at least one rung on the scale of spaces.
Next, we show that in the Hamiltonian case the above construction also yields a modified Hamiltonian which is approximately conserved under the numerical time-h map of the full semilinear evolution equation (3.12) . To prove (5.21), we decrease h * such that the right hand side of (5.16) is smaller than r/4 for every U ∈ D −δ τ,L+1 . Then, using the mean value theorem, the bound on the modified vector field given by (2.6) with M = c F m, (5.20) from the proof of Lemma 5.8, and the invertibility of J −1 , we estimate
Now we note that J and A commute, see (3.13), which, as
. SinceH is conserved under the modified flow, choosing m as in (5.14), we obtain
This inequality implies (5.21) with c * > 0 possibly decreased from its value in Lemma 5.8.
What is still missing is a statement regarding the closeness of the modified to the original Hamiltonian. Ideally, we would like H andH to be O(h p )-close. In a first attempt to prove such a result, we write 22) where m = m(h) is as in (5.14) . Under the assumptions of Lemma 5.10, the first term on the right is exponentially small for U ∈ D τ,L+1 . Indeed, noticing that m * and hence also m(h) ≥ m * in the proof of Lemma 5.8 were chosen such that, in particular, P m U ∈ D holds for all U ∈ D −δ τ,L+1 , we can estimate
In the first inequality above, we used that J −1 and P m commute, cf. Lemma 3.4. The second inequality is based on the mean value theorem and the third inequality holds due to the identity ∇V (U ) = J −1 B(U ). The constant c H is finite due to the boundedness of the operators J −1 A and J −1 provided by (H0), and the boundedness of the domain D τ,ℓ+1 . With (5.14), the final line in (5.23) also exponentially small with respect to h. 
where m is given by (5.14), and r = δ/4 as in the proof of Lemma 5.8. This yields
for every U ∈ D −δ 1 . In the final step, we used that J and A commute so that J
. Gevrey class regularity does not improve this part of the estimate.
Clearly, (5.24) is much worse than the expected O(h p ). A superficial improvement might be obtained by "paying" with the exponent in (5.21): for any ε > 0, setting α = ε/(p + 1) in (5.19) will yield O(h p−ǫ ) in (5.24). A closer inspection reveals that, in the context of the semilinear evolution equation, the second inequality of (2.8) in the proof of Lemma 2.2 is too weak: when estimating the terms f j of the modified vectorfield in some fixed Hilbert space norm, the unboundedness of the operators A contained therein will introduce a factor m j , see (2.7). This propagates into the proof of (5.24). Note, however, that these estimates are simply about consistency, not about constructing a flow. Thus, we can afford to lose smoothness rather than order. In other words, we can estimate the f j as maps from one Hilbert space into another with a weaker norm. This will be detailed in the next section.
5.4.
Backward error analysis on Hilbert spaces. In this section, we present a more subtle estimate on the difference between the original Hamiltonian and the modified Hamiltonian. The main difference to the derivation of (5.24) in the previous section is that we consider the expansion coefficients of the numerical flows and of the modified vector fields as maps between different rungs on our scale of Hilbert spaces such that the "loss of derivatives" is carefully accounted for.
We begin by establishing the necessary functional setting for the backward error analysis on Hilbert spaces. We then review a result from [28] on the Galerkin projection error for the the numerical time-h maps. This estimate is then propagated into an estimate on the difference between the full and the modified vector field, which finally implies a corresponding estimate on the difference difference between the exact Hamiltonian and the modified Hamiltonian.
In this section, we work directly with the standard construction of the modified vector field. Namely, for ℓ = 1, . . . , K + 1, we write
to denote the ℓth coefficient of the expansion of Φ h in powers of h, and define the corresponding expansion coefficients for the modified vector field on Hilbert spaces, setting F 1 ≡ G 1 and 
Moreover, bounds in the norms associated with (5.27) are uniform in m ≥ m * .
In the following, we will state such bounds on vector fields in terms of the threeparameter family of norms
The parameter S plays the role of a "loss of derivatives" index as it forces the image of the map be estimated at least S rungs down the scale. We can than prove a simple result on the regularity of the expansion coefficients of the modified vector field. Proof. The proof is based on the simple fact that
. Thus, it remains to observe that repeated application to the terms in the inner sum of (5.26) causes all loss indices to always sum up to ℓ. We proceed by induction in ℓ. The case ℓ = 1 does not require proof. Assume therefore that ℓ > 1 and the lemma is proved up to index ℓ − 1. For ℓ > ℓ 1 ≥ 1, we estimate, with 29) provided that G is of class (5.27) with K replaced by K −ℓ 1 and ℓ replaced by ℓ−ℓ 1 .
Here the first inequality is based on the product rule and selective weakening of the norm on the domain spaces, thereby increasing the respective operator norms.
The identity between the third and the fourth line is achieved by redefining j + 1 as j and k − ℓ 1 as k. The final inequality holds because ℓ 1 ≥ 1, so that we are strictly extending the range of the running indices. We note that the second term in the final line of (5.29) is bounded by the induction hypothesis. The estimation of the first term in the final line of (5.29) can now be done recursively to resolve the entire product D ℓ1 · · · D ℓi−1 F ℓi from the inner sum of (5.26) in terms of quantities which are bounded by the induction hypothesis. This is always possible, because at the kth step of this process we lose ℓ k derivatives, and the sum of the loss indices satisfies ℓ 1 + · · · + ℓ i = ℓ by construction.
as m → ∞. The order constants depend only on the bounds afforded by (B1), (3.10), on the coefficients of the method, and on δ.
Remark 5.13. If N > K + 1, the statement as proved in [28] actually holds true with K + 1 in place of K. It is easier, however, to proceed with the slightly weaker version stated here.
We note that Lemma 5.12 above already provided us with an exponential estimate on Ψ h − Ψ h m for Gevrey regular data, whereas Lemma 5.12 here also asserts bounds on derivatives with respect to h; the proof is correspondingly more complicated even in spaces of finite order and can be found in [28] .
To proceed, we observe that Lemma 5.12 holds with K in the statement of the lemma replaced by any κ between S and K with K as defined in condition (B1). Then, specializing to the particular value k = κ − S in the definition of the norm appearing in (5.30), we obtain
Thus, taking the maximum over the allowed range κ ∈ S, . . . , K, where the estimates in the last inequality are derived just as in (5.29) . This reasoning can again be applied iteratively to resolve the entire difference of products of the form D ℓ1 · · · D ℓi−1 F ℓi , where we note that the loss indices now add up to exactly S + ℓ as required.
We now turn our attention to the optimally truncated modified vector field F ≡f m • P m where m = m(h) is as in (5.14) . This is the same modified vector field which gives rise to the modified Hamiltonian in Lemma 5.10. Then the difference betweenF and F , the exact vector field of the semilinear evolution equation (1.1), can be estimated as follows. Altogether, using (5.35), recalling that K ≥ a + b, and (5.37) with S = b in (5.37), we obtain (5.33).
Remark 5.16. We can changeF so that its leading order linear part is A rather than AP m(h) since, by (3.5), for U 0 ∈ Y τ,ℓ the difference between the two modified flows are exponentially small in the Y-norm. Since D a+b is a Y-bounded set, Lemma 5.15 implies that the right hand side is O(h p ).
