Abstract. In this paper sequential monitoring schemes to detect nonparametric drifts are studied for the random walk case. The procedure is based on a kernel smoother. As a by-product we obtain the asymptotics of the Nadaraya-Watson estimator and its associated sequential partial sum process under non-standard sampling. The asymptotic behavior differs substantially from the stationary situation, if there is a unit root (random walk component). To obtain meaningful asymptotic results we consider local nonparametric alternatives for the drift component. It turns out that the rate of convergence at which the drift vanishes determines whether the asymptotic properties of the monitoring procedure are determined by a deterministic or random function. Further, we provide a theoretical result about the optimal kernel for a given alternative.
Introduction
Many economic time series are non-stationary, and analysts have to take account of that fact. A time series can be trend-stationary or have a random walk component (differencestationarity). In the first case shocks are temporary, whereas shocks to a random walk are permanent. For unit root tests we refer to Dickey and Fuller (1979) , Phillip (1979) , Phillips and Perron (1988) , Bierens (1997) , and Breitung (2002) . Often, in particular for financial data, the unit root hypothesis can not be rejected, and then we are interested to detect as soon as possible a change-point where the time series is affected by an additional deterministic drift term. The problem discussed in this article should not be mixed up with the so-called random walk hypothesis which addresses a different issue, namely whether future values are predictable using past values. For that problem we refer to French and Roll (1986) , Fama and French (1988) , Lo and MacKinlay (1988) , Poterba and Summers (1988) , and Jegadeesh (1991) .
An important property of a random walk is that there are stochastic trends which can be mixed up with deterministic trends. Nevertheless, a random walk, i.e., a stochastic trend can be overlayed by a deterministic trend component. Hence we study the problem to detect a nonparametric drift component in a random walk. We assume that the observations where u n are i.i.d. innovations with E(u n ) = 0 and 0 < Var (u n ) < ∞. For the weak distributional limits presented in this paper the i.i.d. assumption can be relaxed by a weak condition discussed in detail in Section 1, which allows, e.g., for correlated time series with GARCH effects. To study asymptotic properties analytically, we will model the deterministic drift m N,n more explicitly. However, the detection procedure will not depend on a specification of the alternative, but decides after each new observation whether to continue with observations or whether to stop and reject the null hypothesis of no drift. In any case we stop no later than after the Nth observation, where N is done in advance.
Whereas a posteriori methods aim at estimating consistently the time point where the mean changes and therefore employ data before and after the change point, sequential monitoring methods use only past and current data, aiming at the detection of a change as soon as possible. The a posteriori approach is well studied. For example, Kim and Hart (1998) propose a nonparametric approach to test for a change in a mean function when the data are dependent. Predictive tests for structural change with unknown changepoint have been studied in Ghysels, Guay and Hall (1997) . The analysis of multiple structural changes in linear models has been discussed, e.g., in Bai and Perron (1998) . Yakir, Krieger and Pollak (1990) use the data after the change for optimization. Hušková and Slabý (2001) studied nonparametric multiple change point detection based on kernel-weighted means similar as studied in this article. Kernel-weighted averages have also been discussed by Ferger (1994b Ferger ( , 1994c Ferger ( , 1995 Ferger ( , 1996 and Brodsky and Darkhovsky (1993, 2002) , where the latter examines a posteori and monitoring procedures. Sequential monitoring procedures to control for the derivative of a process mean have been studied in Schmid and Steland (2000) . Results for jump-preserving smoothers can be found in Chiu et al. Steland (2002c Steland ( , 2004a Steland ( , 2005a , and Pawlak, Rafaj lowicz and Steland (2004) . For the application of U-statistics we refer to Ferger (1994a Ferger ( , 1997 , Gombay and Horvǎth (1995) , and Horváth and Hušková (2003) .
The contribution of the present paper is to study sequential smoothers to monitor random walks to detect deterministic drifts, and to contrast the results to former work about stationary processes (Steland 2004b (Steland , 2005b . Whereas in the stationary case the normed delay of the procedure converges to a deterministic constant, for a random walk the relevant (kernel-weighted) partial sums have a different convergence rate. Hence, the statistics have to be scaled appropriately to obtain well-defined limit distributions. Further, depending on the rate of convergence of the local alternative, we obtain a deterministic or stochastic limit under the alternative. As a by-product, we provide the asymptotic law of the Nadaraya-Watson estimator. Our approach via kernel-weighted sequential partial sum processes yields asymptotic results for both the classic fixed sample design and the sequential sampling design. Compared to classic nonparametric regression, the monitoring framework as suggested by Wald (1947) , Siegmund (1985) , Brodsky and Darkhovsky (1993) , and many others, assumes observations at fixed time points.
The paper is organized as follows. Section 1 discusses the random walk model with local drift and the proposed monitoring procedure. Section 2 gives a brief discussion of the asymptotics for a stationary AR(1) process. Section 3 provides the new results about the control statistic under the random walk model for both the null hypothesis and the alternative. We also discuss general time designs in Section 4, which allow to thin a time series with respect to time. The results are applied in Section 5 to derive the related results for the sequential stopping procedures. Section 6 studies the question of optimal kernel choice. Finally, in Section 7 we study the accuracy of the asymptotic distributions by simulations.
Model, method, and assumptions
We aim at detecting a nonparametric trend starting at a so-called change-point (breakpoint) in the presence of a pure random walk without drift. In this section we explain in detail the model, the proposed method and required assumptions.
1.1. Non-stationary time series model. Assume the data Y 1 , . . . , Y N , N ∈ N, arrive sequentially,
where {u n } is a sequence of innovation terms with E(u n ) = 0 and common variance 0 < σ 2 < ∞. We assume that the observation Y n is taken at time t n , where {t n } denotes a deterministic and ordered sequence of time points. For convenience, we assume t n = n ∈ N.
Generalizations to other designs are straightforward and discussed in subsection 4.
We will study a detection procedure which does not depend on a specification of the drift m N,n . The null hypothesis (in-control model) is that m N,n vanishes for all N, n ∈ N, and in this case Y N,n = Y n . The alternative says that starting at a change-point t q specified below the mean changes. Our limit theorems work under the following sequence of alternative models (out-of-control models) for the drift term. We assume
where h = h N is a sequence of positive constants with
m 0 , called generic alternative, is a continuous function such that m 0 (t) = 0 for t ≤ 0 and m 0 (t) ≥ 0 for t > 0. m 0 = 0 corresponds to the null hypothesis. The function m 0 is given by nature and unknown to us. However, in many applications it may be possible to define, e.g., a worst-case scenario in terms of m 0 . Then our results can be used to assess the performance of the procedure under that scenario. β ∈ (−1, 0] is a tuning parameter which controls the rate of convergence. If m 0 (t) > 0, t ∈ (0, t * ), for some t * > 0, then there is a change at time t q . t q is called change-point. In this paper we address the following two change-point models.
Change-point model CP1: Having in mind applications where it is reasonable to assume that a change may occur at a fixed given date, e.g., when a firm publishes its balance sheet, it is assumed that t q = q ∈ N is a fixed integer. Consequently, if m 0 does not vanish, for each fixed N there is a change, but the percentage of pre-change observations tends to 0, as N tends to ∞. It will turn out that in this case the asymptotic limit depends on the function m 0 , but not on the change-point.
Change-point model CP2: This approach, which is well established in the literature, assumes that the change occurs after a fixed fraction of the data, i.e., t q = t N q = ⌊Nϑ⌋, for some ϑ ∈ (0, 1).
Here and in the sequel we denote by ⌊x⌋ the largest integer less or equal to x ∈ R. Under this model the asymptotic limit will depend on the change-point parameter ϑ, too.
Remark 1.1. Let us briefly discuss our approach to define local alternatives nonparametrically more precisely. We may write
. Thus, the underlying drift tends to zero at rate h β−1 , point-wise.
Although in this article we do not discuss the case of dependent innovations in detail, our results work under the following general assumption.
Assumption (A):
The stationary sequence {u n } ensures that the partial sum process N
, converges weakly to scaled Brownian motion, σB(r), for some constant 0 < σ < ∞ which is determined by
It is worth to discuss assumption (A). First, note that it covers weakly dependent innovations as arising in stationary ARMA or GARCH models, provided certain additional conditions are fulfilled. In particular, Basrak, Davis and Mikosch (2003) have shown that
n−j , where {ǫ n } are i.i.d. with Eǫ n = 0 and Eǫ 2 n = 1, are strictly stationary and strongly mixing with geometric rate, if α 0 > 0, i α i + j β j < 1 and E ln + |ǫ 1 | < ∞, provided the series is started with its stationary distribution. For a general sufficient condition for (A) in terms of the α-mixing coefficients {α(k) : k ∈ N} of {u n } we refer to Herrndorf (1985) , which in particular yields (A) provided there exists some δ > 0 such that E|u 1 | 2+δ < ∞ and
Finally, note that this assumption is often considered as a nonparametric definition of an I(0) process (e.g. Davidson, 2002 ).
1.2. The monitoring procedure. We monitor the time series by a sequential kernel smoother
which employs only past and current data. The associated kernel-weighted sequential partial sum process is defined as
h is a bandwidth parameter given in advance and The time series is now monitored by the truncated stopping rule
Here c(h, N) is a scaling function to be chosen later, and T n (N) is the rescaled sequential smoother. Note that S N is the index of the first time point where the kernel smoother exceeds the threshold (critical value) c. The monitoring procedure is truncated, i.e., we stop monitoring at N. Note that the definition of S N does not depend on any model specification of the alternative.
Concerning the smoothing kernel we make the following assumption.
(K) K is assumed to be a Lipschitz continuous probability density with mean 0 and finite variance. Let L be the Lipschitz constant, i.e.,
For results under the alternative we need the following conditions.
(M) m 0 is a piecewise continuous funtion.
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(KM) For the function
m 0 has bounded variation, and there exists some x * > 0 such that I(x * ) > c.
A nuisance-free procedure. It will turn out that the limiting distribution of m n depends on the nuisance parameter σ 2 . A simple candidate is the naive estimator
with EZ A better choice may be Gasser's estimator which is based on a local linear fitting procedure (Gasser et al., 1986 .) Define the pseudo-residuals
This yields the following proposition.
Proposition 1.1. If m 0 is twice continuously differentiable, the estimator
is asymptotically unbiased, as h → ∞, if {u n } are i.i.d. with existing second moment.
Thus, whereas the estimator σ 2 n tends to overestimate the variance, σ 2 n may produce more reliable estimates. A related estimator is Rice's estimator given by 1/(2[n−2])
Thus, we may use the asymptotically nuisance-free control statistic T *
. where s n is one of estimators discussed above. 
Asymptotics for stationary AR processes
Before turning our attention to the random walk case, let us briefly discuss the situation for a stationary AR(1) process. The asymptotic behavior follows from general results obtained for stationary α-mixing sequences of innovations, but the resulting formulas are slightly different and less explicit.
In this section we assume that Y N,1 , . . . , Y N,N are observations arriving sequentially and
where the AR parameter a satisfies |a| < 1, {u n } is an i.i.d. sequence of innovations with E(u n ) = 0 and 0 < Var (u n ) = σ 2 < ∞. The deterministic drift component is given by
with m 0 as in the introduction, but at this point we put
We have
with autocovariance function
thus being α-mixing with geometric rate.
Under the null hypothesis H 0 : m 0 = 0 we may apply Theorem 3.1 of Steland (2004b) to obtain weak convergence at the usual rate N 1/2 , i.e.,
as N → ∞, where M ζ (s) is a centered Gaussian process with correlation kernel given by
Due to the Lipschitz continuity of K, the sample paths of M ζ are continuous w.p. 1. Note that
if m 2 0 (s) ds < ∞. Now a similar argument as in Theorem 3.3 of Steland (2004b) shows that under the alternative the process in (4) diverges at the rate N 1/2 , since
These results have also immediate implications for the sequential stopping rules. If
it can be shown that for any fixed 0 < κ < 1
as N → ∞, i.e., the normed delay converges to a deterministic quantity.
Asymptotics for random walks
Now we study the asymptotic behavior of the Nadaraya-Watson estimator m n under the random walk model as introduced in Section 1. Note that our asymptotic framework differs from the usual framework in nonparametric regression. We do not assume that the time points {t i } get dense in any finite time interval or are distributed according to a density, which ensures that we may let the bandwidth h tend to 0 at a certain rate. Instead we assume a fixed time design taking account of the fact that time series are commonly observed at a fixed time scale. Thus, as a by-product we provide the asymptotic laws of the Nadaraya-Watson type smoothing under the sampling design of the present paper. We formulate the results for equidistant observations, i.e., t n = n, and discuss more general time designs in Section 4.
The results of this section about the Nadaraya-Watson process m N (s), s ∈ [0, 1], are preparations for the analysis of the stopping time S N , but since they are interesting in their own right we discuss them in detail here. In particular, the interesting relationship between the (qualitative) asymptotic behavior and the convergence rate of the local alternative are properties of that underlying process.
3.1. Limit theory under the null hypothesis. We first study the asymptotic distributions under the null hypothesis that we deal with a random walk without drift. The limit distributions are centered Gaussian processes and centered normal distributions, respectively.
Theorem 3.1. Assume (A) and (K). Under the null hypothesis H 0 : m 0 = 0 we have
as N → ∞. The associated partial sum process converges weakly
as N → ∞. The limit process is continuous w.p. 1.
Observe that for σ = 1 the limit process M ζ (s) is distributed according to a N(0, σ 2 K ) distribution with variance given by 
which has asymptotic coverage 1 − α under H 0 . It can be used to perform a preliminary level α test given data Y 1 , . . . , Y N before establishing a monitoring procedure. The accuracy of that procedure is studied to some extent in Section 6. However, comparing m N h with the confidence limits z 1−α/2 σ K h −1 N 3/2 does not ensure well-defined statistical properties of the associated stopping rule in terms of the average run length or the normed delay.
Remark 3.1. Note that the event T n (N) = hN 3/2 m n > c stands for a false alarm at the nth time point, if m 0 = 0. It is straightforward to show
i.e., in our framework the point-wise false-alarm rate tends to 0, as N → ∞.
3.2.
Limit theory under local drifts. We will now investigate the asymptotic behavior under the (local) alternative model and both model specifications for the change-point. It turns out that the result depends qualitatively on the rate parameter β of the alternative. If β = −1/2, i.e., the alternative converges at the rate h −3/2 to the null model, we obtain a non-degenerate Gaussian limit with drift for the process hN −3/2 m N (s) studied in Theorem 3.1 under the null hypothesis. That process has a proper asymptotic null distribution. For a slowly converging alternative (β = 0) corresponding to the rate h −1 , we have to change the scaling function to obtain a limit. In this case we obtain stochastic convergence to a non-stochastic function. That function determines the asymptotic detection properties of the proposed procedure. We formulate the results for the partial sum processes m N (s), putting s = 1 yields the asymptotic laws of the Nadaraya-Watson estimator. 
as N → ∞. Again, 1 CP 2 = 0 if change-point model CP1 holds, and 1 CP 2 = 1 under model CP2.
Remark 3.2. Note that the asymptotic limit depends on the change-point parameter ϑ if model CP2 holds. Under model CP1 the limit is free of t q , which is a consequence of t q /h = o(1) and continuity of m 0 . 
General time designs
Let us briefly discuss more general time designs for the choice of the time points t n . In some applications the following monitoring approach may be possible and reasonable. We monitor the process at equidistant time points 1, 2, . . . until either the procedure provides a signal, or we have reached the time horizon (maximum sample size) N. Here we assume that the time unit is chosen appropriately, e.g., one day or one week. Intuitively, to detect a change as soon as possible it should be better to use more recent observations Y i , i.e. with t n − t i small, than past observations where t n − t i is large. To some extent, this is achieved by the smoothing kernel, which downweights past data, but a real thinning of the data can only be achieved by an appropriate selection resp. design of the time points. This means, at the current time t n,n = n one chooses past time points 0 < t n,1 , . . . , t n,n−1 < t n,n where observations are taken. This allows to start with monthly observations and use daily observations at the end of the (current) sample. We consider two different approaches corresponding to the two change-point models CP1 and CP2.
4.1.
Generalized time designs for the CP1 model. Assume that (6) t n,i = nF T defines a sampling scheme which is rolled over the time axis: At each time n the time points t n,1 , . . . , t n,n−1 are chosen according to the scheme (6).
Under model CP1, a Taylor expansion yields t nq = (F
T ) ′ (0) = 0 the sequence of change-points vanishes asymptotically, i.e., the detection problem is made easier as n increases.
The associated Nadaraya-Watson process is given by
where again ⌊Ns⌋ plays the role of the current time point. It is straightforward to check that the proofs of Theorem 3.1 and Theorem 3.2 still work. Now the limit process under the null hypothesis is given by
The drift term appearing in Theorem 3.2 changes to
Remark 4.1. In practice, it may be necessary to use the time point t * n,j ∈ {t * n,1 , . . . , t * n,m } nearest to t n,i , where {t * n,j } denotes the finest discrete time scale available. Then, (6) defines a selection rule for the time points {t * n,j }.
4.2.
Generalized time designs for the CP2 model. It is easy to see that the generalized time design above makes not much sense under model CP2. One may consider the following modification, which is easier to apply, but lacks the authentic idea to allow for schemes which use more observations near each current time n. Assume (7) t N,i = NF
where F T is a continuously differentiable d.f. with support [0, 1]. Here, given the maximum sample size N, the time design scheme is set up only once, i.e, the selected time points do not change with the current time n. Since under model CP2 the change-point is given by t q = t N q = ⌊Nϑ⌋, we obtain
T (ϑ). This means, the (asymptotic) change-point parameter is transformed by F −1 T , and it appears in the asymptotic limit. The associated Nadaraya-Watson process is now defined by
A straightforward calculation shows that the drift term now changes to
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Note that Remark 4.1 also applies to the time design scheme (7).
Sequential detection rules
Let us now discuss the implications of the results of Section 3 for the stopping rule S N = inf{0 ≤ n ≤ N : T n > c}. Note that S N can be written in terms of the sequential partial sum processes. These results can be used to choose the threshold (critical value) c from the asymptotic distribution. For example, we may simulate trajectories from the limiting processes and determine for each trajectory the smallest s such that the threshold c is exceeded. This gives an approximation of the distribution of S N which can be used to choose c to ensure that, e.g., the average run length equals a prespecified value.
Limit theory under local drifts.
The following results summarize our findings under local alternatives and give interesting insights into the asymptotic properties of the procedure. In particular, we see how the smoothing kernel and the generic alternative m 0 jointly affect the performance of the procedures. 
the normed stopping time S N /N converges in probability to the non-stochastic asymptotic normed delay
This theorem says that the stopping rule relying on the control statistic hN −3/2 m N , which has a proper limit under H 0 , has a nondegenerate limit distribution under local alternatives converging to 0 at the rate h −3/2 . If, however, we consider alternatives with rate h −1 , which is the appropriate rate in the stationary case (see Steland, 2004b) , and change the scaling function, we obtain a deterministic limit S * (ζ; K; m 0 ), the asymptotic normed delay, as in the case of a stationary process.
Optimal kernel choice
Suppose the critical value c is a fixed constant chosen by the data analyst. For example, when analyzing a time series representing financial risk measured in terms of a currency unit, c may be a psychological price. Then S N stands for the time point where that price is reached for the first time.
Assuming the change point model CP1, Theorem 5.2 (ii) motivates to examine whether optimal kernels exist which minimize the asymptotic normed delay S * (ζ; K; m 0 ) for a given alternative m 0 representing a worst case scenario. Recall that this deterministic quantity appears as the limit if the alternative model converges to the null model at the rate h −1 , whereas for the faster rate h −3/2 we obtained a stochastic limit. From a practical viewpoint considering the conditions for a slower convergence to 0 may provide a better approximation to reality.
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First note that for a finite set of candidate kernels, {K 1 , . . . , K M }, we can simply plot the M corresponding curves
and use the kernel which provides the smallest s where the critical value c is exceeded. Although we can provide a solution to the problem of optimal kernel choice, the results seem to be of limited practical use, since we can identify the optimal kernel only for a finite interval around 0. Nevertheless, from a theoretical point of view it is interesting to know that both the asymptotic normed delay and the optimal kernel can be calculated explicitly for any given generic alternative m 0 .
Let K denote a class of probability densities with expectation 0, which is uniformly Lipschitz continuous, i.e.,
holds for some constant L > 0. The problem is to find a kernel K * ∈ K such that the corresponding asymptotic normed delay, S * (ζ; K * ; m 0 ), satisfies
Such a pair (K * , S * (ζ; K * ; m 0 )) is called optimal. Using optimization techniques presented in detail in Steland (2004b) , one can establish the following theorem which provides a way to calculate the optimal asymptotic normed delay and provides the optimal kernel K * . (i) The optimal asymptotic normed delay is given by
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(ii) The optimal kernel K * satisfies
Simulations
To study the accuracy of the asymptotic distributions of the detection procedures, we simulated random walks, {Y n }, where Y 0 = 0, and
To estimate the nuisance parameter σ 2 we assumed that an additional prerun random walk of length h = 10 was given. To study the accuracy of the asymptotic null distribution we performed simulations to assess the coverage of the confidence interval based on m N and average run lengths (ARL) of the stopping rule S N . We focus on the ARL, since it may the most common criterion to design monitoring procedures for practical applications. Note, however, that our results also allow to design procedures which control the type I error rate. Table 2 reports the simulated coverage probabilities of the confidence interval defined in (5) for a Gaussian kernel and a nominal coverage of 0.95 under the null hypothesis. The results for the Epanechnikov and Laplace kernel, respectively, were in close agreement and are not reported here. Each value is estimated by 10.000 repetitions. The asymptotic variance is estimated using the estimator (3) and σ 2 K as given in Table 1 . It can be seen that even for h << N and small N coverage is good.
In order to simplify the application of the proposed sequential monitoring procedure we provide curves to obtain approximate critical values to achieve a prespecified ARL, E 0 (S N ), under the null hypothesis H 0 : m 0 = 0. Table 2 . Coverage probabilities of a 0.95-confidence interval for random walks. How accurate is that approximation? To gain some insight we compared the asymptotic distribution of the stopping time with the true distribution of the normed stopping time
in terms of the ARL. Each ARL was approximated using 10, 000 trajectories. 
Note that X N (r; s) is a constant on the intervals [
. . , N. Therefore, the area under the curve X N (r; s), r ∈ [0, s], is given by
Since by assumption (A) the partial sum process N −1/2 ⌊N r⌋ i=1 u i converges weakly to scaled Brownian motion σB(r), we may apply the a.s. representation theorem of Skorokhod and Dudley (Pollard (1984) , p. 71) which ensures that there exist versions of the random elements which converge a.s. in the supnorm. This implies
By continuity of K, the process σK(ζ(r − s))B(r), (s, r) ∈ [0, 1] × [0, 1], has continuous and bounded sample paths w.p. 1. Consider the integral operator I which maps an element
e., continuity of I. Hence, the continuous mapping theorem yields
⇒ σ s=1 u s is a random walk based on the innovations u n without drift. Hence,
can be decomposed as
For the first term one may argue as in the proof of Theorem 3.1 to verify that 
