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Abstract
We consider the problem of sampling from a density of the form p(x) ∝ exp(−f(x)− g(x)),
where f : Rd → R is a smooth and strongly convex function and g : Rd → R is a convex
and Lipschitz function. We propose a new algorithm based on the Metropolis-Hastings
framework, and prove that it mixes to within TV distance ε of the target density in at
most O(d log(d/ε)) iterations. This guarantee extends previous results on sampling from
distributions with smooth log densities (g = 0) to the more general composite non-smooth
case, with the same mixing time up to a multiple of the condition number. Our method
is based on a novel proximal-based proposal distribution that can be efficiently computed
for a large class of non-smooth functions g.
1 Introduction
Drawing samples from a distribution is a fundamental problem in machine learning, theo-
retical computer science and statistics. With the rapid growth of modern big data analysis,
sampling algorithms are playing an increasingly important role in many aspects of machine
learning, including Bayesian analysis, graphical modeling, privacy-constrained statistics, and
reinforcement learning. For high-dimensional problems, a standard approach is based on
Markov Chain Monte Carlo (MCMC) algorithms. Such MCMC algorithms have been applied
to many problems, including collaborative filtering and matrix completion [62, 63], large-scale
Bayesian learning [67], text categorization [27], graphical model learning [5, 66], and Bayesian
variable selection [70]. Moreover, sampling algorithms have also been used for exploration in
reinforcement learning [28] and privacy-preserving machine learning [24].
For statistical M -estimation, various non-smooth regularization functions—among them
the ℓ1-norm and variants thereof—are the workhorse in this field, and have been used success-
fully for decades. The non-smooth nature of the penalty term changes the statistical complex-
ity of the problem, making it possible to obtain consistent estimators for high-dimensional
problems [9, 33]. In the Bayesian setup, non-smooth priors are also playing a key role in high-
dimensional models [50, 54, 64]. The Bayesian analogue of the ℓ1-penalty is the Laplacian
prior, and has been the subject of considerable research [10, 17, 51].
In this paper, we study the problem of sampling from a distribution Π defined by a
density π (with respect to Lebesgue measure) that takes the composite form
π(x) ∝ exp(−U(x)), where U = f + g, (1)
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where only the function f need be smooth. In Bayesian analysis, the density typically corre-
sponds to a posterior distribution, where e−f is the likelihood defined by the observed data,
and e−g is a prior distribution. The function f is usually accessed through an oracle that
returns the function value and the gradient evaluated at any query point, while the function g
is explicitly known in closed form and often possesses some specific structure. This composite
model covers many problems of practical interest in high-dimensional machine learning and
signal processing [see, e.g., 57].
In convex optimization, it has been shown that composite objectives of the form U = f+g
can be minimized using algorithms that converge as quickly as those applicable to smooth
minimization problems [3]; in particular, these algorithms require a gradient oracle for f
and a proximity oracle defined by the function g. However, the current state-of-the-art rate
for the sampling problem (1) still does not match its smooth counterpart. Specifically, to
make the mixing time scale linearly with dimension, the best known dependency [22] on the
accuracy ε ∈ (0, 1) scales as O(d/ε2). Their algorithm suffers from significant bias of the
unadjusted Markov chain, meaning that one has to make the step size very small. In addition,
exponentially fast convergence rates have not been achieved with non-asymptotic guarantees
(see Section 1.1 below).
In this work, we close the gap between composite sampling problems and smooth problems,
by developing a Metropolis-adjusted algorithm with a new proposal distribution inspired by
the proximity operator. For sampling from the distribution (1), our algorithm has mixing
time scaling as O(d log dε ) whenever the density π satisfies a log-Sobolev inequality and the
function g is convex and O(
√
d)-Lipschitz. Our results apply to a broad class of problems
where the proximal version of the sampling oracle associated with the penalty g is available,
including the case of the Laplacian prior. These guarantees improve upon existing algorithmic
results for sampling problem (1), both in the dependence on both d and ε, and match the
corresponding rate for the Metropolis-adjusted Langevin algorithm in the smooth case [23],
up to a multiple of the condition number.
1.1 Related work
Both MCMC algorithms and proximal point methods have been intensively studied in different
settings, and here we review the existing literature most relevant to our paper.
Metropolis-Hastings sampling: The Metropolis-Hastings algorithm dates back to semi-
nal work [26, 34, 47] from the 1950s. This simple and elegant idea allows one to automatically
build a Markov chain whose stationary distribution is the desired target distribution. All
Metropolis-Hastings algorithms are based on an underlying proposal distribution, with the
simplest one being associated with a random walk. Earlier work focuses on asymptotic theory,
including guarantees of geometric ergodicity and central limit theorems for random-walk-based
Metropolis proven under various assumptions [36, 46, 48, 58, 59, 61]. Various coupling-based
methods have proven useful for proving non-asymptotic bounds, including coupling with met-
ric estimates, and conductance analysis. The former can be used to prove convergence in
Wasserstein metrics, whereas the conductance approach leads to convergence guarantees in
the total variation (TV) distance. The mixing rate of a Markov chain is intimately related to
its conductance [37, 41], a quantity that can be further related to the isoperimetric properties
of the target distribution [42].
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Langevin-based sampling: Many sampling algorithms for smooth potentials rest on the
Langevin diffusion, defined via the Ito stochastic differential equation
dXt = −∇f(Xt)dt+
√
2dBt, (2)
where Bt is a standard d-dimensional Brownian motion. Indeed, when the function f is
smooth, the Langevin process (2) has a stationary distribution with density proportional to
exp(−f); under mild conditions, the diffusion process (2) converges to this stationary distri-
bution as t → ∞. This perspective encompasses algorithms based on simple discretization
of the Langevin diffusion such as the unadjusted Langevin algorithm (ULA) [16, 60] and
variants proposed to refine the dependence of the mixing time on different problem parame-
ters [13, 39, 44]. Applying a Metropolis-Hastings step to the discretized Langevin diffusion
results in the Metropolis-adjusted Langevin algorithm (MALA) [8, 25, 60]. Both ULA and
MALA have been well-understood when applied to smooth and strongly log-concave poten-
tials, with mixing rates O(d/ε) [20] and O(d log(1/ε)) [12, 23], respectively.
When the potential is non-smooth, the drift of the Langevin SDE becomes discontinu-
ous, making the diffusion notoriously difficult to discretize. Some past work has exploited
smoothing techniques from optimization theory to tackle this challenge, as we now discuss.
Proximal algorithms: The Moreau-Yosida envelope [49] of a function g at scale η > 0 is
given by gη(x) := miny∈Rd
{
1
2η ‖y − x‖22 + g(y)
}
. Note that gη is a smooth approximation of
the function g, and the minimizing argument defines the proximity operator
Proxη,g(x) = arg min
y∈Rd
{
1
2η
‖y − x‖22 + g(y)
}
. (3)
Note that the gradient of gη is related to the proximity operator via the equality relation
η∇gη = Proxη,g − Id. Consequently, it is possible to optimize non-smooth functions as effi-
ciently as smooth ones if we are given access to their proximity operator. This idea underlies
a great deal of recent progress in optimization, which step back from black-box approaches
and instead leverage the special structure of the problem under consideration. One striking
example is the minimization of functions of the composite form f + g, where both functions f
and g are convex but only the function f is smooth. Proximal-gradient methods are based on
the update xn+1 = Proxη,g(xn − η∇f(xn)), and are specially appealing for solving problems
where g is non-smooth [3, 15, 69]. Indeed, their convergence rates match those obtained by
gradient methods on smooth problems; these fast rates should be contrasted with the slowness
of subgradient methods. However, the efficiency of a proximal-gradient method is predicated
upon an efficient method for computing the proximity operator. Fortunately, many choices of
g encountered in machine learning and signal processing lead to simple proximity operators.
Non-smooth sampling: Pereyra et al. [52] proposed to sample from a non-smooth po-
tential g by applying both the Metropolis-adjusted Langevin and the unadjusted Langevin
algorithms to its Moreau-Yosida envelope. Bernton [4] analyzed the latter algorithm in a par-
ticular case. Durmus et al. [21] extended these approaches to composite potentials of the form
f+g by considering a smooth approximation of the form f+gλ, where gλ is a smooth version
of the non-smooth g, with the amount of smoothness parameterized by a positive scalar λ.
They proved bounds that characterize the tradeoff between the quality of the approximation
(decreasing in λ), and the smoothness of the approximation (increasing in λ). This smoothing
technique has also been applied to Hamiltonian Monte Carlo [11]. Recently, Durmus et al. [22]
3
established a mixing rate of order O(d/ε2) for non-smooth composite objectives using gradient
flow in space of measures. However, their algorithm does not directly lead to a Metropolis
version suitable for the conductance proof techniques, due to the singular measure yielded in
the gproximal step.
Note that all these previous works split the non-smooth component g and the noise in-
troduced in the sampling algorithm. In contrast, we take an alternative approach where
the diffusion part and the non-smooth function g are combined together through a proximal
sampling oracle— in particular, see Definition 1). This joint approach leads to significantly
smaller bias within each step, and allows for uniform control on the rejection probability.
Basic definitions and notation: Let us summarize some definitions and notation used in
the remainder of the paper. The Euclidean norm of a vector x ∈ Rd is denoted by ‖·‖2. We use
L(X) to denote the law of a random variable X. The total variation (TV) distance between
two distributions P and Q is given by dTV(P,Q) = supA∈B(Rd) |P(A) −Q(A)|. Given an error
tolerance ε > 0, we define the mixing time associated with the total variation distance of a
Markov chain Xt with stationary distribution Π as
Tmix(ε) := arg min
k=1,2,...
{dTV(L(Xk),Π) ≤ ε} .
The Kullback-Leibler divergence between two distributions is given byDKL(P‖Q) = EP
[
log
(
dP
dQ
)]
.
In this expression, the quantity dPdQ denotes the Radon-Nikodym derivative of P with respect
to Q.
2 Metropolis-adjusted Proximal Algorithm
We now describe the Metropolis-adjusted proximal algorithm that we propose and study in
this paper.
2.1 Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm allows sampling in a simple and efficient way from any
target density π known up to a multiplicative constant. For each x ∈ Rd, let p(x, ·) be a
density from which it is relatively easy to sample, and for which p(x, y) is available up to
a multiplicative constant independent of x. Each member of the family {p(x, ·), x ∈ Rd}
is known as a proposal distribution. The Metropolis-Hastings algorithm associated with p
produces a discrete-time Markov chain {Xt}t≥0 in the following way: at each step a candidate
y is proposed according to the density p(xt, ·) and is then accepted with probability
α(xt, y) =
{
min
{
pi(y)p(y,x)
pi(xt)p(x,y)
, 1
}
if π(x)p(x, y) > 0, and
1 if π(x)p(x, y) = 0.
(4)
Otherwise the candidate is rejected and the chain stays in its current position. The algorithm
always accepts candidates y when the ratio π(y)/p(xt, y) is larger than the previous value
π(xt)/p(y, xt) but may also accept candidates whose ratio is smaller. The transition kernel of
this Markov chain can be written as
Tx(A) =
∫
A
p(x, y)α(x, y)dy + δx(A)
∫
(1− α(x, y))p(x, y)dy, (5)
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from which it can be seen that the measure Π is invariant for this kernel. Moreover, under
the usual assumptions of aperiodicity and irreducibility, the chain converges to the stationary
distribution in TV distance. Various choices of proposal densities have been investigated,
such as the independence sampler [46], the random walk, the Langevin algorithm [60], or the
symmetric proposal [34].
2.2 Proximal proposal
In this paper, we study a particular class of proposal distributions, one designed to leverage
the special structure of the density π.
Definition 1 (Proximal sampling oracle). When queried with a vector u ∈ Rd and stepsize
η > 0, the oracle Oη,g(u) returns:
(a) a sample of a random variable Y with density proportional to exp
(
− 14η ‖y − u‖22 − g(x)
)
.
(b) the value of the partition function Z(u) :=
∫
exp
(
− 14η ‖y − u‖22 − g(x)
)
dy.
The Metropolis-Hastings algorithm based on this oracle is given in Algorithm 1. Given
the current iterate x ∈ Rd and stepsize η > 0, it uses the oracle with u = x− η∇f(x) to draw
a new sample Y distributed as
Y ∼ p(x, ·) = Z(x− η∇f(x))−1 exp
(
− 1
4η
‖· − (x− η∇f(x))‖22 − g(·)
)
. (6)
Let Px(·) denote the distribution over Y induced by p(x, ·), and let Tx denote the transition
kernel (5), both parameterized by the centering point x. We let
prejx := dTV(Px,Tx) = PY∼Tx(Y = x)
be the probability that the proposal is rejected. Furthermore, let T succx be the transition
kernel conditionally on not being rejected. It can be seen that T succx is absolutely continuous
with respect to Lebesgue measure, with density given by
T succx (y) ∝ min
(
p(x, y), eU(x)−U(y)p(y, x)
)
.
Algorithm 1: Metropolis-adjusted Proximal Gradient Langevin Dynamics
Require: Access to f,∇f, g,Oη,g(z), starting point X0. Parameter η.
Ensure: Approximate sample from p ∝ e−U .
Sample X0 ∼ N (x0, 1L+1I).
for t = 0, 1, 2, · · · do
Draw sample Z ∼ Oη,g(Xt − η∇f(Xt)) using the Proximal sampling oracle.
Xt+1 =

Z w.p. min
(
1, e
−U(z)p(Z,Xt)
e−U(Xt)p(Xt,Z)
)
,
Xt otherwise
.
end for
In the degenerate case when g = 0, the algorithm is essentially the same as the Metropolis-
adjusted Langevin (MALA) algorithm. For a general function g, the one-step proposal distri-
bution (6) can be understood in the following way: we approximate f locally with a quadratic
5
function, keep g unchanged, and use this as a potential function. From the high-level point
of view, the proposal (6) is in many aspects similar to proximal gradient methods. However,
the analysis is not a straightforward extension from the smooth case.
Compared to prior work, the key property of the proposed method—one which leads to
faster mixing guarantees— is that it combines the exact solver related to g with the exact
solver for the noise part. This careful combination prevents the error in the Gaussian noise
part from being amplified by a discontinuous drift. We note that this idea has been used to
study proximal gradient descent for KL divergence in the Wasserstein space [4, 68]; notably,
in this setting, the one-step update is intractable by itself. In sharp contrast, it is possible to
perform updates efficiently under our one-step proposal distribution.
3 Main results
We now turn to our main results, beginning with our assumptions and a statement of our
main theorem in Section 3.1, followed by some examples for which drawing samples from the
the proximal proposal distribution is computationally efficient in Section 3.2. We provide a
high-level overview of the proof in Section 3.3.
3.1 Statement of the main result
We make the following assumptions:
Assumption 1 (Logarithmic Sobolev inequality for π). The target density π satisfies a log-
Sobolev inequality with constant λ∗ > 0, meaning that
Epi[h(X) log h(X)] ≤ 1
2λ∗
Epi
[‖∇h(X)‖22
h(X)
]
for any Lipschitz function h : Rd → R with Epi[h(X)] = 1.
Assumption 2 (Smooth function f). There is a finite constant L ≥ 0 such that
‖∇f(x)−∇f(y)‖2 ≤ L ‖x− y‖2 for all x, y ∈ Rd.
Assumption 3 (Distant dissipativity). There exists a vector x0 ∈ Rd and strictly positive
constants µ, β such that
〈∇f(x), x− x0〉 ≥ µ
2
‖x− x0‖22 − β for all x ∈ Rd.
Note that this condition is a generalization of µ-strong convexity, which is a special case with
x0 corresponding to the global minimum of f , and β = 0.
Assumption 4 (Convex and Lipschitz function g). The function g is convex, and there is a
finite constant Md > 0 such that
|g(x) − g(y)| ≤Md ‖x− y‖ for all x, y ∈ Rd.
Distributions satisfying a log-Sobolev inequality [31] include strongly log-concave distribu-
tions [1] as well as bounded perturbations thereof [35]. These conditions cover, for example,
distributions that are strongly log-concave outside a bounded region but non-log-concave in-
side; see the paper [43] for some instances in the context of mixture models. Note that the
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log-Sobolev inequality does not require smoothness assumptions on the target density. By
the Lipschitz condition (Assumption 4) and Rademacher’s Theorem, the function g is differ-
entiable almost everywhere (w.r.t. Lebesgue measure).
For a given initial vector x0 ∈ Rd and tolerance parameter ε > 0, we define
A0 := ‖∇U(x0)‖2 , and R := C√µ
√
(L+ 1µ)A
2
0 +M
2
d + β + d log
4(L+1)
µ + log
(
1
ε
)
. (7)
With these definitions, we have
Theorem 1. Suppose that Assumptions 1–4 hold, and moreover, that max(µ,L,Md, β, ‖A0‖2)
grows at most polynomially in dimension d. Then there is a universal constant C ′ such that
Algorithm 1 with stepsize η = 1
2L2R2+Ld
has mixing time bounded as
Tmix(ε) ≤ C
′L2
λ∗µ
{(
L+
1
µ
)
A20 +M
2
d + β + d log
(
4(L+ 1)
µ
)
+ log(1/ε)
}
log
(
d
ε
)
. (8)
See Section 3.3 for a high-level overview of the proof of Theorem 1. The full argument is given
in Section 4.
In order to interpret the mixing time bound (8), it is helpful to consider some particular
settings of the problem parameters. Suppose that f is µ-strongly convex with condition
number κ := Lµ and that g is Lipschitz with parameter Md = O(
√
d); for example, if g is
chosen to a Laplacian prior (see the next section for details), this latter Lipchitz condition
will hold. Taking x0 to be the minimizer
1 of U ensures that A0 = 0, and thus, the mixing rate
scales as Tmix(ε) = O
(
κ2(d log(d/ε) + log2(1/ε))
)
. Up to an extra multiple of the condition
number κ, this rate matches the best known guarantee for the MALA algorithm in the smooth
case [23]. In contrast, the best prior work for nonsmooth problems requires O(d/ε2) iterations
and gradient evaluations [22], so that our method leads to exponentially faster convergence
while retaining the same dimension dependency.
3.2 Examples of Proximal Sampling Oracles
We describe here examples of functions g for which the associated proximal proposal can be
implemented in a computationally efficient manner.
Coordinate-separable regularizers: Consider a regularizer that is of the the coordinate-
separable form g :=
∑d
i=1 gi(xi). In this case, the proposal distribution can be factorized
as
p(x, y) =
d∏
i=1
pi(xi, yi), where pi(xi, yi) =
1
Zi
e−
1
4η
(yi−xi)2−gi(yi).
Sampling from the proposal distribution thus reduces to a collection of d univariate sampling
problems. (Note that the original problem of sampling from π will still be a genuinely d-variate
problem whenever f is not is coordinate-separable.) Since each pi is a one-dimensional log-
concave distribution, sampling can be performed using black-box rejection style algorithms [18,
1The minimizing vector x0 can be efficiently computed in O(
√
κ log ε−1) time independent of dimension
using accelerated gradient methods. Moreover, for a strongly convex function, Assumption 3 holds with the
same value of µ and β =M2d .
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19, 29] and the partition function Zi can be computed using adaptive methods for numerical
integration, including numerical libraries such as QUADPACK [53]. In this way, the overall
complexity of the oracle is still O(d)—the same order as the usual gradient computation.
Our preceding discussion applies to a generic coordinate-separable function g. Closed-form
expressions can be obtained for specific functions g, such as in the following example.
ℓ1-regularization The Bayesian Lasso [51] is based on the Laplace prior, with log density
gi(xi) = λ|xi|. In this case, the partition function takes the form Zi = √πη(α+ + α−) where
α± = e±λz
2
[
1∓ erf
(
(1±2ηλ)yi
2
√
η
)]
. Here erf denotes the Gaussian error function, and the
random variable Yi is drawn according to the mixture distribution
Yi ∼ α+T N (−∞,0]((1 + 2ηλ)yi, 2η) + α−T N [0,∞)((1 − 2ηλ)yi, 2η),
where TM[a,b](µ, σ2) is the truncated normal distribution. Drawing samples of Y can be
performed using fast sampling methods for the truncated Gaussian [7, 14]. The Laplace prior
can also be combined with a Gaussian prior to obtain the Bayesian Elastic-net [40], to which
our methodology applies in an analogous way.
Group Lasso The group Lasso is a generalization of the Lasso method where the features
are grouped into disjoint blocks {x1, . . . , xG}. The penalty considered is
∑G
j=1 ‖xj‖2. It is
able to do variable selection at the group level and corresponds to Multi-Laplacian priors [55].
The proximal sampling oracle can be decomposed into product measure of groups, with each
group sampling from density p(x, ·) ∝ exp(−‖·−x‖224η − ‖·‖2). For any vector y ∈ Rd, let
y = ax+z with z ⊥ x be its orthogonal decomposition. Note that p(x, ·) is symmetric around
axis x, so let r = ‖z‖2. We can first solve the two-dimensional sampling problem2 with
density q(r, a) = rd−2 exp(− (a−1)2‖x‖
2
2+r
2
4η −
√
r2 + a2), then draw a independent unit vector
v ∼ U(Sd−2) and finally construct the proposal by ax+ rv.
3.3 Proof Overview
We now provide a high-level overview of the main steps involved in the proof of Theorem 1.
First of all, the Metropolis filter automatically guarantees that the Markov chain defined
by the kernel T has Π as its stationary distribution. By Assumption 1, the underlying
density satisfies a Gaussian isoperimetric inequality [2, 6]. Using the known framework for
conductance and mixing of Markov chains [12, 30, 38]—to be reviewed in Section 4.1.1—we
only need to show the following two facts hold over a sufficiently large ball Ω ⊆ Rd enclosing
most of the mass of Π:
Fact 1: Rejection happens only with constant probability: namely, there is a universal constant
c ∈ [0, 1) such that dTV(Px,Tx) ≤ c for all x ∈ Ω.
Fact 2: The transition kernels T at two neighboring points are close: namely, there exist positive
scalars ω,∆ > 0 such that for x, y with ‖x− y‖2 ≤ ∆, we have dTV (Tx,Ty) ≤ 1− ω.
For an initial distribution Π0 with an initial condition M0 := supx∈Ω
pi0(x)
pi(x) , the mixing
rate can then be upper bounded as
Tmix(ε) . logM0 +
1
ω2λ∗∆2
(
log ε−1 + log logM0
)
.
2This can be done by inverting the conditional and marginal CDF.
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See Section 4.1.2 for the details of this argument. We note that an initial vector x0 for which
M0 = e
O(d) can be achieved by Gaussian initialization (see Section 4.1.3). Let us now provide
high-level sketches of the proofs of Facts 1 and 2, respectively.
3.3.1 Fact 1: Analysis of the Rejection probability
In Section 4.2, we establish the following bound on the rejection probability:
Lemma 1. Under Assumptions 2, 3, and 4, there is a universal positive constant C such that
for any stepsize η ∈
(
0, 116(L+1)
)
and for any x ∈ Rd, the TV distance is bounded as
dTV (Px,Tx) ≤ 1
2
+ Cη
(
Ld+M2d + ‖∇f(x)‖22
)
.
The core of the proof involves upper bounding the integral∫
p(x, z)max
(
0, 1− e
−U(z)p(z, x)
e−U(x)p(x, z)
)
dz.
A straightforward calculation yields
e−U(z)p(z, x)
e−U(x)p(x, z)
=
Z(x)
Z(z)
exp
(
f(x)− f(z)− 1
4η
‖x− z + η∇f(z)‖22 +
1
4η
‖z − x+ η∇f(x)‖22
)
.
Note that the terms g(x) and g(z) in the exponent cancel out when comparing the proposal
distribution with the target density. Completing the proof then requires two steps: (a) lower
bounding the ratio Z(x)Z(z) of partition functions and (b) lower bounding the exponential factor
involving f and its gradients.
At a high level, the proof of step (b) is relatively routine, similar in spirit to analysis due
to Dwivedi et al. [23]. We decompose the exponent into two error terms in first-order Taylor
expansion f(z)− f(x)− 〈z − x, ∇f(x)〉 and f(x)− f(z)− 〈x− z, ∇f(z)〉, and a term of the
form ‖∇f(x)‖22 − ‖∇f(z)‖22. If the distance from x to the proposal z can be controlled, we
can easily upper bound the three terms by Assumption 2 alone, without using convexity.
Proving the claim in step (a), however, is highly non-trivial. The partition function Z
can be seen as a smoothed version of the function e−g. Intuitively, a sample u drawn from
the proposal distribution centered at x will be dispersed around x, with roughly half of the
directions increasing the value of the partition function. So with probability approximately
one half, we expect that Z(u) is not much larger than Z(x).
3.3.2 Fact 2: Overlap bound for transitions kernels
Note that the rejection probability bound proved in Lemma 1 can only guarantee that the
proposal point is accepted with probability arbitrarily close to 12 . Therefore, in contrast to
the past work of Dwivedi et al. [23] on MALA, in order to obtain non-trivial bounds on
dTV(Tx1 ,Tx2), it no longer suffices to control dTV(Px1 ,Px2) and apply the triangle inequality.
Instead, we directly bound the total variation distance between the transition kernels at
two neighboring points. In particular, via a direct calculation, we show that
dTV (Tx1 ,Tx2) ≤ max(prejx1 , prejx2 ) + dTV
(T succx1 ,T succx2 )+ |prejx1 − prejx2 |. (9)
See Section 4.3 for the proof of this bound.
9
Overall, the bound for dTV (Tx1 ,Tx2) consists of three parts: the first term directly comes
from Lemma 1; the second term is the TV distance between the kernels conditioned on
successful transitions; and the last term is the difference between rejection probabilities. Upper
bounds for the latter two terms are proven in Lemma 2 and Lemma 3, respectively, which we
state here.
Lemma 2. Suppose that Assumptions 2, 3 and 4 hold, and consider a step size η ∈
(
0, 116(L+1)
)
.
Then for any x1, x2 ∈ Rd, we have
dTV
(T succx1 ,T succx2 ) ≤ 5
√
‖x1 − x2‖2 ·
(
‖∇f(x1)‖2 + ‖∇f(x2)‖2 +Md + L
√
ηd
)
+ 2
‖x1 − x2‖2√
η
.
(10)
Lemma 3. Suppose that Assumptions 2 and 4 hold, and consider a stepsize η ∈
(
0, 116(L+1)
)
.
Then there is a universal constant C > 0 such that for any x1, x2 ∈ Rd, we have
|prejx1 − prejx2 | ≤ 2
‖x1 − x2‖2√
η
+ C ‖x1 − x2‖2
(
sup
0≤λ≤1
‖∇f((1− λ)x1 + λx2)‖2 +Md + L
√
ηd
)
.
(11)
By Lemma 1, the choice of step size parameter η = O(1/d) suffices to make the first term
in equation (9) less than 710 , The final two terms in equation (9) can be made less than
1
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using Lemma 2 and Lemma 3, with ‖x1 − x2‖2 ≤ 1√η . Putting together these guarantees
ensures that dTV(Tx1 ,Tx2) ≤ 910 . See Proposition 3 in Section 4.3 for a precise statement of
this claim.
4 Proofs
In this section, we provide the full details of our proof. Section 4.1 is devoted to the proof of
Theorem 1 given necessary lemmas controlling the rejection probability and overlap bounds.
We prove the rejection probability bound stated in Lemma 1 in Section 4.2, and the overlap
bound transition kernels of Lemma 2 and Lemma 3 in Section 4.3. The tail bounds needed
in our analysis are postponed to Appendix A.
4.1 Proof of Theorem 1
Taking Lemma 1 and Proposition 3 as given, let us now prove Theorem 1. We first introduce
some known results on continuous-space Markov chain mixing based on conductance and
isoperimetry, and then use them to prove the theorem. An upper bound for the warmness
parameter in feasible start is needed in the proof, which is established in Section 4.1.3.
4.1.1 Some known results
Our analysis makes use of mixing time bounds based on the conductance profile, given by
ΦΩ(v) := inf
0≤pi(S∩Ω)≤v
∫ T succx (Sc)dπ(x)
π(S ∩ Ω) for any v ∈ (0,
pi(Ω)
2 ).
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The following result [12, 38] uses the conductance profile to bound the mixing time of a
reversible, irreducible 12 -lazy Markov chain with transition distribution absolutely continuous
with respect to Lebesgue measure.
Proposition 1. For a given error rate ε ∈ (0, 1) and warm start parameter M0, suppose there
is a set Ω ⊆ Rd such that Π(Ω) > 1 − ε2
2M20
. Then the L2-mixing time from any M0-warm
start is bounded as
Tmix(ε;M0, ℓ2) ≤
∫ Π(Ω)
2
4/M0
8dv
vΦ2Ω(v)
+
8
Φ2Ω
(
Π(Ω)/2
) log( 16
εΠ(Ω)
)
. (12)
We also need the following classical result that relates the conductance of a continuous-
state Markov chain with the isoperimetric inequality of the target measure and overlap bound
of transition kernels [12, 38]. In particular, we say that the transition kernels satisfy an overlap
bound with parameters ω,∆ over a set Ω if for any pair x, y ∈ Ω such that ‖x− y‖2 ≤ ∆, we
have dTV(Tx,Ty) ≤ 1− ω.
Proposition 2. Consider a Markov chain with a target distribution π that is absolutely
continuous with respect to Lebesgue measure, satisfies the Gaussian isoperimetric inequality
with constant λ∗, and such that its transition distribution satisfies the (∆, ω)-overlap condition.
Then for s ∈ (0, 1) and any convex measurable set Ω such that π(Ω) ≥ 1− s, we have
ΦΩ(v) ≥ ω
4
·min
(
1,
∆
√
λ∗
16
· log1/2
(
1 +
1
v
))
for all v ∈ [0, 1−s2 ]. (13)
4.1.2 Proof of Theorem 1
Let now turn to the proof of Theorem 1, which involves establishing a lower bound for ΦΩ
using Proposition 2. Combining this lower bound with Proposition 1 yields the final mixing
rate bound.
First of all, by Lemma 10, letting Ω := B(x0, Rs) with Rs = C
√
β+d+M2d+log s
−1
µ , we have
π(Ω) > 1−s. The discussion about conductance can be restricted to Ω. The parameter s will
be chosen later. By Assumption 1, the target distribution π satisfies a log-Sobolev inequality
with constant λ∗, which implies a Gaussian isoperimetric inequality with constant λ∗, due
to [2]. Choosing the step size to be η = c
M2
d
+L2(A20+R
2
s)+Ld
ensures the following properties:
• According to Lemma 1, for any x ∈ Ω,
dTV(Px,Tx) ≤ 1
2
+ Cη(Ld+M2d + ‖∇f(x)‖22) ≤
1
2
+ Cη(Ld+M2d + (A0 + LRs)) ≤
2
3
.
Consequently, the number of attempts required for a successful transition is a geometric
random variable with rate at least 1/3. With high probability, the number of successful
transitions is of the same order as the number of steps.
• According to Proposition 3, for any pair x1, x2 ∈ Ω such that
‖x1 − x2‖2 ≤ ∆ := c′min
(√
η,
1
A0 + LRs +Md
)
= c′
√
η,
we are guaranteed that dTV(Tx1 ,Tx2) ≤ 910 := 1− ω.
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By Proposition 2, we obtain:
ΦΩ(v) ≥ 1
40
min
(
1,
√
ηλ∗
16
log1/2
(
1 +
1
v
))
, ∀v ∈ [0, (1 − s)/2].
As shown M0 = supx∈Ω
pi0(x)
pi(x) has an upper bound independent of Rs. In order to apply
Proposition 1, we need s ≤ ε2
2M20
, which means:
log s−1 ≥ (L+ µ−1)A20 +
M2d
4
+ β +
d
2
log
4(L+ 1)
µ
+ 2 log
1
ε
.
Set s to this value, and set
Rs = C
√
(L+ µ−1)A20 +M
2
d + β + d log
4(L+1)
µ + 2 log ε
−1
µ
.
Substituting this expression back into the integral in Proposition 1 yields
Tmix(ε;M0, ℓ2) ≤
∫ pi(Ω)
2
4/M0
8dv
vΦ2Ω(v)
+ ΦΩ
(
π(Ω)
2
)−2 ∫ 8
ε
pi(Ω)
2
8dv
v
≤
∫ 1
4/M0
dv
v
+
C
ηλ∗
∫ pi(Ω)
2
4/M0
dv
v log 1v
+
C
ηλ∗
log
1
ε
≤ logM0 + C
ηλ∗
(
log logM0 + log
1
ε
)
.
Assuming that max(µ,L,Md, β, ‖A0‖2) ≤ poly(d), we have:
Tmix(ε;M0, ℓ2) ≤ C
ηλ∗
log
d
ε
,
which finishes the proof.
4.1.3 Upper Bound for Warmness with Feasible Start
In the following, we provide an coarse upper bound for the “warmness” constant of the Markov
chain, using the initial distribution defined by Algorithm 1. By direct computation, we obtain:
M0 = sup
x∈Ω
π0(x)
π(x)
≤
(
1 + L
2π
) d
2
(∫
e−f(x)−g(x)dx
)
sup
x∈Ω
exp
(
−(1 + L) ‖x− x0‖22 + f(x) + g(x)
)
≤ ((1 + L)/(2π)) d2
(∫
e−f(x)−g(x)dx
)
× sup
x∈Ω
exp
(
−(1 + L) ‖x− x0‖22 + L
(
‖x− x0‖22 + ‖A0‖22 + ‖x− x0‖22 +
1
4
M2d + U(x0)
))
≤ ((1 + L)/(2π)) d2
(∫
e−f(x)−g(x)dx
)
exp
(
L ‖A0‖22 +
1
4
M2d + U(x0)
)
.
Note that by Assumption 3 and Assumption 4, for v ∈ ∂g(x0) we have:∫
e−f(x)−g(x)dx ≤
∫
exp
(
−U(x0)− µ
2
‖x− x0‖2 + β + 〈∇f(x0) + v, x− x0〉
)
dx
≤ e−U(x0)
∫
exp
(
β +
A20
µ
− µ
4
‖x− x0‖2
)
dx = e
−U(x0)+β+A
2
0
µ (µ/(8π))−
d
2 .
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Substituting back into the equation above yields
M0 ≤
(
4(L+ 1)
µ
) d
2
exp
(
(L+ µ−1) ‖A0‖22 +
M2d
4
+ β
)
.
4.2 Analysis of the rejection probability
This section is devoted to analysius of the rejection probability, and in particular, the proof
of Lemma 1. Several auxiliary results are needed in the proof, which are established in the
second subsection.
4.2.1 Proof of Lemma 1
By definition, we have dTV (Px,Tx) =
∫
p(x, z)max
(
0, 1− e−U(z)p(z,x)
e−U(x)p(x,z)
)
dz. Note that:
e−U(z)p(z, x)
e−U(x)p(x, z)
=
Z(x)
Z(z)
exp
(
−(f(z) + g(z)) + (f(x) + g(x)) − 1
4η
‖x− z + η∇f(z)‖22 +
1
4η
‖z − x+ η∇f(x)‖22 − g(x) + g(z)
)
=
Z(x)
Z(z)
exp
(
−(f(z)− f(x))− 1
4η
‖x− z + η∇f(z)‖22 +
1
4η
‖z − x+ η∇f(x)‖22
)
,
where Z(y) :=
∫
exp
(
− 14η ‖q − y‖22 − g(q)
)
dq for any y ∈ Rd.
Let
Q1(x, z) =
Z(x)
Z(z)
, and
Q2(x, z) = exp
(
−(f(z)− f(x))− 1
4η
‖x− z + η∇f(z)‖22 +
1
4η
‖z − x+ η∇f(x)‖22
)
.
With these choices, we have:
dTV(Px,Tx) ≤
∫
p(x, z)max (0, 1 −Q1(x, z)Q2(x, z)) dz
(i)
≤
∫
p(x, z)max (0, 1 −Q1(x, z)) dz +
∫
p(x, z)max (0, 1−Q2(x, z)) dz, (14)
where step (i) follows from the elementary inequality
max(0, 1 − ab) ≤ max(0, 1− a) + max(0, 1 − b) valid for a, b ≥ 0.
In the following, we bound Q1 and Q2 from below. Introducing the convenient shorthand
G(y) := − logZ(y), we have:
∇G(y) = −∇Z(y)
Z(y)
= −
∫ q−y
2η exp
(
− 14η ‖q − y‖22 − g(q)
)
dq∫
exp
(
− 14η ‖q − y‖22 − g(q)
)
dq
(i)
= Z(y)−1
∫
∇g(q) exp
(
− 1
4η
‖q − y‖22 − g(q)
)
dq
= Eq∼Py∇g(q),
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where step (i) follows via integration by parts. Putting together the pieces yields the Lipschitz
continuity of G:
‖∇G(y)‖2 ≤ Z(y)−1
∫
‖∇g(q)‖2 exp
(
− 1
4η
‖q − y‖22 − g(q)
)
dq ≤Md.
Note that Z(·) is actually the convolution between e−g and the Gaussian density—viz
Z(y) = e−g∗e−
‖·‖22
4η (y). As a consequence of the Pre´kopa-Leindler inequality (e.g. [65], Chapter
3), the function Z is log-concave, and the function G is convex.
By Lemma 4, for any fixed y ∈ Rd, there exists a coupling γ such that for (X1,X2) ∼ γ, we
have X1,X2 ∼ Oη,g(y), and
∥∥X1+X2
2 − y
∥∥
2
≤ ηMd almost surely. Therefore, for Z ∼ Oη,g(y)
we have:
P
(
G(Z) ≥ G(y)− ηM2d
)
=
1
2
(
P
(
G(X1) ≥ G(y)− ηM2d
)
+ P
(
G(X2) ≥ G(y) − ηM2d
))
(i)
≥ 1
2
P
(
max(G(X1), G(X2)) ≥ G(y) − ηM2d
)
(ii)
≥ 1
2
P
(
G ((X1 +X2)/2) ≥ G(y)− ηM2d
)
(iii)
≥ 1
2
P (‖((X1 +X2)/2) − y‖2 ≤ ηMd)
(iv)
=
1
2
, (15)
where step (i) follows from the union bound; step (ii) uses the convexity of G; step (iii) exploits
the Lipschitzness of G; and step (iv) is a direct consequence of Lemma 4.
Therefore, using equation (15) with y = x− η∇f(x), we find that
Pz∼Px
[
Q1(x, z) ≥ e−ηMd(Md+‖∇f(x)‖2)
]
= Pz∼Px
[
logZ(x)− logZ(z) ≥ −ηMd (Md + ‖∇f(x)‖2)
]
(i)
≥ Pz∼Px
[
G(z)−G(x− η∇f(x)) ≥ −ηM2d
]
≥ 1
2
,
where step (i) follows from the inequality G(x− η∇f(x))−G(x) ≥ −ηMd ‖∇f(x)‖2, a conse-
quence of the Md-Lipschitz nature of G. Consequently, we can control the integral associated
with Q1.
Introducing the shorthand A :=
{
Q1(x, z) ≥ e−ηMd(Md+‖∇f(x)‖2)
}
, we have
∫
p(x, z)max(0, 1 −Q1(x, z))dz
(i)
≤Pz∼Px (A)
(
1− e−ηMd(Md+‖∇f(x)‖2)
)
+ Pz∼Px
(
AC
)
(ii)
≤ 1− 1
2
e−ηMd(Md+‖∇f(x)‖2)
(iii)
≤ 1
2
(1 + ηMd(Md + ‖∇f(x)‖2)) , (16)
where step (i) follows from decomposing the probability space into A and Ac, with bounds on
each event; step (ii) follows by the lower bound on the probability of A derived above, and
step (iii) follows as 1 + x ≤ exp(x) for x ∈ R.
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Next, the function Q2 can be controlled using the smoothness of f :
logQ2(x, z) =− (f(z)− f(x))− 1
4η
‖x− z + η∇f(z)‖22 +
1
4η
‖z − x+ η∇f(x)‖22
=
1
2
(f(x)− f(z)− 〈x− z, ∇f(x)〉) + 1
2
(f(x)− f(z)− 〈x− z, ∇f(z)〉)
+
η
4
(‖∇f(x)‖2 − ‖∇f(z)‖2) (‖∇f(x)‖2 + ‖∇f(z)‖2)
(i)
≥ − 2L ‖x− z‖22 − η ‖∇f(x)−∇f(z)‖2 (2 ‖∇f(x)‖2 + L ‖x− z‖2)
(ii)
≥ − 3L ‖x− z‖22 − 2ηL ‖x− z‖2 · ‖∇f(x)‖2
(iii)
≥ − 4L ‖x− z‖22 − η2L ‖∇f(x)‖22 , (17)
where step (i) follows since f(z) − f(x) − 〈z − x, ∇f(x)〉 ≤ L2 ‖z − x‖2 and −L2 ‖z − x‖2 ≤
f(x)− f(z)− 〈x− z, ∇f(z)〉 by smoothness of f ; step (ii) follows from ‖∇f(x)−∇f(z)‖2 ≤
L ‖x− z‖2 by smoothness of f ; and step (iii) follows from Young’s inequality. Therefore, we
obtain: ∫
p(x, z)max(0, 1 −Q2(x, z))dz
(i)
≤
∫
p(x, z)max(0,− logQ2(x, z))dz
(ii)
≤L
∫
p(x, z)
(
4 ‖x− z‖22 + η2 ‖∇f(x)‖22
)
dz
(iii)
≤ 37ηLd + 108η2L
(
‖∇f(x)‖22 +M2d
)
, (18)
where step (i) follows from the elementary inequality log(x) ≤ x−1 for x > 0; step (ii) follows
from equation (17); and step (iii) follows from Lemma 5. Combining equations (14), (16)
and (18) yields the final conclusion.
4.2.2 Auxiliary lemmas for the proof of Lemma 1
In order to control the acceptance-rejection probability, we need the following technical lemma:
Lemma 4. Under Assumption 4, given any fixed y ∈ Rd, there exists a coupling γ such that
for (X1,X2) ∼ γ, we have the marginals X1,X2 ∼ Oη,g(y), and∥∥∥∥X1 +X22 − y
∥∥∥∥
2
≤ ηMd, a.s.
Proof. We prove the existence of such a coupling by an explicit construction. For any y ∈ Rd
fixed, let the process ξt and ζt be defined as the solutions to the following SDEs, driven by a
Brownian motion (Bt : t ≥ 0).
dξt = −
(
ξt − y
2η
+∇g(ξt)
)
dt+
√
2dBt, ξ0 = y
dζt = −
(
ζt − y
2η
+∇g(ζt)
)
dt−
√
2dBt, ζ0 = y.
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Summing together the above equations yields
d
(
ξt + ζt
2
− y
)
= − 1
2η
(
ξt + ζt
2
− y
)
dt− 1
2
(∇g(ξt) +∇g(ζt))dt,
which implies that
(
ξt+ζt
2 − y
)
is a locally Lipschitz function of t. Consequently, we have
∥∥∥∥ξt + ζt2 − y
∥∥∥∥2
2
=− 1
η
∫ +∞
0
∥∥∥∥ξt + ζt2 − y
∥∥∥∥2
2
dt−
∫ +∞
0
〈∇g(ξt) +∇g(ζt)), ξt + ζt
2
− y〉dt
≤− 1
η
∫ +∞
0
∥∥∥∥ξt + ζt2 − y
∥∥∥∥2
2
dt+
∫ +∞
0
2Md
∥∥∥∥ξt + ζt2 − y
∥∥∥∥
2
dt
≤ 1
2η
∫ +∞
0
(
−
∥∥∥∥ξt + ζt2 − y
∥∥∥∥2
2
+ η2M2d
)
dt.
Now Gro¨nwall’s inequality guarantees that limt→+∞
∥∥∥ ξt+ζt2 − y∥∥∥2 ≤ ηMd almost surely, which
completes the proof.
Corollary 1. For any given x ∈ Rd, we have
‖EY∼PxY − x‖2 ≤ η(Md + ‖∇f(x)‖2).
Proof. Let y˜ = x− η∇f(x). By Lemma 4, there exists a coupling γ on Rd ×Rd such that for
(X1,X2) ∼ γ, there is X1,X2 ∼ Px and
∥∥X1+X2
2 − y˜
∥∥
2
≤ ηMd almost surely. We obtain:
‖EY∼PxY − y˜‖2 =
∥∥∥∥12 (EX1 − y˜) + 12 (EX2 − y˜)
∥∥∥∥
2
≤ E
∥∥∥∥12(X1 +X2)− y˜
∥∥∥∥
2
≤ ηMd.
By the definition of y˜ we have ‖x− y˜‖2 ≤ η ‖∇f(x)‖2, which concludes the proof.
Lemma 5. For any given x ∈ Rd and Y ∼ Px, if η < 116(1+L) , there is:
E ‖Y − x‖22 ≤ 12ηd + 36η2
(
‖∇f(x)‖22 +M2d
)
.
Proof. Note that:
〈−∇y logPx(y), y − x〉 =〈 1
2η
(y − x+ η∇f(x)) +∇g(y), y − x〉
≥ 1
2η
‖y − x‖22 − ‖y − x‖2 (‖∇f(x)‖2 + ‖∇g(x)‖2)
≥ 1
12η
‖y − x‖22 − 3η (‖∇f(x)‖2 +Md)2 .
Applying Lemma 9 yields the claim.
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4.3 Overlap bound for the transition kernels
In this section, we prove the following proposition:
Proposition 3. There are universal constants c, C such that for any convex set Ω ⊆ Rd and
stepsize η ≤ (C(Ld+M2d + supx∈Ω ‖∇f(x)‖22))−1 and any pair x1, x2 ∈ Ω such that
‖x1 − x2‖2 ≤ cmin
(√
η, (sup
x∈Ω
‖∇f(x)‖2 +Md + L
√
ηd)−1
)
,
we have dTV (Tx1 ,Tx2) ≤ 910 .
We first provide a complete proof for Proposition 3, which is a straightforward consequence
of Lemma 2 and Lemma 3. Then we prove the two key lemmas respectively. The auxiliary
lemmas used in the proofs of Lemma 2 and Lemma 3 are proved in the last subsection.
4.3.1 Proof of Proposition 3
Let ‖·‖L∞(Rd)∗ denotes the dual norm of the L∞(Rd)-norm, which is the generalization of TV
to arbitrary signed measures. With this notation, we have
dTV (Tx1 ,Tx2) =dTV
(
prejx1 δx1 + (1− prejx1 )T succx1 , prejx2 δx2 + (1− prejx2 )T succx2
)
≤1
2
∥∥prejx1 δx1 − prejx2 δx2∥∥L∞(Rd)∗ + 12 ∥∥(1− prejx1 )T succx1 − (1− prejx2 )T succx2 ∥∥L∞(Rd)∗
≤max(prejx1 , prejx2 ) + |prejx1 − prejx2 |+
1
2
∥∥T succx1 − T succx2 ∥∥L∞(Rd)∗
≤max(prejx1 , prejx2 ) + |prejx1 − prejx2 |+ dTV
(T succx1 ,T succx2 ) ,
Since the stepsize is upper bounded as η ≤ (C(Ld +M2d + supx∈Ω ‖∇f(x)‖22))−1, Lemma 1
implies that the first term is at most 710 . On the other hand, suppose that
‖x1 − x2‖2 ≤ cmin
(√
η, (sup
x∈Ω
‖∇f(x)‖2 +Md + L
√
ηd)−1
)
.
Then by applying Lemmas 3 and Lemma 6, respectively, the second and third terms are
guaranteed to be bounded by 110 . Combining these three bounds, we find that
dTV (Tx1 ,Tx2) ≤
7
10
+
1
10
+
1
10
=
9
10
,
which finishes the proof.
Now we turn to the proofs of the two key lemmas.
4.3.2 Proof of Lemma 2
Note that for any x ∈ Rd, we can rewrite
− log T succx (y) = max
{
H1(x, y),H2(x, y)
}
+ C(x), (19)
where we define
H1(x, y) :=
1
4η
‖y − x− η∇f(x)‖22 + g(y)−G(x)
H2(x, y) :=− f(x) + f(y) + g(y) + 1
4η
‖y − x+ η∇f(y)‖22 −G(y), and
C(x) := log
∫
min
(
p(x, z), eU(x)−U(z)p(z, x)
)
dz.
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For x1, x2 ∈ Rd, by the symmetry of total variation distance, we can assume C(x1) ≤ C(x2)
without loss of generality. By Pinsker’s inequality, we have
dTV
(T succx1 ,T succx2 ) ≤
√
1
2
DKL(T succx1 ‖T succx2 ).
Comparing the function H1 and H2 at two different points, we find that
H1(x1, y)−H1(x2, y) (20)
=
1
4η
〈(x1 − η∇f(x1))− (x2 − η∇f(x2)), (x1 − η∇f(x1)) + (x2 − η∇f(x2))− 2y〉
+G(x2)−G(x1)
=
1
2η
〈x1 − x2, x2 − y〉+ 1
4η
〈x1 − η∇f(x1)− x2 + η∇f(x2), x1 − η∇f(x1)− x2 − η∇f(x2)〉
+
1
2
〈∇f(x2)−∇f(x1), x2 − y〉+G(x2)−G(x1), (21)
H2(x1, y)−H2(x2, y) = 1
4η
〈x1 − x2, x1 + x2 − 2y − 2η∇f(y)〉+ f(x2)− f(x1)
=
1
2η
〈x1 − x2, x2 − y〉+ 1
4η
〈x1 − x2, x1 − x2 − 2η∇f(y)〉+ f(x2)− f(x1).
(22)
So we have:
DKL(T succx2 ‖T succx1 )
=EY∼T succx2 (max (H1(x1, Y ),H2(x1, Y )) +C(x1)−max (H1(x2, Y ),H2(x2, Y ))− C(x2))
(i)
≤EY∼T succx2 (max (H1(x1, Y ),H2(x1, Y ))−max (H1(x2, Y ),H2(x2, Y )))
(ii)
≤EY∼T succx2 (max (H1(x1, Y )−H1(x2, Y ),H2(x1, Y )−H2(x2, Y )))
(iii)
≤ 1
2η
EY∼T succx2 〈x1 − x2, x2 − Y 〉︸ ︷︷ ︸
T1
+
1
4η
‖x1 − η∇f(x1)− x2 + η∇f(x2)‖2 · ‖x1 − η∇f(x1)− x2 − η∇f(x2)‖2︸ ︷︷ ︸
T2
+
1
4
‖∇f(x1)−∇f(x2)‖2 · EY∼T succx2 ‖Y − x2‖2 + |G(x2)−G(x1)|︸ ︷︷ ︸
T3
+
1
4η
‖x1 − x2‖2 EY∼T succx2 ‖x1 − x2 − 2η∇f(Y )‖2 + |f(x2)− f(x1)|︸ ︷︷ ︸
T4
,
where step (i) follows as C(x1) ≥ C(x2); step (ii) follows from the elementary inequality
max{a, b} −max{c, d} ≤ max{a− c, b− d} a, b, c, d ∈ R4,
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and step (iii) follows from equations (21) and (22), the elementary inequality max{a+ b, a +
c} ≤ a+ |b|+ |c| for a, b, c ∈ R3, combined with the Cauchy-Schwarz inequality.
Applying the Cauchy-Schwarz inequality and Lemma 6 to the term T1, we obtain:
T1 =
1
2η
〈x1 − x2, x2 − EY∼T succx2 (Y )〉 ≤ 4 ‖x1 − x2‖2
(
‖∇f(x2)‖2 +Md + 2L
√
ηd
)
.
As for the second term T2, we find
T2 =
1
4η
‖x1 − η∇f(x1)− x2 + η∇f(x2)‖2 · ‖x1 − η∇f(x1)− x2 − η∇f(x2)‖2
(i)
≤ 1
4η
(1 + ηL) ‖x1 − x2‖2 · ‖x1 − x2 − η∇f(x1)− η∇f(x2)‖2
≤1 + ηL
4η
‖x1 − x2‖22 +
1 + ηL
4
‖x1 − x2‖2 (‖∇f(x1)‖2 + ‖∇f(x2)‖2) ,
where step (i) follows from the smoothness of f .
For the last two terms, using Lemma 7, we obtain:
T3 =
1
4
‖∇f(x1)−∇f(x2)‖2 · EY∼T succx2 ‖Y − x2‖2 + |G(x2)−G(x1)|
≤6√ηL ‖x1 − x2‖2
(√
η ‖∇f(x2)‖2 +
√
ηMd +
√
d
)
+Md ‖x1 − x2‖2 .
T4 =
1
4η
‖x1 − x2‖2 EY∼T succx2 ‖x1 − x2 − 2η∇f(Y )‖2 + |f(x2)− f(x1)|
≤ 1
2η
‖x1 − x2‖22 + 12 ‖x1 − x2‖2 ·
(
2(1 + ηL) ‖∇f(x2)‖2 +
√
ηL
(√
ηMd +
√
d
))
+ ‖∇f(x2)‖2 · ‖x1 − x2‖2 + L ‖x1 − x2‖22 .
Putting them together and using the assumption η < 116(L+1) , we obtain:
DKL(T succx2 ‖T succx1 ) ≤T1 + T2 + T3 + T4
≤20 ‖x1 − x2‖2
(
‖∇f(x1)‖2 + ‖∇f(x2)‖2 +Md + L
√
ηd
)
+ 2
(
1
η
+ L
)
‖x1 − x2‖22 .
Substituting back into Pinsker’s inequality completes the proof.
4.3.3 Proof of Lemma 3
This section is devoted to the proof of the following lemma, used in the proof of Proposition 3.
Lemma 3. Suppose that Assumptions 2 and 4 hold, and consider a stepsize η ∈
(
0, 116(L+1)
)
.
Then there is a universal constant C > 0 such that for any x1, x2 ∈ Rd, we have
|prejx1 − prejx2 | ≤ 2
‖x1 − x2‖2√
η
+ C ‖x1 − x2‖2
(
sup
0≤λ≤1
‖∇f((1− λ)x1 + λx2)‖2 +Md + L
√
ηd
)
.
(11)
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Proof. By definition, we have:
PY∼Tx1 (Y = x1) =
∫
max
(
0, p(x1, y)− eU(x1)−U(y)p(y, x1)
)
dy.
Adopting the shorthand a ∧ b = min(a, b) for a, b ∈ R and substituting into the quantity of
interest yields
PY∼Tx1 (Y = x1)− PY∼Tx2 (Y = x2)
=
∫
max
(
0, p(x1, y)− eU(x1)−U(y)p(y, x1)
)
dy −
∫
max
(
0, p(x2, y)− eU(x2)−U(y)p(y, x2)
)
dy
(i)
≤
∫
|p(x1, y)− p(x2, y)|dy︸ ︷︷ ︸
I1
+
∫ ∣∣∣p(y, x1)eU(x1)−U(y) ∧ p(x1, y)− p(y, x2)eU(x2)−U(y) ∧ p(x2, y)∣∣∣ dy︸ ︷︷ ︸
I2
= I1 + I2,
where step (i) follows by combining that max(0, a−b) = max(0, a−a∧b) and |max(0, a−b)−
max(0, c−d))| ≤ |a−c|+ |b−d| to obtain max(0, a−b)−max(0, c−d) ≤ |a−c|+ |a∧b−c∧d)|
for a, b, c, d ∈ R.
We now turn to controlling I2. Define the function Ay(x) := p(x, y) ∧ eU(x)−U(y)p(y, x),
which is equal to
e−g(y)min

exp
(
−‖y−x+η∇f(x)‖224η
)
Z(x)
,
exp
(
−‖x−y+η∇f(y)‖224η + f(x)− f(y)
)
Z(y)

 .
A direct calculation yields
Ay(x)
−1∇xAy(x) =
(
∇G(x)− 1
2η
(I − η∇2f(x)) (x− η∇f(x)− y)
)
1E(x,y)
+
(
∇f(x)− x− y + η∇f(y)
2η
)
1E(x,y)C
=
y − x
2η
+
(
∇G(x) + 1
2
∇2f(x) (x− η∇f(x)− y) + 1
2
∇f(x)
)
1E(x,y)
+
(
∇f(x)− 1
2
∇f(y)
)
1E(x,y)C ,
where we define
E :=
{
Z(x)−1 exp
(
−‖y − x+ η∇f(x)‖
2
2
4η
)
< Z(y)−1 exp
(
−‖y − x− η∇f(y)‖
2
2
4η
+ f(x)− f(y)
)}
.
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Cosidering the line segment zλ := (1− λ)x1 + λx2, λ ∈ [0, 1], we have:
I2 =
∫
Rd
|Ay(x1)−Ay(x2)| dy
=
∫
Rd
∣∣∣∣
∫ 1
0
〈∇Ay(zλ), x1 − x2〉dλ
∣∣∣∣ dy
≤
∫
Rd
∫ 1
0
|〈∇Ay(zλ), x1 − x2〉| dλdy
≤
∫ 1
0
∫
Rd
Ay(zλ)
∣∣∣∣〈zλ − y2η , x1 − x2〉
∣∣∣∣ dy︸ ︷︷ ︸
T1(zλ)
dλ
+
∫ 1
0
∫
Rd
Ay(zλ) ‖x1 − x2‖2 ·
(
‖∇G(zλ)‖2 +
1
2
|||∇2f(zλ)|||op ‖zλ − η∇f(zλ)− y‖2
)
dy︸ ︷︷ ︸
T2(zλ)
dλ
+
∫ 1
0
∫
Rd
Ay(zλ) ‖x1 − x2‖2 ·
(
1
2
‖∇f(zλ)‖2 +
∥∥∥∥∇f(zλ)− 12∇f(y)
∥∥∥∥
2
)
dy︸ ︷︷ ︸
T3(zλ)
dλ
=
∫ 1
0
(T1(zλ) + T2(zλ) + T3(zλ)) dλ.
Now we turn to bounding the terms T1, T2, T3. We use the fact that Ay(x) ≤ p(x, y), so
that the three integral terms can be upper bounded by taking expectations under P.
Beginning with the term T1, note that:
T1(x) =
∫
Rd
Ay(x)
∣∣∣∣〈x− y2η , x1 − x2〉
∣∣∣∣ dy
≤ 1
2η
EY∼Px |〈x− Y, x1 − x2〉|
(i)
≤ 1
2η
|〈x− EY∼PxY, x1 − x2〉|+
1
2η
EY∼Px |〈Y − (Eξ∼Pxξ) , x1 − x2〉|
(ii)
≤ 1
2η
‖x− EY∼PxY ‖2 · ‖x1 − x2‖2 +
1
2η
√
EY∼Px (〈Y − (Eξ∼Pxξ) , x1 − x2〉)2
(iii)
≤ ‖x1 − x2‖2 (‖∇f(x)‖2 +Md) +
‖x1 − x2‖2√
2η
, (23)
where step (i) follows by Minkowski’s inequality on E| · |; step (ii) follows by using Cauchy-
Schwarz inequality on Rd for the first term and on L2(R) for the second term; and step (iii)
follows by applying Corollary 1 for the first term and Lemma 8 for the second term.
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Turning to the term T2, we have:
T2 =
∫
Rd
Ay(x) ‖x1 − x2‖2 ·
(
‖∇G(x)‖2 +
1
2
|||∇2f(x)|||op ‖x− η∇f(x)− y‖2
)
dy
(i)
≤ ‖x1 − x2‖2 · EY∼Px
(
‖∇G(x)‖2 +
1
2
|||∇2f(x)|||op ‖x− η∇f(x)− Y ‖2
)
(ii)
≤ ‖x1 − x2‖2 ·
(
Md +
L
2
(
η ‖∇f(x)‖2 +
√
EY∼Px ‖Y − x‖22
))
(iii)
≤ ‖x1 − x2‖2 ·
(
Md + 3L
(
η ‖∇f(x)‖2 + ηMd +
√
ηd
))
, (24)
where step (i) follows since Ay(x) ≤ p(x, y); step (ii) follows as G is Md-Lipschitz (see proof
of Lemma 1 in Section 4.2.1), f is L-smooth and by Cauchy-Schwarz inequality on L2; and
step (iii) follows from Lemma 5.
Turning to the term T3, we have:
T3 =
∫
Rd
Ay(x) ‖x1 − x2‖2 ·
(
1
2
‖∇f(x)‖2 +
∥∥∥∥∇f(x)− 12∇f(y)
∥∥∥∥
2
)
dy
(i)
≤ ‖x1 − x2‖2 · EY∼Px
(
1
2
‖∇f(x)‖2 +
∥∥∥∥∇f(x)− 12∇f(Y )
∥∥∥∥
2
)
(ii)
≤ ‖x1 − x2‖2
(
‖∇f(x)‖2 + L/2
√
EY∼Px ‖Y − x‖22
)
(iii)
≤ 3 ‖x1 − x2‖2
(
‖∇f(x)‖2 + L/2
(
η ‖∇f(x)‖2 + ηMd +
√
ηd
))
. (25)
where step (i) follows as Ay(x) ≤ p(x, y); step (ii) follows as f is L-smooth and by Cauchy-
Schwarz inequality on L2; and step (iii) follows from Lemma 5.
Putting together equations (23), (24) and (25), and using the fact that η < 1/16L yields
I2 ≤ ‖x1 − x2‖2√
2η
+ C ‖x1 − x2‖2
(
sup
0≤λ≤1
‖∇f((1− λ)x1 + λx2)‖2 +Md + L
√
ηd
)
, (26)
for universal constant C > 0.
The integral I1 is relatively easy to control, since it is actually a TV distance—viz.
I1 =dTV (Px1 ,Px2)
(i)
≤
√
1
2
DKL (Px1 ||Px2)
(ii)
≤
√
ηI (Px1 ||Px2),
where step (i) follows from Pinsker’s inequality, whereas step (ii) is a consequence of the
log-Sobolev inequality. (Note that the density of Px2 is 12η -strongly log-concave.)
The Fisher information can be controlled as:
I (Px1 ||Px2) =
∫
Rd
p(x1, y) ‖∇y log p(x1, y)−∇y log p(x2, y)‖22 dy
=
∫
Rd
p(x1, y)
∥∥∥∥−x1 − η∇f(x1)− y2η −∇g(y) + x2 − η∇f(x2)− y2η +∇g(y)
∥∥∥∥2
2
dy
(i)
≤ 1
4η2
(1 + ηL)2 ‖x1 − x2‖22 ,
22
where step (i) follows since f is L-smooth. So for η < 1/16L, we have:
I1 ≤ ‖x1 − x2‖2√
η
. (27)
Putting together equations (27) and (26) completes the proof.
4.3.4 Auxiliary lemmas for the proof of Lemma 2 and Lemma 3
This section is devoted to the proofs of some auxiliary lemmas, which we state here.
Lemma 6. Under Assumptions 2, 3 and 4, for any given x ∈ Rd and Y ∼ T succx and stepsize
η ∈ (0, 116(L+1)), we have
‖EY − x‖2 ≤ 8η (‖∇f(x)‖2 +Md) + 16η
3
2L
√
d.
Proof. The argument is based on integration by parts: observing the density of T succx is of the
form exp
(
− 14η ‖y − x‖22 + · · ·
)
, we pair (y−x) with additional terms to make ∇yT succx (y) ap-
pear, which integrates to zero by Green’s formula. Other terms generated in this construction
are accompanied with an O(η) factor.
Concretely, noting that log T succx (y) is almost everywhere differentiable with respect to y,
we can differentiate equation (19). Doing so yields
−∇y log T succx (y) =
(
1
2η
(y − x− η∇f(x)) +∇g(y)
)
1H1(x,y)≥H2(x,y)
+
(
1
2η
(Id + η∇2f(y))(y − x+ η∇f(y)) +∇f(y) +∇g(y)−∇G(y)
)
1H1(x,y)<H2(x,y)
=
1
2η
(y − x) + r1(x, y)1H1(x,y)≥H2(x,y) + r2(x, y)1H1(x,y)<H2(x,y), (28)
where we define r1 := −12∇f(x)+∇g(y) and r2 := 12∇2f(y)(y−x)+ 12 (3Id+η∇2f(y))∇f(y)+
∇g(y)−∇G(y). Using Assumptions 2 and 4, we obtain:
‖r1(x, y)‖2 =
∥∥∥∥−12∇f(x) +∇g(y)
∥∥∥∥
2
≤ 1
2
‖∇f(x)‖2 +Md.
‖r2(x, y)‖2 =
∥∥∥∥12∇2f(y)(y − x) + 12(3Id + η∇2f(y))∇f(y) +∇g(y)−∇G(y)
∥∥∥∥
2
≤
(
2 +
ηL
2
)
L ‖y − x‖2 +
1
2
(3 + ηL) ‖∇f(x)‖2 + 2Md.
Note that min
(
p(x, y), eU(x)−U(y)p(y, x)
)
is almost everywhere differentiable with respect to
y, and the derivative is a pointwise function. Integrating yields:∫
(y − x)T succx (y)dy
(i)
= − 2η
∫
T succx (y)∇y log T succx (y)dy − 2η
∫
T succx (y)
(
r1(x, y)1H1(x,y)≥H2(x,y) + r2(x, y)1H1(x,y)<H2(x,y)
)
dy
(ii)
= − 2η
∫
T succx (y)
(
r1(x, y)1H1(x,y)≥H2(x,y) + r2(x, y)1H1(x,y)<H2(x,y)
)
dy,
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where step (i) follows from equation (28), whereas (ii) follows as
∫ T succx (y)∇y log T succx (y)dy =
0 by integration by parts. Therefore, we have:
‖EY − x‖2 =2η
∥∥E (r1(x, Y )1H1(x,Y )≥H2(x,Y ))+ E (r2(x, Y )1H1(x,Y )<H2(x,Y ))∥∥2
≤2η (E ‖r1(x, Y )‖2 + E ‖r2(x, Y )‖2)
≤2η
((
2 +
ηL
2
)
(L ‖Y − x‖2 + ‖∇f(x)‖2) + 3Md
)
.
By Lemma 7 and Cauchy-Schwartz inequality, we obtain:
‖EY − x‖2 ≤ 7
(
2 +
ηL
2
)
η3/2L
√
d+
(
2 +
ηL
2
)
(1 + 6ηL) η ‖∇f(x)‖2 + 6
(
1 + 2ηL
(
2 +
ηL
2
))
ηMd.
which leads to the final conclusion since η < 1/16L.
Lemma 7. For any given x ∈ Rd and Y ∼ T succx , if η < 116(1+L) , there is:
E ‖Y − x‖22 ≤ 12ηd + 36η2
(
‖∇f(x)‖22 +M2d
)
.
Proof. Note that:
〈−∇y log T succx (y), y − x〉 =〈
1
2η
(y − x) + r1(x, y)1H1(x,y)≥H2(x,y) + r2(x, y)1H1(x,y)<H2(x,y), y − x〉
≥ 1
2η
‖y − x‖22 − ‖y − x‖2 (‖r1(x, y)‖2 + ‖r2(x, y)‖2)
≥ 1
2η
‖y − x‖22 − 4L ‖y − x‖22 − (4 ‖∇f(x)‖2 + 3Md) ‖y − x‖2
≥
(
1
2η
− 4L− 1
6η
)
‖y − x‖22 − 3η(‖∇f(x)‖2 +Md)2
≥ 1
12η
‖y − x‖22 − 3η(‖∇f(x)‖2 +Md)2.
Using Lemma 9 we arrive at the result.
Lemma 8. For any x ∈ Rd and Y ∼ Px, for any v ∈ Sd−1, we have:
E (〈v, Y − (EY )〉)2 ≤ 2η.
Proof. The proposal distribution Px has a density proportional to exp
(
−‖z−x+η∇f(x)‖224η − g(z)
)
,
which is 12η -strongly log concave. Consequently, Harge´’s inequality [32] guarantees that for
any fixed convex function ψ and fixed vector v, we have
Eψ(vT (Y − EY )) ≤ Eψ(vT (ξ − Eξ)),
where ξ ∼ N (0, 2ηId). The claim follows by applying this inequality with the function ψ(a) =
a2.
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5 Conclusion
We have presented a new Metropolis-Hastings based algorithm to efficiently sample from non-
smooth composite potentials. Our algorithm is based on a new form of proposal distribution,
one that is inspired by the proximity operator defined by Moreau-Yoshida regularization.
Under some mild regularity conditions, we prove that the resulting algorithm has mixing
scaling as O(d log(d/ε)), where d denotes the dimension and ε denotes the desired tolerance
in total variation norm. This guarantee matches known results for smooth potentials satisfying
the same regularity conditions, up to a multiple of the condition number.
Our work leaves open a number of directions worth pursuing in future work. Our work
assumes that the regularizer in the composite potential is Lipschitz; analyzing the more
general case of non-Lipschitz but convex regularizers, such as those that arise in sampling with
constraints, would be useful. In addition, we have analyzed a first-order sampling method,
so that developing and analyzing a higher-order sampling method, such as one based on the
Hamiltonian point of view, is a promising direction for further research.
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A Tail bounds for the process
Throughout the previous proofs, we have bounded the tails of the process defined by the
Metropolis-Hastings algorithm using various auxiliary results, which are collected and proved
here.
Lemma 9. Let U : Rd → R be an almost everywhere differentiable function, satisfying the
distant dissipativity condition 〈x,∇U(x)〉 ≥ a‖x‖2−b for all x ∈ Rd. Then there is a numerical
constant C > 0 such that for all δ ∈ (0, 1), we have
Ppi

‖X‖ ≥ C
√
b+ d+ log 1δ
a

 ≤ δ (29)
where Ppi denotes the distribution with density function π ∝ e−U .
Proof. Consider the Langevin diffusion defined by the Itoˆ SDE:
dXt = −∇U(Xt)dt+
√
2dBt with initial condition X0 = 0. (30)
It is known (e.g. [45]) that under the dissipativity condition given in the lemma statement,
the Langevin diffusion (30) converges in L2 to π.
In order to prove the claimed tail bound (29), our strategy is fix a time T > 0, and obtain
bounds on the moments E‖XT ‖p for all p ≥ 1. By taking limits as T goes to infinity, we then
recover tail bounds for X ∼ π.
Invoking Itoˆ’s formula, for any ν > 0, we find that
1
2
eνt‖Xt‖2 − 1
2
‖X0‖2 =
∫ t
0
〈Xs,−∇U(Xs)eνs〉ds + d
2
∫ t
0
eνsds+
∫ t
0
eνsXTs dBs
+
1
2
∫ t
0
νeνs‖Xs‖2ds.
Let Mt :=
∫ t
0 X
T
s e
νsdBs be the martingale term. Without loss of generality, we can assume
that p ≥ 4. (The claim for p ∈ [1, 4] can be obtained from its analogue for p ≥ 4 by applying
Ho¨lder’s inequality.) Applying the Burkholder-Gundy-Davis inequality ([56], Chapter 4.4)
yields
E sup
0≤t≤T
|Mt|
p
2 ≤ (pC) p4E〈M,M〉
p
4
T =(pC)
p
4E
(∫ T
0
e2csXTs Xsds
) p
4
≤(pC) p4E
(∫ T
0
e2νs‖Xs‖2ds
) p
4
≤(pC) p4E
(
sup
0≤s≤T
eνs‖Xs‖2 ·
∫ T
0
eνsds
) p
4
≤
(
CpeνT
ν
) p
4

A+ 1
A
E
(
sup
0≤t≤T
ect‖Xt‖2
) p
2

 ,
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for an arbitrary A which will be determined later. On the other hand, by the assumption in
the lemma, we have ∫ t
0
〈Xs,−∇U(Xs)eνs〉ds ≤
∫ t
0
(−a‖Xs‖2 + b) eνsds.
Putting the above results together and letting ν = 2a, we obtain that
E
(
sup
0≤t≤T
e2at‖Xt‖2
) p
2
≤ 3p2−1E
(
sup
0≤t≤T
∫ t
0
(
2〈Xs,−∇U(Xs)〉+ d+ ν‖Xs‖2
)
ecsds
) p
2
+ 3
p
2
−1
E sup
0≤t≤T
|Mt|
p
2
≤
(
Cpe2aT
a
) p
4

A+ 1
A
E
(
sup
0≤t≤T
e2at‖Xt‖2
) p
2


+ 3
p
2
−1
E
(
sup
0≤t≤T
∫ t
0
(2b+ d) e2asds
)p
2
,
for some universal constant C > 0.
By choosing A = 2
(
Cpe2aT
a
) p
4
and plugging that value into above inequality, we achieve
that
(E‖XT ‖p)
1
p ≤ e−aT

E
(
sup
0≤t≤T
e2at‖Xt‖2
) p
2


1
p
≤ C ′
(√
p
a
+
√
2b+ d
a
)
, (31)
for a universal constant C ′ > 0. Letting T → +∞ leads to the following inequality
Epi(‖X‖p)
1
p .
√
p+ b+ d
a
.
Furthermore, for any t > 0, we have
P (‖X‖ ≥ t) ≤ inf
p≥1
(C ′)p
E‖X‖p
tp
≤ inf
p≥1
(2C ′)p
(( p
at2
) p
2
+
(
b+ d
at2
) p
2
)
.
Given δ > 0, by choosing p = 2 log 2δ and t = 2C
′(
√
p
a +
√
b+d
a ), we obtain the following
inequality
P (‖X‖ ≥ t) ≤
(
4C ′2p
at2
)p
2
+
(
4C ′2(b+ d)
at2
) p
2
≤ δ
2
+
δ
2
= δ,
which completes the proof.
Now using Lemma 9 and Assumption 3, we can control the tail of the target distribution:
Lemma 10. Under Assumption 3 and 4, for any s ∈ (0, 1) and the radius
Rs := C
√
β + d+M2d + log(1/s)
µ
for a universal constant C,
we have π (B(x0, Rs)) ≥ 1− s.
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