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Abstract
In this paper, we derive sufficient and necessary maximum principles
for a stochastic optimal control problem where the system state is given
by a controlled stochastic differential equation with default. We prove
existence of a unique solution to the controlled default stochastic dif-
ferential equation. Furthermore, we prove existence and uniqueness of
solution to the adjoint backward stochastic differential equation which
appears in connection to the maximum principles. Finally, we apply
the maximum principles to solve a utility maximisation problem with
logarithmic utility functions.
Keywords: Backward Stochastic Differential Equations with Default, Sin-
gle Jump, Progressive Enlargement of Filtration.
1 Introduction
In this paper we study optimal control of stochastic systems with default. By
saying that the system is with default we mean that the system may be stopped
at a random time τ , which is neither an F-stopping time nor FT -measurable.
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The reason for the default comes from outside the Brownian motion driving
the system. We denote by Ht = 1τ≤t, t ∈ [0, T ], and consider the filtration
G obtained by enlarging progressively the filtration F by the process H , i.e.,
G is the smallest filtration satisfying the usual assumptions of completeness
and right-continuity, which contains the filtration F and has H as an adapted
process and that makes τ a G-stopping time.
In contrast, in this paper, we derive maximum principles under the enlarged
filtration rather than the Brownian one. By considering systems with single
jumps and using the martingale property we transform the SDE with default to
an SDE driven by martingales under the enlarged filtration G. The associated
adjoint process is a solution of a BSDE driven by both the Brownian motion
and the pure jump martingaleM that comes from the martingale property. For
information about stochastic control with jumps coming from the compensated
Poisson random measure (independent of the Brownian motion), we refer to
Øksendal et al [13, 12] and for default jumps, we refer to Pham [8].
For more details about enlargement progressive of filtration, we refer to
Jacod [10], Jeanblanc [1], Jeulin [5], Jeulin and Yor [9] and Song [15].
In this work, we mostly focus on the book of Aksamit and Jeanblanc [1].
It is organised as follows:
• In Section 2 we give some preliminaries about enlargement progressive
of filtration.
• Then in Section 3 we prove existence and uniqueness of solutions of
systems with default.
• In Section 4 we study the stochastic maximum principle and we derive
sufficient and necessary conditions for optimality. Moreover, we prove
existence and uniqueness of BSDEs with a single jump.
• Finally, we apply our results to solve logarithmic utility maximisation
problem for a defaultable wealth.
2 Framework
Let (Ω,G, P ) be a complete probability space. We assume that this space is
equipped with a one-dimensional standard Brownian motionW and we denote
by F := (Ft)t≥0 the right continuous complete filtration generated by W . On
this space, let τ be a random time. This random time may represent a default
time in credit- or counterparty risk, or a death time in actuarial issues. The
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random time τ is not assumed to be an F-stopping time. Therefore, we will
use filtration enlargement. Let G be the smallest right continuous extension
of F that turns τ into a G-stopping time. More precisely G := (Gt)t≥0, where
Gt is defined by
Gt :=
⋂
ε>0
G˜t+ε ,
for all t ≥ 0, where G˜s := Fs ∨ σ(1τ≤u , u ∈ [0, s]), for all s ≥ 0.
We let P(G) denote the σ-algebra of G-predictable subsets of Ω × [0, T ],
i.e. the σ-algebra generated by the left-continuous G-adapted processes.
We shall recall some classical tools in the theory of progressive enlargement.
We will state the so-called immersion or hypothesis (H).
(H) The process W is a G-Brownian motion. We observe that, since the
filtration F is generated by the Brownian motion W , this is equivalent
with the fact that all F-martingales are also G-martingales. Moreover,
it also follows that the stochastic integral
∫ t
0
XsdWs is well defined for all
P(G)-measurable processes X such that
∫ t
0
|Xs|
2
ds <∞, for all t ≥ 0.
Definition 2.1 (Aksamit and Jeanblanc [1]) Suppose there exists a G- pre-
dictable (resp. F-predictable) process λG (resp. λ := λF) with λGs = 1s≤τλ
F
s ,
such that
Mt := Ht −
∫ t
0
λGs ds = Ht −
∫ t∧τ
0
λFsds, t ≥ 0,
is a G-martingale with single jump time τ and the process λG (resp. λF) is
called the G-intensity (resp. F-intensity) of τ .
In the above, we assume that the process λG is upper bounded by a constant
c.
We shall give the predictable representation theorem (PRT).
Theorem 2.2 (Aksamit and Jeanblanc [1]) Under hypothesis (H), any G-
martingale Y admits a representation of the form
Yt = Y0 +
∫ t
0
ϕsdWs +
∫ t
0
γsdMs,
where M is the compensated martingale of H, and ϕ, γ are G-predictable pro-
cesses. Moreover, ϕs = Ys − Y
F
s is the predefault value of Y .
Throughout this section, we introduce some basic notations and spaces.
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• S2
G
is the subset of R-valued G-adapted cadlag processes (Yt)t∈[0,T ], such
that
‖Y ‖2S2
G
:= E[ sup
t∈[0,T ]
|Yt|
2] <∞.
• H2
G
is the subset of R-valued P(G)-measurable processes (Zt)t∈[0,T ] , such
that
‖Z‖2H2
G
:= E[
∫ T
0
|Zt|
2
dt] <∞.
• L2(λ) is the subset of R-valued P(G)-measurable processes (Ut)t∈[0,T ] ,
such that
‖U‖2L2(λ) := E[
∫ T∧τ
0
λt |Ut|
2
dt] <∞.
With these assumptions at hans, we are ready to study the controlled
stochastic differential equation (SDE) with default.
3 The Controlled Default Stochastic Differen-
tial Equation
In this section, we introduce the controlled SDE with default, and prove exis-
tence and uniqueness of a solution to this equation.
Let (ut)t≥0 be a control process. We let A be the set of admissible controls.
Assume that A contains a given set of ca`dla`g processes in L2(Ω× [0, T ]), with
values in V ⊆ R.
Consider the controlled SDE with default under the enlarged filtration G
{
dXt = b(t, Xt, ut)dt+ σ(t, Xt, ut)dWt + γ(t, Xt, ut)dHt,
X0 = x0,
(3.1)
where the coefficient functions are as follows:
b : Ω× [0, T ]× R× V → R,
σ : Ω× [0, T ]× R× V → R,
γ : Ω× [0, T ]× R× V → R,
and the initial value x0 ∈ R.
Note that we often suppress the ω for ease of notation. So, for instance, we
write b(t, Xt, ut) instead of b(ω, t,Xt(ω), ut(ω)).
We make the following set of assumptions on these coefficient functions.
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Assumption 3.1 1. The functions b(ω, t, ·), σ(ω, t·) and γ(ω, t, ·) are as-
sumed to be C1 for each fixed ω, t.
2. The functions b(·, x, u) and σ(·, x, u) are G-progressively measurable, and
γ(·, x, u) is G−predictable, for each x, u.
3. Integrability condition: The functions b(·, 0, u), σ(·, 0, u) and γ(·, 0, u)
are integrable for each t, u, ω.
4. Lipschitz condition: The functions b, σ are Lipschitz continuous in the
variable x, with the Lipschitz constant independent of the variables t, u, ω.
5. Linear growth: The functions b, σ, γ satisfy the linear growth condition
in the variable x, with the linear growth constant independent of the
variables t, u, ω.
Note also that under the previous assumption (H), the process W is a
(P,G)-Brownian motion.
By basic algebra, we can rewrite the SDE (3.1) as an SDE involving the mar-
tingale Mt instead of Ht.
{
dXt = B(t, Xt, ut)dt+ σ(t, Xt, ut)dWt + γ(t, Xt, ut)dMt
X0 = x0,
(3.2)
with dHt = dMt+λt1t<τdt andB(t, Xt, ut) := b(t, Xt, ut)+λt(1t<τ−Ht)γ(t, Xt, ut).
Note also that Mt = Ht −
∫ t∧τ
0
λsds is a pure jump G-martingale.
Remark 3.1 One can extend this framework to include multiple jumps. Let
τ1, τ2, . . . , τn be n random jump times (not necessarily stopping times). Then,
let
Ht :=
n∑
i=1
1t<τi .
As before, there exists a process λt such that
Mt := Ht −
∫ t∧τ
0
λsds
is a martingale. Though the framework is very similar, note that we no longer
have Ht ∈ {0, 1} which significantly alters the calculations. The extension to
multiple jumps is a work in progress. Note also that this extension is closely
5
related to Hawkes processes and more general self-exciting processes, see e.g.
Hawkes [3], Hawkes and Oakes [4] and Eyjolfsson and Tjøstheim [2]. Self-
exciting processes, and in particular Hawkes processes, are frequently used to
model volatility clustering in stochastic processes.
We introduce some notation, which will be used in the remaining part of
the paper:
Notation 3.1 In the following,
δMt := lim∆t→0∆Mt := lim∆t→0{Mt+∆t −Mt},
δHt := lim∆t→0∆Ht := lim∆t→0{Ht+∆t −Ht},
To prove existence and uniqueness of SDE (3.2), we check Assumption 3.1 for
the new drift term B(t, x, u) := b(t, x, u)− λt(1t<τ −Ht)γ(t, x, u):
• Integrability condition:
E[
∫ T
0
|B(t, 0, 0)|2dt] = E[
∫ T
0
|b(t, 0, 0)− λt(1t<τ −Ht)γ(t, 0, 0)|
2dt]
≤ 2E[
∫ T
0
|b(t, 0, 0)|2dt+
∫ T
0
λ2t |γ(t, 0, 0)|
2dt].
Since b, γ are integrable and λ is bounded, we get the result
E[
∫ T
0
|B(t, 0, 0)|2dt] <∞,
for each t ∈ [0, T ].
• Linear growth: There exists L > 0 such that for for each t ∈ [0, T ] and
x ∈ R, we have
|B(t, x, u)| = |b(t, x, u)− λt(1t<τ −Ht)γ(t, x, u)|
≤ |b(t, x, u)|+ λt(1t<τ −Ht)|γ(t, x, u)|
≤ L(1 + |x|),
where the last inequality follows from the linear growth of b, γ and the
boundedness of λ.
• Lipschitz condition: There exists ψ′ > 0 such that for for each t ∈ [0, T ]
and x, x′ ∈ R, we have
|B(t, x, u)−B(t, x′, u)|
= |b(t, x, u)− b(t, x′)− λt(1t<τ −Ht)(γ(t, x, u)− γ(t, x
′, u)|
≤ |b(t, x, u)− b(t, x′, u)|+ λt(1t<τ −Ht)|γ(t, x, u)− γ(t, x
′, u)|
≤ ψ(|x− x′|+ λt(1t<τ −Ht)|x− x
′|)
≤ ψ(1 + λt) |x− x
′|
≤ ψ′ |x− x′| ,
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where we have used the fact that b, γ satisfy the Lipschitz condition
above and λ is bounded.
Now that we know the standard assumptions are satisfied for the new drift
term B as well, we are ready to prove existence of a unique solution to the
SDE with default (3.2). The idea of the proof is classical: We will show that
X is a contraction in a suitable Banach space and use Banach’s fixed point
theorem to get existence of a unique solution of the SDE (3.2).
Theorem 3.2 (Existence of unique solution to the SDE with default)
Under the above assumptions, there exists a unique solution X ∈ S2
G
of SDE
(3.2).
Proof. Let us first introduce a norm in the Banach space V := S2
G
for β > 0,
for X ∈ V : ‖X‖V := E[
∫ T
0
e−βs |Xs|
2
ds]. Setting Φ (x) := X we define a
mapping Φ : V → V, for fixed u ∈ A, as follows
Xt := x0 +
∫ t
0
B (s, xs) ds+
∫ t
0
σ (s, xs) dWs +
∫ t
0
γ (s, xs) dMs.
We are going to prove that Φ : (V, ‖·‖V ) → (V, ‖·‖V ) is contracting. Indeed,
we consider arbitrary xi ∈ V , i = 1, 2, and we put X i := Φ (xi), i = 1, 2.
Let x¯ := x1 − x2 and X¯ := X1 − X2. Then, by applying Itoˆ’s formula to
(e−βt
∣∣X¯t∣∣2)t≥0, and taking the expectation, leads to
E[e−βt
∣∣X¯t∣∣2] + E[∫ t0βe−βs
∣∣X¯s∣∣2 ds] = 2E[∫ t0 e−βss X¯s{b(s, x1s)− b(s, x2s)}ds]
+E[
∫ t
0
e−βs|σ(s, x1s)− σ(s, x
2
s)|
2ds] + E[
∫ t
0
e−βsλs|γ(s, x
1
s)− γ(s, x
2
s)|
2ds],
where we have used the fact thatMt = Ht−
∫ t∧τ
0
λsds is a pure jump martingale.
Note that (δMs)
2 = δMs = δHs (see Notation 3.1). Thus, the covariation
process, we refer to Definition 2.1, of M is H :
[M ]t =
∑
0≤s≤t
(δMs)
2 =
∑
0≤s≤t
(δHs)
2 = Ht,
The quadratic variation is:
〈M〉t =
∫ t∧τ
0
λsds =
∫ t
0
λs(1s<τ −Hs)ds, t ≥ 0.
Consequently,∫ t
0
|γ(s, x1s)− γ(s, x
2
s)|
2d 〈M〉s =
∫ t
0
λs(1s<τ −Hs)|γ(s, x
1
s)− γ(s, x
2
s)|
2ds
≤
∫ t
0
λs|γ(s, x
1
s)− γ(s, x
2
s)|
2ds.
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Using the assumptions
E[e−βt
∣∣X¯t∣∣2] + E[∫ t0βe−βs
∣∣X¯s∣∣2 ds] ≤ CE[∫ t0 e−βs
∣∣X¯s∣∣ |x¯s| ds]
+C2E[
∫ t
0
e−βs |x¯s|)
2ds] ≤ C
2
ε
E[
∫ t
0
e−βs
∣∣X¯s∣∣2 ds] + (ε+ C2)E[∫ t0 e−βs |x¯s|2 ds],
where for the last inequality, we have used the inequality 2ab ≤ εa2 + 1
ε
b2 for
all ε > 0 (which follows by basic algebra from (εa− b)2 ≥ 0).
Choosing β = C
2
ε
+ 1, we have
E[e−βt
∣∣X¯t∣∣2] + E[∫ t0 e−βs ∣∣X¯s∣∣2 ds] ≤ (ε+ C2)E[∫ t0 e−βs |x¯s|2 ds].
Then,
∥∥X¯∥∥2
V
≤ (ε+ C2) ‖x¯‖V , i.e.,∥∥Φ (x1)− Φ (x2)∥∥
V
≤ (ε+ C2)
∥∥x1 − x2∥∥
V
, for all x1, x2 ∈ V.
Choosing ε > 0 such that ε+C2 < 1, we obtain that Φ : (V, ‖·‖V )→ (V, ‖·‖V )
is a contraction on the Banach space (V, ‖·‖V ). Hence, from Banach’s fixed
point theorem, there exists a unique fixed point X ∈ H, such that X = Φ(X) ,
i.e.,
Xt := x0 +
∫ t
0
B (s, xs) ds+
∫ t
0
σ (s, xs) dWs +
∫ t
0
γ (s, xs) dHs.
As a consequence, there also exists a unique solution to the SDE with
default (3.2).

Now that we know that there exists a unique solution to the controlled
SDE with default (3.2), we can move on to study a stochastic optimal control
problem with default.
4 Stochastic Maximum Principles
In this section, we present two stochastic maximum principles which can be
used to solve stochastic optimal control problems where the system state is
determined by the controlled SDE with default (3.2). The performance func-
tional, which we would like to maximise over all strategies u ∈ A, is defined
as
J(u) = E
[∫ T
0
h(t, Xt, ut)dt+ g(XT )
]
.
We would like to derive stochastic maximum principles for this problem.
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In order to maximize the performance functional we define the Hamiltonian
function
H(t, x, u, p, q) := h(t, x, u)+
(
b(t, x, u)+λGγ((t, x, u)
)
p+σ(t, x, u)q+λGγ(t, x, u)w,
(4.1)
where (p, q, w) are called the adjoint processes.
Notation 4.1 For ease of notation, we define the following shorthand for
some given control ut with corresponding Xt, pt, qt, wt
bt := b(t, Xt, ut), σt := σ(t, Xt, ut), γt := γ(t, Xt, ut),
and similarly define Xˆt, pˆt, qˆt, wˆt, qˆt for the control uˆt. Also, define Ht :=
H(t, Xt, ut) and similarly Hˆt := H(t, Xˆt, uˆt).
The adjoint processes are given as the solution of the adjoint BSDE
{
dpt = −
∂Ht
∂x
dt+ qtdWt + wtdMt,
pT = g
′(XT ).
Existence of a unique solution to BSDEs of this type is proved in Section ??.
The adjoint BSDE can be rewritten as:


dpt = −[
∂ht
∂x
+ (∂bt
∂x
+ λGt
∂γt
∂x
)pt +
∂σt
∂x
qt +
∂γt
∂x
wt]dt
+qtdWt + wtdMt,
pT = g
′(XT ).
(4.2)
Note that this adjoint BSDE is linear. In the next section, we derive an
explicit solution to linear BSDEs with default.
4.1 Explicit solution of linear BSDEs with default
In this section, we derive an explicit solution formula for linear BSDEs with
default of a particular form. To do so, consider a linear BSDE with default of
the following form:
dpt = (φt + (αt − pit + λ
G
t µt)pt + βtqt + λ
G
t µtwt)dt+ qtdWt + wtdMt
pT = F
(4.3)
where α, pi, µ, β and φ : R → R are G-adapted stochastic processes and F
is a GT -measurable square integrable random variable. Note that this is of
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the same form as the adjoint BSDE arising in connection to the stochastic
maximum principles, see (4.2).
The following theorem gives an explicit formula for the solution of the
linear BSDE with default (4.3):
Theorem 4.1 Consider a linear BSDE of the form (4.3). This BSDE has a
unique solution (p, q, w), where p(t) is explicitly given by
pt = E[FΓT,t +
∫ T
t
Γs,tφsds|Gt].
Here,
dΓt = Γt[(αt + λ
G
t µt)dt+ βtdWt + µtdMt],
Γ0 = 1.
(4.4)
and we denote Γs,t :=
Γs
Γt
for all t, s ∈ [0, T ].
Proof. (Sketch)
By the Itoˆ product formula,
d(Γtpt) = ptdΓt + Γtdpt + dptdΓt
=
(
ptΓt(αt + λ
G
t )− Γtφt − Γtpt(αt + λ
Gµt)
−Γtβ(t)qt − Γtλ
Gµ(t)wt + Γβtqt + Γtµtwtλ
G
)
+G-martingale
= −Γtφtdt+G-martingale
where the first equality follows by inserting the form of dp from (4.3) and dΓ
from (4.4).
Hence, Γtpt +
∫ t
0
Γsφsds is a G-martingale, i.e.,
Γtpt +
∫ t
0
Γsφsds = E[ΓTpT +
∫ T
0
Γsφsds | Gt].
That is,
Γtpt = E[ΓTF +
∫ T
t
Γsφsds | Gt].

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4.2 Sufficient Stochastic Maximum Principle
Now, we are ready to prove the following sufficient maximum principle for
optimal control of an SDE with default of the form (3.1).
Theorem 4.2 Let uˆ be an admissible performance strategy with corresponding
solution Xˆ of the SDE (3.2) and adjoint processes pˆ, qˆ, wˆ to equation (4.2).
Assume
(i) The functions x→ g(x) and (x, u)→ H(t, x, u, pˆ, qˆ, wˆ) are concave a.s.
for every t ∈ [0, T ].
(ii) For every v ∈ V,
E
[ ∂
∂u
H(t, Xˆt, uˆt, pˆt, qˆt, wˆt)
]
(v − uˆt) ≤ 0 dt× P a.s.
Then, uˆ is an optimal control for the stochastic optimal control problem
with default.
Before we move on to the proof, note that the theorem says that if g and the
Hamiltonian are concave, then we may maximize the Hamiltonian instead of
the performance functional in order to find the optimal control of our problem.
This essentially reduces the stochastic optimal control problem to the problem
of solving the SDE (3.2) and the adjoint BSDE (4.2). The idea of the proof is
to show that
J(u)− J(uˆ) = E
[ ∂
∂u
H(t, Xˆt, uˆt, pˆt, qˆt, wˆt)
]
(v − uˆt).
From this, the maximum principle follows.
Proof. Fix uˆ ∈ A with corresponding Xˆt, bˆt, σˆt, γˆt, pˆt, qˆt, wˆt. Write
J(u)− J(uˆ) = A1 + A2,
where
A1 := E[
∫ T
0
{h(t, Xt, ut)− h(t, Xˆt, uˆt)}dt]
A2 := E[g(XT )− g(XˆT )].
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Then, from the definition of the Hamiltonian
A1 = E[
∫ T
0
{Ht − Hˆt − pˆt
(
(bt − bˆt) + λ
G
t (γt − γˆt)
)
− qˆt(σt − σˆt)
−λGt wˆt(γt − γˆt)}dt]
≤ E
[ ∫ T
0
{∂Hˆt
∂x
(Xt − Xˆt +
∂Hˆt
∂u
(ut − uˆt)− pˆt
(
(bt − bˆt) + λ
G
t (γt − γˆt)
)
−qˆt(σt − σˆt)− λ
G
t wˆt(γt − γˆt)dt}
]
,
(4.5)
where the second equality follows because the Hamiltionan H is concave. Sim-
ilarly from the concavity of g, we have
A2 = E[g(XT )− g(XˆT )] ≤ E
[
g′(XˆT )
(
XT − XˆT
) ]
= E
[
pˆT
(
XT − XˆT
) ]
,
where we have used the terminal condition of the adjoint BSDE (4.2) in the
final equality. From Itoˆ’s product rule,
E
[
pˆT
(
XT − XˆT
) ]
= E
[ ∫ T
0
(Xt − Xˆt)dpˆt +
∫ T
0
pˆtd(Xt − Xˆt)
+
∫ T
0
dpˆ(t)d(Xt − Xˆt)
]
= E[
∫ T
0
(Xt − Xˆt)(−
∂Hˆ
∂x
(t) + qˆtdWt + wˆtdMt)
+
∫ T
0
pˆt{
(
(bt − bˆt) + λ
G
t (γt − γˆt)
)
dt+ (σt − σˆt)dWt
+(γt − γˆt)dMt}+
∫ T
0
qˆt(σt − σˆt)dt
+
∫ T
0
wˆt(γt − γˆt)(dMt)
2].
(4.6)
Note that
∆Mt = Ht+∆t −
∫ t+∆t
0
λGs ds−Ht +
∫ t
0
λGs ds
= ∆Ht −
∫ t+∆t
t
λGs ds.
This implies that
δMt = lim
∆t→0
∆Mt = lim
∆t→0
{∆Ht −
∫ t+∆t
t
λGs ds} = δHt, (4.7)
where the final equality follows because λG is bounded. Therefore, since Ht
per definition is always either 0 or 1, it follows that
(dMt)
2 = (δMt)
2 = (δHt)
2 = δHt = dHt. (4.8)
By combining the expressions for A1 and A2 found in equations (4.5) and (4.6)
respectively, we find that
A1+A2 ≤ E
[ ∫ T
0
∂Hˆt
∂u
(ut−uˆt)dt
]
+E
[ ∫ T
0
wˆt(γt−γˆt)dHt
]
−E
[ ∫ T
0
λGt wˆt(γt−γˆt)dt
]
.
(4.9)
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Note that
E
[ ∫ T
0
wˆt(γt − γˆt)dHt
]
= E
[ ∫ T
0
wˆt(γt − γˆt)dMt
]
+ E
[ ∫ T
0
wˆt(γt − γˆt)λ
G
t dt
]
= E
[ ∫ T
0
λGt wˆt(γt − γˆt)dt
]
.
(4.10)
So, by combining (4.9) and (4.10), we see that
J(u)− J(uˆ) = A1 + A2 = E
[ ∫ T
0
∂Hˆt
∂u
(ut − uˆt)dt
]
≤ 0,
where the final inequality follows from the assumptions. Hence, J(u) ≤ J(uˆ),
so since uˆ ∈ A it is an optimal control.

4.3 Equivalence Maximum Principle
A problem with the sufficient maximum principle from the previous section is
that the concavity condition is quite strict, and may not hold in applications.
In this section, we derive an alternative maximum principle, called a necessary
maximum principle or equivalence principle for the optimal control of the SDE
with default.
In order to do this we need some additional notation and assumptions:
For u ∈ A let V(u) denote the set of G-adapted processes β of finite variation
such that there exists δ = δ(u) > 0 satisfying
u+ yβ ∈ A, for all y ∈ [0, δ]. (4.11)
Assume that for all u ∈ A and for all β ∈ V(u) the following derivative
process exists and belongs to L2([0, T ]× Ω):
xt :=
d
dy
X
u+yβ
t |y=0 = limy→0+
X
u+yβ
t −X
u
t
y
. (4.12)
Remark 4.3 The existence and L2-features of these derivative process is a
non-trivial issue, and we do not discuss conditions for this in our paper. Here
we will just assume that these properties hold. We refer to Pre´voˆt and Ro¨ckner
[14] for a study of this issue in a related setting.
The following equivalence principle says that for a control to be a critical
point for the performance functional J is equivalent to that the expected value
of β times the derivative of the Hamiltonian is zero for all admissible β’s.
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Theorem 4.4 The following two statements are equivalent:
(i)
dJ(u+ yβ)
dy
∣∣
y=0
= 0, for all β ∈ A. (4.13)
(ii)
E
[∂Ht
∂u
βt
]
= 0, for all β ∈ A.
Proof. Note that
dJ(u+ yβ)
dy
|y=0 =
d
dy
E
[ ∫ T
0
h(t, Xu+yβt , ut + ytβt)dt+ g(X
u+yβ
T )
]
.
Define I1 :=
d
dy
E
[ ∫ T
0
h(t, Xu+yβt , ut+ytβt)dt
]
and I2 :=
d
dy
E
[
g(Xu+yβT )
]
. Then,
I1 = E
[ ∫ T
0
{
∂ht
∂x
xt +
∂ht
∂u
βt}dt
]
.
Here, the equality follows by changing the order of differentiation and integra-
tion (by the dominated convergence theorem). Also,
I2 = E[g
′(Xu+yβT )xT ]
= E[pTxT ]
= E[
∫ T
0
ptdxt +
∫ T
0
xtdpt +
∫ T
0
dptdxt],
where the first equality follows by changing the order of differentiation and in-
tegration (again, using the dominated convergence theorem), the second equal-
ity follows from the adjoint equation 4.2 and the third equation follows from
the Ito product rule. Now, note that from the FSDE (3.2), the adjoint BSDE
(4.2) and equation (4.7) respectively,
dxt = [
∂bt
∂x
xt +
∂bt
∂u
βt + λ
G
t (
∂γt
∂x
xt +
∂γt
∂u
βt)]dt
+(∂σt
∂x
xt +
∂σt
∂u
βt)dWt + (
∂γt
∂x
xt +
∂γt
∂u
βt)dMt,
dptdxt = qt(
∂σt
∂x
xt +
∂σt
∂u
βt)dt+ wt(
∂γt
∂x
xt +
∂γt
∂u
βt)dHt,
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where we have used that (δMt)
2 = δHt, so (dMt)
2 = dHt . So, by the previous
expression for dxt and dptdxt, as well as the expression for dpt from the adjoint
BSDE (4.2) and transforming dH into dM + λGdt,
I2 = E[
∫ T
0
pt{
∂bt
∂x
xt +
∂bt
∂u
βt + λ
G
t (
∂γt
∂x
xt +
∂γt
∂u
βt)}]dt
−
∫ T
0
xt
∂Ht
∂x
dt +
∫ T
0
qt(
∂σt
∂x
xt +
∂σt
∂u
βt)dt
+
∫ T
0
λGt wt(
∂γt
∂x
xt +
∂γt
∂u
βt)dt].
By collecting the βt- and xt-terms and using the definition of the Hamiltonian
to cancel all xt-terms against xt
∂Ht
∂x
, we find that
I1 + I2 = E[
∫ T
0
βt(
∂ht
∂u
+ pt(
∂bt
∂u
+ λGt
∂γt
∂u
) + qt
∂σt
∂u
+ wtλ
G
t
∂γt
∂u
)dt]
= E[
∫ T
0
βt
∂Ht
∂u
dt].
So,
dJ(u+ yβ)
dy
|y=0 = E
[
βt
∂Ht
∂u
]
, for all β ∈ A,
and hence the theorem follows. 
5 Existence and Uniqueness of Solution to the
BSDE with Default
We study the BSDE with default
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Ks)ds−
∫ T
t
ZsdWs −
∫ T
t
KsdHs, t ∈ [0, T ] , (5.1)
where f is Gt⊗B ([0, T ])⊗B (R
3)-measurable, and the terminal condition ξ is
GT -measurable.
We call the triplet (Y, Z,K) solution of the BSDE (5.1).
Let us impose the following set of assumptions.
(i) Assumption on the terminal condition:
• ξ ∈ L2 (Ω,GT ).
(ii) Assumptions on the generator function f : Ω× [0, T ]×R3 → R is such
that
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• G-predictable and satisfies the integrability condition, such that
E[
∫ T
0
|f(t, 0, 0, 0)|2dt] < 0, (5.2)
for all t ∈ [0, T ] .
• Lipschitz in the sense that, there exists C > 0, such that
|f(t, y, z, k)− f(t, y′, z′, k′)| ≤ C(|y − y′|+ |z − z′|+ λGt |k − k
′|),
for all t ∈ [0, T ] and all y, y′, z, z′, k, k′ ∈ R.
We give the existence of the solution to a BSDE in the enlarged filtra-
tion G. The existence follows from the property of martingale representation,
and a standard approach like any classical BSDE. However, for existence and
uniqueness of BSDE with default by using the decomposition approach, we
refer to Kharoubi and Lim [6] and to Jeanblanc et al [7].
Under our assumptions we know that equation (5.1) is equivalent to
Yt = ξ +
∫ T
t
F (s, Ys, Zs, Ks)ds−
∫ T
t
ZsdWs −
∫ T
t
KsdMs, (5.3)
with dHs = dMs + λs1s<τds, and
F (s, y, z, k) := f(s, y, z, k)− λGs k.
By assumption, the process λG is bounded.
In order to get existence and uniqueness for the BSDE (5.3), let us check
that the generator F satisfies the same assumption as f : The function F :
Ω× [0, T ]× R5 → R is such that
(i) G-predictable and integrable in the sense that, for all t ∈ [0, T ], by in-
equality (5.2), we have
E[
∫ T
0
|F (t, 0, 0, 0)|2dt] = E[
∫ T
0
|f(t, 0, 0, 0)|2dt] <∞.
(ii) Lipschitz in the sense that there exists a constant C ′ > 0, such that
|F (t, y, z, k)− F (t, y′, z′, k′)|
= |f(t, y, z, k)− f(t, y′, z′, k′)− λGt (k − k
′)|
≤ |f(t, y, z, k)− f(t, y′, z′, k′)|+ λGt |k − k
′|
≤ C(|y − y′|+ |z − z′|+ λGt |k − k
′|) + λGt |k − k
′|
≤ C ′(|y − y′|+ |z − z′|+ λGt |k − k
′|),
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for all t ∈ [0, T ] and all y, z, k, y′, z′, k′ ∈ R,where we have used that f is
Lipschitz.
(iii) The terminal value: ξ ∈ L2 (Ω,GT ).
Theorem 5.1 Under the above assumptions (i)-(iii), the BSDE (5.3) admits
a unique solution (Y, Z,K) ∈ S2
G
×H2
G
× L2(λ).
Proof. We define the mapping
Φ : H2G ×H
2
G × L
2(λ)→ H2G ×H
2
G × L
2(λ),
for which we will show that it is contracting under a suitable norm. For this we
note that for any (Y, Z,K) ∈ H2
G
×H2
G
×L2(λ) there exists a unique quadruple
(Yˆ , Zˆ, Uˆ , Kˆ) ∈ S2
G
×H2
G
× L2(λ), such that
Yˆt = ξ +
∫ T
t
F (s, Ys, Zs, Ks)ds−
∫ T
t
ZˆsdWs −
∫ T
t
KsdMs, (5.4)
Let Φ(Y, Z,K) := (Yˆ , Zˆ, K). For given (Y i, Z i, Ki) ∈ H2
F
× H2
F
× L2(λ), for
i = 1, 2, we use the simplified notations:
(Yˆ i, Zˆ i, Ki) := Φ(Y i, Z i, Ki),
(Y˜ , Z˜, K) := (Yˆ 1, Zˆ1, K1)− (Yˆ 2, Zˆ2, K2),
(Y¯ , Z¯, K) := (Y 1, Z1, K1)− (Y 2, Z2, K2).
The triplet of processes
(
Y˜ , Z˜, K˜
)
satisfies the equation
Y˜t =
∫ T
t
{F (s, Y 1s , Z
1
s , K
1
s )− F (s, Y
2
s , Z
2
s , K
2
s )}ds
−
∫ T
t
Z˜sdWs −
∫ T
t
K˜sdMs.
We have that Mt = Ht −
∫ t
0
λGs ds which is a pure jump martingale. Then,
[M ]t =
∑
0≤s≤t
(δMs)
2 =
∑
0≤s≤t
(δHs)
2 = Ht,
and
〈M〉t =
∫ t
0
λGs ds,∫ T
t
|U˜s|
2d 〈M〉s =
∫ T
t
λGs |U˜s|
2ds.
Applying Itoˆ’s formula to eβt|Y˜t|
2, taking conditional expectation and using
the Lipschitz condition, we get
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E[
∫ T
0
eβs(β|Y˜s|
2 + |Z˜s|
2 + λGs |K˜s|
2)ds]
≤ 10ρC2E[
∫ T
0
eβs
∣∣Y¯s∣∣2 ds] + 12ρE[∫ T0 eβs{
∣∣Z¯s∣∣2 + (λGs )2
∣∣∣K˜s
∣∣∣2}ds],
Since λG is bounded, we get that (λG)2 ≤ cλG and by choosing β = 1 +
10ρC2 we obtain
||(Y˜ , Z˜, K˜)||2 ≤ 1
2ρ
||(Y¯ , Z¯, K˜)||2
which means for ρ ≥ 1, there exists a unique fixed point that is a solution for
our BSDE (5.3) . 
6 Application: Log-Utility Maximisation with
Default
In this section, we apply the stochastic maximum principles Theorem 4.2 and
Theorem 4.4 to a logarithmic utility maximisation problem. Consider the
wealth process with default
dSt = St−[(αt − pit)dt+ βtdWt + µtdHt], S0 > 0, (6.1)
where the coefficients α, β, µ are G-predictable processes and we assume that
µt ≥ −1 for all t ∈ [0, T ] a.s. Note that (6.1) is a linear SDE.
Also, note that in the SDE (6.1), the control pit corresponds to a consump-
tion process because of its negative impact on the wealth process St. The
default term µtdHt implies that the wealth process will grow w.r.t. µt until
the default time τ . From that point on, µt has no impact on the wealth. This
may correspond to investing in a defaultable firm.
By Definition 2.1, the SDE (6.1) can be rewritten as
dSt = St−[(αt − pit + λ
G
t µt)dt+ βtdWt + µtdMt]. (6.2)
If the coefficients are constants (as in the classical Black-Scholes case), i.e.
αt = α, βt = β and µt = µ for all times t ≥ 0 and all ω ∈ Ω, we can solve the
SDE (6.1) explicitly. We distinguish between three cases:
• If t < τ : dSt = St[αdt+ βdWt]− Stpitdt, then
St = S0e
αte
∫ t
0
pisdseβWt−
1
2
β2t. (6.3)
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• If t = τ : △St = µSt−, thus
Sτ = (1 + µ)Sτ−.
• If t > τ , from (6.3), we get
St = Sτe
α(t−τ)eβ(Wt−Wτ )−
1
2
β2(t−τ).
In fact, we can write up explicit solutions to the SDE (6.2) as long as µ is
constant, but αt, βt vary with time. In this case, we get:
• If t < τ , then
St = S0e
∫ t
0
αsdse
∫ t
0
pisdse
∫ t
0
βsdWs−
1
2
∫ t
0
β2sds. (6.4)
• If t > τ , then we get from (6.4)
St = Sτe
∫ t
τ
αsdse
∫ t
τ
βsdWs−
1
2
∫ t
τ
β2sds.
The solution in the case where t = τ is as above.
The performance function we want to maximize is
J(u) = E[
∫ T
t
U1(St, pit)dt+ θU
2(ST )],
where U1, U2 are some given deterministic utility functions and θ := θ(ω)
is a GT -measurable, square integrable random variable which expresses the
importance of the terminal value. To be able to find explicit solutions for
our optimal control, we consider logarithmic utilities. Hence, the performance
function is
J(pi) = E[
∫ T
t
log(Stpit)dt+ θ log(ST )].
The corresponding Hamiltonian functional, see (4.1), is
H(t, s, pi, p, q, w) = log(spi) + s(α− pi + λGµ)p+ sβq + λGsµw.
The adjoint BSDE, see (4.2), has the form
{
dpt = −
∂H
∂s
(t)dt+ qtdWt + wtdMt,
pT =
θ
ST
,
(6.5)
such that
∂Ht
∂s
=
1
St
+ (αt − pit + λ
G
t µt)pt + βtqt + λ
G
t µtwt. (6.6)
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Using the first order necessary condition of Theorem 4.4, we obtain
−Stpt +
1
pit
= 0.
Consequently,
pit =
1
Stpt
. (6.7)
To derive an explicit expression for the optimal control, we do the following
computations:
Note that by the Itoˆ product rule,
d(ptSt) = ptdSt + Stdpt + dptdSt.
Hence,
pTST − ptSt =
∫ T
t
pudSu +
∫ T
t
Sudpu +
∫ T
t
1dpudSu. (6.8)
By taking the conditional expectation with respect to Gt on both sides of
equation (6.8), we see that
ptSt = E[pTST |Gt]−E[
∫ T
t
puSu−[(αu − piu + λ
G
uµu)du+ βudWu + µudMu]
+
∫ T
t
Su(−
∂Hu
∂s
du+ qudWu + wudMu) +
∫ T
t
1dpudSu|Gt].
= E[θ|Gt] + E[
∫ T
t
1du|Gt]
= E[θ + T − t|Gt]
where the second to last equality follows by inserting expression for pT from
the adjoint BSDE (6.5), using the expression for the partial derivative of the
Hamiltonian in (6.6) as well as the fact that the expectation of the integrals
w.r.t. martingales are 0. Note also that we use equation (4.8) when calculating
the (dMt)
2-part of the dpudSu term.
Hence, an explicit expression for the stochastic optimal control is
pit =
1
E[θ + T − t|Gt]
=
1
E[θ|Gt] + T − t
. (6.9)
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