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ON SINGULAR SUBSTITUTION Z-ACTIONS
ALEXANDER I. BUFETOV AND BORIS SOLOMYAK
Abstract. We obtain a sufficient condition for a substitution Z-action to have pure singular
spectrum in terms of the top Lyapunov exponent of the spectral cocycle introduced in [11]. It
is applied to a family of examples, including those associated with self-similar interval exchange
transformations.
1. Introduction
This paper is devoted to the spectral theory of substitution systems and continues the work
started in [10, 11]. In [10] we gave a formula for spectral measures of “cylindrical” functions in
the form of generalized matrix Riesz products. We then obtained Ho¨lder continuity of spectral
measures for generic R-actions (suspension flows with a piecewise constant roof function) and log-
Ho¨lder estimates for self-similar flows, arising from non-Pisot substitutions. In [11] we introduced
a spectral cocycle, which is a generalization of the Riesz product mentioned above, not just for
substitutions, but also for S-adic systems and generic translation flows on flat surfaces, and
obtained formulas and estimates for the dimensions of spectral measures in terms of Lyapunov
exponents. As a corollary of dimension estimates, we obtained a sufficient condition for singularity
of spectral measures for substitution R-actions. However, an additional step was needed in order to
pass to the case of Z-actions, and this is done in the current paper. It is based on equidistribution
results for toral endormorphisms, due to Host [26] and to Meiri [28], see Section 3.
Spectral properties of substitutions are still far from being understood completely, especially
in the non-constant length case. Substitution systems are never strongly mixing [18], hence their
spectrum has a singular component. Although an absolutely continuous component seems to be
rare (Rudin-Shapiro substitution, see [30], and its generalizations, due to Frank [22], and more
recent ones of Chan and Grimm [14], are all of constant length), it is a non-trivial question to
decide when the spectrum is purely singular. In the constant length there is a criterion of Queffelec
[30], but few general results. Abelian bijective substitutions is one class for which it is known
that the spectrum is always singular, see [30, 5, 2]. Berlinkov and Solomyak [7] proved that in
order to have an absolutely continuous component for the Z-action arising from a constant-length
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substitution, the substitution matrix must have
√
θ1 as an eigenvalue, where θ1 is its Perron-
Frobenius eigenvalue. This is, however, not a necessary condition, as shown by Chan and Grimm
[13]; see also the comments at the end of [4, Section 3.5].
In the non-constant length case, new results on singular spectrum for self-similar R-actions were
recently obtained by Baake and collaborators [1, 3, 4], based on estimates of upper Lyapunov
exponents for a different version of the cocycle. More specifically, Baake, Frank, Grimm, and
Robinson [1] proved singularity of the spectrum for the self-similar suspension in the case of the
non-Pisot substitution 0 7→ 0111, 1 7→ 0, which was a first result in this direction and introduced
important new ideas. Instead of dimension estimates, they used functional relations obtained
from the Riesz product representation of a spectral measure. This result was extended by Baake,
Grimm, and Man˜ibo [3] to the substitions 0 7→ 01ℓ, 1 7→ 0, for ℓ ≥ 3. Their method was further
developed and extended to higher dimensional tiling systems by Baake, Ga¨hler, Grimm, and
Man˜ibo [4]. However, the singularity of the dynamical spectrum for the corresponding Z-actions
does not follow automatically and remained open.
The rest of the paper is organized as follows. In the next section we recall the background on
substitutions, including the definition and basic properties of the spectral cocycle, followed by
statement of results. The proofs of main theorems, that are actually quite short, are given in
Section 3. In Section 4 we prove the lemmas and include short proofs of some known results for
completeness. In Section 5 we consider several families of examples for which we show singularity
of the spectrum. In particular, we provide a detailed analysis of a family of self-similar interval
exchange transformations, which correspond to “Salem” substitutions and are related to pseudo-
Anosov diffeomorphisms, see Section 5.2.
2. Background and statement of result
The standard references for the basic facts on substitution dynamical systems are [30, 21].
Consider an alphabet of d ≥ 2 symbols A = {0, . . . , d− 1}. Let A+ be the set of nonempty words
with letters in A. A substitution is a map ζ : A → A+, extended to A+ and AN by concatenation.
The substitution space is defined as the set of bi-infinite sequences x ∈ AZ such that any word in
x appears as a subword of ζn(a) for some a ∈ A and n ∈ N. The substitution dynamical system
is the left shift on AZ restricted to Xζ , which we denote by T .
The substitution matrix S = Sζ = (S(i, j)) is the d× d matrix, such that S(i, j) is the number
of symbols i in ζ(j). The substitution is primitive if Snζ has all entries strictly positive for some
n ∈ N. It is well-known that primitive substitution Z-actions are minimal and uniquely ergodic,
see [30]. We assume that the substitution is primitive and non-periodic, which in the primitive
case is equivalent to the space Xζ being infinite. The length of a word u is denoted by |u|. The
substitution ζ is said to be of constant length q if |ζ(a)| = q for all a ∈ A, otherwise, it is of
non-constant length.
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A standing assumption will be that Sζ is invertible. We next recall the definition of the spectral
cocycle from [11]. Write z = (z0, . . . , zd−1) and z
v = zv0zv1 . . . zvk for a word v = v0v1 . . . vk ∈ Ak.
Suppose that
ζ(b) = ub1 . . . u
b
|ζ(b)|, b ∈ A.
Define a matrix-function on Td of polynomials in z-variables by
Mζ(z) = [Mζ(z0, . . . , zd−1)]b,c =
( ∑
j≤|ζ(b)|, ubj=c
z
ub1...u
b
j−1
)
(b,c)∈A2
, z ∈ Td,
where j = 1 corresponds to z∅ = 1.
Whereas the z-notation is helpful, we will actually need to lift Mζ to the universal cover,
in other words, write z = exp(2πiξ), where ξ = (ξ0, . . . , ξd−1). Thus we obtain a Z
d-periodic
matrix-valued function function, which we denote by the same letter.
Definition 2.1. Let Mζ : R
d →Md(C) (the space of complex d× d matrices):
(2.1) Mζ(ξ) = [Mζ(ξ1 . . . , ξm)](b,c) :=
( ∑
j≤|ζ(b)|, ubj=c
exp
(−2πi j−1∑
k=1
ξub
k
))
(b,c)∈A2
, ξ ∈ Rd.
Example. Consider the substitution ζ : 0 7→ 0001, 1 7→ 012, 2 7→ 1. Then
Mζ(z0, z1, z2) =
 1 + z0 + z20 z30 01 z0 z0z1
0 1 0
 , zj = e2πiξj .
Observe that
(i) Mζ(0) = S
t
ζ ; the entries of the matrix Mζ(ξ) are trigonometric polynomials with coeffi-
cients 0’s and 1’s that are ≤ the corresponding entries of Sζ in absolute value for every
z ∈ Td;
(ii) cocycle condition: for any substitutions ζ1, ζ2 on A,
(2.2) Mζ1◦ζ2(ξ) = Mζ2(S
t
ζ1ξ)Mζ1(ξ),
which is verified by a direct computation.
Definition 2.2. Consider the endomorphism of the torus Td
(2.3) Eζ : ξ 7→ Stζξ (mod Zd),
which preserves the Haar measure md, and define
(2.4) Mζ(ξ, n) := Mζ
(
En−1ζ ξ
) · . . . ·Mζ(ξ),
a complex matrix cocycle over the endomorphism (2.3).
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Note that (2.2) implies
(2.5) Mζ(ξ, n) = Mζn(ξ), n ∈ N.
Remark. The matrix-function Mζn(ξ), with ξ = ω~s, was originally introduced in our paper
[10, (4.15)], denoted M~sn(ω) there. The matrix Mζ appeared in the papers [1, 3, 4] as a Fourier
matrix, denoted B(k˜); it was further used to define a cocycle on R, which is the restriction of
Mζ(ξ, n) to the line in the direction of the Perron-Frobenius eigenvector for S
t
ζ . See Section 2.1
for a more detailed discussion.
Lemma 2.3. The function ξ 7→ log ‖Mζ(ξ)‖ is integrable over (Td,md).
Indeed, ‖Mζ(ξ)‖ ≥ |P (ξ)| for some nontrivial trigonometric polynomial P , and it is a standard
(although not completely trivial) result that the logarithm of absolute value of a non-zero real-
analytic function of several variables, a fortiori a trigonometric polynomial, is locally integrable.
Suppose that Sζ has no eigenvalues that are roots of unity. Then the endomorphism (T
d, Eζ ,md)
is ergodic, where md is the Haar measure. By the Furstenberg-Kesten Theorem [23], the (top)
Lyapunov exponent exists and is constant almost everywhere:
(2.6) ∃χ(Mζ) = lim
n→∞
1
n
log ‖Mζ(ξ, n)‖ for a.e. ξ ∈ Td.
The Lyapunov exponent does not depend on the matrix norm. In computations, we will often
use the Frobenius norm
‖A‖2F =
∑
i,j
|aij |2,
which is submultiplicative.
Theorem 2.4. Let ζ be a primitive aperiodic substitution on A = {0, . . . , d − 1}, with d ≥ 2,
such that the substitution matrix Sζ has characteristic polynomial irreducible over Q. Let θ1 be
the Perron-Frobenius eigenvalue of Sζ. If
(2.7) χ(Mζ) <
log θ1
2
,
then the substitution Z-action has pure singular spectrum.
We can also treat some substitutions ζ on two symbols for which the characteristic polynomial
of Sζ is reducible.
Theorem 2.5. Let ζ be a primitive aperiodic substitution on A = {0, 1} of non-constant length
for which Sζ has two integer eigenvalues, both greater than one in absolute value. If (2.7) holds,
then the substitution Z-action has pure singular spectrum.
For comparison, we point out the following
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Proposition 2.6 ([11, Cor. 4.7(i)]). Suppose that Sζ has no eigenvalues that are roots of unity,
so that χ(Mζ) is well-defined. Then
χ(Mζ) ≤ log θ1
2
.
Essentially the same result is also proved in a direct and more elementary way in [4, Th. 3.29],
and we sketch their proof in Section 4 for completeness.
For a practical verification of the condition (2.7) one can use the following standard result.
Lemma 2.7. The condition (2.7) holds if and only of there exists k ∈ N such that
(2.8)
1
k
∫
Td
log ‖Mζk(ξ)‖ dmd(ξ) <
log θ1
2
.
2.1. Discussion. Condition (2.7) appeared in [11, Cor. 4.7(ii),(iii)], which asserts that it implies
pure singular spectrum for the suspension (special) flow over the uniquely ergodic substitution
dynamical system (Xζ , T, µ), for almost every piecewise-constant roof function. In fact, by [11,
Cor. 4.5(ii)], applied to a single substitution, if for a given ~s ∈ Rd+, for Lebesgue-a.e. ω ∈ R,
(2.9) χ+ζ (ω~s) := lim sup
n→∞
1
n
log ‖Mζ(ω~s, n)‖ < log θ1
2
,
then the substitution R-action (suspension flow over (Xζ , T, µ)), corresponding to the “roof func-
tion” determined by ~s, has pure singular spectrum.
Related results for the diffraction spectrum of self-similar substitution R-action were recently
obtained by Baake et al. [1, 3, 4]. More precisely, denote by ~eζ the (normalized) Perron-Frobenius
eigenvector of the transpose substitution matrix:
S
t
ζ~eζ = θ1~eζ .
The self-similar substitution R-action is the suspension flow over (Xζ , T ) with the “roof” given by
~s = ~eζ . Alternatively, it can be viewed as a substitution tiling dynamical system on the line, see
[6, 32], where the tiles are line segments of lengths given by the components of ~eζ . The diffraction
spectrum has been studied for such tilings, or equivalently, for the Delone sets associated with
them. It is known since the work of Dworkin [19] that the diffraction spectrum is essentially a
“part” of the dynamical spectrum of the corresponding dynamical system.
In [4, Th. 3.28] it is proved (in different, but equivalent, terms) that if there exists ε > 0 such
that for Lebesgue-a.e. ω ∈ R,
(2.10) χ+ζ (ω~eζ) <
log θ1
2
− ε,
then the diffraction spectrum of the self-similar R-action is purely singular. The first such non-
Pisot, non-constant length example 0 7→ 0111, 1 7→ 0 was analyzed by Baake, Frank, Grimm, and
Robinson [1], and then in [3] this was extended to the family of substitutions 0 7→ 01ℓ, 1 7→ 0,
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with ℓ ≥ 3. It is shown there that (2.10) follows from (2.8), and the latter was verified for these
examples by a combination of rigorous estimates and numerical computations. This approach
was further developed and extended to higher-dimensional substitution tiling systems by Baake,
Ga¨hler, Grimm, and Man˜ibo [4].
The main novelty of our results is that they give, for the first time, a proof of singularity of the
dynamical spectrum for the Z-actions associated with a class of non-Pisot non-constant length
substitutions.
3. Proof of the theorems
Lemma 3.1. Let ~1 = (1, . . . , 1)t. If for Lebesgue-a.e. ω ∈ R,
(3.1) χ+ζ (ω
~1) = lim sup
n→∞
1
n
log ‖Mζ(ω~1, n)‖ < log θ1
2
,
then the substitution Z-action (Xζ , T, µ) has pure singular spectrum.
This is almost immediate from [11, Cor. 4.5(iii)] in the special case of a single substitution, as
we explain in the next section. We also provide there an alternative proof, essentially equivalent,
but simpler “from scratch” and more direct, since it relies on [10] rather than [11].
Proof of Theorem 2.4. The problem in applying Lemma 3.1 is that the diagonal is a set of Haar
measure zero on the torus, and we cannot use (2.7) directly, as the Lyapunov exponent exists, a
priori, only md-a.e. We can, however, use a powerful equidistribution theorem of B. Host [26] to
get around this.
Observe that for any ~s ∈ Rd+,
χ+ζ (ω~s) = lim sup
n→∞
1
nk
log ‖Mζk(ω~s, n)‖
≤ lim sup
n→∞
1
nk
n−1∑
j=0
log ‖Mζk(Ejζ (ω~s))‖
≤ lim
ε→0
lim sup
n→∞
1
nk
n−1∑
j=0
log
(
ε+ ‖Mζk(Ejζ (ω~s))‖
)
.(3.2)
We need a theorem of B. Host, namely, a combination of Theorem 2 and Proposition 1 from
[26], which we restate below in the form convenient for us.
Theorem 3.2 (Host). Let A be a (d× d)-matrix with integer entries, such that for every r > 0,
the characteristic polynomial of Ar is irreducible over Q. Let B be a (d × d)-matrix with integer
entries, such that all eigenvalues of B have modulus > 1, and q = |det(B)| is relatively prime
with det(A). If the probability measure µ on Td is invariant, ergodic and of positive entropy for
the endomorphism corresponding to B, then the sequence {Ant}n≥0 is equidistributed on Td for
µ-a.e. t ∈ Td.
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In Theorem 2.4, A = Stζ , which defines the endomorphism Eζ . We assumed that the charac-
teristic polynomial of Sζ is irreducible, and in our case this implies irreducibility for all powers;
see the elementary Lemma 4.1 in the next section. Further, µ is the Lebesgue measure on the
diagonal (x, . . . , x); it is invariant and ergodic, with positive entropy, for B = pI (I is the iden-
tity matrix), with p ≥ 2, which is just the time-p map on the diagonal. It is trivial to satisfy
the condition GCD(detA,detB) = 1 since p ≥ 2 can be taken arbitrary. The conclusion is
that for Lebesgue-a.e. ω, the sequence {Enζ (ω~1)} is uniformly distributed on the torus Td. Since
ξ 7→ log(ε+‖Mζk (ξ)‖) is a continuous function on Td for ε > 0, this implies that for Lebesgue-a.e.
ω ∈ R, for any fixed k ∈ N,
(3.3) lim
n→∞
n−1∑
j=0
log
(
ε+ ‖Mζk(Ejζ (ω~1))‖
)
=
∫
Td
log
(
ε+ ‖Mζk(ξ)‖
)
dmd(ξ).
In view of (3.2), we then obtain for Lebesgue-a.e. ω and any fixed k ≥ 1:
χ+ζ (ω
~1) ≤ lim
ε→0
1
k
∫
Td
log
(
ε+ ‖Mζk(ξ)‖
)
dmd(ξ) =
1
k
∫
Td
log ‖Mζk(ξ)‖ dmd(ξ).
The passage to the limit ε → 0 under the integral sign is justified by splitting the integral into
the sum: (A) over the set where ‖Mζk(ξ)‖ ≥ 12 and (B) over the set where ‖Mζk(ξ)‖ ∈ (0, 12 ).
In (A) the functions are uniformly bounded, and in (B) we can use the Dominated Convergence
Theorem, since ξ 7→ log ‖Mζk(ξ)‖ is integrable. The proof is concluded by an application of
Lemma 2.7. 
Proof of Theorem 2.5. The proof is exactly the same as that of Theorem 2.4, except that we use
an equidistibution result of D. Meiri, which we quote in a special case relevant for us.
Theorem 3.3 (D. Meiri [28, Thm. 6.4]). Let B =


p 0
0 p

, for p ≥ 2 an integer. Suppose
that µ is a Borel B-invariant measure on T2, ergodic and with positive entropy. Let A be an
integer 2 × 2 matrix. Assume that A has two eigenvalues λ1, λ2 6= 0 such that det(A) and p are
relatively prime, and λ1, λ2, λ1/λ2 are not roots of unity. Furthermore, assume that there exists
an entropy-decreasing direction (a, b) for which


b
−a

 is not an eigenvector of A. Then for
µ-a.e. (x, y) ∈ T2, the sequence
{
An


x
y


}
is uniformly distributed on T2.
In our application, µ is again the Lebesgue measure on the diagonal {(x, x)}; it is B-invariant
and ergodic of positive entropy. The projection of µ onto a straight line in any direction is invariant
under the times-p map and has entropy log p, unless the line is orthogonal to the diagonal. Thus
there is only one entropy-decreasing direction (1,−1), and the condition is for (1, 1)t not to be
an eigenvector for A. In our application, A = Stζ , the transpose substitution matrix, so the
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assumption that ζ is a non-constant length substitution is equivalent to (1, 1)t not being an
eigenvector. It is again easy to satisfy the condition GCD(p,det(A)) = 1 since p ≥ 2 can be taken
arbitrary. We assumed that both eigenvalues of Sζ are integers, since otherwise the case is already
covered by Theorem 2.4. Having the second eigenvalue greater than one in modulus guarantees
that all conditions on the eigenvalues are satisfied. The conclusion is that for Lebesgue-a.e. x,
the sequence
{
An


x
x


}
mod Z2 is uniformly distributed on T2, and the proof is finished as in
Theorem 2.4, starting from (3.3). 
4. Proofs of the lemmas
4.1. Lyapunov exponents.
Proof of Lemma 2.7. Sufficiency. We have for md-a.e. ξ ∈ Td and k ∈ N:
χ(Mζ) = lim
n→∞
1
nk
log ‖Mζ(ξ, nk)‖
= lim
n→∞
1
nk
log ‖Mζk(ξ, n)‖
≤ lim sup
n→∞
1
nk
n−1∑
j=0
log ‖Mζk(Ekjζ (ξ))‖
=
1
k
∫
Td
log ‖Mζk(ξ)‖ dmd(ξ),(4.1)
by the Birkhoff Ergodic Theorem applied to (Td, Ekζ ,md), and the claim follows.
Necessity. Suppose that χ(Mζ) < ρ <
log θ1
2 . By Egorov’s Theorem, the convergence in (2.6) is
uniform outside a set of arbitrarily small measure. Thus, for any ε > 0 we can find F ⊂ Td with
md(F ) < ε and k ∈ N such that
1
k
log ‖Mζk(ξ)‖ =
1
k
log ‖Mζ(ξ, k)‖ < ρ, for all ξ ∈ Td \ F.
On the other hand, for all ξ ∈ Td and k ∈ N,
‖Mζk(ξ)‖ ≤ ‖Skζ‖ ≤ Cθk1 ,
for some C > 0 depending on ζ. Thus
1
k
∫
Td
log ‖Mζk(ξ)‖ dmd(ξ) ≤ ρ+ ε(log θ1 + (1/k) logC) <
log θ1
2
,
for ε > 0 sufficiently small, as desired. 
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Alternative proof of Proposition 2.6. This proof follows [4, Th. 3.29] and is included for complete-
ness. We obtain from (4.1) and Jensen’s inequality for k ∈ N:
(4.2) χ(Mζ) ≤ 1
k
∫
Td
log ‖Mζk(ξ)‖ dmd(ξ) ≤
1
2k
log
∫
Td
‖Mζk(ξ)‖2 dmd(ξ).
Recall that the entries of (Mζk(ξ))b,c are trigonometric polynomials in d variables, and we can
use the Frobenius norm of a matrix, that is, ‖(Aij)i,j‖F = (
∑
i,j |Aij |2)1/2. By Parseval’s formula,∫
Td
|(Mζk(ξ))b,c|2 dξ =
∑
n∈Zd
|(M̂ζk)b,c(n)|2 =
∑
n∈Zd
|(M̂ζk)b,c(n)|.
In the last equality we used the fact that the trigonometric polynomials (Mζk(ξ))b,c have only
coefficients 0 and 1. Thus we obtain
(4.3) χ(Mζ) ≤ 1
2k
log
∑
b,c
∑
n∈Zd
|(M̂ζk)b,c(n)| =
1
2k
log
∑
b,c
|Stζk(b, c)| =
1
2k
log
∑
b,c
|Sζk(c, b)|,
where we used that the number of non-zero coefficients of (Mζk(ξ))b,c is exactly the number of
letters c in ζk(b), which is the (c, b)-entry of the substitution matrix Sζk . It remains to note that
by Perron-Frobenius, |Sζk(c, b)| ∼ θk1 as k → ∞, and the desired inequality χ(Mζ) ≤ 12 log θ1
follows. 
4.2. Singular spectrum via dimension estimates.
First proof of Lemma 3.1. It is well-known that the spectral measure of a Z-action on the circle
is closely related to the spectral measure on the line of the suspension corresponding to the
constant roof function, i.e., when we take ~s = ~1 = (1, . . . , 1)t. See [17, Prop. 1.1] for a general
treatment and [7, Lem. 5.6] for our specific case. (Incidentally, the relevant result about Fourier
transforms appeared in [24, Theorem F], of which the authors of [7] were unaware at the time of
its writing; we are grateful to Nir Lev for the reference.) In particular, singularity of the spectrum
for the Z-action is equivalent to the singularity of the spectrum for the corresponding suspension
R-action. Now the desired claim follows from [11, Cor. 4.5(iii)] in the special case of a single
substitution. 
Second proof of Lemma 3.1. It is known that the spectral type of a primitive aperiodic substitu-
tion Z-action (Xζ , T, µ) is ∑
k≥0, a∈A
2−kσ1
ζk[a]
,
see [10, Section 2.4], thus it is enough to show that the spectral measure σ1
ζk[a]
is singular. Recall
that the lower dimension of a measure ν at ω is defined by
d(ν, ω) = lim inf
r→0
log ν(B(ω, r))
log r
.
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Let σa = σ1 a . Using a slightly different notation, [10, Prop. 7.2] asserts that for any ω ∈ [0, 1],
(4.4) d(σa, ω) ≥ 2−
2max{χ+ζ (ω~1), 0}
log θ1
.
(The inequality in [10, Prop. 7.2] is d(σa) ≥ 2 − 2χ+ζ (ω~1)/ log θ1, but actually (4.4) is proved
there.) The same argument, using the discussion of [10, Section 2.4], gives, for any ω ∈ [0, 1] and
k ≥ 0,
(4.5) d(σ1
ζk [a]
, ω) ≥ 2−
2max
{
χ+ζ
(
Ekζ (ω
~1)
)
, 0
}
log θ1
.
We claim that
(4.6) χ+ζ
(
Ekζ (ω~1)
)
= χ+ζ (ω
~1) for all ω ∈ [0, 1] \ E , with E countable.
Indeed,
χ+ζ
(
Ekζ (ω~1)
)
= lim sup
n→∞
1
n
log
∥∥Mζ(En+k−1ζ (ω~1)) · . . . ·Mζ(Ekζ (ω~1))∥∥
= χ+ζ (ω
~1),
provided
det
[
Mζ
(
Ek−1ζ (ω
~1)
) · . . . ·Mζ(ω~1)] 6= 0.
However, ω 7→ detMζ(Eℓζ(ω~1)) is a nontrivial trigonometric polynomial of a single variable for
any ℓ ∈ N, since detMζ(0) = detStζ 6= 0, and so it has countable many zeros. The claim (4.6)
follows.
Now we can conclude, repeating the argument of [11, Cor. 4.5(ii)], as follows. Let f = 1 ζk[a]
for some a ∈ A and k ≥ 0. By the assumption (3.1), (4.5) and (4.6),
(4.7) d(σf , ω) > 1 for Lebesgue-a.e. ω ∈ [0, 1].
Let σf = h ·m1 + (σf )sing, with h ∈ L1[0, 1], be the Lebesgue decomposition. By (4.7),
lim
r→0
σf (B(ω, r))
2r
= 0 for Lebesgue-a.e. ω ∈ [0, 1],
hence h = 0 a.e., and σf is purely singular, as desired. 
4.3. Total irreducibility. We need the following elementary lemma.
Lemma 4.1. Let A be an integer matrix with an irreducible (over Q) characteristic polynomial
p(x). Let n ∈ N and suppose that one of the eigenvalues satisfies
(4.8) θn1 6= θnj , for all j > 1.
Then An has an irreducible characteristic polynomial.
Conditon (4.8) obviously holds when A is a primitive matrix, since it has a dominant eigenvalue.
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Proof. Let
p(x) =
d∏
j=1
(x− θj), Fn(x) =
d∏
j=1
(x− θnj ),
so that Fn is the characteristic polynomial of A
n. Suppose that Fn is reducible over Q, then we
have a factorization into a non-trivial product of polynomials in Z[x]:
Fn(x) = q(x)r(x), q(x) =
k∏
j=1
(x− θnj ), r(x) =
d∏
j=k+1
(x− θnj ),
for an appropriate enumeration of the roots. Then r(xn) ∈ Z[x] has θd as a root, hence θ1 is its
root as well, being a conjugate of θd. However,
r(θn1 ) =
d∏
j=k+1
(θn1 − θnj ) 6= 0,
by the assumption (4.8), and the contradiction concludes the proof. 
5. Examples
5.1. Non-Pisot substitutions with singular spectrum.
Example 5.1. Consider the substitution ζm : 0 7→ 0m1, 1 7→ 012, 2 7→ 1, for m sufficiently large
(say, m ≥ 3). The characteristic polynomial of the matrix Sζ is
p(x) = −(x3 − (m+ 1)x2 + (m− 2)x+m).
One can check that p has three real roots: θ1 ∈ (m,m + 1) (close to m for large m), θ2 ∈ (1, 2),
and θ3 ∈ (−1, 0). This is therefore a non-Pisot substitution. It is easy to see that p is irreducible.
The matrix-valued function defining the spectral cocycle is
Mζm(z0, z1, z2) =
 1 + z0 + · · ·+ z
m−1
0 z
m
0 0
1 z0 z0z1
0 1 0
 , zj = e2πiξj .
In order to verify (2.8), we can use the method of Baake, Grimm, and Man˜ibo, see [3, Section
5.1 and Appendix]. In order to get sharp results, numerical estimates are needed, but in order to
obtain a crude bound, we can use k = 1 in the Frobenius norm of the matrix, which gives
‖Mζm(ξ)‖2F = 5 +
∣∣∣zm0 − 1
z0 − 1
∣∣∣2.
Since there is no dependence on z1 and z2, integration reduces to one-dimensional. Using a crude
bound |zm0 − 1| ≤ 2 and writing z := z0 = e2πit to simplify notation, we obtain
(5.1) I :=
∫
T3
log ‖Mζm(ξ)‖2F dm3(ξ) ≤
∫ 1
0
log(5|z − 1|2 + 4) dt −
∫ 1
0
log(|z − 1|2) dt.
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Recall that the logarithmic Mahler measure of a polynomial p(z) = a
∏n
j=1(z−αj) is, by definition,
a number
m(p) =
∫ 1
0
log |p(e2πit| dt = log a+
∑
|αj |≥1
log |αj |.
see, e.g., [20]. Since 5|z − 1|2 + 4 = 5(2 − z − z−1) + 4 = |5z2 − 14z + 5|, the right-hand side of
(5.1) equals
m(5z2 − 14z + 5)−m((z − 1)2) = log(7 + 2
√
6),
and hence
χ(Mζm) ≤
1
2
∫
T3
log ‖Mζm(ξ)‖2F dm3(ξ) ≤
1
2
· log(7 + 2
√
6).
It follows that χ(Mζm) ≤ 12 logm < 12 log θ1 for m ≥ 12 > 7 + 2
√
6, and so for such substitutions
ζm we obtain pure singular spectrum by Theorem 2.4.
The same method can be extended to many other families of substitutions. We start with a
general lemma. Let A = {0, . . . , d − 1} be again an alphabet of arbitrary size d ≥ 2. For α 6= β
consider the following substitutions on A:
(5.2) ζαβ :
{
j 7→ j (j 6= α)
α 7→ αβ ; ζ˜αβ :
{
j 7→ j (j 6= α)
α 7→ βα
Lemma 5.2. (i) Let ζ(n) = σ1 ◦ ζnαβ ◦ σ2 or ζ(n) = σ1 ◦ ζ˜nαβ ◦ σ2 where σ1 and σ2 are arbitrary
substitutions on A, such that the substitution matrices Sσj are non-singular, j = 1, 2. Then
(5.3)
∫
Td
log
∥∥Mζ(n)(ξ)∥∥F dmd(ξ) ≤ 12 log(d+ 2 + 2√d+ 1)+
2∑
j=1
log ‖Sσj‖F .
(ii) Suppose, in addition, that least one of σ1, σ2 has a substitution matrix with all entries
strictly positive, and the characteristic polynomial of Sζ(n) is irreducible. Then the spectrum of
the Z-action (Xζ(n) , µ, T ) is pure singular, provided that
(5.4) n+ 1 >
(
d+ 2 + 2
√
d+ 1
) · ‖Sσ1‖2F · ‖Sσ2‖2F .
Proof. (i) We will only consider the case of ζ(n) = σ1◦ζnαβ ◦σ2; the second case is proved in exactly
the same way. We have by the definition of the spectral cocycle and invariance of the measure
md under toral endomorphisms:∫
Td
log
∥∥Mζ(n)(ξ)∥∥F dmd(ξ) = ∫
Td
log
∥∥Mσ2(Stζn
αβ
S
t
σ1ξ)Mζnαβ (S
t
σ1ξ)Mσ1(ξ)
∥∥
F
dmd(ξ)
≤
∫
Td
log
∥∥Mζn
αβ
(ξ)
∥∥
F
dmd(ξ) +
2∑
j=1
∫
Td
log
∥∥Mσj (ξ)∥∥F dmd(ξ)
≤
∫
Td
log
∥∥Mζn
αβ
(ξ)
∥∥
F
dmd(ξ) +
2∑
j=1
log
∥∥Sσj∥∥F .(5.5)
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The last inequality holds since all entries of the matrix-function Mξ(ξ) are dominated in absolute
value by the corresponding entries of Stζ , for any substitution ζ. Now, the entries of the matrix-
function Mζn
αβ
(ξ) are
[
Mζn
αβ
(ξ)
]
jk
=

1, if j = k;
zα(1 + zβ + · · ·+ zn−1β ), if j = α, k = β;
0, else,
where zj = e
2πiξj for j ∈ A. We can therefore estimate, as in Example 5.1, using that |znβ −1| ≤ 2
and then writing zβ = e
2πit,∫
Td
log ‖Mζn
αβ
(ξ)‖2
F
dmd(ξ) =
∫ 1
0
log
(
d+
∣∣∣znβ − 1
zβ − 1
∣∣∣2) dt
≤
∫ 1
0
log(d|e2πit − 1|2 + 4) dt−
∫ 1
0
log(|e2πit − 1|2) dt
= m
[
dz2 − (2d+ 4)z + d]−m[(z − 1)2] = log[(d+ 2) + 2√d+ 1],
and (5.2) follows, in view of (5.5).
(ii) The desired claim will follow from Theorem 2.4 and Lemma 2.7, once we show that θ(ζ(n)) ≥
n+ 1. To prove the latter, note that the substitution matrix S = Sζ(n) has every entry greater or
equal to n+ 1 in at least one of its rows or columns, depending on whether Sσ1 or Sσ2 is strictly
positive. Suppose that there is such a column, otherwise, pass to the transpose matrix. We then
clearly have S~1 ≥ (n+1)~1, where ~1 = (1, . . . , 1)t and the inequality is understood component-wise.
Thus Sk~1 ≥ (n+ 1)k~1 for k ∈ N, which implies the claim about the Perron-Frobenius eigenvalue
and completes the proof of the lemma. 
5.2. A family of self-similar interval exchanges. Interval exchange transformations (IET’s)
form an important and much studied class of dynamical systems. An interval exchange f(λ, π) on
d intervals is determined by a permutation π ∈ Sd and a positive vector λ = (λ1, . . . , λd) ∈ Rd+. It
is a piecewise isometry of an interval I =
⋃d
j=1 Ij , where Ij =
[∑
k<j λk,
∑
k≤j λk
)
, for j = 1, . . . , d,
in which the intervals Ij are translated and exchanged according to the permutation π. To be
precise,
f(λ, π) : x 7→ x+
∑
π(j)<π(i)
λj −
∑
j<i
λj, x ∈ Ii,
which means that after the exchange the interval Ij is in the π(j)-th place. Here we are using
the convention of Veech [33]; some authors use different notation. Assume that the permutation
is irreducible, i.e., π{1, . . . , k} 6= {1, . . . , k} for k < d. We do not review the basic facts on
IET’s, but refer the reader to the vast literature; e.g., [34, 35, 36]. Whereas a lot is known about
“typical” or “generic” IET’s, specific examples are often harder to analyze. An IET f = f(λ, π)
on [0, 1) is called self-similar if there is α ∈ (0, 1) such that the first return map of f to [0, α), after
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rescaling, is equal to f . Such IET’s were studied, e.g., in [8, 12, 16]. They are also closely related
to pseudo-Anosov diffeomorphisms, see, e.g., [33, 27]. It is well-known that a self-similar IET
is almost-topologically conjugate to a primitive substitution. We recall the construction briefly,
following [12, 16].
Suppose that f is a self-similar IET on [0, 1). Denote I
(1)
j = αIj ⊂ [0, α) for j ∈ A = {1, . . . , d}.
Let R be the renormalization matrix given by
Ri,j = #
{
0 ≤ k ≤ rj − 1 : fk(I(1)j ) ⊂ Ii
}
,
where rj is the first return time of I
(1)
j to [0, α). The substitution ζf : A → A is defined by
(5.6) ζf (j) = u0 . . . urj−1, where uk = i ⇐⇒ fk(I(1)j ) ⊂ Ii,
so that R = Sζf is the substitution matrix. One can show that ζf is well-defined and minimal,
and the substitution dynamical system (Xζf , T ) is conjugate to f restricted to [0, 1) minus the
union of orbits of discontinuities of f , see [12, 16].
Self-similar IET’s correspond to cycles in the Rauzy diagram, see [29, 33, 27]. We recall the
definition of Rauzy induction (Rauzy algorithm) in brief. Let π be an irreducible permutation,
and suppose that (λ, π) is such that λd 6= λπ−1(d). Then the first return map of f(λ, π) to the
interval [
0,
∑
i≤d
λi −min{λπ−1(d), λd}
)
is an irreducible IET on d intervals as well, see, e.g., [34, 35, 36]. If λd < λπ−1(d), we say that
this is an operation of type “a”; otherwise, an operation of type “b”. The Rauzy diagram is a
directed labeled graph, whose vertices are permutations of A = {1, . . . , d} and the edges lead
to permutations obtained by applying one of the operations. The edges are labeled “a” or “b”
depending on the type of the operation. One can easily find the substitutions corresponding to
each Rauzy move, according to the same rule as in (5.6). Denoting by ζπ,a and ζπ,b the substitution
corresponding to the “a” and “b” moves from the permutation π correspondingly, we obtain:
(5.7)
ζπ,a :

i 7→ i, i ≤ π−1d;
(π−1d+ 1) 7→ (π−1d)d,
i 7→ i− 1, π−1d+ 1 < i ≤ d;
ζπ,b :
{
i 7→ i, i 6= π−1d;
π−1d 7→ (π−1d)d.
Example 5.3. Our family of examples is a modification of the ones considered by Lanneau [27,
Section 3]; in fact, they coincide for n = 1. We consider the closed loop γ in the Rauzy diagram
based at π = (4321), defined by the Rauzy moves
γ = b→ (a→ a)→ b→ (a)n → b→ (a→ a→ a),
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where parentheses indicate “simple” loops of the diagram. More explicitly, this is the cycle
(4321)
b−→ (2431) a−→ (2413) a−→ (2431) b−→
y an
(3241)
b−→ (4321) a−→ (4132) a−→ (4213) a−→ (4321)
See, e.g., [9, p.581] for the full diagram. Using the formulas (5.7) and composing the substitutions
we obtain
(5.8) ζ(γ) = ζ(n) := ζ14 ◦ σ23 ◦ ζ24 ◦
(
ζ˜43
)n ◦ ζ34 ◦ σ32 :
1 7→ 14
2 7→ 14224
3 7→ 14(23)n+124
4 7→ 14(23)n24
as follows from the diagram below. We intentionally put the arrows pointing from right to left,
since this is more convenient for computing the composition of substitutions:
b
14← [ 1
2← [ 2
3← [ 3
4← [ 4
ζ14
a
1← [ 1
2← [ 2
24← [ 3
3← [ 4
σ3
a
1← [ 1
2← [ 2
24← [ 3
3← [ 4
σ3
b
1← [ 1
24← [ 2
3← [ 3
4← [ 4
ζ24
an
1← [ 1
2← [ 2
3← [ 3
3n4← [ 4(
ζ˜43
)n
b
1← [ 1
2← [ 2
34← [ 3
4← [ 4
ζ34
a
1← [ 1
14← [ 2
2← [ 3
3← [ 4
σ2
a
1← [ 1
14← [ 2
2← [ 3
3← [ 4
σ2
a
1← [ 1
14← [ 2
2← [ 3
3← [ 4
σ2
Here the notation for the substitutions ζαβ and ζ˜αβ agrees with that of (5.2); the notation for
σ2 and σ3 is introduced here for convenience. Notice that sometimes the same substitution
corresponds to different “arrows” in the Rauzy diagram. The substitution matrix is
Sζ(n) =

1 1 1 1
0 2 (n+ 2) (n+ 1)
0 0 (n+ 1) n
1 2 2 2
 ,
and its characteristic polynomial is
pn(x) = x
4 − (n+ 6)x3 + (10 + n)x2 − (n+ 6)x+ 1.
Notice that this is a reciprocal polynomial, as characteristic polynomials of all renormalization
matrices of the Rauzy induction, which follows from the fact that it preserves a certain symplectic
form; see [33, 34, 35]. An easy computation shows that its roots, for any n ≥ 1, are θ1 ∈ (n, 2n),
two conjugate roots on the unit circle: θ3 = θ2, and θ4 = θ
−1
1 . (Note that p
′′
n(x) > 0 for all x ∈ R,
hence there are no more than 2 real roots; and then use the reciprocal nature of the polynomial.)
It follows that the polynomial is irreducible, and θ1 is a Salem number [31].
From Lemma 5.2(i) we now obtain
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Corollary 5.4. The Z-action corresponding to the substitution ζ(n), defined in (5.8), is weakly
mixing for all n ≥ 1. The spectrum is purely singular, for all
n ≥ 922 > (6 + 2
√
5) · 88.
This is, of course, far from being sharp, and shows limitations of our method. It is easy to
improve the numbers somewhat, but a substantial improvement would require computer use.
Proof. The result on weak mixing, that is, absence of a non-trivial discrete spectrum, is well-
known; in fact, the same argument works for all “Salem” substitutions. In fact, we can use a
corollary of Host’s characterization of eigenvalues for substitution Z-actions, stated in [25, (6.3)],
that if the minimal polynomial of the Perron-Frobenius eigenvalue θ1 has more than half of its
roots outside the open unit disk, then there are no eigenvalues of the form exp(2πiα), with α 6∈ Q.
In our case only one root, θ4, has absolute value less than one, hence the criterion applies. As for
eigenvalues exp(2πiα), with α ∈ Q, by [25, (6.3)] again, it is necessary that α · |(ζ(n))m(2)| ∈ N
for m sufficiently large. The sequence {α · |(ζ(n))m(2)|}∞m=0 satisfies the linear recurrence relation
with the characteristic polynomial pn, and since pn has constant terms equal to one, we can use
the linear recurrence “backwards” to obtain that α · |(ζ(n))0(2)| = α ∈ N, hence the eigenvalue is
trivial. This completes the proof of weak mixing.
For the proof of singularity, we apply Lemma 5.2(i). Here d = 4, and we obtain∫
T4
log
∥∥Mζ(n)(ξ)∥∥F dmd(ξ) ≤ 12 log(6 + 2√5)+ log ‖Sζ14σ23ζ24‖F + log ‖Sζ34σ32‖F
=
1
2
log
(
6 + 2
√
5
)
+
1
2
(log 11 + log 8).
It remains to apply Theorem 2.4 and Lemma 2.7, keeping in mind that θ1 > n. 
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