Online retailers still struggle with the disadvantage of delivery times compared to traditional brick and mortar stores. With the emergence of big data analytics, it has become possible to extract meaningful knowledge from the volume of data that online retailers collect on their website. Nevertheless, limited research exists that investigates how this data can be used to optimize delivery times for customers. The goal of this paper is to develop a prediction model for anticipatory shipping, which predicts customers' online purchases with the aim of shipping products in advance, and subsequently minimize delivery times. Different forecasting methods in combination with k-means clustering are applied to test if, and how early, it is possible to predict online purchases. Results indicate that customer purchases are, to a certain extent, predictable, but anticipatory shipping comes at a high cost due to wrongly sent products. The proposed prediction model can easily be implemented and used to predict purchases, which can also be leveraged for other areas of application besides anticipatory shipping.
Introduction
In recent years, the interest for big data (BD) has been growing from both academia and the industry [1] . BD is often defined in terms of 5 V's: volume, velocity, variety, veracity, and value [2] . Volume refers to the quantities of data, which require a massive amount of storage. Variety refers to the different types of data collected, which can be structured (e.g. customers' demographic data) and unstructured (e.g. likes, tweets). Velocity stands for the speed of data generation and processing in (near) real-time. Veracity stresses the importance of data quality. Lastly, value refers to the process of extracting value from BD to aid decision-making [1, 2] . BD provides tremendous opportunities as it is widely available and nowadays much less expensive to access and store [3] . Due to the large volume of data, the variety of data sources and the speed at which data needs to be collected and analyzed, big data analytics (BDA) has emerged. BDA involves the application of advanced analytics techniques, such as statistics, simulation or optimization, to gain insight from big data to enhance decision-making and increase business value and firm performance [4] . Businesses that already use BDA report a 5% increase in productivity and 6% increase in profitability, compared to those that do not [3] . In supply chain management (SCM), analytics and data-driven decision-making are not novel. Techniques such as statistics and simulation have frequently been used in the past to optimize the supply chain [4] . However, the exponential increase in big data generated from end-to-end supply chain management creates new opportunities, as well as challenges, as companies are faced with the difficulty of mining large datasets [4] . As supply chain performance depends to a large degree on information, BDA could be especially beneficial for SCM. Nevertheless, the research of the application of BDA in SCM is still in its infancy [5] . BDA has also been emphasized in the e-commerce context, where big data enables online sellers to track each user's behavior, which provides companies with opportunities such as real-time customer service, dynamic pricing or personalized promotion activities [1] . While the time between purchase and product arrival used to be the main disadvantage of e-commerce players compared to brick and mortar stores, last mile solutions, such as same day or 2-hours delivery, enable almost instant gratification for consumers [6] . To enable nearly instant delivery services, products need to be stored close to the consumer [7] . The large assortment of many e-commerce players, such as Amazon or Alibaba, makes this especially difficult. While many online retailers have been forward-deploying inventory to enable fast delivery [7] , Amazon has been using BDA to predict customers' purchase behavior and as a result, ship products closer to the customer before they place their order online. Amazon has patented this approach as 'anticipatory shipping' (AS) [8] . Whether Amazon is successful with this, and whether predicting costumers' purchase behavior is possible to the extent that it enables the successful shipping of products in advance, is, to the best of our knowledge, not known. To better understand possibilities for AS, this paper investigates the predictability of customers' purchase behavior using BDA, and tests in a case study how AS would impact delivery time and cost. Specifically, structured data, for instance customer age and gender, as well as unstructured data, such as customers' online browsing behavior, are used to predict customers' purchases. The research questions that guide this study are:
To what extent can customer information and browsing behavior be used to anticipate consumer purchases to ship products in advance and subsequently decrease delivery time? 2. What is the optimal point in time to predict customer purchases? 3. What is the operational value of using predicted purchases for AS?
The structure of the paper is as follows: Section 2 reviews literature on the application of BDA in SCM and e-commerce and outlines approaches for AS. Section 3 introduces the case study context and explains the applied research approach. Section 4 presents the results and discusses managerial implications. Section 5 concludes the paper and gives an outlook on areas of future research.
Literature review 2.1. BDA and its application in SCM
A widely adopted taxonomy of BDA is the classification into descriptive, predictive and prescriptive analytics.
Descriptive analytics gives insights into past events, predictive analytics makes predictions about future events and prescriptive gives recommendations for future actions to support decision-making [2] . Applications of all three types of BDA can be found across the entire spectrum of SCM. For a detailed list, see Nguyen and Zou [2] . BDA is currently a vividly discussed topic among scholars, due to its wide area of application. Its usage in SCM still provides many areas for future research. A Delphi study from Kache and Seuring [5] that investigated opportunities and challenges of BDA, showed that 'customer behavior' and 'logistics' are two key opportunity areas of big data analytics. To further investigate opportunities in this area, this paper is positioned at the intersection of customer behavior and logistics.
BDA in e-commerce
E-commerce players typically deal with two types of data: structured (e.g. customer age, gender) and unstructured (e.g. clicks, likes, tweets), where the challenge in BDA lies in creating meaningful insights from the combination of the two [1] . Typical applications of BDA in e-commerce are the identification of customer needs, market segmentation, or making relevant information available at the right time [1] . An example of the latter is Amazon's recommendation system that recommends products to customers, based on an understanding of their preferences [9] . Studies from various disciplines offer insights into customers' online shopping behavior and conversion likeliness, but usually not with the aim of improving supply chain performance. Moe [10] developed a model to predict purchase probabilities for a given site visit, to re-direct visits with a high purchase probability to a better performing server. Overall, applications where the combination of structured and unstructured data has been used to predict customers' online behavior and subsequently improve supply chain performance are scarce. An example can be found in Huang and Van Mieghem [11] , who used click and order data to predict the propensity, amount, and timing of offline orders to improve inventory management.
Anticipatory shipping
Amazon has patented an approach for AS, in which the company uses big data, including order history and data from its e-commerce portal, to predict a customer's online purchases and ships products to a geographical area close to the customer. The final delivery address is not completely specified until the customer places the order online [8] . Not much research regarding AS can be found in the literature. Lee [12] developed a model for AS in an omni-channel context. The study uses associate rule mining based on the Apriori algorithm to predict orders within pre-defined clusters of demand points, to ship products to the nearest distribution center in advance. A genetic algorithm is then applied to optimize AS in the distribution network. Viet, Behdani, and Bloemhof [13] present a model for AS in the agro-food industry. They also apply associate rule mining but add a time threshold to take into account product perishability. Both papers use historical orders as input to associate rule mining to identify potential products and volumes for AS, assuming that association rules (e.g. 'if product A is purchased, product B is likely to be purchased later as well') can be found in the Page 1289 historic data, that are applicable to future orders. We believe that this approach is not suitable for the fashion industry where retailers have enormous, frequently changing assortments with few data points (e.g. past orders) available for each product, limiting possibilities to find association rules.
Therefore, this paper uses classification instead of association methods and leverages data such as customers' browsing behavior to determine products for AS.
Methodology

Case study context and data
The data for analysis is provided by an online retailer in Europe that mainly sells fashion items. As most online retailers, the case company tries to minimize delivery time. Consequently, the case company is interested in using predictive analytics to explore opportunities to decrease delivery times. For confidentiality reasons, no further information regarding customer and warehouse locations can be given. The data received spans over a time period of one year and includes five types of datasets, which can all be linked via pseudonymized customer IDs:
• Customer information: gender, sign-up year, segment (mainly dependent on profitability) • Order information: Order date, products ordered, total number of orders per customer • View information: Number of product page visits of a customer, date and length of visit • Event information (information on where a customer clicked on a product page): event type (e.g. 'click on image', 'add to cart'), event date, total number of clicks of a customer • Product information: product category Additionally, the season, month and weekday on which a customer viewed a product for the first time were included as variables. Moreover, the number of times a customer opened a product page, and the total number of events that occurred on a product page by a customer were calculated. Lastly, the average decision time per customer was calculated, which is the average time between the first date a product was viewed and the order date. The data protection principles of the General Data Protection Regulation (GDPR) were strictly followed so that any personal data received was in a form which does not permit identification of data subjects. Data was maintained and encrypted using Advanced Encryption Standard 256-bit encryption. As the decision for repeat purchases (e.g. due to the wrong size) is assumed to be different from the decision to order a product for the first time, all data that occurred after a costumer purchased a product for the first time, were excluded from analysis. In order to predict whether a customer will buy a product, a prediction on a customer-product level is essentially made. One observation in the constructed dataset thus contains the views and events that happened between a customer and a product page, combined with the general information on that specific customer and product. The response variable 'purchase decision' is a binary variable that falls into one of two categories, yes (1) or no (0), indicating whether an observation led to a purchase. We are thus faced with a binary classification problem. Due to the size of the dataset, a random sample of 100 thousand (k) customers was selected and led to a total of 8.3 million observations. From those, only 3.8% resulted in a purchase, indicating that the dataset is imbalanced as the classification categories are not equally represented.
Research approach
This paper follows a three-step approach ( Figure  1) , with the goal to predict online purchases as early and accurately as possible to enable advanced shipment of products, while minimizing the number of products that are erroneously sent in advance with no subsequent order. In the first step, five different forecasting methods are applied to different datasets to evaluate which forecasting method and dataset yield the best results in terms of prediction accuracy. The first dataset consists of all observations, the second one contains only observations from customers with frequent purchases (at least 12 per year) and lastly, the dataset is split into clusters and each cluster is predicted separately. In this first step, the whole one-year period of the dataset is used, and observations are split into training, validation, and test data. This essentially means that the prediction for purchases is made at the end of the one-year time period. To actually achieve delivery time savings, the best performing forecasting method and dataset from step one are used to predict purchases at an earlier point in time, namely 1) at the end of the first day a customer viewed a product and 2) right after a first 'add to cart' click occurred. Lastly, the impact of the forecasting methods is estimated in terms of packages sent (in-)correctly to better understand the real-life application of such a prediction model.
As the dataset is imbalanced, techniques for dataset balancing, such as over-and undersampling, were investigated. Dataset balancing would cause an increased bias towards the minority class. However, the aim is to predict as many purchases as possible while trying to predict observations that do not lead to a purchase as accurately as possible, to avoid erroneously sending a large number of products in advance. In this case, a bias towards the majority class is beneficial, which is already achieved by the currently imbalanced dataset [14] . Balancing techniques were hence not applied.
Forecasting methods and accuracy measure
In the following, the different forecasting methods that were applied will be explained, namely logistic regression (LG), random forest (RF), neural network (NN) and (one-class) support vector machine (SVM). This is followed by an explanation how variables were selected (feature selection) and lastly, how the accuracy of the methods was assessed and which assumptions were made.
Forecasting methods
LG is a statistical method that can be used for classification. It estimates the probability of an observation belonging to one of two classes, using the logistic function [15] . RF is a supervised learning method that constructs an ensemble of decision trees. At each split in a decision tree, a random subset of variables is considered and the data is split in a way that homogeneity of the daughter nodes is improved compared to the parent node. For classification, each tree casts a vote for the predicted class and a majority vote is taken [16] . RFs are a popular learning method as they are simple to train while yielding high accuracy [17] . In the class of feed-forward neural networks, the multilayer perceptron was applied, which is the most commonly used form of neural networks. A multilayer perceptron consists of multiple neurons (nodes) arranged in several layers. It learns the relationship between the variables and the response variable through backpropagation. SVM is another supervised learning method used primarily for binary classification. SVMs plot each observation as a point in an n-dimensional space, where 'n' is the number of variables. They create an optimal hyperplane that separates data points into two classes. If the data points are not linearly separable, SVMs map the data points to a higher dimensional space to enable separation [15] . The four methods were selected as they are well-known in the context of two-class classification, but yield different results in terms of accuracy and training times depending on the input data (e.g. size of training data, number of features, etc.) [17] . Most methods for classification do not work well if any class is heavily undersampled. For this reason, one-class SVM was tested as additional method. One-class SVMs construct a decision boundary around the majority class to differentiate it from observations in the minority class, which are considered outliers or anomalies [18] . All methods were implemented in R-3.5.1 and constructed to predict the probability that an observation belongs to one of the two classes. The threshold, which determines at which probability an observation is considered to lead to a purchase, was evaluated between 1-99%, to evaluate which value leads to the highest overall accuracy. All predictor variables were standardized, except for RF.
Feature selection
Correlation analysis was performed to remove highly correlated variables (>0.7). Additionally, lasso linear regression and RF were performed.
Lasso uses a penalty term (lambda) for regression coefficients and can drive coefficients of non-relevant variables to zero, hence essentially excluding variables. RF assesses the mean decrease in accuracy if a variable is excluded from analysis. Additionally, a set of variables was selected that excludes categorical variables with many categories as they substantially increase training times. This resulted in five different sets of variables that were tested with each forecasting method:
• Set 1: All variables • Set 2: All variables except categorical variables with >53 categories • Set 3: All variables in lasso output using Page 1291 lambda.min (minimum error observed) • Set 4: All variables in lasso output using lambda.1se (error is within 1 standard error of minimum error) • Set 5: All variables in random forest output with mean decrease in accuracy >0.01% (as this already led to a reduction of ∼ 50% of variables)
3.3.3. Accuracy measure A confusion matrix is often used to evaluate the performance of classification models. In this study, five measures from the confusion matrix were used to assess model performance: accuracy, sensitivity, specificity, precision and prevalence. Accuracy measures the overall proportion of correct classifications. Sensitivity assesses the proportion of observations resulting in a purchase that the classifier correctly predicted as such, while specificity measures the proportion of observations not resulting in purchases that the classifier correctly predicted as such.
Precision measures from all observations the classifier predicted as purchase, the proportion that resulted in a purchase. Lastly, prevalence assesses the proportion of observations that resulted in a purchase. As the accuracy measured with a confusion matrix is often not appropriate for imbalanced datasets, the area under the precision-recall curve (AUPR) was calculated as additional performance measure, which assesses the trade-off between precision and sensitivity (also called recall) [19] .
Clustering
According to Chen and Lu [20] , clustering can improve the performance of classification models. Therefore, k-means clustering was performed with the aim of grouping together customers with similar purchasing patterns, into a number of k pre-specified clusters. From the predictor variables, those that describe the customer as such were used for clustering (e.g. average decision time). To represent the relation between the set of 100k customers and 8.3 million observations, the variable 'purchase decision average' was used as additional input. It assesses the share of a customer's observations that led to a purchase. A good clustering is achieved when the within-cluster variation is as small as possible [15] . The within cluster variation was assessed for k running from 1 to 10 to determine the optimal number of clusters. Subsequently, forecasting methods were used to train and predict each cluster separately.
Assumptions
This paper assumes that the purchase behavior of a customer does not substantially change over time, hence one observation could be assumed to be from a time period outside that of the dataset. That is why the split into training, validation and test data in this paper does not take into account any temporal order of observations, as would be done for time-series forecasting.
Results and managerial implications 4.1. Feature selection
Six variables showed high correlation: The number of times a customer opened a product page and the total time a customer viewed a product (r = 0.78), the total events and total views of a customer during the one-year time period (r = 0.80), and the number of times a customer opened and closed the image gallery on a product page (r = 0.84). Lasso using lambda.1se was most aggressive in terms of feature selection and resulted in a set of 23 variables, while lasso using lambda.min resulted in 34 variables. In order to perform RF, the variables relating to product category had to be reduced to 53 categories for implementation in R. Those product categories with a small amount of observations were hence removed until the maximum number of 53 categories was reached, resulting in a 25% decrease in dataset size. Applying RF resulted in 24 variables with a mean decrease in accuracy >0.01%. The variable with the largest decrease in accuracy is, as can be expected, the 'add to cart' click (2.23%). As incorporating the product category variables with more than 53 categories led to a such a substantial decrease in dataset size, those two variables were excluded from analysis using RF, resulting in variable set 5b (e.g. Table 1 ).
Discussion of results from different
forecasting methods
Dataset 1: all customers
The size of the training dataset was too large for most of the forecasting methods, hence the required training size to obtain meaningful results was estimated first using logistic regression, resulting in ∼115k observations. Using less observations led to an outcome where each observation was predicted with 'no purchase'. To be more conservative, a training size of 175k observations was used across all methods for comparison reasons. Afterwards, training size was increased for each method, using the optimal choice of parameters and variable set, until no more significant improvements in accuracy were achieved or model training resulted in an error, for example due to non-convergence of algorithms.
First results from one-class SVM indicated that the model is not appropriate for this particular binary classification problem, as prediction accuracy was exceptionally low. A large fraction of non-purchases was not identified, leading to low specificity. One-class classification is typically used if one class is sampled well, while the other class is heavily undersampled [21] . While the dataset is imbalanced, the minority class still has a large number of observations, due to the size of the dataset. This could explain why other models showed better performance. Moreover, observations from the minority class might be too similar to the majority class to be considered as outliers in a one-class SVM model. One-class SVM was therefore not further applied in the analysis. If all observations were predicted to be non-purchases, an accuracy of 96.23% would be achieved. Any method resulting in accuracy above that was thus considered to be adding value. The best results were achieved by RF, which also had the fastest training times (Table  1) . RF achieved an accuracy of 96.95% (AUPR: 58.83%), using 10 variables available for splitting at each tree node and 500 trees. The model is able to predict almost 48% of all purchases and almost 99% of all non-purchases correctly. From all 'yes purchase' predictions, the model was correct approximately 63% of the time. However, the model seems to be overfitting, as the accuracy of training data prediction is 100%. According to Breiman [16] , RFs always converge so that overfitting is not an issue. Increasing the minimal size of terminal nodes was tested, which lowered the prediction accuracy of the training data, but did not improve validation data prediction accuracy, thus overfitting indeed seems to be no issue. NN resulted in 96.58% accuracy (AUPR: 48.95%), using one layer of five hidden neurons. SVM achieved 96.51% accuracy (AUPR: 45.73%), while LG resulted in an accuracy of 96.42% (AUPR: 45.90%), using a radial kernel, cost of 1 and gamma of 0.01. As the variable 'add to cart' was determined most important by the RF importance measure, it was tested whether solely using this variable would be sufficient to achieve high prediction accuracy. This led to a much lower accuracy (96.24%) and an AUPR of 7.6%, indicating that the remaining list of predictor variables add substantial value in combination with 'add to cart'. After increasing training data size, the accuracy of RF improved to 97.20% (AUPR: 63.79%) using ∼ 870k observations ( Table 2 ). The performance of NN could not be improved, as larger training data sizes did not produce algorithm convergence. Increasing training size for SVM only showed a small improvement, resulting in 96.54% accuracy (AUPR: 46.89%). Lastly, the accuracy of LG remained as before (96.42%), with a slight increase in AUPR (46.48%). As RF outperformed all other models, it was used for the remaining analyses.
Dataset 2: customers with high order frequency
Prediction of customers with high order frequency using RF with an increased training data size shows an overall accuracy of 96.96% and an AUPR of 67.31% ( Table 3 ). The accuracy should not be compared to the accuracy of dataset 1 as this dataset has a much higher prevalence, meaning more observations lead to purchases. Instead, AUPR is used for comparison, showing a higher value than for dataset 1 ( Table 2) , indicating that customers with high order frequency are easier to predict. In the subsequent sections, however, we continue to use dataset 1 to further test the application of AS across all customers.
Dataset 3: impact of clustering on prediction accuracy
Assessing the within-cluster variation showed that for more than five clusters, there is only a small reduction in within-cluster variation. K =
LG 5 was thus chosen as optimal number of clusters. Predicting five clusters separately led to an overall prediction accuracy of 97.16% (AUPR: 63.29%) ( Table  4 ), indicating that clustering did not improve model performance. Figure 2 shows how customers in those five clusters differ. For confidentiality reasons, the variable sign-up year was adjusted so that the earliest sign up year corresponds to 'year 1'. Cluster 1 contains customers that signed-up several years ago and show an average order frequency. Decision time ranges from slow to fast. Cluster 2 are rather new customers that have not been buying much yet, while cluster 3 consists of customers with high order frequency that make fast purchase decisions. The remaining two clusters are not noticeable much in Figure 2 as cluster 4 contains customers that have not purchased anything yet and viewed very few products, and cluster 5 consists of customers with few product views that bought 1-2 products on the same day they viewed the products for the first time.
Prediction at different points in time
Successfully predicting customer purchases at the end of the first view date is not possible according to the results ( Table 5 ). The prevalence of this dataset is much lower as the data does not contain orders that occurred on the same day as the first view date. Model accuracy is only 98.44% (AUPR: 20.83%), which is almost the same as predicting 'no purchase' for all observations. Predicting a purchase right after an 'add to cart' click yields much better results ( Table 5 ). Accuracy is 76.08% (AUPR: 76.46%) compared to an accuracy of 59.28% if 'no purchase' was predicted for all observations. In this dataset, prevalence is much higher as the data only consists of observations that contain an 'add to cart' click. To further improve model performance, the additional variable 'add to cart conversion' was added, which measures the proportion of a customer's 'add to cart' clicks that led to a purchase. This resulted in an accuracy of 77.56% (AUPR: 81%). Those values outperform all previous results. In all three cases, clustering did not improve model performance. Table 5 . Results at the end of first view date and after 'add to cart' click (random forest with variable set 5b)
Accuracy Sensitivity Specifity Precision Prevalence AUPR Accuracy Sensitivity Specifity Precision
Application to the future
As explained in Section 3.5, the split into training, validation, and test data that has been applied so far assumed that purchase behavior of a costumer does not substantially change over time. To test whether this assumption holds true, the dataset was split into training and test data that respect the temporal order of observations, meaning that the training data now consists of observations with a first view date in the first half of the one-year time period, while the test data contains observations with a first view date in the last quarter. Using RF with the original training data size of 175k observations, an AUPR of 64.60% can be achieved, compared to the 58.53% from dataset 1 using RF. The AUPR shows that the prediction model is also applicable to future data.
Impact estimation and managerial implications
To estimate the impact, the results have to be translated into products sent (in-)correctly. For 100k customers, the RF results of dataset 1 would have led to 157k products being sent in advance correctly within one year, and 77k products would have been sent without the customer buying it, creating unnecessary logistics cost. Essentially, for every 100 products sent correctly, 49 are sent erroneously. A share of the latter could eventually be bought by a different customer from a similar region, mitigating the cost of products sent incorrectly. On the other hand, shipping products to a different location might result in insufficient stock for purchases from the region those products were originally shipped from. The impact of this could not be estimated with the given dataset. The best impact is achieved when predicting after an 'add to cart' click (including the new variable 'add to cart conversion'). 169k products would have been sent correctly and 54k incorrectly, translating into only 32 products sent by mistake for every 100 products sent correctly. To lower the cost of erroneously sending products, the impact of different thresholds can be tested. A 90% threshold would have led to only 11 products sent erroneously for every 100 products sent correctly. Increasing the threshold, however, also leads to a smaller number of purchases identified (60k instead of 169k). Studies have shown that faster delivery times lead to a lower number of returns [22] . The logistics cost from wrongly predicted purchases could potentially be reduced through savings in product returns, if time savings are, for instance, leveraged to reach same-day delivery cut-off times. This could also be enabled through anticipatory picking and packaging instead of anticipatory shipping. Model application could also be limited to customers with high order frequency to reduce the cost of erroneously sending products, as results indicate that those customers are easier to predict. It should be noted that for 60% of the correctly predicted purchases, a delivery address was not known. The reason for this can be that the delivery addresses of new customers are not known yet. Encouraging website visitors to sign up early and provide a future delivery address, as well as leveraging Google Analytics' location reporting, could mitigate this issue. When investigating the delivery time savings of predicting after an 'add to cart' click, meaning the time saved between an 'add to cart' click and actual order, it becomes apparent that the time difference is often too short to send a product closer to the customer (Figure 3 ). Only ∼15% of purchases predicted correctly would have resulted in delivery time savings of more than one day. The location of the retailer's warehouses and customers plays a major role in deciding whether the approach presented could be used for AS. For retailers with few warehouses and a wide-spread customer base, resulting in long transportation time, AS could be very difficult to implement. In this paper, transportation time was not taken into account as too many delivery addresses of customers were not available at the time of prediction to be able to assess whether the time for AS would have been sufficient. The case company will use the results of this research to estimate the business case for AS for varying threshold levels. As many fashion retailers, the case company has a large volume of order movements between warehouses to avoid sending orders containing several items in various parcels. Implementing AS could also have a positive effect on the number of order movements. In terms of application, we believe that the approach should be equally applicable to other online fashion retailers. Variables that were listed as most important by RF (e.g. 'add to cart' click, average decision time) are all data points that other fashion retailers should be able to obtain. A limitation here is that retailers need to have sufficient website traffic (i.e. customers, clicks and orders) to generate enough observations for the algorithms to deliver meaningful results. Being able to forecast customer purchases could have many areas of application besides AS. Especially in the fast fashion industry, it could be leveraged to reorder products, which are likely to sell out quickly, in advance. Also, it could be used in returns management to redistribute returns to warehouses where sales are likely to occur in the near future. Whether the proposed prediction model can be used in other fields cannot be answered with this study. The purchase decision for a fashion item might be very different from other types of products. As an example, tracking data collected from a Lastly, it should be noted that the prediction model is fully dependent on the quality and reliability of the input data. Issues in tracking, for example due to programming errors, customers not being logged in, or click types frequently being renamed, are typical challenges that can arise in trying to obtain reliable data.
Conclusion and future research directions
This paper showed how forecasting methods can be applied to predict customers' future purchases to generate delivery time savings. Logistic regression, neural network, (one-class) support vector machine and random forest were applied. Random forest strongly outperformed all other models in terms of accuracy and speed, indicating that the other models are not suitable in this context. When predicting purchases after an 'add to cart' click using RF, ∼ 66% of purchases could be correctly predicted. Clustering as input for forecasting did not lead to accuracy improvements. From the results, we conclude that online purchases are, to a certain extent, predictable, but AS still comes at a high cost. Due to the low number of product site visits that convert into purchases, even a 99% accuracy of predicting those non-purchases correctly results in many products wrongly sent in advance. For the case company, the model would have resulted in 169k products correctly sent in advance throughout the year, and 54k products sent incorrectly. As some of the wrongly sent products could be purchased by a different customer in the same area, or create insufficient stock for customer purchases from the original area, the true cost of AS could not be assessed with the given data. AS generally leads to high logistics cost, despite good prediction accuracy. In combination with the fact that for only 15% of all correctly predicted purchases, the time saved would have been more than a day, the model Page 1296 could potentially be better leveraged for alternatives to AS, such as anticipatory picking or packaging. The results of this study are limited by the data quality provided. Improved data quality would likely result in higher prediction accuracy. 18% of the orders in the data did not have an 'add to cart' click, which is necessary to purchase a product. Customers not being logged in or not registered yet are most likely the main causes for this. With 'add to cart' being the most important variable in the application of random forest, such data issues clearly limit model performance. In terms of future research directions, five areas of interest can be highlighted. First, this research only studied to which extent online purchases can be predicted. Understanding in which quantity and size a customer will buy a product is additional input required to enable AS. Second, being able to predict when a purchase will occur could help determine if delivery time savings are sufficient to send a product in advance. Third, additional data related to pricing, marketing campaigns, fashion trends, and weather data, among others, could be further studied to assess their impact on prediction accuracy. Fourth, increasing the forecast horizon could help better capture seasonality trends. Lastly, further research could be conducted to better understand underlying order patterns of customers and use this information to improve prediction accuracy.
