Abstract. Our main theorem is in the generality of the axioms of Hilbert space, and the theory of unbounded operators. Consider two Hilbert spaces such that their intersection contains a fixed vector space D. We make precise an operator theoretic linking between such two Hilbert spaces when it is assumed that D is dense in one of the two; but generally not in the other. No relative boundedness is assumed. Nonetheless, under natural assumptions (motivated by potential theory), we prove a theorem where a comparison between the two Hilbert spaces is made via a specific selfadjoint semibounded operator. Applications include physical Hamiltonians, both continuous and discrete (infinite network models), and operator theory of reflection positivity.
Introduction
Quantum-mechanical observables, such as Hamiltonians, momentum operators etc, when realized in quantized physical systems take the form of selfadjoint operators. The case of positive measurements dictate semibounded and selfadjoint realization. For this to work, two requirements must be addressed: (i) choice of appropriate Hilbert space(s); and (ii) choice of selfadjoint extension. However from the context from physics, the candidates for observables may only be formally selfadjoint, also called Hermitian. Hence the second question (ii). Even if the initial Hermitian operator might have a lower bound, lower bounds for its selfadjoint extensions is not automatic. There are choices. They dictate the physics; and conversely.
Remark 2.1. When dom (T ) is dense in H 1 (as we standardly assume), then we write T : H 1 → H 2 or H 1 T − − → H 2 with the tacit understanding that T is only defined for ϕ ∈ dom (T ).
Definition 2.2. Let T : H 1 → H 2 be a densely defined operator, and consider the subspace dom (T * ) ⊂ H 2 defined as follows:
dom(T * ) = h 2 ∈ H 2 | ∃C = C h2 < ∞, s.t. | h 2 , T ϕ 2 | ≤ C ϕ 1 holds for ∀ϕ ∈ dom (T ) .
(2.3)
Then by Riesz' theorem, there is a unique η ∈ H 1 for which η, ϕ 1 = h 2 , T ϕ 2 , h 2 ∈ dom(T * ), ϕ ∈ dom (T ) , (2.4) and we define the adjoint operator by T * h 2 = η. It is clear that T * is an operator from H 2 into H 1 :
Definition 2.3. The direct sum space H 1 ⊕ H 2 is a Hilbert space under the natural inner product ϕ 1 ϕ 2 , ψ 1 ψ 2 := ϕ 1 , ψ 1 H1 + ϕ 2 , ψ 2 H2 , (2.5) and the graph of T is
(2.6) Definition 2.4. Let T : H 1 → H 2 be a linear operator.
(1) T is closed iff the graph G T in (2.6) is closed in H 1 ⊕ H 2 .
(2) T is closable iff G T is the graph of an operator.
(3) If (2) holds, the operator corresponding to G T , denoted T , is called the closure, i.e.,
Remark 2.5. It follows from (2.6) that T is closable iff dom(T * ) is dense in H 2 , see Theorem 2.8. It is not hard to construct examples of operators H 1 T − − → H 2 with dense domain in H 1 which are not closable [RS72] . For systematic accounts of closable operators and their applications, see [Sto51, Jør80] .
Definition 2.6. Let V be the unitary operator on H × H , given by
Note that V 2 = −I, so that any subspace is invariant under V 2 .
The following two results may be found in [RS72] or [Rud91] ; see also [Sch12] .
Lemma 2.7. If dom (T ) is dense, then
Proof. Direct computation: ϕ ψ ∈ G T * ⇐⇒ T η, ϕ = η, ψ , ∀η ∈ dom (T )
Theorem 2.8. If dom (T ) is dense, then
(1 ) T * is closed.
(2 ) T is closable ⇐⇒ dom (T * ) is dense.
(3 ) T is closable =⇒ (T ) * = T * .
Proof.
(1) This is immediate from Lemma 2.7, since U ⊥ is closed for any U . For (2), closability gives
UNBOUNDED OPERATORS IN HILBERT SPACE, DUALITY RULES, CHARACTERISTIC PROJECTIONS, AND THEIR APPLICATIO
If dom(T * ) is dense, then (1) applies again to give G T = G T * * . For (3), we use (1), then (2) again:
Definition 2.9. An operator T : H 1 → H 2 is bounded iff dom (T ) = H 1 and there is C < ∞ for which T ϕ 2 ≤ C ϕ 1 , ∀ϕ ∈ H 1 . In this case, the norm of T is
and it satisfies
Sometimes, we clarify the notation with a subscript, e.g., T H1→H2 and T * H2→H1 . Theorem 2.10 (von Neumann [vN31, Rud91] ). Let H i , i = 1, 2, be two Hilbert spaces, and let T be a closed operator from H 1 into H 2 having dense domain in H 1 ; then T * T is selfadjoint in H 1 , T T * is selfadjoint in H 2 , both with dense domains; and there is a partial isometry J from H 1 into H 2 such that
holds on dom (T ). (Equation (2.10) is called the polar decomposition of T .)
The characteristic projection
While a given linear operator between a pair of Hilbert spaces, say T , may in general have subtle features (dictated by the particular application at hand), the closure of graph(T ) will be a closed subspace of the direct sum-Hilbert space, and hence the orthogonal projection onto this subspace will be a block matrix, i.e., this projection is a 2 × 2 matrix with bounded operator-entries. Stone suggested the name, the characteristic projection. It will be studied below. Our result Theorem 3.11 is new. We further show (Corollary 3.9) that every closed operators T has vanishing Schur-complements for its characteristic block-matrix.
The characteristic projection was introduced and studied by Marshall Stone in [Sto51] as a means of understanding an operator via its graph. For more background, see [Jør80, Sch12] .
If H i , i = 1, 2, 3 are Hilbert spaces with operators
and for x ∈ dom (BA), we have (BA) x = B (Ax). In general, dom (BA) may be {0}, even if A and B are densely defined; see Example 5.3.
Definition 3.1 (Characteristic projection). For a densely defined linear operator
and the components are bounded operators
Figure 3.1. A diagram indicating why T E 11 = E 21 ; see (3.7) and (3.8).
Remark 3.2. Since E is a projection, we have E = E * = E 2 , where E = E * implies
where the ordering refers to the natural order on selfadjoint operators, and also E = E 2 implies
Lemma 3.3. If U is any unitary operator on H and K ⊂ H is a subspace, then the orthogonal projection (U K ) ⊥ is given by
where P = P K is the projection to K .
Proof. It is obvious that (3.5) is selfadjoint and easy to check that it is idempotent. It is also easy to check that (I − U P U * ) ϕ, U ψ = 0 whenever ψ ∈ K .
Lemma 3.4. Let E = E T be the characteristic projection of a closable operator T . In terms of the components (3.2), the characteristic project of H 2
Proof. Since T is closable, we know dom (T * ) is dense (Theorem 2.8). Then (3.6) follows from the identity G T * = (V G T ) ⊥ of Lemma 2.7, which indicates that E T * = I − V EV * .
Remark 3.5. Since the action of T can be described in terms of (3.2) as the mapping
it is clear that T E 11 = E 21 and T E 12 = E 22 , (3.8)
for example, by putting ϕ = 0 or ψ = 0 in (3.8); cf. Figure 3.1. Similarly, (3.6) yields
Theorem 3.6 ([Sto51, Thm. 4]). The entries of E = E T are given in terms of T by
Proof. Applying T * to (3.8) and then using (3.9) gives T * T E 11 = T * E 21 = I − E 11 , which can be solved for E 11 as E 11 = (I + T * T ) −1 , whence another application of T (and (3.8)) gives
. Now applying T to (3.9) and then using (3.8) gives T T * (I − E 22 ) = T E 12 = E 22 , whence
, by (3.9), and applying T to this last one
Remark 3.7. Many more identities can be recovered from (3.7) in this way. For example, applying T * to (3.8) and then using (3.9) also gives T * T E 12 = T * E 22 = T * − E 12 , which can be solved these for E 12 to give
Now applying T to (3.9) and then using (3.8) gives
Solving these for E 22 and E 21 , respectively, gives
On the other hand, applying (3.8) to (3.11) gives E 22 = T (I + T * T ) −1 T * , and applying (3.9) to (3.12) yields
A summary of the above:
Definition 3.8. For a matrix X with block decomposition
the Schur complements (see [Zha05] ) are
Corollary 3.9. A closed operator T has Schur complements
Proof. Computing directly from (3.10) substituted into (3.13), we have
Lemma 3.10 ([Sto51, Thm. 2]). Let T be a densely defined linear operator and let E = E T be its characteristic projection, with components (E ij ) 2 i,j=1 as in (3.2). Then T is closable if and only if ker (I − E 22 ) = 0, i.e., iff
which is equivalent to ψ ∈ ker (E 12 ) ∩ ker (I − E 22 ). However, from (3.9), we have
and this shows that ker (I − E 22 ) ⊂ ker (E 12 ), whereby 0 ψ ∈ G T iff ψ ∈ ker (I − E 22 ). It is clear that T is closable iff such a ψ must be 0.
Theorem 3.11. Let T : H 1 → H 2 be a densely defined linear operator (not assumed closable) with characteristic projection E T as in Definition 3.1. Then T has a maximal closable part T clo , defined on the domain dom (T clo ) := dom (T ), and given by
(3.14)
Let Q be the projection onto
Then the characteristic projection of T clo is given by
Proof. An application of ergodic Yosida's theorem and the associated the Cesaro mean, see e.g., [Yos65] .
A duality theorem
In this section we return to the setting where a pair of Hilbert spaces H 1 and H 2 with the following property, there is a common subspace D which in turn defines an operator from H 1 to H 2 . Its properties are given in Theorem 4.1 below.
Theorem 4.1. Let H i be Hilbert spaces with inner products ·, · i , i = 1, 2. Let D be a vector space s.t. D ⊂ H 1 ∩ H 2 , and suppose
then the following two conditions (i)-(ii) are equivalent:
, and
then by (4.2), the inclusion operator
has D * ⊂ dom(J * ); so by (i), J * has dense domain in H 2 , and J is closable. By von Neumann's theorem (see Theorem 2.10),
(Note that J * * = J.)
Since dom(J * ) is dense, J is closable, and by von Neumann's theorem ∆ := J * J is selfadjoint in H 1 .
(ii)=⇒(i) Assume (ii); then we get a well-defined partial isometry K :
(4.5)
Indeed, (4.3) reads:
2 ); and we set K = 0 on the complement in H 1 .
Then the following inclusion holds:
We claim that LHS in (4.6) is dense in H 2 ; and so (i) is satisfied. To see that (4.6) holds, suppose
where we used Schwarz for ·, · 1 in the last step.
Corollary 4.3. Let D ⊂ H 1 ∩ H 2 be as in the statement of Theorem 4.1, and let J : H 1 −→ H 2 be the associated closable operator; see (4.4). Then the complement
Proof. Immediate from the theorem.
The following result is motivated by the operator-correspondence for the case of two Hilbert spaces H i , i = 1, 2, when the second H 2 results as a reflection-positive version of H 1 ; see [JÓ00] for more details. ∆U
Then there is a selfadjoint and contractive operator U on H 2 such that
Step 1. We first determine U ϕ ∈ H 2 . We show that the following estimate holds for the term on the RHS in (4.8): For ϕ, ψ ∈ D, we have
since U ψ ∈ dom (∆) by the assumption. Now fix ϕ ∈ D, then by Riesz, there is therefore a h 2 ∈ H 2 such that ∆U ϕ, ψ 1 = ϕ, h 2 2 , and we set U ψ = h 2 .
Step 2. Relative to the H 2 -inner product ·, · 2 , we have
Proof of (4.9):
Hence U * = U , where * here refers to ·, · 2 .
Step 3. U is contractive in H 2 . Let ϕ ∈ D, and estimate the absolute values as follows:
Step 2, we conclude that
(4.10)
Step 4. To get contractivity also on H 2 , we finally extend U , defined initially only on the closure of D in H 2 . By Corollary 4.3, we may set U = 0 on ker(J * ) in H 2 .
Corollary 4.5. Let D ⊂ H 1 ∩ H 2 , and suppose the condition(s) in Theorem 4.1 are satisfied. Set ∆ 1 = J * J, and ∆ 2 = JJ * , i.e., the two selfadjoint operators associated to the closed operator J from Claim 4.2. Let K be the partial isometry in (4.5); then
(4.11)
Proof. We shall apply Theorem 2.10 to the closed operator J. By Theorem 4.1 (ii), we have
which is the desired conclusion (4.11).
Noncommutative Lebesgue-Radon-Nikodym decomposition
The following Examples illustrate that Theorem 4.1 may be considered a non-commutative Radon-Nikodym theorem. (Also see [JP16] .) Example 5.1 (µ 2 µ 1 ). Let (X, B) be a σ-compact measure space. Let µ i , i = 1, 2, be two regular positive measures defined on (X, B). Let H i := L 2 (µ i ), i = 1, 2, and set D := C c (X). Then the conditions in Theorem 4.1 hold if and only if µ 2 µ 1 (relative absolute continuity). In the affirmative case, let f = dµ 2 /dµ 1 be the corresponding Radon-Nikodym derivative, and set ∆ := the operator in L 2 (µ 1 ) of multiplication by f (= dµ 2 /dµ 1 ), and (4.3) from the theorem reads as follows:
The link between Example 5.1 and the setting in Theorem 4.1 (the general case) is as follows. 
Proof. By Theorem 4.1, there is a selfadjoint operator ∆ = J * J satisfying (4.3). Let
be the associated projection-valued measure (i.e., ∆ = ∞ 0 λ E ∆ (dλ)), and set
Then it follows from the Spectral Theorem that the conclusions in (5.1) and (5.2) hold for µ ϕ in (5.3).
, and consider L 2 (X, µ) for measures λ and µ which are mutually singular. For concreteness, let λ be Lebesgue measure, and let µ be the classical singular continuous Cantor measure. Then the support of µ is the middle-thirds Cantor set, which we denote by K, so that µ (K) = 1 and λ (X\K) = 1. The continuous functions C (X) are a dense subspace of both L 2 (X, λ) and L 2 (X, µ) (see, e.g. [Rud87, Ch. 2]). Define the "inclusion" operator 1 J to be the operator with dense domain C (X) and
We will show that dom (J * ) = {0}, so suppose f ∈ dom (J * ). Without loss of generality, one can assume f ≥ 0 by replacing f with |f |, if necessary. By definition, f ∈ dom (J * ) iff there exists g ∈ L 2 (X, λ) for which
One can choose (ϕ n ) ∞ n=1 ⊂ C (X) so that ϕ n K = 1 and lim n→∞ X ϕ n dλ = 0 by considering the appropriate piecewise linear modifications of the constant function 1. For example, see Figure 5 .1. Now we have
but lim n→∞ X ϕ n g dλ = 0 for any continuous g ∈ L 2 (X, λ). Thus X |f | dµ = 0, so that f = 0 µ-a.e. In other words, f = 0 ∈ L 2 (X, µ) and hence dom (J * ) = {0}, which is certainly not dense! Thus, one can interpret the adjoint of the inclusion as multiplication by a Radon-Nikodym derivative ("J * f = f dµ dλ "), which must be trivial when the measures are mutually singular. This comment is made more precise in Example 5.1 and Theorem 5.2. As a consequence of this extreme situation, the inclusion operator in (5.4) is not closable.
1 As a map between sets, J is the inclusion map C (X) → L 2 (X, µ). However, we are considering C (X) ⊂ L 2 (X, λ) here, and so J is not an inclusion map between Hilbert spaces because the inner products are different. Perhaps "pseudoinclusion" would be a better term. Remark 5.4. Using the theory of iterated function systems (IFS), it can be shown that for Example 5.3, the inclusion in (2.6) is actually an equality, i.e.,
Note that λ and µ are both attractors of IFSs, in the sense of Hutchinson [Hut81] . Indeed, the respective IFSs on [0, 1] are both given by
where r = 1 for Lebesgue measure and r = 2 for the Cantor measure.
The general symmetric pairs
In this section we consider general symmetric pairs (A, B), and we show that, for every symmetric pair (A, B), there is a canonically associated single Hermitian symmetric operator L in the direct sum-Hilbert space, and we show that L has equal deficiency indices. The deficiency spaces for L are computed directly from (A, B).
Given H 1 A * * H 2 B j j , both linear, and assume that dom (A) is dense in H 1 , and dom (B)
is dense in H 2 . Assume further that
, L ⊂ L * ) with equal deficiency indices, i.e.,
Proof. The non-trivial part concerns the claim that L in (6.2) has equal deficiency indices, i.e., the two dimensions
and then
Now consider the following subspace in K ,
We now prove the following claim: The vectors in (6.4) both agree with dim (DEF), see (6.6).
To see this, let u v ∈ DEF, and note the following equations must then hold:
and similarly,
The conclusions reverse, and we have proved that L is densely defined and symmetric with deficiency indices
Since L has equal deficiency indices we know that it has selfadjoint extensions; see [vN31, DS88] . Moreover, the selfadjoint extensions of L are determined uniquely by associated partial isometries C between the respective deficiency spaces. Since we know these deficiency spaces, see (6.7) & (6.8), we get the following: Corollary 6.2. Let A, B, H 1 , H 2 , and L be as above, then TFAE: 
and H 2 is the Hilbert space obtained by completion w.r.t. · H2 .
On D ϕ, set Aϕ := ϕ mod constants; and
and f ∈ L 2 (the derivatives in the sense of distribution.) Then Aϕ, f H2 = ϕ, Bf H1 holds. 
We also set
Lemma 6.6. The mapping ϕ :
defines a linear isomorphism. Similarly, ψ :
. Thus the two isomorphisms are both onto:
Proof. Let h ∈ N −1 (A * B * ), and compute
So we get A * B * h 1 = −h 1 , and h 2 = iB * h 1 . Thus,
which is the claim in (6.12). The proof of (6.13) is similar.
Remark 6.7. By von Neumann's formulae (see [DS88] ), we have
and there is a bijection between selfadjoint extensions
where the RHS of (6.16) can be seen as a generalized boundary condition. So the extensions M of L correspond to partial isometries C :
Corollary 6.9. A partial isometry
in H 1 ⊕ H 2 which determines a selfadjoint extension of L satisfies Proof. By Lemma 6.6, the two deficiency spaces of L are
Indeed, one checks that
and so
By the general theory of von Neumann (see [DS88] and Remark 6.7), the selfadjoint extensions L C ⊃ L are determined by partial isometries C :
, equivalently, C induces a linear operator Q : ker (A * B * + 1) → ker (A * B * + 1). Use (6.6), (6.7) and (6.8) we see that every partial isometry C = (C ij ) 2 ij=1 as in (6.17) must satisfy
It follows that C 12 iB * = C 11 − Q, and C 22 iB * + iB * Q = C 21 . Hence
which is the assertion in (6.18). 
as an operator identity in N −1 (A * B * ). Equivalently (the norm preserving property)
and so this is the property of Q which is equivalent to the partial isometric property of C.
by all operator solutions Q to (6.21).
Moreover,
, and v = Qu; and
we have
Now apply this (6.22)-(6.23). Also see [DS88] , and Remark 6.7.
Selfadjoint extensions of semibounded operators
Many "naïve" treatments of linear operators in the physics literature are based on analogies to finite dimensions. They often result in paradoxes and inaccuracies as they miss some key issues intrinsic to unbounded operators, questions dealing with domains, closability, graphs, and in the symmetric case, the distinction between formally Hermitian and selfadjoint, deficiency indices, issues all inherent in infinite-dimensional analysis of unbounded operators and their extensions. Only when these questions are resolved for the particular application at hand, will we arrive at a rigorous spectral analysis, and get reliable predictions of scattering (from von Neumann's Spectral Theorem); see e.g., [JPT14, Jør78] . Since measurements of the underlying observables, in prepared states, come from the projection valued measures, which are dictated by choices (i)-(ii) (see Section 1), these choices have direct physical significance.
Let H be a complex Hilbert space. Let A be an operator in H with dom (A) = D, dense in H , such that ϕ
The completion of D with respect to the · A -norm yields a Hilbert space H A . Let
be the inclusion map. It follows from (7.1) that
thus J is contractive, and so are J * J and JJ * .
Remark 7.1. The inner product in H A is denoted by ·, · A with subscript A, as opposed to ·, · for the original Hilbert space H . That is,
Recall the adjoint operator
Theorem 7.2. The operator (JJ * ) −1 is unbounded, and is a selfadjoint extension of A, i.e.,
For a pair ψ, ϕ ∈ D as in (7.6), we have RHS (7.6) = J * ψ, J * Aϕ A by (7.4) = JJ * ψ, Aϕ by (7.4) = J * ψ, ϕ A by (7.3) , and J * * = J from general theory
That (JJ * ) −1 is selfadjoint follows from a general theorem of von Neumann (Theorem 2.10).
See, e.g., [DS88] . (JJ * ) −1 is the Friedrichs extension of A.
Let q be a sesquilinear form on Q ⊂ H (linear in the second variable) such that:
(iii) q is closed, i.e., Q is a Hilbert space w.r.t.
ϕ, ψ q := q (ϕ, ψ) , and ϕ 2 q := q (ϕ, ϕ) , ∀ϕ, ψ ∈ Q. Corollary 7.3. There is a bijection between sesquilinear forms q on Q ⊂ H satisfying (i)-(iii), and selfadjoint operators A in H s.t. A ≥ 1. Specifically, the correspondence is as follows:
(1 ) Given A, set Q := dom(A 1 2 ), and
(2 ) Conversely, if q satisfies (i)-(iii), let J : Q → H be the inclusion map, and set A := (JJ * ) −1 ; then q is determined by the RHS of (7.7).
Proof. The non-trivial part (2) ⇒ (1) follows from the proof of Theorem 7.2.
Lemma 7.4. Let A be a semibounded operator as in (7.1), then A is essentially selfadjoint iff AD is dense in H , i.e., ran(A) = H . (Contrast, A = A * * denotes the closure of A.)
Proof. Follows from von Neumann's deficiency index theory, and the assumption that A ≥ 1 (see (7.1).) By Lemma 7.4, if A is not essentially selfadjoint, then
is contractive in ran (A) (proper subspace in H , i.e., not dense in H .)
Proof that (7.8) is contractive: By (7.1), we have
We have proved that CAϕ = ϕ holds, and C is s.a. and contractive.
Theorem 7.5 (Krein [Kre49, Kre48, CC74] ). We introduce the set
and C ⊂ B i.e., CAϕ = BAϕ, ∀ϕ ∈ D; see (7.8) ,
Corollary 7.6. For all B ∈ B A , we have A ⊂ B −1 so B −1 is an unbounded selfadjoint extension of A.
Remark 7.7. Krein studied B A as an order lattice. Define B 1 ≤ B 2 meaning h, B 1 h ≤ h, B 2 h , ∀h ∈ H . In the previous discussions we proved that JJ * ∈ B A .
Application to graph Laplacians, infinite networks
We now turn to a family of semibounded operators from mathematical physics. They arose first in the study of large (infinite) networks; and in these studies entail important choices of Hilbert spaces, and of selfadjoint realizations. The best known instance is perhaps systems of resistors on infinite graphs, see e.g., [DS84, JP10, JP11a, JP13, JP14, BJ15] . An early paper is [Pow76] which uses an harmonic analysis of infinite systems of resistors in dealing with spin correlations of states of finite energy of the isotropic ferromagnetic Heisenberg model.
For the discussion of the graph Laplacian ∆, we first introduce the following setting of infinite networks:
• V : the vertex set, a given infinite countable discrete set.
• E ⊂ V × V \ {diagonal} the edges, such that (xy) ∈ E ⇐⇒ (yx) ∈ E, and for all x ∈ V , # {y ∼ x} < ∞, where x ∼ y means (xy) ∈ E.
• c : E → R + a given conductance function.
defined for all functions u on V , and let
• H E will be the Hilbert space of finite-energy functions on V ; more precisely,
• We assume that (V, E, c) is connected: For all pairs x, y ∈ V , ∃ (
Proof. see [JP13, JT15] .
Lemma 8.2. In H E , we have δ x = c (x) v x − y∼x c xy v y , and
Proof. See [JP10] .
Define the graph Laplacian ∆ by (8.1). Let H E be the energy-Hilbert space in (8.3). Then (7.1), (7.3) translate into:
, and (8.6)
Let H ∆ be the completion of D = span {δ x } with respect to ϕ,
, valid for ∀ϕ ∈ D.) Conclusion. H ∆ → H E is an isometric inclusion, but as a subspace. The closure is F in = H E Harm, where Harm is the subspace of Harmonic functions h ∈ H E , i.e., ∆h = 0.
Definition 8.4. Two unbounded closable operators:
The graph Laplacian is denoted by ∆ 2 , as an operator in l 2 ; and by ∆ E when acting in H E . In both cases, ∆ is given by (8.1), defined for all functions u on V . 
Lemma 8.6. We have
is dense in H E . Also, both K and L are closable. See Figure 8 .1. Proof of (8.12): Use (8.1) and linearity to see that it is enough to consider the special case when ϕ = δ x , h = v y , so we must prove that the following holds (x, y ∈ V ):
(8.13)
Note that
Thus (8.13) holds.
Corollary 8.7. The two operators below are well-defined, and selfadjoint: 
Proof. Conclusions (8.14)-(8.15) follow from general theory; see Theorem 2.10. To show
we must prove that
We have more: K = L * , and L = K * , but this is because we have that ∆ 2 is essentially selfadjoint.
To establish (8.18), we must prove that the following equation holds:
Note that 
Proof of (8.20). We have
and so we may take C x = √ 2.
Remark 8.9. For the setting in Theorem 4.1 with D ⊂ H 1 ∩ H 2 , note that the respective norms · i on H i , i = 1, 2, induce norms · i on D. It is important that the conclusion in Theorem 4.1 is valid even when the two norms are not comparable; i.e., in general there are no finite constants C, D (< ∞) such that
For the application above in Corollary 8.7, the two Hilbert spaces are:
• H 2 = H E (the energy Hilbert space determined from a fixed conductance function c),
Indeed, let x → c (x) be the total conductance; see (8.2), then From the analysis above, and [JT15, JP11b] there are many examples such that spec l 2 (∆ 2 ) = [0, ∞). One checks that in these examples, the estimate (8.21) also will not hold for any finite constant C, i.e., · 1 = · l 2 , and · 2 = · H E .
Application of Theorem 6.1. We apply the general symmetric pair (A, B) to (V, E, c):
Notation:
• D = span {δ x | x ∈ V \ {o}} = finitely supported functions on V \ {o} • l 2 := l 2 (V \ {o})
• H E = the corresponding energy Hilbert space
The pair (A, B) is maximal, where A and B are defined as follows: Proof.
Step 1. We have Aϕ, f H E = ϕ, Bf l 2 , ∀ϕ, f ∈ D, (8.27) so that A ⊆ B * and B ⊆ A * .
Step 2. Proof of Theorem 8.10 continued.
Step 3. Note both sides of (8.34) are interpreted as functions on V and the condition on ϕ to be in dom (B * ) is that (xy)∈E c cy (ϕ (x) − ϕ (y)) 2 < ∞, and also x ϕ 2 x < ∞.
Step 4. Now consider ∆ (in (8.32), see Remark 8.12), then the two eigenvalue problems:
where f ∈ H E , ∆f ∈ l 2 , and ϕ ∈ l 2 ∩ H E . Apply the two isomorphisms from the general theory (see (6.6)). But (8.35) only has the solution ϕ = 0 in l 2 . The fact that (8.35) does not have non-zero solutions follows from [Jor08, JP11b] . So we have L = 0 B A 0 essentially selfadjoint. Indeed, this holds in the general case.
Step 5. The deficiency indices of the operator L. With the definitions,
where ϕ ∈ l 2 , f ∈ H E are in the suitable domains s.t.
