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Abstract
Let f and g be Weierstrass polynomials with coefficients in the ring of
formal power series over an algebraically closed field of characteristic zero.
Assume that f is irreducible and quasi-ordinary. We show that if degree
of g is small enough and all monomials appearing in the resultant of f
and g have orders big enough, then g is irreducible and quasi-ordinary,
generalizing Abhyankar’s irreducibility criterion for plane analytic curves.
1 Introduction
The paper is organized as follows. In the current section we introduce neces-
sary notation and state our main result (Theorem 1.1). Its proof is in Section 3.
Then, in Section 4, we introduce the notion of the logarithmic contact of irre-
ducible Weierstrass polynomials and in Theorem 4.4 rewrite the main results of
the paper in terms of the logarithmic contact. At the end of the paper we show
that Abhyankar-Moh irreducibility criterion follows from Theorem 1.1.
Throughout the paper K is an algebraically closed field of characteristic
zero. We use the notation K[[X ]] for the ring K[[X1, . . . , Xd]] of formal power
series in d variables with coefficients in K and the notation K[[X1/n]] for the
ring K[[X
1/n
1 , . . . , X
1/n
d ]]. In one variable case the elements of this ring are
called Puiseux series. We will use a multi-index notation Xq := Xq11 · · ·Xqdd for
q = (q1, . . . , qd).
Let f = Y n + an−1(X)Y
n−1 + · · · + a0(X) ∈ K[[X ]][Y ] be a unitary poly-
nomial. Such a polynomial is called quasi-ordinary if its discriminant equals
u(X)Xq with u(0) 6= 0. We call f a Weierstrass polynomial if ai(0) = 0 for all
i = 0, . . . , n− 1.
The classical Abhyankar-Jung theorem (see [6]) states that every quasi-
ordinary polynomial f ∈ K[[X ]][Y ] has its roots in K[[X1/m]] for some posi-
tive integer m. Hence one can factorize f to the product
∏n
i=1(Y − αi), where
αi ∈ K[[X1/m]]. We put Zerf = {α1, . . . , αn}. Since the discriminant of a monic
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polynomial is a product of differences of its roots, we have αi−αj = uij(X)Xλij
with uij(0) 6= 0. The d-tuple d(αi, αj) := λij of non-negative rational numbers
will be called the contact between αi and αj .
For irreducible f the contacts d(α, α′) for α, α′ ∈ Zerf , α 6= α′, are called
the characteristic exponents of f .
Let us introduce a partial order in the set Qd≥0: q ≤ q′ if and only if q′− q ∈
Qd≥0. Then the characteristic exponents can be set to the increasing sequence
(h1, . . . , hs) (see [5, Lemma 5.6]). We call this sequence the characteristic of f
and denote it by Char(f).
With the sequence of characteristic exponents we associate the increasing
sequence of lattices M0 ⊂ M1 ⊂ · · · ⊂ Ms defined as follows: M0 = Zd and
Mi = Z
d + Zh1 + · · · + Zhi for i = 1, . . . , s. We set ni = [Mi : Mi−1] for i =
1, . . . , s, ns+1 = 1 and ei = ni+1 · · ·ns+1 for i = 0, . . . , s. Then deg f = n1 · · ·ns
(see [3, Remark 2.7]). Finally we set
qi =
i∑
j=1
(ej−1 − ej)hj + eihi (1)
for i = 1, . . . , s.
If f, g ∈ K[[X ]][Y ], then the resultant of this polynomials is denoted by
Res(f, g).
We can now formulate our main result.
Theorem 1.1. Let f ∈ K[[X ]][Y ] be a quasi-ordinary irreducible polynomial of
characteristic (h1, . . . , hs) and let g ∈ K[[X ]][Y ] be a Weierstrass polynomial of
degree ≤ n1 · · ·nk, where 1 ≤ k ≤ s.
If all monomials appearing in Res(f, g) have exponents greater than (deg g)qk
then
(i) g is irreducible and quasi-ordinary of degree n1 · · ·nk and characteristic
(h1, . . . , hk);
(ii) for every γ ∈ Zer g there exists α ∈ Zer f such that γ −α =∑h>hk chXh.
Moreover, if X(deg g)qk+1 divides Res(f, g) then
(iii) Res(f, g) = u(X)X(deg g)qk+1 , where u(0) 6= 0;
(iv) for every γ ∈ Zer g there exists α ∈ Zer f such that γ −α = chk+1Xhk+1 +∑
h>hk+1
chX
h.
Remark 1.2. In the point (iv) of Theorem 1.1, the monomial Xhk+1 does not
appear in the power series γ.
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Example 1.3. Let f = Y 4 − 2X31X22Y 2 − 4X51X42Y − X71X62 + X61X42 . The
polynomial f is quasi-ordinary and irreducible in C[[X1, X2]][Y ] with the roots
α1 = X
3/2
1 X2 +X
7/4
1 X
3/2
2
α2 = X
3/2
1 X2 −X7/41 X3/22
α3 = −X3/21 X2 +
√−1X7/41 X3/22
α4 = −X3/21 X2 −
√−1X7/41 X3/22
and characteristic exponents h1 = (
3
2 , 1) and h2 = (
7
4 ,
3
2 ).
Let g = (Y 2 − X31X22 )2 − 4X51X42Y . Then Res(f, g) = X281 X242 . We have
X(deg g)q2 = X261 X
20
2 , so according to Theorem 1.1, the polynomial g is irre-
ducible and quasi-ordinary of characteristic (h1, h2).
2 Auxiliary results
For g =
∑
a caX
a ∈ K[[X1/m]] we define the Newton polytope ∆(g) as the
convex hull of the set
⋃
ca 6=0
(a + Rd≥0). The Newton polytope ∆(f) of a poly-
nomial f ∈ K[[X1/m]][Y ] is the Newton polytope of f treated as an element of
the ring K[[X
1/m
1 , . . . , X
1/m
d , Y
1/m]]. In two variable case Newton polytopes are
called Newton polygons.
Let T be a single variable. The order of a fractional power series γ ∈
K[[T 1/m]] will be denoted ord γ. Note that for all α, β, γ ∈ K[[T 1/m]] we have
ord(α − β) ≥ min{ord(α − γ), ord(γ − β)}. We call this property the strong
triangle inequality.
Lemma 2.1. Let g, g˜ ∈ K[[T 1/m]][Y ] be Weierstrass polynomials such that
∆(g) = ∆(g˜). Then {ordγ : γ ∈ Zerg} = {ordγ : γ ∈ Zerg˜}.
Proof. The Newton polygon of the product g =
∏deg g
i=1 (Y − γi(T )) is the Min-
kowski sum of the Newton polygons of its factors and the shape of the Newton
polygon of each factor Y − γi(T ) determines the order of γi(T ).
For a more detailed proof see [7, Theorem 2.1].
Let Q+ be the set of positive rational numbers. For a Newton polytope
∆ ⊂ Rd≥0 and c ∈ Qd+ we define the face ∆c := {v ∈ ∆ : 〈c, v〉 = minw∈∆〈c, w〉}.
We will say that a condition depending on c ∈ Qd+ is satisfied for generic c
if it holds in an open and dense subset of Qd+.
Lemma 2.2. Let ∆ be the Newton polytope of some nonzero fractional power
series γ ∈ K[[X1/m]]. Then for generic c ∈ Qd+ a face ∆c is a vertex of ∆.
Proof. Let V be the (finite) set of vertices of ∆. Then the set
U = {c ∈ Qd+ : ∀v, w ∈ V (v 6= w⇒ 〈c, v〉 6= 〈c, w〉)}
is open and dense in Qd+ and for every c ∈ U there is exactly one vertex v of ∆
such that 〈c, v〉 = min{〈c, w〉 : w ∈ V }.
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With every c = (c1, . . . , cd) ∈ Qd+ we associate the monomial substitution
(X1, . . . , Xd) = (T
c1 , . . . , T cd) written X = T c. Applying this substitution
to f = f(X,Y ) ∈ K[[X1/m]][Y ] we define f [c] := f(T c, Y ) ∈ K[[T 1/Nm]][Y ],
where N is a common denominator of coordinates of c.
Lemma 2.3. Let γ1, γ2 ∈ K[[X1/m]] be nonzero fractional power series. If
ordγ
[c]
1 = ordγ
[c]
2 for generic c ∈ Qd+, then ∆(γ1) = ∆(γ2).
Proof. Suppose that ∆(γ1) 6= ∆(γ2). Without loss of generality we may assume
that ∆(γ1) \ ∆(γ2) is nonempty. Since ∆(γ2) is convex and closed, for any
v ∈ ∆(γ1) \ ∆(γ2) there exists c ∈ Rd+ such that 〈c, v〉 < infw∈∆(γ2)〈c, w〉.
Then by Lemma 2.2 there is a vertex v0 of ∆(γ1) and an open set U ⊂ Qd+
such that ∆(γ1)
c = {v0} and 〈c, v0〉 < infw∈∆(γ2)〈c, w〉 for all c ∈ U . We get
ordγ
[c]
1 = 〈c, v0〉 because in the fractional power series γ[c]1 there is no cancellation
of the terms of order 〈c, v0〉 and ordγ[c]2 > 〈c, v0〉 (since all monomials appearing
in γ
[c]
2 have orders bigger than 〈c, v0〉). Thus ordγ[c]1 < ordγ[c]2 for c ∈ U .
Lemma 2.4. Let f ∈ K[[X1/m]][Y ] be a nonzero polynomial. Given c ∈ Qd+ we
define the linear mapping Lc : R
d × R → R2, Lc(x, y) = (〈c, x〉, y). Then for
generic c ∈ Qd+
∆(f [c]) = Lc(∆(f)).
Proof. Write f = an(X)Y
n+an−1(X)Y
n−1+ · · ·+a0(X) and f [c] = a¯n(T )Y n+
a¯n−1(T )Y
n−1 + · · · + a¯0(T ). By Lemma 2.2 for generic c ∈ Qd+ and for any
nonzero ai(X) the polygon ∆(ai(X))
c is a vertex of ∆(ai(X)). Denote this
vertex by vi. Then orda¯i(T ) = 〈c, vi〉 because in the fractional power series
a¯i(T ) = ai(T
c) there is no cancellation of the terms of the lowest order. Thus
the vertices of Lc(∆(f)) belong to ∆(f
[c]) which gives the desired equality.
Remark 2.5. Let K (respectively L) be the field of fractions of the ring K[[X ]]
(respectively K[[X1/m]]). Denote by Gal(L/K) the Galois group of the exten-
sion K < L. Then L is normal over K (as the splitting field of the family of
polynomials {Y m −Xi ∈ K[[X ]][Y ] : i = 1, . . . , d}) and every σ ∈ Gal(L/K) is
given by
σ
(∑
a∈Nd
caX
a/m
)
=
∑
a∈Nd
εacaX
a/m
for some ε = (ε1, . . . , εd) with ε
m
l = 1. In particular, ∆(σ(γ)) = ∆(γ) for all
nonzero γ ∈ K[[X1/m]].
For α ∈ K[[T 1/m]] and a finite set A ⊂ K[[T 1/m]] we define the contact
between α and A as cont(A,α) := maxγ∈A ord(α− γ).
From now on up to the end of this section we work under the assumption
that f ∈ K[[X ]][Y ] is a quasi-ordinary irreducible polynomial of characteristic
(h1, . . . , hs) and Zer f = {α1, . . . , αn} is the set of its roots.
Theorem 2.6. Let g ∈ K[[X ]][Y ] be a Weierstrass polynomial. If c ∈ Qd+ is
generic, then for any β, β′ ∈ Zerf [c] one has cont(Zer g[c], β) = cont(Zer g[c], β′).
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Proof. For brevity we will write p instead of p[c] for every p ∈ K[[X1/m]][Y ].
Since f =
∏n
i=1(Y −αi), we get f¯ =
∏n
i=1(Y − α¯i) and consequently β = α¯i,
β′ = α¯j for some αi, αj ∈ Zerf . The roots αi, αj are conjugate by the Galois
automorphism. Hence by Remark 2.5 the Newton polytopes of gi = g(Y + αi)
and gj = g(Y + αj) are equal. By Lemma 2.4, the Newton polygons of g¯i and
g¯j are also equal.
If Zer g¯ = {γ1, . . . , γk} then Zer g¯i = {γ1 − β, . . . , γk − β} and Zer g¯j =
{γ1 − β′, . . . , γk − β′}. Hence it follows from Lemma 2.1 that cont(Zer g¯, β) =
cont(Zer g¯, β′).
If A is any set, then #A denotes the cardinality of A.
Lemma 2.7 (Contact structure of Zer f). For every α˜ ∈ Zerf and i ∈ {1, . . . , s}
we have #{α ∈ Zer f : d(α, α˜) > hi} = ei and #{α ∈ Zer f : d(α, α˜) = hi} =
ei−1 − ei.
Proof. See the proof of Proposition 3.1 from [3].
Fix c ∈ Qd+ and for every w ∈ Qd denote w := 〈c, w〉. We set h0 = 0,
hs+1 = +∞, q0 = 0 and define a continuous function φc : [0,+∞) → [0,+∞)
such that
(i) φc(hi) = qi for i = 0, . . . , s;
(ii) φc is linear in each interval (hi, hi+1) for i = 0, . . . s;
(iii) the graph of φc has slope 1 over the interval (hs,+∞).
Lemma 2.8. The function φc : [0,+∞) → [0,+∞) is increasing. If γ¯ is
a Puiseux series and cont(Zerf [c], γ¯) = h then ordf [c](γ¯) = φc(h).
Proof. By equality (1) we get qi+1 = qi+ei(hi+1−hi) for i = 0, . . . , s−1, hence
the numbers qi form an increasing sequence.
Let h = cont(Zerf [c], γ) = ord(γ − α) for some α ∈ Zerf . Assume that
h ∈ (hr, hr+1]. Then, by the strong triangle inequality and Lemma 2.7, we get
ordf [c](γ) =
n∑
j=1
ord(γ − αj)
=
∑
ord (αj−α)≤hr
ord (γ − αj) +
∑
ord (αj−α)>hr
ord (γ − αj)
=
∑
ord (αj−α)≤hr
ord (α − αj) +
∑
ord (αj−α)>hr
ord (γ − α)
=
r∑
i=1
(ei−1 − ei)hi + erh = qr + er(h− hr).
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Let α ∈ Zerf and hr be a characteristic exponent of f . By definition, the
hr–truncation of α is the fractional power series truncr(α) obtained from α by
omitting all terms of order ≥ hr. We denote by fr the minimal polynomial of
truncr(α) over the field K. As we will see in the lemma below, this polynomial
does not depend on α.
Lemma 2.9.
(i) Zer fr = { truncr(αj) : j = 1, . . . , n };
(ii) fr ∈ K[[X ]] is monic, irreducible and quasi-ordinary;
(iii) deg fr = n1 · · ·nr−1;
(iv) Char(fr) = {h1, . . . , hr−1}.
Proof. Since truncr(α) ∈ K[[X1/n]] and L is normal over K, all the roots of
the polynomial fr are elements of L. It is easy to see that σ(truncr(α)) =
truncr(σ(α)) for every σ ∈ Gal(L/K) . The polynomial f is irreducible over
the field K, so Gal(L/K) acts transitively on the set Zerf and hence on the set
Zerfr, as well. This implies (i) and (ii).
If d(αi, αj) ≤ hr−1, then d(αi, αj) = d(truncr(αi), truncr(αj)) and if d(αi, αj)
≥ hr, then truncr(αi) = truncr(αj). Thus (iv) holds true and, as a consequence,
we also obtain (iii).
3 Proof of Theorem 1.1
The proof will be organized as a sequence of claims. We denote the roots
of f (respectively the roots of fk+1) by α1, . . . , αn (respectively by β1, . . . , βl,
where l = n1 · · ·nk). We will use the bar notation for polynomials and power
series after the monomial substitution X = T c.
Let c ∈ Qd+ be generic in the sense that the conclusion of Theorem 2.6 for
a polynomial g and any β, β′ ∈ Zerfk+1 is true.
Claim 1. For every β ∈ Zer fk+1 there exists exactly one γ ∈ Zer g such that
ord(γ − β) > h¯k.
Proof. By assumptions of the theorem we get ordRes(f, g) > (deg g)q¯k. If
cont(Zerf, γ) ≤ h¯k for all the roots γ of g, then by Lemma 2.8 we obtain
ordRes(f, g) =
∑
γ∈Zerg ordf(γ) ≤ (deg g)q¯k. It follows that ord(α − γ) > hk
for some γ ∈ Zer g and α ∈ Zerf .
Let β = trunck+1(α). Since ord(β − α) > hk, we get ord(β − γ) > hk and
consequently cont(Zer g, β) > hk. It follows from Theorem 2.6 that for every
β′ ∈ Zerfk+1 there exists γ ∈ Zer g such that ord(γ − β′) > hk.
Take any β, β′ ∈ Zerfk+1 and γ, γ′ ∈ Zer g such that ord(γ − β) > hk and
ord(γ′ − β′) > hk. Assume that β 6= β′. Then γ 6= γ′.
Indeed, if γ = γ′ then ord(β−β′) > hk and we arrive at contradiction. From
the above and the assumption deg g ≤ n1 · · ·nk = deg fk+1 we obtain that g
has exactly n1 · · ·nk roots, which completes the proof.
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Using Claim 1 we may assume, without loss of generality, that Zer g =
{γ1, . . . , γl}, where ord(γi − βi) > hk for all 1 ≤ i ≤ l. It follows immediately
from the strong triangle inequality that
ord(γi − γj) = ord(βi − βj) for all 1 ≤ i < j ≤ l. (2)
Hence the orders of the discriminants of polynomials g and fk+1 are equal.
Therefore, by Lemma 2.3, the Newton polytopes of the discriminants of g and
fk+1 are equal too, so we conclude that g is quasi-ordinary.
Claim 2. Let v be a vertex of ∆(γ−γ′) for γ, γ′ ∈ Zer g. Then v ∈ {h1, . . . , hk}.
Proof. Since g is quasi-ordinary, ∆(γ − γ′) has only one vertex. Thus for every
c ∈ Qd+ we have ord(γ[c] − γ′[c])) = 〈c, v〉. It follows from (2) that 〈c, v〉 ∈
{〈c, hi〉 : 1 ≤ i ≤ k}. Observe that if v 6= hi, then the set {c′ ∈ Qd+ : 〈c′, v〉 =
〈c′, hi〉} is contained in a finite union of hyperplanes, hence is nowhere dense.
This implies that v = hi for some i ∈ {1, . . . , k}, since c is generic.
Claim 3. Let v be a vertex of ∆(γ − β) for γ ∈ Zer g and β ∈ Zerfk+1. Then
v ∈ {h1, . . . , hk} or v > hk.
Proof. By the strong triangle inequality and (2) we obtain ord(γ[c] − β[c]) ∈
{〈c, hi〉 : 1 ≤ i ≤ k} or ord(γ[c] − β[c]) > 〈c, hk〉.
Let v be a vertex of ∆(γ − β) which is not in ∆(Xhk). Then there exists
an open set U ⊂ Qd+ such that a face ∆(γ − β)c = {v} and 〈c, v〉 < 〈c, hk〉 for
all c ∈ U . Hence we have ord(γ[c] − γ′[c])) = 〈c, v〉 < 〈c, hk〉. Using the same
argument as in the proof of Claim 2, we conclude that v ∈ {h1, . . . , hk} which
completes the proof.
Claim 4. For every β ∈ Zerfk+1 there exists exactly one γ ∈ Zer g such that
∆(γ − β) ( ∆(Xhk).
Proof. Let ∆ = ∆(γ − β) for γ ∈ Zer g and β ∈ Zerfk+1. Then by Claim
3 two cases are possible: either some hi ∈ {h1, . . . , hk} is a vertex of ∆ and
ord(γ − β) = hi or ∆ ( ∆(Xhk) and ord(γ − β) > hk. To finish the proof it is
enough to use Claim 1.
We will show that Gal(L/K) acts transitively on the set Zer g. Indeed, take
arbitrary γ, γ′ ∈ Zer g. By Claim 4 there exist unique β, β′ ∈ Zerfk+1 such
that ∆(γ − β) ( ∆(Xhk) and ∆(γ′ − β′) ( ∆(Xhk). Take σ ∈ Gal(L/K) such
that σ(β) = β′. Then by Remark 2.5 we have ∆(σ(γ) − β′) ( ∆(Xhk), hence
σ(γ) = γ′.
It follows from the above that the polynomial g is irreducible. From (2) and
Claim 2 we deduce that (h1, . . . , hk) is the characteristic of g. Point (ii) of the
theorem follows directly from Claim 4.
Now we prove statements (iii) and (iv) of Theorem 1.1. Assume thatX(deg g)qk+1
divides Res(f, g). If the monomial X(deg g)qk+1 does not appear in Res(f, g) then
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by the first part of the theorem we obtain deg g = n1 · · ·nk+1, which contra-
dicts the assumption deg g ≤ n1 · · ·nk. Thus Res(f, g) = u(X)X(deg g)qk+1 ,
where u(0) 6= 0.
By Claim 4 for every γ ∈ Zer g there exists β ∈ Zerfk+1 such that ∆(γ−β) (
∆(Xhk). Suppose that the Newton polytope ∆ = ∆(γ−β) has a vertex which is
not contained in ∆(Xhk+1). Then there exists c ∈ Qd+ such that ∆c = {v} and
〈c, v〉 < 〈c, hk+1〉. Thus cont(Zerf, γ) < hk+1. Since for any σ ∈ Gal(L/K) we
have ∆(γ − β) = ∆(σ(γ)− σ(β)), the same is true for any γ′ ∈ Zer g. Then by
Lemma 2.8 we get ord(Res(f, g)) < (deg g)qk+1 and we arrive at contradiction.
We proved that ∆(γ − β) ⊆ ∆(Xhk+1) which gives (iv) of Theorem 1.1.
4 Logarithmic distance
For any irreducible Weierstrass polynomials f , g ∈ K[[X ]][Y ] we define the
Newton polytope contA(f, g) =
1
(deg f)(deg g)∆(Res(f, g)) called the logarithmic
distance between f and g. We introduce the partial order in the set of Newton
polytopes: ∆1 ≥ ∆2 if and only if ∆1 ⊂ ∆2.
For any irreducible quasi-ordinaryWeierstrass polynomials f , g, h the strong
triangle inequality contA(f, g) ≥ inf{contA(f, h), contA(h, g)} holds true, where
inf{A,B} denotes the Newton polytope spanned by the union of A and B. Let
us prove it now.
For α =
∑
a∈Qd caX
a ∈ K[[X1/N]] and ω ∈ Rd+ we define a weighted order
ordw(α) := min{〈ω, a〉 : ca 6= 0} and a weighted contact between quasi-ordinary
polynomials f, g ∈ K[[X ]][Y ] as follows:
contω(f, g) :=
1
deg f deg g
∑
α∈Zer f
β∈Zer g
ordω(α− β) = 1
deg f deg g
l(ω,∆(Res(f, g))),
where l(ω,∆(Res(f, g))) := min{〈ω, a〉 : a ∈ ∆(Res(f, g)}.
For every irreducible quasi-ordinary polynomials f, g ∈ K[[X ]][Y ] and for any
γ, γ′ ∈ Zer g we have ordωf(γ) = ordωf(γ′). Therefore, using the same method
as in the proof of [2, Proposition 2.2], we get for any irreducible quasi-ordinary
polynomials f , g, h ∈ K[[X ]][Y ] a strong triangle inequality contω(f, g) ≥
min{contω(f, h), contω(h, g)}.
Lemma 4.1. Assume that ∆1,∆2,∆3 are Newton polytopes. If
l(ω,∆1) ≥ min{l(ω,∆2), l(ω,∆3} (3)
for all ω ∈ Rd+, then ∆1 ≥ inf{∆2,∆3}.
Proof. Suppose that the inequality ∆1 ≥ inf{∆1,∆2} is false. Therefore there
exists v ∈ ∆1 \ conv(∆2 ∪ ∆3) and then we can find a linear form L such
that L(v) < L(x) for all x ∈ conv(∆2 ∪ ∆3). It means that 〈ω, v〉 < 〈ω, x〉,
x ∈ conv(∆2 ∪∆3), for some ω ∈ Rd+. Thus l(ω,∆1) < l(ω, conv(∆1 ∪∆2)) and
the inequality (3) does not hold.
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The above lemma implies immediately the strong triangle inequality for
the logarithmic distance of irreducible quasi-ordinary Weierstass polynomials.
Unfortunately, the strong triangle inequality does not extend to a wider class
of irreducible Weierstrass polynomials as the following examples show.
Example 4.2. Let f = Y , g = Y −X1−X22 , h = Y 2−(X1+X2)Y +2X31+X32 .
The polynomials f , g, h are irreducible in K[[X1, X2]][Y ]. We have Res(f, g) =
−X1 − X22 , Res(f, h) = 2X31 + X32 , Res(g, h) = X1X22 − X1X2 + 2X31 + X42 ,
hence there is no strong triangle inequality between contA(f, g), contA(f, h)
and contA(h, g) as illustrated in the following picture.
contA(f, g) contA(f, h) contA(g, h)
Example 4.3. Let f = Y −2X31 , g = (Y −X1)(Y −X31−X41 )+X2, h = Y −X31 .
Then Res(f, g) = −2X71 + 2X61 +X51 −X41 +X2, Res(f, h) = X31 , Res(g, h) =
−X71 +X51 +X2. The polynomials f , g, h are irreducible, fh is quasi-ordinary
and the inequality contA(f, g) ≥ inf{contA(f, h), contA(h, g)} does not hold (see
the picture below).
contA(f, g) contA(f, h) contA(g, h)
The results of the first section can be reformulated in terms of the logarithmic
distance.
Theorem 4.4. Let f ∈ K[[X ]][Y ] be a quasi-ordinary irreducible Weierstrass
polynomial of characteristic (h1, . . . , hs) and let g ∈ K[[X ]][Y ] be a Weierstrass
polynomial such that deg g ≤ deg fk+1 and contA(f, g) > contA(f, fk). Then
g is an irreducible quasi-ordinary polynomial of characteristic (h1, . . . , hk) and
deg g = deg fk+1. Moreover, if contA(f, g) ≥ contA(f, fk+1) then contA(f, g) =
contA(f, fk+1).
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5 The Abhyankar-Moh irreducibility criterion
In this section we will show that our main result is a generalization of
the well-known Abhyankar-Moh irreducibility criterion (see e.g. [4, Theorem 1.2]).
At the beginning let us recall the classical Weierstrass preparation theorem
for the ring K[[X,Y ]].
Theorem 5.1 (Weierstrass). Assume that f =
∑∞
i=0 aiY
i ∈ K[[X,Y ]] and there
exists m > 0 such that ai(0) = 0 for i < m and am(0) 6= 0. Then there exist
unique uf , f1 ∈ K[[X,Y ]] such that f = uff1, uf (0) 6= 0 and f1 is a Weierstrass
polynomial with respect to the variable Y .
The polynomial f1 from the above theorem is called the Weierstrass polyno-
mial of f . If we assume additionally that f ∈ K[[X,Y ]] is irreducible, then its
Weierstrass polynomial is irreducible in the ring K[[X ]][Y ] and the characteristic
of this polynomial will be denoted by Char(f).
For f, g ∈ K[[X,Y ]] we define the intersection multiplicity number i0(f, g)
as the dimension of the K–vector space K[[X,Y ]]/〈f, g〉.
Theorem 5.2 (Abhyankar-Moh). Let f , g ∈ K[[X,Y ]]. Assume that f is
irreducible, i0(f,X) = n < +∞ and Char(f) = {h1, . . . , hs}. If i0(g,X) = n
and i0(f, g) > nqs, then g is irreducible and Char(g) = Char(f).
Proof. Let f1 and g1 be the Weierstass polynomials of f and g. Then deg f1 =
i0(f,X) = n, deg g1 = i0(g,X) = n and ordRes(f1, g1) = i0(f, g) > nqs.
Since f is irreducible, the polynomial f1 ∈ K[[X ]][Y ] is also irreducible. There-
fore Theorem 1.1 with k = s implies that g1 is irreducible of characteristic
(h1, . . . , hs) and the theorem follows.
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