In this paper we describe new formulations and develop fast algorithms for implicit surface reconstruction based on variational and partial differential equation (PDE) methods. In particular we use the level set method and fast sweeping and tagging methods to reconstruct surfaces from scattered data set. The data set might consist of points, curves and/or surface patches. A weighted minimal surface-like model is constructed and its variational level set formulation is implemented with optimal efficiency. The reconstructed surface is smoother than piecewise linear and has a natural scaling in the regularization that allows varying flexibility according to the local sampling density. As is usual with the level set method we can handle complicated topology and deformations, as well as noisy or highly non-uniform data sets easily. The method is based on a simple rectangular grid, although adaptive and triangular grids are also possible. Some consequences, such as hole filling capability, are demonstrated, as well as the viability and convergence of our new fast tagging algorithm .
Introduction
Surface reconstruction from unorganized data set is very challenging in three and higher dimensions. The problem is ill-posed, i.e, there is no unique solution. Furthermore the ordering or connectivity of data set and the topology of the real surface can be very complicated in three and higher dimensions. A desirable reconstruction procedure should be able to deal with complicated topology and geometry as well as noise and non-uniformity of the data to construct a surface that is a good approximation of the data set and has some smoothness (regularity). Moreover, the reconstructed surface should have a representation and data structure that is not only good for static rendering but also good for deformation, animation and other dynamic operation on surfaces. None of the present approaches possess all of these properties. In general there are two kinds of surface representations, explicit or implicit. Explicit surfaces prescribe the precise location of a surface while implicit surfaces represent a surface as a particular isocontour of a scalar function. Popular explicit representations include parametric surfaces and triangulated surfaces. For examples, for parametric surfaces such as NURBS [26, 271 , the reconstructed surface is smooth and the data set can be non-uniform. However this requires one to parametrize the data set in a nice way such that the reconstructed surface is a graph in the parameter space. The parametrization and patching can be very difficult for surface reconstruction from an arbitrary data set in three and higher dimensions. Also noise in the data set is difficult to deal with. Another popular approach in computer graphics is to reconstruct a triangulated surfaces using Delaunay triangulations and Voronoi diagrams. The reconstructed surface is typically a subset of the faces of the Delaunay triangulations. A lot of work has been done along these lines [3, 4, 7, 16, 17] and efficient algorithms are available to compute Delaunay triangulations and Voronoi diagrams. Although this approach is more versatile in that it can deal with more general data sets, the constructed surface is only piecewise linear and it is difficult to handle non-uniform and noisy data. Furthermore the tracking of large deformations and topological changes is usually quite difficult using explicit surfaces.
Recently, implicit surfaces or volumetric representations have attracted a lot of attention. The traditional approach [6, 20, 30] uses a combination of smooth basis functions (primitives), such as blobs, to find a scalar function such that all data points are close to an isocontour of that scalar function. This isocontour represents the constructed implicit surface. However computation costs are very high for large data sets, since the construction is global which results in solving a large linear system, i.e. the basis functions are coupled together and a single data point change can result in globally different coefficients. This makes human interaction, incremental updates and deformation difficult. The second approach uses the data set to define a signed distance function on rectangular grids and denotes the zero isocontour of the signed distance function as the reconstructed implicit surface [5, 8, 191 . The construction of the signed distance function uses a discrete approach and needs an estimation of local tangent planes or normals for the orientation, i.e. a distinction needs to be made between inside and outside. Similar ideas have been applied to shape reconstruction from range data and image fusion [ 13, 181 where partial connections are available on each piece of data. Special "fusion" or "tiling" algorithm is need on overlapping patches. In [28] an interesting volume spline is used for reconstruction of implicit surfaces. But the construction depends on the choice of a "carrier" solid and can deal with data sets of moderate size. The main advantages of implicit surfaces include topological flexibility, a simple data structure, depthholumetric information and memory storage efficiency. Using the signed distance representation, many surface operations such as Boolean operations, ray tracing and offset become quite simple [24, 311 . Efficient algorithms, see e.g. [21, 321 , are available to turn an implicit surface into a triangulated surface. In [ 151 implicit surfaces are used for animation and the level set method is used for surface reconstruction from range data in [lo] . In fact the level set method [23] provides a general framework for the deformation of implicit surfaces according to arbitrary physical andor geometric rules.
We approach the fundamental problem of surface reconstruction on the continuous level bv constructing continuous models using dition, in our formulation there is a regularization that is adaptive to the local sampling density which can keep sharp features if a local sampling condition is satisfied. The formulation handles noisy as well as non-uniform data and works in any number of dimensions. We use the level set method as the numerical technique to deform the implicit surface continuously following the gradient descent of the energy functional for the final reconstruction. Instead of tracking a parametrized explicit surface we solve a PDE on a simple rectangular grid and handle topological changes easily. In this paper we develop a simple physically motivated convection model and a fast tagging algorithm to construct a good initial approximation for our minimal surface reconstruction. This will speed up our previous reconstruction by an order of magnitude.
In the next section we briefly review the variational formulation for the weighted minimal surface model in introduced in [34] . A physically motivated simple convection model is developed in section 3. In section 4 we introduce the level set method for our problems. We explain the details of the numerical algorithms in section 5 and show results in section 6.
A Weighted Minimal Surface Model
Let S denote a general data set which can include data points, curves or pieces of surfaces. Define d ( z ) = d i s t ( z , S) to be the distance function to S. (We shall use bold faced cthracters to denote vectors.) In [34] the following surface energy is defined for the variational formulation: E ( r ) = [s, dp(z)ds] ' . 1 5 p 5 00, (1) where r is an arbitrary surface and ds is the surface area. The energy functional is independent of parametrization and is invariant under rotation and translation. When p = m, E ( r ) is the value of the distance of the point z on r furthest from S.. For p < cor The surface energy E ( r ) is equivalent to dP(zjds, the surface area weighted by some power of the distance function. We take the local minimizer of our energy functional, which mimics a weighted minimal surface or an elastic membrane attached to the data set, to be the reconstructed surface.
As derived in [34] the gradient flow of.the energy functional ( I ) is and the minimizer or steady state solution of the gradient flow satisfies the Euler-Lagrange equation (3) where,n is the unit outward normal and & is the mean curvature.
We see a balance between the attraction Vd(z) . n and the sur-
in the equations above. Moreover the nonlinear regularization due to surface tension has a desirable scaling d ( z ) . Thus the reconstructed surface is more flexible in the region where sampling density is high and is more rigid in the region where the sampling density is low. In the steady state equation(3) above, since Vd . n 5 1, we have a local sampling density condition similar to the one proposed in [3] , which says sampling densities should resolve fine features locally. To construct the minimal surface we used a continuous deformation in [34] . We start with an initial surface that encloses all data and follow the gradient flow ( 2 ) . The parameter p affects the flexibility of the membrane to some extent.
When p = 1, the surface energy defined in (I) has the dimension of volume and the gradient flow ( 2 ) is scale invariant i.e., dimensionless. In practice we find that p = 1 or 2 (similar to a least squares formulation) are good choices. Some more details can be found in W I .
In two dimensions, it was shown in [34] that a polygon which connects adjacent points by straight lines is a local minimum. This result shows a connection between the variational formulation and previous approaches. On the other hand this result is not surprising since a minimal surface passing through two points is a straight line in two dimensions. However in three dimensions the situation becomes much more interesting. The reconstructed minimal surface has no edges and is smoother than a polyhedron.
Remark:
The formulation here is similar to active contour models for image segmentation in [ 12, 1 I] and minimal surface model in [33] . However the application, motivation and working mechanism are quite different. In image segmentation, the final curves or surfaces are wrapped along some edges, i.e., some continuous high contrast contours on the grid and the contrast is already defined on every grid point. In our application, we have arbitrary discrete points and none of the distance contours to the data points is the final surface.
The Convection Model
The evolution equation ( where h is the spatial grid cell size. Thus it is very desirable to have an efficient algorithm to find a good approximation before we start the gradient flow for the minimal surface. We propose the following physically motivated convection model for this purpose.
The convection of a flexible surface r in a velocity field v ( z ) is described by the differential equation
If the velocity field is created by a potential field F, then 2) = -V3. In our convection model the potential field is the distance function d ( z ) to the data set S. This leads to the convection equa-
For example, if the data set contains a single point 20, the potential field is d(z)=/z-zol and the velocity field is ~( z )
-,z-zE, , a unit vector pointing towards 20. Any particle in this potential field will be attracted toward z o along a straight line with unit speed. For a general data set S, a particle will be attracted to its closest point in S unless the particle is located an equal distance from two or more data points. The set of equal distance points has measure zero. Similarly, points on a curve or a surface, except those equal distance points, are attracted by their closest points in the data set (see Fig. I(a) ). The ambiguity at those equal distance points is resolved by adding a small surface tension force which automatically exists as numerical viscosity in our finite difference schemes. Those equal distance points on the curve or surface are dragged by their neighbors and the whole curve or surface is attracted to the data set until it reaches a local equilibrium, which is a polygon or polyhedron whose vertices belong to the data set as the viscosity tends to zero (see Fig.l(b) ).
Here are some properties of this simple convection model: (1) the normal velocity of the curve or the surface is less than or equal to I , (2) each point of the curve or surface is attracted by its closest point in the data set. 
The Level Set Formulation
In general we do not have any i priori knowledge about the topology of the shape to be reconstructed. Topological changes may occur during the continuous deformation process. This makes explicit tracking, which requires consistent parametrization, almost impossible to implement. Here we use the level set method as a powerful numerical technique for the deformation of implicit surfaces. Although implicit surfaces have been used in computer graphics for quite a while, they were mostly used for static modeling and were based on discrete formulations [6] . The level set method is based on a continuous formulation using PDEs and allows one to deform an implicit surface, which is usually the zero isocontour of a scalar (level set) function, according to various laws of motion depending on geometry, external forces, or a desired energy minimization. In numerical computations, instead of explicitly tracking a moving surface we implicitly capture it by solving a PDE for the level set function on rectangular grids. The data structure is extremely simple and topological changes are handled easily. The level set formulation works in any number of dimensions and the computation can easily be restricted to a narrow band near the zero level set, see e.g. [ 1, 251. We can locate or render the moving surface easily by interpolating the zero isosurface of the level set function. The level set method was originally introduced by Osher and Sethian in [23] to capture moving interfaces and has been used quite successfully in moving interface and free boundary problems as well as in image processing, image segmentation and elsewhere. See [22] for a comprehensive review. Two key steps for the level set-method are: ( I ) Embed the surface: we represent a surface I ' as the zero isocontour of a scalar (level set) function +(z), i.e. r = {z : +(z) = O}. Geometric properties of the surface I? can be easily computed using 9. (2) Embed the motion: we derive the time evolution PDE for the level set function such that the zero level set has the same motion law as the moving surface, i.e., r(t) = {z : +(z, t ) = 0}, where we replace with the velocity of x on I ' = {z :
For geometric motions, i.e. where the motion law (velocity) depends only on the geometry of the moving surface, the most natural way to define 2) is to apply the same motion law for all level sets of the level set function, which will result in a morphological PDE [2] . For example, the gradient flow (2) is a geometric motion and we use p = 1 for simplicity. After we extend the geometric motion to all level sets, the gradient flow in level set formulation becomes +(z, t ) = 0).
( 6 )
For the convection model (4) , since the velocity field -Vd(z) is defined everywhere, we can naturally extend the convection to all level sets of +(z, t ) to obtain
Although all level set functions are equally good theoretically, in practice the signed distance function is preferred to avoid stiffness and inaccuracy in numerical computations. However even if we start with a signed distance function the level set function will generally not remain a signed distance function. As an example, in the convection model all level sets are attracted to the data set simultaneously and they become more and more packed together. We need a procedure to force them apart while keeping the zero level set intact. We use a numerical procedure called reinitialization, see e.g. [25, 291 , to redistance the level set function locally without interfering with the motion of the zero level set. As ; I result the implicit surface is a signed distance function after the deformation procedure stops.
Numerical Implementation
There are three key numerical ingredients in our implicit surface reconstruction. First, we need a fast algorithm to compute the distance function to an arbitrary data set on rectangular grids. Second, we need to find a good initial surface for our gradient flow. Third, we have to solve time dependent PDEs for the level set function.
Computing the distance function
The distance function d ( z ) to an arbitrary data set S solves the following Eikonal equation:
From the PDE point of view, the characteristics of this Eikonal equation are straight lines which radiate from the data set. This reveals the causality property for the solution of the PDE, i.e., the information propagates along straight lines from the data set, and the solution at a grid point should be determined only by its neighboring grid points that have smaller distance values. We use an algorithm 19, 341 that combines upwind differencing with GaussSeidel iterations of different sweeping order to solve (8) on rectangular grids.
From numerical experiments it seems that the total number of iterations is independent of mesh size, i.e. the complexity is O(M+ N) for N grid points and M data points. The differences between our algorithm and Danielsson's distance mapping algorithm [ 141 are (1) our data points are not grid points and that is why we have a complexity O ( M + N), (2) our algorithm can be applied to more general equations where d ( z ) is not a distance, e.g., the right hand side of 8 can be an arbitrary function in 2. Our fast algorithm is versatile, efficient and will be used in later stages of the surface reconstruction.
Finding a good initial guess
We can use an arbitrary initial surface that contains the data set such as a rectangular bounding box, since we do not have to assume any A priori knowledge for the topology of the reconstructed surface.
However, a good initial surface is important for the efficiency of our PDE based method. On a rectangular grid, we view an implicit surface as an interface with some regularity that separates the exterior grid points from the interior grid points. In other words, volumetric rendering requires identifying all exterior (interior) grid points correctly. Based on this idea, we propose a novel, extremely efficient tagging algorithm that tries to identify as many correct exterior grid points as possible and hence provide a good initial implicit surface. As always, we start from any initial exterior region that is a subset of the true exterior region.
All grid points that are not in the initial exterior region are labeled as interior points. Those interior grid points that have at least one exterior neighbor are labeled as temporary boundary points. Now we use the following procedure to march the temporary boundary inward toward the data set. We put all the temporary boundary points in a heapsort binary tree structure sorting according to distance values. Take the temporary boundary point that has the largest distance (which is on the heap top) and check to see if it has an interior neighbor that has a larger or equal distance value. If it does not have such an interior neighbor, tum this temporary boundary point into an exterior point, take this point out of the heap, add all this point's interior neighbors into the heap and re-sort according to distance values. If it does have such an interior neighbor, we tum this temporary boundary point into a final boundary point, take it out of the heap and re-sort the heap. None of its neighbors are added to the heap. We repeat this procedure on the temporary boundary points until the the maximum distance of the temporary boundary points is smaller than some tolerance, e.g. the size of a grid cell, which means all the temporary boundary points in the heap are close enough to the data set. Finally, we turn these temporary boundary points into the final set of boundary points and our tagging procedure is finished. Now we have the final sets of interior, exterior and boundary points. Since we visit each interior grid point at most once, the procedure will be completed in no more than O ( N log N) operations, where log N comes from the heap sort algorithm. Moreover, since the maximum distance for the boundary heap is strictly decreasing, we can prove that those interior points which have a distance no smaller than the maximum distance of the temporary boundary heap at any time will remain as interior points, i.e. there is a non-empty interior region when the tagging algorithm is finished. We can also show that at least one of the final boundary points is within the tolerance distance to the data set. Similar tagging algorithms can also be applied to finding interior regions and disconnected components of the final shape. Figure 2 illustrates how our fast tagging algorithm works. Starting from an arbitrary exterior region that is a subset of the final exterior region, the furthest point on the temporary boundary is tangent to a distance contour and does not have an interior point that is farther away. The furthest point will be tagged as an exterior point and the boundary will move inward at that point. Now another point on the temporary boundary becomes the furthest point and hence the whole temporary boundary moves inward. After a while the temporary boundary is close to a distance contour and moves closer and closer to the data set following the distance contours until the distance contours begin to break into spheres (circles in the 2D figure) around data points. We now see that the temporary boundary point at the breaking point of the distance contour, which is equally distant from distinct data points, will have neighboring interior points that have a larger distance. So this temporary boundary point will be tagged as a final boundary point by our procedure and the temporary boundary will stop moving inward at this breaking point. The temporary boundary starts deviating from the distance contours and continues moving closer to the data set until all temporary boundary points either have been tagged as final boundary points or are close to the data points. The final boundary is approximately a a polyhedron (polygon in 2D) with vertices belonging to the data set.
This general tagging algorithm can incorporate human interaction easily by putting any new exterior point(s) or region(s) into our tagged exterior region at any stage in our tagging algorithm. After the tagging algorithm is finished we again use the fast distance algorithm to compute a signed distance to the tagged final boundary.
The marching method (outlined above) requires an initial guess for the exterior region. This can either be the bounding box of our computational rectangular domain or an outer contour of the distance function, d ( z ) = E. An outer contour of the distance function can be found by starting with the outer boundary of our rectangular box, and expanding the exterior region by repeatedly tagging those grid points which are neighbors of the expanding exterior boundary and have a distance larger than E as exterior points. All remaining untagged grid points are interior points. When the tagging algorithm is finished the boundary of the exterior region is approximately the outer contour of d ( z ) = E or roughly an E offset of the real shape. When using this d ( z ) = E method, first proposed in [34], one needs to exercise caution in choosing E . For example, if E is too small, we will have isolated spheres surrounding data points. If the sampling density of the data points does not vary too much and is fine enough to resolve all features, then we can find an appropriate E and get a very good initial surface with O ( N + M ) operations. For non-uniform data points the intersection of a bounding box and a distance contour with moderate E, which is a simple Boolean operation, often gives a good initial surface. 
Solving the partial differential equation.
After we find the distance function d ( z ) and a good initial implicit surface using the above algorithms, we can start the continuous deformation following either the gradient flow ( 2 ) or the convection (4) using the corresponding level set formulation (6) or (7). Our numerical implementations are based on standard algorithms for the level set method. Details can be found in, for example, [25, 33, 341. The convection model is simple but the reconstructed surface is close to a piecewise linear approximation. In contrast, the energy minimizing gradient flow, which contains a weighted curvature regularization effect, is more computationally expensive but reconstructs a smooth weighted minimal surface. In particular, the gradient flow can be used as a smoothing process for implicit surfaces. In most of our applications, about one hundred time steps in total are enough for our continuous deformation. Since we use a reinitialization procedure during the deformation, we finish with a signed distance function for the reconstructed implicit surface.
Multiresolution
There are two scales in our surface reconstruction. One is the resolution of the data set. The other is the resolution of the grid. The computational cost generally depends mainly on the grid size. To achieve the best results those two resolutions should be comparable. However our grid resolution can be independent of the sampling density. For example, we can use a low resolution grid when there is noise and redundancy in the data set or when memory and speed are important. From our numerical results, see e.g., figure 9(c) our reconstruction is quite smooth even on a very low resolution grid. We can also use a multiresolution algorithm, i.e., reconstruct the surface first on coarser grids and interpolate the result to a finer resolution grid for further refinement in an hierarchical way.
Efficient storage
To store or render an implicit surface, we only need to record the values and locations (indices) of those grid points that are next to the surface, i.e., those grid points that have a different sign from at least one of their neighbors. These grid points form a thin grid shell surrounding the implicit surface. No connectivity or other information needs to be stored. We reduce the file size by at least an order of magnitude by using this method. Moreover we can easily reconstruct the signed distance function in O ( N ) operations for the implicit surface using the following procedure. (1) Use the fast distance finding algorithm to find the distance function using the absolute value of the stored grid shell as an initial condition. (2) Use a tagging algorithm, similar to the one used above to find exterior points outside a distance contour, to identify all exterior points and interior points separated by the stored grid shell and turn the computed distance into the signed distance. For example, if we store the signed distance function for our reconstructed Happy Buddha from almost half a million points on a 146 x 350 x 146 grid in binary form, the file size is about 30MB. If we use the above efficient way of storage the file size is reduced to 2.5MB without using any compression procedure and we can reconstruct the signed distance function in 1 minute using the above algorithm. Figure 3 : timing table were obtained from www-graphics.stanford.edu/data/3Dscanrepr and data points for the hand skeleton was obtained from: www.cc.gatech.edu/projects/large-models. Only locations of the data points are used in our reconstructions. Timings, number of data, points and grid size are shown in table 3. CPU time is measured im minutes. CPU (initial) is the time for the initial reconstruction using the distance contour and the fast tagging algorithm. CPU (total$ is the total time used for the reconstruction. Since our PDE based algorithms are iterative procedures, different convergence criterion, will give different convergence times. Figure 4 shows data points for a torus, a few curves (longitudes and latitudes) on a sphere, data points from MRI slices for a rat brain. Figure 5 shows the final surface reconstruction from the above data. We see that the hole in the torus is filled nicely with a minimal surface. For the sphere sphere reconstruction we only provide the unsigned distance function to the curves which can be. viewed as an extreme case of non-uniform data. Since the data sets in these three cases are quite non-uniform, we use either a bounding box as the initial surface (in the case of torus and sphere) or the intersection of a bounding box and an outer distance contour with relatively large E . ( E = 12h in the case of the rat brain.)
Results

Rat brain Drill
For data sets that are fairly uniform, such as the drill, hand skeleton, the dragon and the Buddha, we start with an outer distance contour and use the fast tagging algorithm to get an initial reconstruction. The initial reconstruction is extremely fast, as we can see from table 3. After the initial reconstruction, we first use the convection model and then use the gradient flow to finish the finals reconstruction. In our reconstruction, the grid resolution is muchr lower than the data samples and yet we get final results that are comparable to the reconstructions shown at those websites above. Figure 6 shows the reconstruction of a hand skeleton. Figure 7 is the reconstruction of a drill. It is a quite challenging example for most methods for surface reconstruction as is shown in [13] . Next we show the reconstruction of a dragon on a 300 x 212 x 136 grid using a high resolution data in fig.8(a) and a much lower resolution data in fig.g(b) . We can barely see the difference. Figure 9 shows the reconstruction of the Happy Buddha. Figure 9(a) shows the initial reconstruction. We start with an outer distance contour, d = 3h, initially and use the fast tagging algorithm. It takes 3 minutes for half a million points on a 146 x 350 x 146 grid. Figure 9(b) is the final reconstruction. Figure 9(c) is the reconstruction on a very coarse 63 x 150 x 64 grid using the same amount of data points. It takes only 7 minutes and the result is quite good.
In this section we present numerical examples that illustrate the efficiency and quality of our surface construction. In particular we show ( I ) the level set method handles surface deformation and topological change easily, (2) our fast tagging algorithm constructs a good initial guess very quickly, (3) how smooth the reconstructed surfaces are, (4) our algorithm works with non-uniform, noisy or damaged data, and ( 5 ) multiresolution works in our formulation. All calculations were done with dual Pentium 111, 6OOMhz processors. Data points for the drill, dragon and the Buddha
Conclusions
We present a variational and PDE based formulation for surface reconstruction from unorganized data. Our formulation only depends on the (unsigned) distance function to the data and the final reconstruction is smoother than piecewise linear. We use the level set method as a numerical tool to deform and construct implicit surfaces on fixed rectangular grids. We use fast sweeping algorithms for computing the distance function and fast tagging algorithms for initial construction. Our method works for complicated topology 
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(c) reconstruction on a coarse grid
