In this work a numerical investigation of two-dimensional steady and unsteady natural convection in a circular enclosure whose lower half is nonuniformly heated and upper half is maintained at a constant lower temperature has been carried out. An explicit finite difference method on a nonstaggered rectangular grid is used to solve the momentum and energy equations subject to Boussinesq approximation. The study is carried out for a range of Rayleigh number ͑Ra͒ varying between 10 2 and 10 6 at a fixed Prandtl number ͑Pr͒ taken as 0.71. The numerical experiments reveal that for Raഛ 8500, the flow always attains a steady state. In the steady regime, at very low Rayleigh numbers ͑RaϽ 300͒, it is shown that the velocity field is very weak and the heat transfer is predominantly by conduction. A series solution for the temperature field obtained by neglecting the fluid velocities is shown to agree well with the computed data for RaϽ 300. The convection takes place in the form of two cells with their interface aligned along the vertical diameter. As Ra is increased further, the isotherms distort to form a plume-like structure of hot fluid rising from the hottest point on the lower half of the cylinder wall. Local Nusselt number distribution over the wall shows that only a portion of the nonuniformly heated bottom half of the cylinder wall is responsible for heating the fluid. For Raജ 8900, the numerical simulations show that the steady flow looses its stability and the flow undergoes bifurcations to periodic and quasiperiodic states. On the basis of the data on the amplitude of the periodic flows obtained for a set of Ra slightly greater than 8900, it is shown that the steady flow undergoes a supercritical Hopf bifurcation at RaϷ 8830. An analysis using the proper orthogonal decomposition shows that the instability is in the form of a standing wave. The structure of the unstable mode is examined via empirical eigenfunctions obtained by the method of snapshots. In the unsteady regime ͑RaϾ 8.9ϫ 10 3 ͒, the cells start to swing their interface in an oscillatory manner with time. As Ra is increased further, the character of flow changes from periodic to quasiperiodic.
I. INTRODUCTION
Flows induced by gravitational buoyancy are studied with reference to their applications in diverse areas such as geophysics, astrophysics, nuclear reactor systems, microelectronic equipment's cooling, and turbine blade cooling. Apart from these important application areas, such class of flows have also caught the attention of the purists simply owing to the rich dynamical behavior exhibited by them. While thermally driven convection in rectangular enclosures of different geometries has been extensively studied, the equally important configuration of a circular geometry has received much less attention. Two excellent surveys by Ostrach 1 and Yang 2 provide a comprehensive review of the status of knowledge and challenges in this important subject of heat transfer.
Ostrach 3 was first to study natural convection in horizontal cylinders in 1950. Steady laminar flow was generated on infinite extent horizontal cylinder by an imposed periodic temperature distribution on the wall, as shown in Fig. 1͑a͒ , with temperature extrema across the horizontal diameter. It was found that with an increase in Rayleigh number the flow shows a boundary-layer character. It was concluded by physical reasoning that the isothermal core undergoes solid body rotation.
Martini and Churchill 4 carried out experiments with air in a horizontal cylinder. With the exception of the thermal boundary condition, the experiments were carried under conditions identical to those in Ref. 3 . The wall of the cylinder was divided into two halves along the vertical diameter and each half was maintained at a different temperature as shown in Fig. 1͑b͒ . Experiments indicated that a boundary layer type of flow layer existed as a thin circulating band of fluid along cylinder walls. The core was essentially stagnant and thermally stratified with horizontal isotherms. It was argued that the core resisted rotation.
Weinbaum 5 studied the same configuration as in Ref. 3 but introduced the concept of heating phase angle ␥, in order to specify the location of temperature extrema on the wall, as shown in Fig. 1͑c͒ . The problem was treated analytically and the critical Ra for the transition from a state of conduction to that of steady convection for the case of bottom heated configuration ͑␥ = /2͒ was determined.
Ostrach 6 investigated the configuration experimentally with ␥ = 0 and observed the steady state streamlines. It was concluded that the inner core is stable and thermally strati- The flow mainly takes place in a thin layer adjacent to the wall. When the heating was oblique, the velocities increased and thermal stratification decreased. The experimental works of Brooks and Ostrach, 7 and Sabzevari and Ostrach 8 on horizontal cylinders also confirmed that the core is stagnant and stably stratified.
Very few numerical studies have been carried out for natural convection in a horizontal cylinder. One of the earliest numerical investigation was carried out by Hellums and Churchill. 9 They considered the problem of transient and steady convections in an infinite horizontal cylinder. The two vertical halves of the cylinder wall were assigned different but uniform temperatures. The thermal boundary condition thus involved a jump discontinuity at the ends of the vertical diameter. The finite difference method was employed to obtain the steady as well as the transient solutions. The solutions were obtained for Pr= 0.7 and three sets of Grashof numbers, i.e., Gr= 4.5ϫ 10 4 , 6.15ϫ 10 5 , and 1 ϫ 10 7 . A boundary layer type of flow was observed with the fluid motion taking place in a thin region close to the cylinder wall. The inner core was nearly isothermal and stagnant.
Heinrich and Yu 10 investigated natural convection in a horizontal cylinder using Petrov-Galerkin finite element method. Three heating configurations were considered, namely, ͑1͒ heating from side ͑␥ =0͒, ͑2͒ oblique heating ͑␥ = /4͒, and ͑3͒ heating from bottom ͑␥ = /2͒. The Prandtl number was fixed at unity while the Rayleigh number was varied between ͓0,10 5 ͔. They employed a slightly different thermal boundary condition than the one employed in Ref. 4 . The cylinder wall was divided into two halves. The two halves were assigned uniform but different temperatures except in a small region near the junction of the two halves. In this region the temperature was varied linearly between the two uniform levels in order to avoid the jump discontinuity. Their work mainly focused on the bottom heated case ͑␥ = /2͒. As mentioned in Ref. 10 , due to the circular geometry of the enclosure, a conduction solution for Ra 0 will not exist except for the special thermal boundary condition considered in Ref. 5 . However, at RaХ 400 their computations revealed a sudden increase in the kinetic energy of the flow leading to a sudden change in slope of NusseltRayleigh number ͑Nu-Ra͒ characteristics. Further the spatial structure of the flow changed from a four-cell convection to a single-cell convection. This was considered to be the first bifurcation. A second bifurcation from steady to oscillatory convection was found to take place at RaХ 4800.
Xin et al. 11 studied the problem of natural convection in a horizontal cylinder whose wall is subjected to a sinusoidal temperature distribution such that the temperature extremas lie on the opposite side of the horizontal diameter. This amounts to a side heating configuration. They investigated the effect of the Prandtl number on the flow structure and instability. The onset of unsteadiness was investigated both by numerical integration as well as by linear stability analysis. A simplified semianalytical model was also proposed. The critical Rayleigh number associated with the loss of stability of the steady flow was found to asymptotically approach a fixed value for large enough Prandtl numbers. The core was observed to be stagnant, stable, and stratified.
The present work involves a numerical study of twodimensional ͑2D͒ natural convection in an infinite circular cylinder whose lower half portion of the wall is nonuniformly heated with maximum temperature ͑T o + ⌬T͒ located at the bottom of the vertical diameter. The upper half portion of the cylinder wall is kept at a uniform lower temperature ͑T o ͒ ͓Fig. 2͑a͔͒. The temperature variation as a function of angular variation on the cylinder wall is depicted in Fig 2͑b͒. The authors are unaware of any investigation of the above problem with the chosen thermal boundary conditions. Investigation in this type of geometry with the chosen thermal boundary condition will find its applications in the storage of fluids in cylindrical containers whose upper half is exposed to a different boundary conditions than the lower half. Liquid cooled heat sinks, with half embedded tubes filled with fluid, are a good example. Another possible application is in the study of air motion in a nonuniformly heated circular room as in a flight vehicle.
Specifically, it is of interest to ascertain the effects of the chosen boundary conditions on the spatial flow structure and the two bifurcation points observed for the bottom heated configuration in Ref. 10 . For this purpose, Ra is varied from 10 2 to 10 6 while keeping Pr fixed at 0.71. The current study investigates the changes in the spatial flow structure both in the steady as well as the unsteady regimes. The possibility of an analytical description of the thermal field at very low Ra is examined. The loss of stability of steady solutions and the appearance of stable periodic states for large time limits is examined in the light of the amplitude and frequency data obtained from the numerical simulations. The nature and spatial structure of the instability is investigated via the proper orthogonal decomposition ͑POD͒ technique. The heat transfer characteristics based on total heat transfer from the lower heated half of the cylinder wall are presented for the steady and the unsteady regimes.
II. MATHEMATICAL FORMULATION AND NUMERICAL SCHEME
The governing equations of mass, momentum, and energy subject to Boussinesq approximation for a Cartesian frame are given by continuity, ‫ץ‬u ‫ץ‬x y momentum,
A Cartesian frame is employed as in Ref. 10 to avoid the geometric singularity at r =0 ͑center of circular cavity͒. The equations have been made dimensionless by employing R, / R, and R 2 / as the reference scales for length, velocity, and time respectively, where R is the radius of the cylinder and is the thermal diffusivity. The dimensionless parameters in Eqs. ͑2͒ and ͑3͒ are the following: the Prandtl number, Pr= / and the Rayleigh number, Ra= ͑g␣⌬TR 3 ͒ / . The kinematic viscosity and coefficient of volume expansion of the fluid are denoted as and ␣, respectively. The acceleration due to gravity is denoted as g. The dimensionless space and time coordinates are symbolically represented as x, y, and , respectively. The symbols u and v represent the dimensionless Cartesian velocity components in the x and y directions, respectively. The dimensionless pressure and temperature are defined as
In Eqs. ͑5͒ and ͑6͒, T o and o are the temperature and density, respectively, of the undisturbed fluid under isothermal conditions. The amplitude of the imposed temperature perturbation is denoted as ⌬T. The difference in the thermodynamic pressure in the moving fluid and in the hydrostatic state under isothermal conditions is denoted as ͑P − P o ͒.
A. Initial and boundary conditions
The no-slip condition is employed for the velocity components at the solid wall of the circular enclosure. The thermal boundary condition is transformed using the definition of dimensionless temperature ͓Eq. ͑6͔͒ as
ͮ ͑7͒
Initially the fluid is taken to be in a quiescent state ͑u = v =0͒ under isothermal condition at temperature at T = T o , i.e. ͑ =0͒.
B. Numerical scheme
Equations ͑2͒-͑4͒ are discretized on a Cartesian colocated grid using a finite difference methodology. A firstorder, explicit Euler integration scheme is employed to march the solution in time. This is given as
The aggregates of diffusion and convective terms in Eqs. ͑2͒-͑4͒ are symbolically denoted as H, G, and F in Eqs. ͑8͒-͑10͒, respectively. The convective terms are discretized using a third-order Taylor's series based upwinding scheme employing two points on the upstream side and one point on FIG. 2 . ͑a͒ Geometry of the problem together with the associated thermal boundary condition and ͑b͒ the profile of the dimensionless temperature perturbation imposed over the wall of the cylinder.
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Natural convection in a bottom Phys. Fluids 17, 064105 ͑2005͒ the downstream side. The central differencing of the convective terms is employed for points adjacent to the domain boundary as this leads to better accuracy than the usage of a first-order upwind scheme. The viscous terms are discretized using a second-order central differencing scheme. The continuity at the new time level is enforced via pressure. 12, 13 The pressure field is made to satisfy the pressure Poisson equation ͑PPE͒ obtained by taking the divergence of the discrete momentum equations ͑8͒ and ͑9͒ and forcing the divergence of the velocity field at the new time level to be zero. The PPE is given as
The pressure field obtained from the discrete Poisson equation is employed in Eqs. ͑8͒ and ͑9͒ to obtain the velocity field at the new time level. The discretization of Eq. ͑11͒ requires some care on a nonstaggered grid as improper discretization of the various terms may lead to spurious oscillations. 12, 14 If the divergence and the gradient operators are discretized using central differencing scheme then an effective five point discretization of Eq. ͑11͒ on a grid that is twice as coarse as the actual computational grid is obtained. This could lead to spurious pressure oscillations. 12 In order to avoid this numerical phenomenon, the divergence operators ␦ / ␦x and ␦ / ␦y in Eq.
͑11͒ are discretized using the values of the operand midway between the adjacent grid points on either side of the grid point under consideration. 12 This generates the need to discretize the gradients of pressure ‫ץ‬p / ‫ץ‬x and ‫ץ‬p / ‫ץ‬y midway between the adjacent grid points. This is readily achieved by using values of pressures on either side of the halfway location under consideration. Thus, a compact five point discretization of the left-hand side of ͑11͒ on a grid size equal to that of the computational grid is achieved. The discretization of the divergence operators on the right-hand side of ͑11͒ is also done in an analogous manner in order to maintain the consistency. This requires evaluation of the values of H, G, and the velocity components at a distance midway between the neighboring points. The values of H and G at these halfway locations are evaluated using simple linear interpolation. However, utilization of linear interpolation to obtain the values of velocity components at midway locations leads to elimination of the velocity field at the grid point under consideration from the right-hand side of the discretized PPE. This leads to a weakening of the pressure-velocity coupling in the discrete sense and can lead to spurious oscillations in the numerical solution. A common remedy to this situation, as proposed by Rhie and Chow 15 and in Ref. 14, is to obtain the midway velocities first by first interpolating a velocity field from adjacent grid points that has been evolved from the previous time level without considering the forces of pressure. The contribution of the pressure force across the halfway location is then employed to correct the interpolated value. The technique is often referred to as "momentum interpolation." The actual details of the discretization of the PPE can be seen in the work of Hasan and Baig. 16 The PPE is subjected to Neumann type of boundary conditions generated by applying momentum equation normal to the wall. . A time step of the order of 10 −6 -10 −7 has been employed for most of the computations. The upper bound of permissible time steps for an explicit scheme is governed by the stability considerations of the numerical scheme. For linear systems, these upper bounds can be obtained using Von Neumann method or matrix methods. However, for a coupled nonlinear problem ͓Eqs. ͑8͒-͑10͔͒, such methods are strictly not applicable. For such problems, the stability limits are often determined by trial. The trials are, however, guided by the fact that for stable explicit computations the flow disturbance or information at each grid point must travel a distance less than one grid spacing in any direction in a single time step.
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III. VALIDATION
The validation of the code was carried out by considering the problem investigated in Ref. 11 . The entire cylinder wall is subjected to a continuous periodic distribution of temperature such that the temperature extremes are along the horizontal diameter ͓Fig. 1͑a͔͒. Due to the circular geometry of the domain and the need to ensure that the Cartesian grid points lie on the boundary, the grid spacing can be specified in one of the two directions only. The grid spacing in the remaining direction is constrained by the relationship between x and y coordinates defining the circular boundary of the domain.
The results were obtained for a range of Ra varying from 10 4 to 5 ϫ 10 5 and a fixed Pr of 0.71. 
IV. RESULTS AND DISCUSSION
The grid independence of the results is confirmed by computing on grids containing 53ϫ 53, 61ϫ 61, and 73 ϫ 73 nodal points. It is observed that the difference in the results in going from a 53ϫ 53 grid to a 73ϫ 73 grid is of the order of 1%. So the results are obtained on a 53ϫ 53 grid to reduce the computational effort.
The objective of the present investigation is to study the spatial and temporal dynamics as affected by the Rayleigh number. For this purpose, Ra is varied from 10 2 to 10 6 and its effect is seen on the spatial pattern and the time history of the flow variables at a specified grid point. It is found that at RaϷ 8.9ϫ 10 3 the flow changes from steady to unsteady. In the steady regime, the spatial structure of the flow field is investigated by generating the stream function and the temperature contour plots. The profiles of vertical velocity v and temperature across the horizontal diameter are also utilized to study the effect of Ra on the spatial structure of the flow field. For the unsteady regime, the time histories of the vertical velocity at a specified location are plotted to observe the changes in the temporal dynamics as Ra is increased. The frequency spectra of these time histories in the form of power spectral density curves are also generated to observe the changes in the frequency content and to look for periodic to quasiperiodic bifurcations. To show the changes in the spatial structure with time, the contours of stream function at different time instants have been plotted for the unsteady cases.
The heat transfer characteristics are investigated by examining the distribution of wall heat flux ͑local Nusselt number, Nu l ͒ over the entire wall of the cylinder. The total heat transfer for the bottom heated wall ͑Nusselt number, Nu͒ has been computed and the Nu-Ra characteristics have been presented. The Nusselt numbers are defined as
These definitions are similar to those employed in Ref. 11 . The results are spread over three sections. Section IV A discusses the steady low Ra ͑Ͻ500͒ solutions. The steady solutions for Ra ͓500, 5000͔ are presented in Sec. IV B. Finally, the results from the unsteady regime are presented in Sec. IV C.
A. Low Ra solutions
In this section the computational results for four different cases of Ra= 100, 200, 300, and 400 are studied. A series solution for temperature field is found by neglecting the convection velocities. It is shown that for RaϽ 300, the series solution agrees quite well with the computational data. This new solution also provides some insights into the computational findings at low Ra.
Figures 3͑a͒-3͑d͒ show the steady state spatial patterns of streamlines and isotherms for Ra varying from 100 to 400, respectively. As mentioned earlier, due to the circular geometry and the nature of the boundary conditions, a trivial solution ͑u = v =0͒ does not exist for Ra 0. Convection in the form of two symmetrical rolls aligned along the vertical diameter is observed in Figs. 3͑a͒-3͑d͒. Figure 4 shows the steady state velocity profiles across the horizontal diameter for different cases of Ra. It is clearly seen in these profiles that the convection velocities increase as Ra is increased. The increase in the convection velocities, as Ra is increased, is also evident in the isotherm patterns as the isotherms near the center of the enclosure become increasingly twisted and distorted.
It is observed ͑Fig. 4͒ that the velocities generated even for Ra= 400 are very small. The dimensionless magnitude of velocity v along the horizontal diameter is of the order of unity. It can be argued that for such small velocities, the convection terms in ͑4͒ exert a negligible influence on the evolution of the temperature field. Thus the temperature field evolves predominantly under the action of molecular diffusion or conduction subject to the thermal boundary conditions expressed through Eq. ͑7͒. To examine the accuracy of the above conjecture, it is tempting to make such an approximation and obtain a "conduction" temperature distribution in the enclosure. Apart from the fact that such a temperature solution can serve as a reasonably accurate solution for the temperature field at low Ra, it can also reveal and explain some aspects of the computational solutions of the Eqs.
͑1͒-͑4͒.
To obtain a steady state conduction temperature distribution, c ͑r , ͒, the time derivative and the convection terms are dropped from the energy equation ͓Eq. ͑4͔͒. This yields a Laplace equation for c as 
The thermal boundary condition for the problem in ͑14͒ is given as
ͮ ͑15͒
The problem governed by ͑14͒ and ͑15͒ is a linear one and is often termed as an "interior Dirichlet problem in a circle" in any standard text on partial differential equations. 17 The method of separation of variables can be readily employed, as in Ref. 17 , to show that the problem governed by Eq. ͑14͒ in a unit circle admits a general solution of the following type The solution as given in Eq. ͑16͒ satisfies two important criteria. ͑1͒ It must be finite at r = 0 and ͑2͒ it must be periodic in . The constants a n and b n that satisfy the boundary condition as given by Eq. ͑15͒ are given as
The values of these constants are Table III lists the root mean square deviations of the approximate temperature distribution c from the computational data obtained from the numerical solution of the full system ͓Eqs. ͑1͒-͑4͔͒ for different Ra. The rms deviation is defined as
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It is observed that even for Ra= 400, the rms deviation is only about 4.87%. However, it is felt that since rms deviation is an average measure, it gives no idea of the distribution of the deviation in the flow domain. To obtain a better comparison, temperature profiles at = 0 from the computational data at different Ra are compared with the approximate profile obtained from Eq. ͑18͒ in Fig. 5͑a͒ . It is observed that the deviations of the conduction profile from the computational data are more in the central core than near the domain boundary. This is due to relatively higher velocities in the core. Most significantly, the overall agreement of the approximate profile based on Eq. ͑18͒ with the computational results is quite good upto Ra= 200 over the the entire radial distance. Except for the central core region, the approximate profile agrees reasonably well with the computational results even upto Ra= 500 near the solid boundary. Thus, this type of an approximate analytical solution for temperature is quite useful for predicting the heat transfer. Using the definition of Nu l expressed by Eq. ͑12͒, the distribution given by Eq. ͑18͒ yields Figure 5͑b͒ compares the Nu l distribution over the cylinder wall as predicted by Eq. ͑20͒ with the computational data for different Ra. The angular coordinate ␤ in Fig. 5͑b͒ is measured as positive in the counterclockwise sense from the bottom hot point ͑ =3 /2͒. The Nu l predicted from Eq. ͑20͒ agrees very well with the computational data. There are two interesting features in the profiles: ͑1͒ the profiles exhibit cusps at the two ends of the horizontal diameter and ͑2͒ the actual heating ͑Nu l Ͼ 0͒ takes place from a smaller portion of the entire bottom heated half of the cylinder wall. As both of these features are present in the profile given by Eq. ͑20͒, it can be argued that these features are associated with the thermal boundary conditions. The cusps are associated with the discontinuity of the first derivative of in the direction at = ͑␤ =3 /2͒ and =2 ͑␤ = /2͒, as shown in Fig. 2͑b͒ . Equation ͑20͒ can be used to determine the limits or extent of the heating region. It is found that approximately, the profile of Nu l has a zero crossing at 1 Х 1.12 rad and 2 Х 1.88 rad. This gives a heating region spanning an angular spacing of ␤ Х ± 0.38 rad on either side of the hottest point on the wall. Thus it is shown that a simple approximation at low Ra can still provide a useful design information. Such an 
B. Steady state regime
As Ra is increased beyond 400, Figs. 6͑a͒-6͑e͒ show that convection continues to take place in the form of two symmetric cells aligned along the vertical diameter. However, as Ra is increased from 500 to 5000, the isotherms become increasingly distorted in comparison to patterns for RaϽ 400. This is due to significant increase in convective velocities as Ra is increased from 500 to 5000. This is clearly evident from Fig. 7͑a͒ which compares the velocity v profiles across the horizontal diameter. The strong vertical convection near the center of the cylinder leads to the formation of a plume or a pronounced bulb-like structure in the isotherm patterns for Ra= 1700, 3000, and 5000. The profiles of temperature across the horizontal diameter in Fig. 7͑b͒ show an interesting behavior. The temperature at the center continues to increase as Ra is increased from 500 to 1700. However, the temperature at the center starts to decrease as Ra is increased beyond 1700. This phenomenon can be understood in the light of the following considerations.
The flow patterns shown in Figs. 6͑a͒-6͑e͒ suggest that the temperature at the center of the cavity is the temperature of the buoyant elements arriving from the bottom hot region as a result of the vertical convection along the vertical diameter. Focusing attention on such a buoyant element of fluid, it is possible to analyze the drop in temperature experienced by it during its journey from bottom hot portion to the center of the cylinder. In the absence of work interactions, which are negligible under the Boussinesq approximation, the drop in temperature of the buoyant fluid element is proportional to the total amount of heat lost by it to the surroundings through molecular diffusion in arriving at the center. The total amount of heat lost, in turn, is a product of the journey time and the average heat transfer rate. The increase in Ra has opposing effects on the journey time and the average heat transfer rate. The increase in Ra is accompanied by an increase in the vertical velocities along the vertical diameter thereby reducing the journey time. It is also accompanied by an increase in the temperature gradients in the x and y directions in the core of the enclosure, as evident from the enhanced twisting and distortion of the isotherms in Figs. 6͑a͒-6͑e͒. The increase in thermal gradients in the core leads to a higher average heat transfer rate from the rising hot buoyant elements. Thus, an increase in Ra may decrease or increase the product of journey time and the average heat transfer rate depending on which of the two opposing effects dominate. Thus it can be reasoned that for 500ഛ Raഛ 1700 the temperature drop experienced by the fluid elements arriving at the center from the bottom hot portion decreases with increase in Ra due to the predominant effect of reduction in their journey time. Therefore, the temperature in the vicinity of the center of the enclosure rises with increase in Ra for 500ഛ Raഛ 1700. With further increase of Ra, the temperature drop experienced by the buoyant elements increases under the dominating influence of enhanced average heat transfer rate by diffusion with the surroundings. Hence, the temperature at the center of the enclosure progressively decreases with increase in Ra. The time histories of vertical velocity at ͑0,0.0261͒ for different Ra are shown in Fig. 8 . It is clearly seen that once the initial transients have damped out, the flow in all the cases settles into a steady state. The results shown are for a relatively short interval of time. In order to check that no unstable perturbation exists, which grows in time and eventually affects the established steady state, time integrations were continued to very large limits ͑ϳ200 dimensionless units͒. The time histories exhibit a steady state of flow. Figure 9 shows the distribution of local Nusselt number Nu l over the wall. The two cusps associated with the thermal boundary conditions are again observed in all the profiles. As Ra is increased, there is an increase in the extent of the heating region on either side of the hottest point ͑␤ =0͒. However, the increase in the extent of the heating region is more pronounced for 500ഛ Raഛ 1700. For 1700ഛ Ra ഛ 5000, the change in the extent of the heating region is quite small. Another difference from the low Ra solutions is that the location of the maximum local Nusselt number in the heating region shifts from the bottom hottest point. It is now observed to be on either side of the hot point. The area under the curve, in the heating and as well as the cooling regions, increases with the increase in Ra. This is an evidence of an increase in the total heat transfer through the fluid.
In Ref. 10 it was reported that at Ra= 470, the flow pattern changes from a four-cell configuration to a single-cell configuration. This was considered as the first bifurcation from one steady solution to another. The basic two-cell flow configuration is found to exist for all the cases of Ra ͓100, 8000͔. Thus no low Ra bifurcation has been ob- served in the present study. This can be attributed to the different thermal boundary conditions employed in the present work. Figures 10͑a͒ and 10͑b͒ show the variation of Nu with increase in Ra. The Nu-Ra characteristic for RaϽ 1000 is almost linear with a sudden change of slope in the interval ͓400, 500͔. This is because for Raഛ 400, the rate of heat transfer remains quite low owing to very weak convection, particularly near the walls. Convection starts to become quite significant for Raജ 500, resulting in a distinct change in the rate of increase of Nu with Ra. For Raജ 1000, Fig. 10͑b͒ shows a nonlinear rise in Nu with increase in Ra. The computational data are employed to obtain a best fit relation for 1000ഛ Raഛ 8000. It has been found that the following relation gives values within ±1.5% of the computational data: Nu = 0.0287 Ra 1/2 − 1.534 04 ϫ 10 −4 Ra − 0.273 775.
͑21͒
C. Unsteady flow regime
As Ra is increased to 8.5ϫ 10 3 , the flow remains steady. Time integrations at Ra= 8.5ϫ 10 3 were carried out for a very long time ͑ ϳ 250͒ to check for the existence of growth of any unstable perturbation. The flow remained steady even for such long time integrations. As Ra is increased to 8.9 ϫ 10 3 , the flow behavior changes to unsteady as shown in Fig. 11 . The unstable perturbation grows exponentially in an oscillatory manner from extremely small magnitude ͑in comparison to the base flow͒ resulting in a stable finite amplitude periodic flow. Since in the numerical simulations, perturbations of infinitesimal magnitude exist in the form of round off error, this is a clear case of the base flow becoming linearly unstable to infinitesimal perturbations. In other words the flow undergoes a supercritical bifurcation in the vicinity of Ra= 8.9ϫ 10 3 . In the context of a linear stability analysis, the initial growth of the unstable perturbation is of the form e t where Re͑͒ Ͼ 0 and Im͑͒ 0. Therefore, this is essentially a supercritical Hopf bifurcation. An important characteristic of a supercritical Hopf bifurcation is that for slightly supercritical values of the control parameter, the amplitude of the stable oscillations varies as square root of the difference between the associated value and the critical value of the control parameter. 18 In the present case Ra is the control parameter. Thus, by carrying out numerical experiments in the vicinity of Ra= 8.9ϫ 10 3 , the amplitude-Ra characteristic can be utilized to judge whether the observed bifurcation is a Hopf bifurcation or not. The amplitude-Ra characteristic can also be used to obtain a reasonable estimate of the critical value of the parameter. In the following section, an examination of the character of the observed bifurcation is carried out using this approach. Within the accuracy of the computational data, the critical Ra signifying the onset of instability is also determined.
The supercritical Hopf bifurcation and the critical Rayleigh number
Numerical simulations are carried out for seven different cases of Ra spanning the interval ͓8.9ϫ 10 3 , 9.5ϫ 10 3 ͔ in steps of 100. For each of the seven cases, the time integrations are carried out till the system settles into a stable limit cycle or a periodic state. This requires very long integration times ͑ϳ100-150 nondimensional units͒ as for slightly supercritical Ra, the growth rate of the unstable perturbation is quite small. The amplitude and frequency of oscillations in velocity v at a point ͑−0.974, 0.0͒ are recorded. The results are shown in Table IV . It is observed that while the amplitude of stable oscillations increases with increase in Ra, the frequency remains fixed at 1.818. As the perturbations grow to become finite, nonlinear effects come into play and the growth of the amplitude of the disturbance is governed by the Landau equation. 18 The Landau equation can be utilized to show that for the case of a supercritical Hopf bifurcation, the nonlinear growth of an oscillatory disturbance saturates into an asymptotic limiting value. This limiting value, for slightly supercritical values of the control parameter, is proportional to the square root of the distance from the critical point in the parametric space, 18 i.e., A ϰ ͑Ra− Ra c ͒ 1/2 . Figure  12 shows the variation of the amplitude of the stable oscillations with increase in the control parameter Ra. The DNS ͑computational data͒ matches very well with the curve fit relation of the form given as
Hence, the critical Rayleigh number Ra c is found to be 8830 within the limits of computational accuracy. In Ref. 10 , the appearance of unsteadiness is reported at Ra= 4800 for their choice of the boundary conditions. Thus it can be stated that the boundary conditions chosen in the present study delay the onset of unsteadiness and extend the range of possible laminar steady regime to Ra= 8830. The method employed for determining Ra c has its own limitations and advantages over the approach of linear stability analysis ͑LSA͒ for the case of a supercritical Hopf bifurcation. The ease of implementation, particularly in a scenario of availability of discrete numerical data, is the main advantage. The main limitation comes from the fact that a series of very long time integrations are needed in the neighborhood of the critical point. Furthermore, the accuracy of determination of Ra c from the amplitude-Ra characteristic is quite sensitive to the accuracy of the data near the critical point. However, it can be argued that for scenarios such as the present one, where the solution is available only in a discrete manner, the LSA can only be carried out numerically in a discrete manner. Thus the accuracy of determining Ra c via LSA would depend on the accuracy of discretization of the linearized disturbance equations and the accuracy of solution of the corresponding generalized eigenvalue problem. Further, the size of the eigenvalue problem resulting from a stability analysis of such class of flows is quite large ͑ϳ10 5 ͒. An accurate determination of the eigenvalues for such huge problems is a difficult proposition and requires the use of specialized algorithms. 19 In view of the above issues associated with the LSA, the Ra c was determined from the amplitude-Ra characteristic.
One of the major advantages of LSA is that the spatial structure of the unstable mode or perturbation is also captured through the eigenvector associated with the critical eigenvalue. In this work, the spatial structure of the fluctuating flow field is examined via proper orthogonal, or KarhunenLoeve expansion. This is discussed in the following section.
Spatial structure of the instability
The proper orthogonal decomposition or KarhunenLoeve expansion is a statistical technique that has been known for quite some time but has gained popularity in the subject of fluid mechanics over the last decade. The technique provides an optimal spatial basis for capturing the spatial structure of the most energetic fluctuations in the flow field in an average sense. Let 
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In the present case, the snapshot U m comprises both the fluctuating velocity components and the fluctuating temperature field with the three values ͑U 1 , U 2 , U 3 ͒ϵ͑uЈ , vЈ , Ј͒ assigned at each point. This is done in order to take care of the inherent coupling between the velocity and the temperature fields for the problem under consideration. This approach is similar to the one adopted by Podvin and Le Quere. 20 The K-L basis functions are thus vector functions ⌿ with three components at each point ͑⌿ 1 , ⌿ 2 , ⌿ 3 ͒ associated with the two velocity components and the thermal field. The vector space in which the decomposition is sought has an inner product defined as
͑23͒
As pointed out by Lumley and Poje, 21 the introduction of a scaling factor s is necessary to balance the velocity and temperature fluctuation energies so that the K-L basis captures the structure of most energetic fluctuations of both the temperature and the velocity fields in a composite manner. They have shown that the proper value of s that maximizes the average of the square of the projection of the data onto the basis function ⌿ is given as
͗ ͘ denotes ensemble average and in the present scenario is taken to be the time average as a result of time stationarity of the flow field. The K-L basis function ⌿ is governed by the Fredholm integral of the first kind given as
The Kernel of the integral in ͑25͒ is the two point correlation tensor defined as
is an eigenvalue problem with as the eigenvalue and ⌿ ϵ͑⌿ 1 , ⌿ 2 , ⌿ 3 ͒ as the eigenfunction or mode. The eigenvalue problem expressed in Eq. ͑25͒ is symmetric, positive definite and yields countably infinite, positive eigenvalues. The eigenfunctions ͕⌿͖ 1 ϱ or modes are orthogonal and form a complete basis of an infinite-dimensional linear space spanned by them. These basis functions can be normalized to yield:
͑27͒
The K-L basis is utilized for carrying out the decomposition of the fluctuating flow field as
Once the eigenfunctions are known, the temporal coefficients in Eq. ͑28͒ can be readily obtained as
It can be shown that the temporal coefficients are uncorrelated and satisfy the relation: ͗a m a n ͘ = ␦ ͑m͒,͑n͒ m .
͑30͒
The total energy captured by the expansion in the average sense is given as
If the eigenvalues ͕͖ 1 ϱ are ordered such that 1 Ͼ 2 Ͼ 3¯, the sequence on the right of Eq. ͑28͒ converges more rapidly than with any other basis and only a few modes are needed to obtain a good enough reconstruction of the original data ensemble U i . The most commonly employed criteria for determining the level of truncation of the infinite sequence in Eq. ͑28͒ is the retention of number of modes which capture more than 90% of the average energy in U i together with the condition that none of the neglected modes possess more than 1% energy of the most energetic mode ͑known as the K-L or POD dimension proposed by Deane and Sirovich 23 ͒. In the present study, the POD dimension is taken to be the number of modes which capture more than 99% of the average energy.
The discrete solution of the eigenvalue problem ͓Eq. ͑25͔͒ involves handling a fairly large algebraic eigenvalue problem in terms of the values of the eigenfunctions at the discrete mesh points. For a 53ϫ 53 mesh employed in the present study, the order of the algebraic problem is equal to three times the total number of mesh points in the domain. To overcome this difficulty, Sirovich 24 proposed the method of snapshots. In order to make the paper self-contained, a brief description of the method is presented. In this method the eigenfunction ⌿ is taken as a linear combination of the snapshots given as
Further, expressing the two point correlation tensor as
Using Eqs. ͑32͒ and ͑33͒ the eigenvalue problem expressed by Eq. ͑25͒ is transformed into an equivalent M ϫ M eigenvalue problem, which is expressed as 
Since relatively few snapshots are needed to capture the temporal structure of nonturbulent flows, the method of snapshots is preferred in most cases.
To investigate the average spatial structure of the most dominant fluctuations or the unstable perturbation, snapshots of the flow field for the case of Ra= 9100 are taken. Figure  13 shows the cyclic changes in the flow pattern as depicted by the stream-function contour patterns. The two rolls start to swing their interface in an oscillatory manner like a pendulum. To ensure that the results are independent of the number of snapshots, 16, 32, and 64 snaps are taken in the time interval ͓106.59, 107.15͔. The time interval corresponds to one cycle of oscillation. The mean is subtracted from each snap in each set yielding the fluctuating flow field. Table V shows the variation of first three eigenvalues with increase in the number of snapshots. The eigenvalues are nearly constant indicating the independence with respect to the number of snapshots. The set of 64 snapshots is selected for analysis. For this set of 64 snaps the value of the scaling factor s, as defined by Eq. ͑24͒, is found to be equal to 13 262.56. Figure 14͑a͒ shows the eigenspectrum obtained with a set of 64 snaps. The first three modes capture Ͼ99% of the average energy of the fluctuations. In fact almost 90% energy is captured by the first mode. This is expected for a simple periodic flow encountered at 9100. The eigenvalues do not occur in pairs indicating that the instability does not occur in the form of traveling waves but in the form of stationary waves. 25 Figure 14͑b͒ shows the spatial structure of the eigenfunctions corresponding to the largest eigenvalue. The eigenfunctions ͑⌿ 1 , ⌿ 2 , ⌿ 3 ͒ are symmetric about x = 0. Interestingly, the spatial structure of ⌿ 2 and ⌿ 3 is identical.
Bifurcations to quasiperiodic states
As Ra is increased from 9.5ϫ 10 3 to 1.0ϫ 10 6 , the flow undergoes bifurcations from periodic to quasiperiodic states with an increase in the number of frequencies. The time histories of velocity v at ͑−0.974, 0͒ are shown in Figs. 15͑a͒-15͑f͒. To examine the frequency content of the time histories in Figs. 15͑a͒-15͑f͒ , a discrete Fourier transform ͑DFT͒ of the time history is taken after removing the mean component from it. The power is then computed as the square of the DFT amplitudes. Figures 16͑a͒-16͑f͒ show the corresponding power spectra of the time histories in Figs. 15. For notational convenience, the dimensionless frequencies corresponding to the first n peaks in the spectra are denoted as ͕f i ͖ 1 n . At Ra= 9.5ϫ 10 3 , the spectrum shows three peaks with f 1 = 1.818 and f 2 =2f 1 and f 3 =3f 1 . Thus f 1 is the FIG. 14. ͑a͒ The POD eigenspectrum and ͑b͒ the spatial structure of the velocity and temperature eigenfunctions corresponding to the leading eigenvalue ͑first mode͒.
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Natural convection in a bottom Phys. Fluids 17, 064105 ͑2005͒ fundamental frequency and f 2 and f 3 are the second and third harmonics. However, the power associated with the harmonics is very small in comparison to the power content in the fundamental frequency. Hence, the flow at this Ra is periodic with a dimensionless frequency 1.818. For Ra= 1.2ϫ 10 4 , f 1 = 1.818, while f 2 =2f 1 , f 3 =3f 1 , f 4 =4f 1 , f 5 =5f 1 . Thus f 1 is the fundamental frequency and f 2 -f 5 are the harmonics. Again very weak harmonics are observed. Therefore, the flow virtually has a single frequency of 1.818 as seen in Fig.  15͑b͒ . The flow at Ra= 5 ϫ 10 4 is still periodic but the fundamental frequency f 1 is 3.42 and f 2 =2f 1 , f 3 =3f 1 , f 4 =4f 1 , f 5 =5f 1 , f 6 =6f 1 , f 7 =7f 1 . Frequencies f 2 , f 4 , f 6 , f 7 , etc., are very weak with power nearly 100 times weaker than the power in the fundamental frequency. However, the harmonics f 3 and f 5 are comparable in their power content with the fundamental frequency. It is the superposition of the three frequencies f 1 , f 3 , and f 5 of comparable power that imparts a complex but repetitive or periodic behavior to the time series in Fig. 15͑c͒ . The first sign of quasiperiodicity appears at Ra= 1 ϫ 10 5 . Figure 16͑d͒ shows that f 1 = 13.02 and f 2 =2f 1 , f 3 = 2.986f 1 , f 4 = 3.986f 1 , and f 5 = 4.986f 1 The changes in the spatial flow structure as Ra is increased beyond 9.1ϫ 10 3 are shown in Figs. 17 and 18 . Figure 17 shows the flow structure during different stages of the oscillation cycle at Ra= 1.2ϫ 10 4 . The symmetry of the two rolls is destroyed as they shift their interface in an oscillatory manner. Figure 18 shows the flow structure at different time instants for Ra= 1 ϫ 10 6 . The two rolls are severely distorted and at some instants the flow pattern is seen to be characterized by three rolls.
From the design point of view, the mean heat transfer characteristic or the variation of time-mean Nusselt number Nu with Ra is important. Figure 19 shows that on a semilog plot, the Nu-Ra characteristic is linear for Ra ͓8900, 10 6 ͔ with a sharp increase in slope at Ra= 5 ϫ 10 4 .
V. CONCLUSIONS
Natural convection in a bottom heated horizontal cylinder subjected to a nonuniform heating of the lower half portion has been investigated numerically over a wide range of Rayleigh numbers varying from 10 2 to 10 6 at a fixed Pr = 0.71. From an initial quiescent state, it is shown that the flow attains a stable steady state for RaϽ 8.83ϫ 10 3 . In the steady regime, the flow pattern is characterized by two counterrotating rolls with their interface aligned along the vertical diameter. It is shown that a simple, yet reasonably accurate, analytical solution for the temperature field can be found by neglecting the convection terms in the energy equation for low Rayleigh numbers ͑Ͻ300͒. The analytical series solution reveals some important flow features found to exist in the numerical solutions in the steady regime. For the chosen thermal boundary conditions, an important finding is that only a portion of the lower hot wall is effective in transferring heat to the fluid.
The steady flow becomes unstable at Ra= 8.83ϫ 10 3 and undergoes a supercritical Hopf bifurcation at this Ra. This is confirmed by the amplitude-Ra characteristic of the oscillations at a fixed spatial point for slightly supercritical Ra. The spatial structure for slightly supercritical Ra retains the symmetric two-roll convection pattern, but the rolls shift their interface in an oscillatory manner. To investigate the spatial structure of the dominant unstable mode, a proper orthogonal or Karhunen-Loeve decomposition of the fluctuating flow field ͑velocity and temperature fields͒ using the method of snapshots has been employed. It is found from the eigenvalue spectrum that the instability is in the form of a standing wave. The spatial structures of the eigenfunctions, corresponding to the fluctuating vertical velocity and the fluctuating temperature fields, are virtually identical.
As Ra is increased to 1 ϫ 10 5 , the flow undergoes a bifurcation from periodic to quasiperiodic flow with two base frequencies. The two rolls loose their symmetry as they shift their interface in an oscillatory manner. A further increase in Ra leads to fluctuating flow with multiple frequencies. The primary rolls in the flow patterns experience significant dis- tortions with the appearance of secondary rolls as the flow evolves in time. From the heat transfer perspective, the Nu-Ra characteristics in the steady regime and the Nu-Ra characteristic in the unsteady regime have been presented. The effect of Pr on the flow characteristics and particularly on the critical Ra need to be investigated. A linear stability analysis of the steady flow could be carried out to compare the spatial structure of the unstable mode with the average structure of the fluctuating flow field as reflected by the K-L eigenfunctions.
