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とを目的とした．Zhang[5] は z-変換を用いることで，盗聴者の equivocation を漸化式により組
織的に評価する方法を提案し，符号長およびメッセージ長が (n,m) = (97, 26)以下の符号を組織
的に構成した．Zhangの研究を受けて森・小川 [7]は，送信者と正規受信者間の通信路がノイズレ
スである状況下でコセット符号の安全性を効率的に評価する方法を提案し，符号長 n = 400, メッ








化を実現する方法について先行研究　 [5, 8, 9]を参考に述べて，本研究における盗聴通信路符号








理と盗聴通信路符号化定理について述べる．なお，主に文献 [1, 11, 12]を参考にした．
2.1 情報量
各種エントロピーとダイバージェンス，相互情報量について述べる．以降において有限集合 X
をアルファベット X と呼ぶ．さらにアルファベットが X ,Y 上に値を取る確率変数を X,Y とし，
それらが従う確率分布を PX , PY とする．確率変数 X がある標本値 x ∈ X を取る時，その確率
を PX(x)と表す．同様に，同時確率分布と条件付き確率分布を PXY , PY |X などと表し，その確
率を PXY (x, y), PY |X(y|x)と表す．また，logの底は 2とし，アルファベット X の要素数を |X |
と表す．





= EX [− logPX(X)]
と定義される．特に，実現値が二値の時，確率分布が (p, 1− p)によりエントロピーが定まる．
この時のエントロピーを
h(p) := −p log p− (1− p) log (1− p)
で定義し，二値エントロピーと呼ぶ．
定義 2.1.2 (同時エントロピー，条件付きエントロピー). 同時分布 PXY が与えられた時，同時エ
ントロピーと条件付きエントロピーは





PXY (x, y) logPXY (x, y)
= EXY [− logPXY (X,Y )]
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PXY (x, y) logPY |X(y|x)
= EY |X
[
− logPY |X(Y |X)
]
と定義される．
定義 2.1.3 (ダイバージェンス). 同じアルファベット上に値を取る 2つの確率変数間の類似性の














ここで，0 log 00 = 0, 0 log
0
PY (x)
= 0, PX(x) log
PX(x)
0 = ∞とする．
定理 2.1.1 (ダイバージェンスの非負性). ダイバージェンスについて非負性が成立する．
D(X||Y ) ≥ 0
ただし，等号成立条件は全ての x ∈ X について PX(x) = PY (x)の時のみとなる．






PXY (x, y) log
PXY (x, y)
PX(x)PY (y)







これは，X,Y が独立な時，すなわち全ての x ∈ X , y ∈ Y に対して PXY (x, y) = PX(x)PY (y)
が成り立つ時 0となる．また，相互情報量について以下の性質がある．
I(X;Y ) = H(X)−H(X|Y )
= H(Y )−H(Y |X)
= H(X) +H(Y )−H(X,Y )
特に，確率変数 X が一様分布に従う時，確率変数 X,Y の相互情報量は
I(X;Y ) = log |X | −H(X|Y )
と書ける．









定義 2.2.1 (離散通信路). 入力アルファベットを X，出力アルファベットを Y とする．x ∈ X
が入力された時 y ∈ Y が出力される条件付き確率W (y|x)が与えられた時，これを離散通信路と
呼ぶ．
定義 2.2.2 (二元対称通信路). 二元対称通信路 (Binary Symmetric Channel, BSC)とは，図 2.1
のように入出力アルファベットが X = Y = {0, 1}であり，ある反転確率 αで入力が反転して出
力される通信路である．また，反転確率 αを強調したい場合 BSCα と表記することにする．
図 2.1 二元対称通信路 (BSC)
定義 2.2.3 (恒等通信路). 恒等通信路 (Noiseless Channel, NC)とは入力をそのまま出力として
返す離散通信路のことである．また，NCは BSCの反転確率が α = 0の場合ともみなせる．単に
ノイズレス，ノイズレス通信路とも呼ぶ．






で与えられる．ただし，上記において x = (x1, · · · , xn), y = (y1, · · · , yn)である．この通信路を
定常無記憶通信路と呼ぶ．
2.3 通信路符号化
通信路を繰り返し利用する通信システムは図 2.1 のようにモデル化される．送信する m-bit
メッセージの集合をM とする時，s ∈ M を送信者が受信者に送る状況を考える．通信路符号
化では，m-bit メッセージを出来るだけ誤りなく送信する状況を考えている．ここで，m-bit を
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n-bitに冗長化する写像 fn : M → Xn を符号器と呼ぶ．また，メッセージ sを入力として符号器
に入力した時の出力 x := fn(s)を符号語と呼ぶ．送信者は，符号器を用いてm-bitメッセージを
nbitの符号に変換して通信路に入力する．一方，復号器 gn : Yn → Mは受信語からメッセージ






定義 2.3.1 (確率的符号器と符号). 送信者は，|M| 個分の確率分布 Q0, · · · , Q|M−1| ∈ P(Xn)
を用意する．あるメッセージ s ∈ M を送信したい時，通信路への入力 x ∈ Xn を Qk (k =
0, · · · , |M − 1|) に従いランダムに選択する．このような符号器を確率的符号器という．また
fn =
{
Q0, · · · , Q|M−1|
}
を符号器，符号器と復号器の組 (fn, gn)を符号という．
定義 2.3.2 (平均復号誤り率). 送信者から受信者へ送ったメッセージが s であるにも関わらず，
復号されたメッセージ ŝが sと異なる誤り確率は







Pr {ŝ ̸= s|sを送信 }
で与えられる．
















定義 2.3.4 (通信路容量). 定常無記憶通信路W が与えられた時，W の通信路容量 C(W )を
C(W ) := sup {R|Rが達成可能 }
と定義する．
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定理 2.3.1 (通信路符号化定理 [2]). 定常無記憶通信路W における通信路容量 C(W )は以下で与
えられる．









号化のモデルを示す．このモデルは送信者 Aliceが通信路 Bを通じて正規受信者 Bobにメッセー




要請 1 送信者 Aliceは正規受信者 Bobに対しては誤りなく高い符号化レートでメッセージを伝
える．
要請 2 盗聴者 Eveにはメッセージの情報が一切伝わらないようにする．
この 2つの要請を n → ∞の漸近的な状況において同時に満たす符号化レートの限界を議論する
のが盗聴通信路符号化問題であり，そのレートを盗聴通信路容量と呼ぶ．要請 1は前節で述べた
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∥∥∥PZni − PZnj ∥∥∥1 n→∞−→ 0
ただし，PZni , PZnj はそれぞれ i, j 番目のメッセージを入力した時の通信の盗聴者 Eve側の出力
に関する確率分布である．基準 1, 2を満たすとメッセージ S と出力 Zn が漸近的に独立となる．
つまり出力 Zn から S が推定が出来なくなる．また，基準 2から基準 1は導かれる．基準 3は異
なるメッセージを入力した時の出力分布の差に関する変動距離の平均であり，盗聴者 Eveが通信
路 Eの出力分布を観測しても確率分布がメッセージに依存していないため，メッセージ S につい
ての情報が全く得られないことを示している．
正規受信者 Bobへの通信路 Bよりも盗聴者 Eveへの通信路 Eの方がノイズを多く含む場合に，
以下の盗聴通信路符号化定理が成り立つ．






{I(T ;Y )− I(T ;Z)} (2.3)




{I(X;Y )− I(X;Z)} (2.4)
なお，通信路 Bがノイズレスで通信路 Eが BSCα の場合は盗聴通信路容量は以下で与えられる
ことが知られている [18]．









定義 3.1.1 (線形符号). F2 上の線形符号 C とは，Fn2 の k 次元線形部分空間のことである．一般
に，部分空間の定義から線形符号 C は和とスカラー倍に関して閉じている必要があるが，F2 上で
は和に関して閉じていることのみで C を考えて良い．よって，以下を満たす C を F2 上の線形符
号として定義する．
x ∈ C,y ∈ C ⇒ x+ y ∈ C (3.1)
次に，この線形符号 C を指定する二つの方法を説明する．これらの指定方法は同じ線形符号 C
をしている．
定義 3.1.2 (生成行列による指定方法). F2 上の一次独立な k 本の n次元ベクトル v0, · · · ,vk−1
の組を列ベクトルに持つ n× k 行列 G := [v0, · · · ,vk−1]に対して以下のように C を指定できる．








方法を生成行列による指定方法とも呼ぶ．aは 2k 通りのベクトルをとりえることから |C| = 2k
である．長さ k のベクトルが Gによって長さ nのベクトルに変換されることから C を (n, k)符
号と呼ぶ．生成行列による指定方法は，n次元の k 本の基底で張られる線形部分空間を指定する







定義 3.1.3 (検査行列による指定方法). 以降 m := n − k として議論する．成分が F2 の元の
m× n行列 H を考える．ここで H は行ベクトルが全て一次独立，すなわち行フルランクである
と仮定する．この行列 H により，線形符号 C は以下のように定義される．
C = {x ∈ Fn2 |Hx = 0}
= KerH (3.3)
この，C を指定する行列 H を検査行列と呼ぶ．
検査行列による指定方法は同次連立一次方程式の解空間として C を指定している．一方，検査
行列 H が行フルランクであると仮定したことから，dim ImH = rankH = mが成り立つ．次元
定理より，
dim ImH + dimKerH = n
であるから，
dimKerH = n− dim ImH
= n−m




Ga1 ∈ C,Ga2 ∈ C ⇒ Ga1 +Ga2 = G(a1 + a2) ∈ C
Hx1 = 0 ∈ C,Hx2 = 0 ∈ C ⇒ H(x1 + x2) = Hx1 +Hx2 = 0 ∈ C
また，適切に Gと H を選ぶことで，Gと H の指定方法は同じ線形符号 C を指定することがで
きる．
3.2 シンドロームと誤りベクトル
定義 3.2.1 (誤りベクトル). 誤りベクトル eとは送信語 x ∈ Fn2，受信語 y ∈ Fn2 に対して以下の
関係を満たすものである．
y = x+ e (3.4)
定義 3.2.2 (シンドローム). m×nの検査行列H により定義される線形符号を C とする．今，C
から符号語 xを送信語として指定したとする．これが BSCに送信され，受信側で受信語 y が受
信されたとすると (3.4)から y = x + eとなる．ここで，受信語に対するシンドロームを以下で
定義する．
s := Hy (3.5)
次に，x ∈ C として Hx = 0に注意すると以下が成立する．





定義 3.3.1 (コセット). 任意のシンドローム s = (s0, · · · , sm−1) ∈ Fm2 に対応するH : Fn2 → Fm2
の逆像
Cs := {x ∈ Fn2 |Hx = s} (3.7)
をシンドローム sに対応するコセットと呼ぶ．
3.3.2 コセット分解
(3.7)において s = 0とすると，sに対応するコセット Cs は検査行列 H が定義する線形符号
C と一致する．任意のシンドローム t ∈ Fm2 に対応するコセット Ct の元 xt を一つ考える．任意
の符号語 x ∈ C に対して，xt を足したベクトル x+ xt は
H(x+ xt) = Hxt = t (3.8)
となるため，Ct の元となる．また，x+xt から xt を引いたベクトルは C の元となる．つまりコ
セット Ct と線形符号 C は要素を一対一対応させることができる．各コセットは各シンドローム
に対応する逆像であるため，
Fn2 = Cs0 ∪ Cs1 ∪ · · · ∪ Cs2m (3.9)
と互いに共通元を持たずに Fn2 全体をもれなく分割することができる．これをコセット分解とい
う．コセット分解のイメージを図 3.1に示す．また，各コセットの要素数は線形符号 C と同じ 2k
個となる．
ここで，次章にて必要となる補題を 1つ示しておく．
補題 3.3.1 (ベクトル y の分解). 各コセット Ct の代表元を xt として固定すると，任意のベクト
ル y ∈ Ct について下記の性質を満たす分解が一意にできる．
y = xt + x (3.10)
ただし，x ∈ C である．
証明. y ∈ Ct より，Hy = tである．ベクトル y と，tに対応するコセット Ct の代表元 xt を用
いて x = y − xt とおくと
Hx = H(y − xt) = t− t = 0 (3.11)






成することができる．任意のメッセージ s ∈ M (|M| = 2m)を送信する時，あらかじめ対応付
けられているコセットの要素から一様乱数 u ∈ U (|U| = 2k)を用いて符号語 xを決定し，通信路






















































る．次に盗聴通信路符号化の安全性評価の基準について述べる．なお，本章では主に [5, 6, 8, 9]
を参考にした．
4.1 盗聴通信路符号化モデルの状況設定
盗聴通信路符号化モデル（図 4.1）は送信者 Aliceが正規受信者 Bobにメッセージ sを送信す
る状況において，盗聴者 Eve が別の通信路を用いて通信を盗聴している状況を扱うモデルであ
る．なお問題設定を簡単にするため，図 4.1に示す通り，本章において送信者 Aliceから正規受信
者 Bobへの通信路はノイズレス通信路であり，送信者 Aliceから盗聴者 Eveへの通信路は BSC
(Binary Symmetric Channel)であると仮定する．また，Aliceが送信する符号を x，Bobが受信





4.2 黛, 新井 [8, 9]による先行研究
黛，新井 [8, 9]はコセット符号化における盗聴通信路符号化を実現できるような (n, k)符号の








次に黛，新井が行った探索の方法について説明する．まず，(n, k)符号を考え，m := n− k と
し，H の縦ベクトル表示 hl ∈ Fm2 を用いることで以下のように H を表す．
H = [h0, . . . , hl, . . . , hn−1] = [H1,H2] (4.2)
ここで H1 := [h0, . . . , hm−1], H2 := [hm, . . . , hn−1]とおいた．先行研究 [5, 8, 9]においては H
がフルランクかつ，シンプルになるように選ばれている．
黛，新井はそれぞれ違う方法で前章で定義した H(定義 3.1.3)の条件 (行フルランク性)を満た
すように [H1,H2]を設定した上で，さまざまな H をランダムに生成することで性能の良い検査
行列の探索を行った．このランダムに生成されたH を固定し，メッセージ sをランダムに入力す
ることで出力 s′ を計算した．これらの値から (s, s′)の頻度テーブルを作成し，I(S;S′)の近似値
をモンテカルロ計算した．この数値実験の結果，黛，新井は I(S;S′)をモンテカルロ計算によっ









まず，Zhang[5]は検査行列を H = (I,H2)と指定した．この H もフルランク行列であるため
黛，新井 [8, 9]の研究で用いられたH と同様に定義 3.1.3の条件を満たす．このH とメッセージ
sについて，Hx = sを満たす符号 x ∈ Fn2 を生成する方法を以下に示す．
1. 一様ランダムに定める a ∈ Fk2 と n× k の生成行列 Gを用いて，符号語 x1 ∈ Fn2 を以下の
ように定める．
x1 := Ga (4.3)
2. x2 ∈ Fn2 をメッセージ s ∈ Fm2 を用いて以下のように生成する．
x2 := (s
T , 0, · · · , 0)T (4.4)
3. x1,x2 を用いて x ∈ Fn2 を以下のように生成．
x := x1 + x2 (4.5)
このようにして Hx = sを満たす xを生成できる．実際，(4.5)より，Hx1 = 0を用いると以下
が成立する．
Hx = H(x1 + x2) = Hx1 +Hx2
= 0+ (I,H2)x2 = (I,H2)(s
T , 0, · · · , 0)T
= s
図 4.1 の通り，送信者 Alice は前述の x を送信し，正規受信者 Bob は xr を受け取る．この時，
Alice, Bob間はノイズレスなので xr = xとなる．よって正規受信者 Bobは以下のように復号で
きる．
s = Hxr
一方，盗聴者 Eveは BSCによる誤りベクトルを eとして xe = x+ eを受信し，以下を計算する
と想定される．なお，以降において se := Heのことを盗聴者 Eveの推定エラーと呼ぶ．
s′ = Hx+He = s+ se (4.6)
よって Eveは s′ = s+ se としてメッセージを推測すると考えられる．
4.3.2 エントロピーを用いた安全性評価
Zhang[5]によって提示された安全性評価について説明する．通信路が BSCの場合，誤りベクト
ルの成分 eは確率 αで 1，確率 1−αで 0の値が出現する独立同一分布となる．この時，se = He
は盗聴者の推定エラーに関する確率変数 Se であり，メッセージ sに関する確率変数 S と独立で
ある．ここで，確率変数 S + Se を S′ とおくと (4.6)より，
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先述の先行研究 [5, 8, 9]では安全性の定義として I(S;S′) n→∞−→ 0を用いていたが，実際には盗




定理 4.4.1. 確率変数X,Y が独立で Y が一様分布に従う時，確率変数X+Y も一様分布に従う．
本研究においてこの定理と補題 3.3.1を用いて以下の定理を示した．
定理 4.4.2. Eve の推定エラー se が一様分布に従うとすると，送信メッセージ s を条件とする








すなわち P (xe|s)が sに依らない状態になるのでそれらの相互情報量 I(S;Xe)は 0となる．
証明. 推定エラー se が一様分布に従うと仮定する．また，条件付き確率 P (xe|s)について考える
ため，sはメッセージ sで固定とする．
(4.5)より，盗聴者 Eveの受信する xe を以下のように表せる．
xe = x+ e
= x1 + x2 + e
ここで x1 は符号語，x2 はメッセージ sに対応するコセットのずれ (コセットシフト)と考えら
れる．これを復号すると (4.6)より，
Hxe = s
′ = s+ se (4.11)
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となる．この時，仮定より sはメッセージ sで固定であり，se が一様分布に従うので s′ も一
様分布に従う．
また，se に対応するコセットを Cse とし，その代表元を xse := (s
T
e , 0, · · · , 0)T として固定す
ると，補題 3.3.1より eは以下のように符号語の成分とコセットシフトの成分に一意分解できる．
e = x̃1 + x̃2 (4.12)
ただし，x̃1 := e− xse , x̃2 := xse である．よって，
xe = x1 + x2 + e
= x1 + x̃1 + x2 + x̃2





となり，se が一様分布に従うので定理 4.4.1より符号語成分 x1 + x̃1 ∈ C とコセットシフト成








この章では，特性関数を定義してその性質を調べることで黛，新井による先行研究 [8, 9] の問
題点，すなわち相互情報量を直接計算することによる膨大な計算量を解消するために，Zhang[5]











確率変数 X に対して定義される特性関数は X の確率分布 pに対して定義される特性関数を意味
するため ϕp とも表記する．
特性関数には以下の性質があることが知られている．
定理 5.1.1 (独立な確率変数の和に関する性質). r個の互いに独立な確率変数X1, · · · , Xr につい
て X = X1 + · · ·+Xr の時
ϕX(t) = ϕX1(t) · · ·ϕXr (t) (5.1)
が成立する．























定義 5.2.1 (多次元確率変数の特性関数). 2 ≤ a ∈ N で x = (x0, · · · , xm−1) ∈ Zma , t =
























ωkla = δl,0 (5.3)
証明. 以降 ωna := (ωa)
n と表す．ωaa = 1より，ωa はの複素乗根である．また a ≥ 2より ωa ̸= 1
である．以下を満たす x ∈ Cを考える．
xa − 1 = 0 (5.4)
(5.4)式の解は x = ωla ∈ {ω0a, ω1a, · · · , ωa−1a }である．


























































































































































































































































本節ではアルファベット X 上の確率分布 PX に従う確率変数 X のエントロピー H(X)を確率
分布 PX のエントロピー H(PX)と表記する．また，1-normと 2-normについて以下のように定
義する．
















∥ϕp − ϕq∥2 (5.11)
証明. 特性関数の線形性より ϕp−q = ϕp − ϕq が成立する．このことを用いて，






⟨ϕp − ϕq, ϕp − ϕq⟩
両辺の平方根をとると， √
⟨p− q, p− q⟩ = 1√
am
√








前節において確率分布の 2-norm を特性関数の 2-norm で表せることを示した．本節ではエン
トロピーと normの関係性を表す不等式，ファネス型不等式を用いて (4.9)の安全性評価を特性関
数によって計算する方法を示す．
定理 5.3.1 (ファネス型不等式). アルファベット X 上の確率分布 PX1 , PX2 について ∥PX1 −
PX2∥1 ≤ 13 ならば，
|H(PX1)−H(PX2)| ≤ ∥PX1 − PX2∥1 log |X |+ η(∥PX1 − PX2∥1)
が成立．ただし，η(t) = −t log t．
(ファネス型不等式による安全性評価). 定理 5.3.1より，lim
t→0
t log t = 0に注意して
∥PX1 − PX2∥1 → 0 ⇒ |H(PX1)−H(PX2)| → 0
となるので，Aliceのメッセージに関する確率変数を U ∈ 2m と書き，一様分布 PU に従うものと
するとエントロピー H(U) = mになることから一様分布 PU と盗聴者の推定エラーに関する確率
分布 PSe の差についての 1-normについて以下が成立．
∥PU − PSe∥1 → 0 ⇒ 十分小さい正の数εに対して, |m−H(PSe)| < ε (5.12)
また，1-normと 2-normには以下の関係がある．





|X | · ∥f∥2
よって，式 5.12と補題 5.3.2より ∥PU − PSe∥2 が十分 0に近い値を取るのならば安全性評価基
準H(PSe) −→ mを満たすと考えられる．すなわち，補題 5.3.1も考慮すると特性関数の 2-norm
を計算することで安全性評価を行える．








性関数 (5.8)で a = 2とした場合を考える．この時，剰余類環 Zaは aが素数の時有限体 Faに等し


















と表せる．以降，特性関数 ϕp を確立分布 pに従う確率変数 X の特性関数という意味で ϕX と表
記する．また，通常 F2 の元同士の積は AND，和は XORを用いるが，通常の足し算や掛け算と
同様の表記を行うことにする．
補題 5.3.1を用いて評価関数 F を以下のように定義する．
F (ϕU , ϕSe) := ∥PU − PSe∥2 =
1√
am
∥ϕPU − ϕPSe ∥2 (5.13)
この評価関数 F について補題 5.3.2を用いると，以下のような不等式が成り立つ．
F ≤ ||PU − PSe ||1 ≤
√
2m · F
よって，この評価関数 F を計算することで (5.12)についての安全性評価を満たす (n, k)符号を探
索できる．ただし，数値実験においては簡単のため先に F → 0となる (n, k)符号を見つけ，その
中から
√
2m · F → 0を満たす (n, k)符号を探索する．
この評価関数 F を計算するために，まずは一様分布 U(x) = 12m の特性関数 ϕU (t)について考

















































1 (t = 0)
0 otherwise
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次に，推定エラー se の特性関数 ϕse について考える．推定エラー se は，検査行列H の縦ベク
トル表示 H = [h0, · · · ,hl, · · · ,hn−1]と誤りベクトル e = [e0, · · · , el, · · · , en−1]T ∈ Fn2 を用い
て以下のように書ける．







ただし，fl := elhl とした．これらは el で定まる確率変数とみなせるので fl (l = 0, · · · , n − 1)


















{(1− α) + α(−1)⟨t,hl⟩}
n−1∏
l=m




{(1− α) + α(−1)tl}
n−1∏
l=m
{(1− α) + α(−1)⟨t,hl⟩} (5.14)
また，これらは以下のように簡略化できる．
(1− α) + α(−1)tl =
{
1 (tl = 0)
−2α+ 1 (tl = 1)
(5.15)
(1− α) + α(−1)⟨t,hl⟩ =
{
1 (⟨t,hl⟩ = 0 mod 2)
−2α+ 1 (⟨t,hl⟩ = 1 mod 2)
(5.16)
5.4.2 数値実験アルゴリズム
数値実験においては BSCの反転確率 αを 0 ≤ α ≤ 0.5の範囲で動かして評価関数 F の挙動を
見るのだが，そのまま F を計算しようとするとプログラムの実行時間が膨大になってしまう．そ
のため，本研究では森 [6]によって示された計算時間を削減するアルゴリズムを用いた．以下でそ
の説明を述べる．まず，入力 t = 0の時 ϕU (0) = ϕSe(0) = 1より，
|ϕPU (0)− ϕPSe (0)|
2 = 0 (5.17)
また，t ̸= 0ならば ϕU (t) = 0であるので，評価関数 F の計算は ϕSe(t)のみ考えるものとす
る．なお，以降では K := Fm2 − {0}とし，t ∈ Kとする．




popcnt(t) := weight((t)2) (5.18)
parity(t) :=
{
1 (popcnt(t) = 1 mod 2)
0 (popcnt(t) = 0 mod 2)
(5.19)
ここで，以下の f(t)を定義する．
f(t) := popcnt(t) +
n−1∑
l=m
{popcnt(tANDhl) mod 2} (5.20)
この時 ϕSe は式 (5.15)と (5.16)より以下の式で表される．
ϕSe(t) = (−2α+ 1)f(t) (5.21)
また，tはmbitであり,n−m = k であることから
1 ≤ popcnt(t) ≤ m, 0 ≤
n−1∑
l=m
{popcnt(tANDhl) mod 2} ≤ k (5.22)
であるので 1 ≤ f(t) ≤ nが成立する．
この f(t) の逆像で K を n 個の部分集合に分割できる．すなわち，K の部分集合を
K1, · · · ,Kj , · · · ,Kn とすると
K = K1 ∪ · · · ∪Kj ∪ · · · ∪Kn, Kj ∩Ki = ∅ (j ̸= i) (5.23)
ここで，配列 bを以下のように定義する．




b[j] = |K| = 2m − 1 (5.25)































F (ϕSe) = 0 (5.28)
となる．このように F を計算することで，1回のみ 2m 回のループを実行するだけで済む．次
に，これらを用いた F を計算する数値実験アルゴリズムを以下にアルゴリズム 1として示す．な
おこのアルゴリズム 1では計算量削減のため，−2α+1の累乗を式 (5.29)のように計算している．
(−2α+ 1)N = exp [N log(−2α+ 1)] (5.29)
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Algorithm 1 評価関数 F の計算
1: H2 = [(hm)10, · · · , (hn−1)10]を乱数を用いて生成する．
2: 配列 b[1], b[2], · · · , b[n]を定義し，0で初期化する．
3: for (t)10 = 1 to 2
m − 1 do
4: j = popcnt((t)10)
5: for l = m to n− 1 do
6: if parity((t)10)AND((hl)10) = 1 then






13: for α = 0.0 to 0.5 do
14: tempを 0.0で初期化する．
15: if α = 0.0または α = 0.5 then
16: if α = 0.0 then
17: temp = 2m − 1 (式 (5.27)より)
18: else if α = 0.5 then
19: temp= 0 (式 (5.28)より)
20: end if
21: else
22: for j = 1 to n do










先述のアルゴリズム 1を用いて，乱数レート kn = 0.5で固定して (n, k) = (10, 5), (20, 10),
(30, 15), (40, 20), (50, 25), (60, 30)でそれぞれ数値実験を行った．この時通信路が BSCの場合に
は，盗聴通信路符号化定理 (定理 2.4.1)より符号化レート (1− kn )が盗聴通信路容量以下,すなわ
ち乱数レート kn が BSC の通信路容量以上であればメッセージと出力の相互情報量が漸近的に 0
に近似できる符号が存在する．よって適切な符号を選べばコセット符号化の乱数レートと BSCの
通信路容量が一致する誤り率 α 付近において情報の相関がなくなり，評価関数 F が 0 に近づく
ことが予想される．コセット符号化の乱数レートが kn であり，BSCの通信路容量は式 (2.2)より
28
1− h(α)であるので，以下の式を満たす αで乱数レートと通信路容量が一致する．
1− h(α) = k
n
(5.30)
この式を満たす αを α⋆ とおく． kn = 0.5における α
⋆ の値を計算したところ，α⋆ ≒ 0.11であっ




= 0.5とした時の評価関数 F の結果．横軸:BSCの反転確率 α，縦軸:F，縦の点線:α⋆ = 0.11
次に (n, k) = (60, 30)において 1-normでの評価を図 5.2に示す．
図 5.1の (n, k) = (60, 30)において α⋆ = 0.11付近の値は F = 0.001766と 0に近い値を取っ
た．また，図 5.2の α⋆ 付近においては
√
2m ·F ≒ 58となった．よって，(n, k) = (60, 30)の場合
は F → 0と言えても
√
2m · F → 0とは言えないため，良い符号ではないということを確認した．
先行研究 [6, 7]ではメッセージ長mを 30のままで符号長 nを 400に増やし，1-normでの評価関
数
√
2m · F についても 0に近づくことを確認していた．なお，この追実験において乱数は疑似乱
数生成アルゴリズムであるメルセンヌ・ツイスタ [13]を改良した dSFMT[14, 19](dSFMT19937)
の 32bit版を用いて生成した．以降の数値実験においても同様に dSFMTの 32bit版を用いて乱
数を生成した．
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図 5.2 (n,k)=(60,30) とした時の 1-norm についての評価関数
√
2m · F の挙動．横軸:BSC
の反転確率 α，縦軸:
√










定義 6.1.1 (RS符号). x1, . . . , xn を体 Fq 上の異なる元とする．k ≤ nに対し，次数が k より小
さい Fq[x]におけるすべての多項式の集合 Pk を考える．RS符号は以下の符号語全体からなる．














盗聴通信路符号化定理より，hを二値エントロピーとして 1− h(α) = (乱数レート)を満た
す誤り率 α⋆ 付近の BSC誤り率において評価関数 Fが十分 0に近い値を取るなら盗聴者側
の盗聴通信路符号化の要請を満たす．
• Alice-Bob間は以下の手順でシミュレーションして BERを計算した．
STEP1 メッセージ s ∈ 2m 及び検査行列H をメルセンヌ・ツイスタ [19]による乱数で生
成．この H は先行研究 [7]同様左側の k × k 正方行列部分は単位行列とする．
以下の STEP2 ∼ 6を BSC反転確率 0.0 ∼ 0.5の間で繰り返す．
STEP2 メッセージを RS符号化する [20]．
STEP3 RS符号化されたデータ x1 = (x1,1, · · · , x1,k) ∈ 2k をコセット符号化してコセッ
ト符号 x2 = (x2,1, · · · , x2,n) ∈ 2n を生成する．ここで，H はフルランクで左側が単
位行列となっているので以下のようにして x2 を計算できる．
(1) (x2,k+1 · · ·x2,n)を乱数で生成．
32


















1. RS符号化 +コセット符号化の Alice-Bob間の BSC反転確率毎の BER
2. RS符号化のみの場合の Alice-Bob間の BSC反転確率毎の BER (コセット符号化を RS符
号化に付与したことによる影響を見るために観測)
3. Alice-Eve間の BSC反転確率毎の安全性評価関数 F (式 (5.13))の値
4. 1− h(α⋆) = (コセット符号化の乱数レート)を満たす BSC反転確率 α⋆
ここで，α⋆ はコセット符号化の乱数レートを与えた時に理論上安全である Alice-Eve 間の
BSC 反転確率である．盗聴通信路符号化定理より，α⋆ 付近において評価関数 F の値が十分
0 に近い値を取るなら安全性の基準を満たす．シミュレーション結果を以下の図 6.2∼6.5 に
示す．これらのデータは有限体 F24 上の RS 符号化の符号長 n とメッセージ数 k をそれぞれ
(n, k) = (60, 28), (60, 20), (60, 12), (60, 4) (bit) とし，コセット符号の符号長 N を 100 (bit) と
した場合である．ここで，赤いグラフは Alice-Bob間の BSC誤り率毎の BERを表したものであ
り，横軸は BSC反転確率，縦軸は BERである．青いグラフは比較対象として RS符号化のみを
実装した場合のデータである．また，緑のグラフは先行研究 [7]による安全評価のグラフであり，
横軸は BSC反転確率，縦軸は評価関数の値として表した．縦の緑点線は反転確率 α⋆ を表す．こ
の時，各グラフにおける α⋆ の値は 0.1461024であった．
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図 6.2 GF(24), N = 100, (n, k) = (60, 28)
図 6.3 GF(24), N = 100, (n, k) = (60, 20)
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図 6.4 GF(24), N = 100, (n, k) = (60, 12)
図 6.5 GF(24), N = 100, (n, k) = (60, 4)
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6.4 考察
図 4∼7において，盗聴通信路符号化定理と先行研究 [7]より緑点線の表す反転確率 α⋆ において
評価関数 Fの値が十分 0に近ければ盗聴者に対する安全性条件を満たす．一方で Alice-Bob間の
反転確率 β における BERが十分 0に近い反転確率の範囲ならば正規受信者に対する要請を満た
せると考えられる．以下に β 毎の BERを示す．
表 6.1 BSC誤り率毎の BER(1)






表 6.2 BSC誤り率毎の BER(2)






表より，β がおよそ 0.04以下ならどのデータもほぼ 0であると考えられる．また，RS符号の
みの場合と連結させた符号の場合を比べると，連結させた場合の方が誤り訂正能力が低い．これ
は盗聴を防ぐためにコセット符号を連結させたことによる影響だと推測される．







評価の計算量が少なくすむ．以降では以下の図 6.6のようにメッセージ s ∈ Fm2 をコセット符号





図 6.6の場合について，以下の図 6.7のように Fk2 の RS符号化の生成行列 Gによる像を C ′ と
おき，これをを一つのコセットとみなして Fnq をコセット分解する．この時 Fnq において符号デー






定義 6.5.1 (一般逆行列). 本研究では以下の性質を持つ行列 G− を行列 Gについての一般逆行列
と定義する．
G−G = I (6.3)
ただし，I は基本行列である．
以下の図 6.8のように，BSCから出力された任意のデータ xe,2 = x2 + e2 ∈ C ′t からコセット
C ′t 上の代表元 xt を引くことでコセット C
′ 上へ写した上で Fk2 へ戻す一般逆行列 G− を構成すれ






• 図 6.8のおいて xe,2 ∈ C ′t をコセット C ′ に写すような G− を構成するとしたが，このよう
な G− は代表元 xt の取り方によって任意性が生まれる．すなわちコセットの要素数分，す
なわち 2n−k 個分の自由度がある．よって，任意の G− でこの手法が使えるかどうか調べ
る必要がある．
• 本研究における一般逆行列 G− は実数ではなく有限体上の計算になるため，プログラミン
グに工夫する必要がある．
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