The role of depth and flatness of a potential energy surface in chemical
  reaction dynamics by Lyu, Wenyang et al.
Depth and flatness
The role of depth and flatness of a potential energy surface in chemical
reaction dynamics.
Wenyang Lyu, Shibabrat Naik,a) and Stephen Wiggins
School of Mathematics, University of Bristol
Fry Building, Woodland Road, Bristol BS8 1UG, United Kingdom
(Dated: 1 April 2020)
In this study, we analyze how changes in the geometry of a potential energy surface in terms of depth and flatness can
affect the reaction dynamics. We formulate depth and flatness in the context of one and two degree-of-freedom (DOF)
Hamiltonian normal form for the saddle-node bifurcation and quantify their influence on chemical reaction dynamics1,2.
In a recent work, García-Garrido, Naik, and Wiggins2 illustrated how changing the well-depth of a potential energy
surface (PES) can lead to a saddle-node bifurcation. They have shown how the geometry of cylindrical manifolds
associated with the rank-1 saddle changes en route to the saddle-node bifurcation. Using the formulation presented
here, we show how changes in the parameters of the potential energy control the depth and flatness and show their
role in the quantitative measures of a chemical reaction. We quantify this role of the depth and flatness by calculating
the ratio of the bottleneck-width and well-width, reaction probability (also known as transition fraction or population
fraction), gap time (or first passage time) distribution, and directional flux through the dividing surface (DS) for small
to high values of total energy. The results obtained for these quantitative measures are in agreement with the qualitative
understanding of the reaction dynamics.
I. INTRODUCTION
The topography of a potential energy surface (PES) plays
a fundamental role in determining reaction paths and reac-
tion mechanisms3–5. For a given chemical reaction, the po-
tential energy surface (PES) describes the variation of the
electronic energy with the nuclear coordinates within the
Born–Oppenheimer approximation3. The electronic structure
calculations generate a landscape of mountain ranges with
peaks (local maxima) and valleys (local minima) with vary-
ing depth and flatness. One approach of crossing the moun-
tain ranges is by going over the lowest point called the index-
1 saddle6 and this mechanism is quite common in chemical
reactions. This indicates that the potential energy difference
between the saddle and the bottom of the valley, that is the
depth, and the gradient of the landscape, that is the flatness,
dictates the rate and volume of crossings of the saddle. Thus,
the role of depth and flatness in crossing the saddle is rele-
vant for understanding reaction dynamics. Furthermore, the
asymmetry in the depth of a potential well on either side of an
index-1 saddle can lead to difference in forward and backward
reaction rates. In addition, it has been noted in ab initio cal-
culations that comparable flatness in different parts of a PES
implies similar stability of isomers in those regions7,8. Depth
and flatness has also been linked with altering product ratios,
delaying formation of specific isomers, difficulty in identi-
fying the intrinsic reaction coordinate9,10. For example, the
roaming phenomenon appears to be significantly influenced
by a flat region of the potential energy surface resulting from
long range interactions11–13 and potential energy surfaces de-
scribing reactions of organic molecules are characterized by
post transition state bifurcations where a valley ridge inflec-
tion point is believed to be a significant geometrical feature14.
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However, the relationship between depth or flatness and the
quantitative measures of reaction dynamics has not been in-
vestigated in a way that can be connected with the qualitative
understanding of the reactions. In this article, we present an
approach for quantifying the role of depth and flatness in reac-
tion dynamics by applying the proposed definition to a model
Hamiltonian.
Since the concepts based on configuration space such as
width of the bottleneck play an important role in rate calcula-
tions, a comparative study of the effects of the depth and flat-
ness of a PES for these quantities is needed. We will present
this comparison along side the phase space perspective which
is the appropriate setting for the reaction dynamics. The phase
space structures used in this study include the unstable peri-
odic orbit associated with the index-1 saddle6 and its stable
and unstable manifolds which have been discussed in a re-
cent work2. These phase space structures explain the reaction
mechanism that results from changing the depth and flatness
of a PES. Thus, the geometry of the PES affects the dynamics
which in turn affects the reaction rates.
This article is outlined as follows. In section II, we briefly
describe the one and two DOF Hamiltonian normal form for
the saddle-node bifurcation. Then, we give a formulation for
the depth and flatness of a PES and apply the formulae to
the one and two DOF systems along with visualizing the sur-
faces at different depth and flatness. In section III, we discuss
the influence of the depth and flatness of a PES on the ratio
of the bottleneck-width and well-width, reaction probability,
gap time distribution, and directional flux through the dividing
surface. We present our conclusions and outlook in section IV.
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II. MODELS AND METHODS
A. One degree-of-freedom saddle-node Hamiltonian
The normal form for the one DOF Hamiltonian that under-
goes a saddle-node bifurcation in phase space15 is given by
H (x, px) = T (px)+V (x) =
1
2
p2x−
√
µ x2+
α
3
x3 , (1)
where parameter µ > 0 controls the location of one of the
equilibrium points relative to another and α > 0 is the well-
depth parameter and denotes the strength of the nonlinear
terms in the kinetic energy. The Hamiltonian vector field is
given by
x˙ =
∂H
∂ px
= px,
p˙x =−∂H∂x = 2
√
µx−αx2.
(2)
The two equilibrium points (also known as critical points of
the PES) are located at xe1 = (0,0) and x
e
2 = (2
√µ/α,0), and
the energy of these equilibrium points are
H (xe1) = 0 , H (x
e
2) =−
4µ3/2
3α2
(3)
Linear stability analysis2 of these equilibrium points gives
that xe1 = (0,0) is a saddle and x
e
2 = (2
√µ/α,0) is a cen-
ter equilibrium point. It is to be noted that the one DOF
saddle-node Hamiltonian is integrable for all parameter val-
ues and trajectories lie on the isoenergetic contours given by
the Hamiltonian (1).
In this system, we define the reaction as the change in sign
of the x-coordinate, and in particular, we specify reaction to
be the event when a trajectory goes from x > 0 to x < 0. The
geometry of the phase space structures can now be used to
explain the mechanism behind the reactive and trapped trajec-
tories16,17. The phase space structure in the bottleneck is the
saddle equilibrium point at the origin which is a normally hy-
perbolic invariant manifold (NHIM)17,18. We note here that
only for a one dimensional PES the NHIM (shown as red plus
in Fig. 1) does not change with total energy of the system,
and in general the NHIM depends on the total energy. Next,
the trajectories can be separated by constructing a dividing
surface at total energy H (x, px) = e. These are the points
(shown as cyan dots) on the isoenergetic contour (shown as
red curve) above the energy of the saddle equilibrium point in
the Fig. 1. The reaction dynamics at different total energies
can now be classified as the reactive trajectories shown as red
and black curves, or non-reactive trajectories shown as green
or blue curves, respectively. As the parameters of the potential
energy surface are varied, the geometry of the reactive trajec-
tories in the phase space can be inferred from the isoenergetic
contours as shown in the Fig. 1. We also note that going from
α = 1 to α = 2, the phase space volume inside the isoenergetic
curves for e> 0 (bounded by the red curve and to the right of
the origin) decreases. This implies that we need to enforce
equal density when initializing reactant volume for calcula-
tions comparing different parameter values. We will return
to this system after developing the formulation for depth and
flatness.
FIG. 1. Phase space of the one DOF saddle-node Hamiltonian
showing the change in the geometry of the reactive trajectories
(shown in red, e = 2) and non-reactive trajectories (shown in blue
e = −5 and green e = −2) for different values of the parameter α
and fixed µ = 4.
B. Two degree-of-freedom saddle-node Hamiltonian
In this section we introduce the normal form for the two
DOF Hamiltonian that undergoes a saddle-node bifurcation
by extending the one DOF Hamiltonian discussed above. To
do so, we add another DOF in the form of a harmonic oscil-
lator with mass m = 1 and frequency ω . This new coordinate
is referred to as a bath (or the perpendicular DOF) mode and
may represent a vibrational DOF that does not break during
the reaction. The influence of this DOF on the reaction coor-
dinate can be parametrized by a quadratic coupling between
the reaction and bath DOF. Thus, the Hamiltonian becomes
H (x,y, px, py) = T (px, py)+V (x,y)
=
1
2
(
p2x + p
2
y
)−√µ x2+ α
3
x3
+
ω2
2
y2+
ε
2
(x− y)2 , (4)
where α > 0 and µ ≥ 0 are the same as in the one DOF
model system, ω > 0 is the frequency of the harmonic os-
cillator or the bath mode, and ε > 0 is the coupling strength
between the reaction and the bath mode. Identifying this
Hamiltonian’s kinetic energy, T (px, py), and potential energy,
V (x,y), we get T (px, py) = 12
(
p2x + p
2
y
)
and
V (x,y) =−√µ x2+ α
3
x3+
ω2
2
y2+
ε
2
(x− y)2 . (5)
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The corresponding Hamilton’s equations are given by:
x˙ =
∂H
∂ px
= px
y˙ =
∂H
∂ py
= py
p˙x =−∂H∂x =−α x
2+2
√
µ x+ ε(y− x)
p˙y =−∂H∂y =−ω
2y+ ε(x− y)
(6)
In this Hamiltonian system, the phase space is four dimen-
sional and since energy is conserved, the trajectories evolve
on a three dimensional energy surface. The equilibria for this
system are located at xe1 = (0,0,0,0) and x
e
2 = (x
e,ye,0,0)
where
xe =
1
α
(
2
√
µ− ω
2ε
ω2+ ε
)
, ye = xe
(
ε
ω2+ ε
)
. (7)
The total energy of the equilibrium points are
H (xe1) =0 (8)
H (xe2) =(x
e)2
(
−1
3
√
µ+
ω2ε
6(ω2+ ε)
)
=−α
6
(xe)3. (9)
C. “Depth” and “Flatness”: A heuristic formulation
In this section, we present a definition for the depth and
flatness of a PES and apply the formulae to the one and two
degrees of freedom saddle-node Hamiltonian.
Depth. We define the depth, D , of the PES as the differ-
ence between the potential energy of the saddle equilibrium
point located in the bottleneck and the potential energy of the
centre equilibrium point located in the bottom of the well. In
case of a single well and bottleneck, this becomes
D =V (xsad)−V (xcen) (10)
where x denotes the configuration coordinates, xsad and xcen
are the configuration coordinates of the saddle and centre
equilibria.
For the one and two DOF saddle-node Hamiltonians, this
definition leads to expressions 13 and 16. It is to be noted
that when ε = 0 in the two DOF system, the depth expression
becomes independent of the frequency, ω , of the bath mode,
with dependence only on µ and α . We will revisit this obser-
vation while discussing the results.
Flatness. We define the flatness, F , of the PES as the
mean norm of the gradient of the potential energy over a
bounded domain. Thus, the flatness is given by
F =
∣∣∣∣∣∣∣∣∂V (x)∂x
∣∣∣∣∣∣∣∣
2
, x ∈Ω (11)
where || · ||2 represents the average of the Euclidean-norm of
the gradient of the potential energy function evaluated at dis-
crete points in a bounded domain Ω. The Euclidean norm of a
vector x = (x1, ...,xn) is defined as the square root of the sum
of squares of xi.
A few remarks are worth noting here. Firstly, our objective
is to obtain a numerical representation for both depth and flat-
ness such that a PES can be assigned a number or two differ-
ent potential energy surfaces can be compared. Thus, we have
adopted the above definitions after extensive numerical exper-
iments with different formulations. Secondly, we know that
the flatness and curvature as features of the potential energy
landscape are related via the first and the second derivative of
the potential energy function3. Thus, the flatness as defined
in Eqn. (11) is closely related to the force experienced by the
molecule/atom undergoing a reaction, and thus can be used in
justifying the quantitative measures from a chemical intuition
standpoint. Thirdly, the Euclidean norm of the gradient of the
potential energy function is merely a starting point, and it re-
mains to be checked if other norms of the gradient are better
measures of flatness. Fourthly, the definition for depth can be
extended to systems with multiple bottlenecks and wells by
associating each well with a saddle point and calculating the
depth of each well relative to that saddle point.
1. Application: One degree-of-freedom saddle-node
Hamiltonian
In the one DOF Hamiltonian, the potential energy function
is given by
V (x) =−√µ x2+ α
3
x3 (12)
and thus the depth of the PES becomes
D =V (0)−V
(
2
√µ
α
)
=
4µ3/2
3α2
(13)
For the one DOF system, the flatness of the PES becomes
F =
∣∣∣∣∣∣∣∣dV (x)dx
∣∣∣∣∣∣∣∣
2
= ||−2√µ x+α x2||2 (14)
where || · ||2 is the same as the absolute value and we cal-
culate the flatness over some domain Ω= [a,b] for some real
values a < b.
The above calculation implies depth increases with increas-
ing µ and decreases with increasing α , while the flatness in-
creases with increasing both µ and α . This is an indication
that depth and flatness can not be independently varied. It
has also been reported2 that increasing α — the leading order
term that controls the effect of nonlinear terms in the poten-
tial energy function (1) — decreases depth. So, as far as this
model Hamiltonian is concerned, the same parameter can be
varied to change both depth and flatness.
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FIG. 2. Depth and flatness for the two DOF system obtained by
varying α . Parameters are µ = 4,ω = 3 and the bounded domain Ω
is [−1,10]× [3,3].
2. Application: Two degree-of-freedom saddle-node
Hamiltonian
For the two DOF Hamiltonian, the potential energy is
V (x,y) =
α
3
x3−√µ x2+ ω
2
2
y2+
ε
2
(x− y)2 (15)
Applying the definition, the depth, Dε , of the PES is
Dε =
1
6α2
(
2
√
µ− ω
2ε
ω2+ ε
)3
(16)
which is the potential energy difference between the saddle-
center and the centre-center equilibrium points. We use ε in
the subscript to distinguish between the two DOF uncoupled
(ε = 0) and coupled (ε 6= 0) systems. For ε = 0, the above
expression simplifies to Eqn. 13, and we will refer to the ex-
pression as D0 for the two DOF uncoupled system.
For the two DOF system, the flatness of the PES is given by
F =
∣∣∣∣∣∣∣∣∂V (x)∂x
∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣(∂V (x,y)∂x , ∂V (x,y)∂y
)∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣(α x2−2√µ x+ ε(x− y),ω2y− ε(x− y)) ∣∣∣∣∣∣∣∣
2
(17)
where || · ||2 is the Euclidean-norm of the gradient of the po-
tential energy function. the gradient of the potential energy
function is a two dimensional vector
(
∂V (x,y)
∂x
,
∂V (x,y)
∂y
)
and we calculate the flatness of the PES over some bounded
domainΩ= [a1,b1]× [a2,b2] in two dimensions for some real
values ai < bi, i = 1,2.
D. Visualizing potential energy surface with varying depth
and flatness
In this section, we visualize the qualitative changes in the
potential energy function for different values of the depth and
flatness in Fig. 4 and 5. In these plots, formulae derived in sec-
tion: II C 1 and II C 2 are used to calculate the values shown.
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FIG. 3. Depth and flatness for the two DOF system obtained by
varying ω . Parameters are µ = 4,α = 1 and the bounded domain Ω
is [−1,10]× [3,3]
                            
x
  
 
 
 
 
 
 
 
V
(x
)
α= 1, µ= 0.5,D= 0.47,F= 24.10
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α= 0.5, µ= 1,D= 5.33,F= 7.15
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FIG. 4. Potential energy of the one DOF saddle-node Hamilto-
nian for different depth and flatness obtained using the formula (13)
and (14).
We observe that the depth and flatness are related in a way
that increasing depth (cf. µ = 0.5 and µ = 2.0 for α = 1.0
in Fig. 4) implies flatness will decrease, and the vice versa
also holds (cf. α = 0.5 and α = 2.0 for µ = 1.0 in Fig. 4).
This inverse relationship between depth and flatness is also
observed in the two degree-of-freedom Hamiltonian (Eqn. 4)
for both the uncoupled and coupled cases as shown in Fig. 5.
III. RESULTS AND DISCUSSION
In this section, we use the depth and flatness formulations
developed above to quantify their influence on the width of
the bottleneck (to be referred to as bottleneck-width) and the
width of the potential well (to be referred to as well-width),
reaction probability, gap time distribution and directional flux
through the DS. These quantities characterize reaction dynam-
ics by capturing the changes in the reactive trajectory behav-
ior which is being influenced by the changing of the depth and
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FIG. 5. Potential energy surface of the two DOF saddle-node
Hamiltonian with different depth and flatness obtained using the
formula (16) and (17). Left column shows the uncoupled system
(ε = 0.0), right column shows the coupled system (ε = 5.0), and
α = 1,2,5 along the top, middle, and bottom row, respectively. In all
the plots, other parameters are fixed: µ = 4,ω = 3.
flatness of the PES.
A. Ratio of the bottleneck-width and well-width
In this subsection, we show the effect of the depth and flat-
ness on the ratio of the bottleneck-width and well-width since
this has been used as a measure of the changes in the shape of
the PES when varying energy or other system parameters19. It
is to be noted that for the two DOF system, we define this ratio
in the configuration space which is two-dimensional. How-
ever, for the one DOF system, it is invalid to define this ratio
in the one-dimensional configuration space, hence we define
this ratio in the phase space, and not the one-dimensional con-
figuration space.
1. One degree-of-freedom Hamiltonian
The bottleneck is defined at x = 0, for a given energy
H (x,y, px, py) = e > H (xe1) where H (x
e
1) = 0 is the to-
tal energy of the saddle equilibrium point. The width of the
bottleneck, wb is defined as the difference of the px coor-
dinates between the two points on H (x,y, px, py) = e with
x = 0 which equals 2
√
2e. The width of the well, ww is
defined as the difference of px coordinates between the two
points on H (x,y, px, py) = e with x = 2
√µ/α which equals
2
√√√√2(e+ 4µ3/2
3α2
)
. Thus, the ratio of the bottleneck-width
and well-width, denoted by Rbw becomes
Rbw =
√
2e√√√√2(e+ 4µ3/2
3α2
) =√√√√ e
e+
4µ3/2
3α2
=
√
e
e+D
.
(18)
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FIG. 6. Ratio of the bottleneck-width and well-width for the one
DOF system. Shows that the ratio decreases with increase in (a)
depth, D and increases with increase in (b) flatness, F . Depth and
flatness is varied using the α parameter, while µ = 4 is fixed in the
one DOF model (1).
In the above derivation, we have subsituted the expres-
sion (13) to identify the relationship between the ratio, Rbw,
and the depth of the PES and this relationship for different
total energies is summarized in the Fig. 6(a). To show the
influence of the flatness on this ratio, we evaluate the expres-
sion (14) numerically for different values of the system param-
eters and show the changes in terms of the flatness in Fig. 6(b).
Except for small values of the flatness, we can deduce that the
ration increases with increasing flatness, where the monotonic
increase becomes nonlinear for higher values of the total en-
ergy.
2. Two degree-of-freedom Hamiltonian
For the two DOF uncoupled system, that is ε = 0, the
bottleneck is open and can only be defined at x = 0, when
e >H (xe1) whereH (x
e
1) = 0 is the total energy of the saddle
equilibrium point. The bottleneck-width in the configuration
space, wb is defined as the difference in the y−coordinates be-
tween the two points on the PES, V (x,y) = e at x = 0, which
equals 2
√
(2e)/ω2. We note that this definition uses the dy-
namical concept that in the bottleneck the maximum value of
the potential energy V (x,y) is achieved when the kinetic en-
ergy vanishes, that is T (px, py) = 0, which are the two turning
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points on the equipotential line, V (x,y) = e, in the configu-
ration space. The width of the well, ww, is defined as the
difference of the y−coordinates between the two points on
the PES, V (x,y) = e where x = xe as in the Eqn. (7), which
equals 2
√
(2/ω2)
(
e+(4µ3/2)/(3α2)
)
. Thus, the ratio of the
bottleneck-width and well-width, Rbw, becomes
Rbw =
√
2e
ω2√√√√ 2
ω2
(
e+
4µ3/2
3α2
) =√√√√ e
e+
4µ3/2
3α2
=
√
e
e+D0
(19)
which is independent of ω , the “bath” coordinate parame-
ter, and where we have again substituted Eqn. (13) to simplify
the dependence of the ratio on the depth. This relationship of
the ratio, Rbw, and depth is shown in the Fig. 7(a). Similar to
the approach in the one DOF system, we show the influence
of the flatness on this ratio by evaluating the expression (17)
(ε = 0) numerically for different values of the system param-
eters and show the changes in the Fig. 7(b).
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FIG. 7. Ratio of the bottleneck-width and well-width for the two
DOF uncoupled system. Shows the changes in the ratio for increas-
ing (a) depth and (b) flatness of the PES at different total energies.
System parameters µ = 4,ω = 3,ε = 0 are fixed, while the depth and
flatness of the PES is changed by varying the parameter α .
For the two DOF coupled system, that is ε 6= 0, we use
the same procedure as described above. Thus, the ratio of the
bottleneck-width and well-width, Rbw, becomes
Rbw =
√
2e
ω2+ ε√
A|x=xcent,V (x,y)=e
√
2
ω2+ ε
=
√
e
e+Dε
(20)
where A is defined in the appendix and where Dε is defined
in Eqn. (16). This relationship of the ratio, Rbw, and depth
is shown in the Fig. 8(a). To show the influence of the flat-
ness on this ratio, we evaluate the expression (17) numerically
for different values of the system parameters and show the
changes in terms of the flatness measure in Fig. 8(b). How-
ever, the influence of the flatness on this ratio for small values
is entirely absent until the flatness increases above ≈ 50 after
which we observe a nonlinear monotonic growth that asymp-
totes towards equal bottleneck-width and well-width.
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FIG. 8. Ratio of the bottleneck-width and well-width for the two
DOF coupled system. Shows the changes in the ratio for increasing
(a) depth and (b) flatness of the PES at different total energies. Sys-
tem parameters µ = 4,ω = 3,ε = 5 are fixed, while the depth and
flatness of the PES is changed by varying the parameter α .
Thus, we see that the ratio of the bottleneck-width and well-
width can be summarized by Rbw =
√
e/(e+D) which de-
pends on the total energy of the system and the depth of the
PES in the saddle-node Hamiltonian. The qualitative changes
in the bottleneck-width and the well-width in the configura-
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tion space of the two DOF systems can be visualized in Fig. 9.
We note that the multivalued ratio for small flatness in the
one and two DOF uncoupled systems is because the depth and
small flatness does not have a one-to-one mapping for the 1
DOF and 2 DOF system with small coupling. We can see
from Fig 2 (a),(b) that the same value of flatness corresponds
to two different depth values, and thus two different values of
the ratio, Rbw, in the flatness plots.
B. Reaction probability
We define the reaction probability at time t as the fraction of
reactive trajectories at a given total energy, e. To calculate this
measure of reaction, we sample points in the reactants region
with the fixed energy constraint,H (x,y, px, py) = e. We then
let those points evolve in the phase space and count how many
of them have reached the products region. Trajectories that
reach the products region at time t are reactive and the rest in
the sample are nonreactive trajectories.
1. One degree-of-freedom Hamiltonian
The phase space region x > 0 is defined as the reactants
region and x < 0 as the products region. Given an initial
condition in x > 0 region, reaction occurs when the trajec-
tory goes through the forward dividing surface (DS) given by
the Eqn. 21 and initial condition in x < 0 region will enter
the reactant by passing through the backward DS (Eqn. 22).
For this system, all initial conditions above the energy of the
saddle will react eventually by passing through the DS given
by:
forward DS:
{
(x, px) ∈ R2 |x = 0, px =−
√
2e
}
(21)
backward DS:
{
(x, px) ∈ R2 |x = 0, px =+
√
2e
}
(22)
To estimate the reaction probability, we perform a Monte
Carlo simulation of a microcanonical ensemble of initial con-
ditions in the two dimensional phase space define by the con-
straint
L − =
{
(x, px) ∈ R2 |x > 0, px(x;e)< 0
}
(23)
These initial conditions are shown as circles on the isoener-
getic contour corresponding to the total energy, e = 0.5 in the
Fig. 10(a).
The results of the Monte Carlo simulation is shown in the
Fig. 10(b), we can see that all trajectories react (since the re-
action probability equals unity) within 3 time units across all
the depth and flatness values considered. We can see that the
curve for α = 1,2 has two different slopes (the curve seems
linear until t = 1 and then becomes nonlinear) and this bipha-
sic slope vanishes for α = 5. We can also see that if we de-
crease the depth of the PES and increase the flatness of the
PES, that is the PES becomes less deep and more flat, reac-
tion probability increases and at a faster rate.
2. Two degree-of-freedom Hamiltonian
In the two DOF system, we define the phase space region
x > 0 as the reactants region and x < 0 as the products re-
gion. Given an initial condition with x > 0, the reaction oc-
curs when the trajectory goes through the periodic orbit (un-
stable) dividing surface (for 2 DOF systems, it is a 2-sphere,
S2) constructed in the phase space20. We note here that, unlike
the one DOF system, not all trajectories will lead to reaction
and there will be trajectories that remain trapped in the reac-
tants region. This observation can be linked to the dynami-
cal trapping due to heteroclinic intersections of the invariant
manifolds21 or due to the presence of KAM tori (phase space
regions of regular motion).
For the uncoupled system, the dividing surface constructed
from the unstable periodic orbit (which is the NHIM for a 2
DOF system) is defined by the condition x = 0 and becomes
forward DS:
{
(x,y, px, py) ∈ R4 |x = 0, px(y, py;e)< 0
}
(24)
backward DS:
{
(x,y, px, py) ∈ R4 |x = 0, px(y, py;e)> 0
}
(25)
where e is the total energy of the system and px(y, py;e) =
±
√
2e− p2y−ω2y2 is the fixed energy constraint. The for-
ward reaction occurs when the trajectory crosses the forward
DS and the backward reaction occurs when the trajectory
crosses the backward DS. We note here that this dividing
surface constructed in the phase space has the locally no-
recrossing property20, and in general, trajectories will show
global recrossings of the DS due to the Poincaré recurrence
theorem22. However, since the energy surface in the two DOF
saddle-node Hamiltonian is unbounded (open potential well),
trajectories that go beyond a certain negative x−coordinate do
not return to cross the DS.
For the coupled system, we do not have an explicit ana-
lytical form for the periodic orbit based DS since the unstable
periodic orbit has to be computed using a turning point or con-
tinuation type method23. However, the DS is given by
forward DS:
{
(x,y, px, py) ∈ R4 | px(xUPO,yUPO, py;e)< 0
}
(26)
backward DS:
{
(x,y, px, py) ∈ R4 | px(xUPO,yUPO, py;e)> 0
}
(27)
where px = ±
√
2e− p2y−ω2y2+
√µx2− (α/3)x3 is the
fixed energy constraint and xUPO,yUPO ∈ UPO. To simplify
our computation, we sample points in the phase space region
with x > 0 and use the line x = −5 as the fictitious boundary
of the phase space, that is trajectories are stopped once they
cross the line x =−5. This condition ensures that all reactive
trajectories pass through the recrossing free DS (Eqns. (26)
and (27)) and are terminated thereafter. A representative reac-
tive trajectory and the distribution of sample initial conditions
on the energy surface is shown as the projection on the con-
figuration space in Fig. 11. In Fig. 11, the blue curves are two
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FIG. 9. Configuration space view of the ratio of the bottleneck-width and well-width. Shows the equipotential contours for the two DOF
system. (a) ε = 0, ∆E = 0.05 and Rbw = 0.07 (b) ε = 0, ∆E = 0.5, and Rbw = 0.21 (c) ε = 4.0, ∆E = 0.5, and Rbw = 0.79. In all the plots,
parameters α = 1.0, µ = 4.0, ω = 3.0 are fixed.
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FIG. 10. Reaction probability for the one DOF Hamiltonian. (a)
The red “cross” marks the location of the saddle point, the red “dot”
marks the location of the center point. The black circles show the
microcanonical ensemble on the isoenergetic contour at total energy,
e= 0.5 in blue. α = 2 is fixed. (b) Shows the increase in the reaction
probability with decreasing depth and increasing flatness, amd µ = 4
is fixed.
representative reactive trajectories which start from one of the
sampling points with negative px and total energy e= 0.5. We
can see that they start from the reactants region, cross through
the DS and escape to the products region. The green curve is
a representative nonreactive trajectory which starts from one
of the sampling points with negative px and total energy 0.5.
We can see that the trajectory is trapped in the reactants region
and will not evolve to the products region.
We perform a Monte Carlo simulation of the microcanon-
ical ensemble of initial conditions in the four dimensional
phase space with px < 0. First, we select approximately 100
initial points {xi,yi} in the configuration space, and these
points satisfy the condition V (xi,yi) ≤ e, xi ≥ 0 and where
e is the total energy of system. For each point {xi,yi}, we
then select 100 random values of negative px. This ensem-
ble is integrated until they cross the fictitious boundary for
both the two DOF uncoupled and coupled systems.The reac-
tion probability obtained by varying the depth, flatness, and
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FIG. 11. Configuration space view of the microcanonical ensem-
ble and equipotential contours in the two DOF saddle-node Hamil-
tonian with parameters: α = 1,µ = 4,ω = 3,e = 0.5, (a) uncoupled:
ε = 0, and (b) coupled: 5. Since the reaction is defined as going from
x > 0 to x < 0, trajectories are initialized with px < 0. The blue ver-
tical line crosses the origin is the DS, the blue curve is the projection
of the PES with total energy 0.5 in the configuration space. The red
“cross” sign is the location of the saddle point, the red “dot” sign is
the location of the centre point. The blue points correspond to the
choose of initial conditions. The blue curves are reactive trajectories
and the green curve is a nonreactive trajectory.
total energy are shown in Fig. 12. Comparing Fig. 12 (a) and
(b), we see the effect of coupling on the reaction probability
magnitudes and rate of growth. For the uncoupled system in
Fig. 12 (a), the reaction probabilities increase gradually (com-
pared to the coupled system in Fig. 12 (b)) during the time
interval [0,10]. After time t = 10, the reaction probabilities re-
main constant and only 25% or less (depending on the depth
and flatness) trajectories are reactive trajectories. A differ-
ent behavior is observed for the coupled system in Fig. 12
(b) and more than 80% (depending on the depth and flatness)
of trajectories are reactive trajectories. Across all the plots
in Fig. 12, we observe that the reaction probability increases
with decreasing depth and increasing flatness, except in the
coupled case where there is a crossing of the reaction prob-
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FIG. 12. Reaction Probability for the two DOF system. (a) un-
coupled: ε = 0 and (b) coupled: ε = 5. In both systems, the reaction
probability increases with decreasing depth and increasing flatness.
While the coupled system shows almost all trajectories lead to re-
action, the uncoupled system shows trajectories stay trapped in the
well even though their initial momentum, px, was directed towards
the bottleneck. µ = 4, ω = 3, e = 0.5 are fixed for both systems.
abilities for small depths and high flatness over the interval,
2.5 < t < 3.0. Aside from this peculiar crossing, these cal-
culations show that if we decrease the depth of the PES and
increase the flatness of the PES, that is the PES becomes less
deep and more flat, more trajectories lead to reaction for reach
the products region and react.
C. Gap time distribution
We adopt the definition of the gap time24 which is the time
between the two successive recrossings of the DS. To estimate
this quantity, we start on the DS with px > 0 such that the tra-
jectory enters the reactants region, then the time instant when
it recrosses the DS is the gap time or the first passage time.
For our system, when a trajecotory recrosses the DS and en-
ters the products region, the sign of px changes to negative and
x < 0. This happens when the trajectory crosses the forward
DS given by the Eqn. (26). Due to the unbounded energy sur-
face, trajectories that go beyond the fictitious boundary do not
return to the neighborhood of the DS. We perform this calcu-
lation for a microcanonical ensemble of initial conditions and
we record the gap times for all the trajectories starting on the
DS with positive px, and call this the microcanonical gap time
distribution24. In this subsection, we discuss our results on the
gap time distribution by varying the depth and flatness using
the parameter, α , at a fixed total energy.
1. One degree-of-freedom Hamiltonian
For the one DOF system, the DS consists of two points de-
fined in the Eqn. 21 and 22. The gap time is the time when
trajectory starts on the initial position x = 0, px = +
√
2e and
reaches the final position x = 0, px = −
√
2e. Therefore, the
gap time is a single value and is given by the time taken to
move along the isoenergetic contour atH (x, px) = e.
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FIG. 13. Gap times for the one DOF system. The depth and flatness
for each line is varied using α and correspond to the values α =
1 : (D ,F ) = (10.67,30.19), α = 2 : (D ,F ) = (2.67,43.23), and
α = 5 : (D ,F ) = (0.43,133.95). µ = 4 is fixed in all the cases.
2. Two degree-of-freedom Hamiltonian
In this subsection, we use the algorithm25 to sample points
on the phase space DS (which is a 2-sphere) for calculating
the gap time distribution. First, we compute the NHIM which
is an unstable periodic orbit associated with the index-1 sad-
dle equilibrium point in a two DOF system at a total energy
e. Second, we collect the configuration space coordinates
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{(xi,yi)} on the NHIM. This corresponds to projecting the un-
stable periodic orbit (UPO at energy e) onto the configuration
space. For each {(xi,yi)}, our system in the (px, py) plane is
given by:
1
2
(p2x + p
2
y) = e−V (xi,yi) (28)
Therefor, the maximum value of px is
pmaxx =
√
2(e−V (xi,yi)) (29)
and we select px,i uniformly from the interval [−pmaxx , pmaxx ].
Using the definition of the Hamiltonian, we calculate the value
of py,i, which is either positive or negative. We note that
pmaxy = p
max
x , py ∈
[−pmaxy , pmaxy ].
Using this algorithm, we generate a set of microcanonical
ensemble {(xi,yi, px,i, py,i)}e on the phase space DS at a total
energy e. We select the initial conditions with positive px and
integrate so that trajectories enter the reactants region, spend
time in the reactants region and finally leave the reactants re-
gion. We record the time when a trajectory leaves the reactants
region as the gap time of the initial condition of the trajectory.
For the coupled system, the UPO needs to be computed using
numerical method23 and it has been shown2 that for the pro-
jection onto the configuration space tilts with the changes in
the parameters of the PES. Thus, to simplify this detection of
crossing the forward DS, we use the fictitious boundary con-
dition x = −5 which ensures that the trajectory has left the
reactants region and is in the products region. The gap time
distributions are shown in Fig. 14(a) and 14(b) for the uncou-
pled and coupled systems, respectively.
For the uncoupled system, in Fig. 14(a), we see that the
gap time distributions have similar shapes for the three values
of the depth and flatness that we considered; the distribution
only shifts to a later time as the depth is increased and flatness
is decreased. Thus, if we decrease the depth of the PES and
increase the flatness of the PES, that is the PES becomes less
deep and more flat, trajectories spend less time in the reactants
region; an established observation for chemical reactions with
shallow wells. For the coupled system, in Fig. 14(b), we ob-
serve the same time shift as in the uncoupled system, but now
the gap time distributions are distributed over a longer interval
of time compared to the uncoupled system. Comparing the
gap time distributions, we see that if we decrease the depth
and increase the flatness of the PES, all the sample trajecto-
ries leave the reactants region within a shorter interval of time
and the gap times are more close to one another as indicated
by the higher peak and narrower width around the mode of the
distribution.
To illustrate the role of the geometry of the invariant mani-
folds in gap time distributions, we briefly discuss the dynam-
ical fate of the trajectories using Poincaré surface of section
and reactive island theory19. We obtain the surface of section
of the trajectories at a fixed total energy by starting the initial
conditions on the surface:
Uypy =
{
(x,y, px, py) |x = xe , px(x,y, py;e)> 0
}
(30)
where xe is the x-coordinate of the center-center equilib-
rium point as defined in Eqn.7 and e is the total energy. This
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FIG. 14. Gap times for the two DOF system. Shows the distri-
bution for the (a) uncoupled: ε = 0 and (b) coupled: ε = 5 system.
In these plots, the depth and flatness is varied using α and shows
the temporal shift (decreasing) in the mode of the distribution with
decreasing depth and increasing flatness. µ = 4,ω = 3,e = 0.5 are
fixed in all the cases.
positive px momentum makes this surface suitable to explain
trajectories that are sampled for the gap time distributions dis-
cussed above. Using numerical continuation and globaliza-
tion2, we computed the tube (cylindrical) manifolds shown in
the Fig. 15(a,b) which mediate the transport of the trajectories
across the index-1 saddle in the bottlneck of the energy sur-
face. The Poincaré sections and the reactive islands26 of im-
minent reactions are shown in Fig. 15 (c,d) for both the uncou-
pled and coupled system at a fixed total energy, e = 0.5. The
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reactive island of imminent reaction is the first intersection of
the stable and unstable manifold of the unstable periodic orbit
at total energy e with the surface of section (30). These inter-
sections are shown as blue and red boundary around the empty
(white) region in the Poincaré surface of sections, while the
trapped (during the integration time) trajectories in the well
intersect the surface at points shown as black dots. For the
system parameters used in the Fig. 15, trapped trajectories ex-
hibit chaotic dynamics.
D. Directional flux
In this subsection, we discuss the influence of the depth
and flatness on the directional flux through the phase space
dividing surface (DS) in the two DOF system. It is to be noted
that the directional flux calculation for the one DOF system is
not valid due to the geometry of the DS.
1. Two degree-of-freedom Hamiltonian
The directional flux through the phase space DS20,27 is
given by the action of the normally hyperbolic invariant mani-
fold (NHIM) which is of dimension SN−3 in a N−dimensional
phase space. In the two DOF system, the NHIM is an unsta-
ble periodic orbit (UPO) and the directional flux given by the
action simplifies to the line integral
Q =
∫
UPO
p ·dq (31)
For the uncoupled system, the DS is defined by x = 0 in
the three dimensional energy surface, H(x,y, px, py) = e. The
forward (24) and backward DS (25) meet at px = 0 along the
UPO defined by
UPO:
{
(x,y, px, py) ∈ R4 |x = 0, px = 0, 12 p
2
y +
ω2
2
y2 = e
}
(32)
Thus, for the uncoupled system, the directional flux, Q, is
given by
Q =
∫
UPO
p ·dq =
∫ T
0
p · dq
dt
dt
Q =
∫ T
0
(pxx˙+ pyy˙) dt =
∫ T
0
pyy˙ dt
Q =
∫ T
0
p2y dt = eT =
2pie
ω
(33)
where T is the time period of the UPO and pxx˙ vanishes as
px coordinate of the UPO is 0 in the uncoupled system. We
calculate the integral by expressing py in terms of t, which can
be done for the uncoupled system using Hamilton’s equations
of motion (6). We note that this expression is the N = 2 case
for the flux formula in Waalkens and Wiggins20.
(a)
(b)
(c) (d)
FIG. 15. Tube (cylindrical) manifolds and surface of section.
Shows the Poincaré sections and the reactive island of imminent re-
action at total energy e = 0.5 for the uncoupled system (c) ε = 0
and for the coupled system (d) ε = 5. The intersection of the energy
surface with the surface of section (30) is shown in magenta. Other
system parameters µ = 4,ω = 3,α = 1 are fixed.
For the coupled system, the directional flux through the DS
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is given by
Q =
∫
NHIM
p ·dq =
∫ T
0
p
dq
dt
dt
Q =
∫ T
0
(pxx˙+ pyy˙) dt =
∫ T
0
(pxx˙+ pyy˙) dt
Q =
∫ T
0
p2x + p
2
y dt (34)
We evaluate the integral using numerical methods and the un-
stable periodic orbit is computed using the open source python
package23. We choose the paramters such that for different ε
values, our D are roughly integer values between (0,10]. We
can then calculate F using the same parameter values. We
present the changes in the directional flux for different depth
and flatness of the PES in Fig. 16. The depth and flatness of
the PES is varied using the parameter ω while all other system
parameters and the total energy are fixed.
We observe that for the uncoupled system in Fig. 16(a), D
stays constant and this is because our formula for the depth
in the uncoupled system does not depend on the parameter
ω . However, in Fig. 16(b), Q decreases as we increase the
flatness F for the uncoupled system, ε = 0. For the coupled
system given by ε > 0 in Fig. 16(a), when we decrease the
depth of the PES, the directional flux through the DS also de-
creases. In Fig. 16(b), we observe that when the flatness of the
PES increases, the directional flux through the phase space DS
decreases. In the coupled system, the rate of decay of the di-
rectional flux is influenced by the coupling strength, ε as we
observe linear and polynomial behavior for the two values of
ε considered here in Fig. 16.
IV. CONCLUSIONS AND OUTLOOK
In this article, we have presented a formulation for the depth
and flatness of a potential energy surface and connected them
with quantitative measures of a reaction, such as the reaction
probability, directional flux, and gap times. This is done using
the one and two degrees of freedom saddle-node Hamiltonian
as a preliminary step in understanding a chemical phenom-
ena such as the role of depth and flatness. We observe that
decreasing the depth or increasing the flatness of a PES in-
creases the reaction probability in all the systems considered
here (cf. Figs. 10(b), 12(a), and 12(b)). Our investigation also
showed that the form of coupling chosen in the two degrees of
freedom saddle-node Hamiltonian increases the reaction prob-
ability (both the magnitude and rate of growth, cf. Fig. 12(a)
and Fig. 12(b)) and decreases the peak values of the gap time
distribution (cf. Fig. 14(a) and Fig. 14(b)). In addition, the
gap times in the uncoupled system are spread over a small in-
terval (4 < t < 11), while for the coupled system gap times
are distributed over a longer interval (0 < t < 20). It is to be
noted that the formulation (sect: II C) presented here is valid
for systems with more than two degrees of freedom where the
phase space is more than four-dimensional.
In this study, the relationship between the two geometric
characteristics of a PES, that is the depth and flatness, and the
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FIG. 16. Directional Flux Q for the two DOF sytem. Shows the
reaction flux through the phase space DS increases with increase in
(a) depth and decreases with increase in (b) flatness of the PES. The
blue, orange and green dots correspond to values of directional flux
for ε = 0.0,2.5,5, respectively. µ = 4,α = 1,e = 0.5 are fixed in all
the cases.
quantitative measures of a reaction is in agreement with the
qualitative understanding from a chemical standpoint. One
can use this understanding of the influence of the depth and
flatness to assist in predicting reaction rates by incorporat-
ing the geometric characteristics of the PES as attributes in a
machine-learning model. Related future work would be to use
the depth and flatness formulation presented here for studying
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a PES with multiple bottlenecks and wells. Furthermore, the
influence of flatness on roaming and dynamical matching6,21
that plays a role in product ratio needs to investigated from a
quantitative standpoint.
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Appendices
Appendix A: Derivation of normal form Hamiltonian for the
saddle-node bifurcation
The following is concerned with the classical Hamiltonian
saddle-node bifurcation and using it to model some phenom-
ena of interest relevant to chemical reactions — bifurcations
of NHIMs, depth and flatness of the potential energy surface.
1. The “Standard” Hamiltonian Saddle-Node Bifurcation
The normal form for the one DOF Hamiltonian saddle node
bifurcation is given by:
H(q, p) =
p2
2
−µq+ q
3
3
, (A1)
with correcponding Hamilton’s equations
q˙ = p,
p˙ =−q2+µ, (A2)
and µ is the bifurcation parameter. The equilibria are given
by q2 = µ, p = 0.
The Jacobian of the vector field is:(
0 1
−2q 0
)
. (A3)
We evaluate the Jacobian at each equilibrium point to deter-
mine stability:
(−√µ,0) :
(
0 1
2
√µ 0
)
, saddle, (A4)
(
√
µ,0) :
(
0 1
−2√µ 0
)
, center. (A5)
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2. Fixing the Saddle Point at the Origin
In the Hamiltonian saddle node described above the equi-
libria move as µ is varied. It will be useful to fixe the saddle
point at the origin. To do this we introduce the following co-
ordinate transformation: q = x−√µ, p = y. Substituting this
into (A2) gives:
q˙ = x˙ = p = y,
p˙ = y˙ =−(x−√µ)2+µ,
=−x2+2x√µ. (A6)
or
x˙ = y,
y˙ = 2
√
µx− x2, (A7)
with corresponding Hamiltonian:
H(x,y) =
y2
2
−√µx2+ x
3
3
. (A8)
The equilibria are given by:
(x,y) = (0,0), (2
√
µ,0). (A9)
The Jacobian of the vector field is:(
0 1
−2x+2√µ 0
)
. (A10)
We evaluate the Jacobian at each equilibrium point to de-
termine stability:
(0,0) :
(
0 1
2
√µ 0
)
, saddle,
(2
√
µ,0) :
(
0 1
−2√µ 0
)
, center.
3. Parameter to Control the Depth of the Potential Energy
Surface
The depth of the potential well is controlled by the cubic
term in the potential energy surface. Therefore we introduce
a parameter that allows us to vary the amplitude of this term:
H(x,y) =
y2
2
−√µx2+ αx
3
3
, α > 0. (A11)
x˙ = y,
y˙ = 2
√
µx−αx2. (A12)
The equilibria are given by:
(x,y) = (0,0),
(
2
α
√
µ,0
)
. (A13)
The Jacobian of the vector field is given by:
(
0 1
2
√µ−2αx 0
)
. (A14)
We evaluate the Jacobian at the equilibria to determine their
stability:
(0,0) :
(
0 1
2
√µ 0
)
, saddle.
(
2
α
√
µ,0
)
:
(
0 1
−3√µ 0
)
, center.
“Depth” of the potential energy surface is determined by
the difference between the potential evaluated at the saddle
minus the potential evaluated at the center (minumum of the
well). The potential energy function is given by:
V (x) =−√µx2+ αx
3
3
, α > 0, (A15)
and this difference is given by:
V (0)−V
(
2
α
√
µ
)
=
4
α2
µ
√
µ− α
3
4
α2
µ
2
α
√
µ,
=
(
4
α2
− 8α
3α3
)
µ
√
µ,
=
(
12
3α2
− 8
3α2
)
µ
√
µ,
=
4
3α2
µ
√
µ. (A16)
Hence for a fixed µ (that is, the distance apart of the two
equilibria) the potential is made less deep by taking large α .
Appendix B: Derivation of the expression for the ratio of the
bottleneck-width and well-width for the coupled two DOF
system
The following expression is defined as A:
A = e−
(α
3
x3−√µ x2+ ε
2
x2
)
+
2x2ε2
4(ω2+ ε)
(B1)
Then the ratio of the bottleneck-width and well-width can
be written as
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Rbw =
wb
ww
=
width of the bottleneck
width of the well
=
√
2e
ω2+ ε√
A|x=xe,V=e
√
2
ω2+ ε
=
√√√√√ ee− (α
3
(xe)3−√µ (xe)2+ ε
2
(xe)2)+
2(xe)2ε2
4(ω2+ ε)
=
√√√√√ ee− (α
3
xe−√µ + ε
2
− 2ε
2
4(ω2+ ε)
)((xe)2)
=
√√√√√ ee− (α
3
1
α
(2
√µ− ω
2ε
ω2+ ε
)−√µ + ε
2
− 2ε
2
4(ω2+ ε)
)
1
α2
(2
√µ− ω
2ε
ω2+ ε
)2
=
√√√√√ ee− 1
α2
(
2
√µ
3
− ω
2ε
3(ω2+ ε)
−√µ + ε
2
− 2ε
2
4(ω2+ ε)
)(2
√µ− ω
2ε
ω2+ ε
)2
=
√√√√√ ee− 1
α2
(−
√µ
3
+
ω2ε
6(ω2+ ε)
)(2
√µ− ω
2ε
ω2+ ε
)2
=
√√√√ e
e+
1
6α2
(2
√µ− ω
2ε
ω2+ ε
)3
=
√
e
e+Dε
(B2)
