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Abstract 
Jones, D.J., Use of a shooting method to compute eigenvalues of fourth-order two-point boundary value 
problems, Journal of Computational and Applied Mathematics 47 (1993) 395-400. 
The shooting method for solving regular two-point boundary value problems (TPBVPs) can also be used to 
solve eigenvalue problems of that type. The method in the past has been used to solve eigenvalue problems 
related to partial differential equations as in the Helmholtz equation for example. The present new 
application to computing eigenvalues related to fourth-order ordinary differential equations is shown to be 
quite straightforward and solutions are obtained in a few seconds on modern workstations. 
Keywords: Eigenvalues; fourth-order two-point boundary value problems; shooting methods. 
1. Introduction 
In [7] a finite-difference method is used to obtain eigenvalues for a fourth-order TPBVP. 
This follows earlier work by Chawla et al. [1,2] who also used finite-difference methods. A more 
accurate determination of the eigenvalues was reported in [7]. The purpose of this note is to 
illustrate how the shooting method, better known for solving regular (noneigenvalue) type 
TPBVPs, can also be used for solving eigenvalue problems of the above type. This can be 
achieved very efficiently in a matter of a few seconds computing time on modern workstations. 
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The concept of using shooting methods for eigenvalue problems related to differential 
equations is not new, as the author [5,6] applied the method to the Helmholtz equation in a 
rectangle and showed that accurate results for the first several eigenvalues could be obtained. 
In that approach the method of lines was used to break the partial differential equations into a 
set of coupled ordinary differential equations with two first-order equations for each dividing 
line. Typically a set of twenty ODES were integrated from one edge of the rectangle to the 
opposite edge. By using a Newton-type iteration the eigenvalues and corresponding eigenvec- 
tors were obtained. 
In the present case of a fourth-order TPBVP, the application of the shooting method is 
much simpler as only four first-order equations, obtained after rewriting the fourth-order 
equation, have to be integrated from one end of the shooting range to the other. The procedure 
is carried out in two stages. In the first stage, approximations to the required eigenvalues are 
obtained by finding a least-squares olution (see the next section for details) for various values 
of A starting with small values near zero and stepping forward to cover the range of interest for 
the eigenvalues. This procedure pinpoints the whereabouts of the eigenvalues of the equation 
and these approximations can then be used as inputs to the second stage. The second stage 
consists of a Newton procedure to compute accurately the required eigenvalue and correspond- 
ing eigenvector. The eigenvalue can be determined, in principle, to any required (machine) 
accuracy by increasing the number of steps in the integration procedure. Typically, 160 steps in 
the fourth-order Runge-Kutta and predictor-corrector method will give very good accuracy for 
the smaller eigenvalues, while 2000 steps will give accuracy to many decimal places even for the 
larger eigenvalues. Richardson extrapolation can also be used to give higher accuracy with the 
smaller number of steps. These concepts are discussed below. 
2. The shooting method 
The example given in [7] is used to illustrate the shooting method as applied to fourth-order 
TPBVPs of the eigenvalue type. The problem is given as 
Y 
(4) _ 5 
i 1 
t4 Y = 0, (1) 
with 
y(1) =y’(l) =y(e) =y’(e) = 0. 
The first five eigenvalues are sought; their values to some twelve significant figures are 
obtained analytically and are quoted in [7]. A comparison will also be made later in this paper 
to the most accurately obtained numerical values quoted in [7] which were obtained using a 
five-diagonal finite-difference method. 
To integrate (1) by standard numerical methods such as Runge-Kutta and predictor-correc- 
tor, a system of four first-order equations is written: 
dY1 dY2 dY3 dy, A 
z=Y2, dt=y,, z=Y4, dt=FYl’ (2) 
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with 
y,(l) = y,(l) = yl(e) = y,(e) = 0, (3) 
with y, = y in the notation of (1). Integration from t = 1 to t = e can now be made, provided an 
estimate of A is available and also provided an estimate of y,(l) or y,(l) is available. Since the 
eigenvector solution is arbitrary to a constant factor, either y,(l) or y,(l) can be fixed equal to 
a constant. In this case y,(l) is fixed equal to 0.1 in all cases. Having made the integration to 
t = e with estimates of h and y,(l), the values of yl(e> and y,(e) are inspected and will not be 
zero as required, unless h and y,(l) were estimated very accurately. However a search method 
can easily be set up to locate the approximate values of A and y,(l), which is described in the 
next section. A second stage then uses these estimates to evaluate more accurately the 
numerical values of the unknowns A and y,(l). 
2.1. First stage 
The value of h is fixed at zero and is incremented in steps up to the value of interest to the 
user. For example, in our case h = 0 up to 100000 in steps of 20 was used to be sure that the 
first few eigenvalues would be located. On each step for h, the value of y,(l) is found by 
minimizing the sum square of residuals at t = e, i.e., y,(ej2 + y2(e)2 is minimized with respect to 
y,(l). This minimization is given by the formula 
where A = yl(e>, B = y,(e) and X = y,(l). The important observation to make here is that the 
change to X, called AX in this formula, will be exact since the system of differential equations 
(2) is linear in y and its derivatives, and the correction formula (4) is second-order accurate. 
The derivatives in (4) are found to machine exactness (since the system is linear) using the 
difference formula 
dA A(X+ SX) -A(X) 
-= 
dX 6X ’ 
and similarly for dB/dX. 6X is taken to be 10e6, while the initial value for X is taken to be 
zero; these values are not critical as the system, as mentioned, is linear. Double precision 
(sixteen decimal digits) is used throughout. To compute the right-hand side of (51, two 
integrations of the system (2) are made. A third integration is then needed using the value 
X + AX as given by (4). 
Figure 1 shows the results of this stage. These results were obtained using the fourth-order 
Runge-Kutta scheme with Gill constants (e.g., [3]) followed by a fourth-order predictor-cor- 
rector method of [4]. N = 40 steps were used in the integration and the whole process took 13 
sets on an IBM RISC 6000/550 workstation. On Fig. 1 are shown the sum squares residuals 
S =A2 + B2 against values for A up to 100000. It can be seen that whereabouts of the true 
eigenvalues (exact values are listed in Table 2) are located efficiently in this manner as the true 
solutions can only be where the residuals are zero (or machine zero). Note that plotting the log 
of S as shown on the ordinate gives a much sharper definition of the eigenvalue than simply 
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Fig. 1. Log of residuals versus A. The dips indicate the whereabouts of the eigenvalues. 
using S. Using the estimates thus obtained from this stage, the roots can now be obtained more 
accurately by proceeding to the second stage. 
2.2. Second stage 
In this stage a Newton method is used to determine the solution. One could use a 
one-dimensional Newton method to determine A and find y,(l) on each Newton iteration by 
the least-squares method above. But in our case we chose to use a two-dimensional Newton 
search to determine A and y,(l) simultaneously. In vector notation V= (A, y3(1>jT, we have 
J61/= -f, 
where .I is the Jacobian, 6V is the change to V and f is the vector of residuals, i.e., 
(y,(e), y2(e>)T. S ince a good estimate of I/ is available from the first stage above, the Newton 
iteration is very quick to converge. The derivatives in the Jacobian are found using (5). 
3. Results 
To illustrate the root-finding method (second stage), iterations for the first and fifth 
eigenvalue are listed in Table 1. Clearly the iteration is very efficient with only three or four 
steps needed for convergence. These tables were produced with N = 40 integration steps and 
each complete computation (using ten Newton steps) took about 0.1 sets. 
For higher accuracy in determining the eigenvalues, either Richardson extrapolation can be 
used or simply a large number of steps can be used in the integration stage. Since the problem 
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Table l(a) 
Newton iterations for first eigenvalue 
399 
Iteration A Y,(l) YJe) Y,(e) 
0 540.0 - 0.02957 8.53.10-5 9.57.10-6 
1 531.695 192 - 0.029 74 7.90.10-6 2.21.10-5 
2 531.847497 - 0.029 74 6.65. lo- lo 1.41.10-9 
3 531.847491 - 0.029 74 -1.04.10-‘” -2.34.10-16 
4 531.847491 - 0.029 74 1.59.10-‘7 3.95.10-l’ 
Table l(b) 
Newton iteration for fifth eigenvalue 
Iteration 
0 
A 
89 300.0 
Y,(l) 
- 0.00632 
Y&e) 
4.8.10-* 
Y,(e) 
3.3.10-’ 
1 89295.2164 - 0.006 32 1.0.10-5 7.7.10-5 
2 89432.738 9 - 0.006 32 3.0. 1o-4 2.1.10-3 
3 89431.9105 - 0.006 32 2.6.10-s 1.8. lo-’ 
4 89432.0579 - 0.00632 -7.4.10-9 -5.2.10-’ 
5 89 432.057 9 - 0.006 32 1.9.10-‘” 1.3.10-‘2 
at hand is so “small”, one can easily use, say, 2000 steps in the integration, and in a matter of 
seconds an accurate eigenvalue is determined as shown in Table 2 where all the first five 
eigenvalues are shown and compared to their exact values. In this table, N = 2000 steps were 
used and the ten Newton iterations for convergence took 1.2 sets for each eigenvalue. 
Table 3 shows the fifth eigenvalue obtained using different values for the number of 
integration steps N, as well as values obtained using Richardson extrapolation assuming the 
Table 2 
Eigenvalues obtained after ten Newton iterations using 2000 integration steps 
Eigenvalue A A (exact) 
1 531.836459064 531.836459064 
2 3919.16273370 3919.16273370 
3 14865.4293298 14865.4293298 
4 40373.3097674 40 373.309 767 2 
5 89795.9545157 89795.9545147 
Table 3 
Values of the fifth eigenvalue obtained for various values of N (AR = Richardson extrapolation; A, = exact value) 
_ 
N A l-A/A, AR 
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error is O(W5); this being the theoretical error of the integration schemes. As noted, the 
Richardson extrapolation does not always give an improvement for this large eigenvalue, 
whereas lower eigenvalue evaluations using this technique worked better. For numerical 
comparison in this case, note that the fifth eigenvalue obtained using [7, (2.1911 with N = 128 
steps gave an accuracy, as defined in the third column of Table 3, of 5.5 * 10m6. 
4. Conclusions 
It has been shown that the shooting method is a very efficient method for finding the 
eigenvalues of fourth-order TPBVPs. Very good accuracy is obtained in only a few seconds on a 
modern workstation. 
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