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Abstract
Given a digraph D and a subset X of vertices of D, pushing X in D means reversing the orien-
tation of all arcs with exactly one end in X . We continue the study of deciding whether a digraph
can be made acyclic using the push operation, focussing on special classes of well-structured
digraphs. It is proved that the problem remains NP-complete even when restricted to the class
of bipartite digraphs (i.e., oriented bipartite graphs). We characterize, in terms of two forbidden
subdigraphs, the chordal digraphs which can be made acyclic using the push operation, and show
that there is no similar characterization for the family of chordal bipartite digraphs. A polynomial
algorithm, based on 2-SAT, for solving the problem for a subclass of the chordal bipartite di-
graphs is given. Finally, a characterization in terms of a 5nite number of forbidden subdigraphs,
of the acyclically pushable bipartite permutation digraphs is given. ? 2002 Elsevier Science
B.V. All rights reserved.
Keywords: Pushing vertices; Chordal digraph; Chordal bipartite digraph; Bipartite permutation
digraph
1. Introduction
For basic de5nitions regarding graphs and digraphs we refer to [1]. Let D=(V; A)
be a digraph, and X ⊆ V . De5ne DX to be the digraph obtained from D by reversing
the orientation of all arcs with exactly one end in X , and say that DX is obtained from
D by the operation of pushing X.
This operation has been previously studied in the literature in the context of tourna-
ments [3,9], ordered sets [13,14], and general digraphs [8,10,11]. The emphasis in the
recent studies has been on using the push operation to transform a given digraph into
one with certain predescribed properties, e.g., having many directed cycles, a directed
Hamilton cycle, or no directed cycles at all.
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Fig. 1. The two forbidden tournaments.
A digraph containing no directed cycles is acyclic. A digraph which can be made
acyclic using the push operation is called acyclically pushable. The problem of deciding
whether a given digraph is acyclically pushable was 5rst studied by Klostermeyer [8],
who proved that the problem is NP-complete for general digraphs, and that every
oriented outerplanar graph is acyclically pushable. By contrast, MacGillivray and Wood
[12] showed that a tournament is acyclically pushable if and only if it contains neither
of the two tournaments in Fig. 1. This implies that the problem of deciding whether
a given tournament is acyclically pushable is polynomial time solvable. More general
results have been obtained in [6,7].
A graph is chordal (resp. chordal bipartite) if it contains no induced cycles of
length greater than three (resp. is bipartite and contains no induced cycles of length
greater than four). A digraph is called bipartite (resp. chordal, chordal bipartite) if
its underlying graph is bipartite (resp. chordal, chordal bipartite).
In this paper, we continue the study of deciding whether a digraph is acyclically
pushable. The digraphs constructed in Klostermeyer’s NP-completeness proof [8] have
induced directed cycles of length four. We begin by showing, in contrast to this result,
that a chordal digraph is acyclically pushable if and only if it contains neither tourna-
ment in Fig. 1. This generalizes the result on acyclically pushable tournaments in [12].
In the remainder of the paper we turn our attention to bipartite digraphs. We 5rst show
that the problem of deciding whether a given digraph is acyclically pushable remains
NP-complete when restricted to the class of bipartite digraphs, generalizing [8]. We
describe an in5nite family of chordal bipartite digraphs which are not acyclically push-
able, hence the acyclically pushable members of this family cannot be characterized
in terms of a 5nite number of forbidden subdigraphs. We also describe an algorithm,
based on 2-SAT, for deciding whether an orientation of chordal bipartite graph with
a vertex of eccentricity two is acyclically pushable. We do not know if the prob-
lem is polynomial time solvable for the class of chordal bipartite digraphs. Finally, in
Section 5 we give a characterization, in terms of a 5nite number of forbidden subdi-
graphs, of which bipartite permutation digraphs (a subclass of chordal bipartite
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digraphs) are acyclically pushable. This implies the problem is polynomial time solv-
able for this class of digraphs.
Observe that loops, multiple arcs, or directed cycles of length two play little role
in the complexity of the above problem. This is because no digraph is acyclically
pushable if it contains loops or directed cycles of length two, and multiple arcs do not
eJect the property of being acyclically pushable. Thus, we assume that all digraphs
under consideration contain no loops, multiple arcs, or directed cycles of length two.
In other words, we consider only oriented graphs.
Let D=(V; A) be a digraph and u; v∈V be two vertices of D. When uv∈A is
an arc of D, we say that u dominates v or v is dominated by u, and we also say
that u and v are adjacent. We shall use ID(v) (resp. OD(v)) to denote the set of
all vertices that dominate (resp. are dominated by) v. The indegree (resp. outdegree)
of v is de5ned to be |ID(v)| (resp. |OD(v)|). We shall use N (v) to denote ID(v) ∪
OD(v) and N [v] to denote N (v) ∪ {v}. (The notation makes sense since these are the
open and closed neighbourhoods of v in the underlying graph of D.) Suppose that D
is acyclic. Then the vertices of D can be linearly ordered v1; v2; : : : ; vn such that vi
dominates vj only if i¡ j. The linear order is called a topological sort of the acyclic
digraph D.
Observe that the relation ≡ on all digraphs, de5ned by D ≡ D′ if and only if
DX ∼= D′ for some X ⊆ V (D), is an equivalence relation. The equivalence class
that contains D shall be denoted by [D]. For example, the two tournaments in Fig.
1 form an equivalence class. The property of being acyclically pushable is an invari-
ant for each [D], that is, either every digraph in [D] is acyclically pushable or none
are.
2. Chordal digraphs
Every tournament is clearly a chordal digraph. According to [12], a tournament
is acyclically pushable if and only if it contains neither tournament in Fig. 1 as a
subdigraph. We show the same statement is true for chordal digraphs. We begin with
the following straightforward consequence of Theorem 4:5 in [12]. A proof is included
for completeness.
Lemma 2.1. Let v1; v2; : : : ; vn be the topological sort of an acyclic tournament T.
Then; for X ⊆ V (T ); the tournament TX is acyclic if and only if X or V (T )− X is
the set {v1; v2; : : : ; vp} for some p.
Proof. It is clear that if X or V (T )−X is the set {v1; v2; : : : ; vp} for some p, then TX
is acyclic with topological sort vp+1; vp+2; : : : ; vn; v1; v2; : : : ; vp. We prove the converse.
Since TX =TV (T )−X , we may assume v1 ∈X . We claim that if vk ∈X , then vj ∈X for
16 j6 k. If the statement is false, there exist indices i¡ j¡k, such that vi; vk ∈X
and vj 
∈ X . But then TX contains the directed 3-cycle vkvjvivk , a contradiction.
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The following lemma is used in the proof of Theorem 2.3, and also elsewhere in
this paper.
Lemma 2.2. Let D be a digraph and let u be a vertex of D. Suppose that D is acycli-
cally pushable. Then, there exist Z; Z ′ ⊆ V (D)−{u} such that DZ is acyclic with u be-
ing of indegree zero; and DZ
′
is acyclic with u being of outdegree
zero.
Proof. Since D is acyclically pushable, there exists X ⊆ V (D) such that DX is
acyclic. Since DX =DV (D)−X , we may assume that u 
∈ X . Let v1; v2; : : : ; vn be a
topological sort of DX . Thus, u= vk for some k ∈{1; 2; : : : ; n}. Let Z be the sym-
metric diJerence of X and the set {v1; v2; : : : ; vk−1}. It is easy to see that u 
∈ Z and
vk ; vk+1; : : : ; vn; v1; v2; : : : ; vk−1 is a topological sort of DZ . Let Z ′ be the symmetric
diJerence of Z and V (D)−{u}. Then DZ′ is the digraph obtained from DZ by pushing
all vertices except u. The result now follows from Lemma 2.1.
A vertex x of a digraph D is called a simplicial vertex if N [x] induces a tournament
in D. A theorem of Dirac [2] implies that every chordal digraph contains a simplicial
vertex.
Theorem 2.3. A chordal digraph D is acyclically pushable if and only if D contains
neither tournament in Fig. 1 as a subdigraph.
Proof. We only prove the suMciency as the necessity is clear. The proof is by induc-
tion on the number n of vertices of D. Assume that the statement is true for all chordal
digraphs with fewer than n vertices. In view of the result in [12], we may assume that
D is not a tournament. Let v be a simplicial vertex of D, let Z = ID(v) and consider
D′=DZ . Then the vertex v is of indegree zero in D′. For each of the two tournaments
in Fig. 1, the result of pushing a set of vertices is one of the same two tourna-
ments. Thus, since D contains neither tournament in Fig. 1 as a subdigraph, ND′ [v]
induces an acyclic tournament T in D′. Let u be the vertex of T − v of indegree zero
in D′.
Note that D′ − v is a chordal digraph which contains neither tournament in Fig. 1
as a subdigraph. Hence, by the induction hypothesis D′ − v is acyclically pushable.
According to Lemma 2.2, there exists Y ⊆ V (D′ − v) − {u} such that (D′ − v)Y is
acyclic and u has indegree zero (in (D′ − v)Y ). This means that Y is a subset of
V (D′)− N [v]. Thus DY∪Z is acyclic.
Corollary 2.4. The problem of deciding if a given chordal digraph is acyclically push-
able is solvable in polynomial time.
A straightforward implementation of the algorithm implied by the proof of
Theorem 2.3 has time complexity O(n3), where n= |V |.
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Fig. 2. The digraph H in Lemma 3.2 and Theorem 3:3.
3. NP-completeness
In this section, we show that the problem of deciding whether a given bipartite di-
graph is acyclically pushable is NP-complete. The 5rst two lemmas establish properties
of the gadgets that will be used in the proof.
Lemma 3.1. Let S be the directed six-cycle v1v2 : : : v6v1 and X be a subset of
{v1; v3; v5}. Then SX is acyclic if and only if ∅ ⊂ X ⊂ {v1; v3; v5}.
Proof. It is easy to see that SX is not acyclic if and only if SX is S or the directed
cycle obtained by reversing the direction of all arcs of S. For X restricted as in the
statement, this can occur only when X = ∅ or X = {v1; v3; v5}.
Lemma 3.2. Let H be the digraph shown in Fig. 2; and X be a subset of {g1; g3; g5}.
Then HX is acyclic if and only if X = {g3} or X = {g1; g5}. Moreover; when HX is
acyclic; HX contains neither a directed (g1; g5)-path nor a directed (g5; g1)-path.
Proof. In order for HX to be acyclic, X must contain exactly one vertex from each
of {g1; g3} and {g3; g5}. This means that X = {g3} or X = {g1; g5}, and in either
case, HX is acyclic and contains neither a directed (g1; g5)-path nor a directed
(g5; g1)-path.
We now de5ne the NP-complete problem which we will use in our transformation:
NOT-ALL-EQUAL 3-SAT without negated variables (see [15], and also [4, p. 259])
Instance: A set W of boolean variables, and a set C is the set of three-variable
clauses over W , none of which contains a negated literal.
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Question: Does C have a satisfying truth assignment in which each clause contains
a true literal and a false literal.
Theorem 3.3. The problem of deciding whether a bipartite digraph is acyclically
pushable is NP-complete.
Proof. The transformation is from NOT-ALL-EQUAL 3-SAT without negated vari-
ables. Suppose that an instance (W;C) of this problem is given. Construct a (bipartite)
digraph B as follows. For each clause c= x∨y∨ z ∈C, B contains a directed six-cycle
Sc= vc;1vc;2 : : : vc;6vc;1. We think of the vertices vc;1; vc;3, and vc;5 as corresponding to
x; y and z, respectively, and for each such vertex, we will ultimately view the two
states “pushed” and “not pushed” as true and false, respectively. Since a variable can
appear in more than one clause, an additional gadget is needed to assure consistency,
that is, either all vertices corresponding to a particular variable are pushed or none
are. For each pair of distinct vertices, say  and , corresponding to the same variable
x∈W , add a new copy of the digraph H shown in Fig. 2 and identify  with g1, and
 with g5. The 5nal step in the construction of B is to add a vertex u and arcs from
u to each vertex in {vc;2; vc;4; vc;6: c∈C} and vertices g0; g2; g4; g6 in each copy of H .
Clearly, the construction of B can be accomplished in polynomial time. Further, B is
bipartite with one partite set consisting of vc;2; vc;4; vc;6 for each c∈C, and g0; g2; g4; g6
in each copy of H . We claim that B is acyclically pushable if and only if the instance
(W;C) of NOT-ALL-EQUAL 3-SAT without negated literals has a satisfying truth
assignment in which each clause contains a true literal and a false literal.
Suppose that B is acyclically pushable. Then, by Lemma 2.2, there exists a set
Z ⊆ V (B) − {u} such that BZ is acyclic and u has indegree zero (in BZ). Thus, Z
is a subset of the set consisting of vc;1; vc;3; vc;5 for each c∈C and g1; g3; g5 in each
copy of H . Let x∈W and suppose that  and  are two distinct vertices corresponding
to x. Then there is a copy of H in which g1 =  and g5 = . By Lemma 3.2, either
{; } ⊆ Z or {; } ∩ Z = ∅. Thus, either all vertices of B corresponding to x are
in Z , or none of them is in Z . To de5ne a truth assignment, we set the variable x
to true if and only if any vertex corresponding to x is in Z . By Lemma 3.1, ∅ ⊂
Z ∩ {vc;1; vc;3; vc;5} ⊂ {vc;1; vc;3; vc;5} for each c∈C. Hence, each clause of C contains
both a true literal and a false literal.
Suppose conversely that (X;C) has a truth assignment in which each clause contains
a true literal and a false literal. Let Z ⊂ V (B) be the set of all vertices corresponding
to true literals and vertices g3 from each copy of H joining vertices corresponding to
false literals (i.e., in which the literal corresponding to g1 is false). We claim that BZ
contains no directed cycles. First observe that the vertex u is of indegree zero in BZ and
thus no directed cycle contains u. In each copy of H , Z contains either both g1 and g5
or just g3. By Lemma 3.2, the subdigraph of BZ induced by V (H) contains no directed
cycle and there is no directed path connecting g1 and g5. Since each copy of H has
at most one vertex (e.g., g1 or g5) in {vc;1; vc;2; : : : ; vc;6} for each c∈C, any directed
cycle of BZ , if it exists, must be in the subdigraph induced by {vc;1; vc;2; : : : ; vc;6}. But
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Fig. 3. The digraph D6.
Lemma 3.1 ensures there is no such cycle as Z contains one or two vertices from
{vc;1; vc;3; vc;5}. Therefore, BZ is acyclic, i.e., B is acyclically pushable.
4. Chordal bipartite digraphs
We begin this section by describing an in5nite family of chordal bipartite digraphs
which are not acyclically pushable, but which are vertex-critical with respect to this
property. This suggests that there is no analogue of Theorem 2.3 in the bipartite case,
and hence no similar polynomial time algorithm. Whether there is polynomial time
algorithm for deciding if a chordal bipartite graph is acyclically pushable remains an
open problem. Theorem 4.1, at the end of the section, implies such an algorithm in
the case where the underlying graph has a vertex of eccentricity at most two.
The de5nition of a chordal bipartite digraph implies that if a chordal bipartite digraph
is not acyclic then it must contain a directed four-cycle. This fact will be repeatedly
used (sometimes implicitly) in this section, and the next.
For each m¿ 4, let Dm be the bipartite digraph with V (Dm)= {x1; x2; : : : ; xm; y1; y2;
: : : ; ym}, and A(Dm)= {x1yj: 16 j6m}∪{xiyi−1; xiyi: 26 i6m}∪{y1xj: 36 j6m}
∪ {yjxi: 36 i¡ j6m} ∪ {ymx2}. The digraph D6 is shown in Fig. 3.
It is easy to verify that each Dm is a chordal bipartite digraph: vertex x1 cannot be
in any induced cycle of length greater than four in the underlying graph, so Dm is
chordal bipartite if and only of Dm − x1 is chordal bipartite. Similar arguments apply
to the remaining vertices in the order y1; ym; x2; x3; y2; x4; y3; : : : ; xm; ym−1.
If Dm is acyclically pushable, then by Lemma 2.2 there is a set U ⊆ X −{x1} such
that DUm is acyclic. If U contains exactly one of xi and xi+1 for some i∈{2; 3; : : : ; m−1},
then DUm contains a directed cycle, e.g., when i¡m− 1, xiymxi+1yixi or xiyixi+1ymxi
and, when i=m−1, either xiy1xi+1yixi or xiyixi+1y1xi. Thus, for each such i, the set U
contains either both xi and xi+1 or neither. Hence, either U = ∅ or U = {x2; x3; : : : ; xm}.
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But in either case x2y1xmymx2 is a directed cycle in Dm. Hence, Dm is not acyclically
pushable.
To see that each vertex-deleted subdigraph is acyclically pushable, note that
y1xmymx2y1 is the only directed cycle in Dm. Hence, deleting any of these ver-
tices leaves an acyclic (and therefore acyclically pushable) digraph. Since, the only
directed cycles in D{y1}m contain the vertex x1, the digraph Dm − x1 is acyclically
pushable. For 36 i6m − 1, the digraph Dm − xi can be made acyclic by pushing
{x2; x3; : : : ; xi−1}, and for 26 j6m− 1, the digraph Dm − yj can be made acyclic by
pushing {y1; x2; y2; x3; y3; : : : ; xj−1; yj−1}.
Finally, since every vertex-deleted subgraph of Dt is acyclically pushable, and no
digraph Ds is acyclically pushable, if s¡ t then Ds is not a subdigraph of Dt .
For a vertex x of a digraph D, we denote N 2[x] =
⋃
v∈N [x] N [v], i.e., the set of
all vertices that can be reached from x through a path of length at most two in the
underlying graph of D.
Theorem 4.1. Let D be a chordal bipartite digraph and let x be a vertex of D. There
is a polynomial time algorithm to decide whether D〈N 2[x]〉 is acyclically pushable.
Proof. Let S =D〈N 2[x]〉 and let H be the digraph obtained from S by pushing IS(x).
Then either both S and H are acyclically pushable or neither is. By Lemma 2.2, H is
acyclically pushable if and only if there is some set X ⊆ V (H)−N [x] such that HX is
acyclic. Since H is chordal bipartite, for any X ⊆ V (H)− N [x], HX is acyclic if and
only if H has no directed four cycles containing exactly two vertices in V (H)−N [x].
Thus, the problem of deciding whether S is acyclically pushable can be reduced to the
linear time solvable 2-SAT problem as follows:
The instance of the 2-SAT problem has variable zi for each i∈V (H) − N [x]. It
has clause ( Szi ∨ Szj) (resp. (zi ∨ Szj), ( Szi ∨ zj), and (zi ∨ zj)) when i; j are contained in
a directed four-cycle in H (resp. H{i}, H{j}, and H{i; j}). It is easy to see from the
construction that the instance is satis5able if and only if there exists X ⊆ V (H)−N [x]
such that HX contains no directed four-cycles.
A straightforward implementation of the algorithm implied by the above proof has
time complexity O(n4), where n= |V |.
Corollary 4.2. Let D be the collection of all chordal bipartite digraphs D such that
there is a vertex x with N 2[x] =V (D). Then there exists a O(|V |4) algorithm to
decide whether a digraph D∈D is acyclically pushable.
5. Bipartite permutation digraphs
Let D be a bipartite digraph with bipartition (X; Y ). Then D is called a bipartite
permutation digraph if there exist vertex orderings x1; x2; : : : ; xp of X and y1; y2; : : : ; yq
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Fig. 4. Two bipartite permutation digraphs.
of Y such that, for any a¡c and d¡b, if xa is adjacent to yb and xc is adjacent
to yd, then xa is adjacent to yd and xc is adjacent to yb. Fig. 4 gives two examples
of bipartite permutation digraphs. Using the de5nition, one can easily prove that every
bipartite permutation digraph is a chordal bipartite digraph.
In this last section, we show that the problem of deciding whether a digraph is
acyclically pushable is polynomial time solvable for bipartite permutation digraphs.
Neither digraph in Fig. 4 is acyclically pushable. If M1 were acyclically pushable,
then by Lemma 2.2, with u equal to the top left vertex, there would be a subset W
of the two vertices on the right of the top row for which MW1 is acyclic, but no such
subset exists. Similarly, applying Lemma 2.2 with u equal to the third vertex from the
left in the bottom row, there is no subset Z of the remaining vertices on the bottom
row for which MZ2 is acyclic.
Let D be a bipartite digraph. An arc xy of D is called a simplicial arc if D〈N [x]∪
N [y]〉 is a bipartite tournament. It was proved (essentially) by Golumbic and Goss [5]
that every chordal bipartite digraph has a simplicial arc and, moreover, the digraph
obtained from a chordal bipartite digraph by deleting a simplicial arc is again chordal
bipartite.
Recall that, for a digraph D, the equivalence class [D] consists of all directed graphs
G for which there exists X ⊆ V (G) such that GX ∼= D. That is, [D] is the set of all
digraphs which can be pushed to be isomorphic to D. Thus, for digraphs D1 and D2,
the set [D1]∪[D2] consists of all directed graphs which can be pushed to be isomorphic
to D1 or D2.
Lemma 5.1. Let D be a chordal bipartite digraph with bipartition (X; Y ) and let xy
be a simplicial arc of D; where x∈X and y∈Y . Suppose that D is not acyclically
pushable but every proper subdigraph of D is acyclically pushable. Let S =D〈N [x]∪
N [y]〉 and H =D〈(N 2[x] ∪ N 2[y])− V (S)〉. Then either D∈ [M1] ∪ [M2] or H is not
a bipartite tournament.
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Proof. Assume that D 
∈ [M1]∪[M2]. Since every proper subdigraph of D is acyclically
pushable, no element of [M1] ∪ [M2] is a proper subdigraph of D. We will show that
H is not a bipartite tournament.
Since xy is a simplicial arc of D, S is a bipartite tournament. It was proved in
[7] that a bipartite tournament S is acyclically pushable if and only if no digraph in
[M1] is a subdigraph of S. Applying this result to D shows that D is not a bipartite
tournament. It therefore follows that S 
=D and S is acyclically pushable. In order
to simplify the notation, we may simply assume that S is acyclic. Let r1; r2; : : : ; rm
be a topological sort of the vertices S. Without loss of generality, we may further
assume that x= r1 and y= rk (1¡k6m). Denote Dx =D− x, Dy =D−y and Dxy =
D − xy.
Claim 1. r2; rm ∈Y and rk−1; rk+1 ∈X .
Proof. Suppose that r2 is in X . Observe that r2 is of indegree zero in Dx. By the
minimality of D and Lemma 2.2, there exists a set Z ⊆ V (Dx)− {r2} such that DZx is
acyclic with r2 having indegree zero (in DZx ). Since r2 
∈ Z and r2 is of indegree zero in
DZx , Z ∩ (N [x]∪{r2})= ∅ (since N [x] ⊆ N [r2]). This implies that DZ is acyclic, which
contradicts the assumption that D is not acyclically pushable. Analogous arguments
can be used to show that rm ∈Y and rk−1; rk+1 ∈X : Instead of Dx considered above,
we consider D{rm} − x if rm ∈X , D{r1 ; :::; rk−2} − y if rk−1 ∈Y , and D{r1 ; :::; rk−1} − y if
rk+1 ∈Y .
Claim 2. y 
= r2 and y 
= rm.
Proof. Suppose that y= r2. Consider Dxy. By minimality of D and Lemma 2.2, there
exists a set U ⊂ V (Dxy)−{x} such that DUxy is acyclic with x having indegree zero (in
DUxy). Since x is of indegree zero, U ∩NDxy [x] = ∅. Since D is not acyclically pushable,
DU must contain a directed four-cycle. Clearly, any directed four-cycle in DU must
contain the arc yx, which implies y∈U . Let yxrsrty be a directed four-cycle contained
in Dxy. Since y= r2 dominates rt in D and is dominated by rt in Dxy, we must have
that rt 
∈ U . Also, rs 
∈ U as it is dominated by x in both D and DU . Thus, the arc rsrt
is also in D, implying that s¡ t. We claim that in DUxy every vertex in U ∩ V (S)∩ X
is dominated by each vertex in V (S) ∩ Y . Suppose rp ∈U ∩ V (S) ∩ X . First note that
p¡s, as otherwise yrprsrty is a directed cycle in DUxy. If rp dominates some vertex
rq ∈V (S)∩Y , then q¡p and hence q¡ t (note that each such vertex is dominated by
x, and therefore not pushed). Thus, yrprqrty is a directed cycle in DUxy, a contradiction.
This proves the claim, and in particular (since y∈U ) implies DUxy contains no directed
path from y to any vertex in V (S)∩ Y −{y}. Therefore DUxy admits a topological sort
r′1; r
′
2; : : : ; r
′
n with r
′
l =y and all vertices in V (S) ∩ Y − {y} having subscript less than
l. Let U ′ be the symmetric diJerence of U and {r′l; r′l+1; : : : ; r′n}. It is now easy to see
that U ′ does not contain y and DU
′
is acyclic (with x having indegree zero in DU
′
),
a contradiction. A similar argument shows y 
= rm.
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Claim 3. There exists a set W; disjoint from V (S), such that DWy is acyclic with x
having indegree zero (in DWy ).
Proof. Note 5rst that by Claim 2 both r2 and rm are vertices of Dy. By minimality of
D and Lemma 2.2, there exists a set Q ⊆ V (Dy) − {x} such that DQy is acyclic with
x having indegree zero (in DQy ). This means that Q ∩ N [x] = ∅. Since every vertex in
N [y]− {x} is dominated by r2 and dominates rm in Dy, either Q ∩ (N [y]− {x})= ∅
or Q ⊇ (N [y] − {x}), as otherwise DQy contains a directed four-cycle (containing r2
and rm). If Q ∩ (N [y] − {x})= ∅, then Q is disjoint from V (S) and we are done by
setting W =Q. In the case when Q ⊇ (N [y]−{x}), let W be the symmetric diJerence
of X − {x} and Q. It is easy to verify that W is disjoint from V (S) and satis5es the
desired property (this is the same as pushing X − {x} in DQ and, since x still has
indegree zero, any four-cycle in this graph is also present in DQ except oppositely
oriented).
Since D is not acyclically pushable, DW must contain a directed four-cycle. Since
both S and DWy are acyclic, and no vertex of S belongs to W , any directed four-cycle
in DW must involve the vertex y and a vertex not in V (S). Let yrs1z
yrs2y be such
a directed four-cycle with zy 
∈ V (S). Clearly, zy ∈V (H) ∩ Y and rs1 ; rs2 ∈V (S) ∩
Y with s1¿k¿s2 (recall that y= rk). By a similar argument applied to the di-
graph D{r1 ; r2 ; :::; rk−1}, we see that there must be a vertex zx ∈V (H) ∩ X and two ver-
tices rt1 ; rt2 ∈V (S) ∩ X (t1¡k¡t2) such that x and zx both dominate rt1 and rt2
in DW .
To complete the proof, we consider the subdigraph R of DW induced by {x= r1; y=
rk ; rs1 ; rs2 ; rt1 ; rt2 ; z
x; zy} where W satis5es Claim 3. Note 5rst that we must have t1¡s2
¡k¡s1¡t2, that is, r1 = x; rt1 ; rs2 ; rk =y; rs1 ; rt2 is a topological sort of R − {zx; zy}.
Assume that there is an arc between zx and zy. If zy dominates zx in R, then zyzxrt1rs1z
y
is a directed cycle in DWy , contradicting the fact that D
W
y is acyclic. On the other hand,
if zx dominates zy in R, then R is a copy of M2. The minimality of D implies that
D∈ [R] = [M2], which contradicts the assumption. Therefore, there is no arc between
zx and zy, that is, H is not a bipartite tournament.
Theorem 5.2. Let D be a bipartite permutation digraph with bipartition (X; Y ). Then
D is acyclically pushable if and only if it does not contain any digraph in [M1]∪[M2].
Proof. We only show necessity. Assume that D is not acyclically pushable and that
D is minimal with respect to this property. Thus, D contains no isolated vertex. Let
x1; x2; : : : ; xp and y1; y2; : : : ; yq be orderings of the vertices of X and Y , respectively,
satisfying the property in the de5nition. The property ensures that every vertex in
N [x1] is adjacent to each vertex in N [y1]. This means that x1 and y1 are adjacent
and the arc between them is a simplicial arc of D. Let S =D〈N [x1] ∪ N [y1]〉. Then
S is a bipartite tournament. Let xi1 ; xi2 ; : : : ; xir (resp. yj1 ; yj2 ; : : : ; yjs) be the ordering of
vertices in V (S) ∩ X (resp. V (S) ∩ Y ) consistent with that of X (resp. Y ).
192 J. Huang et al. / Discrete Applied Mathematics 121 (2002) 181–192
Let H =D〈(N 2[x1] ∪ N [y1]) − V (S)〉. Note that xir is adjacent to each vertex in
Y ∩ V (H) and yjs is adjacent to each vertex in X ∩ V (H) in D. By de5nition, H is a
bipartite tournament and, since D is minimal, by Lemma 5.1 implies that D∈ [M1] ∪
[M2]. This completes the proof.
Corollary 5.3. The problem of deciding whether a bipartite permutation digraph is
acyclically pushable is polynomial time solvable.
A straightforward algorithm, based on Theorem 5.2, for the decision problem runs in
time O(n8), where n= |V |. The proof of Lemma 5.1 can be used to obtain an algorithm
for 5nding an appropriate set of vertices to push when one exists, but this algorithm
is exponential in the worst case. The problem of 5nding a polynomial time algorithm
for the corresponding search problem, remains open.
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