This paper demonstrates solving the flexible flow shop scheduling problem (FFSP) with considering limited waiting time constraint, sequence dependent setup times and different ready time to minimize maximum completion time (i.e. makespan). Since the problem studied is NP-hard, metaheuristic algorithms are proper to solve this class of problems. Hence, in this paper, a novel imperialist competitive algorithm (ICA) is proposed to tackle of addressed problem. In order to achieve the reliable results in our proposed algorithm, a comprehensive tuning is performed using Taguchi method. to validate this proposed algorithm, the other popular algorithm namely simulated annealing is developed for this goal. Simulation results indicated that ICA is superior to SA.
INTRODUCTION
In this investigation, we consider a flexible flow shop scheduling (FFS) problem, also called flow shop with multiple processors. A FFS consists of multiple stages with each stage contains parallel machines. There are multiple jobs immediately available for scheduling. Each job consists of a chain of operations. Each job must be processed by only one machine in each stage and it must go through all stages on this order. Each operation takes a specific setup time and processing time on a stage. Preemption is usually not allowed. Two types of decisions must be made for FFS. First is assignment of each job to a specific machine at each stage and the other is sequencing of jobs on each machine [1] . Arthanari and Ramamurthy [2] and Salvador [3] were among the initial whom identified this problem. FFS is a combination of two scheduling problems: the flow shop scheduling problem and the parallel machines scheduling problem. In flow shop scheduling problems, a series of different machines is arranged in multiple stages with only one machine at each stage. In parallel machines scheduling problems, there is a series of identical machines and they are all at the same stage.
This kind of manufacturing environment is fairly prevalent in the chemical processing and petroleum industries, flexible manufacturing and assembly environments, and in packaging industries. Salvador [3] had identified the FFS problem in the polymer, chemical, and petrochemical industries. In these environments, there is more than one parallel plant which can be considered as flow shops and the jobs can be easily processed through any one of the plants at each processing stage. A flow shop in which parallel machines are added at one or more stages to reduce the on bottle-neck facilities or to increase the production capacities can be also viewed as the application of the FFS problem. Applications of the FFS problems are also found in computer systems and telecommunication networks [4] . Botta-Genoulaz [5] presented six heuristic algorithms to minimize the maximum tardiness in a flexible flow-shop problem with different due dates. Kochhar et al. [6] provide a local search approach to a realistic flexible flow line problem with setups, buffer capacities, blocking, breakdowns and downtimes. Wittrock [7] developed heuristics to minimize makespan in the k-stage hybrid flow shop (HFS) with identical machines in each stage. Brah and Hunsucker [8] developed a branch and bound for a k-stage hybrid flow shop to minimize makespan. Rajendran and Chaudhuri [9] developed branch and bound algorithms to minimize makespan and total flow time, respectively, for a k-stage problem. Vignier et al. [10] studied a k-stage HFS to minimize the total completion time.
Moursli and Pochet [11] presented a branch-and-bound algorithm to minimize the objective of the makespan. Og˘uz et al. [12] developed nine heuristic algorithms for solving the twostage HFS problem of minimizing makespan. Gupta et al. [13] also proposed heuristics to minimize makespan in a two stage HFS with parallel identical machines at the first stage. Ruiz and Maroto [14] proposed some genetic algorithms for a HFS problem with unrelated parallel machines per stage, sequencedependent setup times and machine eligibility. The researchers conduct several experiments with a set of random instances as well as with real data taken from companies of the ceramic tile manufacturing sector. Although many realistic considerations and constraints are addressed in several papers in literature, very few papers considered such realistic constraints jointly. Moreover, majority of researches in scheduling problems area have assumed that the waiting time for each job between every two successive stages is infinite or processing should be carry out without waiting time (i.e. no-wait) [15] [16] [17] [18] [19] [20] . However, in real manufacturing systems, such as steelmaking process, the waiting time in buffers are limited to keep the steel liquid hot enough for processing [21] . Su [22] considered a hybrid two-stage flow shop with limited waiting time constraint. This paper presented a heuristic algorithm and a mixed integer program to minimize the makespan. Behmanian and Zandieh [23] suggested an imperialist competitive algorithm for minimizing summation of earliness and quadratic tardiness in hybrid flow shop scheduling problem. Results of their study indicated that ICA is superior that the other algorithms which were applied. With respect to literature, it could be seen there is not any study that mentioned flexible flow shop scheduling problem with all of following characteristics: Considering different ready times for jobs, limited waiting time constraint, sequence dependent setup times and makespan criterion. Our goal in this paper is to develop an efficient metaheuristic to solve the flexible flow shop scheduling problem with sequence dependent setup time ,limited waiting time and different ready time to minimize maximum completion time. The paper has the following structure: Framework of the problem that is studied in this paper is presented in Section 2. Section 3 introduces the proposed algorithm. Section 4 presents the experimental design and computational results. Finally, Section 5 is devoted to conclusions and future works.
Problem description
To define the hybrid flow shop scheduling problem, assume that a set {1, 2,.., } Nn of n jobs which are available in different times (i.e. Since a relatively simple HFS, such as a two-stage HFS with limited waiting time, is NP-hard in the strong sense [22] , our problem at least has same difficulty. So, a novel metaheuristic algorithm is applied to solve addressed problem. The structure of imperialist competitive algorithm is shown in next section.
Imperialist competitive algorithm
The optimization algorithms mainly are inspired from nature procedures or life of animals. In these algorithms, socio-political and cultural concepts are not considered. Recently, a new optimization methodology namely imperialist competitive algorithm originates the socio-political evolution. ICA has been modeled mathematically by atashpaz-gargary [24] which is utilizing this historical phenomenon as powerful tool for solving the optimization problems. This algorithm recently has been attracted to many researchers to tackle of optimization problems such as scheduling problem [23-25-26] . Briefly, this algorithm starts with initial solutions which are called initial countries that are similar to chromosome in genetic algorithm and particle in particle swarm optimization algorithm. These countries are divided into two groups. First group is belonged to imperialist countries and second group is formed with membership of colonies countries as shown in the figure 1. Imperialist countries with applying assimilation strategy, try to decrease the gaps between colonies and them. Imperialistic competition beside the assimilation and revolution form the main core of ICA that make to reach the reliable and efficient solutions. Stages of our proposed algorithm are explained as follows: generating initial empires, assimilation, revolution, exchange between the best colony and imperialist, Imperialistic competition, elimination of powerless empire. 
Generating initial empires
In ICA each solution is shown by an array. Each array be composed of amounts of variables to be optimized. These values are defined with characteristics of each specific problem. In GA terminology, this array is called "chromosome," while in ICA, "country" plays same role. In an N dimensional optimization problem, a country is a 1×N array. This array is defined with:
Where v i is the variable that to be optimized (i.e. v i is similar to gen in GA). Each variable in a country denotes a socio-political characteristic in that country such as culture, language, business, economical policy and etc. In proposed ICA, each solution represents sequence of jobs which to be assigned to earliest available machines. In order to reach this sequence, firstly, values of variables are generated randomly by uniform distribution function in range between zero and one. Secondly, these values are interpreted by sorting of them. Fig 2 indicates the initial structure (Fig 2(a) ) and decoded structure (Fig 2(b) ) for a problem with five jobs. 
Where, n c is the cost of nth imperialist and n C is its normalized cost which is equal to the deviation of the maximum total completion time from the nth imperialist cost. Then the power of each imperialist is calculated according to Equation 4.
By attention to imperialist"s power, the colonies are distributed among the imperialist. In addition, the initial number of colonies of an imperialist is calculated as follow:
. 
Assimilation
Imperialists try to improve all of their colonies. The aim of assimilation procedure is to assimilate the colonies's characteristic toward their imperialist such as culture, social structure, language and etc. As shown in Fig 4 each colony moves toward the imperialist by x units. x is a random number with uniform distribution.
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Where β is a number greater than 1 and d is distance among colony and imperialist which is the vector of movement for colony toward imperialist. Parameter β causes the colony to get closer to imperialist from both sides.
To intensify property of this method and to search wider area around current solution we add a random amount of deviation θ to the direction of movement. θ is number with uniform distribution.
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U  where γ is a parameter that adjusts the deviation from the original path. 
Revolution
This mechanism is similar to mutation process in genetic algorithm for creating diversification in solutions. In each iteration, for every colony a random number which is varying between zero and one is generated, then this value is compared with probability of revolution (i.e. P R ). If random number is lower than P R , the procedure of revolution is performed. For conducting the revolution procedure, at first, the number of variables which should be changed are determined based on revolution ratio (R R ). In other words, R R multiplies in number of jobs. After determining the number of elements for revolution, these elements are selected randomly. Then values of selected elements are changed randomly. The new colony will replace with previous colony while its cost is improved.
Exchanging positions of the imperialist and a colony
After assimilation for all colonies and revolution for a percentage of them, the best colony in each empire is compared with its imperialist. If the best colony is better than its imperialist, then the position of best colony and imperialist are exchanged.
Total power of an empire
The total power of an empire is calculated to apply in the imperialistic competition section. It is clear that the power of an empire is including the imperialist power and their colonies. Moreover, obviously the power of imperialist has main effect on total power of an empire while colonies power has lower impact. Hence, the equation of the total cost is defined as follow: cos ( ) {cos ( )} nn n TC t imperialist mean t colonies of empire (6) Where n TC is the total cost of the nth empire and zeta ( ) is a positive number which is considered to be less than 1. The total power of the empire will be determined by just the imperialist when the value of is small. The role of the colonies, which determines the total power of an empire, becomes more important as the value of increases. 
Imperialistic competition
Imperialists try to increase their power by possessing and control the colonies of other empires. To apply this concept in our proposed algorithm, in each iteration, at first the weakest colony of weakest empire is determined. Then this colony is given to the other empires which depend on their total power. For this purpose we should calculate the possession probability of each empire, first the normalized total cost is calculated as follows:
Where, n NTC is the normalized total cost of nth empire and n TC is the total cost of nth empire. By having the normalized total cost, the possession probability of each empire is calculated as below:
We use Roulette wheel method for assigning the mentioned colony to the empires.
Eliminating the powerless empires
When each empire loses all of colonies this empire will collapse and its imperialist is considered as a colony and is assigned to other empires.
. Stopping criteria
Expiry criterion in our proposed algorithm is to get the maximum decades which is defined by user.
EXPERIMENTAL EVALUATION
In this section, in order to evaluating the performance of proposed algorithm against simulated annealing, at first some problems are generated randomly, then the results are obtained by these algorithms is converted to relative percentage deviation. The formulation of this transformation is as bellow:
Also, RPD is defined according to below Equation. 
Data generation
For generating the random problems five parameters are considered. These parameters are number of jobs, number of stage, number of machines in each stage, SDST distribution function, processing time distribution function, LWT distribution function and ready time distribution function. The parameters and their levels are demonstrated in Table 1 . 
Parameter tuning
One of important component of metaheuristic algorithm is calibration of parameters which impresses on performance of algorithm. In this investigation we employed the Taguchi method for this goal. Taguchi [27] developed a family of FFE matrices which eventually reduce the number of experiments, but still provide sufficient information. In Taguchi method, orthogonal arrays are used to study a large number of decision variables with a small number of experiments. In Taguchi Method, the word "optimization" implies "determination of best levels of control factors". In turn, the best levels of control factors are those that maximize the Signal-to-Noise ratios. The Signal-to-Noise ratios are log functions of desired output characteristics. The experiments that are conducted to determine the best levels, are based on "Orthogonal Arrays", are balanced with respect to all control factors and yet are minimum in number. This in turn implies that the resources (materials and time) required for the experiments are also minimum. Taguchi has created a transformation of the repetition data to another value which is the measure of variation. The transformation is the signal-to-noise (S/N) ratio which explains why this type of parameter design is called robust design [28, 29] . Here, the term ""signal"" denotes the desirable value (mean response variable) and ""noise"" denotes the undesirable value (standard deviation). So the S/N ratio indicates the amount of variation presents in the response variable. The aim is to maximize the signal-to-noise ratio. Taguchi classifies objective functions into three categories: the smaller-the-better type, the larger-the-better type, and nominal-is best type. Since almost all objective functions in scheduling are classified in the smaller-the-better type, their corresponding S/N ratio [28] is: 2 10 / log ( ) S N ratio objective function (11) The parameters in our proposed calibration of parameters and their levels are shown in Table 2 . After experimental design for mentioned problem, the results obtained by Taguchi method indicated that A (1), B (2), C (3) and D (1) is the best combination of parameter"s values (see Fig 5) . 
Performance analysis
After running the algorithms in random generated problems, results are obtained by algorithms are converted to RPD for analyzing the performance of algorithms. For this aim, Tuckey 95% confidence intervals of algorithms are employed. This analyze which are illustrated in Fig 6, indicated that ICA statistically outperformed SA. Furthermore, two sensitive analysis for evaluating the variation of job number and machine distribution on performance of algorithms are developed. As seen in Fig 7 and Fig 8, both of them have not specific trend versus variation of job numbers and machine distribution, but it could be said, ICA in most of situations obtains better solutions against SA. So, for the problem that has been studied in this paper, ICA as an efficient metaheuristic algorithm is recommended to researchers and practitioners. 
CONCLUSION AND FURTHER RESEARCH
Flexible flow shop scheduling problem is very important in both fields of combinatorial optimization and engineering management. Most literature focused on solving this problem in unlimited waiting time or no-wait. Hence, in this paper we considered this problem with sequence dependent setup times, limited waiting time and different ready time. For tackle of addressed problem, a novel metaheuristic algorithm namely imperialist competitive algorithm is proposed. Furthermore, to reach the more reliable and accurate results a comeprhensive calibration methodology namely Taguchi method has been employed for this purpose. Computational experiments illustrated that ICA statistically outperforms SA. As a direction for future studies, it could be interesting to work on hybridization of ICA and SA for utilizing both capabilities. In addition, considering some practical assumptions for this problem could be regarded as an impressive research. 
