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a b s t r a c t
In this paper, oscillatory and asymptotic property of solutions of a class of nonlinear fourth
order neutral dynamic equations of the form
(H) (r(t)(y(t)+ p(t)y(α(t)) )∆2 )∆2 + q(t)G(y(β(t))) = 0
and
(NH) (r(t)(y(t)+ p(t)y(α(t)) )∆2 )∆2 + q(t)G(y(β(t))) = f (t)
for t ∈ [t0,∞]T, t0 ⩾ 0,
where T is a time scale such that sup T = ∞, t0 ∈ T have been studied under the
assumption
∞
t0
t
r(t)∆t = ∞ for various ranges of p(t). Sufficient conditions are obtained
for the existence of bounded positive solutions of (NH) by using Schauder’s fixed point
theorem.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, there has been an increasing interest in studying the oscillatory and nonoscillatory behavior of solutions
of dynamic equations on time scales which attempts to harmonize the oscillation theory, both continuous and discrete, to
include in one comprehensive theory, and eliminate obscurity from both. We refer the reader to [1,2] and the references
cited therein.
Thandapani and Arockiasamy [3], has considered the fourth order non-linear difference equation of the form
∆2(rn∆2(yn + pnyn−k))+ f (n, yσ(n)) = 0, n ∈ N(n0), (1.1)
where f : N(n0)×R→ R is a continuous functionwith uf (n, u) > 0 for all u ≠ 0, rn and pn are positive real sequences, {σn}
is an increasing sequence of integers and k is a non negative integer. They have obtained necessary and sufficient conditions
for (1.1), when 0 ⩽ pn < p < 1 for all n ∈ N(n0). Clearly, if we consider f (n, yσ(n)) = q(n)G(y(n− k)), then the work in [3]
is a particular case of [4] as the ranges of p(n) are concerned. Here an attempt is made to unify the results of [5,4]. Moreover,
the results obtained in this paper generalize the results existing in the literature.
The object of this paper is to study, the oscillatory and asymptotic behavior of solutions of a class of fourth order nonlinear
neutral delay dynamic equations of the form
(r(t)(y(t)+ p(t)y(α(t)))∆2)∆2 + q(t)G(y(β(t))) = 0
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and
(r(t)(y(t)+ p(t)y(α(t)))∆2)∆2 + q(t)G(y(β(t))) = f (t),
for t ∈ [t0,∞]T, t0 ∈ T, under the assumption
(H1)
∫ ∞
t0
t
r(t)
∆t = ∞,
where T is a time scale with supT = ∞, r ∈ Crd([t0,∞)T, (0,∞)), p, f ∈ Crd([t0,∞)T,R), q ∈ Crd([t0,∞)T, [0,∞]),
G ∈ Crd(R,R) is non decreasing such that uG(u) > 0 for u ≠ 0, α, β ∈ C([t0,∞)T,T) are strictly increasing delay functions
such that limt→∞ α(t) = ∞ = limt→∞ β(t), α(t) ⩽ t, β(t) ⩽ t and (α ◦ β)(t) = (β ◦ α)(t) for all t ∈ [t0,∞)T. α has an
inverse α−1 ∈ C(T,T), when it is required. We define the time scale interval [t0,∞]T = [t0,∞] ∩ T.
Let t−1 = inft∈[t0,∞)T{α(t), β(t)}. By a solution of (H)/(NH), we mean a function y ∈ Crd([t−1,∞)T,R) such that
y(t)+ p(t)y(α(t)) ∈ C2rd([t0,∞)T,R), r(t)(y(t)+ p(t)y(α(t)))∆2 ∈ C2rd([t0,∞)T,R) and satisfies (H)/(NH) identically on[t0,∞)T. A solution of (H)/(NH) is called oscillatory if it is neither eventually positive nor eventually negative, otherwise it
is nonoscillatory. In this study, we do not focus our attention to eventually vanishing solutions of (H)/(NH). The equation
(H)/(NH) is called oscillatory if all its solutions are oscillatory.
It is interesting to note that (H)/(NH) in its general form involves different types of differential and difference equations
depending on the choice of the time scale T. For example, when T = R, we have σ(t) = t, µ(t) = 0, f ∆(t) =
f ′(t),
 b
a f (t)∆t =
 b
a f (t)dt and (H)/(NH) becomes the fourth order nonlinear neutral delay differential equation of the
form
(r(t)(y(t)+ p(t)y(α(t)))′′)′′ + q(t)G(y(β(t))) = 0
and
(r(t)(y(t)+ p(t)y(α(t)))′′)′′ + q(t)G(y(β(t))) = f (t).
When T = Z, we have σ(t) = t + 1, µ(t) = 1, f ∆(t) = ∆f (t),  ba f (t)∆t = Σb−1t=a f (t) and (H)/(NH) becomes the fourth
order nonlinear neutral delay difference equation of the form
∆2(r(t)∆2(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = 0
and
∆2(r(t)∆2(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = f (t).
When T = hZ, h > 0, we have σ(t) = t + h, µ(t) = h, y∆(t) = ∆hy(t) = y(t+h)−y(t)h ,
 b
a f (t)∆t = Σ
b−a−1
h
k=0 f (a+ kh)h and
(H)/(NH) becomes the fourth order nonlinear neutral delay difference equation of the form
∆2h(r(t)∆
2
h(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = 0
and
∆2h(r(t)∆
2
h(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = f (t).
When T = qN0 = {t : t = qk, k ∈ N0} with q > 1, we have σ(t) = qt, µ(t) = (q − 1)t, y∆(t) = ∆qy(t) =
y(qt)−y(t)
(q−1)t ,
∞
t0
f (t)∆t = Σ∞k=n0 f (qk)µ(qk), where t0 = qn0 and (H)/(NH) becomes a fourth order q-neutral delay difference
equation of the form
∆2q(r(t)∆
2
q(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = 0
and
∆2q(r(t)∆
2
q(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = f (t).
When T = N20 = {t2 : t ∈ N0}, we have σ(t) = (
√
t + 1)2 and µ(t) = 1 + 2√t,∆Ny(t) = y((
√
t+1)2)−y(t)
1+2√t and equations
(H)/(NH) become fourth order neutral delay difference equations of the form
∆2N(r(t)∆
2
N(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = 0
and
∆2N(r(t)∆
2
N(y(t)+ p(t)y(α(t))))+ q(t)G(y(β(t))) = f (t).
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2. Some preliminaries
In the theory of ‘dynamic equations’, a time scale T is an arbitrary non empty closed subset of real numbers R. On any
time scale T, the forward and backward jump operator can be defined as
σ(t) = inf{s ∈ T : s > t}, ρ(t) = sup{s ∈ T : s < t}.
A point t ∈ T, is said to be left dense if t > infT and ρ(t) = t , right dense if t < supT and σ(t) = t , left-scattered if
ρ(t) < t and right-scattered if σ(t) > t . The graininess functionµ for time scale T is defined byµ(t) = σ(t)− t. A function
f : [a, b]T → R is said to be rd-continuous if it is continuous at each right-dense point and left side limit exist (finite) at all
left-dense points. f is said to differentiable if its derivative exists. The set of rd-continuous functions is denoted by Crd(T,R).
The derivative and shift operator σ are related by the formula
f σ (t) = f (σ (t)) = f (t)+ µ(t)f ∆(t),
where f ∆(t) is the delta derivative defined by
f ∆(t) = f (σ (t))− f (t)
σ (t)− t
if f is continuous at t and t is right scattered. If f is not right scattered, then the derivative is defined by
f ∆(t) = lim
s→t
f (σ (s))− f (t)
s− t = lims→t
f (s)− f (t)
s− t ,
provided this limit exists. We will make use of the following product and quotient rules for the derivatives of the product
fg and fg (where gg
σ ≠ 0, gσ = goσ ) of two differentiable functions f and g:
(fg)∆ = f ∆g + f σ g∆ = fg∆ + f ∆gσ
and 
f
g
∆
= f
∆g − fg∆
ggσ
.
For a, b ∈ T and a differentiable function f , the Cauchy integral of f ∆ is defined by∫ b
a
f ∆(t)∆t = f (b)− f (a).
An integration by parts formula is given by∫ b
a
f (t)g∆(t)∆t = [f (t)g(t)]ba −
∫ b
a
f ∆(t)g(σ (t))∆t,
and infinite integrals are defined as∫ ∞
a
f (s)∆s = lim
t→∞
∫ t
a
f (s)∆s.
Let f be a real-valued function defined on an interval [a, b]T. We say that f is increasing, decreasing, nonincreasing and
nondecreasing on [a, b]T if for every t1, t2 ∈ [a, b]T such that t2 > t1 imply f (t2) > f (t1), f (t2) < f (t1), f (t2) ⩽
f (t1), f (t2) ⩾ f (t1) respectively. Let f be a differentiable function on [a, b]T. Then f is increasing, decreasing, nonincreasing
and nondecreasing on [a, b]T if f ∆(t) > 0, f ∆(t) < 0, f ∆(t) ⩽ 0, f ∆(t) ⩾ 0 for all t ∈ [a, b]T respectively.
3. Sufficient conditions for oscillation
In this section, sufficient conditions are obtained for the oscillation of solutions of (H)/(NH). We need the following
lemmas for our work in the sequel.
Lemma 3.1. Let (H1) hold. Let u be a twice rd-continuously differentiable function on [t0,∞]T such that r(t)u∆2(t) ∈
C2rd([t0,∞)T,R) and (r(t)u∆2(t))∆2 ≤ 0 holds for large t ∈ [t0,∞)T, t0 ∈ T. If u(t) > 0 ultimately, then one of the cases (a)
and (b) holds for large t and if u(t) < 0 ultimately, then one of the cases (b), (c), (d) and (e) holds for large t, where
(a) u∆(t) > 0, u∆
2
(t) > 0 and (r(t)u∆
2
(t))∆ > 0,
(b) u∆(t) > 0, u∆
2
(t) < 0 and (r(t)u∆
2
(t))∆ > 0,
(c) u∆(t) < 0, u∆
2
(t) < 0 and (r(t)u∆
2
(t))∆ > 0,
(d) u∆(t) < 0, u∆
2
(t) < 0 and (r(t)u∆
2
(t))∆ < 0,
(e) u∆(t) < 0, u∆
2
(t) > 0 and (r(t)u∆
2
(t))∆ > 0.
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Proof. Since (r(t)u∆2(t))∆2 ≤ 0 for large t , then u(t), u∆(t), r(t)u∆2(t) and (r(t)u∆2(t))∆ are monotonic and hence there
are eight possibilities. Let u(t) > 0 for t ⩾ t1 > t0. It is enough to show that (c), (d), (e) and the following cases, viz.,
(f ) u∆(t) < 0, u∆
2
(t) > 0 and (r(t)u∆
2
(t))∆ < 0,
(g) u∆(t) > 0, u∆
2
(t) > 0 and (r(t)u∆
2
(t))∆ < 0,
(h) u∆(t) > 0, u∆
2
(t) < 0 and (r(t)u∆
2
(t))∆ < 0
do not hold. Indeed, in each of the cases (c) and (d), since u∆
2
(t) < 0 for large t , then u∆(t) < u∆(t2) for t > t2 ⩾ t1.
By integrating from t2 to t , we get u(t) < 0 for large t , which is a contradiction. In case (e), r(t)u∆
2
(t) is increasing so
r(t)u∆
2
(t) > r(t2)u∆
2
(t2) for t > t2 ⩾ t1. Multiplying the inequality through by t and then integrating it we obtain u(t) < 0
for large t due to (H1), a contradiction. Since (r(t)u∆
2
(t))∆ is monotonically decreasing, then in each of the cases (f ) and (g),
u∆
2
(t) < 0 for large t , which is a contradiction. In case (h), (r(t)u∆
2
(t))∆ is decreasing so (r(t)u∆
2
(t))∆ < (r(t2)u∆
2
(t2))∆
for t > t2 ⩾ t1 and hence (r(t)u∆
2
(t)) < −vt for t ⩾ t3 > t2, where v > 0. Consequently, u∆(t) < 0 for large t due to (H1),
which is a contradiction.
Next suppose that u(t) < 0 for t ⩾ t1 > t0. It is enough to show that cases: (a), (f ), (g) and (h) do not hold. The case (a),
does not occur because in this u(t) > 0 ultimately. Proceeding as above we obtain a contradiction in the cases (f ), (g) and
(h). Thus the lemma is proved. 
Lemma 3.2. Let the conditions of Lemma 3.1 hold. If u(t) > 0 ultimately, then u(t) > RT (t)(r(t)u∆
2
(t))∆ for t ⩾ T ⩾ t0,
where
RT (t) =
∫ ρ(t)
T
(t − σ(s))(s− T )
r(s)
∆s.
Proof. Let u(t) > 0 for t ⩾ t1 > t0. From Lemma 3.1 it follows that one of the cases (a) and (b) hold. Suppose that (a) holds.
Since (ru∆
2
)∆(t) is decreasing, then we have
r(t)u∆
2
(t) >
∫ t
T
(r(s)u∆
2
(s))∆∆s > (t − T )(r(t)u∆2(t))∆
for t ⩾ T > t1. Hence
u∆
2
(t) > (r(t)u∆
2
(t))∆
t − T
r(t)
.
Integrating between T to t twice, we obtain
u(t) > (r(t)u∆
2
(t))∆
∫ t
T
∫ θ
T
s− T
r(s)
∆s

∆θ
= (r(t)u∆2(t))∆
∫ ρ(t)
T
(t − σ(s))(s− T )
r(s)
∆s
= (r(t)u∆2(t))∆RT (t).
Next suppose that (b) holds. For t ⩾ T > t1, we integrate RT (t)(r(t)u∆
2
(t))∆
2 ≤ 0 by parts to obtain
0 ⩾
∫ t
T
RT (s)(r(s)u∆
2
(s))∆
2
∆s
= −
∫ t
T
R∆T (s)(ru
∆2)∆σ (s)∆s+ RT (t)(r(t)u∆2(t))∆,
that is,
RT (t)(r(t)u∆
2
(t))∆ ≤
∫ t
T
R∆T (s)(ru
∆2)∆(σ (s))∆s
≤
∫ t
T
R∆T (s)(ru
∆2)∆(s)∆s
≤ −
∫ t
T
R∆
2
T (s)(ru
∆2)(σ (s))∆s
≤ −
∫ t
T
s− T
r(s)
(r(s)u∆
2
(s))∆s
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= −[(s− T )u∆(s)]tT +
∫ t
T
u∆σ (s)∆s
<
∫ t
T
u∆σ (s)
<
∫ t
T
u∆(s)∆s
< u(t).
Hence u(t) > (r(t)u∆
2
(t))∆RT (t). Thus the lemma is proved. 
Lemma 3.3. Let F ,H, P : [t0,∞)T → R be such that
F(t) = H(t)+ P(t)H(α(t)) for t ∈ [tˆ,∞)T,
where tˆ ∈ [t0,∞)T such that α(t) ⩾ t0 for all t ∈ [tˆ,∞)T. Assume that there exist numbers p1, p2, p3, p4 ∈ R such that P(t) is
satisfying one of the following conditions:
(1) p1 ⩽ P(t) ⩽ 0, (2) 0 ⩽ P(t) ⩽ p2 < 1, (3) 1 < p3 ⩽ P(t) ⩽ p4.
Suppose that H(t) > 0 for t ∈ [t0,∞)T, lim inft→∞ H(t) = 0 and that limt→∞ F(t) = L ∈ R exists. Then L = 0 (where α(t)
is same as in the Introduction).
Proof. We have α−1 ∈ C(T,T), limt→∞ α−1(t) = ∞ and α−1 is increasing. We see that
F(α−1(t))− F(t) = H(α−1(t))+ P(α−1(t))H(t)− H(t)− P(t)H(α(t)).
Taking the limit as t →∞ on both sides of the above equation, we have
lim
t→∞{H(α
−1(t))+ (P(α−1(t))− 1)H(t)− P(t)H(α(t))} = 0. (3.1)
Since lim inft→∞ H(t) = 0, then ∃ a sequence {tn} ⊂ [tˆ,∞)T such that limn→∞ tn = ∞ and limn→∞ H(tn) = 0. By replacing
t by tn in (3.1) and P(t) is bounded, we obtain
lim
n→∞[H(α
−1(tn))− P(tn)H(α(tn))] = 0. (3.2)
As H(α−1(tn)) > 0 and P(tn)H(α(tn)) ⩽ 0, it follows that limn→∞[P(tn)H(α(tn))] = 0. Therefore L = limn→∞ F(tn) =
limn→∞ H(tn) + P(tn)H(α(tn)) = 0. The proof for the ranges (2) and (3) is similar to that of case (1). Thus the lemma is
proved. 
Note. Let tˇ, t˜ ∈ [t0,∞)T such that β(t) ⩾ t0 for all t ∈ [tˇ,∞)T, t˜ = max{tˆ, tˇ} and (α ◦ β)(t) = (β ◦ α)(t) is not required
when Q (t) is not used in the theorems.
Theorem 3.4. Let 0 ≤ p(t) ⩽ p <∞, β(t) ≤ α(t) and (H1) hold. Suppose that
(H2) there exists λ > 0 such that G(u)+ G(v) ⩾ λG(u+ v) for u > 0 and v > 0,
(H3) G(u)G(v) = G(uv) for u, v ∈ R,
(H4)
 ±c
0
du
G(u) <∞ for all c > 0,
(H5)
∞
T+t∗ G(RT (β(t)))Q (t)∆t = ∞, T ⩾ t0,
where Q (t) = min{q(t), q(α(t))} for t ⩾ tˆ , tˆ ∈ [t0,∞)T and t∗ ∈ [0,∞) such that T + t∗ ∈ [T ,∞)T, β(t) ⩾ T for all
t ∈ [T + t∗,∞)T.
Then every solution of (H) oscillates.
Remark 3.5. (H3) implies that G(−u) = −G(u), u ∈ R.
Proof of Theorem 3.4. If possible, let y(t)be a nonoscillatory solution of (H). First, let y(t)be an eventually positive solution.
There exists t1 ∈ [t˜,∞)T such that y(t), y(α(t)), y(β(t)), y(α(α(t))), y(β(α(t))) > 0 for all t ∈ [t1,∞)T.
Define the following function
z(t) = y(t)+ p(t)y(α(t)), (3.3)
we obtain
0 < z(t) ⩽ y(t)+ py(α(t)) (3.4)
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and
(r(t)z∆
2
(t))∆
2 = −q(t)G(y(β(t))) ⩽ 0 (3.5)
for all t ∈ [t1,∞)T. Clearly, z(t), z(α(t)) > 0 for t ⩾ t1. Then one of the cases (a) and (b) of Lemma 3.1 holds. The use of
(H2) and (H3) yields
0 = (r(t)z∆2(t))∆2 + q(t)G(y(β(t)))+ G(p)(r(α(t))z∆2(α(t)))∆2 + G(p)q(α(t))G(y(β(α(t))))
⩾ (r(t)z∆
2
(t))∆
2 + G(p)(r(α(t))z∆2(α(t)))∆2 + λQ (t)G(y(β(t))+ py(α(β(t))))
⩾ (r(t)z∆
2
(t))∆
2 + G(p)(r(α(t))z∆2(α(t)))∆2 + λQ (t)G(z(β(t)))
for t ⩾ t1. Take t∗ ∈ [0,∞) such that T + t∗ ∈ [T ,∞)T and β(t) ⩾ T > t1 for all t ∈ [T + t∗,∞)T. Using (H3) and
Lemma 3.2, the above inequality will become
0 ⩾ (r(t)z∆
2
(t))∆
2 + G(p)(r(α(t))z∆2(α(t)))∆2 + λQ (t)G(RT (β(t)))G((r(β(t))z∆2(β(t)))∆)
for t ⩾ T + t∗ > T . Hence
λQ (t)G(RT (β(t))) ⩽ −[G((r(β(t))z∆2(β(t)))∆)]−1((r(t)z∆2(t))∆2 + (r(α(t))z∆2(α(t)))∆2)
⩽ −[G((r(t)z∆2(t))∆)]−1(r(t)z∆2(t))∆2
− [G((r(α(t))z∆2(α(t)))∆)]−1(r(α(t))z∆2(α(t)))∆2 .
Since limt→∞(r(t)z∆
2
(t))∆ exists, then the use of (H4) yields∫ ∞
T+t∗
Q (t)G(RT (β(t)))∆t <∞,
which contradicts (H5). Next, let y(t) be an eventually negative solution. Setting x(t) = −y(t), we obtain x(t) be an
eventually positive solution of the following equation
(r(t)(x(t)+ p(t)x(α(t)))∆2)∆2 + q(t)G(x(β(t))) = 0.
Proceeding as above we arrive at a contradiction. Thus the proof of the theorem is complete. 
Theorem 3.6. Let 0 ⩽ p(t) ⩽ p <∞. Suppose that (H1) and (H2) hold. If
(H ′3) G(u)G(v) ⩾ G(uv) for u > 0, v > 0,
(H6) G(−u) = −G(u), u ∈ R,
and
(H7)
∞
tˆ Q (t)∆t = ∞,
then every solution of (H) oscillates.
Proof. Let y(t) be a nonoscillatory solution of (H). First, let y(t) be an eventually positive solution. There exists t1 ∈ [t˜,∞)T
such that y(t), y(α(t)), y(β(t)), y(α(α(t))), y(β(α(t))) > 0 for all t ∈ [t1,∞)T. The proof is similar for the eventually
negative solution. Setting z(t) as in (3.3) we obtain (3.4) and (3.5) for t ∈ [t1,∞)T. From Lemma 3.1 it follows that one of
the cases (a) and (b) holds. Proceeding as in the proof of Theorem 3.4 we obtain
0 ⩾ (r(t)z∆
2
(t))∆
2 + G(p)(r(α(t))z∆2(α(t)))∆2 + λG(z(β(t)))Q (t)
for t ⩾ t1, Since z(t) is increasing, then for some k > 0 such that z(t) > k > 0 for t ⩾ t2 > t1. Take t3 ∈ [t2,∞)T such that
β(t) ⩾ t2 for all t ∈ [t3,∞)T. Hence the above inequality will become
0 ⩾ (r(t)z∆
2
(t))∆
2 + G(p)(r(α(t))z∆2(α(t)))∆2 + λG(k)Q (t)
for t ⩾ t3. Hence
∞
t3
Q (t)∆t <∞, which is a contradiction to (H7). Thus the theorem is proved. 
Remark 3.7. (H ′3) and (H6) need not imply (H3). Indeed, if
G(u) = (a+ b|u|λ)|u|µsgn u, where λ ⩾ 0, µ > 0, a ⩾ 1, b ⩾ 1,
then (H ′3) and (H6) are satisfied but (H3) fails to hold.
Remark 3.8. The prototype of G satisfying (H2), (H ′3) and (H6) is
G(u) = (a+ |u|λ)|u|µsgn u, where λ ⩾ 0, µ > 0, λ+ µ ⩾ 1, a ⩾ 1.
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Remark 3.9. In Theorem 3.6, G could be superlinear, sublinear or linear. However, (H7) implies (H5) because R∆T (t) > 0 for
t ⩾ T1 > T .
Theorem 3.10. Let 0 ⩽ p(t) ⩽ p <∞, β(t) ⩽ α(t) and (H1), (H2) and (H3) hold. Suppose that
(H8) G(x1)/x
γ
1 ⩾ G(x2)/x
γ
2 for x1 ⩾ x2 > 0 and γ ⩾ 1, such that and
(H9)
∞
T+t∗ R
γ
T (β(t))Q (t)∆t = ∞.
Then every solution of (H) oscillates.
Proof. Proceeding as in the proof of Theorem 3.4 we obtain
(r(t)z∆
2
(t))∆
2 + G(p)(r(α(t))z∆2(α(t)))∆2 + λQ (t)G(z(β(t))) ⩽ 0 (3.6)
for t ⩾ t1. Since z(t) is increasing then z(t) > k > 0 for t ⩾ t2. Take t∗ ∈ [0,∞) such that T + t∗ ∈ [T ,∞)T and
β(t) ⩾ T > t2 for all t ∈ [T + t∗,∞)T. Using (H8) and Lemma 3.2 we obtain
G(z(β(t))) =

G(z(β(t)))
zγ (β(t))

zγ (β(t))
⩾

G(k)
kγ

zγ (β(t))
>

G(k)
kγ

RγT (β(t))((r(β(t))z
∆2(β(t)))∆)γ
for t ⩾ T + t∗ > T . Hence (3.6) yields
λ

G(k)
kγ

RγT (β(t))Q (t) < −((r(β(t))z∆
2
(β(t)))∆)−γ [(r(t)z∆2(t))∆2 + G(p)(r(α(t))z∆2(α(t)))∆2 ].
< −((r(t)z∆2(t))∆)−γ (r(t)z∆2(t))∆2
−G(p)((r(α(t))z∆2(α(t)))∆)−γ (r(α(t))z∆2(α(t)))∆2 .
Since limt→∞(r(t)z∆
2
(t))∆ exists, then proceeding as in the proof of Theorem 3.4 we obtain∫ ∞
T+t∗
RγT (β(t))Q (t)∆t <∞,
a contradiction to (H9). Thus the theorem is proved. 
Theorem 3.11. Let −1 < p ⩽ p(t) ⩽ 0. If (H1), (H3), (H4) hold and if
(H10)
∞
t0
q(t)∆t = ∞,
then every solution of (H) oscillates or tends to zero as t →∞.
Proof. Let y(t) be a nonoscillatory solution of (H). In view of (H3) it is enough to consider y(t) as an eventually positive
solution. There exists t1 ∈ [t˜,∞)T such that y(t), y(α(t)), y(β(t)) > 0 for all t ∈ [t1,∞)T. Setting z(t) as in (3.3) we obtain
(3.5) for t ∈ [t1,∞)T. Thus z(t) > 0 or z(t) < 0 for t ⩾ t2. Let z(t) > 0 for t ⩾ t2. From Lemma 3.1 it follows that one of the
cases (a) and (b) holds. Hence z(t) > RT (t)(r(t)z∆
2
(t))∆ for t ⩾ T > t2 by Lemma 3.2. Since z(t) ⩽ y(t) and (r(t)z∆
2
(t))∆
is monotonic decreasing, take t3 ∈ [T ,∞)T such that β(t) ⩾ T for all t ∈ [t3,∞)T. So (3.5) yields, for t ⩾ t3 ⩾ T ,
(r(t)z∆
2
)∆
2
⩽ −q(t)G(RT (β(t)))G((r(t)z∆2(t))∆).
Hence∫ ∞
t3
q(t)G(RT (β(t)))∆t <∞.
Since R∆T (t) > 0 and RT (t) > 0, then
∞
t3
q(t)∆t < ∞, which is a contradiction to (H10). Hence z(t) < 0 for t ∈ [t2,∞)T.
This implies that y(t) < −p(t)y(α(t)) < y(α(t)). Hence y(t) is bounded. Consequently, z(t) is bounded. One of the cases
(b)–(e) holds by Lemma 3.1. Let the case (b) hold. If limt→∞ z(t) = l, then−∞ < l ⩽ 0. Suppose that−∞ < l < 0. Hence
z(t) < m < 0 for t ⩾ t3 > t2. Further, z(t) > py(α(t)) for t ⩾ t2 and hence 0 < p−1m < y(α(t)) for t ⩾ t3. Since α has
an inverse, then there exists t4 ∈ [t3,∞)T such that β(t) ⩾ α(t3) for all t ∈ [t4,∞)T. Hence y(β(t)) > p−1m > 0, for
t ⩾ t4 > t3. Consequently, (3.5) yields
q(t)G(p−1m) ⩽ −(r(t)z∆2(t))∆2 .
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Integrating the above inequality we obtain
∞
t4
q(t)∆t <∞, a contradiction, hence l = 0. Consequently,
0 = lim
t→∞ sup z(t) = limt→∞ sup(y(t)+ p(t)y(α(t))) ⩾ limt→∞ sup y(t)+ limt→∞ inf(py(α(t)))
= lim
t→∞ sup y(t)+ p limt→∞ sup y(α(t)) = (1+ p) limt→∞ sup y(t).
Since (1 + p) > 0, then limt→∞ sup y(t) = 0. In each of the cases (c) and (d) limt→∞ z(t) = −∞, which contradicts the
boundedness of z(t). Suppose the case (e) holds. Since z(t) is bounded, then limt→∞ z(t) exists. Further, t > t3 ⩾ t2 implies
that z∆
2
(t) > r(t3)z∆
2
(t3)/r(t). Multiplying the inequality through by t and then integrating it we obtain z(t) is unbounded
due to (H1). This contradicts the fact that z(t) is bounded. Thus the proof is complete. 
Theorem 3.12. Let −∞ < p1 ⩽ p(t) ⩽ p2 < −1. If (H1) and (H10) hold, then every bounded solution of (H) oscillates or
tends to zero as t →∞.
Proof. Let y(t) be a bounded nonoscillatory solution of (H). First, let y(t) be an eventually positive solution. There exist
t1 ∈ [t˜,∞)T such that y(t), y(α(t)), y(β(t)) > 0 for all t ∈ [t1,∞)T. Setting z(t) as in (3.3) we obtain (3.5) for t ⩾ t1
and hence z(t) > 0 or < 0 for t ⩾ t2. Let z(t) > 0 for t ⩾ t2. So one of the cases (a) and (b) of Lemma 3.1 holds
and y(t) > −p(t)y(α(t)) > y(α(t)). Hence lim inft→∞ y(t) > 0. From (3.5) it follows that
∞
t2
q(t)∆t < ∞, which is a
contradiction to (H10). Hence z(t) < 0 for t ⩾ t2. Since y(t) is bounded, then z(t) is bounded and hence none of the cases
(c), (d), (e) of Lemma 3.1 occurs. Suppose that the case (b) of Lemma 3.1 holds. If−∞ < limt→∞ z(t) < 0, then proceeding
as in the proof of Theorem 3.11 we arrive at a contradiction. Hence limt→∞ z(t) = 0. Consequently,
0 = lim inf
t→∞ z(t) ⩽ lim inft→∞ (y(t)+ p2y(α(t))) ⩽ lim supt→∞ y(t)+ lim inft→∞ (p2y(α(t)))
= (1+ p2) lim sup
t→∞
y(t).
Since (1+p2) < 0, then limt→∞ y(t) = 0. Next, let y(t) be an eventually negative solution. Putting x(t) = −y(t), we obtain
x(t) as an eventually positive solution of the following equation
(r(t)(x(t)+ p(t)x(α(t)))∆2)∆2 + q(t)G˜(x(β(t))) = 0,
where G˜(u) = −G(−u). Proceeding as above we obtain limt→∞ x(t) = 0 and hence limt→∞ y(t) = 0. Thus the theorem is
proved. 
In the following, we obtain sufficient conditions for the oscillation of solutions of forced equation (NH). Let
(H11) there exists F ∈ C2rd([t0,∞)T,R) such that F(t) changes sign, rF∆2 ∈ C2rd([t0,∞)T,R) and (rF∆2)∆2 = f ;
(H12) there exists F ∈ C2rd([t0,∞)T,R) such that F(t) changes sign with−∞ < lim inft→∞ F(t) < 0 < lim supt→∞ F(t) <
∞, rF∆2 ∈ C2rd([t0,∞)T,R) and (rF∆2)∆2 = f ;
(H13) there exists F ∈ C2rd([t0,∞)T,R) such that F(t) does not change sign, limt→∞ F(t) = 0, rF∆2 ∈ C2rd([t0,∞)T,R) and
(rF∆
2
)∆
2 = f ;
(H14) there exists F ∈ C2rd([t0,∞)T,R) such that limt→∞ F(t) = 0, rF∆2 ∈ C2rd([t0,∞)T,R) and (rF∆2)∆2 = f .
Remark 3.13. If limt→∞ F(t) = b ≠ 0 in (H13), then we may proceed as follows: we set F˜(t) = F(t) − b to obtain,
F˜ ∈ C2rd([t0,∞)T,R), F˜∆2(t) = F∆2(t) and limt→∞ F˜(t) = 0. If F˜(t) changes sign, then it comes under (H11). If F˜(t) does not
change sign, then it comes under (H13).
Theorem 3.14. Let 0 ⩽ p(t) ⩽ p <∞. Suppose that (H1), (H2), (H13 ), (H6) and (H11) hold. If
(H15)
∫ ∞
t˜
Q (t)G(F+(β(t)))∆t = ∞ and
∫ ∞
t˜
Q (t)G(F−(β(t)))∆t = ∞,
where, F+(t) = max{F(t), 0} and F−(t) = max{−F(t), 0}, then all solutions of (NH) oscillate.
Proof. Let y(t) be a nonoscillatory solution of (NH). First, let y(t) be an eventually positive solution. There exists t1 ∈ [t˜,∞)T
such that y(t), y(α(t)), y(β(t)), y(β(α(t))) > 0 for all t ∈ [t1,∞)T. Setting z(t) as in (3.3) we obtain (3.4) for t ⩾ t1. Let
w(t) = z(t)− F(t). (3.7)
Hence
(r(t)w∆
2
(t))∆
2 = −q(t)G(y(β(t))) ⩽ 0 (3.8)
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for t ⩾ t1. From Lemma 3.1 we have w(t) > 0 or < 0 for t ⩾ t2. Since F(t) changes sign, then w(t) > 0 for t ⩾ t2. Take
t3 ∈ [t2,∞)T such that w(α(t)) > 0 for t ⩾ t3. Hence one of the cases (a) and (b) of Lemma 3.1 holds. For t ⩾ t3, use (H2),
(H13 ) yields
0 = (r(t)w∆2(t))∆2 + G(p)(r(α(t))w∆2(α(t)))∆2 + q(t)G(y(β(t)))+ G(p)q(α(t))G(y(β(α(t))))
⩾ (r(t)w∆
2
(t))∆
2 + G(p)(r(α(t))w∆2(α(t)))∆2 + λQ (t)G(y(β(t))+ py(α(β(t))))
⩾ (r(t)w∆
2
(t))∆
2 + G(p)(r(α(t))w∆2(α(t)))∆2 + λQ (t)G(z(β(t))). (3.9)
Since w(t) > 0 for t ∈ [t2,∞)T. So z(t) > F(t) imply z(t) > F+(t). Take t4 ∈ [t3,∞)T such that β(t) ⩾ t3 for all
t ∈ [t4,∞)T. The above inequality (3.9) will become
0 ⩾ (r(t)w∆
2
(t))∆
2 + G(p)(r(α(t))w∆2(α(t)))∆2 + λQ (t)G(F+(β(t)))
for t ⩾ t4. Hence∫ ∞
t4
Q (t)G(F+(β(t)))∆t <∞,
which is a contradiction to (H15). Next, let y(t) be an eventually negative solution. We set x(t) = −y(t) to obtain x(t) as an
eventually positive solution of the following equation
(r(t)(x(t)+ p(t)x(α(t)))∆2)∆2 + q(t)G(x(β(t))) = f˜ (t),
where f˜ (t) = −f (t). If F˜(t) = −F(t), then F˜(t) changes sign, F˜+(t) = F−(t) and (r(t)F˜∆2(t))∆2 = f˜ (t). Proceeding as
above we obtain a contradiction. Thus the theorem is proved. 
Theorem 3.15. Let −1 < p ⩽ p(t) ⩽ 0. Suppose that (H1) and (H12) hold. If
(H16)
∫ ∞
tˇ
q(t)G(F+(β(t)))∆t = ∞ and
∫ ∞
tˇ
q(t)G(F−(α−1(β(t))))∆t = ∞
and
(H17)
∫ ∞
tˇ
q(t)G(F−(β(t)))∆t = ∞ and
∫ ∞
tˇ
q(t)G(F+(α−1(β(t))))∆t = ∞,
then every solution of (NH) oscillates.
Proof. Proceeding as in the proof of Theorem 3.14 we obtain w(t) > 0 or < 0 for t ⩾ t2 > t1 when y(t) > 0 for
t ⩾ t1. Let w(t) > 0 for t ⩾ t2. Hence one of the cases (a) and (b) of Lemma 3.1 holds. Further, w(t) > 0 implies that
y(t) ⩾ y(t)+ p(t)y(α(t)) > F(t) and hence y(t) ⩾ F+(t). Take t3 ∈ [t2,∞)T such that β(t) ⩾ t2 for all t ∈ [t3,∞)T. From
(3.8) we obtain
∞
t3
q(t)G(F+(β(t)))∆t < ∞, a contradiction. Hence w(t) < 0 for t ⩾ t2. Then one of the cases (b)–(e) of
Lemma 3.1 holds. Let the case (b) hold. Sincew(t) < 0, then y(t) > F−(α−1(t)) for all t ∈ [t2,∞)T. Take t3 ∈ [t2,∞) such
that β(t) ⩾ t2 for all t ∈ [t3,∞)T. Therefore y(β(t)) > F−(α−1(β(t))) for all t ∈ [t3,∞)T. From (3.8) we get∫ ∞
t3
q(t)G(F−(α−1(β(t))))∆t <∞,
a contradiction. If y(t) is unbounded, then there exists an increasing sequence {τn} ⊂ [t1,∞)T such that τn → ∞
as n → ∞ and y(τn) = max{y(t) : t1 ⩽ t ⩽ τn}. We may choose n large enough such that α(τn) > t1. Hence
w(τn) ⩾ y(τn) + py(α(τn)) − F(τn) ⩾ (1 + p)y(τn) − F(τn). Since F(t) is bounded and (1 + p) > 0, then w(τn) > 0
for large n, which is a contradiction. Hence y(t) is bounded. Consequently, w(t) is bounded. This implies that the cases (c)
and (d) of Lemma 3.1 fail to hold. The boundedness of w(t) and (H1) imply that the case (e) of Lemma 3.1 does not hold.
Next, let y(t) be an eventually negative solution. We set x(t) = −y(t) to obtain x(t) as an eventually positive solution of the
following equation
(r(t)(x(t)+ p(t)x(α(t)))∆2)∆2 + q(t)G˜(x(β(t))) = f˜ (t),
where G˜(u) = −G(−u) and f˜ (t) = −f (t). If F˜(t) = −F(t), then F˜(t) changes sign with −∞ < lim inft→∞ F˜(t) <
0 < lim supt→∞ F˜(t) < ∞, F˜+(t) = F−(t), F˜−(t) = F+(t) and (r(t)F˜∆2(t)) = f˜ (t). Proceeding as above we obtain a
contradiction. 
Theorem 3.16. Let −∞ < p ⩽ p(t) ⩽ 0. Suppose that (H1), (H3), (H12), (H16) and (H17) hold. Then every solution of (NH)
oscillates or tends to±∞ as t →∞.
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Proof. Proceeding as in the proof of Theorem 3.15 we obtain a contradiction if w(t) > 0 for t ⩾ t2. Hence w(t) < 0 for
t ⩾ t2. So one of the cases (b)–(e) of Lemma 3.1 holds. Suppose that the case (b) holds. Sincew(t) < 0, then py(α(t)) < F(t),
that is, y(t) ⩾ (−p−1)F−(α−1(t)) for t ⩾ t2. Take t3 ∈ [t2,∞)T such that β(t) ⩾ t2. Hence y(β(t)) ⩾ −p−1F−(α−(β(t)))
for all t ∈ [t3,∞)T. Integrating (3.8) and using (H3) we obtain
∞
t3
q(t)G(F−(α−1(β(t))))∆t <∞, a contradiction. In each
of the cases (c) and (d), limt→∞w(t) = −∞. If in case (e), −∞ < limt→∞w(t) < 0, then we obtain a contradiction
due to (H1). Thus limt→∞w(t) = −∞ in each of the cases (c)–(e). Consequently, py(α(t)) < w(t) + F(t) implies
that limt→∞ sup(py(α(t))) ⩽ limt→∞w(t) + limt→∞ sup F(t), that is, p lim inft→∞ y(t) = −∞ due to (H12). Hence
limt→∞ y(t) = ∞. The proof for the case y(t) as an eventually negative solution is similar. Thus the proof of the theorem is
similar. 
Corollary 3.17. If the conditions of Theorem 3.16 are satisfied, then every bounded solution of (NH) oscillates.
Theorem 3.18. Let 0 ⩽ p(t) ⩽ p < 1 and let (H1), (H2), (H13 ), (H6) and (H13) hold. If
∞
t˜ Q (t)G(|F(β(t))|)∆t = ∞, then
every bounded solution of (NH) oscillates or tends to zero as t →∞.
Proof. Proceeding as in the proof of Theorem 3.14 we obtain w(t) > 0 or < 0 for t ⩾ t2. Let w(t) > 0 for t ⩾ t2. Take
t3 ∈ [t2,∞)T such thatw(α(t)) ⩾ 0 for all [t3,∞)T. Hence z(t) > F(t). Suppose that F(t) > 0 for t ⩾ t4. Take t5 ∈ [t4,∞)T
such that β(t) ⩾ t4 for all t ∈ [t5,∞)T. From (3.9) it follows by Lemma 3.1, that
∞
t5
Q (t)G(F(β(t)))∆t < ∞, which is
a contradiction. Hence F(t) < 0 for t ⩾ t4. From (3.8) we obtain
∞
t5
Q (t)G(y(β(t)))∆t < ∞ due to Lemma 3.1. Hence
lim inft→∞ y(t) = 0 because
∞
t˜ Q (t)G(|F(β(t))|)∆t = ∞ implies that
∞
t0
q(t)∆t = ∞. Since w(t) is bounded and
monotonic, then limt→∞w(t) exists and hence limt→∞ z(t) exists. Thus limt→∞ z(t) = 0 due to Lemma 3.3. As z(t) ⩾ y(t),
then limt→∞ y(t) = 0. Suppose that w(t) < 0 for t ⩾ t1. Hence y(t) ⩽ z(t) < F(t). Consequently, limt→∞ y(t) = 0. Thus
the theorem is proved. 
Theorem 3.19. Let −1 < p ⩽ p(t) ⩽ 0. If (H1) and (H13) hold and if
∞
t0
q(t)∆t = ∞, then every solution of (NH) oscillates
or tends to zero as t →∞.
Proof. Proceeding as in the proof of Theorem 3.14, we have w(t) > 0 or< 0 for t ⩾ t2. Let w(t) > 0 for t ⩾ t2. From (3.8)
we obtain, due to Lemma 3.1. that∫ ∞
t2
q(t)G(y(β(t)))∆t <∞. (3.10)
Hence lim inft→∞ y(t) = 0. On the other hand, limt→∞w(t) = ∞ in the case (a) of Lemma 3.1. Hence limt→∞ z(t) = ∞.
However, y(t) ⩾ z(t) implies that limt→∞ y(t) = ∞, which is a contradiction. In the case (b)of Lemma3.1, limt→∞w(t) = l,
where 0 < l ⩽ ∞. If l = ∞, we obtain a contradiction as above. Hence 0 < l < ∞. Consequently, limt→∞ z(t) = l due
to Lemma 3.3, l = 0, which is a contradiction. Hence w(t) < 0 for t ⩾ t2. We claim that y(t) is bounded. Indeed, if
y(t) is unbounded, then there exists an increasing sequence {τn}∞n=1 such that τn ⊂ [t1,∞)T, τn → ∞, y(τn) → ∞ as
n → ∞ and y(τn) = max{y(t) : t1 ⩽ t ⩽ τn}. Hence w(τn) ⩾ y(τn) + py(α(τn)) − F(τn) ⩾ (1 + p)y(τn) − F(τn).
Consequently, w(τn) > 0 for large n, which is a contradiction. Thus w(t) is bounded. In each of the cases (c) and (d) of
Lemma 3.1, limt→∞w(t) = −∞, which is a contradiction. In each of the cases (b) and (e) of Lemma 3.1, (3.10) holds and
hence lim inft→∞ y(t) = 0 and limt→∞w(t) exists. Consequently, limt→∞ z(t) exists. From Lemma 3.3 limt→∞ z(t) = 0.
Hence
0 = lim
t→∞ z(t) = lim supt→∞ [y(t)+ p(t)y(α(t))] ⩾ lim supt→∞ y(t)+ lim inft→∞ py(α(t)) = (1+ p) lim supt→∞ y(t).
As (1+ p) > 0, then limt→∞ y(t) = 0. The proof of the theorem is complete. 
Theorem 3.20. Let −∞ < p1 ≤ p(t) ≤ p2 < −1. If (H1) and (H13) hold and if
∞
t0
q(t)∆t = ∞, then every bounded solution
of (NH) oscillates or tends to zero as t →∞.
The proof is similar to that of Theorem 3.19 and hence is omitted.
Corollary 3.21. Suppose that the conditions of Theorem 3.19 are satisfied. Then every nonoscillatory solution of (NH) which
does not tend to zero as t →∞ is unbounded.
4. Existence of positive solutions
Sufficient conditions are obtained for the existence of bounded positive solutions of equation (NH).
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Theorem 4.1. Let 0 ⩽ p(t) ⩽ p < 1. Suppose that (H12) holds with −(1−p)8 < lim inft→∞ F(t) < 0 < lim supt→∞ F(t) <
1−p
2
and G is Lipschitzian on intervals of the form [a, b], 0 < a < b <∞. If∫ ∞
t0
σ(t)
r(t)
∫ ∞
t
σ(s)q(s)∆s

∆t <∞,
then (NH) admits a positive bounded solution.
Proof. It is possible to choose T1 ∈ [t0,∞)T sufficiently large such that
L
∫ ∞
T1
σ(t)
r(t)
∫ ∞
t
σ(s)q(s)∆s

∆t <
1− p
4
,
where L = max{L1,G(1)} and L1 is the Lipschitz constant of G on [ 1−p8 , 1]. Let X = BCrd([T1,∞)T,R). Then X is a Banach
space with respect to the supremum norm defined by ‖x‖ = supt∈[T1,∞)T{|x(t)|}. Let
S =

x ∈ X : 1− p
8
⩽ x(t) ⩽ 1, t ⩾ T1

.
Hence S is a complete metric space. Take T2 ∈ [T1,∞)T such that α(t), β(t) ⩾ T1 for all t ∈ [T2,∞)T. For y ∈ S, we define
Ty(t) =

Ty(T2)− p(t)y(α(t))+ 1+ p2 + F(t) for t ∈ [T1, T2]T
−
∫ ∞
t
σ(s)− t
r(s)
∫ ∞
s
(σ (u)− s)q(u)G(y(β(u)))∆u

∆s for t ∈ [T2,∞)T.
Hence Ty(t) < 1+p2 + 1−p2 = 1 for t ⩾ T1 and Ty(t) > −p+ 1+p2 − 1−p8 − 1−p4 = 1−p8 for t ⩾ T1. Consequently, Ty ∈ S, that
is, T : S → S. Next we show that T is continuous. Let yk(t) ∈ S such that limk→∞ ‖yk(t)− y(t)‖ = 0 for all t ⩾ T1. Because
S is closed, y(t) ∈ S. Indeed,
|(Tyk)− (Ty)| ⩽ p(t) |y(α(t))− yk(α(t))|
+
∫ ∞
t
σ(s)− t
r(s)
∫ ∞
s
(σ (u)− s)q(u)[G(y(β(u)))− G(yk(β(u)))]∆u

∆s

⩽ p‖yk − y‖ + L‖yk − y‖
∫ ∞
t
σ(s)
r(s)
∫ ∞
s
σ(u)q(u)∆u

∆s.
⩽ p‖yk − y‖ + 1− p4 ‖yk − y‖ ⩽

p+ 1− p
4

‖yk − y‖.
|Tyk − Ty| ⩽ (p+ 1−p4 )‖yk − y‖ → 0 as t →∞.
Hence T is continuous. In order to apply Schauder’s fixed point theorem we need to show that Ty is pre-compact. Let
y ∈ S. For t2 ⩾ t1 ⩾ T1,
Ty(t1)− Ty(t2) = p(t2)y(α(t2))− p(t1)y(α(t1))
−
∫ ∞
t1
σ(s)− t1
r(s)
∫ ∞
s
(σ (u)− s)q(u)G(y(β(u)))∆u

∆s
+
∫ ∞
t2
σ(s)− t2
r(s)
∫ ∞
s
(σ (u)− s)q(u)G(y(β(u)))∆u

∆s
and
|Ty(t2)− Ty(t1)| ⩽ |p(t2)y(α(t2))− p(t1)y(α(t1))|
+
∫ ∞
t2
t2 − t1
r(s)
∫ ∞
s
(σ (u)− s)q(u)G(y(β(u)))∆u

∆s

+
∫ t2
t1
σ(s)− t1
r(s)
∫ ∞
s
(σ (u)− s)q(u)G(y(β(u)))∆u

∆s

→ 0 as t2 → t1. Thus Ty is pre-compact. By Schauder’s fixed point theorem, T has a fixed point, that is, Ty=y. Consequently,
y(t) is the solution of (NH)with 1−p8 ⩽ y(t) ⩽ 1. This complete the proof of the theorem. 
Theorem 4.2. Let 0 ⩽ p(t) ⩽ p < 1. Suppose that (H14) and
∞
t0
σ(t)
r(t) (
∞
t σ(s)q(s)∆s)∆t <∞. If G is Lipschitzian on intervals
of the form [a, b], 0 < a < b <∞, then (NH) admits a bounded positive solution.
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Proof. Wemay choose T1 > t0 sufficiently large such that |F(t)| < 1−p10 and
L
∫ ∞
T1
σ(t)
r(t)
∫ ∞
t
σ(s)q(s)∆s

∆t <
1− p
20
,
where L = max{L1,G(1)} and L1 is the Lipschitz constant of G on [ 1−p20 , 1]. Let X = BCrd([T1,∞)T,R). This X is a Banach
space with respect supremum norm defined by ‖x‖ = supt∈[T1,∞)T{|x(t)|} and S = {x ∈ X : 1−p20 ⩽ x(t) ⩽ 1, t ⩾ T1}. For
y ∈ S, we define
Ty(t) =

Ty(T2)− p(t)y(α(t))+ 1+ 4p5 + F(t) for t ∈ [T1, T2]T
−
∫ ∞
t
σ(s)− t
r(s)
∫ ∞
s
(σ (u)− s)q(u)G(y(β(u)))∆u

∆s for t ∈ [T2,∞)T.
Proceeding as in the proof of Theorem 4.1 we may show that T is continuous and Ty is pre-compact. By Schauder’s fixed
point theorem T has a fixed point. Consequently, y(t) is the solution of (NH) with 1−p20 ⩽ y(t) ⩽ 1. This complete the proof
of the theorem. 
Example 4.3. Consider
[t(y(t)+ 2y(t − c1))∆2 ]∆2 + (t + c1 + σ(t + c1))y 13 (t − c2) = 0, (4.1)
for t ∈ [t0,∞)T, t0 > 0 and t0 ∈ T (T is any Z, hZ,R). Here r(t) = t , p(t) = 2, α(t) = t − c1, q(t) = t + c1 + σ(t + c1),
β(t) = t−c2 and c1, c2 ∈ [t0,∞)T such that c1 ≤ c2.Q (t) = min{q(t), q(t−c1)} = t+σ(t) andβ(t) = t−c2 ⩾ T > t0+c2
for all t ∈ [T + c2,∞)T.∫ ∞
T+c2
G(RT (β(t)))Q (t)∆t =
∫ ∞
T+c2
G(RT (t − c2))(t + σ(t))∆t
=
∫ T1
T+c2
G(RT (t − c2))(t + σ(t))∆t +
∫ ∞
T1
G(RT (t − c2))(t + σ(t))∆t
> G(RT (T 1 − c2))
∫ ∞
T1
(t + σ(t))∆t
= G(RT (T 1 − c2))[t2]∞T = ∞.
It is easy to see that Eq. (4.1) satisfies all the conditions of Theorem 3.4. Hence every solution of Eq. (4.1) oscillates.
Example 4.4. Consider[
t
t + σ(t) (y(t)+
1
t + 2y(t − c1))
∆2
]∆2
+ (t + c1 + σ(t + c1))y3(t − c2) = 0, (4.2)
for t ∈ [t0,∞)T, t0 > 0 and t0 ∈ T (T is anyZ, hZ,R). Here r(t) = tt+σ(t) , p(t) = 1t+2 ,α(t) = t−c1, q(t) = t+c1+σ(t+c1),
G(u) = u3 and c1, c2 ∈ [t0,∞)T such that c1 ⩽ c2. Q (t) = min{q(t), q(t − c1)} = t + σ(t) and β(t) = t − c2 ⩾ T > t0 + c2
for all t ∈ [T + c2,∞)T. Take γ = 1, we have∫ ∞
T+c2
RγT (β(t))Q (t)∆t =
∫ ∞
T+c2
RT (t − c2)(t + σ(t))∆t
=
∫ T1
T+c2
RT (t − c2)(t + σ(t))∆t +
∫ ∞
T1
RT (t − c2)(t + σ(t))∆t
> RT (T 1 − c2)
∫ ∞
T1
(t + σ(t))∆t
= RT (T 1 − c2)[t2]∞T = ∞.
It is easy to see that Eq. (4.2) satisfies all the conditions of Theorem 3.10. Hence every solution of Eq. (4.2) oscillates. 
Example 4.5. Let T = hZ and consider the following difference equation
∆2h[2−t∆2h(y(t)− (2+ 2−t)y(t − τ))] + q(t)y3(t) = 0, (4.3)
for t ∈ [t0,∞)T, where q(t) = 2−3τ (( 2−2h−1h )2( 2
−3h−1
h )
2 + (2 − 2−τ )( 2−h−1h )2( 2
−2h−1
h )
22t), fixed τ > 0 and τ ∈ hZ such
that 2− 2−τ > 0 with
4270 S. Panigrahi, P.R. Reddy / Computers and Mathematics with Applications 62 (2011) 4258–4271∫ ∞
t0
r
r(t)
∆t =
∞−
t=t0
t2tµ(t) = h
∞−
t=t0
t2t = ∞,
and ∫ ∞
t0
q(t)∆t =
∞−
t=t0
q(t)µ(t) = h
∞−
t=t0
q(t) > q(t0)
∞−
t=t0
1 = ∞.
It is easy to see that Eq. (4.3) satisfies all the conditions of Theorem 3.12. Hence every solution of Eq. (4.3) oscillates or tends
to zero as t →∞. In particular y(t) = 2−(t+τ) is a solution of Eq. (4.3). 
Example 4.6. Consider
[e−t(y(t)+ 2y(t − π))′′]′′ + (1+ 2e−t)y

t − 3
2
π

= − cos t, (4.4)
for t ∈ [0,∞)R. Here Q (t) = min{1 + 2e−(t−π), 1 + 2e−t} = 1 + 2e−t and t − π, t − 32π ⩾ 0 for all t ⩾ 32π , so t˜ = 32π .
Further F(t) = 12 et sin t implies that (r(t)F ′′(t))′′ = − cos t . Since F

t − 32π
 = 12 et− 32π cos t , then
F+

t − 3
2
π

=

0 for (4n− 3)π
2
⩽ t ⩽ (4n− 1)π
2
1
2
et−
3
2π cos t for (4n− 1)π
2
⩽ t ⩽ (4n+ 1)π
2
F−

t − 3
2
π

=

−1
2
et−
3
2π cos t for (4n− 3)π
2
⩽ t ⩽ (4n− 1)π
2
0 for (4n− 1)π
2
⩽ t ⩽ (4n+ 1)π
2
n = 1, 2, . . . . Thus∫ ∞
3π
2
Q (t)G(F+(β(t)))dt =
∫ ∞
3π
2
(1+ 2e−t)F+

t − 3
2
π

dt
= 1
2
∞−
n=1
∫ (4n+1) π2
(4n−1) π2
(1+ 2e−t)et− 3π2 cos tdt
= 1
2
e
−3π
2
∞−
n=1
[
et
2
(cos t + sin t)+ 2 sin t
](4n+1) π2
(4n−1) π2
= 1
2
e
−3π
2
∞−
n=1

e2nπ
(e
π
2 + e− π2 )
2
+ 4

>
1
2
e
−3π
2
∞−
n=1
4
= 2e−3π2
∞−
n=1
1 = ∞.
Similarly,
∞
3π
2
Q (t)G(F−(β(t)))dt = ∞. It is easy to see that Eq. (4.4) satisfies all the conditions of Theorem 3.14. Hence
every solution of Eq. (4.4) oscillates. In particular, y(t) = − sin t is an oscillatory solution.
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