Abstract This paper tackles linear programming problems with data uncertainty and applies it to an important inventory control problem. Each element of the constraint matrix is subject to uncertainty and is modeled as a random variable with a bounded support. The classical robust optimization approach to this problem yields a solution with guaranteed feasibility. As this approach tends to be too conservative when applications can tolerate a small chance of infeasibility, one would be interested in obtaining a less conservative solution with a certain probabilistic guarantee of feasibility. A robust formulation in the literature produces such a solution, but it does not use any distributional information on the uncertain data. In this work, we show that the use of distributional information leads to an equally robust solution (i.e., under the same probabilistic guarantee of feasibility) but with a better objective value. In particular, by exploiting distributional information, we establish stronger upper bounds on the constraint violation probability of a solution. These bounds enable us to "inject" less conservatism into the formulation, which in turn yields a more cost-effective solution (by 50% or more in some numerical instances). To illustrate the effectiveness of our methodology, we consider a discrete-time stochastic inventory control problem with certain quality of service constraints. Numerical tests demonstrate that the use of distributional information in the robust optimization of the inventory control problem results in 36%-54% cost savings, compared to the case where such information is not used.
Introduction
Linear programming (LP) is a ubiquitous tool in manufacturing systems and service operations. Theory and methods are very mature, there are many excellent solvers to choose from, and LPs can be solved in polynomial time with interior-point methods. Alas, the world is neither (always) linear nor certain. In this paper we focus on the latter shortcoming of LP-based modeling, that is, the presence of uncertainty in the problem data.
Assuming certainty equivalence offers a way to deal with uncertainty: for every uncertain data element use a nominal value (usually its mean) and form a nominal formulation which remains an LP formulation. A solution obtained in this manner, however, is non-robust in the sense that even small changes in the problem data can easily render the solution infeasible. For some applications, such a solution could be useless.
For this reason, the classical robust linear optimization approach focused on a formulation, which we will refer to as the fat formulation, whose solution is immune to data uncertainty (i.e., protected against infeasibility). In the early 1970's, Soyster [Soy73] considered a convex optimization problem with a linear objective function and a set-inclusive constraint that requires nonnegative combinations of convex sets to be contained in another convex set. As a special case, Soyster noted that the problem can be viewed as an "inexact LP problem," where each column vector of the constraint matrix A is only known to belong to a convex set. In our terminology, it is the fat formulation of an LP problem where the constraint matrix has column-wise uncertainty. Soyster showed that the fat formulation can be recast as an LP formulation.
Ben-Tal and Nemirovski [BTN99] pointed out that the case of column-wise uncertainty used in [Soy73] is extremely conservative. They instead considered row-wise uncertainty where the rows of the constraint matrix A are known to belong to given convex sets. In this case, they argued that the fat formulation does not necessarily lead to an LP formulation; for example, when the uncertainty sets for the rows of A are ellipsoids, the fat formulation turns out to be a conic quadratic problem.
Clearly, the guaranteed feasibility makes the fat formulations (i.e., the worstcase approach) of [Soy73] and [BTN99] suitable for applications in which infeasibility cannot be accepted at all (e.g., design of engineering structures like bridges considered in Ben-Tal and Nemirovski [BTN99] ). When applications can tolerate a small chance of infeasibility, however, solutions from those formulations tend to be too conservative. This is especially the case if the worst-case occurs very rarely. Hence for the latter class of applications, methods that produce less conservative solutions with certain probabilistic guarantees of feasibility could prove to be useful.
To that end, Bertsimas and Sim [BS04] considered a "relaxed" robust linear optimization. In contrast to the column-wise and row-wise uncertainty used in [Soy73] and in [BTN99] , respectively, they considered element-wise uncertainty where each uncertain element of the constraint matrix A is modeled as an independent bounded random variable. They assumed that the probability distributions of the uncertain elements are unknown except that they are symmetric. To construct a less conservative formulation than the fat formulation, which we will refer to as the robust formulation, they used a set of parameters that "restrict" the variability of the uncertain elements. They showed that their robust formulation can be recast as an LP formulation, which is favorable from a computational point of view. The difference between the objective values of the nominal formulation and their robust formulation was termed the price of robustness. For a probabilistic guarantee of feasibility of an optimal solution of their robust formulation, they established upper bounds on the constraint violation probability of the solution.
As in [BS04] , the robust model used in this paper is a special case of the robust counterpart of a linear optimization model when uncertain coefficients are assumed to belong to a D-norm induced uncertainty set (see [BPS04] ). Unlike, however, the earlier work, we exploit distributional information on the uncertain elements in robust linear optimization. We will show that by using full or limited distributional information, one can obtain a better solution than earlier approaches, but with the same probabilistic guarantee of feasibility. The crux of the matter is that by exploiting distributional information, we can establish stronger bounds on the constraint violation probability. This enables us to "inject" less conservatism into the formulation, which in turn yields a more cost-effective solution. In particular, we establish three types of bounds on the constraint violation probability: (i) bounds that use the full distribution of the uncertain problem data, (ii) bounds that use the full distribution of data and the optimal solution to the robust problem, and (iii) bounds that use up to the first two moments of the problem data.
Our motivation comes from the emerging abundance of data in many realworld applications. By mining these data suitably, one can obtain highly reliable distributional information and, as we will show, put it to good use. When data are not available and distributional information can not be obtained, then the approach of [BS04] is appropriate. However, our work can help quantify the benefits that can result from data collection and implementation of estimation techniques for obtaining distributional information. We expect that in many settings these benefits can exceed the associated costs. In this spirit, one can think of the gain in objective value that stems from our robust optimization approach as the estimation discount on the price of robustness.
The work in this paper has parallels with ideas developed in the context of robust control. Using the terminology in [DDB95] , we are interested in parametric uncertainty and consider a stochastic model of uncertainty rather than a deterministic model which would necessitate a worst case analysis. To illustrate the effectiveness of our robust optimization approach, we apply it to a stochastic inventory control problem.
1 Inventory control has, of course, a long history going back to the seminal results of Clark and Scarf [CS60] . We are interested in inventory control problems that enforce explicit quality of service (QoS) or service level constraints. Under stochastic demand and production models, such problems have been analyzed in Paschalidis and Liu [PL03] , Bertsimas and Paschalidis [BP01] , Paschalidis et al. [PLCP04] , and Del Vecchio and Paschalidis [DVP06] using large deviations techniques. Yet, the analysis is complex and uses the special structure of the models to solve the corresponding large deviations problem. Formulating the inventory control problems as static optimization problems ignores the inherent uncertainty but has the advantage that many modeling complexities (e.g., lead times, ordering costs, etc.) can be more easily incorporated.
Bertsimas and Thiele [BT06] addressed inventory control problems to minimize total ordering, holding, and shortage costs from the robust optimization perspective of [BS04] . A different robust model for inventory management was considered by See and Sim [SS10] . Bienstock and Ozbay [BO08] propose an algorithm to iteratively solve a robust min-max problem for setting the base-stock level in a single buffer under uncertain demand. Here, we consider an inventory control problem similar to one in [BT06] , but our approach differs from theirs in two aspects. First, we incorporate certain QoS constraints into the problem instead of using shortage costs. QoS constraints are often used in managing supply chains, partly because shortage costs are hard to quantify. Our second, and more subtle, difference with [BT06] is the way we construct the robust formulation. This will be elaborated on in Section 3.2.
The paper is organized as follows. In Section 2, and in the form of background, we deal with robust optimization for an LP problem with element-wise uncertainty. We follow [BS04] to construct the robust formulation for the LP problem and derive its equivalent LP formulation. Using distributional information on the uncertain elements, we develop new stronger bounds on the constraint violation probability. We explain that stronger bounds lead to an equally robust solution with a better objective value (i.e., a more cost-effective solution under the same probabilistic guarantee of feasibility). The case of using limited distributional information in the form of the first and second moments as well as full distributional information is investigated. In Section 3, we consider a discrete-time stochastic inventory control problem with QoS constraints. We form the robust formulation of the problem and show that the optimal ordering quantities of this formulation correspond to a base-stock policy. Using the results of Section 2, bounds on the probability that the optimal ordering quantities violate the QoS constraints are developed. Through numerical tests, we demonstrate the cost-effectiveness of our approach. Finally, concluding remarks are given in Section 4.
Notational Conventions: Throughout the paper, we use boldface lowercase letters to denote vectors and boldface uppercase letters to represent matrices. Occasionally we use boldface uppercase Greek letters to denote vectors. All vectors are assumed to be column vectors. When we specify the components of a vector, however, we write x = (x 1 , . . . , xn) for the column vector x to save space. x ′ represents the transpose of x; however sometimes it also means a vector different from x. It will be clear from the context which one is the case. The vector of all zeros is denoted by 0. A = (a ij ) denotes a matrix whose (i, j)th element is a ij . We will use a i to denote the ith row of A which, using our convention, we will assume to be a column vector. P[A] means the probability of the event A. For a random variable X, we write E[X] and Var(X) for its mean and variance, respectively. The floor function of a real number x, denoted by ⌊x⌋, returns the largest integer less than or equal to x. The ceiling function, denoted by ⌈x⌉, gives the smallest integer not less than x.
Robust Linear Optimization

A Linear Programming Problem with Data Uncertainty
Let us consider the LP problem
is an m × n matrix, and x ∈ R n is the vector of decision variables. We assume, without loss of generality, that only the elements of the matrix A are subject to uncertainty. Indeed, if c and b are also uncertain, the problem can be reformulated so that uncertainty exists only in the entries of
Each uncertain element of A is modeled as a random variable whose range is symmetrically bounded around its mean (or the nominal value). In particular, we assume that a ij ∈ [a ij −â ij , a ij +â ij ], where a ij = E[a ij ] andâ ij ≥ 0. Note that ifâ ij = 0, the corresponding a ij is deterministic and takes the value a ij . For each row i of A, we define J i {j |â ij > 0}, i.e., J i {j | a ij is uncertain}. We assume that a ij , for all i and j ∈ J i , are independent of each other. It will be generally assumed that the probability distribution of each uncertain a ij is known. However, we will also consider the case that only limited distributional information on a ij is available, such as the first moment, or the first and second moments of a ij . The following symmetry assumption on the distribution will be in effect for some of the results we will present.
Assumption A
For all i, j ∈ J i , the probability distribution of a ij is symmetric over [a ij −â ij , a ij +â ij ], that is,
where Fa ij is the cumulative distribution function of a ij .
Given the data uncertainty structure for A, one may elect to solve the nominal formulation, where each uncertain a ij is replaced by its mean value:
(2) One disadvantage of the nominal formulation is that its optimal solution is likely to violate the constraints Ax ≤ b of (1). This leads one to consider a solution that is guaranteed to satisfy Ax ≤ b for all realizations of the uncertain a ij 's, while maximizing the objective value. To obtain such a solution, one needs to solve the fat formulation
2 The main role of the constraints l ≤ x ≤ u is to make the feasible region bounded, so that the case of unbounded objective value can be avoided. Other than that, they do not play any other role in the analysis that follows.
where the uncertainty set for the ith row, U i , is given by
It is not difficult to see that the formulation (3) can be written as the LP formulation
subject to
We note that the constraints (4a) can be replaced with −y ≤ x ≤ y. This possibly adds to the formulation the additional constraints −y j ≤ x j ≤ y j for all j / ∈ S m 1 J i . Their presence, however, does not alter the optimal solution of (4). The following Lemma is pretty standard in robust optimization, hence, we skip the proof.
Lemma 1 Let (x,ŷ) be an optimal solution of (4). Thenx is a feasible solution of (1) for every possible realization of A. Moreover, z F ≤ z N .
As Lemma 1 implies, by solving the fat formulation, one may obtain a solution with an inferior objective value in exchange for its full robustness to (i.e., immunity against) data uncertainty.
The Robust Formulation
In order to construct a formulation that is less conservative than the fat formulation (3), we follow Bertsimas and Sim [BS04] and introduce the uncertainty budget Γ i ∈ [0, |J i |] for each row i = 1, . . . , m of the matrix A. The role of the uncertainty budget Γ i is to impose the uncertainty budget constraint
That is, Γ i limits the deviations of a ij , ∀ j ∈ J i , from their respective mean values by imposing an ℓ 1 -norm constraint on the vector of`a ij −aiĵ aij´f or j ∈ J i . The motivation for this constraint comes from the expectation that not all uncertain elements of the ith row can take their extreme values at the same time. We define the restricted uncertainty set R i (Γ i ) as
In other words, R i (Γ i ) is the set of all realizations of a i that satisfy the uncertainty budget constraint. We define the robust formulation as
where z R (Γ) denotes the optimal objective value for a given Γ = (Γ 1 , . . . , Γm). The following Lemma establishes a useful monotonicity property; we include a proof in Appendix A for completeness.
Lemma 2 z R (Γ) is nonincreasing as Γ increases componentwise, and
Based on Lemma 2, one is able to strike a balance between the robustness of a solution and its objective value by varying Γ i between 0 and |J i | for all i. If Γ i = |J i |, the ith constraint is fully protected against violation. If Γ i = 0, on the other hand, the ith constraint is not protected. In this respect, Γ i can also be viewed as the level of protection for the ith constraint. The difference z N − z R (Γ) is the degradation of the objective value that results from improving the level of protection of the constraints by selecting Γ.
We now show that the robust formulation (5) can be recast as an LP formulation. The formulation we obtain is equivalent to the one in Bertsimas and Sim [BS04] ; we provide a more concise proof for completeness and because the derivation is useful in deriving our bounds and in generalizing to asymmetrically bounded random variables as well as different types of the uncertainty budget constraint.
For any x, the maximization problem in the ith constraint of (5) can be written as
where a ij , ∀ j and w ij , ∀ j ∈ J i are the decision variables. Let λ ij , µ ij , z i , ν ij , τ ij be the dual variables for the constraints (6a)-(6e), respectively. Then the dual of (6) is given by (after some simplifications)
Theorem 1 The robust formulation (5) is equivalent to the LP formulation
be an optimal solution of (8). Letx be an optimal solution of (5). We will establish the equivalence by showing that x * is a feasible solution of (5) with c (6) and (7), and let (a * i , w * ij ) be an optimal solution of (6). Since
is a feasible solution of (7), the weak duality between (6) and (7) yields
From a * i
nd the feasibility of (
This shows that x * is feasible to (5), implying that c
Next, set x =x in (6) and (7), and let (ã i ,w ij ) be an optimal solution of (6). By the strong duality, there exists a feasible (λ ij ,μ ij ,z i ,ν ij ,τ ij ) to (7) such that max ai∈Ri(Γi)˘a
Sincex is feasible to (5), we have for all i
This shows that (x,λ ij ,μ ij ,z i ,ν ij ,τ ij ) satisfies the first set of the constraints of (8). Since the other constraints of (8) are also satisfied by (x,λ ij ,μ ij ,z i ,ν ij ,τ ij ), it is a feasible solution of (8), from which we have c
It can be shown that the LP formulation (8) can be reshaped into the following LP formulation derived in Bertsimas and Sim [BS04] ; see Appendix B for an explanation.
Bounds on the Constraint Violation Probability
For a given Γ > 0, let x * be an optimal solution of the robust formulation (5), which is obtained by solving the LP formulation (8) (or (9)). Let us call x * the robust solution. To avoid degenerate cases and without loss of generality, we assume
3 Unless Γ i = |J i | for all i, x * may well violate the constraints Ax ≤ b of (1) due to the uncertainty in A.
Computing the constraint violation probability PˆP j a ij x * j > b i˜, i = 1, . . . , m, exactly is often a challenging task. Therefore one would be interested in upper bounds on this probability. Bertsimas and Sim [BS04] assumed that the probability distributions of the random a ij 's are unknown except that they are symmetric. Under this assumption, they derived the following bound on the ith constraint violation probability:
Henceforth, we will use the terminology "Bound (10)" to refer to the right hand side of (10) and similar terminologies for such bounds. Bound (10) is an a priori bound in the sense that it is not a function of the robust solution x * . Moreover, it does not use any distributional information on a ij , ∀ j ∈ J i , other than the symmetry of the probability distributions. For these reasons, Bound (10) can be weaker than other bounds that exploit the distributional information and/or the robust solution x * . In this section, we develop new bounds on the constraint violation probability, which are stronger than Bound (10). This will be accomplished by making use of full or limited distributional information on a ij 's. Obtaining stronger bounds is important because, as we shall show later, they lead to a more cost-effective solution under the same probabilistic guarantee of feasibility. The following lemma will be used in the results that we will present.
Lemma 3 Let S i be a subset of J i such that |S i | = ⌊Γ i ⌋, and let
where it is understood that {t i } = ∅ if Γ i is an integer.
Proof: For all j / ∈ J i , the left hand side of (11) takes the constant value
be the first ⌊Γ i ⌋ elements in that order. To maximize the left hand side of (11), for
Note the scaling factor (Γ i − ⌊Γ i ⌋) in the last step, which ensures
The right hand side of (11) achieves the same goal. ⊓ ⊔ 3 If not, we can always fix to zero all zero components of x * and recast the LP problem in a lower-dimensional space.
A Distribution-Dependent Bound
We first derive an a priori bound that utilizes the probability distributions of the random a ij 's. Let η ij = (a ij − a ij )/â ij for all i and j ∈ J i . Define the logarithmic moment generating function of η ij as Λη ij (θ) log E[e θηij ].
Theorem 2 Let Assumption A be in effect.
(a) For the ith constraint
(b) Bound (12) < Bound (10).
Proof: (a) The proof of this part proceeds similarly to the proofs of Proposition 2 and Theorem 2 of Bertsimas and Sim [BS04] . Under Assumption A, the random variables η ij are symmetrically distributed over
where
The first equality follows from the definitions of η ij 's, and the second equality from the fact thatâ ij x * j η ij is equal toâ ij |x * j |η ij in distribution. The first inequality is due to the feasibility of x * in (5), namely (cf. Lemma 3),
The second inequality follows fromâ ir |x * r | = min j∈S * i ∪{t * i }âij |x * j |. The fourth equality holds because
Using Markov's inequality, for all θ ≥ 0 we obtain
The first equality follows from the independence of the random variables η ij , and the second equality from the Maclaurin series for e θγij ηij . The second inequality is due to the following two properties that result from the symmetry of the probability distribution of η ij and 0 ≤ γ ij ≤ 1: for all k = 0, 1, . . .,
Optimizing over θ, we obtain
(b) For any θ ≥ 0 and symmetric probability distribution for a ij , ∀ j ∈ J i ,
where the second equality follows from the symmetry of the probability distributions, and the first inequality from η ij ∈ [−1, 1]. Note that the equality holds throughout only when P[η ij = −1] = P[η ij = 1] = 1/2 and θ = 0. However since ∂ ∂θ (12) is a convex optimization problem, which can be efficiently solved. Like Bound (10), Bound (12) is nonincreasing in Γ i . The monotonicity of Bounds (10) and (12) and Theorem 2(b) lead to the following important implication: to ensure the same constraint violation probability, Bound (12) requires smaller Γ i than Bound (10) does. Since z R (Γ) is a nonincreasing function of Γ, one can achieve a higher z R (Γ) by using Γ i required by Bound (12), while maintaining the same constraint violation probability. The following corollary formalizes this deduction.
Corollary 1 Let ǫ i be the maximum allowable violation probability for the ith constraint. Let Γ
In other words, Bound (12) enables one to obtain an equally robust solution with a better objective value.
is the gain in the objective value that results from exploiting distributional information on the uncertain problem data, which we refer to as the estimation discount on the price of robustness. We remark that Γ 
Solution-Dependent Bounds
In the derivation of Bound (12), there are a few steps that can potentially cause the bound to be loose. For instance, the inequality (13), which was used to make Bound (12) independent of the robust solution x * , is such a step. Tightening the bound leads us to obtain the bound in Theorem 3, which relies on the probability distributions of the random a ij 's as well as the robust solution x * . (This bound can be called an a posteriori bound in the sense that it is a function of x * .) The derivation is actually simpler than that of Bound (12) and the resulting bound is stronger than Bound (12). A host of numerical examples we present later demonstrate that the difference can be dramatic.
Theorem 3 Let Assumption A be in effect.
j for all i and β ij =â ij |x * j | for all i and j ∈ J i . Then for the ith constraint
(b) Bound (14) ≤ Bound (12).
Proof: (a) Using the random variables η ij introduced earlier and following the steps of the proof of Thm. 2(a), we have
From Markov's inequality, for all θ ≥ 0
Consider the probability in (15) and scale both sides of
Then following the remaining steps in (a), we obtain
This bound is equivalent to Bound (14). We will show that Bound (16) ≤ Bound (12). Let γ ij βij βir for j ∈ J i \ S * i and δ ij βij βir for j ∈ S * i . Note that 0 ≤ γ ij ≤ 1 and δ ij ≥ 1.
Since x
* is a feasible solution of (5) (cf. Lemma 3),
Multiplying both sides of (17) by 1/β ir , we obtain
where the equality follows from the fact that if Γ i is not an integer, then r = t * i . Therefore
Because 0 ≤ γ ij ≤ 1, we also have
where the inequality follows from Λη ij (θ) ≥ Λη ij (θγ ij ) due to the symmetry of the probability distribution of η ij over [−1, 1] (cf. the proof of Theorem 2(a)). Now our goal is to show that exp(·) in (18) is no greater than exp(·) in (19). This is true if for all θ ≥ 0
The inequality (20) holds if for each j ∈ S * i
Taking the exponential function on both sides of (21) 
The inequality (22) holds if for all realizations of η ij
Since δ ij ≥ 1 and −1 ≤ η ij ≤ 1, the inequality (23), which can be rewritten as
Recall that Bounds (10) and (12) require only Γ i (and not Γ j 's, j = i) for the ith constraint violation probability. In contrast, Bound (14) depends on all Γ i 's because x * is a function of Γ. If Assumption A is not in effect, a slightly different bound is obtained as shown in Corollary 2. This bound can be useful because in many real-world applications the symmetry assumption could be restrictive.
Proof:
and the remaining steps are identical to those of Theorem 3(a). ⊓ ⊔
Moment-Dependent Bounds
Bounds (12), (14), and (24) on the constraint violation probability made full use of the probability distributions of the random a ij 's to compute the moment generating functions of η ij 's. (Recall that η ij = (a ij − a ij )/â ij .) Therefore, if the probability distributions are not known, but instead some limited distributional information is available, we need a different strategy to establish bounds on the constraint violation probability. We employ the idea of upper bounding the moment generating functions of η ij 's (in lieu of computing them exactly) using the first and second moments of a ij 's and their range information. To that end, we use the following result due to Bennett [Ben62] (also see Dembo and Zeitouni [DZ98] ): Let X ≤ b be a random variable with
Theorem 4 below features two bounds. The first bound requires the robust solution x * and the first and second moments (or equivalently, the mean and variance) of a ij for all i and j ∈ J i . The second bound, on the other hand, does not need the second moments. As shown in the theorem, both bounds are stronger than Bound (10). Another interesting observation is that both bounds do not require the symmetry assumption, Assumption A.
j for all i and κ ij =â ij x * j for all i and j ∈ J i . (a) Let σ 2 ij = Var(η ij ) for all i and j ∈ J i . Then for the ith constraint
(b) For the ith constraint
(c) Bound (26) ≤ Bound (27) < Bound (10).
Proof: (a) Using η ij = (a ij − a ij )/â ij , we have
From Markov's inequality, for all θ ≥ 0 we obtain
ij . Then using the inequality (25), we have
Combining the results,
The bound is obtained by optimizing over θ.
Following the same steps as in part (a), we have for all θ ≥ 0 
To simplify notation, let x σ 2 ij and denote the left hand side of (28) by f (x). Note that 0 ≤ x ≤ 1. We will first show that f (x) is a nondecreasing function. Since
showing df (x)/dx ≥ 0 is equivalent to showing This inequality holds due to the fact that e y ≥ 1 + y for any y. Therefore the maximum of f (x) is attained at x = 1, from which the inequality (28) follows.
To show Bound (27) < Bound (10), notice that Bound (27) can be viewed as a special case of Bound (14), where the probability distribution of η ij is defined as fη ij (η) = This observation implies that sup θ≥0 {·} in the bound is a convex optimization problem. Consequently, Bound (26) can be computed efficiently. A similar argument can be made for Bound (27).
The Inverse Problem
We have discussed so far how to obtain "good" bounds on the constraint violation probability for a given Γ. We now change the perspective and consider the inverse problem: how to find a Γ that maximizes z R (Γ) when the maximum allowable violation probability for the ith constraint, ǫ i , is given for all i. Using Bound (12), the inverse problem is posed as follows: find a Γ such that
subject to Bound (12) ≤ ǫ i , i = 1, . . . , m.
Since z R (Γ) is a nonincreasing function of Γ (cf. Lemma 2), one needs to seek as small a Γ as possible, which ensures that the constraints of (29) are satisfied. Such a Γ can be found through binary search because Bound (12) is monotone in Γ i (cf. Corollary 1). As Bound (14) is stronger than Bound (12), the use of the former in place of the latter in (29), in principle, would result in a better objective value. However, finding an optimal Γ in this case appears to be hard unless the LP problem (1) has some special structure (see, for instance, Section 3.3 where this is the case). A suboptimal approach based on binary search is as follows: First determine the smallest Γ, denoted by Γ D , for which Bound (12) ≤ ǫ i for all i. (cf. Corollary 1). (8) with Γ, and compute Bound (14) for all i. If Bound (14) yields a value smaller than ǫ i for all i, set Γ = Γ/2. Otherwise, set Γ = (Γ + Γ D )/2. This process is repeated until the interval for Γ becomes reasonably small. The suboptimality of this approach stems from simultaneously increasing or decreasing all the components of Γ in the same proportion. Thus, one might be tempted to amend the approach with the "fine-tuning" step that performs binary search only on some Γ i 's. However, this does not guarantee that an optimal Γ is found because of two reasons: First, Bound (14) for the ith constraint is a function of Γ, not of only Γ i . Second, in general, Bound (14) is not monotone in Γ i .
We note a close relation between the inverse problem (29) and the chance constrained problem
Under the given constraint violation probabilities, the chance constrained problem (30) produces a better optimal objective value than the inverse problem (29). However, the chance constrained problem is hard to solve because its feasible set is nonconvex and/or because the deterministic analytical expression for PˆP j a ij x j > b i˜≤ ǫ i is difficult to obtain. This intractability has been observed in several works; see Ben-Tal et al. [BTGN09] . As a result, one then resorts to either convex relaxations as in Nemirovski Ghaoui [CG06] . More recent work on chance constraints has also looked at "joint" chance constraints when one seeks to bound the probability of violating a set of constraints rather than an individual one; see Chen et al. [CSST10] and Zymler et al. [ZKR13] .
The inverse problem we presented can serve as an approximation to the chance constrained problem. There are advantages in using the inverse problem: Once Γ is determined, the optimization problem one needs to solve remains an LP, whereas other convex relaxations of (30) often "lift" the class of the problem from an LP to a more complex optimization problem (e.g., an SOCP). Another benefit of the inverse problem is that once Γ is determined, multiple problem instances arising from different c, b, l, and u can be solved using the same Γ, because the changes in those data do not affect Bound (12).
Numerical Results
We first compare the two a priori bounds, Bound (10) and Bound (12), for Γ i = 5 and varying |J i |. We consider three symmetric probability distributions for a random a ij : triangle, uniform, and reverse-triangle. (The density functions of the triangle and reverse-triangle distributions are depicted in Fig. 1.) aij +âij aij −âij aij 1 a ij aij +âij aij −âij aij 1 a ij Fig. 1 The triangle (left) and reverse-triangle (right) distributions.
In Table 1 , Bound (12)-T (Bound (12)-U, Bound (12)-R, respectively) denotes the value of Bound (12) when all the random a ij 's have the triangle (uniform, reverse-triangle, respectively) distribution. The results show that Bound (12) is tighter than Bound (10); in particular, when all the random a ij 's have the triangle distribution, the differences between the two bounds are most significant. We also observe that as the variance of the probability distribution increases (the triangle distribution having the lowest variance and the reverse-triangle having the highest), Bound (12) increases as well.
We next compare the minimum Γ i 's for which Bound (10) and Bound (12) are less than or equal to ǫ i = 0.05, respectively. Recall that such Γ i 's can be determined by binary search because both bounds are monotone in Γ i . Table 2 shows such Γ i 's for various |J i | and the three symmetric probability distributions. Γ i from Bound (12) is always smaller than that from Bound (10), regardless of probability distributions. It is also seen that Γ i from Bound (12) becomes larger as the variance of the probability distribution increases.
We now assess the estimation discount on the price of robustness for randomly generated LP problems; i.e., how much the objective value of the robust solution improves when Bound (12) is used, compared to Bound (10) being used (cf. Corollary 1). Consider a 10×10 matrix A, where all elements are assumed to be random, i.e., |J i | = 10 for all i. We further assume that all a ij are uniform random variables and that PˆP j a ij x * j > b i˜≤ 0.05 is required for all i. A data set (c, b, l, u, a ij ,â ij ), which constitutes a problem instance, is specified as follows: Table 2 ). Table 3 reports z R (Γ B ) and z R (Γ D ) for each problem instance as well as the averages over all the problem instances. The results demonstrate that by using the distribution-dependent bound (12), one can improve the objective value by more than 50% in some instance and 23% on average compared to using the distribution-independent bound (10), without compromising the level of robustness of a solution.
For each problem instance, we also compute Bound (14) for each i using the robust solution x * of (8) where Γ is set to Γ D . Among these bound values, the maximum is reported in Table 3 . It is notable that the solution-dependent bound (14) yields significantly smaller values than 0.05.
An Inventory Control Problem with Quality of Service Constraints
Problem Setting
Consider a single-station single-item stochastic inventory control problem over N discrete time periods. We use the following notation: Let x k denote the inventory Table 3 Robust objective values and solution-dependent bound. at the beginning of the kth period; w k the demand during the kth period; u k the stock ordered at the beginning of the kth period; c the ordering cost per unit stock; and h the holding cost per unit stock per period. We assume that each demand w k is an independent random variable taking values from [w k −ŵ k , w k +ŵ k ], where w k >ŵ k > 0 and w k = E[w k ]. The following symmetry assumption on the probability distribution of w k is analogous to Assumption A and will be needed for some of the results later on.
Assumption B
For all k, the probability distribution of w k is symmetric over
where Fw k is the cumulative distribution function of w k .
We also assume that the stock ordered at the beginning of the kth period is delivered instantly, i.e., the lead time is zero. If we further assume that excess demand is backlogged and filled as soon as additional stock becomes available, inventory evolves according to
The following quality of service (QoS) constraints will be incorporated into the inventory control problem:
We consider an inventory control problem at the strategic level, where the ordering decisions should be made before any of demands are observed. A few examples that fit this case are when it takes considerable amount of time to produce (or ship) items or when the supplier allows discounts for the orders placed in advance. We will mention how to adjust our model to the operational inventory control problem at the end of Section 3.3.
The strategic inventory control problem with the QoS constraints, which aims to minimize total ordering and holding costs, is formulated as the following LP problem with data uncertainty:
where x 1 is given. From the inventory evolution equations (31), we obtain
By defining a k N − k + 1, k = 1, . . . , N , and introducing the auxiliary variable z for the objective function, we can rewrite (33) as
If we view (34) in terms of the generic LP problem (1), the vector b is uncertain because the demands w k are random elements. The coefficients of the decision variables, u = (u 1 , . . . , u N ) and z, are not subject to uncertainty, i.e., the matrix A is deterministic. As discussed in Section 2.1, we may transform (34) in such a way that only the elements of the matrixÃ are random. In this particular problem, however, it will be more convenient not to do so.
The Robust Inventory Control Problem
When we presented the robust formulation for the LP problem (1) in Section 2.2, the uncertainty budget Γ i was introduced for each row i of the matrix A, i.e., for each constraint of the LP problem. It was because each constraint has a distinct set of random elements. Put differently, the random elements in row i affect only the ith constraint. This is not the case for the inventory control problem (34). Each random element w k influences more than one constraint. For instance, w 1 is involved in all of the constraints. Therefore, we believe that it is more appropriate to use a single uncertainty budget Γ globally for the problem. (We point out that Bertsimas and Thiele [BT06] used a different Γ k for each period k.)
The uncertainty budget Γ ∈ [0, N ] imposes the uncertainty budget constraint
Define the restricted uncertainty set R(Γ ) as
The robust formulation is then given by
For k = 1, . . . , ⌊Γ ⌋, we have max
For k = ⌊Γ ⌋ + 1, . . . , N , let S k be a subset of the index set {1, . . . , k} such that |S k | = ⌊Γ ⌋. In addition, let t k be an index such that t k ∈ {1, . . . , k} \ S k . Then we have
We also have
Hence (35) becomes
We refer to (36) as the robust inventory control problem. Let us characterize the optimal ordering quantities of the robust inventory control problem. To make the exposition simple, define
Eliminating the auxiliary variable z from (36), we obtain
Define the constant demands e w k such that
from which we obtain
Rewriting (37) in term of the demands e w k , we have
Since C is a constant, it can be ignored in minimization. Introducing the auxiliary variable z for the objective function minus C, we have
Theorem 5 Assume that x 1 < P N k=1 e w k , where e w k are given in (38). The optimal ordering quantities u * k of the robust inventory control problem (36) correspond to the base-stock policy
The cost of this optimal policy is c`P
where L = max˘k | x 1 − P k j=1 e w j ≥ 0¯and C is given above.
Proof: From (40), u * k are recursively determined as
Let
is a feasible solution of (39). The dual of (39) is
where λ k are the dual variables for the first N constraints of (39) and µ for the next constraint. Consider a dual feasible solution (λ * , µ * ) that satisfies the following set of equations:
It is easy to verify that the primal-dual feasible solution pair, (u * , z * ) and (λ * , µ * ), satisfies the complementary slackness conditions. Therefore (u * , z * ) is an optimal solution of (39), which establishes the optimality of the policy (40). The cost of the optimal policy is equal to z
w k + C. Using (41) and after some algebra, we obtain the desired result. ⊓ ⊔ We now derive an LP formulation equivalent to the robust inventory control problem (36). First, observe that for each k = ⌊Γ ⌋ + 1, . . . , N , max S k ∪{t k }˘Pj∈S kŵ j + (Γ − ⌊Γ ⌋)ŵ t k¯e quals to the optimal objective value of the following LP problem whose feasible set is non-empty and bounded:
The dual of (42) is
where p k is the dual variable for the constraint P k j=1 y kj ≤ Γ and q kj the dual variables for the constraints y kj ≤ 1, j = 1, . . . , k. It can also be seen that max SN ∪{tN }˘Pj∈S N a jŵj + (Γ − ⌊Γ ⌋)a tNŵtN¯i s equal to the optimal objective value of the following LP problem whose feasible set is also non-empty and bounded:
The dual of (44) is
where r and s k are the dual variables. The next Proposition provides the LP formulation of the robust inventory control problem (36). The proof is similar to that of Theorem 1 and it is given in Appendix C.
Bounds on the QoS Constraint Violation Probability
Assume Γ > 0. Let (u * , z * ) be an optimal solution of the robust inventory control problem (36), which is obtained by solving (46). We examine the probability that u * violates the QoS constraints
Clearly, none of the constraints for k = 1, . . . , ⌊Γ ⌋ are violated by u * because Γ provides full protection for those constraints. For k = ⌊Γ ⌋ + 1, . . . , N , the following theorem provides upper bounds on the violation probability of the kth period QoS constraint. The proofs of the three parts are similar to those of Theorem 2(a), Corollary 2, and Theorem 3(b), respectively; we omit the details in the interest of space. Let z k = (w k − w k )/ŵ k , k = 1, . . . , N , and let Λz k (θ) log E[e θz k ] denote the logarithmic moment generating function of z k .
Proposition 2 (a) Let Assumption B be in effect. Then for k = ⌊Γ ⌋ + 1, . . . , N
(47) Under Assumption B, Bound (10) developed in [BS04] can be tailored to the inventory control problem as follows:
By applying Theorem 2(b), one can show that Bound (47) < Bound (49). Bound (47) depends on the probability distributions of w k 's, but not on u * . Bound (48), on the other hand, relies on both the probability distributions and u * . Moreover, Bound (48) does not require the symmetry assumption, Assumption B. The following two lemmas establish some properties of these bounds.
Lemma 4 Given Γ , Bound (47) is a nondecreasing function of k. 
Then at optimality the kth period QoS constraint of (36) will be binding for both Γ and Γ ′ , i.e.,
Second, suppose
Then the kth period QoS constraint will be binding at optimality for Γ ′ . However, the constraint will not be binding at optimality for Γ , resulting in
In this case, the kth period QoS constraint will not be binding at optimality for Γ as well as for
, from which the lemma follows.
⊓ ⊔
We next consider the inverse problem (cf. Section 2.4) for the inventory control problem: find a Γ such that
where ǫ k is the maximum allowable violation probability for the kth period QoS constraint. (Note that we are using the solution-dependent bound (48) in the inverse problem. Refer to the related discussion in Section 2.4.) An optimal (i.e., smallest possible) Γ , denoted by Γ S , can be found as follows: Assume that the probability distributions of w k 's are symmetric. (We need this assumption in order to use Bound (47) during the process.) First for each k = 1, . . . , N , we compute the minimum Γ , denoted by Γ k , for which Bound (47) ≤ ǫ k . Note that Γ k can be obtained through binary search over the interval [0, k] Observe w 1 and compute x 2 . With x 2 being the initial inventory, one now has an inventory control problem of N − 1 periods. Solve the inverse problem for this N −1 period inventory control problem and order u * 2 only. Observe w 2 and compute x 3 . And repeat the process. The ordering decisions of the operational inventory control problem are certainly less conservative than those of the strategic counterpart since the former problem allows the decision maker to use more information. Other than the receding horizon approach, an alternative can be to consider adaptive policies but with a simple linear structure; see Ben-Tal et al. [BTGGN04] , See and Sim [SS10] , Bertimas et al. [BIP11] , and Bertsimas and Goyal [BG12] .
Numerical Results
We set N = 30, c = 2, h = 1, and x 1 = 0. Let w = (w 1 , . . . , w N ) andŵ = (ŵ 1 , . . . ,ŵ N ). For each k, w k is randomly drawn from the range [30, 300]; for each k,ŵ k is randomly chosen from the range [1, w k − 1]. In this manner, we generate 20 instances of (w,ŵ). We consider three symmetric probability distributions for w k : triangle, uniform, and reverse-triangle. (For the triangle and reverse-triangle distributions, see Section 2.5.) For simplicity, we assume that all w k have the same distribution. We further assume that the kth period QoS constraint violation probability is required to be no more than 0.05 for all k.
Let Γ D and Γ B denote the minimum values of Γ for which Bound (47) and Bound (49) are less than or equal to 0.05 for all k, respectively. Since both bounds are nondecreasing functions of k for a given Γ , it suffices to consider the last period to determine Γ D and Γ B . Γ D depends on the probability distributions of w k 's; computations (binary search) yield that Γ D is equal to 5.45, 7.68, and 9.38 for the triangle, uniform, and reverse-triangle distributions, respectively. Γ B equals to 13.42 regardless of probability distributions. Let Γ S be the optimal Γ of the inverse problem (50).
For each instance of (w,ŵ) and probability distribution, we obtain the optimal costs of the robust inventory control problem (36), z R (Γ B ) and z R (Γ D ). We also determine Γ S and compute z R (Γ S ). In Table 4 , we list the average z R (Γ B ), z R (Γ D ), Γ S , and z R (Γ S ) over the 20 instances of (w,ŵ). It can be seen that the stronger bounds we have derived using distributional information lead to significant cost savings (up to 54% in these examples) over the distribution-independent robust approach of [BS04] . For comparison purposes, we also computed the optimal cost and QoS constraint violation probability if one solves the nominal (rather than the robust) problem. It turns out, that the corresponding violation probability is quite high, namely, about 0.5 with either distribution. Of course, the optimal cost in that case is substantially lower than the robust cost.
To assess numerically the tightness of our best bound we computed the value of Γ , say Γ * , that is required for the actual QoS constraint violation probability to remain below 0.05. To that end, we used simulation to estimate the violation probability. We found that the cost z R (Γ * ) corresponding to Γ * is no more than 16% lower than z R (Γ S ), suggesting that our bound is reasonably tight. We also note that we performed computations for other values of the problem parameters as well (e.g., for a holding cost of h = 0.5) and the qualitative conclusions remain the same. Table 4 Robust inventory control cost z R (Γ ) and Γ S .
× 100% Let u * B , u * D , and u * S be optimal ordering solutions of the robust inventory control problem associated with Γ B , Γ D , and Γ S , respectively. For each instance of (w,ŵ) and probability distribution, we simulate the inventory system with u * B , u * D , and u * S . Each simulation consists of 100,000 runs, and the cost is averaged over the 100,000 runs. In Table 5 , we report the costs further averaged over the 20 instances of (w,ŵ). During the 100,000 simulation runs, we also count for each period the number of times that shortage occurs. Dividing the frequency of shortage of period k by 100,000, we obtain the empirical stockout probability for period k, i.e., the empirical kth period QoS constraint violation probability. Let p k (u * ) denote the empirical QoS constraint violation probability for period k. In the interest of space, we report in Table 6 p N (u * ) only. We note that we computationally confirmed that the QoS constraint violation probabilities are smaller for smaller values of k. This is due to the fact that the effects of the uncertain demand are compounded as k increases. In the table, "avg" denotes the average value of p N (u * ) over the 20 instances of (w,ŵ). We interpret "min" and "max" accordingly. The insight from Table 6 is that even u * S is an overly conservative ordering solution, let alone u * B and u * D ; the empirical QoS constraint violation probabilities are well below 0.05. This raises the question of how to further improve Bound (48), but in the meantime it demonstrates the necessity of using Bound (48) rather than Bound (47) and Bound (49) whenever possible.
Conclusion
In this paper we considered an LP problem in which each element of the constraint matrix is subject to uncertainty. To obtain a less conservative solution with a certain probabilistic guarantee of feasibility, we constructed the robust formulation, which can be recast as an LP formulation. Using the probability distributions of the uncertain elements, we showed that we can improve the quality of a solution without compromising its robustness (quantified as the constraint violation probability of the solution). To that end, we derived a new bound on the constraint violation probability. This bound is distribution-dependent, but is independent of the solution. We showed that the bound is stronger than a distribution-independent bound given in [BS04] . We also derived another bound that utilizes the solution as well as the probability distributions. We proved that this solution-dependent bound is stronger (and in our numerical tests significantly so) than all other bounds we presented. The case where only limited distributional information on the uncertain elements is available was also considered. We derived two bounds that exploit the first moments, and the first and second moments of the uncertain elements, respectively, and the solution. We showed that these bounds are also stronger than the bound given in [BS04] .
As an application, we considered a discrete-time stochastic inventory control problem with QoS constraints. We constructed a robust formulation and showed that its optimal ordering quantities form a base-stock policy. We derived two bounds on the probability that the QoS constraints are violated. We explained how these two bounds can be used together to obtain a better solution of the inventory control problem via the so-called inverse problem. In some of the examples we provided, cost savings amount to 36%-54%.
In closing, distributional information can be very valuable in a robust optimization context. Thus, when it is not readily available, one should consider estimating it because the benefits can significantly outweigh the estimation costs.
where the second inequality follows from (p k ,q kj ) being feasible to (43) and the weak duality between (43) and (42). We also havẽ where the second inequality follows from (r,s k ) being feasible to (45) and the weak duality between (45) and (44). These inequalities show that (ũ,z) is a feasible solution of (36). Hencẽ z ≥ z * . For k = ⌊Γ ⌋+1, . . . , N , let (p * k , q * kj ) be an optimal solution of (43). Then by the strong duality between (43) and (42), we have Γ p * k + P k j=1 q * kj = max S k ∪{t k }˘Pj∈S kŵ j +(Γ −⌊Γ ⌋)ŵt k¯. Let (r * , s * k ) be an optimal solution of (45). Again the strong duality between (45) and (44) implies Γ r * + P N k=1 s * k = max S N ∪{t N }˘Pj∈S N a jŵj + (Γ − ⌊Γ ⌋)at Nŵ t N¯. From these equalities, it can be seen that (u * , z * , p * k , q * kj , r * , s * k ) is a feasible solution of (46), from which we have z * ≥z. ⊓ ⊔
