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It is interesting that inverse M-matrices are zero-pattern (power)
invariant. The main contribution of the present work is that we
characterize some structuredmatrices that are zero-pattern (power)
invariant. Consequently, we provide necessary and sufficient con-
ditions for these structured matrices to be inverse M-matrices. In
particular, to check if a given circulant or symmetric Toeplitz matrix
is an inverse M-matrix, we only need to consider its pattern struc-
ture and verify that one of its principal submatrices is an inverse
M-matrix.
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1. Introduction
Anonsingularmatrix is called an inverse M-matrix if its inverse is anM-matrix. The interesting fact is
that inverseM-matricesmustbenonnegative. Theconverse, however, isnot true ingeneral.Willoughby
[10] called that the problem of finding or characterizing nonnegative matrices whose inverses areM-
matrices is the inverse M-matrix problem. Over theyears, anoticeable amountof effort hasbeendevoted
to characterize inverse M-matrices because of their many applications in inverse problems involving
M-matrices, numerical integration and random energy models in statistical physics. For example,
Fiedler [1], Johnson and Smith [4], Koltracht and Neumann [5], Martínez et al. [8], McDonald et al. [7],
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Nabben and Varga [9] have investigated certain special inverseM-matrices. However, until now there
are only a few sufficient conditions for inverseM-matrices available in the literature.
In the sequel, let α, β be nonempty ordered subsets of 〈n〉 =: {1, . . . , n}. Denote by A[α|β] the
submatrix of A with rows indexed by α and columns indexed by β , and A(α|β) the submatrix of A
with rows indexed by 〈n〉\α and columns indexed by 〈n〉\β . If α = β , then A[α|α] and A(α|α) are
abbreviated to A[α] and A(α), respectively.
Definition 1 ([3]). A nonnegative square matrix A = (aij) is called zero-pattern (power) invariant if
for any i, j,
aij = 0 ⇔ aikakj = 0 for all k.
Remark 1. Let us illustrate the definition above by the following example. Let
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
2 0 1 0
0 1 0 1
1 0 1 0
0 1 0 2
⎞
⎟⎟⎟⎟⎟⎟⎠
and thus A2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
5 0 3 0
0 2 0 1
3 0 2 0
0 1 0 5
⎞
⎟⎟⎟⎟⎟⎟⎠
.
This means that the matrix A2 has the same zero–nonzero pattern as that of the matrix A. Hence, in
the sequel we simply call that A is zero-pattern invariant.
Recently, Huang et al. [3] presented some characterizations of inverseM-matriceswith special zero
patterns, and obtained the main result as follows.
Lemma 2 ([3]). Suppose A = (aij) is an n × n nonnegative matrix with positive diagonal entries. Define
the order index sets
γi = {k ∈ 〈n〉 : aik > 0} for all i ∈ 〈n〉.
Then A is an inverse M-matrix if and only if A is zero-pattern invariant and the principal submatrix A[γi]
is an inverse M-matrix for all i ∈ 〈n〉.
The aim of this paper is to characterize certain structured matrices that are zero-pattern invariant.
Consequently, using the obtained results we provide necessary and sufficient conditions for these
structured matrices to be inverse M-matrices; these characterizations require less computation than
those given in Lemma 2. In particular, to check if a given circulant or symmetric Toeplitz matrix is an
inverse M-matrix, we only need to consider its pattern structure and verify that one of its principal
submatrices is an inverseM-matrix, which brings an advantage in computation.
2. Symmetric Toeplitz matrices that are zero-pattern invariant
An n × n symmetric matrix A = (bij) of the form
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 a1 a2 · · · an−1
a1 a0 a1 · · · an−2
a2 a1 a0
. . .
...
...
...
. . .
. . . a1
an−1 an−2 · · · a1 a0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
R. Huang, J. Liu / Linear Algebra and its Applications 435 (2011) 871–883 873
is called a symmetric Toeplitz matrix (see [2, p. 27]). The general term
bij = a|i−j|
for some given sequence a0, a1, . . . , an−1. The n × nmatrix
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 0
. . . 1
0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2)
is called a backward shift matrix. Thus, A is a symmetric Toeplitz matrix if and only if A can be written
in the form
A = a0In + a1(B + BT ) + · · · + an−1(Bn−1 + (Bn−1)T ).
If ax = 0 for all x > 0, then A = a0In, and so we exclude this trivial case.
Let A = (aij) be an n × n matrix. Denote by D(A) the directed graph of A with the vertex set{1, 2, . . . , n} and the edge set E = {(i, j)|aij = 0}. By a walk in D(A), we mean a sequence of edges
(i0, i1), (i1, i2), . . ., (ik−1, ik), represented as
W : i0 → i1 → · · · → ik
where i0, i1, · · · , ik−1 are distinct. Thus the length ofW , denoted by l(W), is k. Further, if i0 = ik , then
W : i0 → i1 → · · · → ik−1 → i0
is a cyclewith length k. For a real number x, denote by x	 the largest integer not exceeding x.
Lemma 3. Let B be an n × n backward shift matrix and x be a positive integer with x < n. Then there
exists a permutation matrix P such that
PTBxP = diag(B1, . . . , B1︸ ︷︷ ︸
r+1
, B2, . . . , B2︸ ︷︷ ︸
x−r−1
)
where r = mod(x, n − 1), B1 is a ( n−1x 	 + 1) × ( n−1x 	 + 1) backward shift matrix, and B2 is a
 n−1
x
	 ×  n−1
x
	 backward shift matrix.
Proof. Set B = (bij) and Bx = (b′ij). Then b′ij = 1 or 0 for all i and j. In particular, b′ij = 1 if and only if
j − i = x. This means that all 1 entries of Bx only occur in the following positions
(1, x + 1), (2, x + 2), . . . , (n − x − 1, n − 1), (n − x, n).
Let r = mod(x, n − 1) and t =  n−1
x
	. So tx + r + 1 = n and r < x. Then the following are exactly
the walks of D(Bx) which have no common vertex:
W1 : 1 → x + 1 → · · · → tx + 1 and l(W1) = t,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Wr+1 : r + 1 → x + r + 1 → · · · → tx + r + 1 = n and l(Wr+1) = t,
and
Wr+2 : r + 2 → x + r + 2 → · · · → (t − 1)x + r + 2 and l(Wr+2) = t − 1,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
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Wx : x → 2x → · · · → (t − 1)x + x and l(Wx) = t − 1.
Thus, it is easy to see that
B1 = Bx[1, x + 1, . . . , tx + 1] = · · · = Bx[r + 1, x + r + 1, . . . , n]
and
B2 = Bx[r + 2, x + r + 2, . . . , (t − 1)x + r + 2] = · · · = Bx[x, 2x, . . . , tx]
are (t + 1) × (t + 1) and t × t backward shift matrices, respectively. Hence, it is not difficult to show
that there does exist a permutation matrix P such that
PTBxP = diag(B1, . . . , B1︸ ︷︷ ︸
r+1
, B2, . . . , B2︸ ︷︷ ︸
x−r−1
). 
Observe that if a nonnegative symmetric Toeplitz matrix A = (bij) of the form (1) is zero-pattern
invariant, then
bij = bji = a|i−j| = 0 ⇒ bktbtr = 0 for any k, r such that |k − r| = |i − j|, (3)
bktbtr = 0 ⇒ bij = bji = a|i−j| = 0 for any i, j such that |i − j| = |k − r|. (4)
Theorem 4. Let A be an n × n nonnegative symmetric Toeplitz matrix of the form (1) where ax = 0 for
some minimal x > 0. Set t =  n−1
x
	. Then A is zero-pattern invariant if and only if
a0 > 0, ax > 0, a2x > 0, . . . , atx > 0, and otherwise as = 0.
Proof. First we show that necessity holds. Obviously as = 0 for any 0 < s < x because of the
minimality of x. Next we claim that
a0 = 0, ax = 0, . . . , atx = 0, and otherwise as = 0 where 0 < s < tx. (5)
To prove our claim, we use induction on t. Set A = (bij). For the case t = 1, by using (4),
bx+1,1b1,x+1 = a2x = 0 ⇒ bx+1,x+1 = a0 = 0,
whichmeans that our claim is true for t = 1. Now assume that our claim is true for all positive integers
less than t, i.e., assume that
a0 = 0, ax = 0, . . . , a(t−1)x = 0, and otherwise as = 0 where 0 < s < (t − 1)x.
Then, using (4) we have
btx+1,1+xb1+x,1 = a(t−1)xax = 0 which implies btx+1,1 = atx = 0,
and further, by (3) it follows from the fact
a(t−2)x+1 = · · · = a(t−2)x+x−1 = 0
that
b(t−1)x+2,1b1,1+x = · · · = b(t−1)x+x,1b1,1+x = 0.
Notice that b1,1+x = ax = 0. Then
b(t−1)x+2,1 = · · · = b(t−1)x+x,1 = 0 ⇒ a(t−1)x+1 = · · · = a(t−1)x+x−1 = 0. (6)
Thus (5) holds.
R. Huang, J. Liu / Linear Algebra and its Applications 435 (2011) 871–883 875
Now set r = mod(x, n − 1). So r < x and tx + r = n − 1. Thus, by (6),
a(t−1)x+1 = · · · = a(t−1)x+r = 0 ⇒ btx+2,1b1,1+x = · · · = btx+r+1,1b1,1+x = 0
⇒ btx+2,1 = · · · = btx+r+1,1 = 0
⇒ atx+1 = · · · = atx+r = 0.
Therefore, we have
a0 = 0, ax = 0, a2x = 0, . . . , atx = 0, and as = 0 otherwise.
So necessity is proved.
For sufficiency, it is easy to see that
A = a0In + ax(Bx + (Bx)T ) + · · · + atx(Btx + (Btx)T ). (7)
Set r = mod(x, n − 1). Then Lemma 3 implies that there exists a permutation matrix P such that
PTBxP = diag(B1, . . . , B1︸ ︷︷ ︸
r+1
, B2, . . . , B2︸ ︷︷ ︸
x−r−1
)
where B1 and B2 are (t + 1) × (t + 1) and t × t backward shift matrices, respectively. Thus, using (7)
we have
PTAP = diag(A1, . . . , A1︸ ︷︷ ︸
r+1
, A2, . . . , A2︸ ︷︷ ︸
x−r−1
),
where
A1 = a0It+1 + ax(B1 + (B1)T ) + · · · + atx(Bt1 + (Bt1)T ),
A2 = a0It + ax(B2 + (B2)T ) + · · · + a(t−1)x(B(t−1)2 + (B(t−1)2 )T ).
Obviously, A1(1|1) = A2. Hence, Amust be zero-pattern invariant.
Notice that all principal submatrices of an inverseM-matrix are inverseM-matrices. According to
the proof of Theorem 4, we immediately have the following result.
Corollary 5. Suppose A is an n × n symmetric Toeplitz matrix of the form (1) where ax = 0 for some
minimal x > 0. Set t =  n−1
x
	. Then A is an inverse M-matrix if and only if
a0 > 0, ax > 0, a2x > 0, . . . , atx > 0, and otherwise as = 0; (8)
and
A1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a0 ax · · · atx
ax a0 · · · a(t−1)x
...
... · · · ...
atx a(t−1)x · · · a0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
is an inverse M-matrix.
To check if a given symmetric Toeplitz matrix is an inverse M-matrix, by using Corollary 5, one
only need to consider its pattern structure and one of its principal submatrices. It will be definitely an
advantage in computation. To illustrate this, let us consider the following examples.
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Example 1. Given a symmetric Toeplitz matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 2 3 0
0 1 0 2 3
2 0 1 0 2
3 2 0 1 0
0 3 2 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since A does not satisfy the pattern structure (8), Corollary 5 implies that A is not an inverseM-matrix.
Example 2. Given a symmetric Toeplitz matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3 0 1 0 2 0
0 3 0 1 0 2
1 0 3 0 1 0
0 1 0 3 0 1
2 0 1 0 3 0
0 2 0 1 0 3
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Obviously A has the pattern structure (8), and
⎛
⎜⎜⎜⎝
3 1 2
1 3 1
2 1 3
⎞
⎟⎟⎟⎠
−1
=
⎛
⎜⎜⎜⎝
0.6154 −0.0769 −0.3846
−0.0769 0.3846 −0.0769
−0.3846 −0.0769 0.6154
⎞
⎟⎟⎟⎠ .
Thus, using Corollary 5 we have that A is an inverseM-matrix.
3. Circulant matrices that are zero-pattern invariant
An n × nmatrix A of the from
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 a2 · · · · · · an
an a1 a2 · · · an−1
an−1 an a1 · · · an−2
...
...
. . .
. . .
...
a2 a3 · · · an a1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(9)
is called a circulantmatrix, denoted byA = circ{a1, a2, . . . , an} (see [2, p. 26]). The permutationmatrix
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...
. . .
. . .
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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is called the basic circulant permutation matrix. So C0 = In = Cn. Thus, A is a circulant matrix if and
only if A can be written in the form
A = a1In + a2C + · · · + anCn−1.
If ax = 0 for all x > 1, then A = a1In, and so we exclude this trivial case.
Let Zn = {0, 1, 2, . . . , n−1}. Then the subsetα = {αi} ⊂ Zn is called to be increasing ifαi < αi+1
for all i. We say α is closed under the operation of addition modulo n if
mod(αi + αj, n) ∈ α
for any αi, αj ∈ α.
Lemma 6. Let α be an increasing subset of Zn = {0, 1, 2, . . . , n − 1}. If α is closed under the operation
of addition modulo n, then
α = {0}, or α = {0, x, 2x, . . . , kx}
for some positive integers k and x such that (k + 1)x = n.
Proof. The case α = {0} is trivial. Now assume that α contains nonzero elements. Suppose y is the
minimal element in the set α. If y = 0, since α is closed under the operation of addition modulo n, we
must have
{y, 2y, 3y, . . . , ty} ⊂ α ⊂ Zn
for some positive integer t such that ty  n−1 and (t+1)y  n. So there exists an integer 0 < r  y
such that ty + r = n. Thus,
mod(ty + y, n) = y − r ∈ α
which contradicts our assumption that y is minimal since 0  y − r < y. Therefore, the minimal
element in the set α must be 0, i.e., y = 0. Now assume that x is the minimal nonzero element in the
set α. Then we must have
α′ = {0, x, 2x, . . . , kx} ⊂ α
for some positive integer k such that kx  n − 1 and (k + 1)x  n. If (k + 1)x > n, then there exists
an integer 0 < d < x such that kx + d = n. Thus,
0 < mod(kx + x, n) = x − d ∈ α
which contradicts our assumption that x is minimal since 0 < x − d < x. So (k + 1)x = n.
Next it is to show that α′ = α. If α′ = α, then we assume that s ∈ α is the minimal element that
is distinct from all elements of the set α′. Clearly, we have s > x because x is the minimal nonzero
element of the set α. Consider kx + x = n. Thus,
mod(kx + s, n) = s − x ∈ α and s − x ∈ α′,
which contradicts the minimality of s since 0 < s − x < s. So we must have α′ = α, i.e.,
α = {0, x, 2x, . . . , kx}
for some positive integers x and k such that (k + 1)x = n.
Lemma 7. Suppose Q = {C0, C, C2, . . . , Cn−1}, where C is an n× n basic circulant permutation matrix.
If T ⊂ Q is closed under the operation of matrix multiplication, then
T = {C0}, or T = {C0, Cx, C2x, . . . , Ckx}
for some positive integers k and x such that (k + 1)x = n.
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Proof. Set
T = {Cα1 , Cα2 , . . . , Cαl} ⊂ Q .
Observe that C0 = In = Cn. Since T is closed under the operation of matrix multiplication, it follows
that
α = {α1, α2, . . . , αl} ⊂ Zn = {0, 1, 2, . . . , n − 1}
is closed under the operation of addition modulo n. By using Lemma 6, the result is true.
Lemma 8. Let C be an n× n basic circulant permutation matrix and x be a positive integer with x < n. If
x divides n, then there exists a permutation matrix P such that
PTCxP = diag(C1, C1, . . . , C1︸ ︷︷ ︸
x
)
where C1 is a
n
x
× n
x
basic circulant permutation matrix.
Proof. Set C = (cij) and Cx = (c′ij). Then c′ij = 1 or 0 for all i and j. In particular, c′ij = 1 if and only if
j − i = x or i − j = n − x. This means that all 1 entries of Cx only occur in the following positions
(1, x + 1), (2, x + 2), . . . , (n − x, n), (n − x + 1, 1), (n − x + 2, 2), . . . , (n, x).
Set t = n
x
because x divides n. Then the following are exactly x cycles of D(Cx)which have no common
vertex:
W1 : 1 → x + 1 → 2x + 1 → · · · → (t − 1)x + 1 = n − x + 1 → 1 and l(W1) = t,
W2 : 2 → x + 2 → 2x + 2 → · · · → (t − 1)x + 2 = n − x + 2 → 2 and l(W2) = t,
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
Wx : x → x + x → 2x + x → · · · → (t − 1)x + x = n → x and l(Wx) = t,
from which we have
C1 = Cx[1, x + 1, 2x + 1, . . . , n − x + 1] = Cx[2, x + 2, 2x + 2, . . . , n − x + 2]
= · · · = Cx[x, 2x, 3x, . . . , n]
is a t × t basic circulant permutation matrix. Hence, it is not difficult to see that there does exist a
permutation matrix P such that
PTCxP = diag(C1, C1, . . . , C1︸ ︷︷ ︸
x
). 
Theorem 9. Let A be an n×n nonnegative circulantmatrix of the form (9)where at = 0 for someminimal
t > 1. Then A is zero-pattern invariant if and only if t − 1 divides n,
a1 > 0, at > 0, a2t−1 > 0, · · · , an−t+2 > 0, and otherwise as = 0.
Proof. First we show that necessity holds. As previously noted, A can be written in the form
A = a1C0 + a2C + · · · + anCn−1
where C is an n × n basic circulant permutation matrix, and thus we assume that
at1+1 > 0, at2+1 > 0, . . . , atr+1 > 0, and otherwise as = 0,
i.e.,
A = at1+1Ct1 + at2+1Ct2 + · · · + atr+1Ctr .
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Since A is zero-pattern invariant, it is not difficult to show that
{Ct1 , Ct2 , . . . , Ctr }
is closed under the operation of matrix multiplication. Consider that at = 0 for some minimal t > 1.
Thus, using Lemma 7 we have
{Ct1 , Ct2 , . . . , Ctr } = {C0, Cx, C2x, . . . , Ckx}
for some positive integers x and k such that (k + 1)x = n, which means that x divides n, and
A = a1C0 + ax+1Cx + a2x+1C2x + · · · + akx+1Ckx.
Notice that x + 1 = t. Hence, t − 1 divides n, and
a1>0, ax+1 = at >0, a2x+1 = a2t−1>0, . . . , akx+1=an−t+2>0, and otherwise as = 0.
So necessity holds.
For sufficiency, let x = t − 1 and k = n
x
− 1. Then
A = a1C0 + ax+1Cx + a2x+1C2x + · · · + akx+1Ckx
Since x divides n, by using Lemma 8, there exists a permutation matrix P such that
PTCxP = diag(C1, C1, . . . , C1︸ ︷︷ ︸
x
)
where C1 is a
n
x
× n
x
basic circulant permutation matrix. Therefore, it is easy to see that
PTAP = diag(A1, A1, . . . , A1︸ ︷︷ ︸
x
)
where
A1 = a1C01 + ax+1C1 + · · · + akx+1Ck1 = circ{a1, at, a2t−1, · · · , an−t+2}
is positive. Thus, Amust be zero-pattern invariant.
According to theproof of Theorem9,we immediatelyhave the following result.However,we remark
that the result has been presented in [6] with different methods.
Corollary 10 ([6]). Suppose A is an n × n nonnegative circulant matrix of the form (9) where at = 0 for
some minimal t > 1. Then A is an inverse M-matrix if and only if t − 1 divides n,
a1 > 0, at > 0, a2t−1 > 0, . . . , an−t+2 > 0, and otherwise as = 0; (10)
and A1 = circ{a1, at, a2t−1, . . . , an−t+2} is an inverse M-matrix.
Thus, we easily get an interesting result from Corollary 10 as follows.
Corollary 11. Suppose A = circ{a1, a2, . . . , an} has zero entries, and n is a prime number. Then A is an
inverse M-matrix if and only if A = a1In with a1 > 0.
Remark 2. Corollary 10 can bring us an advantage to check that a given circulant matrix is an inverse
M-matrix. Fox example, suppose A = circ{a1, a2, . . . , an} where at = 0 for some minimal t > 1. If
t − 1 does not divide n, or A does not have the pattern structure (10), then we easily assert that A is
not an inverseM-matrix.
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Example 3. Let
A = circ{4, 0, 2, 0, 1, 0} =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
4 0 2 0 1 0
0 4 0 2 0 1
1 0 4 0 2 0
0 1 0 4 0 2
2 0 1 0 4 0
0 2 0 1 0 4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Obviously n
t−1 = 63−1 = 2, A has the pattern structure (10), and
⎛
⎜⎜⎜⎝
4 2 1
1 4 2
2 1 4
⎞
⎟⎟⎟⎠
−1
=
⎛
⎜⎜⎜⎝
0.2857 −0.1429 0
0 0.2857 −0.1429
−0.1429 0 0.2857
⎞
⎟⎟⎟⎠ .
Thus, using Corollary 10 we have that A is an inverseM-matrix.
4. Hankel matrices that are zero-pattern invariant
An (n + 1) × (n + 1) matrix A = (bij) of the form
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a0 a1 a2 · · · an
a1 a2 a3 · · · an+1
...
...
... · · · ...
an an+1 an+2 · · · a2n
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(11)
is called a Hankel matrix (see [2, p. 27]). The general term
bij = ai+j−2
for some given sequence a0, a1, . . ., a2n−1, a2n. Obviously, if ax = 0 for all 0 < x < 2n, then Amust be
zero-pattern invariant, and so we exclude this trivial case.
Observe that if a nonnegative Hankel matrix A = (bij) of the form (11) is zero-pattern invariant,
then
bij = ai+j−2 = 0 ⇒ bikbkj = 0 for any k, (12)
bikbkj = 0 for some k ⇒ bij = ai+j−2 = 0. (13)
Theorem 12. Suppose A is an (n+1)× (n+1) nonnegative Hankel matrix of the form (11) where ax = 0
for some minimal 0 < x < 2n. Then A is zero-pattern invariant if and only if x = 1 or 2,
a0 > 0, ax > 0, a2x > 0, . . . , a2n > 0, and otherwise as = 0.
Proof. First we show that necessity holds. Set A = (bij). Now we claim x = 1 or 2. Otherwise, a1 = 0
and a2 = 0, and so we consider the Hankel matrix A[2, . . . , n + 1]. Since a2 = 0, by (12),
b22 = a2 = 0 ⇒ b2kbk2 = a2k = 0 ⇒ ak = 0 for all 2  k  n + 1.
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Observe that A[3, . . . , n + 1] is also a Hankel matrix. Thus, using induction, it is easy to see that
a2 = 0, a3 = 0, . . . , a2n−1 = 0,
which with a1 = 0 contradicts our assumption that ax = 0 for some minimal 0 < x < 2n. So we
must have x = 1 or 2. Thus we need to consider the following two cases.
• The case x = 1. So a1 = 0. Then we claim
a0 > 0, a1 > 0, a2 > 0, . . . , a2n > 0.
To prove our claim, we use induction on n. It is easy to show that our claim is true for n = 1. Now
assume that our claim is true for all positive integers less than n, i.e., assume that
a0 > 0, a1 > 0, . . . , a2(n−1) > 0.
Then by using (13),
bn+1,n−1bn−1,n = a2n−2a2n−3 = 0 ⇒ bn+1,n = a2n−1 = 0,
bn+1,n−1bn−1,n+1 = a22n−2 = 0 ⇒ bn+1,n+1 = a2n = 0.
So our claim is true.
• The case x = 2. So a1 = 0 and a2 = 0. Then we claim
a0 > 0, a2 > 0, a4 > 0, . . . , a2n > 0, and otherwise as = 0.
Observe n  2. To prove our claim, we use induction on n. For the case n = 2, using the facts
b13b31 = a22 = 0, b31b13 = a22 = 0
we have that b11 = a0 = 0 and b33 = a4 = 0. If a3 = 0, then by (13),
b13b32 = a2a3 = 0 ⇒ b12 = a1 = 0,
a contradiction. So a3 = 0. Thus our claim is true for n = 2. Now assume that our claim is true for
all positive integers less than n, i.e., assume that
a0 > 0, a2 > 0, a4 > 0, . . . , a2(n−1) > 0, and otherwiseas = 0, where0  s  2(n−1).
Then by using the fact
bn+1,n−1bn−1,n+1 = a22(n−1) = 0
we have bn+1,n+1 = a2n = 0. If a2n−1 = 0, then
bn+1,nbn,n−2 = a2n−1a2n−4 = 0 ⇒ bn+1,n−2 = a2n−3 = 0,
a contradiction. So a2n−1 = 0. Thus our claim is true.
For sufficiency, let A = (bij). Obviously the case x = 1 is trivial. For the case x = 2, let
α = (αi) = {r : ar−1 = 0}, β = (βi) = 〈n + 1〉\α.
Then there exists a permutation matrix P such that
PTAP =
⎛
⎝ A[α] A[α|β]
A[β|α] A[β]
⎞
⎠
where A[α] = (cij), A[β] = (dij), A[α|β] = (eij) and A[β|α] = (fij). According to the sufficient
condition, if follows that for any i,
αi = 1 + 2(i − 1) and βi = 2 + 2(i − 1),
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and so we have that
cij = A[αi|αj] = b1+2(i−1),1+2(j−1) = a2(i+j−2) > 0,
dij = A[βi|βj] = b2+2(i−1),2+2(j−1) = a2(i+j−1) > 0,
eij = A[αi|βj] = b1+2(i−1),2+2(j−1) = a2(i+j−2)+1 = 0,
fij = A[βi|αj] = b2+2(i−1),1+2(j−1) = a2(i+j−2)+1 = 0,
from which we easily conclude that A is zero-pattern invariant.
Lemma 13. Let A be an (n + 1) × (n + 1) Hankel matrix of the form (11). If A is an inverse M-matrix,
then n  3.
Proof. Notice that all principal submatrices of an inverse M-matrix A are also inverse M-matrices.
Thus, if n  4, we always have
A[1, 3, 5] = B1 =
⎛
⎜⎜⎜⎝
a0 a2 a4
a2 a4 a6
a4 a6 a8
⎞
⎟⎟⎟⎠ and A[2, 4] = B2 =
⎛
⎝ a2 a4
a4 a6
⎞
⎠
are inverseM-matrices. However, the fact that B1 is an inverseM-matrix implies detB1[1, 2|2, 3]  0,
which contradicts the fact that B2 = B1[1, 2|2, 3] is an inverseM-matrix. So n  3.
Thus, from Theorem 12, it is easy to see that the following result is true.
Corollary 14. Suppose an (n+ 1) × (n+ 1) Hankel matrix A of the form (11) has zero entries . Then A is
an inverse M-matrix if and only if one of the following statements holds:
(i) n = 1, a1 = 0, a0 > 0 and a2 > 0;
(ii) n = 2, a1 = a3 = 0, a0 > 0, a2 > 0, a4 > 0 and det
⎛
⎝ a0 a2
a2 a4
⎞
⎠ > 0;
(iii) n = 3, a1 = a3 = a5 = 0, a0 > 0, a2 > 0, a4 > 0, a6 > 0, det
⎛
⎝ a0 a2
a2 a4
⎞
⎠ > 0 and
det
⎛
⎝ a2 a4
a4 a6
⎞
⎠ > 0.
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