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ABSTRACT
Observation of neutrinoless muon-to-electron conversion in the presence of a nucleus
would be unambiguous evidence of physics Beyond the Standard Model. Two exper-
iments, COMET at J-PARC and Mu2e at Fermilab, will search for this process in
the next few years. These experiments will provide upper-limits on this branching
ratio up to 10,000 times better than previously published. COMET/Mu2e developed
a joint venture, the AlCap Experiment, to measure particle emission spectra from
muonic interactions in several materials. Targeting a significant source of damage
and background hits in COMET/Mu2e detectors, AlCap measured the charged par-
ticle and neutron spectra following nuclear capture on the candidate target materials
aluminum and titanium, as well as in many structural and shielding materials capable
of producing other backgrounds. Additionally, COMET/Mu2e are exploring schemes
for determining the number of in-target muon stops via AlCap’s measurement of the
photon spectra produced by both atomic and nuclear capture. AlCap performed
three data-taking campaigns between 2013 and 2015 at the Paul Scherrer Institut
in Switzerland, each geared towards different measurements of photon, neutron, and
vi
charged particle emission due to interactions of muons stopping in materials. During
the final campaign, AlCap collected heavy charged particle data. In this thesis, I
present a measurement of the proton emission spectrum for an aluminum target from
the most recent campaign and compare it with the results of previous and current
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3.1 Listed below are the silicon detectors used for charged particle mea-
surements in the third AlCap campaign at the end of 2015, R15b. The
thickness and proton punch-through energy are directly related. For
single detectors, the minimum energy is the experimental threshold set
on the WFD, and the maximum proton energy occurs when the proton
punches through. For combined detector systems SiL=SiL1+SiL2 and
SiR=SiR1+SiR2, the maximum energy is the punch-through energy
of the combined systems [29]. The minimums are going to be some-
where between the punch-through of the first detector, and the sum of
the punch-through of the first detector and the lower threshold of the
second, so they are estimated here. . . . . . . . . . . . . . . . . . . . 39
3.2 The goals of each AlCap data taking campaign, as well as the beamline
(as described in section 3.3.1) and dates. . . . . . . . . . . . . . . . . 42
3.3 The time required to pump-down the vacuum and tune the beam lim-
ited the number of targets used in R13; even so, sufficient data was
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silicon data was used as proof-of-concept when comparing to Sobottka
and Wills [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4 The targets used in R15a. By not performing the experiment in vac-
uum, we had ample time to make measurements on a more varied set
of targets. Below are the targets we measured on, and the motivation
for each. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
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There was a trade-off between narrow momentum bite and muon rate
for each campaign, the specifics of which are discussed in the text. PSI
publishes this beamline information online at [35]. . . . . . . . . . . . 49
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1.1 Lepton Flavor Conservation in the Standard Model
The Standard Model (SM) is the theory that underpins all of particle physics. It
accurately and precisely describes the most fundamental interactions of particles,
excepting only the gravitational force. There are 17 particles in the SM, of which
twelve are fermionic fields, one is the Higgs boson, and four are the gauge bosons
that govern three of the four fundamental forces of nature. Compactly written, the
SM Lagrangian can be divided into of four terms
LSM = LQCD +LH +LY +LEW (1.1)
The first term is for quantum chromodynamics (QCD). LQCD represents strong
nuclear forces, such as those between quarks and nucleons. LH contains the Higgs
potential and its interaction with the gauge fields. LY has all of the terms containing a
Higgs and two fermions in what are known as Yukawa interactions that gives massive
SM fermions their masses. Finally, LEW describes the electroweak interaction between
the fermionic fields; this is also the most well understood part of the SM.
The SM obeys the ubiquitous SU(3)C × SU(2)L × U(1)Y gauge symmetries. To
keep the SM invariant under transformations from these groups, a gauge boson is
introduced for each group generator. The remainder of the SM particle content is
represented by fields we introduce. We decide how these fields transform under the
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gauge symmetries and write down all renormalizable and invariant terms allowed by
these restrictions. Of course, we choose the transformation behavior to align with
what we have found experimentally. Since we know the charged fermions have mass,
we would expect a mass term of the form, for example,
Lm = mieĒiLeiR + . . . (1.2)
where mie is the mass coefficient for lepton generation i, EL is the left-handed leptonic
field transforming under SU(2)L, and eR is the right-handed leptonic field not trans-
forming under SU(2)L. The problem is that this term is not invariant under SU(2)L.
We run into similar problems with all of the fermions. The only particle that attains








Even though we do not have mass yet, we do have several accidental symmetries.
1.1.1 Lepton Number
After writing down all allowable terms in the Lagrangian, some accidental symmetries
emerge that we had no intention of imposing. Baryon number (essentially the number
of quarks minus the number of antiquarks divided by three) is conserved. But due to
up- and down-type quarks both acquiring mass via the Higgs, there is strong mixing
between generations. The same is not true in the lepton sector. Whereas for baryons
there is only a single conserved quantity, for leptons we have one for each generation:
Le, Lµ, and Lτ .
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1.2 Neutrino Oscillations
Initially, the massless nature of neutrinos was not a concern. Experiments were con-
sistent with this, and in time consistent with the conservation of lepton numbers. The
first problems arose in Raymond Davis’s Homestake experiment in a South Dakota
mine, where a significantly lower solar neutrino flux was measured than expected
[1]. This would eventually be known as the infamous solar neutrino problem, where
experiments continued to measure a deficit of ν (and eventually specifically νe) from
the Sun of at least about 40%.
But at first, there was back and forth, and Davis’s colleague John Bahcall updated
his predictions based on Davis’s results [2]. He even said “it is apparent... that there
is no irreconcilable discrepancy between our predictions and the experiment of Davis,
Harmer, and Hoffman when the uncertainties in the various parameters are taken into
account.” (The other conclusions from his paper concerning the standard solar model
fared the test of time better.) And whereas most physicists memorialize Davis as the
discoverer of the solar neutrino problem in 1968, this problem actually emerged over
the next decades as the Homestake experiment continued operating and improving
its statistics, and theorists like Bahcall continued improving their predictions. In
fact, while Davis won the Nobel Prize for this experiment, it was specifically “for
pioneering contributions to astrophysics, in particular for the detection of cosmic
neutrinos” and not explicitly for prompting a revolution in our understanding of the
physics of neutrinos.
The Kamiokande-II experiment would go on to confirm a similar solar deficit [3] in
1989, as would GALLEX [4] in 1999, and so would others in the intervening years. By
the time of Kamiokande-II’s successor, Super-Kamiokande (SuperK), popular theories
included a mechanism of neutrino oscillations. That is, a neutrino of one flavor, while
propagating through matter or space, could transition to another flavor.
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The idea of neutrino oscillation has been around since at least 1957 when Pon-
tecorvo argued ν ↔ ν̄ transitions might be possible, given that such oscillations are
seen with the neutral kaon[5]. This idea evolved, and the true nature of the oscillations
was suspected by the late 90s, when the three generation structure of leptons was well
known. And for a while, it was also speculated that the solar neutrino deficit might
be caused by the neutrino’s magnetic moment interacting with the Sun’s magnetic
field.
But in 1998, SuperK found a zenith dependence on the rate of atmospheric νµ [6].
Atmospheric neutrinos are created by the interactions of cosmic rays in the upper
atmosphere, and the cosmic ray distribution is isotropic. Since neutrino interaction
lengths at these energies are orders of magnitude larger than the diameter of the
Earth, one would assume the Earth to have an immeasurable impact on the atmo-
spheric neutrino flux passing through it. However, SuperK found that the number
of downward-going νµ coming from the sky was greater than the upward-going νµ
through the Earth. The results were ”consistent... with two-flavor νµ ↔ ντ os-
cillations... at 90% confidence level” for atmospheric neutrinos. Three years later,
the Sudbury Neutrino Observatory (SNO) published results finding the missing so-
lar neutrinos are of nonelectron type[7]. SNO additionally declared their results are
consistent with neutrino oscillations. This work won both experiments a Nobel prize
in 2015 for “the discovery of neutrino oscillations, which shows that neutrinos have
mass”[8].
As the Nobel prize announcement says, neutrino oscillations imply nonzero neu-
trino masses, which we now know to be small (<1 eV). Extending the SM to accom-
modate this discovery is relatively simple, but not unique. There are a number of
modifications one can make to the SM that facilitate massive neutrinos and neutrino
oscillations, aptly labeled as Beyond the Standard Model (BSM) physics. Testing
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BSM predictions to validate or disprove them is, perhaps unsurprisingly, a driving
force on the frontiers of particle physics.
1.3 Charged Lepton Flavor Violations
Once neutrino masses are introduced into the SM (often called the νSM, which include
either Majorana mass terms or a new right-handed neutrino field), the accidental
symmetries of Le, Lµ, and Lτ are no longer valid. Though the total lepton number
L = Le +Lµ +Lτ is still conserved, flavor non-conservation is induced in the charged
lepton sector just as it is in the neutral sector, albeit at a vanishingly low rate, called
charged lepton flavor violation (CLFV). As an example, we can take a look at the
µ→ eγ decay in figure 1·1, an interaction induced by neutrino masses which violates
Le and Lµ. Calibbi [9] has a good derivation of the µ → eγ branching ratio in the
νSM and finds that, compared to the standard muon decay, BR(µ→ eγ) = Γ(µ→eγ)
Γ(µ→eνν̄)
is













= 10−55 − 10−54 (1.4)
where mk is the mass of neutrino mass eigenstate νk, MW is the mass of the W boson,
and Ulk is the element of the PMNS matrix connecting the lepton flavor eigenstate l
to mass eigenstate k. In can be hard to wrap one’s head around the smallness of this
number. To measure just one of these events and get into range of confirming this new
part of the SM, an experiment would need ∼1× 1054 muons. A standard method is
stopping a µ+ beam in a target and looking for an e+ and coincident γ with a combined
energy of the muon rest mass. If this hypothetical next-generation experiment had a
generous runtime of 10 years, and 100% duty-factor, with a standard muon beam on
the order of 1 MeV (as most pion-generated muon beams are), the muon target would
be receiving about 5× 1032 W. The output of the Sun is 3.85× 1026 W, or about 106
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Figure 1·1: An example of µ→ eγ if the Standard Model is extended
with neutrino masses. The branching ratio is ∼ 10−54 without any new
physics contributing beyond the neutrino mass terms.
times less powerful than this experiment’s muon beam.
Another possible CLFV process in the νSM is coherent muon conversion to an
electron in the presence of a nucleus µ + N → e + N . One example is to tack a
nucleus onto the photon in figure 1·1, which suppresses the rate in 1.4 by a factor
of αEM . Conversely, the W -box loop diagram in 1·2 contributes more substantially.
The relevant branching ratio is RN =
Γ(µ−N→e−N)
Γ(µ−N→νµN ′)
1, with N being any nucleus and N ′
being the nucleus after muonic nuclear capture (more on nuclear capture in section
1.5). The calculation is given in [10, 11] and yields a similarly small branching ratio
to Equation 1.4




The value sin2 2θ13 ∼ 0.1[12] is from the PMNS matrix related to the mixing of
neutrino mass eigenstates ν1 and ν3. This gives conversion rates ∼1× 10−46 Hz.
Many new BSM theories make predictions for measurable rates of µN → eN
and µ → eγ. A third CLFV process, µ+ → e+e−e+ (or µ → 3e), has undetectable
rates in a simple νSM but is detectable in BSM models. But there are quite a few
BSM models out there, and testing each individually is inefficient. Fortunately, when
1Ratios are popular in these measurements since errors in both theory and experiment often
cancel.
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Figure 1·2: An example of muon-to-electron conversion in the pres-
ence of a nucleus, µ−N → e−N . The branching ratio is ∼ 10−52 without
any physics beyond the standard model.
you integrate out their heavy particle content, the operators that contribute to the
three interactions under discussion reduce to common effective operators[13] which
















These are some of the lowest dimensional operators (D = 6) that could produce
the CLFV we are looking for[14], other than the D = 5 neutrino mass operators
(as explained in [15]), whose impact we’ve covered. The strength of the interaction is
suppressed by Λ, which is the scale of the new physics in a given BSM. When compar-
ing experiments and the regions of parameter space they probe, we can parametrize
the relative strength of these operators. When considering the portions of parameter
space two experiments are probing, one looking at µN → eN and the other µ→ eγ,
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µeL)(ūLγµuL + d̄LγµdL) (1.9)
Here we parameterize the relative strength of the two operators with the variable κ.
Figure 1·3, which shows the current probed area of the Λ − κ parameter space and
the expected reach of future experiments, demonstrates that different experiments are
more or less likely to see an effect. As a result, a number of fundamentally different
experiments have been performed to look for CLFV.
There is also overlap between experiments. For instance, in µ → eγ, if the γ is
internal and attached to a nucleus, this contributes to µN → eN as seen in figure
1·4. So a sufficiently sensitive µN → e could be competitive to a dedicated µ → eγ
experiment, even in a small κ scenario.
1.4 CLFV Measurements
A widely-cited 1957 paper by Pontecorvo ([16]) is used to exemplify when the idea of
neutrino oscillations first appeared. It mentions the ν ↔ ν̄ transition2 in passing, but
the bulk of the paper concerns the transition of a neutral bound state of muonium to
antimuonium3 via neutrino intermediaries:
µ+e− → (ν + ν̄)→ µ−e+ (1.10)
and even directly
2Cited earlier in [5], which discusses the transition in more detail. It’s unclear why so many
sources seem to cite Pontecorvo’s mesonium paper instead of the neutrino oscillation paper when
discussing neutrino oscillations, but it could be an error propagated by Wikipedia.
3Then called mesonium.
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Figure 1·3: The current excluded limits on the scale of new physics
Λ in a two-operator dominant model of CLFV as a function of their
relative strengths κ. The blue lines show the potentially excluded re-
gions of the current (solid) and future (dashed) MEG experiment. The
black the current and future excluded regions of the Mu2e experiment
(assuming no signal). Figure taken from [15].
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Figure 1·4
µ+e− → µ−e+ (1.11)
which are CLFV interactions. After all, it makes sense to look for a charged particle
final state, such as the decay electron from the resulting µ−, since it is more easily
detected than a neutrino. In the early days following the discovery of the muon,
it was thought perhaps the muon was an excited state of the electron, prompting
µ → eγ searches that are continued to this day, albeit with different motivations.
The progress of CLFV searches, which have been going on since the 1950s, can be
seen in figure 1·5. Each class of measurement has its standard-bearer.
1.4.1 µ→ eγ
The Muon to Electron Gamma Experiment[17], or MEG, is looking for the back-
to-back electron and gamma from the SM-forbidden µ+ → e+γ decay, for which
∆Le = −1, ∆Lµ = +1, and ∆L = 0. Between 2008 and 2013, it ran in the πE5
beamline at the Paul Scherrer Institut (PSI) in Switzerland. The µ+ beam was
stopped in a polyester/polyethylene target in a magnetic field. Since µ+ → e+γ is a
11
Figure 1·5: Above is the history of charged lepton flavor violation
experiments from [13]. It shows the tandem progress of the three mea-
surements looking for CLFV.
2-body decay, each of the products comes out back-to-back with an energy ∼ mµ/2.
The positron curved through a drift chamber and scintillator. This provided timing,
energy, and decay vertex information, while the gamma was measured in a liquid
xenon detector. A cross-section of the detector setup and an example signal can be
seen in figure 1·6.
The most recent result is Br(µ+ → e+) < 4.2 × 10−13 (90% CL) [18], the most
stringent limit to date. The MEG experiment will undergo substantial upgrades
as the basis of the new MEGII experiment. With an improved drift chamber to
handle higher rates and provide better spatial resolution, the scintillators upgraded
to pixelated timing counters for finer timing resolution, and the removal of inactive
material to almost double the acceptance, MEGII seeks to extend their reach to
∼ 6× 10−14[19].
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Figure 1·6: A cross section of the MEG detector region, showing an
example signal µ→ eγ[17].
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1.4.2 µ→ eee
The most stringent limits on the µ+ → e+e−e+ decay are from the SINDRUM experi-
ment. SINDRUM took data in the πE3 beamline at the old Swiss Institute for Nuclear
Physics (SIN, which would soon become part of PSI) from 1983 to 1986. A positive
muon beam was stopped in a low-density Rohacell rigid-foam target in a magnetic field
of up to 0.6 T. The curved tracks of the decay electrons were measured with multi-wire
proportional chambers and hodoscopes which surrounded the target. The track pro-
vided decay vertex and energy information. The signal was two positrons and one elec-
tron with an invariant mass equal to that of the muon. The most recent stringent re-
sults for the decay, set in 1988, is Br(µ→ 3e) = Γ(µ→ 3e)/Γ(µ→ e2ν) < 1.0×10−12
(90% CL)[20].
The next search for µ→ 3e is the aptly-named Mu3e experiment[21] at PSI. The
concept is not so different from that of SINDRUM. A µ+ beam will be stopped in a
thin Mylar target in a solenoidal magnetic field. Silicon pixel detectors are used for
tracking, while scintillating tiles are used for timing. The tracking provides vertex
and momentum information. A side view and bit more description are provided
in figure 1·7. In Phase I, Mu3e plans on a three order of magnitude improvement
over SINDRUM of Br(µ → 3e) < 10−15 assuming no signal, with another order of
magnitude increase for Phase II.
1.4.3 µN → eN
The SINDRUM II experiment[22], in the πE5 beamline at PSI, stopped a µ− beam
in a gold target in a solenoidal magnetic field and looked for the resulting conversion
electron. In the interaction µ− + 197Au→ e− + 197Au, the electron is monoenergetic
with an energy given by
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Figure 1·7: A side view of the Mu3e experiment, which looks for the
new physics decay µ+ → e+e−e+. The thin, hollow double cone of My-
lar stops µ+ in a solenoidal magnetic field. The positron tracks (red)
and electron track (blue) are reconstructed using an inner and outer
cylindrical ring of silicon pixel detectors, and a “recurling” ring, finish-
ing with a scintillator for timing. The high precision reconstruction of
the vertex and the momentum differentiates between multiple acciden-
tal µ+ decays, µ→ 3e2ν, and pair-produced µ→ eγ2ν → 3e2ν. Image
taken from [21].
E = mµ −B(Z)−R(A) (1.12)
where B(Z,A) is the binding energy of the muon and R(A) the recoil energy of the
nucleus after the conversion. For gold, the electron’s energy is E = 95.56 MeV. This
is a high-energy signal, and if created at not too shallow an angle, it will curve to
hit all of the detectors, as shown in figure 1·8. Moving radially away from the target,
the detectors consist of a concentric cylindrical array of scintillators, followed by two
drift chambers for tracking. SINDRUM II has set the best limit for µN → eN at
Γ(µ−Au→ e−Aug.s.)/Γcapture(µ−Au) < 7×10−13. The next generation of experiments,
COMET at J-PARC and Mu2e at FNAL, both seek to improve on this dramatically.
Mu2e is discussed in the following chapter.
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Figure 1·8: The magnetic spectrometer used in the SINDRUM II
experiment[22]. A negative muon beam is stopped in a gold target to
look for muon-to-electron conversion. The high energy electron spi-
rals in the magnetic field, intersecting a hodoscope and then two drift
chambers. As it travels to either end, it will intersect with another




When a negative muon stops in a material, it quickly becomes atomically bound in
some large-n orbital. Since there is only one muon in the atom, it is free to cascade
quickly down to the available 1s state. Initially, this is by Auger emission. But as
the muon travels to lower orbitals, many of the electron levels are depleted, which
allows further transitions by standard photon emission, following the selection rule
of ∆l = ±1. Therefore once a muon hits the highest l orbital, it will remain in the
highest l state, undergoing ∆n = −1,∆l = −1 transitions until it arrives at the 1s
level. This decay scheme, which heavily favors population of the highest l states,
generally causes the 2p-1s transition to have a high intensity. As a result, counting
the number of emitted 2p-1s X-rays is a useful method of determining the number of
muons that have stopped in a material.
1.5.2 Nuclear Capture
The wave function of a muon in the 1s state has a large overlap with the nucleus.
The Bohr orbit radius r scales inversely with lepton mass, and the nuclear radius R







R ≈ R0A1/3 (1.14)
where a0 is the Bohr radius, Z is the atomic number, me is the electron mass, mµ the
muon mass, R0 is an empirical constant 1.3 fm, and A the atomic mass. The muonic








and the radius of the aluminum nucleus is approximately
RAl ≈ 1.3 fm ∗ 271/3 = 3.9 fm
If we scan the periodic table, we note that the muonic Bohr radius and nuclear
radius are approximately equal for molybdenum (Z = 42, A = 96). But the cross-
section for a nuclear reaction is much higher than that for electrons even before this
occurs because the spatial wave functions of the muon and nucleus overlap much
more. When the muon interacts with the nucleus, the basic interaction is
µ− + p→ n+ νµ + 106 MeV (1.15)
The large muon mass can provide the final state nucleons with sufficient kinetic
energy to escape the nucleus. Of course, having taken part directly in the interaction,
the resulting neutron has a good chance of escaping. But there is also enough energy
to emit additional heavy charged particles such as p, d (deuterons), t (tritons), and
α.
1.5.3 Decay-in-Orbit
Once in the 1s state, the muon can also decay to an electron and two neutrinos:
µ− → e− + ν̄e + νµ
This decay-in-orbit (DIO) can be compared directly to free decay. Free decay is
measured with µ+, which can be brought to rest in a material but will not bind to an
atom. Figure 1·9 shows approximately the free muon decay and can be compared to
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Figure 1·9: Approximately the energy spectrum of the electron from
free muon decay µ+ → νµ+ ν̄e+e+. This is to be compared with bound
muon decay in Figure 1·10.
figure 1·10 which shows the bound muon decay µ−N → N + ν̄µ + νe + e−. In the free
muon decay, to satisfy momentum conservation, the neutrinos need to carry away
nearly half the energy. But in DIO, with a large nucleus against which the electron
can recoil, it is possible for the neutrinos to have zero energy and the electron to
mimic a conversion electron from the CLFV process µ−N → e− + N . While itself
rare, the DIO background should be mitigated with high-resolution calorimetry.
1.5.4 Lifetime
The free muon lifetime is τ0 = 2.2 µs, but this changes in material for negative muons.
The DIO rate is reduced from Λ0 = 1/τ0 by what is known as the Huff factor, Q. Q is
a result of the reduced energy of a bound muon, and the corresponding reduction in
energy of the combined e+ 2ν system. The range of Q goes from 1.00 for hydrogen,
to 0.998 for aluminum, to 0.820 for uranium. The reduction in DIO rate is more than
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Figure 1·10: The energy spectrum of the bound muon decay µ−N →
¯N + νµ + νe + e
−. This is to be compared to the sharp cutoff in the
spectrum of figure 1·9 at mµ/2. Here it is possible, if unlikely, for the
e− to escape with nearly all the energy since the nucleus can absorb
the momentum instead of the neutrinos.
20
Figure 1·11: The lifetime of a negative muon that is atomically bound.
Taken from Table 4.2 of [23]. Where information for multiple isotopes
existed, only one was included here since the general shape and features
are unchanged.
made up for by the increase in capture rate, especially for light nuclei.
Λtot = Λcap +QΛ0
A plot of the lifetime as a function of the atomic number can be seen in figure 1·11.
For heavy nuclei, the lifetime begins to level off since the overlap between the muon
and nucleus is already maximized.
1.6 Nuclear Capture
In the last section, we noted that in muonic nuclear capture, the fundamental interac-
tion is captured on a single proton in Eq. 1.15. The neutrino carries away most of the
energy, leaving the neutron with about 5 MeV. The interaction is not simple, however.
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We will follow the discussion of Measday[23], which follows Mukhopadhay[24, 25].
The capture Hamiltonian, H, is composed of a leptonic current, L, and a much more





with the leptonic current representing the standard V − A nature of the weak inter-
action
Lλ = ψ̄νγλ(1 + γ5)ψµ (1.17)






The vector, V †λ , and axial, A
†
λ, parts of the hadronic current each have several compo-
nents controlled by the form factors gi where i is one of V for vector, M for magnetic,
S for scalar, A for axial-vector, T for tensor, or P for pseudoscalar.






















The form factors are all functions of the momentum transfer q2 where q = qn− qp.
Imposing G-parity restricts gS and gT to zero, and no experimental evidence gives
rise to any doubt that these form factors vanish. The other form factors are deduced
from a number of interactions such as nuclear β-decay, neutron decay, and pion decay.
The values themselves are not important here. It is important to note that they are
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non-trivial to determine, as the presence of the strong force and the finite size of
the proton introduce complexities in the hadronic current that are absent from the
leptonic current.
The next question is the impact of larger nuclei on these form factors, and we
cannot assume a priori that the gi(q
2) remain unchanged. The momentum transfer
q2 changes as now the final state can be a many body problem with nucleons emitted
(either bound or individually) from the nucleus, and the nucleus itself left in one of a
number of excited states. Mukhopadhyay[24] claims the mean excitation energy after
capture is 15 MeV to 20 MeV.
There is an observed (loose) trend of the ejected neutron multiplicity following
capture of ∼ 0.3A1/3 (A is the nuclear mass). While it is possible for direct capture
on a proton that results in an ejected neutron, this is a less common process com-
pared and with neutron evaporation of the intermediate compound nucleus. Whether
evaporative or direct, the proton emission rate is greater for light nuclei than heavier







where in the denominator, the interaction distance is taken as the nuclear radius from
Eq. 1.13 and the radius of the proton is ignored. Z and A are of the final nucleus after
muon capture and subsequent proton ejection from the original isotope (Z+2, A+1).
There can be some
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Figure 1·12: The proton emission rates as a function of Coulomb
barrier following muon nuclear capture, from [24]. The lines are meant
as guides. An interesting note is that while a proton and neutron are
more often ejected together than a sole proton, the bound state of a





The Mu2e experiment at Fermi National Accelerator Laboratory (FNAL) seeks to
do the best measurement to date of the CLFV process µ− + 27Al → e− + 27Al. The
signal is a monoenergetic electron at 105 MeV. The current 90% CL of 7× 10−13 was
established by the SINDRUM II experiment at PSI[22] and will be improved by 4
orders of magnitude. With a final goal of single event sensitivity (SES) of 5.4× 10−17
(or upper limit 8× 10−17 at 90% CL), Mu2e will explore energy regions inaccessible
to previous experiments. In this section, we briefly review several of the technologies
that make the measurement possible.
The general idea is that to achieve the stated SES a number of muons commensu-
rate with the inverse of SES need to be stopped in an aluminum target while pushing
the number of background events down to near-zero. Due to inefficiencies, Mu2e will
stop ∼ 1× 1018 muons and expects less than a single background event.
2.1.1 Primary Proton Beam and Stopping Target
The recently upgraded proton beam at FNAL provides a pulsed beam of 8 GeV
protons, with a repetition rate of about 590 kHz corresponding to a pulse separation
of 1695 ns. This beam is delivered to Mu2e and is incident on a tungsten target,
producing the desired pions along with other particles. The pions decay into muons,
creating a secondary muon beam used in the measurement. The pulsed nature of
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Figure 2·1: The setup of the Mu2e experiment, which will search for
muon-to-electron conversion in aluminum, µ−Al → e−Al. An 8 GeV
pulsed proton beam, incident on a tungsten target in the Production
Solenoid, creates pions which then decay to muons. The muons are
guided by a graded magnetic field through the Transport Solenoid and
to the aluminum target in the Detector Solenoid. The conversion elec-
tron, if created, then spirals down through the straw-tube tracker (yel-
low) and then stops in the crystal calorimeter (fuchsia).
the beam, with a pulse period corresponding to approximately two muonic aluminum
lifetimes, allows the suppression of beam-correlated backgrounds that have limited
previous experiments that used continuous beams.
2.1.2 Graded Solenoidal Magnetic Field and Secondary Beam
The undecayed pions and secondary muon beam should be transported to the alu-
minum target from the stopping target with a high efficiency. To steer the beam, the
stopping target is placed in a graded solenoidal magnetic field (4.5 T to 2.5 T), specif-
ically the production solenoid (PS). The graded field steers the secondary beam away
from the production target and toward the detection area. The grading allows even
some forward produced muons to be sent back downstream (magnetic mirroring).
Magnetic mirroring is independent of the sign of the charge, so all charged particles
are reflected downstream. In order to select just the negative muons, the secondary
beam is directed through a curved (90◦ toroid) section contained in the transport
solenoid (TS) which creates a vertical separation of positively and negatively charged
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particles. The µ+ and π+ can be blocked, while the µ− and π− are allowed to pass
through. The TS then curves back, returning the secondary beam to the main axis.
The extra path length in the TS has the added benefit that pions, which are short
lived, have time to decay into more muons.
2.1.3 Stopping Target and Detector Solenoid
The final destination of the muon beam is the aluminum muon stopping target (MST)
which is contained within the detector solenoid (DS). The MST is composed of 37
aluminum foils, 0.1 cm thick, spaced at 2 cm intervals, suspended by tungsten wires.
Once stopped, the muons undergo atomic capture, and then can either decay or
capture on the nucleus (these processes are described in 1.5). The foils are thin to
allow any conversion electrons to pass through with minimal energy loss.
2.1.4 Detectors
The first 4 m of the DS field is also graded, this time from 2 T to 1 T, to again
capture a larger fraction of the particles ejected from the target. The gradient pushes
particles downstream, where they arrive at an almost uniform 1 T field. This part
of the field contains the detectors and is relatively constant. However in case of
inhomogeneities in the field, there is a slight negative gradient to prevent particle
traps. The detectors in the field have no mass down the central axis to avoid low
momentum background from the MST, such as that from DIO. This design allows
the bulk of the DIO spectrum to pass harmlessly through the holes in the detectors
instead of overwhelming them.
The first detector the particles encounter is the straw tube tracker. The tracker
is composed of ∼21,000 thin straw tubes, transverse to the field directions. As the
particles spiral down the DS, they travel in a helix. The radius of their motion is
measured by the tracker, which determines the transverse momentum. The helicity of
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Figure 2·2: The aluminum muon stopping target (green) is a series of
thin foils suspended by tungsten wires. The thickness allows conversion
electrons to escape with little self-absorption in the target, while more
foils allows more target mass.
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the track provides charge and longitudinal momentum information. The straw tubes
are designed to be low mass to allow transmission of particles with minimal energy
straggling, especially light, high energy ones like the 105 MeV conversion electron.
Once through the tracker, the particles are stopped in a segmented crystal calorime-
ter. The calorimeter consists of two discs of seven hundred 3.4 cm× 3.4 cm× 20 cm
CsI crystals in each. The calorimeter provides a measurement of the energy necessary
to identify the particle type. The calorimeter, together with the tracker, identifies
with high efficiency the unique signature of a 105 MeV e− from the target.
There is another detector, not directly involved in the measurement of the con-
version electron, but nonetheless crucial to Mu2e’s measurement: the cosmic ray veto
(CRV), which surrounds almost the entire DS. The CRV triggers on high-energy cos-
mic ray muons that penetrate into the DS. These cosmic rays can scatter an electron
off of the MST with an energy mimicking that of a signal electron. The CRV needs
to detect incoming cosmic rays from many directions with an efficiency of 99.99%.
To this end the CRV is made up of several sections of meters long plastic scintillator
in four layers.
2.1.5 Timing
On a final note for the section, we should justify the pulsed nature of the beam, as
opposed to a continuous beam.
The problem with generating the secondary muon beam, as with all beams, is
that muons are not the sole particle species produced. There is also a huge number
of fast moving electrons and positrons, protons and antiprotons, and positive and
negative pions. The majority of early particles are created in what is called the beam
flash. The beam flash consists primarily of electrons from the production target. The
protons produce neutral pions, which immediately decay to two energetic photons.
These photons then produce e− − e+ pairs in the production target. The flash can
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Figure 2·3: The detection window in Mu2e is set to minimize back-
grounds in the signal window. Within a couple hundred nanoseconds,
the pions and muons are transported to the stopping target.
blind the detectors, obscuring any signal. A pulsed beam allows us to wait until the
flash has dissipated before opening out measurement window.
Negative pions are a potential source of background since they will not completely
decay by the time they arrive at the stopping target, nor will they all arrive promptly.
They can stop in the stopping target and undergo radiative pion capture π− +N →
N∗ + γ, where the gamma energy can be as large as 139 MeV. The gamma can
pair produce asymmetrically in the stopping target, producing an electron near the
conversion energy of 105 MeV, which looks just like a conversion electron. By waiting
about 700 ns before searching for conversion electrons, the rate of π− stops is low
enough so that they do not produce significant background, while plenty of µ− remain
in the target. The timing of the beam and measurement window can be seen in
Figure 2·3.
2.2 Tracker
The tracker, composed of ∼ 21, 000 straw tubes, is designed to measure the path of
particles as they spiral in the magnetic field. The charge is determined by the direction
of the particle’s curvature and the momentum is determined by the transverse radius
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of the track, with a resolution of about σ = 400 keV/c. The reconstructed path is
extrapolated backward to confirm that the track originated at the target.
The fundamental unit of the Mu2e tracker is the straw. The lengths of the straws
vary from about 43 cm to 120 cm. A 25 µm gold plated tungsten sense wire is strung
down the center while the wall is 15 µm Mylar coated internally with aluminum and
gold to serve as a cathode. The straws are filled with an 80:20 mixture of Ar:CO2
under 1 atm of pressure. Since the Mu2e tracker is installed in vacuum, the outside
of the straws are also coated in aluminum to limit outgassing. The outer coating also
provides electrical shielding.
The principle of operation of a straw is that an electric potential is held between
the wire and inner wall. As a charged particle passes through, the gas becomes ion-
ized. The electric field pushes the electrons quickly towards the anode and the heavy
ionized gas molecules towards the cathode. The speed they travel is the characteristic
terminal velocity of the gas. In Mu2e, the signal is completely collected on the order
of 100 ns. The signal is read in from both ends of the wire, with the time differences
giving a measure of the longitudinal position of the hit. Information from many
straws is used to construct the track.
Forty-eight straws are laid flat in parallel to form a layer, and two layers are
staggered and put together to form a 96 straw panel (Figure 2·4). Six panels are
combined to make a circular plane with three panels on each face, rotated 60◦ with
respect to one another to improve coverage. Two planes are combined to form a
station, and 18 stations compose the entire tracker (Figure 2·5).
2.3 Cosmic Ray Veto
Cosmic rays can hit the target and eject an electron with 105 MeV of energy (δ-
electrons). Cosmic ray muons specifically can also enter the detector region at high
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Figure 2·4: Each panel of the tracker contains 96 straws (yellow) held
by an aluminum support (red) which contains electronics and gas feeds.
Figure 2·5: The tracker is composed of 18 stations, each containing
2 planes composed of 6 panels of 96 straws. So in total, over 20 000
straws form the entire tracker. The straws are colored red and blue in
this figure to illustrate the offset of different panels with respect to one
another.
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energy and decay-in-flight (DIF). The boosted DIF electron can easily be pushed
into the signal region and produce a track that seems to originate from the target.
DIFs and δs are background events that cannot always be correctly identified by
the tracker or calorimeter, especially if they occur within the measurement window.
While unlikely themselves, DIFs/δs are expected to occur at a rate of about once
a day. There are two main avenues for mitigating cosmic ray induced background:
shield the target from cosmic rays, and detect incoming cosmic rays to veto.
There are experiments that successfully shield themselves from cosmic rays by
going deep underground, but most are not beamline experiments. Mu2e mostly fo-
cuses on the second method. The Cosmic Ray Veto consists of scintillating panels
which surround as much of the solid angle around the target as possible. The scintil-
lators are 2 cm thick by 5 cm wide extruded strips with two wavelength shifting fibers
running inside and along each. Most have readout on both ends, though some are
mirrored on one end instead to reflect the light to the single readout. There are four
layers, with each layer staggered laterally to avoid any gaps in coverage, as can be
seen in figure 2·6. At the predicted rate of fake conversion electron events, and the
desired single event sensitivity, the efficiency of the CRV needs to be about 99.99%.
The coverage can be seen in figure 2·7.
2.4 Challenges in Measurement
Similar to every cutting-edge experiment, Mu2e faces many unique challenges, far too
many for the limited scope of this thesis. Here we introduce only those that motivate
the following chapters.
2.4.1 Counting Muon Stops for Normalization
Mu2e will stop ∼ 1010 muons per second on average, with pulse intensities varying by





are impractical at these high rates.
Since the region around the MST is vacuum and packed with other detectors, it is
no simple task to add another detector for a stopped muon measurement. There are
methods involving the tracker, but a separate measurement would be ideal. Since the
number of stopped muons is in the denominator of Rµ→e calculation, the error on the
number of stops is an important part of the overall error of the final measurement.
As mentioned in section 1.5, the flux of muonic X-rays is correlated with the
rate of stopped muons. A simple method of X-ray counting consists of a viewing
window at the end of the DS and a detector far downstream of the target, outside of
the vacuum. A potential issue with X-rays is that they are emitted coincident with
the muon stop, which is shortly after the beam flash. Any detector which looks at
photons from the target may be overwhelmed by bremsstrahlung from the flash and
will have trouble recovering in time to see the muon stops.
2.4.2 Noise Hits and Radiation Damage in the Tracker
When the muons interact with the target, they will produce non-signal decay elec-
trons as well as heavy charged particles like protons and deuterons. While the heavy
particles are not a risk for manifesting in the data as conversion electrons, they are
highly ionizing and add to the already high rate of noise hits in the tracker. If they
have momenta greater than 60 MeV/c (about 2 MeV energy for protons, 1 MeV for
deuterons), they can intersect with the tracker, depositing a large amount of energy
in the inner straws near the front. Those straws age faster than the others, reducing
their functional lifetime. Beyond that, heavy particles cause numerous large pulses
in the straw, with correspondingly large pulses and cross talk in the electronics.
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2.4.3 Background in CRV and Single Event Upsets
Every time the CRV is triggered, data taking is suspended. So while it is of paramount
importance that the CRV trigger on incoming cosmic rays with high efficiency, another
concern is that it not be over-efficient. The MST ejects a large number of neutrons,
a common product of nuclear capture. Neutrons are notoriously penetrating, and
obviously unaffected by the magnetic field. Some can travel through the thick concrete
shielding from the stopping target to the CRV. If a few of these cause detected CRV
hits in multiple nearby panels, they can emulate a cosmic ray, causing Mu2e to throw
out good data. The CRV must produce no more than 10% experimental dead time.
Neutrons can also affect the readout electronics of every detector. High neutron
fluxes can flip bits in stored memory, corrupting data and potentially crashing sys-
tems. The rate of these single event upsets (SEU) drives the design of the mitigation
methods1. SEUs are also an issue in even everyday life. For instance during a 2003
election in Belgium, generally not considered to be a high neutron flux country, an
SEU led to a candidate receiving an extra 212 votes. Many members of Mu2e consider
this experiment to be of even greater importance.
1Further studies and mitigation techniques have shown that SEUs are not a major problem for




3.1 Quantifying Backgrounds for Mu2e
There are a number of backgrounds and sources of problems following muon nuclear
capture that need to be investigated to help guide the design of the Mu2e experi-
ment and confirm that the sensitivity goal could be reached. Mu2e is not the only
experiment of its kind - a competing experiment, the COherent Muon To ElecTron
(COMET) experiment, is being constructed at the Japan Proton Accelerator Re-
search Complex (J-PARC). Since COMET faces similar problems, the two collabora-
tions teamed up and formed the AlCap (Aluminum Capture) collaboration. AlCap
is composed of members of both groups, and is charged with studying COMET’s and
Mu2e’s shared obstacles. AlCap did so over the course of three data taking campaigns
(named R13, R15a, and R15b) across 2 years (2013-2015).
3.2 Work Packages
There were three distinct classes of measurements of interest in the AlCap experiment
relating to interactions following the stopping of muons in target materials. The
first measurements were of heavy charged particles (p, d, t, α) emitted from nuclei;
the second were of photons (specifically γ/X-rays); and the third were of neutrons.
Each class of measurements requires a unique set of detectors and run conditions,
collectively referred to as Work Packages (WP).
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3.2.1 WP1: Charged Particles
For COMET/Mu2e, heavy charged particles ejected during the muon nuclear capture
process cause noise hits and radiation damage to low-radius straws in the tracker
and crystals in the calorimeter. The tracker in Mu2e is designed to avoid charged
particles with transverse momentum below 60 MeV/c. For protons minimally pitched
forward, this corresponds to a kinetic energy of 2.6 MeV. For deuterons, tritons, and
alphas, even less. Therefore knowledge of the energy spectra of these particles down
to 2.5 MeV is an important input parameter for the design of Mu2e. The closest
published measurement is the work of Krane et al. [26], which only measures the
proton spectrum above 40 MeV as seen in 3·1. AlCap’s setup is similar in principle
to Krane’s, but with design decisions to explore lower energies.
To detect charged particles, we made detector packages composed of one thin
(∼ 50 µm) and one thick (∼ 1500 µm) silicon wafer. The first detector is a trans-
mission detector, thin enough to allow heavy charged particles through and measure
dE/ dx. The second is a thicker, stopping detector, meant to capture the rest of
the energy (E = E1 + E2). Together, the two measurements provide the dE v. E
information needed for particle identification (PID). Thin silicon detectors can have
high capacitances that create far too much noise to make the low energy measure-
ments we need. To reduce the noise some of the detectors were broken up into strips
or quadrants. The specific detectors used in our last round of data taking (R15b),
which is the subject of the analysis described in this thesis, are listed in Table 3.1.
Since we had one package on each side of the target, we would specify the layer
and side of the target in the nomenclature (e.g. SiL1 was the first detector of the left
silicon detector package). All silicon wafers were 50× 50 mm2. The nomenclature
when referring to an individual segment or quadrant is to follow the detector name
with a dash and then the segment number. For example, the third strip of the SiL1
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Figure 3·1: The most recent spectrum of proton emission following
muon capture on aluminum is from Krane et al. [26] labeled as the
“present results”. The figure also includes data from [27] and [28]
for comparison. The high end of the spectrum is not so relevant to
COMET/Mu2e since the bulk of emissions are expected to occur at
low energy.
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Table 3.1: Listed below are the silicon detectors used for charged par-
ticle measurements in the third AlCap campaign at the end of 2015,
R15b. The thickness and proton punch-through energy are directly
related. For single detectors, the minimum energy is the experimen-
tal threshold set on the WFD, and the maximum proton energy oc-
curs when the proton punches through. For combined detector sys-
tems SiL=SiL1+SiL2 and SiR=SiR1+SiR2, the maximum energy is
the punch-through energy of the combined systems [29]. The mini-
mums are going to be somewhere between the punch-through of the
first detector, and the sum of the punch-through of the first detector
and the lower threshold of the second, so they are estimated here.
Detector Thickness (µm) p energy (MeV) Segmentation
Min Max
SiL1 52 0.305 2.1 16 strips
SiL2 1500 0.155 15.3 None
SiL 1552 2.2 15.6 –
SiR1 58 0.100 2.3 4 quadrants
SiR2 1545 0.195 15.5 None
SiR 1603 2.4 15.8 –
detector is SiL1-3.
3.2.2 WP2: Muonic γ/X-rays
While the gammas produce noise hit rates in the tracker and calorimeter of Mu2e,
γ-rays are blocked from reaching the CRV by concrete shielding. Counting muonic X-
rays is a good way to determine the number of stopped muons since their energies and
intensities have been well measured [30–32], especially the 2p-1s transition. Counting
the number of 2p-1s X-rays was used in AlCap to determing the number of stopped
muons, and is one of the main proposed methods for COMET/Mu2e.
With the low rate in AlCap, the X-rays are incredibly easy to see. But as men-
tioned in section 2.4, Mu2e may have trouble with high rates. For this reason AlCap
measured not only X-rays that were coincident with the muon stop (prompt), but
also γ-rays that were coincident with muon nuclear capture (delayed) and γ-rays
from activation of the aluminum (out of time or OOT ). All of these have different
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time structures, and can potentially provide independent measurements of the total
number of stops in Mu2e.
To measure the γ/X-rays in AlCap, we used two different germanium detectors,
depending on the data taking round. In the last two rounds of data taking, we
used a CANBERRA GC2018 n-type coaxial high-purity germanium (HPGe) detec-
tor provided by PSI. The crystal was 44 mm long with a diameter of 53 mm with
an advertised resolution of 1.73 keV at 1.332 MeV. We also used a smaller ORTEC
detector in the first two campaigns, but it had a small LN2 dewar that needed to
be refilled often, and its resolution was worse due to unpredictable gain drift. For
comparison, the ORTEC and CANBERRA detectors can be seen in 3·2. Since the
ORTEC detector was the property of colleagues at Osaka University and the CAN-
BERRA detector belonged to scientists at PSI, the detectors are referred to as GeJP
and GeCH, respectively, when there is ambiguity.
3.2.3 WP3: Neutrons
Neutrons are quite penetrating and not confined to the magnetic fields of COMET or
Mu2e. There are two mechanisms by which they cause issues in a few detectors. The
first is direct scattering of high energy neutrons which can create noise hits, cause
damage, and corrupt data. The second is, once thermalized, they capture and release
γ-rays which can cause noise hits. So measurements of both the rate of neutron
production and the neutron energy spectrum in COMET/Mu2e are necessary.
A previous measurement from Macdonald [33] found 1.262(59) neutrons per stopped
muon in aluminum, which would be sufficient if COMET/Mu2e did not also need the
energy spectrum. To measure the energy, AlCap used one or two BC-501A organic
scintillator detectors. These detectors are common and are known for having good
n/γ separation properties.
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Figure 3·2: The germanium detectors used in AlCap. The top one
was used in the first two rounds of data taking (R13, R15a), and the
bottom one the last two (R15a, R15b), with both being used during
R15a. The CANBERRA has a larger crystal and improved cryostat
requiring less frequent refilling of LN2 and much less gain drift.
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Table 3.2: The goals of each AlCap data taking campaign, as well as
the beamline (as described in section 3.3.1) and dates.
Campaign Goals Beamline Dates
R13 Prototyping, WPs 1, 2, and 3 πE1 Nov-Dec 2013
R15a WPs 2 and 3 πE5 Jun 2015
R15b WP 1 πE1 Nov 2015
3.3 Setup
The nature of the different WPs meant that no single setup or beamline would mu-
tually maximize data taking rates and data quality across all measurements. Three
different data taking campaigns were performed at the Paul Scherrer Institut (PSI)
in Switzerland, each with different goals and improvements since the previous round.
3.3.1 PSI Beamlines
The Paul Scherrer Institut[34] operates a high intensity continuous 590 MeV proton
cyclotron at 2.2 mA in Villigen, Switzerland. While there are several facilities provid-
ing things such as proton therapy, cold and fast neutrons, and synchrotron X-rays,
AlCap utilized the Swiss Muon Source (SµS). There are five secondary pion and muon
beamlines drawn from protons incident on either the thick (40 mm) or thin (5 mm)
graphite targets. The nomenclature is based on what the beamline delivered his-
torically (though they are adaptable for different particle species) and the thickness
of the target (“epaisse” is French for thick and “mince” French for thin), hence the
beamlines µE1, µE4, πM3, πE1, and πE3. The beamlines used in each AlCap cam-
paign are listed in table 3.5. A diagram of the SµS facility can be seen in figure 3·7.
AlCap chose beamlines based on availability and which could deliver low-momentum,
high-momentum resolution negative muons.
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Figure 3·3: The layout of the secondary e/µ/π beamlines at PSI. The
muons stopped by AlCap in the πE1 and πE5 areas were produced by
pions from Target E, a thick graphite target. Image taken from [35]
.
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3.3.2 Late 2013 (R13)
The first data taking campaign ran from the end of November through the end of
December in 2013 at the πE1 beamline at PSI. The initial purpose was to collect data
for all work packages and get associated interim results. Since we measured charged
particle data, the target was placed in a 60 cm tall by 30 cm diameter stainless steel
cylindrical vacuum chamber. A vacuum chamber was absolutely necessary for WP1
since heavy charged particles will stop in air, or at least lose too much energy before
reaching the detectors.
The muon beam enters the vacuum through a 100 µm Mylar window before passing
through a lead collimator and stopping in the target. On each side are the PID
packages made from a pair of silicon detectors, and a punch-through veto scintillator
in the rear. The PID package can be seen in 3·4. For the photon measurements, the
germanium detector was placed outside the chamber, upstream, facing the target.
Downstream and also outside was a single BC-501A liquid scintillator for neutron
detection.
To measure the incoming beam, a group of three detectors was placed upstream
between the Mylar window and the beam pipe exit. First was a thin plastic scintillator
(muSc). Second was a small multi-wire proportionality chamber for beam profiling
(muPC). And finally a thick plastic scintillator meant to identify and stop muons that
have gone too far off the beam axis (muScA). The muScA had a hole in the center to
allow on-axis muons to pass through. The setup can be seen in Figure 3·5.
Table 3.3 lists the R13 targets. Because of long pump-down times and debugging
of the silicon detectors, the number of targets we could study was fewer than planned.
Indeed, this was one motivation for our third campaign R15b.
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Figure 3·4: The right PID detector package used in the R13 campaign.
From front to back (top to bottom) there is a thin (∼ 50 µm) silicon
detector for dE information, a thick (∼ 1500 µm) silicon detector for
a full energy measurement, and a plastic scintillator to detect punch-
throughs. The dE v. E measurement provides particle identification.
Table 3.3: The time required to pump-down the vacuum and tune
the beam limited the number of targets used in R13; even so, sufficient
data was collected on two different materials of two different widths
each. The silicon data was used as proof-of-concept when comparing
to Sobottka and Wills [36].
Dataset name Material Thickness Active
Al50 Aluminum 50 µm No
Al100 Aluminum 100 µm No
Si16 Silicon 62 µm No
SiL2 Silicon 1500 µm Yes
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Figure 3·5: A diagram (top) and photo (bottom) of the AlCap R13
setup (similar to R15b as well).
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3.3.3 Mid-2015 (R15a)
The second campaign took place in the πE5 beam line during the first two weeks in
June. Only measurements related to the neutral particles of WPs 2 and 3 were made.
Two germanium detectors were set up. An aluminum stand was placed downstream
of the vacuum window of the beam pipe. To avoid beam scattering, GeCH was placed
26 cm upstream from the target, at a 47◦ angle with the incoming beam. The second,
GeJP was used for activation measurements of the experimental targets. GeJP had
been the only germanium detector used in R13, but because of gain drift problems,
had been replaced by GeCH. Due to poor insulation around the preamplifier, after
an LN2 refill, the gain of GeJP would jump dramatically. Over the course of the next
8 hours, until the next refill, the gain would slowly drift back. The preamplifier was
also of the transistor reset type (TRP), a design well-matched to high instantaneous
rates. Unfortunately the GeJP would reset at random intervals, with approximately
2 ms of dead time, making it difficult to use as the primary normalization detector.
Two BC-501A neutron detectors were set up facing the target: NDetU was placed
29 cm from the target upstream at 40◦ from the beam direction, and NDetD, 29 cm
downstream at 48◦. A plastic scintillator (TSc) was connected to the stand with the
target suspended behind it, and a LaBr(Ce) detector was placed 31 cm downstream
of the target at 47◦ horizontally from the beam direction and 40◦ below the beamline.
An overhead photo of the full setup can be seen in Figure 3·6.
Because we were not measuring charged particles, a vacuum chamber and silicon
detectors were not used. The lack of pump-down drastically reduced setup times
between targets and allowed us to measure many more than in R13, as can be seen
in table 3.4. Naturally, we measured aluminum because both the COMET and Mu2e
targets will be made of aluminum. However, we also measured titanium, an alterna-
tive stopping target material for both experiments. Lead and stainless steel are both
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Figure 3·6: The setup of AlCap’s R15a campaign to measure the
neutral particle energy spectra. The beam (top) is incident on a target
suspended on a beam counting scintillator (center). The neutron de-
tectors are to the left and germanium for photon detection in the upper
right.
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Table 3.4: The targets used in R15a. By not performing the experi-
ment in vacuum, we had ample time to make measurements on a more
varied set of targets. Below are the targets we measured on, and the
motivation for each.
Target Motivation
Al COMET/Mu2e muon stopping target
Ti Alternative COMET/Mu2e muon stopping target
Pb Abundant shielding in COMET/Mu2e
Steel Abundant in COMET/Mu2e support structures visible
to muon beam
Mylar Window separating Mu2e TS vacuum from DS vacuum
Water Common from outgassing in vacuum, and oxygen can
be crosschecked with literature
Table 3.5: The beamlines at PSI used for the different AlCap cam-
paigns are listed. There was a trade-off between narrow momentum
bite and muon rate for each campaign, the specifics of which are dis-
cussed in the text. PSI publishes this beamline information online at
[35].
Beamline πE1 πE5
Campaign R13, R15b R15a
Solid angle (msr) 13 150
Momentum acceptance (FWHM) 8.0% 10 %
Momentum resolution (FWHM) 0.26% 2 %
abundantly in view of the muon beam and give off neutrons and γ-rays. Mylar was
measured since Mu2e considered using it in vacuum windows. And finally water, to
confirm we recover the well-known neutron spectrum from muonic capture on oxygen.
The targets were an order of magnitude thicker than in the first AlCap campaign
since we were less concerned with target self-absorption. This allowed us to use a
wider momentum bite for the incoming muon beam, increasing rates from ∼10 kHz
in R13 to ∼200 kHz.




Figure 3·7: The rates of different particles in the two beamlines AlCap
setup in from [35]. For R15a we needed a higher rate, so went to πE5.
information can be seen in table 3.5. In addition, µ− yield increases with increasing
momentum in both beamlines, which can be seen in figure 3·7. With the thicker
targets used in R15a, we selected higher a momentum. Another reason for the choice
of beamline was availability. πE5 was less in demand than πE1, but it serendipitously
served R15a better by providing higher stopping rates.
Since the target was suspended from the beam counter, TSc, and the target was
thick, there was a practically one-to-one ratio of detected muons to stopped muons.
This was an improvement over R13, where muons could diverge quite substantially
after the beam counter, and we would detect significantly more entering muons than
those that wound up stopping in the target. In R13, when muons missed the target,
they would go on to produce backgrounds from lead and steel. This was not an issue
in R15a and its higher fraction of stopped muons in the target.
3.3.4 Late 2015 (R15b)
The third and final campaign, R15b, took place in the original beamline, πE1, in
November of 2015 and consisted of measurements for WPs 1 and 2, and so once again
we required an evacuated chamber to measure the charged article emission. To avoid
redundant explanation only the modifications and improvements relative to the R13
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campaign will be described.
Beam Counter
The muSc and muScA beam counters were removed. Instead, a new thin silicon
detector (SiT) was placed inside the chamber, ahead of the beam spot collimator, to
serve as the incident muon beam counter. The SiT was divided into quadrants to
help characterize the beam spot, and was 58 µm thick to allow transmission of low
momentum muons. The beam momentum measurement was improved because there
was no material between the SiT and the target as in to R13. And as it was much
closer to the target, the beam diverged less between the beam counter and the target.
PID Telescopes
The old eight-segment SiL1 was swapped out for a 16 strip silicon detector of similar
thickness. The extra segmentation reduced electronic noise in the detector. To extend
the energy range, a third 1500 µm thick silicon detector was added in the back of
both sides. Noise was reduced from the thin detectors with a new, isolated-ground,
vacuum-flange feedthrough, as well as better cabling, leading to improved resolution.
Other Notable Changes
Lessons from the first run were used to improve vacuum pump-down times. Special
flanges for electronics feedthrough were constructed before the run, as these were a
source of leaks in the R13 campaign. They were also a source of electronic noise
since, in 2013, the feedthrough flange did not isolate the electronic ground from the
chamber body. The same mistake was not made in 2015. Additionally, the alignment
of all detectors was greatly improved.
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Chapter 4
Data Acquisition and Analysis Framework
4.1 Electronics
AlCap’s experimental setups are composed of diverse mixes of detectors that changed
with every campaign, each requiring unique operating conditions and readout. Gen-
erally, for each detector, one needs appropriately matched amplification and digi-
tization. For AlCap, there were slow silicon detectors in vacuum, slow germanium
detectors outside, and fast neutron detectors. The electronics were not necessarily the
same for all detectors during all campaigns, and there was even strong differentiation
among the stripped silicon detectors.
Improvements to the electronics were made with every run, but there were a lot
of similarities among all runs. Because the focus of the analysis in this thesis will be
on data from R15b, that will also be the focus of the discussion here.
4.1.1 Amplifiers
Solid-state detectors, such as silicon or germanium, require a preamplification stage.
The preamplifier should be placed as close to the detector as possible to reduce cable
capacitance and noise pickup at the preamplifier input. For instance, the germanium
detectors had built-in preamplification from the manufacturer, while standard OR-
TEC NIM modules were used for further amplification. Preamplifier output can be
digitized directly, but is often passed to either a shaping amplifier (SA) or timing filter
amplifier (TFA). SAs’ long integration times (∼1 µs) provided good energy resolution.
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(a) Input face (b) Output face
Figure 4·1: The input and output sides of the MSI-8 pream-
plifier/shaping amplifier/timing amplifier package purchased from
Mesytec[37].
TFAs, basically high-pass filters, output a steep leading edge to provide sharp timing.
The silicon detectors were all connected to off-the-shelf packages containing a
charge-sensitive preamplifier (PA), a shaping amplifier (SA), and a timing filter am-
plifier (TFA). SiL1 analog signals were connected to a Mesytec MPRS-16 module
via the vacuum feedthrough, while the quadrant and unsegmented silicon detectors
(SiL2, SiL3, SiR1, SiR2, SiR3, and SiT) were connected to MSI-8 modules.
The MSI-8[37], seen in Figure 4·2, have 17 LEMO inputs. Eight are for user-
provided detector power each connected to a single input, with the option to share a
power source between all channels. Eight inputs are for signals. The last input is for
a test pulser, fed into the preamplifiers, that mimics a signal in all channels. Each
channel is connected to its own preamplifier PCB (MMPR-1). Internally, the signal
is passed from the preamplifier to PCBs that have a combined shaper and timing
filter amplifiers (MMSH-1) for each channel. Externally, each MMSH1 connects to
a LEMO shaper output and LEMO timing output. There is a gain-adjust rotary
switch for each channel, providing outputs up to 8 V, which is well above what AlCap
needed since the readout electronics could handle a maximum of 2 V. There was also
a preamplifier output, common timing output, and gate that AlCap did not use.
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Figure 4·2: The output side of the MPRS-16 preamplifier/shaping
amplifier/timing amplifier package purchased from Mesytec[38].
The MPRS-16[38] was similar in its construction, but had a higher channel density.
The inputs were a a D-sub 25-pin connector for 16 signals, 8 grounds, and a guard
ring. There was a pulser input as in the MSI-8. A common detector bias was required,
since this module design was intended to be used with a monolithic segmented silicon
detector. The output required a 32-channel ribbon cable providing differential signal
from each channel’s shaping amplifier. Even though there were 16 TFAs, there were
only two timing outputs. The first 8 channels were summed and sent to the first
timing output, while the last 8 channels were summed and sent to the second.
There is a noteworthy effect from the MPRS-16’s “feature” where it supplied only
two timing filter outputs for 16 input channels. Therefore the noise from 8 channels
would add, deteriorating the signal-to-noise ratio. As a result the MPRS-16 TFAs
were not used in AlCap analyses.
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4.1.2 Digitization
There were two forms of digitization used in AlCap that are common to almost all
particle and nuclear physics experiments. These are known as waveform digitizers
(WFD) and time-to-digital converters (TDC).
WFDs are used to approximate the shape of the pulse output from amplifiers (and
sometimes preamplifiers) like the Mesytec packages described above. They effectively
take a snapshot of the pulse voltage as a function of time by sampling regularly with
a spacing of 10 ns to 100 ns, depending on the WFD clock speed. In our case, the
WFD readout was triggered when a pulse reached a certain height above noise, and
then took a preset number of consecutive samples. This included a small number of
pre-samples to capture the baseline before the pulse. If the pulse was longer than
expected, due to two signals occurring close in time for example, a second snapshot
would be recorded immediately after the first. The frequency of the WFD and the
number of samples taken were matched to the timing characteristics of the pulse. The
WFD frequency needed to be high enough to capture the leading edge and the peak
of the pulse. The number of samples needed to be great enough to capture the entire
pulse. On the other hand, manageable data rates needed to be maintained by not
sampling the pulse too frequently or taking too many samples after the pulse ended.
The trigger threshold also came into play with data rates, since if we triggered on
noise, signals would get drowned out. So we set the trigger threshold for each channel
just above the noise. The thresholds are listed in Table 4.1 for each detector channel.
TDCs, in combination with discriminators, simply record the time of a pulse.
Pulse shape information is lost, but the time resolution is far superior to that of our
WFDs. This is especially useful in identifying pileup in a detector when two hits
might appear as a single pulse to the WFD.
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Table 4.1: The self-trigger thresholds for the individual channels


























Ge (High Gain) 182
Ge (Low Gain) 182
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Table 4.3: Below are a list of WFDs used in all campaigns, and their
associated bit depth, number of channels, and sampling frequency. The
TDC is also listed as the last entry, whose frequency represents the
timing precision. The interesting thing about the CAEN TDC is that,
while advertising a sampling rate of 40 GHz, the actual sampling rate
was 40.96 GHz. CAEN often provides excellent products and customer
service, but the manuals seem to be written by someone at the end of
a game of telephone about the product.
Model Number used Form factor Inputs Frequency (MHz) Bit depth
CAEN V1720 1 VME 8 250 20
CAEN V1724 1 VME 8 100 14
CAEN DT5720 1 Desktop 4 250 12
CAEN DT5730 1 Desktop 8 500 14
Struck SIS3300 5 VME 8 100 12
Struck SIS3301 1 VME 8 100 14
Struck SIS3350 2 VME 4 500 12
CAEN V1290N 1 VME 16 40960 –
4.1.3 Timing
Timing resolution needs were driven by two concerns: identifying pileup in the beam
counter, and allowing timing cuts to filter out muon stops in lead. The expected
beam rates were on the order of tens of kilohertz, and expected time cuts of a couple
hundred nanoseconds. For most detectors, tens of nanoseconds resolution would be
adequate.
A 16 channel ∼25 ps CAEN V1290N TDC was used for the germanium, but not
the silicon. PSI provided a logic signal that counts at a rate proportional to 10% of
the proton current in µA (230 Hz corresponds to 2.3 mA, the nominal value). The
beam current signal was also input into the V1290N for real-time monitoring. The
rest of the timing was provided by fast WFDs. An 8 channel, 500 MHz, 14-bit CAEN
DT5730 WFD was used for channels that required the best time resolution. These
were the 4 channels running from the SiT quadrants. For the remainder of the timing
channels, 8 channel, 12-bit Struck SIS3300 WFD boards running at 100 MHz were
used.
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Getting good timing resolution proved difficult. TFAs operate as high-pass filters,
with short integration times, and as such do not filter out the high frequency noise
present in the silicon detectors’ signals. The noise had several sources, from the
detectors themselves to RF pickup and ground loops before and after the amplification
stage. Obviously we mitigated this as best we could using the special vacuum flange
feedthroughs and short cable lengths mentioned in Section 3.3.4. Even so, especially
with the MPRS-16 mentioned earlier, the signal-to-noise ratio of the timing pulses
was poor. As a result, most timing information came from the slow pulses digitized
in the WFDs.
4.1.4 Energy
All silicon channels were connected to SIS3300 boards running at 100 MHz. The
germanium preamplifier signal was split and one (GeL) was sent into a low resolution,
low gain amplifier while the other (GeH) was sent into a high resolution, high gain
amplifier. The difference in gain was only about a factor of two, but allowed us to
measure a larger energy range than in the first, R13, campaign. Both germanium
signals were sent into a 14-bit, 40 MHz CAEN V1724 WFD. An example of a silicon
pulse can be seen in Figure 4·3 and an example of a germanium pulse is in Figure 4·4.
4.1.5 Synchronization
Correlating physical hits between detectors is of paramount importance in any exper-
iment. When two detectors are plugged into the same WFD, the board is designed
to align the timing, since the times of each sample are aligned for all channels in a
given WFD module. The challenge comes when trying to synchronize times in differ-
ent modules. But, even though a common start signal is simultaneously sent to all
WFDs and the TDC to indicate the beginning of data taking, there may be different
delays processing this signal. Cable delays are one common but predictable concern.
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Figure 4·3: Above is an example pulse from a silicon detector. The
clock ticks are each 40 ns long, making this pulse about 1 µs wide. This
was the standard for the energy pulses from all silicon detectors.
Figure 4·4: Above is an example of an energy signal from the ger-
manium detector, GeCH. Each clock tick corresponds to about 62 ns,
making the pulse about 3 µs wide.
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Another delay is dependent on the firmware in each board processing the start sig-
nal. Given the heterogeneous nature of our electronics setup, there is certainly no
guarantee of an actual simultaneous start. One way to correlate across boards is to
have two signals from the same detector, say an energy and timing signal, going into
two different boards, say a WFD and a TDC respectively. Another way is to use
physical events, such as a muon triggering the SiT and then scattering into the SiL1.
No matter the method, the delays should be constant over a data-taking campaign
excepting setup changes.
In R13 we tried in situ correlating with physical events such as muon scatters,
which proved to be a lot of work for poor timing resolution. To improve on this,
synchronization pulses (syncs) were regularly sent into all the WFDs. Offline, the
analysis software would locate these synchronization pulses (syncs) and time-align
all the WFDs. Since it is only necessary to time-in a single channel of a WFD, as
all channels are synchronized by our WFDs’ firmware, ideally we would have used
one WFD channel of each WFD board to read in syncs. Often it seemed wasteful to
expend a whole channel for just synchronization. Instead sync pulses for the silicon
detectors were input directly into their data streams by means of the Mesytecs test
inputs. We could use these during data taking for the syncs. The concept is that
since the syncs were all strongly correlated and of a consistent shape, they would be
easy to find in the data. The WFDs V1290 and V1724, having many open inputs
even after AlCap was fully setup, could afford the luxury of dedicated sync channels.
4.2 MIDAS Framework: AlCapDAQ
AlCap’s data acquisition software, named AlcapDAQ, was built on the MIDAS [39]
framework, which is an HEP standard developed at PSI. The idea behind MIDAS is
that every WFD and TDC could be controlled by a separate piece of software called
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Table 4.4: Wiremap for the experiment. Silicon detectors were con-
nected to combination Mesytec pre-/shaping/timing amplifiers. The
germanium had the preamplifier output split and sent into a different
amplifier based off if it was energy (high-gain GeHi and low-gain GeLo)
or timing (GeT). The SIS3300 boards had an adjustable sampling fre-
quency set according to their input signals.
Channel Name Amplifier Digitizer
Energy Timing
SiT MSI-8 SIS3300 DT5730
SiL1 MPRS-16 SIS3300 SIS3300
SiL2 MSI-8 SIS3300 DT5730
SiR1 MSI-8 SIS3300 SIS3300
SiR2 MSI-8 SIS3300 DT5730
SiR3 MSI-8 SIS3300 –
GeHi Ortec 673 V1724 –
GeLo Ortec 450 V1724 –
GeT Ortec 474 – V1290N
a frontend module, or a crate, which could be running on the computer connected
to the related hardware. One frontend, called the master crate, was responsible for
synchronizing all frontend crates instead of controlling a single set of hardware.
Each data run was about 7 min long to keep each raw data file a manageable size
(∼10 GB). Runs were broken up into 100 ms blocks (what other experiments might
refer to as a subrun). When a block was started and data acquisition was open, every
channel was self-triggered and would collect data when the analog voltage crossed the
channel’s trigger threshold.
Data for that channel would be collected for a fixed length of time, unless there was
another threshold crossing during collection, in which case the data-taking window
would be extended. The length of the data collection windows varied by detector but
was always sufficient to capture the full pulse plus some presamples, typically a few
microseconds.
During production, the data rate hovered around 21 MB/s. For a full dataset, a
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Figure 4·5: A rough flow chart showing the different software com-
posing AlCap’s data acquisition window. Almost all software ran on
a computer in the control room. The main MIDAS server ran in the
control room, as did the master crate. From here the frontend software,
running on machines in the beamline, was sent signals to control the
WFDs and TDC. The data was buffered and saved to one on-site and
one off-site location by the logger and lazy logger.
buffer by software running in the control room called the logger. As a more leisurely
pace, the data would be copied by the lazy logger to an off-site backup. Some of the
data was quickly analyzed and diagnostics were displayed using the online analyzer.
The main software components are presented diagrammatically in Figure 4·5.
4.3 AlCap Analyzer: alcapana
The first stage of analysis is called alcapana and is built on MIDAS and ROOT
[40] (another HEP standard from CERN). Alcapana is responsible for taking all of
the heterogeneous raw data saved by MIDAS and transforming them into consistent,
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uniform ROOT objects. Alcapana also aligns the data in time. Each WFD hit is
stored in a TPulseIsland (TPI), a C++ object which contains
1. The timestamp from the beginning of the block
2. The channel name
3. The length in ns of a WFD clock tick
4. a vector of approximately 100 integers, representing the waveform samples, with
the first element at the time of the timestamp and each subsequent element
occurring one clock tick later
Alcapana also does some basic analysis, e.g. reporting data rates and errors. TPIs
are easier to do quick, basic analyses on as well, even though no new information has
been added from the raw data.
4.4 ROOT Analyzer: rootana
In the next stage of analysis, the ROOT-based program rootana transforms the alca-
pana data into physics objects. First rootana builds an intermediate physics object
called a TAnalysedPulse (TAP) that contains the following information:
1. Energy: Calculated based on pulse height above a predetermined pedestal
2. Time: Determined from the point the pulse reaches a specified constant fraction
of its maximum
3. Bookkeeping: Information relating the TAP to the TPI it was derived from,
including the channel, pedestal, trigger time, and TPI size. It also includes a
unique TPI identification number.
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Figure 4·6: Energy and time are derived from the pulse after some
base quantities are calculated. Pulses that do not reach a certain
threshold are not recorded. The first few pre-pulse samples are used
to calculate the pedestal. This is subtracted from the height of the
pulse to give energy. The time is determined as when the pulse reaches
10% of its maximum. Individual parameters such as total number of
samples, number of presamples, threshold, and fraction of maximum is
optimized for each channel separately.
An example pulse is shown in Figure 4·6, along with the method of extracting energy
and time information. Several methods of deriving energy and time from a pulse were
considered, and the ones adopted gave the best resolutions.
Every detector had two channels in the data stream. One channel was tuned
towards good energy resolution, with pulses that were measured over a long time of
>1 µs. The other channel was a much shorter pulse with worse energy characteristics,
but excellent timing resolution, sometimes coming from a fast WFD and other times a
TDC. AlCap’s plan was to collect and correlate all of the TAPs and TDC information
from a single detector hit into a TDetectorPulse (TDP), whose energy and time would
be derived from the most precise of its constituents. In practice, the timing signals
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were difficult to work with because of high noise rates. Luckily, the energy signals had
sufficiently good timing information to compensate. Consequently, the TDPs wound
up simply being an artifact of a more optimistic preplanned analysis scheme.
While the TAPs/TDPs are more intuitively physical objects, they were trans-
formed one more time before being subject to final analysis.
4.5 TMuonEvent Trees
The final objects outputted by rootana are the TMuonEvents (TME). Whereas the
experiment was run in trigger-less blocks, a software trigger is used to collect hits in
all detectors near in time with events in the SiT. Once a central muon is identified
in the SiT, all hits within ±10 µs of the SiT hit in all other detectors are associated
with that muon. This can be seen diagrammatically in Figure 4·7. The muons are
pileup protected (PP) so as not to overlap and double count hits. This means that
any muons coming within ±10 µs of another muon are discarded, resulting in a 10%
loss of all TMEs. All detectors are therefore timed in to the hit in the SiT, which
occurs at time zero. The information stored in each TME consists of:
1. Run number
2. Block number
3. Central muon time
4. Central muon energy
5. Quadrant of SiT triggering event
6. Times to next and previous TME
7. Vectors of hits (TDPs) in all other detectors
8. Configuration parameters
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Figure 4·7: The layout of a TMuonEvent at the end of processing.
Each horizontal line corresponds to a detector, and each red dot cor-
responds to a hit. All hits within the 20 µs window represented by the
dotted vertical lines are collected into a TMuonEvent (TME). In this
diagram is a hypothetical muon entering the chamber (SiT), stopping
in the target and emitting an X-ray (Ge), and then emitting a proton
(SiL1, SiL2). On either side are noise hits uncorrelated with a entering
muon. (This diagram shows coincidences between the silicon arms and
germanium detector for illustration purposes; these coincidences were





To determine the proton emission rate, in addition to the detector efficiencies, we
must know the number of muon stops in the AlCap target over the entire dataset.
For the 50 µm-thick aluminum target (Al50), there are only two feasible options a
priori. One is counting the number of entering muons using the silicon detector,
SiT, in the incoming beamline. Unfortunately muons have a propensity of scattering
away from the target or punching through without stopping, depending on the beam
settings. A more reliable counting method is to measure the rate of 2p-1s muonic X-
rays emitted when a muon stops in the target, since it is directly proportional to the
rate of muon stops, independent of the beam momentum. The germanium detector
measures these prompt X-rays, and is triggered by an entering muon detected by
SiT. Like all detectors, the time of a germanium hit is taken relative to the SiT.
5.1.1 Germanium Calibration
Identifying muonic X-rays and relating the count to the number of stopped muons
requires both energy and efficiency calibration of the germanium setup. A 152Eu
source was placed on the target in the final setup. The system was not pumped
down to vacuum, but the air absorbed a negligible fraction of the γ-rays from the
source. 152Eu is a common source for germanium calibration because it provides up
to 14 detectable lines from as low as 122 keV and up to 1.408 MeV with well-known
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Figure 5·1: The energy of the germanium detection system was cali-
brated (left) using a 152Eu source which has 14 commonly used, highly
intense (> 1%) γ-rays with well-known energies, of which we used 10.
The source was placed in the target position and the efficiency was
calibrated (right) using the source’s activity and the lines’ known in-
tensities.
intensities. The activity on the date of measurement with AlCap’s 152Eu source was
21.4 kBq, and data was taken for 50 min while the beam was off. AlCap’s calibration
can be seen in Figure 5·1.
5.1.2 Determining the number of µ stops
During data taking, the photon spectrum consists of lines corresponding to X-rays
from stopped muons plus backgrounds from other processes. AlCap’s photon spec-
trum can be seen in Figure 5·2 with different time slices relative to SiT, showing
which peaks are prompt with a muon stop (|t| < 200 ns), prompt with a muon cap-
ture (200 ns < t < 4 µs), and what other background radiation (t > 4 µs) contributes
to the spectrum. The prompt 347 keV signal in Figure 5·3 is cleaned up consider-
ably when a 200 ns time coincidence was required between the photon hit and the
SiT detector. We collected two HPGe spectra with different gains, GeHi and GeLo.
In Figure 5·4 we see the quality of the two fits, and choose the high gain channel
since it has the better χ2. The resolution in the high gain channel is also supe-
rior (σLo = 1.07 keV, whereas σHi = 0.94 keV), as can be seen when comparing the
separation of the 2p-1s X-ray peak and the nearby Pb capture peak.
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Figure 5·2: Raw germanium spectrum, with prompt (|t| < 200ns) in
green, delayed (200ns < t < 4µs) in blue and out-of-time (4µs < t) in
red. The total spectrum (including t < −200ns) is in black.
Figure 5·3: Same as Figure 5·2, zoomed in around the Al 2p-1s X-ray.
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Lead shielding is used to catch and quickly kill any muons not stopping in the
AlCap target. Unfortunately the 347 keV X-ray sits close to another peak: the
351 keV γ-ray[41] that arises from the prompt deexcitation of Tl* in two types of





The isotopes 207Pb and 208Pb make up 74.5% of natural lead. Since lead Z over
six times higher than aluminum, the nuclear capture rate is over 18 times higher
[23]. Because the signal from the short-lived Tl* falls within our prompt X-ray time
window, we have to accommodate this background peak in our fit.
The energy spectrum immediately around the 2p-1s X-ray is well characterized
by two Gaussians sitting atop a first degree polynomial
n(E) = AAl ∗ exp(−
(E − EAl)2
σ2
) + Abg ∗ exp(−
(E − Ebg)2
σ2
) + a1 ∗ E + a0 (5.3)
with AAl, Abg, a1, a0, and σ the free parameters. Using the results of the fit, the
number of X-rays is given by nx =
∫∞
−∞ nAl(E)dE. The number of muons can be





The quantity I347 keV is the probability of emission per muon stop, or intensity, of the
2p-1s muonic X-ray, which is 79.8(8) % [23]. The efficiency, εGeHi(347 keV), depends
on the energy of the photon, the geometry of the experiment, and the characteristics
and orientation of the crystal. This is determined by the 152Eu calibration discussed
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Figure 5·4: The aluminum 2p-1s X-rays determine the number of
muon stops. We fit a Gaussian for the signal over a single ordered
polynomial for the background. Another peak from lead capture ob-
fuscates the signal.
earlier in the section. As shown in Figure 5·4, the total number of stopped muons in
the Al50 data set is 138(2)× 106.
Optimizing the number of stops
Before settling on a beam momentum set point, we did a wide beam scan to maximize
the number of muon stops and minimize the number of muons stopping in the chamber
and shielding. A small part of the scan can be seen in Figure 5·5. We settled on a
central momentum of 25.9(8) MeV/c for the beam for the majority of the 50 µm Al
dataset.
5.2 Particle Identification
The purpose of the Si packages was to determine the species of particle (particle
identification, or PID) emitted in muon captures and to measure their energies and
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Figure 5·5: We needed to optimize the number of stops while keeping
the number of scattered muons and target punch-throughs to a mini-
mum. We chose a beam set point of p = 25.9 MeV/c for the majority
of the 50 µm dataset based on beam counter rate (left), the number of
muons stopping in target (center), and the fraction of muons stopping
in the target after triggering the SiT (right).
probability of production. As a particle’s speed rises, the energy it deposits per unit
length (dE/dx) falls, as does the total energy deposited in the thin detector at the en-
trance to the telescope. Particles of the same energy, but different masses, will have
different speeds and therefore different dE/dx values as well. Since silicon detec-
tors measure a charged particle’s energy via electromagnetic interactions, a particle’s
charge also affects its dE/dx measurement. For each detector arm, we plot the energy
deposited in the thin silicon detector (dE) versus the total energy deposited in the
thin and first thick detector (E).
Corresponding to Mz2, the product of the particle’s mass and the square of its
charge, we see each species lies on easily identifiable bands. An example from the
simulation is shown in Figure 5·6. The bands become more difficult to distinguish at
higher energies because dE/dx changes more slowly with increasing energy.
5.2.1 Silicon Detector Energy Calibration
Between the 16 strips of SiL1, four quadrants of SiR and SiT, and four other thick
silicon detectors, there were 28 WFD channels that required energy calibration. The
calibration methods were the same for all channels. Silicon detectors are linear over
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Figure 5·6: In the simulation, we plot the energy deposited in the
thin silicon detector dE versus the total energy deposited in the thin
and first thick silicon detectors E. The relative intensities of the differ-
ent particles are arbitrary and do not reflect expected rates from the
experiment. The heavy charged particles we’re interested in, such as p,
d, t, and α, lie on easily separable bands.
most of their measurement range, so a two point calibration was satisfactory for all
of our detectors. The first was an α source, 241Am, which has two prominent α
emissions: 85.2 % of the time emitting at 5.484 MeV, and 12.5 % of the time emitting
at 5.442 MeV. Practically this provides only one of the two calibration points, since
the two points are so close in energy, and are washed together by detector resolution
effects and energy straggling through the thin disc source cover.
Low energy charged particle measurements notoriously require vacuum. To mini-
mize the time spent on calibration, we reduced the number of times we had to pump
down and break vacuum. As seen in Figure 5·7, the 241Am source was placed on a
swiveling mount that could be rotated to face each detector by means of an external
magnet, without the need to break the vacuum.
The second point for calibration was either the minimum ionization peak of beam
electrons, or a pulser connected to the silicon detector’s preamplifier test input. The
errors from the fits are listed in Table 5.1, and list the equivalent resolution for a
5.4 MeV α particle from the 241Am calibration source. The resolution impacts the
PID, especially at higher energies (>10 MeV) where poor separation in the bands
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Figure 5·7: The setup for the silicon detector calibration with 241Am,
an α source. The target was replaced with a stand capable of holding
a disc source. The vacuum was pumped down, and the source was
pointed to each detector in turn by means of an external magnetic.
The vacuum was broken and detectors reorganized to calibrate them
all.
makes simple graphical cuts insufficient for PID.
5.2.2 Identifying Protons
The PID features predicted by the MC are apparent in the data in Figure 5·8. Par-
ticles lie on bands separated by mass (p, d, and t), or separated by mass and charge
(the α band in upper-right corner). After reaching a high enough energy to punch
through the rear silicon detector, the bands return and bend back at lower values of
dE. Separation of the bands can be difficult at energies above 15 MeV. But before
that, bands become difficult to distinguish from punch-throughs around 12 MeV. At
low energies are scattered muons that stopped in the silicon detectors.
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Table 5.1: The energy resolution for the silicon detectors introduces
error into both the particle identification and the shape of the final
spectrum. The resolutions are listed below for an equivalent 5.4 MeV
α particle.



























We tested a number of methods for determining the boundaries which best sepa-
rate particle species, each with different motivations. In this analysis, the boundaries
were modeled as power laws motivated by the Bethe-Bloch formula, with parame-
ters set by hand. Recall that the general form of the Bethe formula for a massive,













where K1 and K2 are constants specific to silicon, z is the charge of the heavy particle,
E is its energy, and M its mass. We found it was simpler to model the shape of the
curve with two piecewise power laws (E−α) continuous at a transition energy (Ecut),
as shown in Eq. 5.6. In general, our results are insensitive to the shape of the two-
dimensional boundary cuts. In Figure 5·10, the bounds for the proton cut are overlaid
on the data. To construct the proton energy spectrum, the proton band is projected
onto the energy axis as seen in Figure 5·11. The parameter values we used for Eq. 5.6
are listed in Table 5.2.
dE =

AEα1 E ≤ Ecut
AEα1−α2cut E
α2 E > Ecut
(5.6)
Table 5.2: PID cut parameters for Eq. 5.6 used to identify protons.
Left Right
Lower bound Upper bound Lower bound Upper bound
A 35× 105 44× 105 60× 105 11× 106
Ecut(keV) 4× 103
α1 -1.02 -1.00 -1.09 -1.10
α2 -0.85 -0.78 -0.95 -0.85
Muons that triggered the SiT frequently scattered enough to miss the target and
hit the lead shielding, but would disappear with a lifetime of 74.8(4) ns. We looked
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Figure 5·8: The dE versus E from the data, showing the same bands
seen in the simulation, Figure 5·6.
for proton signals from the target at later times (400 ns). In Figure 5·11 we see the
effect of the time cut. Of course, 37 % of “good” protons are cut out as well, since
the muonic aluminum atoms decay away with a lifetime of 864(2) ns. Knowing the
lifetime, we can make the appropriate correction to the proton rate. We also take
into account the timing resolution of the Si packages as seen in Figure 5·12, but the
finite resolution has little impact on correcting the effects of the time cut.
We have identified the protons, and we’ve suggested that they all originate from
the target, rather than from muons stopping in materials surrounding the target.
Figure 5·13 show the time spectrum of proton hits in the SiL and SiR detectors. The
measured lifetimes are λSiL = 874(12) ns and λSiR = 867(11) ns, both within 1σ of the
published lifetime of 864 ns.
Some protons fall outside of the PID cut in Figure 5·10. We can correct for this
by determining the acceptance of the PID cut in 500 keV energy slices. We make the
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Figure 5·9: The dE versus E plot after a time cut of t > 400 ns
which removes emission products from muons that stopped in any lead
shielding, as well as scattered muons in the SiR.
Figure 5·10: To identify the protons we fit a piecewise power law,
continuous at E = 4 MeV, around the easily identifiable proton band.
For clarity, the time cut t > 400 ns, the coincidence cut |dt| < 200 ns,
and punch-through cut E3 = 0 are applied here as well.
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Figure 5·11: The measured proton energy from the data for the left
and right detectors after applying the 2-dimensional PID cut and the
time cut (t > 400 ns) used to reduce lead contamination.
Figure 5·12: The timing resolution of the left and right silicon detec-
tors in based on the time of the second hit (the thick silicon detector
hit).
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Figure 5·13: The time structure of proton hits in the SiL and SiR
telescopes matches the muonic aluminum lifetime. We avoid fitting
early times (t < 500 ns) when muons might be stopped in lead or steel.
approximation by looking at the distribution in dE. For example, in Figure 5·14 we
take the dE distributions of several proton energy ranges and fit Gaussians to each
SiL and SiR dE distribution. The efficiency is the amount of that fit captured by the
PID cut, which is unsurprisingly close to 100% in all cases. The correction, measured
and applied to each 500 keV bin, is shown in Figure 5·15.
5.3 Simulations
There are a number of unknowns that were not, or could not be, measured during
AlCap’s data campaigns. Chief among them is the geometric distribution of stopped
muons in the target. But we also need to know where the muons come to a stop
if they miss or punch through the target. AlCap used the GEANT4[42] framework
(GEometry And Tracking) to build its Monte Carlo (MC) simulation. A lot of work
by many members of the collaboration went into tuning and validating the MC. The
most consequential simulation task was proper characterization of the beam, including
the beam spot size and momentum distribution.
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Figure 5·14: To determine the particle identification cut efficiency, we
take 500 keV slices in energy and project Figure 5·9 onto the dE axis.
We fit each distribution to a Gaussian and determine how much of the
Gaussian is captured by the PID cut. The efficiency is used to scale
the bin. The first nine energy slices are shown here.
Figure 5·15: The efficiencies and the errors for each 500 keV bin cor-
rection from the PID cut. Each point corresponds to the middle of
a bin (i.e. the 2250 keV point is for the entire 2000 keV to 2500 keV
range). The error comes from the width parameter of each fit.
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Table 5.3: The beam parameters in the simulation; the positions
reflect the starting position of the beam with respect to the center of
the target. The beam travels perfectly straight, with px = py = 0, as
the dominant factor in the beam divergence is material upstream of the
target.
Value σ
Energy (MeV) 1.37 0.19
Horizontal Position (mm) -3 20
Vertical Position (mm) 20 20
Longitudinal (mm) -185 0
Two datasets, Si16a and Si16b, were taken during R15b with an active silicon
target to characterize the beam qualities. The SiL1 detector was moved from the
left arm to the target position. The segmented nature of the SiL1 detector provided
horizontal position information on the muon beam, while the measured energy depo-
sition determined the beam’s momentum. Paired with position and energy data from
the beam counter, SiT, there are four criteria we attempted to match between the
simulations and the data:
• Hit distribution in SiT
• Energy distribution in each SiT quadrant
• Hit distribution in active target (SiL1)
• Energy distribution in active target (SiL1)
The input beam parameters that led to the best agreement are listed in Table 5.3.
The simulated beam is fired along +z, with transverse Gaussian spreads of σx =
σy = 20 mm. The initial beam energy is a Gaussian centered on 1.37 MeV with a
spread of 0.19 MeV, compared to the 3.17 MeV beam energy distribution expected
from laboratory calibrations. Muons start upstream of the muScA, and also pass
through air and the Mylar vacuum window. The fact that the beam has a lower energy
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Figure 5·16: A comparison of the position distribution of hits on
the SiT in the simulation and the Al50 dataset. The differences might
seem startling, but we found the rough agreement satisfactory after
attempting to simultaneously meet many requirements.
Table 5.4: The fractions of muons that stop after triggering the SiT




than its set point is not surprising, and is attributed to the presence of unaccounted
material in the beam.
We compared distributions from the MC and the datasets Si16b and Al50, which
used the same beam settings. The beam’s profile on the SiT (Figure 5·16), profile on
the active target (Figure 5·17), and the energy deposition in the SiT (Figure 5·18) all
show good agreement with the simulation.
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Figure 5·17: A comparison of the position distribution in hits on the
Si16b target.
Figure 5·18: A comparison of the energy of hits on the SiT from the
final simulation and the Al50 dataset.
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Figure 5·19: For the most part, the muons stop in the lead shielding.
A considerable number also stop in the chamber upstream of the lead
collimator and downstream of the lead back wall, but the shielding
occludes line-of-sight to the detectors.
Figure 5·20: As shown in Figure 5·19, the muons mostly stop in the
chamber and lead shielding. A third stop in the target as intended, and
a negligible fraction stop in the detector arms and the SiT.
86
5.4 Energy Spectrum Reconstruction
5.4.1 Modeling the Muon Beam and Target Stopping Distribution
Low energy protons emitted from the target lose a significant amount of their energy to
target self-absorption. To account for this energy loss, the muon stopping distribution
must be correctly modeled. The stopping distribution will impact what the left and
right PID detectors see differently, as a “deep” proton for the left detector would
correspond to a “shallow” proton for the right. By design the symmetric setup of the
telescopes mitigates uncertainty in the stopping distribution, once the spectrum from
each is averaged together. Modeling of the beam was discussed in Section 5.3.
5.4.2 Building the Transfer Matrix
Through the simulation we can find a relationship between the true emitted proton
energy and the measured proton energy and store it in our transfer matrix (T ). The





where i indexes the measured energy bin and j the true energy bin. T contains in-
formation about many parts of the system. The geometrical acceptance of the PID
telescopes can be complicated because of the diffuse nature of the stopping distribu-
tions and the non-spheroidal shapes of the detectors. Additionally, the solid angle of
each of the detectors in a telescope system will not be exactly the same because of the
slightly different distances from the target. The energy of the emitted proton is even
more important in determining the likelihood of its being detected. A low energy pro-
ton created deep in the target will have a lower efficiency than a high energy proton
created near the surface (or even at the same location). The energy thresholds of the
detectors play a role in their efficiencies as well. Analytically calculating T is often
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Figure 5·21: The transfer matrices TL and TR for the protons from
the left and right silicon detectors, respectively.
impossible. But with an accurate simulation, T can be approximated quite well.
In the experiment, our goal is to determine the vector of true energies E from
our measured E ′ and simulated T . Therefore the first step is to obtain an accurate
determination of T. Pragmatically, producing T implies we must make an initial guess
of the energy distribution. Empirically, other experiments have found assuming a flat
distribution for E is adequate1. In Figure 5·21, T is shown for the left (TL) and right
(TR) silicon packages. At high energies protons experience very little energy loss in
the target, exemplified by vanishing off-diagonal elements in the upper-right of T .
5.4.3 Bayesian Unfolding
It is simple to calculate E ′ = TE when given T and E. We, however, are given E ′
and T , and must reverse the calculation. We do this using Bayesian unfolding.
Bayes’ theorem states that the probability of a true cause C given a measured
outcome O, P (C|O) (the posterior), is a function of the probability of O given C,
P (O|C), and the total probabilities P0(O) and P0(C):
1We have explored different initial priors and found no obvious “ideal”. There is ample literature
on proper priors, however, that we have not yet review, and may help improve our analysis.
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P (C|O) = P (O|C)P0(C)
P0(O)
(5.8)
P0 indicates our initial assumptions about the total probabilities of cause C or out-
come O, which is why P0(C) is called the prior. This captures the intuitive notion
that we might have some prior expectation as to how things work P0(C), but we
update our model with new evidence O based on our confidence that C can cause
O scaled by our guess that O can occur P (O|C)/P0(O). This can be translated for
an experiment like AlCap as D’Agostini did in [43] (which we follow closely here).
Rephrasing in terms of measuring a particle in energy bin E ′i when its true energy
falls in bin Ej.




Furthermore, the probability P0(E
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j). The probability that E
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j occurs , based on our prior, is the sum of products
of the probabilities that El can be measured as E
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P (E ′j|El)P0(El) (5.10)
where nE is the number of energy bins under consideration
2. The relationship between
the prior and posterior becomes






2The number of bins in our truth vectors and measurement vectors need not be the same, but
here they are and we have no need to generalize. Additionally, the number of bins can be extended
to include background sources, which is the case in the analysis, since each measurement bin is a
“cause” and each truth bin is an “effect” and need not be consecutive energies. But this would
complicate the discussion, though it does not complicate the analysis.
89
There are many reasons a particle of energy Ei might be measured as E
′
j (we will
use prime notation to indicate measured energies, and non-prime for true). It could
be the correct energy, and Ei = E
′
j of course. Or a detector’s finite resolution could
push the energy in either direction. Target self absorption, as mentioned earlier,
especially pushes low energy particles even lower. Whatever the reason, we have all
elements of the right side of Eq. 5.11. The prior P0(Ei) is assumed to take some form
(i.e. flat) and is input to the formula. The simulation provides the transfer matrix,
which is P (E ′j|Ei). Substituting all values into Eq. 5.11 gives us P (Ei|E ′j), which is
our new best guess at the shape of the energy distribution.
From the simulation we have the efficiency for each energy bin, εi. And from
the data we have the energy spectrum; that is to say, the number of events in each







n(E ′j)P (Ei|E ′j) (5.12)
(Note that we will use a hat to indicate our updated best guess.) From this we can









We iterate this procedure by replacing P0(Ei)→ P̂ (Ei) and εi → ε̂i in Eq. 5.11.
The number of iterations is an example of a regularization parameter. In practice
not many are needed (O(1)), and in theory there should be no upper limit. How-
ever, due to fluctuations around the true distribution and ever increasing error, the
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Table 5.5: Final number of protons and their errors from unfolding,
which are statistics driven.
Left Right
3.5 MeV to 10 MeV 1.282(14)× 106 1.188(11)× 106
4 MeV to 8 MeV 8.92(11)× 105 8.210(96)× 105
Figure 5·22: Final total measured energy spectrum of emitted protons
following muonic nuclear capture in aluminum.
regularization parameter is kept small.
5.5 True Energy Spectrum and Rates
Now that we have the raw proton distribution and the transfer matrix, we can unfold
the spectrum to get the total number of protons emitted in each energy bin. We look
in the measurement region 3.5 MeV to 10 MeV and the fully extrapolated region.
And the final spectrum can be seen in Figure 5·23. There are two features we see
and expect. The first is the effect around the classic Coulomb barrier of 3.9 MeV,
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Figure 5·23: The final proton emission spectrum per capture following
muonic nuclear capture in aluminum. Low energies have large errors
because of small efficiency and large systematics.
where the energy spectrum appears to “turn on.” Unfortunately, unfolding errors
dominate the low energy part of the spectrum. This is why we do not include counts
below 3.5 MeV in our final rate. Similarly, at large energies, we have low statistics
and the return of punch-through protons; so we only concern ourselves with protons
with energies less than 10 MeV.
5.5.1 Extrapolating the Full Spectrum
The shape of the spectrum is a priori unknown, but we can make predictions of the
general trends. Hungerford[44] fit silicon data to a shape that, at high energy, exhib-
ited thermal emission of daughter particles from the intermediate states. Assuming
similar behavior for aluminum, we fit an exponential to the intermediate region 5 MeV
to 10 MeV which was measured, and then extrapolated from 10 MeV to higher ener-
gies to estimate the total proton emission rate. We get 0.0074(6) muons per capture
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Figure 5·24: The emission spectrum can be trusted up to about
10 MeV. We fit an exponential between 5 MeV to 10 MeV, and use
that fit to estimate the emission above 10 MeV to be 0.0074(6) per
muon capture.
above 10 MeV, for a total rate of
Rp = 0.0281(15)stat(9)syst(6)extrp/capture(> 3.5 MeV)
5.6 Systematics
5.6.1 Breakdown of Systematics
Particle Identification As shown in Figure 5·15, we make corrections for losses
from the particle identification cut. The cut is efficient. When we integrate the
errors in the 3.5 MeV to 10 MeV range, we get an error of 0.7 % for the PID efficiency
correction. Mostly the PID error is introduced by poor resolution in the thin silicon
detectors in the PID telescopes. Between data taking campaigns, thin silicon noise
was reduced by improved shielding in cables carrying the signal to the preamplifiers
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Figure 5·25
and by a bespoke vacuum feedthrough for the preamplifier cables. Segmentation of
thin silicon detectors reduced the capacitance and corresponding noise levels in those
detectors. Even so, noise from these detectors remains a significant concern when
considering our errors.
Lead and Steel Contamination Muonic lead and iron have short lifetimes and
most have decayed after 400 ns, so we make a 400 ns lifetime cut to remove back-
grounds from errant muon stops. We can try to measure the impact of these back-
grounds by fitting for early-time backgrounds in the proton time spectrum, as in
Figure 5·25. Our measurement window is from 400 ns to 10× 103 ns, so we can get
a feel for the lead/steel background contamination by integrating the relative impor-
tance over this window according to Eq. 5.15. Averaging over left and right, we get
0.87 % error.
The timing resolution between the SiT and thin silicon detectors, shown in Fig-
ure 5·26, shows how the timing resolution FWHM is about 90 ns, on par with the
lifetime of muonic lead and steel. Consequently we cannot successfully fit for the lead
and steel lifetimes separately, so we approximate one lifetime for both sources.
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Figure 5·26: The time resolution of the Si1-SiT systems can be mea-









Beam counter deadtime The silicon detectors experienced deadtime following
an event. The rates in the PID telescopes are low and the deadtime is negligible.
However, because the SiT sat directly in the beam, it saw a large rate. One reason
for the segmentation of the SiT was to cut the rate down such that the highest activity
quadrant saw a rate of at most half that of the entire detector.
The deadtime in the SiT was measured to be tDT = 5.4 µs from a jump in the
timing autocorrelation distribution. The hit rate in SiT is (coincidentally) 5.4 kHz,
but in just the most active segment it is closer to Rµ = 2.7 kHz. The pileup likelihood
is then easy to calculate:
95
tDT = 5.4 µs
Rµ = 2.7 kHz
Prob(PP ) = 1− eRµtDT
= 1.4 %
The pileup could be corrected for, and the admittedly small error associated with it
introduced into the result. However, pileup effects are canceled out in a measurement
of emission rates since the SiT software trigger is used for both the normalization
(X-ray) and proton energy spectrum measurements. So while the potential impact
is interesting, we are not concerned with the error from the beam counter deadtime.
Unfolding iterations We have freedom in deciding how many iterations to perform
of the Bayesian unfolding procedure. Many sources claim 4 iterations proves to be
sufficient in practice. The unfolding process should converge on the true spectrum.
However, with too many iterations we find that the spectrum picks up bin-to-bin
oscillations, which are structures induced by the statistical content rather than real
structure. If the energy spectrum is binned too finely, resulting in low statistics in
individual bins, the oscillations occur after fewer iterations. We avoid the oscillations
early on with a bin width of 500 keV. Even so, errors build up with every iteration
as the previous round’s errors are compounded with the current errors. The growing
errors can be seen in Figure 5·27, where select spectra are shown for different iteration
counts.
If we look at the spectrum after every round of unfolding, and integrate from
3.5 MeV to 10 MeV, we can see the total proton count in both the left and right
detector arms converges after around 5 rounds of iterations (Figure 5·28). But the
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Figure 5·27: As we increase the number of iterations, the shapes stay
relatively constant. However, the errors in each bin increase. We aim
to strike a balance between reaching convergence and keeping unfolding
errors low.
error from unfolding climbs with every iteration. So we settle on 5 iterations, and
assign an error corresponding to the difference between the converged value and the
value after 5 iterations, which amount to 0.97 % for both the left and right detector.
Bin width The choice of energy bin width is a balancing act between identifying
structure in spectra and not getting misled by statistical fluctuations. Iterative meth-
ods like Bayesian unfolding can accentuate fluctuations, creating oscillations in the
final spectrum. We examine different binning and bin size effects on the final unfolded
spectrum in Figure 5·29. Oscillations can be seen in the more finely binned spectra.
A bin width of 500 keV averages the fluctuations. And if we look at the total count
between 6 MeV to 12 MeV in Figure 5·30, it remains steady across all bin widths.
We take the deviation of these values as an estimate of the error introduced by the
dependence on bin width, and get <0.1 %.
Energy cutoff When a particle is measured with an energy different from its true
initial energy, it migrates to an incorrect bin in the energy spectrum. Hits at low
energies migrate the most because of greater energy loss in the target. Low energy
migration is problematic because of hits removing themselves from the measured
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Figure 5·28: The total unfolded proton count in the 3.5 MeV to
10 MeV range as a function of the number of unfolding iteration. Af-
ter a few iterations, the counts from both the left and right detectors
converge. However, the error seems to grow without bound. The best
choice seems to be about 6 iteration.
Figure 5·29: As we increase the bin width, oscillation artifacts of
unfolding begin getting averaged out. The general structure does not
change.
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Figure 5·30: As we change the bin width, we look at the proton
ejection rate in the range 6 MeV to 12 MeV. This range is different than
the standard 3.5 MeV to 10 MeV to allow the bounds to be divisible by
all bin widths. As one would hope, the number of unfolded protons
stays relatively constant.
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energy range. Consequently, low energy bins are affected by the lower energy cutoff
of the unfolding, since measurement information is added or removed by sliding the
cutoff. The transfer matrix should account for this. To be safe, we can examine
the effects of the lower energy cutoff on the unfolded spectrum. Figure 5·31 shows
the unfolded spectrum as the lower energy cutoff is changed, which predominately
(and unsurprisingly) affects lower energies near the shifting boundary. In general, the
spectrum shape is stable further from the spectrum’s edges since hits do not migrate
far from their true energy bin in AlCap. However, within a few bins of the cutoff,
the large errors reflect the sensitivity of the curve’s shape to the value of the cutoff.
This is one reason we stop at 2 MeV in our standard unfolding, but we measure from
3.5 MeV. The effect on the total proton count between 3.5 MeV–10 MeV is shown in
Figure 5·32. It’s clear we want to stay a few bins away from the edge when counting.
We use the spread of this graph to assign an error to the cutoff effect, which comes
out to 0.39 %.
The effect of the upper energy cutoff is ignorable compared to the low energy
cutoff.
Geometrical Displacements Displacing the target closer to a PID arm would
move the target farther from the other PID arm by the same amount. The solid





where R is the ideal distance between target and PID detectors, and d is the side
length of the silicon detectors (taken to be equal). If we move the target by some
distance r along the line between the two arms, we get
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Figure 5·31: As we move the lower energy cutoff upwards before
unfolding, the impact on the rest of the spectrum stays within a few

















which implies for a reasonable displacement of r = 1.5 mm, with R ≈ 12.5 cm, we
have an error of 0.05 %. Our displacement error was estimated with a laser-level
apparatus setup with the help of the PSI surveying group.
The argument applies similarly to displaced PID arms, except the expansion does
not cancel at first order. For a 1.5 mm displacement, a single arm would incur an
error of 2.5 %. Both arms’ displacements then incur a total error of 3.4 %.
Depth in target Especially for low energy protons, the stopping depth of the
muons in the target can have a large impact on the number of measured protons
and their energy distribution. By modeling the beam we should have an accurate
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Figure 5·32: The number of protons between 3.5 MeV to 10 MeV after
unfolding remains pretty constant as a function of low energy cutoff.
We only start seeing trouble when the cutoff is within a few bins of our
counting window.
simulation of the stopping distribution. Since there is disagreement between the SiL
and SiR unfolded spectra, we know we imperfectly modeled the beam. At energies
below <4.5 MeV the spectra diverge from eachother. In addition, throughout almost
the entirety of the spectrum from 2 MeV to 14 MeV, SiL reports a higher emission
rate of ∼10 %. So we do another simulation without changing the local XY position
distribution of the generated protons in the target, but we generate protons at dif-
ferent stopping depths in 5 µm steps from −25 µm to 25 µm, where the z-distribution
is a δ-function in stopping depth. From these nine simulations we can generate a
transfer matrix for the left and right telescopes and unfold the data to see how things
change compared to the original ”canonical” distribution. In figure 5·33 there is not
too much change in the distribution, and certainly most reside within each other’s
errors. Averaging the left and right measurements again cancel out uncertainty in
our knowledge of the muon stopping distribution.
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Figure 5·33: The raw data when unfolded with transfer matrices from
different simulations. Each simulation uses the same XY stopping dis-
tribution, and has a fixed z every 5 µm, and in the figure is represented
by the colors going from light red (shallow in target) to dark red (deep).
The blue is the canonical unfolded spectrum that will be presented in
the final results.
We look at two regions of interest as a more digestible metric for how the results
change based on changing depth. The first is the integrated rate in the energy range
4 MeV to 8 MeV, and the second is the rate in 3.5 MeV to 10 MeV. Figure 5·34 shows
how these rates change as a function of stopping depth. Around 35 µm deep the rates
from the left and right detectors agree. This is consistent with our estimate of a
stopping depth peak between 35 µm and 50 µm. The difference between the point
where the left and right measurements are in agreement and our central value is our
estimate of the systematic from the uncertainty of the muon stopping depth. This is
0.07 % and 0.05 % for 3.5 MeV to 10 MeV and 4 MeV to 8 MeV respectively.
5.6.2 Unfolding methods
We used the RooUnfold package available for the ROOT framework to unfold; it
comes with a number of popular methods including the Bayseian unfolding previously
described. We see that all of the common unfolding methods give similar results.
Three of the methods are compared in Figure 5·35.
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Figure 5·34: We modified the stopping depth of muons in the target
and produced nine separate TMs, and the unfolded the data with each
(solid lines). We examined the rates in ROI1 (3.5 MeV to 10 MeV) and
ROI2 (4 MeV to 8 MeV) and compared to the canonical results (dashed
lines). The distribution closest to the true distribution is where the
SiL and SiR lines cross. We estimate a systematic error based on the
difference between the rates at the crossing and the rates we got in our
results.
Figure 5·35: In the RooUnfold package we used, there were a number
of unfolding methods. As can be seen, there’s good agreement in all
three in ROI2, though the bin-by-bin method deviates in ROI1. The
SVD and Bayesian methods agree in both ROI1 and ROI2.
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5.6.3 Final Results
Table 5.6: Summary of the errors for the number of protons emitted
in the 3.5 MeV to 10 MeV range.
Errors
Normalization Muon count 0.8 %
Calibrations Silicon Energy Calibration 1.1 %
PID Acceptance 0.7 %
Time Cuts Pb Contamination 0.9 %
Beam Momentum 1.5 %
Geometry Target misplacement <0.1 %
Si telescope displacement 3.4 %
Unfolding
Iterations 1.0 %
Bin width <0.1 %
Bounds 0.39 %
Systematic Error 4.4 %
Statistical Error 7.3 %
Table 5.7: Final rates and statistical errors from the number of pro-
tons.
p/µ-cap





6.1 Impact for Mu2e
The Mu2e and COMET are experiments looking for the rare process of coherent
muon-to-electron conversion in the presence of an aluminum nucleus. Standard model
processes produce a bath of heavy charged particles from the target following muon
capture on the aluminum nucleus. These protons, deuterons, tritons, and alphas cause
extra hits and damage to the COMET/Mu2e trackers. Knowledge of the particles’ en-
ergy spectra and emission rates is crucial for designing the tracker and shielding. The
inner proton absorber (IPA) prevents spurious hits and excess deadtime from highly
ionizing heavy particles (i.e. protons, deuterons), which facilitates reconstruction of
the signal conversion electron’s (CE) momentum. Comparison of the effect of the
IPA on the fraction of conversion electron events correctly reconstructed can be seen
in Figure 6·1. Unfortunately, the IPA degrades the CE momentum resolution, dete-
riorating the signal-to-background ratio. To balance the quality of CE momentum
measurement against the reduction of proton tracker hits requires a much improved
measurement of the proton emission spectrum.
COMET and Mu2e collaborated on the AlCap experiment to determine the neces-
sary emitted heavy charged particle emission energy distributions seen in Figure 5·23,
among other measurements. Mu2e initially assumed that the proton emission spec-
trum from aluminum was the based on the silicon spectrum[36], with a total rate at
all energies of 10 %. AlCap measured the proton yield in the 3.5 MeV to 10 MeV range
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Figure 6·1: Above is a comparison of Mu2e’s ability to reconstruct
the signal conversion electron (CE) with and without an inner proton
absorber. The beam flash is responsible for the majority of the damage
to the straws, causing lost CE hits as straws age out of the tracker.
When protons and deuterons are introduced into the simulation, the
fraction of missed CE tracker hits increases to unacceptable levels. This
plot taken from [45].
to be 2.07(17) % per muon capture on aluminum, and a total yield above 3.5 MeV of
2.81(18) %, much lower than initially anticipated.
Consequently, AlCap’s measurements have already been impactful for some of
Mu2e’s design. With a lower-than-expected proton emission rate, the total mass of
the IPA could be reduced, improving the overall resolution of Mu2e’s final muon-
to-electron conversion measurement. Additionally, AlCap was also able to perform
proof-of-concept on using aluminum X-rays for normalization, a scheme Mu2e will
also be adopting.
6.2 Outlook
The only results discussed in this thesis were the proton emission results from alu-
minum. There are a number of other analyses in the works:
1. γ-ray measurements from the aluminum target
2. γ/X-ray measurements from COMET/Mu2e’s alternative target of titanium
3. Proton measurements for titanium and silicon
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4. Other heavy particle measurements (deuteron, triton, alpha) from aluminum,
titanium, and silicon
5. Neutron measurements from aluminum and titanium
There is also an additional aluminum dataset which could be used to improve on
the statistical error of the result present in this thesis.
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