We consider the distributed optimization problem in which a network of agents aims to minimize the average of local functions. To solve this problem, several algorithms have recently been proposed wherein agents perform various combinations of communication with neighbors, local gradient computations, and updates to local state variables. In this paper, we present a canonical form that characterizes any first-order distributed algorithm that can be implemented using a single round of communication and gradient computation per iteration, and where each agent stores up to two state variables. The canonical form features a minimal set of parameters that are both unique and expressive enough to capture any distributed algorithm in this class. The generic nature of our canonical form enables the systematic analysis and design of distributed optimization algorithms.
Introduction
We consider the distributed optimization problem in which a network of n agents are connected through an undirected graph. The global objective is to minimize the average of n functions f i : R d → R that are local to each agent i = 1, . . . , n. While each agent has access to its local variable x i , it must exchange information with its neighbors to arrive at the global minimizer Distributed optimization is an active area of research and has attracted significant attention in recent years due to its applications in distributed machine learning, distributed estimation, and resource allocation [1, 5, 7, 10] . To solve (1), many gradient-based algorithms have been proposed involving gradient computation steps in conjunction with gossip steps, i.e., local averaging operations [6, 8, 9, 15, 18, 20, 21] . Such algorithms have much structural variety in how they perform gossip, evaluate the gradient, and update their local state variables. Furthermore, changing the order of these communication and computation steps results in different algorithms. As an example, consider the NIDS [6] algorithm update:
where { w ij } ∈ R n×n is a gossip matrix, α ∈ R the stepsize, and x k i ∈ R d the state of agent i at iteration k. Each update involves two previous iterates as well as a difference of gradients, similar to so-called "gradient tracking" algorithms [8] . In contrast, Exact Diffusion [20, 21] uses two state variables which are updated with a gradient step followed by a gossip step:
).
(Exact Diffusion)
While their update equations appear different, we show in Section 3 that NIDS and Exact Diffusion are actually equivalent, which exemplifies the need to better understand the taxonomy of distributed algorithms. To this end, we develop a canonical form that parameterizes the following class of first-order distributed algorithms.
Algorithm properties. We consider the class of distributed algorithms that satisfy the following properties.
P1. The algorithm is linear, time-invariant, deterministic, and all agents perform the same updates.
P2
. Each agent has a local state of dimension at most 2d. Since ∇f i : R d → R by assumption, this allows each agent to store up to two past iterates.
P3. At each iteration, each agent may do each of the following once in any order:
(a) communicate any number of local variables with its immediate neighbors simultaneously, (b) compute its local gradient at a single point, and (c) update its local state.
While NIDS and Exact Diffusion belong to the class of algorithms described by P1-P3, not all algorithms do. Exceptions include accelerated [12, 17] , proximal [16] , stochastic [11] , and asynchronous [19] variants.
Canonical form
Similar to the controllable canonical form for linear timeinvariant systems, we want our canonical form to have existence and uniqueness properties. That is, any algorithm satisfying P1-P3 should be equivalent to the canonical form through appropriate selection of parameters, with a one-to-one correspondence between algorithms and parameter selections. The canonical form should also be minimal in that it uses the fewest number of parameters possible to express all algorithms in the considered class.
In the canonical form, we use the graph Laplacian matrix L ∈ R n×n to model local communication. This is equivalent to using a gossip matrix W with W := I − L. We make the following assumption throughout the paper. Assumption 1. The Laplacian matrix L ∈ R n×n is symmetric, positive semidefinite, connected, and satisfies L1 = 0 where 1 is the all-ones vector.
Our canonical form satisfies properties P1-P3, and is parameterized by five real scalars: a stepsize α and additional parameters ζ 0 , ζ 1 , ζ 2 , ζ 3 .
Canonical Form
end for end for
The algorithm requires agent i to store two local state variables, x k i and w k i . Agents first communicate their states with neighbors using the Laplacian matrix; note that w k i need not be transmitted if ζ 2 = 0 since the result is unused in that case. Agent i then evaluates its local gradient at y k i , and updates its states using the results of the communication and computation. The sequence {x k i } is then agent i's estimate of the optimizer x ⋆ .
Technical conditions. The parameters α, ζ 0 , ζ 1 , ζ 2 , ζ 3 are constant scalars that satisfy the following:
T2. The linear system αu = (ζ 0 I + ζ 2 L)w has a solution w ∈ R n for all u ∈ R n that satisfies 1 T u = 0.
T3. Either ζ 0 = 0 or the algorithm is initialized such that n i=1 w 0 i = 0. An easy way to satisfy this condition is for every agent to use the initialization w 0 i = 0.
Main results
We present the two main results of the paper, which relate the distributed algorithm class to our canonical form.
Definition 2 (Optimal fixed point). The canonical form has an optimal fixed point if there exists a fixed point
Our first main result states that the technical conditions are sufficient for the canonical form to have an optimal fixed point; we prove the result in Appendix 5.1.
Theorem 3 (Sufficiency). If technical conditions T1-T3 are satisfied, then the canonical form has a fixed point. Moreover, all fixed points are optimal fixed points.
Note that the technical conditions are sufficient for the canonical form to have an optimal fixed point, but do not guarantee convergence. Our second main result is that the technical conditions are necessary for convergence to an optimal fixed point. The result also characterizes the existence and uniqueness properties of our canonical form. We prove the result in Appendix 5.2.
Theorem 4 (Necessity). Consider a distributed algorithm that satisfies properties P1-P3 and converges to an optimal fixed point. Then there exists parameters α, ζ 0 , ζ 1 , ζ 2 , ζ 3 for which the algorithm is equivalent to our canonical form. Furthermore, the parameters are unique, satisfy technical conditions T1-T3, and constitute a minimal parameterization of all such algorithms.
To prove the main results, we develop the notion of a transfer function for distributed algorithms in Section 2 and provide associated necessary conditions that hold when the algorithm converges to an optimal fixed point. We then show how to put distributed algorithms into canonical form through an example in Section 3.
Transfer function interpretation
In this section, we show how to represent distributed algorithms as dynamical systems and obtain their corresponding transfer functions. We derive necessary conditions on the poles and zeros of the transfer function of any distributed algorithm which solves (1). These conditions are used to prove Theorem 4, and also give rise to an impossibility result stating that no single-state algorithm can solve the distributed optimization problem.
Consider the following general dynamical system model for a distributed optimization algorithm. 1
for i ∈ {1, . . . , n} where ξ k i ∈ R 2d is the state, u k i ∈ R d the input, and y k i ∈ R d the output of agent i at iteration k. The model (2) over-parameterizes all algorithms in our class of interest. To simplify notation, we set d = 1 throughout the rest of the section, though our results hold for general d ∈ N.
We can write (2) in vectorized form by concatenating the states of the agents as ξ k := (ξ k 1 ) T · · · (ξ k n ) T T and similarly for u k and y k . The iterations are then
where the i th component of ∇f (y k ) is ∇f i (y k i ), and the system matrices are:
By Assumption 1, we may write L = V ΛV T where V = v 1 · · · v n ∈ R n×n is an orthogonal matrix of eigenvectors and Λ = diag(λ 1 , . . . , λ n ) is a diagonal matrix of eigenvalues with 0 = λ 1 < λ 2 ≤ · · · ≤ λ n . For ℓ = 1, . . . , n we define the state, input, and output in direction v ℓ as follows:
for all ℓ ∈ {1, . . . , n} whereξ 0 ℓ ∈ R 2 . We refer to (5) as the separated system, and the corresponding transfer functions are given by
Note that ℓ indexes the n directions in the eigenspace of L as opposed to the n agents, which are indexed by i. Given the generic transfer function G λ ℓ (z) derived above, imposing the additional constraint that the algorithm has an optimal fixed point (Definition 2) leads to properties that all transfer functions must necessarily satisfy. We summarize these in the following lemma; see Appendix 5.3 for a proof. 1. G λ1 (z) has a pole at z = 1 and is marginally stable.
2. G λ ℓ (z) has a zero at z = 1 and is strictly stable for all ℓ = 2, . . . , n.
The requirements on the transfer function in Lemma 5 imply that no single-state algorithm of the form (2) can solve the distributed optimization problem. This provides an explanation as to why the Distributed Gradient Descent algorithm must use a diminishing stepsize [9] . We therefore restrict ourselves to algorithms with two states (i.e., ξ k i ∈ R 2d ) since these are the simplest algorithms that can achieve linear convergence rates. Proof of Corollary 6. Such an algorithm can be written in the form (2) with A i , B i , C i , D i ∈ R for i = 1, 2 (since the state is dimension d) and D 0 = D 1 = 0. The corresponding transfer function then has the form
Suppose the algorithm solves the distributed optimization problem (1) . Then from Lemma 5, G λ0 (z) must have a pole at z = 1, and G λ ℓ (z) must have a zero at z = 1 for all ℓ = 2, . . . , n. The first condition implies that A 0 = 1 with B 0 C 0 = 0, while the second condition implies that either B 0 = B 1 = 0 or C 0 = C 1 = 0. These conditions contradict each other, implying that the algorithm does not solve the distributed optimization problem.
Putting algorithms in canonical form
We now outline a procedure to put any distributed optimization algorithm in our class of interest in canonical form. Note that the canonical form has the form (2) with
and the corresponding transfer function (6) is
We can then apply the following procedure to put any distributed algorithm satisfying properties P1-P3 in our canonical form. We summarize the results for several known algorithms in Table 1. 1. Write the algorithm in the form (2) to obtain the system matrices (A 0 , B 0 , C 0 , D 0 ) and (A 1 , B 1 , C 1 , D 1 ). 2. Compute the transfer function G λ (z) using (6). 3. The parameters α, ζ 0 , ζ 1 , ζ 2 , ζ 3 are then obtained by comparing coefficients of the transfer function G λ (z) with that of the canonical form G CF λ (z) in (8). To provide an additional degree of freedom, we can relate the gossip matrix to the Laplacian matrix by W = I − µL where µ ∈ R is an additional scalar parameter. This is equivalent to choosing the gossip matrix as a convex combination of I − L and the identity, i.e., W = (1 − µ)I + µ(I − L).
Remark 8 (Uniqueness of realization). The canonical form (7) can be reliably obtained from an algorithm by computing its transfer function (8) and then extracting coefficients. In contrast, working with realizations directly can be problematic because even if coordinates are chosen such that (A 0 , B 0 , C 0 , D 0 ) has the desired form, this does not ensure uniqueness of (A 1 , B 1 , C 1 , D 1 ). For example, one can easily check that the following realization has the same transfer function as (7):
The equivalence class of realizations for a doubly-indexed transfer function (i.e. with z and λ) is more involved than the singly-indexed case and a broader discussion on this topic is outside the scope of the present work; seminal references include [2, 14] .
Example: NIDS
To illustrate our approach, we return to the NIDS algorithm from Section 1. As suggested by the authors of [6] , we choose W := (I + W )/2 where the gossip matrix W is related to the Laplacian matrix L by W = I − L. First, we write NIDS in the form (2) as follows:
  This is equivalent to (2) with state-space matrices
which have associated transfer function (6) given by
Comparing coefficients with that of G CF λ (z) in (8), we find that the parameters of the canonical form are (ζ 0 , ζ 1 , ζ 2 , ζ 3 ) = ( 1 2 , 1, 0, 1 2 ).
Conclusion
In this paper, we derived a canonical form for a large class of first-order distributed algorithms that fulfills existence and uniqueness properties, and features a minimal parametrization. We provided sufficient conditions for an algorithm in canonical form to have a fixed point corresponding to the solution of the distributed optimization problem, as well as necessary conditions for convergence to such a fixed point. This provides a first step toward a principled and automated methodology for the analysis and design of distributed optimization algorithms.
Appendix

Proof of Theorem 3
All fixed points are optimal. Consider a fixed point of the algorithm, given by
. . , n}. Applying (C.6) and (C.1) to the fixed point,
, and x ⋆ i = x ⋆ j for all i, j ∈ {1, . . . , n} since the graph is connected by Assumption 1. This shows that the agents reach consensus at the fixed point; we have left to show that the consensus variable is the solution to (1). To do so, we sum (C.5) to obtain
The last two terms on the right side are both zero since the Laplacian matrix is symmetric by Assumption 1, and therefore satisfies L T 1 = 0. Furthermore, the first term on the right side is zero due to T3. To see this, we sum (C.6) to obtain n i=1 w k+1 i = n i=1 w k i , so either ζ 0 = 0 or n i=1 w ⋆ i = 0. Finally, α = 0 from T1, so we must
The fixed point satisfies (1) and is therefore optimal.
An optimal fixed point exists. Define x ⋆ as in (1) . We show how to construct an optimal fixed point of the canonical form. Define v ⋆ 1i := 0, y ⋆ i := x ⋆ , u ⋆ i := ∇f i (x ⋆ ), and x ⋆ i := x ⋆ for all i ∈ {1, . . . , n}. We have n i=1 u ⋆ i = 0 from the definition of x ⋆ , so the linear system
. . , n} is an optimal fixed point.
Proof of Theorem 4
Consider an algorithm that satisfies properties P1-P3 and converges to an optimal fixed point. Such an algorithm can be represented by the iterations (2) with the following: i) A i ∈ R 2×2 for i = 1, 2 (since the local state vector is in R 2d , ii) D 0 = D 1 = 0, and iii) either B 1 = 0 or C 1 = 0 (otherwise the algorithm would require two sequential rounds of communication per iteration). We can therefore parameterize the state-space matrices as
The corresponding transfer function has the form
where the parameters {η i } are defined as follows: Since either B 1 = 0 or C 1 = 0, we have η 3 = η 7 = 0. Since the algorithm converges to an optimal fixed point, we have from Lemma 5 that G λ (z) must have a zero at z = 1 for all nonzero eigenvalues λ of L, so the term (z − 1) must factor from the numerator. Therefore, the parameters satisfy η 1 + η 4 = 0, η 2 + η 5 = 0, and η 6 = 0. Also, the transfer function must have a pole at z = 1 when λ = 0, which requires the denominator to be (z−1) 2 when λ = 0. This implies η 8 = −2 and η 10 = 1. The transfer function then has the form
which is equivalent to (8) with the mapping (η 1 , η 2 , η 9 , η 11 , η 12 ) → (−α, αζ 3 , ζ 1 , ζ 0 − ζ 1 , ζ 2 ). Note that η 1 cannot be zero, since this would violate the necessary condition that the transfer function has a pole at z = 1 when λ = 0. We can then invert the mapping to obtain the parameters (α, ζ 0 , ζ 1 , ζ 2 , ζ 3 ) = −η 1 , η 9 + η 11 , η 9 , η 12 , − η2 η1 . Therefore, the algorithm can be put into canonical form with a suitable choice of parameters α, ζ 0 , ζ 1 , ζ 2 , ζ 3 , and these parameters are unique since the mapping to the transfer function coefficients is one-to-one. Furthermore, there are five degrees of freedom in the coefficients of the transfer function (11) , so any fully expressive canonical form must have at least five parameters. Our canonical form has precisely five parameters and is therefore a minimal parameterization. It remains to show that the technical conditions hold.
T1. Suppose α = 0. Then the transfer function of the canonical form (8) is identically zero, and therefore does not satisfy the conditions of Lemma 5. But this contradicts that the algorithm converges to an optimal fixed point, so α = 0. Therefore, T1 holds.
T2. For a given initial state, let
. . , n} denote the optimal fixed point to which the algorithm converges. Then this point must satisfy the linear equation (10) . For this to hold for a general objective function, the system must have a solution for any u ⋆ i such that n i=1 u ⋆ i = 0 which implies T2 holds.
T3. Since the algorithm converges to an optimal fixed point, the right side of (9) must be zero, or equivalently, ζ 0 n i=1 w ⋆ i = 0. The Laplacian matrix is symmetric by Assumption 1, so n i=1 w k+1 i = n i=1 w k i for all k ≥ 0. Therefore, we must have either ζ 0 = 0 or n i=1 w 0 i = 0, so T3 holds.
Proof of Lemma 5
Since the algorithm (2) converges to an optimal fixed point, the separated systems (5) also converge to fixed points, which satisfyȳ ⋆ i = x ⋆ by Definition 2. When ℓ = 1, we have λ 1 = 0 and v 1 = 1 √ n 1. Using (4) and (1),
For ℓ = 2, . . . , n, each v ℓ is orthogonal to v 1 since L is symmetric. Again using (4) and (1),
We first prove that G λ1 (z) has a pole at z = 1 and is marginally stable. Suppose by contradiction that all poles of G λ1 (z) are strictly stable. Then for every input sequence,ū k 1 →ū ⋆ 1 = 0 by (12a), and the corresponding output sequenceȳ k 1 must tend toȳ ⋆ 1 = 0. However, this is a contradiction becauseȳ ⋆ 1 is nonzero in general. Alternatively suppose that G λ1 (z) has an unstable pole. Then there exists an input sequence such thatȳ k 1 → ∞ asū k 1 → u ⋆ . This contradicts thatȳ ⋆ 1 is finite. Hence, G λ1 (z) must be marginally stable and in particular must have a pole at z = 1.
To prove that G λ ℓ (z) is strictly stable for ℓ = 2, . . . , n, assume the contrary. Then there exists a pole for some z such that |z| ≥ 1. Consequently, for a converging input sequence,ȳ k ℓ →ȳ ⋆ ℓ = 0, which contradicts (12b). Finally, we show that G λ ℓ (z) has a zero at z = 1. Letū k ℓ →ū ⋆ ℓ , which in general is a nonzero constant. Then the steadystate gain to y ℓ must be zero to ensure (12b) holds.
