The availability of big data [James et al. 2011; Steve 2012] and the emergence of wearable computing [Thad 1996; Alex 2000] , network science [Barabasi 2002] , and computational social science [Hanna 2016; Watts and Strogatz 1998 ] as areas of inquiry has been revolutionizing the landscape of how we decipher our lives, our social interactions, and our day-to-day activities. This well-connected world has promised novel requirements on transforming healthcare from reactive and hospital-centered, to preventive, proactive, evidence-based, person-centered, and focused on well-being rather than ailment recovery. A multitude of various types of data are involved in this broad context of healthcare, including the following: Integrating multiple types of information to make people healthier is also a problem of vital importance that requires collective effort from different parties, where data mining plays a pivotal role. Toward this aim, the National Science Foundation of United
States has set up a novel program on smart and connected health.
1 This TKDD special issue is highly relevant, as it aims to provide an in-time platform for researchers studying various problems related to this topic to share their opinions and experiences. The goal of this special issue is to bring together interdisciplinary researchers from academia, research labs and practice to share, exchange, learn, and develop preliminary results, new concepts, ideas, principles, and methodologies on applying data mining technologies toward enhancing the well-being of individuals and populations in such a connected world.
THE SPECIAL ISSUE
Recently, we have been engaging researchers in this area to establish a platform for exchanging ideas on how data mining techniques echo the emerging challenges of connected health. We have successfully organized two workshops on "Connected Health at Big Data Era (BigChat)" held in conjunction with ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD) 2014 and 2015, which were featured by keynote talks by the leading researchers in this area as well as the regular paper presentations. This special issue offers a forum for a timely report on the recent progress in models, algorithms, and applications in this direction. The selected articles went through a rigorous peer review and revision process.
Thanks to the advance of genome-wide monitoring technologies, molecular expression data have become widely available for cancer diagnosis through tumor or blood samples. A key challenge in mining molecular signature data lies in an adaptive distance function due to the heterogeneity and high dimensionality of such datasets. The article by Feiyu Xiong, Moshe Kam, Leonid Hrebien, Beilun Wang, and Yanjun Qi presents a kernelized information-theoretic metric learning algorithm to address this issue. The key idea is to optimize a distance function to tackle the cancer diagnosis problem. The major advantages of this new method include (1) being scalable to high dimensionality, (2) low storage, and (3) optimized distance metrics. In addition to the algorithmic development, the authors also present two interesting applications for diagnosing cancer, including the sample-level cancer diagnosis and estimating the severity level or stage of a group of samples. Indeed, the feature heterogeneity is often a common denominator across many medical informatics problems, such as diabetes treatment classification, gene functionality prediction, and brain image analysis. When coupled with the label heterogeneity, it poses the extra difficulties in designing effective and efficient mining algorithms. The article by Pei Yang, Hongxia Yang, Haoda Fu, Dawei Zhou, Jieping Ye, Theodoros Lappas, and Jingrui He proposes a graph-based method to model the co-existence of the feature heterogeneity and the label heterogeneity. It formulates this problem as a convex optimization problem by encoding both the view/feature consistency and the label consistency, which naturally lends itself to an iterative algorithm to find the global optima. In addition to the empirical performance improvement, the article offers the insight on the generalization performance of the proposed model by Rademacher complexity, which might inspire future research to theoretically understand the benefit of jointly modeling these two types of heterogeneities.
Another emerging data type in healthcare informatics is dual networks. A typical example is in genetics, where one network represents physical interactions among nodes (e.g., protein-protein interactions), and another network represents conceptual interactions (e.g., genetic interactions). Here, the difficulty lies in the fact that two nodes with strong conceptual interaction may not have direct physical interaction.
The article by Yubao Wu, Xiaofeng Zhu, Li Li, Wei Fan, Ruoming Jin, and Xiang Zhang investigates the problem of finding the densest connected subgraph in such dual networks. An interesting finding by the authors is that while it is polynomial solvable to find the densest subgraph in a single network, it is NP-hard for dual networks. Based on that, a two-step approach is proposed to approximately solve the densest subgraph problem on dual networks.
At big data era, a key challenge in healthcare informatics is the scalability. For example, the traditional sequential approaches for implementing ontology quality assurance could take weeks or even months for exhaustive analysis for a large biomedical ontological system. The article by Licong Cui, Shiqiang Tao, and Guo-Qiang Zhang aims to leverage the cloud computing infrastructure to address this issue. By taking advantage of massively parallel algorithms in the MapReduce framework, the article reports a significant speed-up (e.g., from months to hours). Thanks to such efficient computations, it permits not only to perform exhaustive structural analysis of large ontological hierarchies but also to systematically track structural changes between versions for evolutional analysis.
