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The set of order (n+1)(n+2)/2 of Gaussian Type Orbitals g(n1, n2, n3) of common n  n1+n2+
n3  7, common center and exponential, is customized to dene a set of 2n + 1 linear combinations
tn,m (−n  m  n) such that each tn,m depends on the azimuthal and polar angle of the spherical
coordinate system like the real or imaginary part of the associated Spherical Harmonic Y mn . In
addition, normalization integrals
∫
jg(n1, n2, n3)jd3r are calculated up to n = 7 and normalization
integrals
∫ jtn,mjd3r up to n = 5. Results cover both Hermite and Cartesian Gaussian Type Orbitals.
31.15.-p,71.15.-m,02.30.Mv
I. TERMINOLOGY
Gaussian Type Orbitals (GTO’s) are wide-spread con-
struction elements of basis sets in quantum chemistry.
They became highly successful owing to fairly simple an-
alytical representations of key integrals.1,2 Let









be a primitive Hermite GTO (HGTO) with exponent a
and quantum number n  n1+n2+n3 centered at the ori-
gin. Hni are Hermite Polynomials and r2  x2 + y2 + z2.
It is normalized as2,3∫







(2nj − 1)!!. (2)
(n + 1)(n + 2)/2 different g(n1, n2, n3) exist for a given
n. If n  2, they build an overcomplete set of states
compared to only 2n + 1 eigenstates Y mn of the angular
momentum operator.









(−l  m  l) shall denote Spherical Harmonics in spher-
ical coordinates, and




generalized Legendre Polynomials.4 Their real-valued
counterparts are
Y m,cl  (Y ml + Y −ml )/
p
2 / Pml (cos θ) cos(mϕ) (5)
(0  m  l) and
Y m,sl  −i(Y ml − Y −ml )/
p
2 / Pml (cos θ) sin(mϕ) (6)
(0 < m  l). The main result of this work is support to
use of GTO’s in systems with heavy or highly polarized
atoms by reduction of the overcomplete sets to sets of
2n + 1 linearly independent combinations of GTO’s up
to rather large n.
II. COMPLETE SETS OF GAUSSIAN TYPE
ORBITALS
A. Hermite Basis
Below, HGTO’s are linearly combined into sets of real-
valued functions tn,m(r, θ, ϕ, a) (−n  m  n) that dis-
play angular dependencies tn,m / Y m,cn (θ, ϕ) for m  0
and tn,m / Y −m,sn (θ, ϕ) for m < 0 by way of construction






dϕtn,mtn′,m′ / δn,n′δm,m′ . (7)






The Nnm follow each time after three dots and are eas-
ily derived from the expansion coefficients given and the
overlap integrals3,6
∫















2 ](nj + n0j − 1)!!
, allnj + n0j even
0 , any nj + n0j odd
(9)
using (7.374.2) of Ref. 7 or (20) and (21) of Ref. 8. The
radial dependence tn,m / (ar)n exp(−ar2) is found by in-
spection of the integrals mentioned in item 1 of App. A.
1
t0,0 = g(0, 0, 0) . . .1/4;
t1,0 = g(0, 0, 1) . . .1/4;
t1,1 = g(1, 0, 0) . . .1/4;
t2,0 = 2g(0, 0, 2)− g(2, 0, 0)− g(0, 2, 0) . . .3;
t2,1 = g(1, 0, 1) . . .1/4;
t2,2 = g(2, 0, 0)− g(0, 2, 0) . . .1;
t2,−2 = g(1, 1, 0) . . .1/4;
t3,0 = 2g(0, 0, 3)− 3(g(0, 2, 1) + g(2, 0, 1)) . . . 15;
t3,1 = 4g(1, 0, 2)− g(3, 0, 0)− g(1, 2, 0) . . .10;
t3,2 = g(2, 0, 1)− g(0, 2, 1) . . .1;
t3,−2 = g(1, 1, 1) . . .1/4;
t3,3 = g(3, 0, 0)− 3g(1, 2, 0) . . .6;
t4,0 = 8g(0, 0, 4) + 6g(2, 2, 0)− 24(g(2, 0, 2) + g(0, 2, 2))
+ 3(g(4, 0, 0) + g(0, 4, 0)) . . .1680;
t4,1 = 4g(1, 0, 3)− 3g(1, 2, 1)− 3g(3, 0, 1) . . .42;
t4,2 = 6(g(2, 0, 2)− g(0, 2, 2))
− g(4, 0, 0) + g(0, 4, 0) . . .84;
t4,−2 = 6g(1, 1, 2)− g(1, 3, 0)− g(3, 1, 0) . . .21;
t4,3 = g(3, 0, 1)− 3g(1, 2, 1) . . .6;
t4,4 = g(4, 0, 0) + g(0, 4, 0)− 6g(2, 2, 0) . . .48;
t4,−4 = g(3, 1, 0)− g(1, 3, 0) . . .3;
t5,0 = 8g(0, 0, 5) + 15(g(4, 0, 1) + g(0, 4, 1))
− 40(g(2, 0, 3) + g(0, 2, 3)) + 30g(2, 2, 1) . . .15120;
t5,1 = g(5, 0, 0) + 2g(3, 2, 0)− 12g(3, 0, 2) + g(1, 4, 0)
+ 8g(1, 0, 4)− 12g(1, 2, 2) . . .1008;
t5,2 = 2(g(2, 0, 3)− g(0, 2, 3))
− g(4, 0, 1) + g(0, 4, 1) . . .36;
t5,−2 = 2g(1, 1, 3)− g(3, 1, 1)− g(1, 3, 1) . . .9;
t5,3 = 8g(3, 0, 2)− g(5, 0, 0) + 2g(3, 2, 0)
+ 3g(1, 4, 0)− 24g(1, 2, 2) . . .864;
t5,4 = g(4, 0, 1) + g(0, 4, 1)− 6g(2, 2, 1) . . .48;
t5,−4 = g(3, 1, 1)− g(1, 3, 1) . . .3;
t5,5 = g(5, 0, 0)− 10g(3, 2, 0) + 5g(1, 4, 0) . . .480;
t6,0 = 16g(0, 0, 6)− 5(g(0, 6, 0) + g(6, 0, 0))
− 120(g(0, 2, 4) + g(2, 0, 4)) + 90(g(0, 4, 2) + g(4, 0, 2))
+ 180g(2, 2, 2)− 15(g(2, 4, 0) + g(4, 2, 0)) . . .665280;
t6,1 = 8g(1, 0, 5)− 20g(1, 2, 3) + 5g(1, 4, 1)
− 20g(3, 0, 3) + 10g(3, 2, 1) + 5g(5, 0, 1) . . .7920;
t6,2 = g(6, 0, 0)− g(0, 6, 0) + g(4, 2, 0)
− g(2, 4, 0) + 16(g(0, 4, 2)− g(4, 0, 2))
+ 16(g(2, 0, 4)− g(0, 2, 4)) . . .12672;
t6,−2 = 16g(1, 1, 4)− 16(g(1, 3, 2) + g(3, 1, 2))
+ g(1, 5, 0) + g(5, 1, 0) + 2g(3, 3, 0) . . .3168;
t6,3 = 8g(3, 0, 3)− 24g(1, 2, 3) + 9g(1, 4, 1)
+ 6g(3, 2, 1)− 3g(5, 0, 1) . . .3168;
t6,4 = 10(g(0, 4, 2) + g(4, 0, 2))
+ 5(g(2, 4, 0) + g(4, 2, 0))− 60g(2, 2, 2)
− g(0, 6, 0)− g(6, 0, 0) . . .10560;
t6,−4 = g(1, 5, 0)− g(5, 1, 0)
+ 10(g(3, 1, 2)− g(1, 3, 2)) . . . 660;
t6,5 = g(5, 0, 1) + 5g(1, 4, 1)− 10g(3, 2, 1) . . .480;
t6,6 = g(6, 0, 0)− g(0, 6, 0)
+ 15(g(2, 4, 0)− g(4, 2, 0)) . . .5760;
t6,−6 = 3(g(1, 5, 0) + g(5, 1, 0))− 10g(3, 3, 0) . . .1440;
t7,0 = 16g(0, 0, 7)− 35(g(0, 6, 1) + g(6, 0, 1))
− 105(g(2, 4, 1) + g(4, 2, 1))− 168(g(0, 2, 5) + g(2, 0, 5))
+ 210(g(0, 4, 3) + g(4, 0, 3)) + 420g(2, 2, 3) . . .8648640;
t7,1 = 240g(3, 2, 2)− 5g(1, 6, 0) + 64g(1, 0, 6)
− 240g(1, 2, 4) + 120g(1, 4, 2)− 240g(3, 0, 4)− 5g(7, 0, 0)
− 15g(3, 4, 0) + 120g(5, 0, 2)− 15g(5, 2, 0) . . .4942080;
t7,2 = 15(g(6, 0, 1)− g(0, 6, 1))
+ 15(g(4, 2, 1)− g(2, 4, 1)) + 48(g(2, 0, 5)− g(0, 2, 5))
+ 80(g(0, 4, 3)− g(4, 0, 3)) . . .823680;
t7,−2 = 48g(1, 1, 5)− 80(g(1, 3, 3) + g(3, 1, 3))
+ 15(g(1, 5, 1) + g(5, 1, 1)) + 30g(3, 3, 1) . . .205920;
t7,3 = 3g(7, 0, 0)− 240g(1, 2, 4) + 180g(1, 4, 2)
− 9g(1, 6, 0) + 80g(3, 0, 4) + 120g(3, 2, 2)
− 15g(3, 4, 0)− 60g(5, 0, 2)− 3g(5, 2, 0) . . .1647360;
t7,4 = 10(g(0, 4, 3) + g(4, 0, 3))− 3(g(6, 0, 1) + g(0, 6, 1))
− 60g(2, 2, 3) + 15(g(2, 4, 1)− g(4, 2, 1)) . . .37440;
t7,−4 = 3(g(1, 5, 1)− g(5, 1, 1))
+ 10(g(3, 1, 3)− g(1, 3, 3)) . . .2340;
t7,5 = 60g(1, 4, 2)− g(7, 0, 0)− 5g(1, 6, 0)− 120g(3, 2, 2)
+ 5g(3, 4, 0) + 12g(5, 0, 2) + 9g(5, 2, 0) . . .149760;
t7,6 = g(6, 0, 1)− g(0, 6, 1)
+ 15(g(2, 4, 1)− g(4, 2, 1)) . . .5760;
t7,−6 = 3(g(1, 5, 1) + g(5, 1, 1))− 10g(3, 3, 1) . . .1440;
t7,7 = g(7, 0, 0)− 7g(1, 6, 0) + 35g(3, 4, 0)
− 21g(5, 2, 0) . . .80640;
t8,0 = 128g(0, 0, 8) + 35(g(0, 8, 0) + g(8, 0, 0))
+ 3360(g(0, 4, 4) + g(4, 0, 4))− 1729(g(0, 2, 6) + g(2, 0, 6))
− 1120(g(0, 6, 2) + g(6, 0, 2)) + 6720g(2, 2, 4)
− 3360(g(2, 4, 2) + g(4, 2, 2)) + 140(g(2, 6, 0) + g(6, 2, 0))
+ 210(4, 4, 0) . . .8302694400.
tn,−m with odd m are not shown explicitly, but are in-
corporated implicitly by an interchange of the first two
arguments of every g on the right hand side of tn,m and
multiplication by (−1)[m/2] , like for example
t4,−1 = 4g(0, 1, 3)− 3g(2, 1, 1)− 3g(0, 3, 1) . . .42. (10)
This follows from applying the mirror operation x $ y
to the equations shown, which is ϕ $ pi/2 − ϕ in polar
2
coordinates, and induces cos(mϕ) $ (−1)[m/2] sin(mϕ)
and Y m,cn $ (−1)[m/2]Y m,sn if m is odd.
B. Cartesian Basis
The previous list contains also the expansions in terms
of Cartesian GTO’s (CGTO’s) as outlined in App. B. If
each g(n1, n2, n3) is replaced by the primitive CGTO of
the same triple index,
f(n1, n2, n3)  xn1yn2zn3e−ar2 , (11)
the newly defined t˜n,m are / rn exp(−ar2)Y m,cn (m  0)
and / rn exp(−ar2)Y −m,sn (m < 0), for example









Y 1,c4 (θ, ϕ). (12)
The normalization integrals are recovered from the Kro-
necker product of the vectors of the expansion coefficients
and the overlap integrals3∫













(nj + n0j − 1)!!
, all nj + n0j even







[The similarity between Eq. (9) and Eq. (13) lets the Nnm
already given in Eq. (8) for the Hermite basis show up
again. The additional product of signs in Eq. (9) is pos-
itive if applied to g-terms of a single tn,m, and does not
mix things up.]
III. RAYLEIGH-TYPE EXPANSION
The first terms of an expansion of a plane wave in the
















































t7,0 + . . .
}
. (15)
The expansion coefficients are the quotients of the inte-
grals heikz jtl,mi/htl,mjtl,mi. The closely related Cartesian
case is written down by replacing tl,0 with (2a)lt˜l,0 in Eq.
(15) for all l.
IV. ABSOLUTE NORMS
If GTO’s represent orbitals or wave functions, their
squares represent particle densities, and normaliza-
tion follows from integrals like (2) or (8). The first
power rather than the second one specifies local den-
sities, if these functions are the constituents of den-
sity fitting functions.9 The measure
∫
g(n1, n2, n3)d3r =
(pi/a)3/2δn,0 is generally zero and does not provide a use-
ful substitute to Eqs. (2) and (8) for that reason. The
absolute norm as calculated below is the next simple al-
ternative. It quantifies how many particles have to be
moved from some region of space to others to realize the
specific density relocation, and becomes useful to qualify
the relative importance of terms with products of expan-
sion coefficients and the fitting functions.
The integral of the absolute value of g(n1, n2, n3) is a
product of three integrals,
∫














G(nj) is a sum of 1 + [nj/2] integrals delimited by the
positive roots of Hnj . Each integral is solved via Eq.









































∫ jf(n1, n2, n3)jd3r is calculated with ease
via Eqs. (3.461.2) and (3.461.3) of Ref. 7.
The linear combinations defined in Sec. II A may be
evaluated in spherical coordinates and decompose into
products of integrals over r [handled by Eq. (3.461) of
Ref. 7], ϕ (yielding 2pi or 4 for m = 0 or m 6= 0, re-
spectively) and θ [handled by determining the roots of
P mn (cos θ) and decomposition into sub-intervals]. “Mo-
nomic” cases like t1,1, t2,1 and t3,−2, which relate tn,m to










jt3,0jd3r = 104pi/5  65.345127194667699360;∫
































































jt5,2jd3r = 1024a/9 = 113.7¯a;
∫










jt5,5jd3r = 120pia  376.991118430775189a.
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APPENDIX A: METHOD OF COMPUTATION
The representations were obtained by re-engineering
the straight-forward solution to the inverse problem as
follows:
1. expanding all (n + 1)(n + 2)/2 GTO’s of a fixed
n into the complete set of Y ml (0  l  n; −l 
m  l). For each triple (n1, n2, n3), this expansion
implies the calculation of (n + 1)2 integrals of the
type
∫
g(n1, n2, n3)Y ml sin θdθdϕ. Most of these
vanish due to the selection rules (i) n1 +n2 +n3 + l
even and (ii) l + m + n3 even. One may also use
that the expansion coefficient in front of Y −ml is
the complex conjugate of the one in front of Y ml ,
and that the coefficients for g(n1, n2, n3) may be
derived from those for g(n2, n1, n3).
2. gathering and recombining all Y ml within each ex-
pansion in terms of Y m,cl and Y
m,s
l .
3. selecting the subset of equations that contain Y m,cn
for fixed m and n, yielding, say, 1  k(m, n) 
(n+1)(n+2)/2 equations. [One may generally find
more stringent upper bounds for k by inspection of
the selection rule (ii) given above.] The remaining
task is to find k(m, n) numbers such that the linear
combination of these k equations by these numbers
does not contain any terms Y m,cl6=n or Y
m,s
l . This
means computing a k-dimensional basis vector of
a kernel of a matrix that contains all the expan-
sion coefficients prior to those Y terms that are to
be eliminated. Generally this matrix is non-square
and r-dependent.
4
4. normalizing this k-dimensional vector with some
arbitrariness such that its components are small
integers and that tn,m/[(ar)n exp(−ar2)Y m,cn ] are
positive numbers. These k components are the
expansion coefficients in front of the g(n1, n2, n3)
of the table for m  0. Counting terms shows
k(6, 2) = 8, k(6, 0) = 10 and k(3, 2) = 2, for ex-
ample. Experience shows that — up to this nor-
malization factor — the expansions are unique for
n  8 at least, i.e., the aforementioned kernel is
one-dimensional.
5. performing steps 3 to 4 for the Y m,sn in an equiv-
alent manner by elimination of terms / Y m,sl6=n and
/ Y m,cl to obtain tn,−m.
An additional shortcut exists once tn,m and tn,−m are
known for a specific “anchorage” m. Application of the
ladder operators
L  Lx  iLy = i(y∂z − z∂y) (x∂z − z∂x) (A1)
of angular momentum quantum mechanics on Y mn yields
Y m1n . Decomposition of the two equations
L(tn,m + itn,−m) / tn,m1 + itn,−m1 (A2)
into 4 real-valued equations yields a similar recursion for
tn,m. Effectively one applies
(y∂z − z∂y)g(n1, n2, n3)
= n3g(n1, n2 + 1, n3 − 1)− n2g(n1, n2 − 1, n3 + 1); (A3)
(x∂z − z∂x)g(n1, n2, n3)
= n3g(n1 + 1, n2, n3 − 1)− n1g(n1 − 1, n2, n3 + 1) (A4)
term by term to a pair of equally normalized tn,m and
tn,−m.
APPENDIX B: CORRESPONDENCE BETWEEN
CARTESIAN AND HERMITE GTO’S
A Fourier Transform switches from Cartesian to Her-
mite GTO’s and vice versa. All HGTO’s g(n1, n2, n3) at
the right hand side of the equations of Sect. II A trans-
form into their associated CGTO’s f(n1, n2, n3) in k-
space,∫












and the components within the tn,m(r, θr, ϕr, a) at the
















Y mn (θk, ϕk). (B2)
Subsequent re-insertion of r for k leads to the expansion
of Y m,cn or Y
m,s
n in terms of CGTO’s. Residual dangling
factors depend on n, but not on individual nj , and are
constant within each expansion, which allows to stay with
the coefficients as shown.
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