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Abstract. In this paper, we study the numerical method for stochastic optimal control problems
(SOCPs). By reducing the optimal control problem to the discrete case, we derive a discrete stochastic
maximum principle (SMP). With the help of this SMP, we propose an effective discrete recursive method
for SOCPs with feedback control. We rigorously analyze errors of the proposed method and prove that the
cost obtained by our method is of first-order convergence. Numerical experiments are carried out to support
our theoretical results.
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1 Introduction
Let (Ω,F , {Ft}0≤t≤T , P ) be a complete filtered probability space, on which a d-dimensional standard Brow-
nian motion Wt =
(
W 1t , . . . ,W
d
t
)>
is given. Consider the following stochastic control system:{
dXt = b (t,Xt, ut) dt+ σ (t,Xt, ut) dWt,
X0 = x0 ∈ Rn,
(1.1)
with a cost functional
J (u) = E
[∫ T
0
f (t,Xt, ut) dt+ h (XT )
]
. (1.2)
Here, u· is the control variable valued in a convex subset U ⊂ Rm, X· is the state process, and b : [0, T ] ×
Rn × U → Rn, σ : [0, T ]× Rn × U → Rn×d, f : [0, T ]× Rn × U → R and h : Rn → R are given functions.
An admissible control u· is an {Ft}0≤t≤T -adapted process with values in U such that
E
[∫ T
0
|ut|2dt
]
<∞.
∗Zhongtai Securities Institute for Financial Studies, Shandong University, Jinan, Shandong 250100, PR China. huming-
shang@sdu.edu.cn. Research supported by National Key R&D Program of China (No. 2018YFA0703900) and NSF (No.
11671231).
†Zhongtai Securities Institute for Financial Studies, Shandong University, Jinan, Shandong 250100, PR China. jian-
glianzi95@163.com.
1
ar
X
iv
:2
00
7.
06
26
6v
1 
 [m
ath
.N
A]
  1
3 J
ul 
20
20
The set of admissible controls is denoted by U [0, T ]. Our stochastic optimal control problem (SOCP) is to
find a control u∗· ∈ U [0, T ] such that
J (u∗) = min
u·∈U [0,T ]
J (u) . (1.3)
The process u∗· is called an optimal control. The state process X
∗
· corresponding to u
∗
· is called an optimal
state process, and (X∗· , u
∗
· ) is called an optimal pair.
In practice, the control usually depends on the historical information of the state process. For example, in
option pricing and portfolio optimization, people make current decisions based on the historical stock price
information. It is worth noting that the most important control of this type is feedback control, that is, the
control is given by the current state. More precisely, there exists a function φ such that ut = φ (t,Xt) (see
[26]). By observing the current state information, feedback control can be easily operated. For this reason,
we assume that the optimal control is a feedback control in this paper.
However, the SOCP does not directly yield an explicit solution, and thus efficient numerical methods
have been widely studied in recent years. Most of the existing numerical algorithms are based on the
dynamic programming principle (DPP) and the associated Hamilton-Jacobi-Bellman (HJB) equations (see,
e.g., [2, 9, 17, 18, 22–25]). While stochastic maximum principle (SMP) is a popular tool for theoretical
studies of stochastic optimal control (see, e.g., [11, 14, 20, 21] and the references therein), it has not been
widely used in numerical algorithms [4, 6, 8, 10]. Let us mention some recent works [4, 10], which proposed
numerical algorithms for SOCPs based on the SMP, and their discussions are limited to the case where the
control ut is a deterministic function of t. Furthermore, by introducing the Euler method to solve the adjoint
equation, Gong et al. [8] proposed a gradient projection algorithm for SOCPs and first obtained the rate of
convergence for the deterministic control case. Recently, in [6], the authors propose a numerical algorithm
for SOCPs with feedback control by means of forward backward stochastic differential equations (FBSDEs),
but the convergence is not proved theoretically.
Our main results are the following. We first reduce the optimal control problem to the discrete case
and obtain a discrete SMP. The discrete SMP coupled with the state and adjoint equations forms a discrete
Hamiltonian system. Then we propose a discrete recursive method for SOCPs by approximating the discrete
Hamiltonian system. Considering that the goal of the SOCP is to select an appropriate control to achieve
the optimal cost, we rigorously analyze errors of the proposed method and proved that the cost obtained by
our method is of first-order convergence. We remark that the numerical algorithm of our discrete recursive
method is consistent with the algorithm in [6]. Several examples are presented to support the theoretical
results.
The rest of the paper is organized as follows. In Section 2, we present some preliminaries. By establishing
a discrete SMP, we propose a discrete recursive algorithm for solving SOCPs in Section 3. In Section 4,
we prove the main convergence results. In Section 5, various numerical tests are given to demonstrate high
accuracy of our method.
2 Preliminaries
We recall some basic results about forward and backward stochastic differential equations (SDEs) in this
section, which can be found in [12, 15, 19, 26]. We will use the following notations:
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L2F (0, T ;Rn) : the set of Rn-valued and Ft-adapted stochastic processes such that E[
∫ T
0
|ϕt|2dt] <∞.
Ckb : the set of continuously differentiable functions ϕ : Rn → R with uniformly bounded derivatives ∂k1x ϕ
for k1 ≤ k.
Cl,kb : the set of continuously differentiable functions ϕ : [0, T ]× Rn → R with uniformly bounded partial
derivatives ∂l1t ϕ and ∂
k1
x ϕ for l1 ≤ l and k1 ≤ k.
Cl,k,kb : the set of continuously differentiable functions ϕ : [0, T ]× Rn × U → R with uniformly bounded
partial derivatives ∂l1t ϕ and ∂
k1
x ∂
k2
u ϕ for l1 ≤ l and k1 + k2 ≤ k.
We first recall the following standard estimate of SDE.
Lemma 2.1 Let Xit , i = 1, 2, be the solution of the following SDE:
Xit = X
i
0 +
∫ t
0
bi
(
s,Xis
)
ds+
∫ t
0
σi
(
s,Xis
)
dWs,
where bi = bi (s, x) : [0, T ] × Rn → Rn and σi = σi (s, x) : [0, T ] × Rn → Rn×d are Lipschitz in x,
bi (s, 0) ∈ L2F (0, T ;Rn) and σi (s, 0) ∈ L2F
(
0, T ;Rn×d
)
. Then there exists a constant C > 0 depending on T
and the Lipschitz constant such that
E
[
sup
0≤t≤T
∣∣X1t −X2t ∣∣2] ≤ CE [∣∣X10 −X20 ∣∣2]
+ C
∫ T
0
E
[∣∣b1 (s,X1s )− b2 (s,X1s )∣∣2 + ∣∣σ1 (s,X1s )− σ2 (s,X1s )∣∣2] ds.
The following lemma is the well-known Feynman-Kac formula, which gives the stochastic representation
for the solutions to some parabolic partial differential equations (PDEs).
Lemma 2.2 Assume the functions b : [0, T ] × Rn → Rn, σ : [0, T ] × Rn → Rn×d, g : Rn → Rn and
F : [0, T ] × Rn × Rn × Rn×d → Rn are uniformly Lipschitz continuous w.r.t. (x, y, z) and continuous
w.r.t. t, and the matrix-valued function a = σσ> is uniformly elliptic. For any given (t, x) ∈ [0, T ] × Rn,(
Y t,x· , Z
t,x
·
)
is the solution of the following FBSDEs:
dXt,xs = b (s,X
t,x
s ) ds+ σ (s,X
t,x
s ) dWs, s ∈ [t, T ] ,
dY t,xs = −F (s,Xt,xs , Y t,xs , Zt,xs ) ds+ Zt,xs dWs, s ∈ [t, T ] ,
Xt,xt = x,
Y t,xT = g
(
Xt,xT
)
.
(2.1)
Then v (t, x) = Y t,xt is a unique solution of the following PDE:{
Lv (t, x) = −F (t, x, v (t, x) , σ (t, x) ∂xv (t, x)) ,
v (T, x) = g (x) , ∀ (t, x) ∈ [0, T ]× Rn, (2.2)
where L is the differential operator defined by
L = ∂
∂t
+
n∑
i=1
bi (t, x)
∂
∂xi
+
1
2
n∑
i,j=1
[
σσ>
]
i,j
(t, x)
∂2
∂xi∂xj
.
Furthermore, for k = 0, 1, 2, . . . , if b, σ ∈ C1+k,2+2kb , F ∈ C1+k,2+2k,2+2k,2+2kb and g ∈ C2+2k+αb for some
α ∈ (0, 1), then v ∈ C1+k,2+2kb .
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Remark 2.3 In the case when F (t, x, y, z) ≡ 0, it is easy to see v (t, x) = E [g(Xt,xT )], and (2.2) reduces to{
Lv (t, x) = 0, ∀ (t, x) ∈ [0, T ]× Rn,
v (T, x) = g (x) .
(2.3)
3 The discrete recursive method
In this section, we propose the discrete recursive method for SOCPs. Consider the stochastic control system
(1.1) − (1.2). Let (X∗· , u∗· ) be the optimal pair defined in (1.3), and assume that u∗t = φ∗ (t,X∗t ), where
φ∗ : [0, T ]× Rn → U is a function. For simplicity of presentation, we suppose d = 1. We need the following
assumption.
(A1) For ϕ = b, σ, f, h and φ∗, ϕ, ϕx, ϕu are continuous in (t, x, u) and ϕx, ϕu are bounded.
For the time interval [0, T ] and a given positive integer N , we use the following uniform partition:
0 = t0 < t1 < · · · < tN = T,
with ∆t := ti+1 − ti = T/N , and denote ∆Wti+1 := Wti+1 −Wti for 0 ≤ i ≤ N − 1. Define the piecewise
admissible control set
UN [0, T ] =
{
ut =
N−1∑
i=0
φi(Xti)I[ti,ti+1)(t) : φi(·) ∈ C1b (Rn;U)
}
. (3.1)
This means that it takes the feedback value of the state process at ti as the control on [ti, ti+1], and one can
check that UN [0, T ] ⊂ U [0, T ] is convex. Now we define the discrete optimal control problem over UN [0, T ]:
J (u¯) = min
u·∈UN [0,T ]
J (u) . (3.2)
We call u¯· a discrete optimal control, which has the following expression
u¯t =
N−1∑
i=0
φ¯i(X¯ti)I[ti,ti+1)(t), φ¯i(·) ∈ C1b (Rn;U) . (3.3)
The corresponding X¯· and
(
X¯·, u¯·
)
are called a discrete optimal state process and discrete optimal pair,
respectively. We remark that
(
X¯·, u¯·
)
essentially depends on the time partition N . For simplicity, we omit
N without causing confusion. Set
b(·) = (b1(·), . . . , bn(·))>, σ(·) = (σ1(·), . . . , σn(·))>,
bi(t) = b(t, X¯t, φ¯i(X¯ti)), σ
i(t) = σ(t, X¯t, φ¯i(X¯ti)),
and define similarly bix(t), b
i
u(t), σ
i
x(t) and b
i
u(t), where
bx(·) =

b1x1(·), . . . , b1xn(·)
...
...
bnx1(·), . . . , bnxn(·)
 ,
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and the other derivatives can be similarly defined. Under assumption (A1), the discrete optimal state process
X¯· can be uniquely solved by the following piecewise equation:{
dX¯t = b
i(t)dt+ σi(t)dWt, t ∈ [ti, ti+1],
X¯ti = X¯ti , i = 0, 1, . . . , N − 1,
(3.4)
where X¯0 = x0.
3.1 Discrete stochastic maximum principle
In this subsection, we derive a discrete SMP, which plays an important role in the proposal of the discrete
recursive method for SOCPs. For any fixed integer 0 ≤ i ≤ N − 1, take an arbitrary φi(·) ∈ C1b (Rn;U). For
each 0 ≤ ε ≤ 1, we introduce φεi (·) = φ¯i(·) + εδφi (·) ∈ C1b (Rn;U) on [ti, ti+1] with δφi(·) = φi(·) − φ¯i(·).
Denote
ui,εt =
i−1∑
j=0
φ¯j(X
i,ε
tj )I[tj ,tj+1)(t) + φ
ε
i (X
i,ε
ti )I[ti,ti+1)(t) +
N−1∑
j=i+1
φ¯j(X
i,ε
tj )I[tj ,tj+1)(t).
It is easy to see that ui,ε· ∈ UN [0, T ], and the corresponding state process Xi,εt ≡ X¯t on t ∈ [0, ti], dX
i,ε
t = b
(
t,Xi,εt , φ
ε
i (X
i,ε
ti )
)
dt+ σ
(
t,Xi,εt , φ
ε
i (X
i,ε
ti )
)
dWt,
Xi,εti = X¯ti , t ∈ [ti, ti+1],
(3.5)
 dX
i,ε
t = b
(
t,Xi,εt , φ¯j(X
i,ε
tj )
)
dt+ σ
(
t,Xi,εt , φ¯j(X
i,ε
tj )
)
dWt,
Xi,εtj = X
i,ε
tj , t ∈ [tj , tj+1], j = i+ 1, . . . , N − 1.
(3.6)
The variational equation Xˆi· can be given as follows: Xˆ
i
t ≡ 0 on t ∈ [0, ti],
dXˆit =
[
bix(t)Xˆ
i
t + b
i
u(t)δφi(X¯ti)
]
dt
+
[
σix(t)Xˆ
i
t + σ
i
u(t)δφi(X¯ti)
]
dWt,
Xˆiti = 0, t ∈ [ti, ti+1],
(3.7)

dXˆit =
[
bjx(t)Xˆ
i
t + b
j
u(t)φ¯j,x(X¯tj )Xˆ
i
tj
]
dt
+
[
σjx(t)Xˆ
i
t + σ
j
u(t)φ¯j,x(X¯tj )Xˆ
i
tj
]
dWt,
Xˆitj = Xˆ
i
tj , t ∈ [tj , tj+1], j = i+ 1, . . . , N − 1.
(3.8)
We also introduce the following adjoint equation:{
−dP¯t = Hx
(
X¯t, P¯t, Q¯t, φ¯i(X¯ti)
)
dt− Q¯tdWt,
P¯ti+1 = P¯ti+1 , t ∈ [ti, ti+1], i = 0, 1, . . . , N − 1,
(3.9)
with P¯T = hx(X¯T ), where the Hamiltonian H : [0, T ]× Rn × Rn × Rn × U → R is defined as follows:
H (t, x, p, q, u) = 〈p, b (t, x, u)〉+ 〈q, σ (t, x, u)〉+ f (t, x, u) ,
and denote
Hx(·) = (Hx1(·), . . . ,Hxn(·))>, Hu(·) = (Hu1(·), . . . ,Hum(·))>, hx(·) = (hx1(·), . . . , hxn(·))>.
Now we establish the following discrete SMP.
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Theorem 3.1 Suppose (A1) holds. Let
(
X¯·, u¯·
)
be the discrete optimal pair of the problem (3.2), and let(
P¯·, Q¯·
)
be the solution to (3.9). Then for i = N − 1, . . . , 1, 0,
E
[〈∫ ti+1
ti
Hu
(
t, X¯t, P¯t, Q¯t, φ¯i(X¯ti)
)
dt, φi(X¯ti)− φ¯i(X¯ti)
〉]
≥ 0, ∀φi(·) ∈ C1b (Rn;U). (3.10)
Furthermore, if φ¯i(x) is an interior point of U , for x ∈ Rn, then
E
[∫ ti+1
ti
Hu
(
t, X¯t, P¯t, Q¯t, φ¯i(x)
)
dt
∣∣∣∣ X¯ti = x] = 0, PX¯ti -a.s. (3.11)
In order to prove Theorem 3.1, we need the following lemmas.
Lemma 3.2 Suppose (A1) holds. Then for any integer 0 ≤ i ≤ N − 1,
lim
ε↓0
sup
t∈[0,T ]
E
[
|X˜i,εt |2
]
= 0, (3.12)
where
X˜i,εt = ε
−1[Xi,εt − X¯t]− Xˆit .
Proof. For the proof of lemma, one can refer to Lemma 4.1 of [3].
Lemma 3.3 Suppose that the conditions in Theorem 3.1 hold. The value function
V i(x) := E
[∫ ti+1
ti
f
(
t, X¯ti,xt , φ¯i(x)
)
dt+ V i+1(X¯ti,xti+1)
]
, x ∈ Rn, i = N − 1, . . . , 1, 0,
with V N (x) = h(x), where X¯ti,x· is the solution of (3.4) starting from (ti, x), and (P¯
ti,x· , Q¯
ti,x· ) is the solution
of (3.9) related to X¯ti,x· . Assume V i+1x (x) = P¯
ti+1,x
ti+1 , for some integer 0 ≤ i ≤ N − 1. Then V ix(x) = P¯ ti,xti if
and only if
E
[∫ ti+1
ti
(
φ¯i,x (x)
)>
Hu
(
t, X¯ti,xt , P¯
ti,x
t , Q¯
ti,x
t , φ¯i(x)
)
dt
]
= 0. (3.13)
Proof. For any integer i, we define
f ix(t) = fx
(
t, X¯ti,xt , φ¯i(X¯
ti,x
ti )
)
, f iu(t) = fu
(
t, X¯ti,xt , φ¯i(X¯
ti,x
ti )
)
,
where f ix(·) =
(
f ix1 (·) , . . . , f ixn(·)
)>
and f iu =
(
f iu1(·), . . . , f ium(·)
)>
. By the classical variational method, one
can check that
V ix(x) = E
[∫ ti+1
ti
(
(Xˇti,xt )
>f ix(t) + (φ¯i,x (x))
>f iu(t)
)
dt+ (Xˇti,xti+1)
>V i+1x (X¯
ti,x
ti+1)
]
, x ∈ Rn, (3.14)
where 
dXˇti,xt =
[
bix(t)Xˇ
ti,x
t + b
i
u(t)φ¯i,x(x)
]
dt
+
[
σix(t)Xˇ
ti,x
t + σ
i
u(t)φ¯i,x(x)
]
dWt,
Xˇti,xti = I, t ∈ [ti, ti+1].
Applying Itoˆ’s formula to (Xˇti,xt )
>P¯ ti,xt on [ti, ti+1], we have
E
[
(Xˇti,xti+1)
>P¯ ti,xti+1 − IP¯ ti,xti
]
= E
[∫ ti+1
ti
[
(φ¯i,x(x))
> ((biu(t))>P¯ ti,xt + (σiu(t))>Q¯ti,xt )− (Xˇti,xt )>f ix(t)] dt] ,
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which implies
P¯ ti,xti = E
[
(Xˇti,xti+1)
>P¯ ti,xti+1 +
∫ ti+1
ti
[
(Xˇti,xt )
>f ix(t)− (φ¯i,x (x))>
(
(biu(t))
>P¯ ti,xt + (σ
i
u(t))
>Q¯ti,xt
)]
dt
]
. (3.15)
Notice that
V i+1x (X¯
ti,x
ti+1) = P¯
ti+1,X¯
ti,x
ti+1
ti+1 = P¯
ti,x
ti+1 . (3.16)
Combining (3.14), (3.15) and (3.16), the proof is complete.
Proof of Theorem 3.1. For simplicity of presentation, in the following of this proof we only consider the
case n = m = d = 1. This method is still applicable to the multi-dimensional case. For convenience, we use
the following notations:
V ix (t, λ) = V
i
x
(
X¯t + λ(X
i−1,ε
t − X¯t)
)
,
f ix (t, λ) = fx
(
t, X¯t + λ(X
i,ε
t − X¯t), φ¯i(X¯ti) + λ
(
φεi (X¯ti)− φ¯i(X¯ti)
))
,
f iu (t, λ) = fu
(
t, X¯t + λ(X
i,ε
t − X¯t), φ¯i(X¯ti) + λ
(
φεi (X¯ti)− φ¯i(X¯ti)
))
.
First, we consider uN−1,ε· on [tN−1, T ]. Since V N (x) = h(x), x ∈ R, by Taylor’s expansion, we have
J(uN−1,ε)− J(u¯)
= E
[∫ T
tN−1
[
f
(
t,XN−1,εt , φ
ε
N−1(X¯tN−1)
)
− f (t, X¯t, φ¯N−1(X¯tN−1))] dt
]
+ E
[
V N (XN−1,εT )− V N (X¯T )
]
= E
[∫ T
tN−1
∫ 1
0
fN−1x (t, λ) (X
N−1,ε
t − X¯t)dλdt (3.17)
+
∫ T
tN−1
∫ 1
0
fN−1u (t, λ)
[
φεN−1(X¯tN−1)− φ¯N−1(X¯tN−1)
]
dλdt
]
+ E
[∫ 1
0
V Nx (T, λ) (X
N−1,ε
T − X¯T )dλ
]
.
Applying Itoˆ’s formula to P¯tXˆ
N−1
t on [tN−1, T ] and noting that P¯T = V
N
x (X¯T ) and Xˆ
N−1
tN−1 = 0, we have
E
[
V Nx (X¯T )Xˆ
N−1
T
]
=
∫ T
tN−1
E
[(
P¯tb
N−1
u (t) + Q¯tσ
N−1
u (t)
)
δφN−1(X¯tN−1)− fN−1x (t)XˆN−1t
]
dt. (3.18)
Since u¯· is the discrete optimal control, by Lemma 3.2, (3.17) and (3.18), for any φN−1(·) ∈ C1b (R;U), we
obtain
0 ≤ lim
ε↓0
J(uN−1,ε)− J(u¯)
ε
= E
[∫ T
tN−1
[
fN−1x (t)Xˆ
N−1
t + f
N−1
u (t)δφN−1(X¯tN−1)
]
dt+ V Nx (X¯T )Xˆ
N−1
T
]
(3.19)
= E
[∫ T
tN−1
Hu
(
t, X¯t, P¯t, Q¯t, φ¯N−1(X¯tN−1)
)
δφN−1(X¯tN−1)dt
]
.
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Furthermore, if φ¯N−1(x) is an interior point of U , for x ∈ R, then δφN−1(x) can be positive or negative,
which implies
E
[∫ T
tN−1
Hu
(
t, X¯t, P¯t, Q¯t, φ¯N−1(x)
)
dt
∣∣∣∣∣ X¯tN−1 = x
]
= 0, PX¯tN−1
-a.s. (3.20)
Second, based on the preceding discussion, we consider uN−2,ε· on [tN−2, T ]. By the definition of
V N−1 (·) and Taylor’s expansion, we have
J(uN−2,ε)− J(u¯)
= E
[∫ tN−1
tN−2
[
f
(
t,XN−2,εt , φ
ε
N−2(X¯tN−2)
)
− f (t, X¯t, φ¯N−2(X¯tN−2))] dt
]
+ E
[
V N−1(XN−2,εtN−1 )− V N−1(X¯tN−1)
]
= E
[∫ tN−1
tN−2
∫ 1
0
fN−2x (t, λ) (X
N−2,ε
t − X¯t)dλdt
+
∫ tN−1
tN−2
∫ 1
0
fN−2u (t, λ)
[
φεN−2(X¯tN−2)− φ¯N−2(X¯tN−2)
]
dλdt
]
+ E
[∫ 1
0
V N−1x (tN−1, λ) (X
N−2,ε
tN−1 − X¯tN−1)dλ
]
.
By Lemma 3.2, it yields that
0 ≤ lim
ε↓0
J(uN−2,ε)− J(u¯)
ε
= E
[
V N−1x (X¯tN−1)Xˆ
N−2
tN−1 +
∫ tN−1
tN−2
[
fN−2x (t)Xˆ
N−2
t + f
N−2
u (t)δφN−2(X¯tN−2)
]
dt
]
. (3.21)
From (3.20), we know
E
[∫ T
tN−1
Hu
(
t, X¯
tN−1,x
t , P¯
tN−1,x
t , Q¯
tN−1,x
t , φ¯N−1(x)
)
dt
(
φN−1(x)− φ¯N−1(x)
)] ≥ 0,
for any φN−1(·) ∈ C1b (R;U). If φ¯N−1(x) is an interior point of U ,
E
[∫ T
tN−1
Hu
(
t, X¯
tN−1,x
t , P¯
tN−1,x
t , Q¯
tN−1,x
t , φ¯N−1(x)
)
dt
]
= 0,
otherwise if φ¯N−1(x) is a boundary point of U , x is an extreme point of φ¯N−1 and φ¯N−1,x(x) = 0. Thus
E
[∫ T
tN−1
Hu
(
t, X¯
tN−1,x
t , P¯
tN−1,x
t , Q¯
tN−1,x
t , φ¯N−1(x)
)
φ¯N−1,x(x)dt
]
= 0. (3.22)
Seeing that V Nx (X¯T ) = P¯T , by Lemma 3.3, we derive V
N−1
x (X¯tN−1) = P¯tN−1 . Applying Itoˆ’s formula to
P¯tXˆ
N−2
t on [tN−2, tN−1] and noting that Xˆ
N−2
tN−2 = 0, we have
E
[
V N−1x (X¯tN−1)Xˆ
N−2
tN−1
]
=
∫ tN−1
tN−2
E
[(
P¯tb
N−2
u (t) + Q¯tσ
N−2
u (t)
)
δφN−2(X¯tN−2)− fN−2x (t)XˆN−2t
]
dt. (3.23)
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Combining (3.21) and (3.23), we obtain
E
[∫ tN−1
tN−2
Hu
(
t, X¯t, P¯t, Q¯t, φ¯N−2(X¯tN−2)
)
δφN−2(X¯tN−2)dt
]
≥ 0, ∀φN−2(·) ∈ C1b (R;U) .
Furthermore, if φ¯N−2(x) is an interior point of U , for x ∈ R, then
E
[∫ tN−1
tN−2
Hu
(
t, X¯t, P¯t, Q¯t, φ¯N−2(x)
)
dt
∣∣∣∣∣ X¯tN−2 = x
]
= 0, PX¯tN−2
-a.s.
Similarly, consider the above process on [tN−3, T ] , [tN−4, T ] , . . . , [t0, T ], and then our conclusion follows.
To sum up, for i = N − 1, . . . , 1, 0, the discrete optimal control u¯t = φ¯i(X¯ti) on t ∈ [ti, ti+1] can be
determined by the following discrete Hamiltonian system:
X¯t = X¯ti +
∫ t
ti
b
(
s, X¯s, φ¯i(X¯ti)
)
ds+
∫ t
ti
σ
(
s, X¯s, φ¯i(X¯ti)
)
dWs, (3.24)
P¯t = P¯ti+1 +
∫ ti+1
t
Hx
(
s, X¯s, P¯s, Q¯s, φ¯i(X¯ti)
)
ds−
∫ ti+1
t
Q¯sdWs, (3.25)
E
[〈∫ ti+1
ti
Hu
(
t, X¯t, P¯t, Q¯t, φ¯i(X¯ti)
)
dt, φi(X¯ti)− φ¯i(X¯ti)
〉]
≥ 0, ∀φi(·) ∈ C1b (Rn;U), (3.26)
where X¯0 = x0 and P¯T = hx(X¯T ).
3.2 Numerical approach for SOCPs
The discrete SMP provides a necessary condition for solving the discrete optimal control. The primary chal-
lenge in applying the discrete SMP to solve the discrete optimal control u¯t is to obtain Hu(t, X¯t, P¯t, Q¯t, u¯t),
which is described by the solution (X¯t, P¯t, Q¯t) of the FBSDEs (3.24)−(3.25). Let PNi (x), QNi (x) and φNi (x)
be the discrete approximations of P¯ (ti, x), Q¯ (ti, x) and φ¯i (x) respectively. Based on the approximation of
the discrete SMP (3.26) and the FBSDEs (3.24)− (3.25), we propose the following numerical scheme for the
discrete Hamiltonian system (3.24)− (3.26).
Scheme 3.4 Assume that XN0 and P
N
N are known. For i = N − 1, . . . , 1, 0, solve PNi (x), QNi (x) and φNi (x)
with x ∈ Rn by
XNi+1 = x+ b
(
ti, x, φ
N
i (x)
)
∆t+ σ
(
ti, x, φ
N
i (x)
)
∆Wti+1 , (3.27)
QNi (x) = Exti
[
PNi+1∆Wti+1
]
/∆t, (3.28)
PNi (x) = Exti
[
PNi+1
]
+Hx
(
ti, x, P
N
i (x), Q
N
i (x), φ
N
i (x)
)
∆t, (3.29)〈
Hu
(
ti, x, P
N
i (x), Q
N
i (x), φ
N
i (x)
)
, φi(x)− φNi (x)
〉 ≥ 0, ∀φi(x) ∈ U, (3.30)
where PNi+1 is the value at space point X
N,ti,x
i+1 .
In the case where φNi (x) is an interior point of U , Scheme 3.4 becomes Scheme 3.5.
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Scheme 3.5 Assume that XN0 and P
N
N are known. For i = N − 1, . . . , 1, 0, solve PNi (x), QNi (x) and φNi (x)
with x ∈ Rn by
XNi+1 = x+ b
(
ti, x, φ
N
i (x)
)
∆t+ σ
(
ti, x, φ
N
i (x)
)
∆Wti+1 , (3.31)
QNi (x) = Exti
[
PNi+1∆Wti+1
]
/∆t, (3.32)
PNi (x) = Exti
[
PNi+1
]
+Hx
(
ti, x, P
N
i (x), Q
N
i (x), φ
N
i (x)
)
∆t, (3.33)
Hu
(
ti, x, P
N
i (x), Q
N
i (x), φ
N
i (x)
)
= 0, (3.34)
where PNi+1 is the value at space point X
N,ti,x
i+1 .
Moreover, denote
uNt =
N−1∑
i=0
φNi (X
N
ti )I[ti,ti+1)(t), (3.35)
where the state process{
dXNt = b
(
t,XNt , φ
N
i (X
N
ti )
)
dt+ σ
(
t,XNt , φ
N
i (X
N
ti )
)
dWt,
XNti = X
N
ti , t ∈ [ti, ti+1], i = 0, 1, . . . , N − 1,
(3.36)
and XN0 = x0. Then
J
(
uN
)
= E
[∫ T
0
f
(
t,XNt , u
N
t
)
dt+ h(XNT )
]
.
Remark 3.6 Numerical methods for FBSDEs have been a hot topic recently (see [1, 5, 7, 13, 27, 28]
and the references therein). In this paper, we choose the Euler-type method for solving FBSDEs proposed
in [27] and [28]. The conditional expectations Exti
[
PNi+1
]
:= E
[
PNi+1|XNti = x
]
and Exti
[
PNi+1∆Wti+1
]
: =
E
[
PNi+1∆Wti+1 |XNti = x
]
in Scheme 3.4 and Scheme 3.5 are functions of Gaussian random variables, which
can be approximated by Gauss-Hermite quadrature with high accuracy.
Remark 3.7 For fixed x, Hu
(
ti, x, P
N
i , Q
N
i , φ
N
i (x)
)
in (3.30) and (3.34) is a deterministic function of the
variable y = φNi (x). Many classical numerical methods can be used to solve (3.30) and (3.34), such as
gradient descent method, fixed-point iterative method, Newton’s Method, Bisection method and so on. We
assume that φNi (x) can be solved accurately.
Remark 3.8 Once the control uN· is obtained, by introducing the following equation
Y Nt = h
(
XNT
)
+
∫ T
t
f
(
s,XNs , u
N
s
)
ds−
∫ T
t
ZNs dWs, (3.37)
then the cost J
(
uN
)
= Y N0 can be obtained by solving the FBSDEs (3.36)− (3.37).
3.2.1 Summary of the discrete recursive algorithm
To do this, we introduce the following uniform space partition Dh = D1,h ×D2,h × · · · ×Dn,h, where Dj,h is
the partition of the one-dimensional real axis R
Dj,h =
{
xjk
∣∣∣xjk = kh, k = 0,±1,±2, . . .} ,
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for j = 1, 2, . . . , n and h is a suitable spatial step.
In the numerical algorithm, we employ the following iterative algorithm to optimize control
φN,l+1i (x) = φ
N,l
i (x)− ρlHu
(
ti, x, P
N,l
i (x), Q
N,l
i (x), φ
N,l
i (x)
)
, l = 0, 1, · · · , (3.38)
where ρl is the step-size for the iteration. Now we summarize our discrete recursive algorithm.
Algorithm 1 Framework of the discrete recursive method
1: Set PNN (x) = hx(x), x ∈ Dh and the error tolerance ε.
2: for i = N − 1→ 0 do
3: for each x ∈ Dh do
4: Choose φN,0i (x) ∈ U and set l = 0.
5: repeat
6: Solve (PN,li (x), Q
N,l
i (x)) by (3.28)− (3.29).
7: Update φN,l+1i (x) by (3.38). Set l = l + 1.
8: until |φN,l+1i (x)− φN,li (x)| ≤ ε.
9: end for
10: end for
11: Compute uNt by (3.35).
Algorithm 1 presents the procedure for our discrete recursive method. We run the algorithm in a backward
manner to obtain the values {φNi (x)}N−1i=0 , x ∈ Dh, which are the control values in time-space mesh. Then
we can compute the control value uNt based on grid point interpolation.
4 Convergence analysis
We will give the convergence results of the discrete recursive method in this section. In the following, C
represents a generic constant which does not depend on the time partition and may be different from line to
line. We now give an estimate for the state process XNt .
Lemma 4.1 Suppose (A1) holds. We also assume {φNi }N−1i=1 ∈ C1b , and there exists a positive constant L,
not depending on N , such that supi
∣∣φNi (0)∣∣ ≤ L. Then for m ≥ 2,
E
[
sup
0≤s≤T
∣∣XNs ∣∣m] ≤ C (1 + |x0|m) . (4.1)
Proof. Rewrite the state equation (3.36) as follows:
XNs = x0 +
∫ s
0
b˜
(
r,XNr
)
dr +
∫ s
0
σ˜
(
r,XNr
)
dWr,
where for r ∈ [ti, ti+1] (i = 0, . . . , N − 1) ,
b˜ (r, x) = b
(
r, x, φNi (X
N
ti )
)
, σ˜ (r, x) = σ
(
r, x, φNi (X
N
ti )
)
.
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For m ≥ 2, by the standard estimate of SDE, one can derive that
E
[
sup
0≤s≤t
∣∣XNs ∣∣m] ≤ C {|x0|m + E [∫ t
0
|b˜ (s,XNs ) |mds]+ E [∫ t
0
∣∣σ˜ (s,XNs )∣∣m ds]}
≤ C
{
|x0|m +
∫ t
0
E
[
|b˜ (s, 0) |m + |σ˜ (s, 0)|m + ∣∣XNs ∣∣m] ds} .
Notice that for s ∈ [ti, ti+1] ,
|b˜ (s, 0) | ≤ C (1 + ∣∣φNi (XNti )∣∣) ≤ C (1 + ∣∣XNti ∣∣) ,
|σ˜ (s, 0)| ≤ C (1 + ∣∣φNi (XNti )∣∣) ≤ C (1 + ∣∣XNti ∣∣) .
Hence
E
[
sup
0≤s≤t
∣∣XNs ∣∣m] ≤ C (1 + |x0|m) + C ∫ t
0
E
[
sup
0≤r≤s
∣∣XNr ∣∣m] ds,
where C is a positive constant not depending on N . By the Gronwall inequality, the required result (4.1)
follows.
Remark 4.2 The above conclusion also holds for state processes X∗t and X¯t.
We need the following assumption:
(A2) There exists a constant c0 > 0, such that for each (ti, x) ∈ [0, T ]× Rn,〈
Hu
(
ti, x, P
N
ti , Q
N
ti , φ
N
i (x)
)−Hu (ti, x, P¯ti , Q¯ti , φ¯i(x)) , φNi (x)− φ¯i(x)〉 ≥ c0 ∣∣φNi (x)− φ¯i(x)∣∣2 ,
where (P¯·, Q¯·) and (PN· , Q
N
· ) are the adjoint processes with respect to u¯· and u
N
· , respectively.
Remark 4.3 For fixed (ti, x) ∈ [0, T ]×Rn, Hu(ti, x, P¯ti , Q¯ti , φ¯i(x)) is a deterministic function of φ¯i(x). The
above assumption means that H¯(uxti) := H
(
ti, x, P
u
ti , Q
u
ti , u
x
ti
)
is uniformly monotone around uxti = φ¯i(x),
that is, when H¯(φNi (x)) and H¯(φ¯i(x)) are close, φ
N
i (x) and φ¯i(x) are also close. In particular, if U is an open
set, the above assumption is also true for
〈
H¯(φNi (x))− H¯(φ¯i(x)), φNi (x)− φ¯i(x)
〉 ≤ −c0 ∣∣φNi (x)− φ¯i(x)∣∣2.
Now we state our main convergence result.
Theorem 4.4 Suppose (A1) − (A2) hold. We also assume b, σ ∈ C2,5,5b , f ∈ C2,5,5b , φ∗ ∈ C2,4+αb ,
{φ¯i}N−1i=1 , {φNi }N−1i=1 , {PNi }N−1i=1 ∈ C4b and h ∈ C5+αb , α > 0, and there exists a positive constant L, not
depending on N , such that supi
(∣∣φNi (0)∣∣+ ∣∣φ¯i (0)∣∣) ≤ L. Then for sufficiently small time step ∆t,∣∣J (u∗)− J (uN)∣∣ ≤ C∆t.
The proof of our convergence theorem will be divided into two parts: discrete approximation |J (u∗) −
J (u¯) | and recursive approximation |J (u¯)− J(uN )|.
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4.1 Discrete approximation
In this subsection, we give the estimate of the discrete approximation error |J (u∗)− J (u¯)|.
Theorem 4.5 Suppose (A1) holds. We also assume that b, σ ∈ C2,4,4b , f ∈ C2,4+α,4+αb , φ∗ ∈ C2,4+αb and
h ∈ C4+αb , α > 0. Then for sufficiently small ∆t,
|J (u∗)− J (u¯)| ≤ C∆t. (4.2)
Proof. For simplicity of presentation, in the following of this proof we only consider the case n = 1.
Conclusions still hold for the case n > 1. To begin with, we define
u˜t =
N−1∑
i=0
φ∗(ti, X˜ti)I[ti,ti+1)(t), (4.3)
where {
dX˜t = b(t, X˜t, φ
∗(ti, X˜ti)) + σ(t, X˜t, φ
∗(ti, X˜ti))dWt,
X˜ti = X˜ti , t ∈ [ti, ti+1] , i = 0, 1, . . . , N − 1,
and X˜0 = x0. Since u˜· ∈ UN [0, T ], we have J (u∗) ≤ J (u¯) ≤ J (u˜). So to prove (4.2), it suffices to prove
|J (u∗)− J (u˜)| ≤ C∆t. (4.4)
Let J (u∗)− J (u˜) = J1 + J2, where
J1 =
∫ T
0
E
[
f (t,X∗t , φ
∗(t,X∗t ))− f(t, X˜t, φ∗(t, X˜t))
]
dt+ E
[
h (X∗T )− h(X˜T )
]
,
J2 =
∫ T
0
N−1∑
i=0
E
[
f(t, X˜t, φ
∗(t, X˜t))− f(t, X˜t, φ∗(ti, X˜ti))
]
I[ti,ti+1)(t)dt.
Note that
X∗t = x0 +
∫ t
0
b∗ (s,X∗s ) ds+
∫ t
0
σ∗ (s,X∗s ) dWs, t ∈ [0, T ] ,
where b∗ (s,X∗s ) := b(s,X
∗
s , φ
∗(s,X∗s )) and σ
∗ (s,X∗s ) := σ(s,X
∗
s , φ
∗(s,X∗s )). Since b
∗, σ∗ ∈ C2,4b , f ∈
C2,4+α,4+αb , φ
∗ ∈ C2,4+αb and h ∈ C4+αb , α > 0, by Remark 2.3, we then have
v (s, x; t) = E
[
f
(
t,X∗,s,xt , φ
∗(t,X∗,s,xt )
)]
, µ (t, x) = E
[
h
(
X∗,t,xT
)]
, (4.5)
where µ (·, ·) , v (·, ·; t) ∈ C2,4b are the solution of (2.3) with the terminal µ (T, x) = h(x) and v (t, x; t) =
f (t, x, φ∗ (t, x)), respectively. By applying Itoˆ’s formula to µ (T,X∗T ) and v (t,X
∗
t ; t), from (2.3), we obtain
E [v (t,X∗t ; t)] = E [v (0, x0; t)] +
∫ t
0
E [Lv (s,X∗s ; t)] ds = E [v (0, x0; t)] ,
E [µ (T,X∗T )] = E [µ (0, x0)] +
∫ T
0
E [Lµ (s,X∗s )] ds = E [µ (0, x0)] .
(4.6)
On the one hand, combining (4.5)− (4.6), we have
|J1| ≤
∫ T
0
∣∣∣E [v (t,X∗t ; t)− v(t, X˜t; t)]∣∣∣ dt+ ∣∣∣E [µ (T,X∗T )− µ(T, X˜T )]∣∣∣ (4.7)
≤
∫ T
0
∣∣∣E [v(t, X˜t; t)− v (0, x0; t)]∣∣∣ dt+ ∣∣∣E [µ(T, X˜T )− µ (0, x0)]∣∣∣ .
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Set
bi(t, X˜t) = b(t, X˜t, φ
∗(ti, X˜ti)), σi(t, X˜t) = σ(t, X˜t, φ
∗(ti, X˜ti)).
By Itoˆ’s formula and (2.3), we have∣∣∣E [µ(T, X˜T )− µ (0, x0)]∣∣∣ ≤ N−1∑
i=0
∣∣∣E [µ(ti+1, X˜ti+1)− µ(ti, X˜ti)]∣∣∣ (4.8)
≤
N−1∑
i=0
∣∣∣∣∫ ti+1
ti
E
[
∂tµ(s, X˜s) + bi(s, X˜s)∂xµ(s, X˜s)
+
1
2
σ2i (s, X˜s)∂
2
xxµ(s, X˜s)− Lµ(ti, X˜ti)
]
ds
∣∣∣∣ ,
which implies∣∣∣E [µ(T, X˜T )− µ (0, x0)]∣∣∣ ≤ N−1∑
i=0
∣∣∣∣∫ ti+1
ti
E
[(
∂tµ(s, X˜s)− ∂tµ(ti, X˜ti)
)
(4.9)
+
(
bi(s, X˜s)∂xµ(s, X˜s)− bi(ti, X˜ti)∂xµ(ti, X˜ti)
)
+
1
2
(
σ2i (s, X˜s)∂
2
xxµ(s, X˜s)− σ2i (ti, X˜ti)∂2xxµ(ti, X˜ti)
)]
ds
∣∣∣∣ .
Using Itoˆ’s formula again, we have∣∣∣E [∂tµ(s, X˜s)− ∂tµ(ti, X˜ti)]∣∣∣ (4.10)
≤
∫ s
ti
E
[∣∣∣∣∂2ttµ(r, X˜r) + bi(r, X˜r)∂2txµ(r, X˜r) + 12σ2i (r, X˜r)∂3txxµ(r, X˜r)
∣∣∣∣] dr
≤ C∆t+ C
∫ s
ti
E
[
1 + |X˜r|2
]
dr.
Similarly, we can obtain∣∣∣E [bi(s, X˜s)∂xµ(s, X˜s)− bi(ti, X˜ti)∂xµ(ti, X˜ti)]∣∣∣ ≤ C∆t+ C ∫ s
ti
E
[
1 + |X˜r|3
]
dr, (4.11)∣∣∣E [σ2i (s, X˜s)∂2xxµ(s, X˜s)− σ2i (ti, X˜ti)∂2xxµ(ti, X˜ti)]∣∣∣ ≤ C∆t+ C ∫ s
ti
E
[
1 + |X˜r|4
]
dr. (4.12)
From (4.9)− (4.12), by Lemma 4.1, it follows that∣∣∣E [µ(T, X˜T )− µ (0, x0)]∣∣∣ ≤ C∆t. (4.13)
In the same way, we can estimate
∫ T
0
|E[v(t, X˜t; t) − v(0, x0; t)]|dt ≤ C∆t. Then, by (4.7), it follows that
|J1| ≤ C∆t. On the other hand, seeing that
|J2| ≤
N−1∑
i=0
∫ ti+1
ti
∣∣∣E [f(t, X˜t, φ∗(t, X˜t))− f(t, X˜t, φ∗(ti, X˜ti))]∣∣∣ dt
=
N−1∑
i=0
∫ ti+1
ti
∣∣∣E [f(t, X˜t, φ∗(t, X˜t))− f(ti, X˜ti , φ∗(ti, X˜ti))]
− E
[
f(t, X˜t, φ
∗(ti, X˜ti))− f(ti, X˜ti , φ∗(ti, X˜ti))
]∣∣∣ dt.
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By Itoˆ’s formula, we have
|J2| ≤
N−1∑
i=0
∫ ti+1
ti
{∫ t
ti
E
[∣∣∣∂tf(s, X˜s, φ∗(s, X˜s)) + bi(s, X˜s)∂xf(s, X˜s, φ∗(s, X˜s))
+
1
2
σ2i (s, X˜s)∂
2
xxf(s, X˜s, φ
∗(s, X˜s))
∣∣∣∣] ds (4.14)
+
∫ t
ti
E
[∣∣∣∂tf(s, X˜s, φ∗(ti, X˜ti)) + bi(s, X˜s)∂xf(s, X˜s, φ∗(ti, X˜ti))
+
1
2
σ2i (s, X˜s)∂
2
xxf(s, X˜s, φ
∗(ti, X˜ti))
∣∣∣∣] ds} dt.
Then, under the conditions of b, σ, φ∗ and f , by Lemma 4.1, we obtain
|J2| ≤ C∆t+ C
N−1∑
i=0
∫ ti+1
ti
∫ t
ti
E
[
1 + |X˜s|2
]
dsdt ≤ C∆t. (4.15)
In conclusion, (4.4) holds. The proof is complete.
4.2 Recursive approximation
In this subsection, we estimate the recursive approximation error
∣∣J (u¯)− J (uN)∣∣ generated by the numerical
recursive approximation. Consider the following FBSDEs:
XNt = X
N
ti +
∫ t
ti
b
(
s,XNs , φ
N
i (X
N
ti )
)
ds+
∫ t
ti
σ
(
s,XNs , φ
N
i (X
N
ti )
)
dWs,
PNt = P
N
ti+1 +
∫ ti+1
t
Hx
(
s,XNs , P
N
s , Q
N
s , φ
N
i (X
N
ti )
)
ds−
∫ ti+1
t
QNs dWs,
(4.16)
for t ∈ [ti, ti+1], i = 0, 1, . . . , N − 1, with XNt = x0 and PNT = hx(XNT ). For notational simplicity, in the
sequel, for t ∈ [ti, ti+1], we let
HNt = Hx
(
t,XNt , P
N
t , Q
N
t , φ
N
i (X
N
ti )
)
.
Let (X¯ti,αt , P¯
ti,α
t , Q¯
ti,α
t ) be the solution of FBSDEs (3.24) − (3.25) with X¯ti = α, for t ∈ [ti, T ]. Denote
b(t, X¯ti,αt , φ¯i(α)) by b¯
N,ti,α
t , σ(t, X¯
ti,α
t , φ¯i(α)) by σ¯
N,ti,α
t and
H¯ti,αt = Hx
(
t, X¯ti,αt , P¯
ti,α
t , Q¯
ti,α
t , φ¯i (α)
)
.
Then for i = 0, 1, . . . , N − 1,
X¯
ti,X
N
ti
ti+1 = X
N
ti +
∫ ti+1
ti
b¯
N,ti,X
N
ti
t dt+
∫ ti+1
ti
σ¯
N,ti,X
N
ti
t dWt,
P¯
ti,X
N
ti
ti = P¯
ti,X
N
ti
ti+1 +
∫ ti+1
ti
H¯ti,X
N
ti
t dt−
∫ ti+1
ti
Q¯
ti,X
N
ti
t dWt.
(4.17)
We have the following error estimate.
Lemma 4.6 Suppose (A1) holds. Let
(
X¯t, P¯t, Q¯t
)
and
(
XNt , P
N
t , Q
N
t
)
, t ∈ [0, T ], be the solutions of (3.24)−
(3.25) and (4.16), respectively. We also assume b, σ, f ∈ C2,5,5b , {φ¯i}N−1i=1 , {φNi }N−1i=1 ∈ C4b and h ∈ C5+αb ,
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α > 0, and there exists a positive constant L, not depending on N , such that supi
(|φNi (0)|+ |φ¯i(0)|) ≤ L.
Then for i = 0, 1, . . . , N − 1,
E
[∣∣∣∣P¯ ti,XNtiti − PNti ∣∣∣∣2
]
+ ∆t
N−1∑
j=i
E
[∣∣∣∣Q¯tj ,XNtjtj −QNtj ∣∣∣∣2
]
≤ C (∆t)2 + C∆t
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2] .
Proof. For simplicity, we introduce the following notation:
Pˆti = P¯
ti,X
N
ti
ti − PNti , Pˆti+1 = P¯
ti+1,X
N
ti+1
ti+1 − PNti+1 ,
Qˆti = Q¯
ti,X
N
ti
ti −QNti , Qˆti+1 = Q¯
ti+1,X
N
ti+1
ti+1 −QNti+1 .
We also denote H¯ti,X
N
ti
t −HNt by Hˆt. For each integer 0 ≤ i ≤ N − 1, from (4.16) and (4.17), we obtain
Pˆti = Pˆti+1 + P¯
ti,X
N
ti
ti+1 − P¯
ti+1,X
N
ti+1
ti+1 +
∫ ti+1
ti
Hˆtdt−
∫ ti+1
ti
(
Q¯
ti,X
N
ti
t −QNt
)
dWt. (4.18)
Define the conditional mathematical expectation Exti [·] := E
[ ·| X¯ti = x] and denote EXNtiti [·] by ENti [·]. It is
easy to check that the equation above is equivalent to the following equations:
Pˆti = ENti [Pˆti+1 ] + Hˆti∆t+Rp,i + R¯p,i, (4.19)
Qˆti∆t = ENti [Pˆti+1∆Wti+1 ] + R¯q,i +Rq,i, (4.20)
where the error terms
Rp,i =
∫ ti+1
ti
ENti
[
Hˆt − Hˆti
]
dt,
Rq,i =
∫ ti+1
ti
ENti
[
Hˆt∆Wti+1
]
dt−
∫ ti+1
ti
ENti
[(
Q¯
ti,X
N
ti
t −QNt
)
− Qˆti
]
dt,
R¯p,i = ENti
[
P¯
ti,X
N
ti
ti+1 − P¯
ti+1,X
N
ti+1
ti+1
]
, R¯q,i = ENti
[(
P¯
ti,X
N
ti
ti+1 − P¯
ti+1,X
N
ti+1
ti+1
)
∆Wti+1
]
.
By Ho¨lder’s inequality, we have∣∣∣ENti [Pˆti+1∆Wti+1 ]∣∣∣2 ≤ ∣∣∣ENti [(Pˆti+1 − ENti [Pˆti+1 ])∆Wti+1]∣∣∣2 (4.21)
≤
(
ENti
[
|Pˆti+1 |2
]
−
∣∣∣ENti [Pˆti+1 ]∣∣∣2)∆t.
Taking square of (4.19)− (4.20) and using the inequalities (4.21) and (a+ b)2 ≤ (1 + γ∆t)a2 + (1 + 1γ∆t )b2,
we obtain
|Pˆti |2 ≤ (1 + γ∆t)
∣∣∣ENti [Pˆti+1 ]∣∣∣2 + C(1 + 1γ∆t )(|Rp,i|2 + ∣∣R¯p,i∣∣2)
+ C(1 +
1
γ∆t
)∆t2
(
|Pˆti |2 + |Qˆti |2 +
∣∣φ¯i(XNti )− φNi (XNti )∣∣2) ,
|Qˆti |2 ≤
C
∆t
(
ENti
[
|Pˆti+1 |2
]
−
∣∣∣ENti [Pˆti+1 ]∣∣∣2)+ C(∆t)2 (|Rq,i|2 + ∣∣R¯q,i∣∣2) .
By choosing γ = 2C2, γ∆t ≤ 1, and adding up the above inequalities, we obtain
|Pˆti |2 +
∆t
2C
|Qˆti |2 ≤
(
1 + 2C2∆t
)
ENti
[
|Pˆti+1 |2
]
+
∆t
2C
(
|Pˆti |2 +
∣∣φ¯i(XNti )− φNi (XNti )∣∣2)
+
1
2C∆t
(
|Rp,i|2 +
∣∣R¯p,i∣∣2 + |Rq,i|2 + ∣∣R¯q,i∣∣2) ,
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which yields
|Pˆti |2 + C∆t|Qˆti |2 ≤ (1 + C∆t)ENti
[
|Pˆti+1 |2
]
+ C∆t
∣∣φ¯i(XNti )− φNi (XNti )∣∣2 (4.22)
+
C
∆t
(
|Rp,i|2 +
∣∣R¯p,i∣∣2 + |Rq,i|2 + ∣∣R¯q,i∣∣2) .
Taking mathematical expectation on both sides of (4.22) , we have
E
[
|Pˆti |2
]
+ C∆tE
[
|Qˆti |2
]
≤ (1 + C∆t)E
[
|Pˆti+1 |2
]
+ C∆tE
[∣∣φ¯i(XNti )− φNi (XNti )∣∣2] (4.23)
+
C
∆t
E
[
|Rp,i|2 +
∣∣R¯p,i∣∣2 + |Rq,i|2 + ∣∣R¯q,i∣∣2] ,
which, by induction, leads to the inequality
E
[
|Pˆti |2
]
≤ CE
[
|PˆtN |2
]
+ C∆t
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2] (4.24)
+
C
∆t
N−1∑
j=i
E
[
|Rp,j |2 +
∣∣R¯p,j∣∣2 + |Rq,j |2 + ∣∣R¯q,j∣∣2] .
Based on (4.23), we can deduce
C∆t
N−1∑
j=i
E
[
|Qˆtj |2
]
≤ C∆t
N−1∑
j=i
E
[
|Pˆtj+1 |2
]
+ C
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2]∆t (4.25)
+
C
∆t
N−1∑
j=i
E
[
|Rp,j |2 +
∣∣R¯p,j∣∣2 + |Rq,j |2 + ∣∣R¯q,j∣∣2]
≤ CE
[
|PˆtN |2
]
+ C
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2]∆t
+
C
∆t
N−1∑
j=i
E
[
|Rp,j |2 +
∣∣R¯p,j∣∣2 + |Rq,j |2 + ∣∣R¯q,j∣∣2] .
Thus
E
[
|Pˆti |2
]
+ ∆t
N−1∑
j=i
E
[
|Qˆtj |2
]
≤ CE
[
|PˆtN |2
]
+ C
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2]∆t (4.26)
+
C
∆t
N−1∑
j=i
E
[
|Rp,j |2 +
∣∣R¯p,j∣∣2 + |Rq,j |2 + ∣∣R¯q,j∣∣2] .
Now we estimate the error terms Rp,j , Rq,j , R¯p,j and R¯q,j. For [tj , tj+1] , j = N−1, . . . , i, under the condition
of Lemma 4.6, similar to the variational method in Lemma 3.3, the solutions of (4.17) on [tj , tj+1] have the
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representations P¯
tj ,x
t = mj(t, X¯
tj ,x
t ) ∈ C2,4b and Q¯tj ,xt = gj(t, X¯tj ,xt ) ∈ C2,4b . By Itoˆ’s formula, we can deduce∣∣R¯p,j∣∣ = ∣∣∣∣ENtj [mj (tj+1, X¯tj ,XNtjtj+1 )−mj (tj , XNtj )]
− ENtj
[
mj
(
tj+1, X
N
tj+1
)
−mj
(
tj , X
N
tj
)]∣∣∣
=
∣∣∣∣∣
∫ tj+1
tj
ENtj
[
Lmj
(
tj , X
N
tj
)
+
∫ t
tj
LLmj
(
s, X¯
tj ,X
N
tj
s
)
ds
]
dt
−
∫ tj+1
tj
ENtj
[
L˜mj
(
tj , X
N
tj
)
+
∫ t
tj
L˜L˜mj
(
s,XNs
)
ds
]
dt
∣∣∣∣∣
≤ ENtj
[∣∣∣Lmj (tj , XNtj )− L˜mj (tj , XNtj )∣∣∣]∆t
+ C
∫ tj+1
tj
∫ t
tj
(
1 + ENtj
[
|XNs |4 + |XNtj |4
])
dsdt,
where
L = ∂
∂t
+
n∑
k=1
bk
(
t, x, φ¯j(X
N
tj )
) ∂
∂xk
+
1
2
n∑
k,l=1
[
σσ>
]
k,l
(
t, x, φ¯j(X
N
tj )
) ∂2
∂xk∂xl
,
L˜ = ∂
∂t
+
n∑
k=1
bk
(
t, x, φNj (X
N
tj )
) ∂
∂xk
+
1
2
n∑
k,l=1
[
σσ>
]
k,l
(
t, x, φNj (X
N
tj )
) ∂2
∂xk∂xl
.
Then by Lemma 4.1, we have
E
[∣∣R¯p,j∣∣2] ≤ C (∆t)2 E [∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2]+ C (∆t)4 . (4.27)
Similarly,
E
[∣∣R¯q,j∣∣2] ≤ C (∆t)2 E [∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2]+ C (∆t)4 . (4.28)
In the same way above, we can obtain
E[|Rp,j |2] ≤ C (∆t)4 , E[|Rq,j |2] ≤ C (∆t)4 . (4.29)
Consequently, the desired conclusion follows from (4.26)− (4.29) .
Now we discuss the error produced by the numerical solution of FBSDEs in Schemes 3.4−3.5. It is easy
to check that solving the FBSDEs (4.16) is equivalent to finding the solution to the following equations:
PNti = Eti
[
PNti+1
]
+HNti ∆t+ EP,i, (4.30)
QNti =
(
Eti
[
PNti+1∆Wti+1
]
+ EQ,i
)
/∆t, (4.31)
where Eti [·] = E [ ·| Fti ] and the truncation errors
EP,i =
∫ ti+1
ti
Eti
[HNt ] dt−HNti ∆t,
EQ,i =
∫ ti+1
ti
Eti
[HNt ∆Wti+1] dt− ∫ ti+1
ti
Eti
[
QNt
]
dt+QNti ∆t.
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Lemma 4.7 Suppose (A1) and the conditions in Lemma 4.6 hold. Let (PN,ti,xi , Q
N,ti,x
i ) be the numerical
solution at grid point (ti, x). We assume that {PNi }N−1i=1 ∈ C4b . Then for i = 0, 1, . . . , N − 1,
E
[∣∣∣∣PNti − PN,ti,XNtii ∣∣∣∣2
]
+ ∆t
N−1∑
j=i
E
[∣∣∣∣QNtj −QN,tj ,XNtjj ∣∣∣∣2
]
≤ C (∆t)2 .
Proof. The proof of lemma can be referred to [8, 29].
Based on the above discussion, we have the following lemma.
Lemma 4.8 Suppose (A2) and the conditions in Lemmas 4.6−4.7 hold. Then for i = 0, 1, . . . , N − 1,
∆t
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2] ≤ C (∆t)2 .
Proof. Provided that XNti = x, from (3.10) we know〈
φ¯i(x)− ρ
∆t
∫ ti+1
ti
E
[
Hu
(
t, X¯ti,xt , P¯
ti,x
t , Q¯
ti,x
t , φ¯i(x)
)]
dt− φ¯i(x), φi(x)− φ¯i(x)
〉
≤ 0,
for any φi(·) ∈ C1b (Rn;U) and ρ > 0, which implies
φ¯i(x) = PU
(
φ¯i(x)− ρ
∆t
∫ ti+1
ti
E
[
Hu
(
t, X¯ti,xt , P¯
ti,x
t , Q¯
ti,x
t , φ¯i(x)
)]
dt
)
, (4.32)
where PU is the projection operator from Rn to U , such that
PU (v) = arg min
u∈U
|u− v|2 .
Analogously, from (3.30), we have
φNi (x) = PU
(
φNi (x)− ρHu
(
ti, x, P
N,ti,x
i , Q
N,ti,x
i , φ
N
i (x)
))
, ρ > 0. (4.33)
For convenience, we omit the superscript ti,x if no ambiguity arises. From (4.32)−(4.33), it is easy to obtain∣∣φ¯i(x)− φNi (x)∣∣ (4.34)
≤ ∣∣φ¯i(x)− φNi (x)− ρ [Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x))]
− ρ [Hu (ti, x, P¯ti , Q¯ti , φ¯i(x))−Hu (ti, x, PNti , QNti , φNi (x))]− ρRiH ∣∣ ,
where
RiH =
1
∆t
∫ ti+1
ti
E
[
Hu
(
t, X¯t, P¯t, Q¯t, φ¯i(x)
)−Hu (ti, x, P¯ti , Q¯ti , φ¯i(x))] dt.
Then, we have ∣∣φ¯i(x)− φNi (x)∣∣2 (4.35)
≤ ∣∣φ¯i(x)− φNi (x)∣∣2 + ρ2 ∣∣RiH ∣∣2 − 2ρ 〈φ¯i(x)− φNi (x), RiH〉
+ ρ2
∣∣Hu (ti, x, P¯ti , Q¯ti , φ¯i(x))−Hu (ti, x, PNti , QNti , φNi (x))∣∣2
+ ρ2
∣∣Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x))∣∣2
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− 2ρ 〈Hu (ti, x, P¯ti , Q¯ti , φ¯i(x))−Hu (ti, x, PNti , QNti , φNi (x)) , φ¯i(x)− φNi (x)〉
− 2ρ 〈Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x)) , φ¯i(x)− φNi (x)〉
+ 2ρ2
〈
Hu
(
ti, x, P¯ti , Q¯ti , φ¯i(x)
)−Hu (ti, x, PNti , QNti , φNi (x)) ,
Hu
(
ti, x, P
N
ti , Q
N
ti , φ
N
i (x)
)−Hu (ti, x, PNi , QNi , φNi (x))〉
+ 2ρ2
〈
Hu
(
ti, x, P¯ti , Q¯ti , φ¯i(x)
)−Hu (ti, x, PNti , QNti , φNi (x)) , RiH〉
+ 2ρ2
〈
Hu
(
ti, x, P
N
ti , Q
N
ti , φ
N
i (x)
)−Hu (ti, x, PNi , QNi , φNi (x)) , RiH〉 .
Notice that
− 2ρ 〈Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x)) , φ¯i(x)− φNi (x)〉
≤ ρ2 ∣∣Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x))∣∣2 + ∣∣φ¯i(x)− φNi (x)∣∣2 . (4.36)
Similarly,
2ρ2
〈
Hu
(
ti, x, P¯ti , Q¯ti , φ¯i(x)
)−Hu (ti, x, PNti , QNti , φNi (x)) , RiH〉
≤ ρ2 ∣∣Hu (ti, x, P¯ti , Q¯ti , φ¯i(x))−Hu(ti, x, PNti , QNti , φNi (x))∣∣2 + ρ2 ∣∣RiH ∣∣2 , (4.37)
2ρ2
〈
Hu
(
ti, x, P
N
ti , Q
N
ti , φ
N
i (x)
)−Hu (ti, x, PNi , QNi , φNi (x)) , RiH〉
≤ ρ2 ∣∣Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x))∣∣2 + ρ2 ∣∣RiH ∣∣2 , (4.38)
2ρ2
〈
Hu
(
ti, x, P¯ti , Q¯ti , φ¯i(x)
)−Hu (ti, x, PNti , QNti , φNi (x)) ,
Hu
(
ti, x, P
N
ti , Q
N
ti , φ
N
i (x)
)−Hu (ti, x, PNi , QNi , φNi (x))〉
≤ ρ2 ∣∣Hu (ti, x, P¯ti , Q¯ti , φ¯i(x))−Hu (ti, x, PNti , QNti , φNi (x))∣∣2
+ ρ2
∣∣Hu (ti, x, PNti , QNti , φNi (x))−Hu (ti, x, PNi , QNi , φNi (x))∣∣2 ,
(4.39)
and
− 2ρ 〈φ¯i(x)− φNi (x), RH〉 ≤ ρ2 ∣∣φ¯i(x)− φNi (x)∣∣2 + ∣∣RiH ∣∣2 . (4.40)
From (4.35)− (4.40) and assumption (A2), we have∣∣φ¯i(x)− φNi (x)∣∣2 ≤ (1− 2c0ρ+ 8Cρ2) ∣∣φ¯i(x)− φNi (x)∣∣2 (4.41)
+ 2C
(
1 + 4ρ2
) (∣∣PNti − PNi ∣∣2 + ∣∣QNti −QNi ∣∣2)
+ 9Cρ2
(∣∣P¯ti − PNti ∣∣2 + ∣∣Q¯ti −QNti ∣∣2)
+
(
1 + 3ρ2
) ∣∣RiH ∣∣2 .
Choosing sufficiently small ρ in (4.41), such that 2c0ρ− 8Cρ2 ≥ c0ρ/2, we obtain∣∣φ¯i(x)− φNi (x)∣∣2 ≤ Cρc0
(∣∣P¯ti − PNti ∣∣2 + ∣∣Q¯ti −QNti ∣∣2) (4.42)
+
C
c0ρ
(∣∣PNti − PNi ∣∣2 + ∣∣QNti −QNi ∣∣2)
+
C
c0ρ
∣∣RiH ∣∣2 .
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Then we can deduce
∆t
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2] ≤ Cc0ρ∆t
N−1∑
j=i
E
[∣∣∣∣PNtj − PN,tj ,XNtjj ∣∣∣∣2 + ∣∣∣∣QNtj −QN,tj ,XNtjj ∣∣∣∣2
]
+
Cρ
c0
∆t
N−1∑
j=i
E
[∣∣∣∣P¯ tj ,XNtjtj − PNtj ∣∣∣∣2 + ∣∣∣∣Q¯tj ,XNtjtj −QNtj ∣∣∣∣2
]
+
C
c0ρ
∆t
N−1∑
j=i
E
[∣∣RiH ∣∣2] .
By Itoˆ’s formula, it is easy to check E
[|RiH |2] ≤ C (∆t)2. Then, by Lemmas 4.6 and 4.7, we have
∆t
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2] ≤ Cρc0 ∆t
N−1∑
j=i
E
[∣∣∣φ¯j(XNtj )− φNj (XNtj )∣∣∣2]+ Cc0ρ (1 + ρ2) (∆t)2 .
Further choosing the constant ρ, such that Cρ/c0 ≤ 1/2, the desired result follows.
Theorem 4.9 Suppose (A2) and the conditions in Lemmas 4.6−4.7 hold. Then∣∣J (u¯)− J (uN)∣∣ ≤ C∆t.
Proof. First, we rewrite the state equations (3.4) and (3.36) as follows:
X¯t = x0 +
∫ t
0
b¯
(
s, X¯s
)
ds+
∫ t
0
σ¯
(
s, X¯s
)
dWs,
XNt = x0 +
∫ t
0
b˜
(
s,XNs
)
ds+
∫ t
0
σ˜
(
s,XNs
)
dWs,
where for s ∈ [ti, ti+1] (i = 0, . . . , N − 1) ,
b¯ (s, x) = b
(
s, x, φ¯i(X¯ti)
)
, σ¯ (s, x) = σ
(
s, x, φ¯i(X¯ti)
)
,
b˜ (s, x) = b
(
s, x, φNi (X
N
ti )
)
, σ˜ (s, x) = σ
(
s, x, φNi (X
N
ti )
)
.
By Lemmas 2.1 and 4.8, for 0 ≤ t ≤ T , we have
E
[
sup
0≤s≤t
|X¯s −XNs |2
]
(4.43)
≤ C
∫ t
0
E
[(
b¯
(
s, X¯s
)− b˜ (s, X¯s))2 + (σ¯ (s, X¯s)− σ˜ (s, X¯s))2] ds
≤ C
∫ t
0
τt∑
i=0
E
[(
φ¯i(X¯ti)− φNi (XNti )
)2]
I[ti,ti+1)(s)ds
≤ C
τt∑
i=0
{
E
[(
φ¯i(X
N
ti )− φNi (XNti )
)2]
+ E
[(
X¯ti −XNti
)2]}
∆t
≤ C
∫ t
0
E
[
sup
0≤r≤s
|X¯r −XNr |2
]
ds+ C (∆t)
2
,
where τt is an integer, satisfying tτt < t ≤ tτt+1. Then, by Gronwall’s inequality, we obtain
E
[
sup
0≤s≤t
|X¯s −XNs |2
]
≤ C (∆t)2 , (4.44)
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for 0 ≤ t ≤ T . Notice that∣∣J (u¯)− J (uN)∣∣ (4.45)
≤
N−1∑
i=0
∫ ti+1
ti
E
[∣∣f (t, X¯t, φ¯i(X¯ti))− f (t,XNt , φNi (XNti ))∣∣] dt
+ E
[∣∣h (X¯T )− h(XNT )∣∣]
≤
N−1∑
i=0
∫ ti+1
ti
E
[∣∣f (t, X¯t, φ¯i(X¯ti))− f (t,XNt , φ¯i(XNti ))∣∣] dt
+
N−1∑
i=0
∫ ti+1
ti
E
[∣∣f (t,XNt , φ¯i(XNti ))− f (t,XNt , φNi (XNti ))∣∣] dt
+ E
[∣∣h(X¯T )− h(XNT )∣∣] .
Since the continuity of f and h, by Ho¨lder’s inequality, we have∣∣J (u¯)− J (uN)∣∣ (4.46)
≤ C
N−1∑
i=0
∫ ti+1
ti
[(
E
[|X¯t −XNt |2]) 12 + (E [|X¯ti −XNti |2]) 12 ] dt
+ C
N−1∑
i=0
E
[∣∣φ¯i (XNti )− φNi (XNti )∣∣]∆t+ C (E [|X¯T −XNT |2]) 12
≤ C
(
E
[
sup
0≤t≤T
|X¯t −XNt |2
]) 1
2
+ C
N−1∑
i=0
E
[∣∣φ¯i (XNti )− φNi (XNti )∣∣]∆t.
In addition, by Ho¨lder’s inequality, we have
∆t
N−1∑
i=0
E
[∣∣φ¯i (XNti )− φNi (XNti )∣∣] ≤ √T
(
N−1∑
i=0
E
[∣∣φ¯i (XNti )− φNi (XNti )∣∣2]∆t
) 1
2
. (4.47)
Combining (4.44) , (4.46)− (4.47) and Lemma 4.8, we complete the proof.
4.3 Proof of the main results
Proof of Theorem 4.4 . Notice that∣∣J (u∗)− J (uN)∣∣ = ∣∣J (u∗)− J (u¯) + J (u¯)− J (uN)∣∣
≤ |J (u∗)− J (u¯)|+ ∣∣J (u¯)− J (uN)∣∣ .
By Theorems 4.5 and 4.9, we complete our proof.
5 Numerical experiments
In this section, some numerical experiments have been presented to illustrate the high accuracy of our
algorithm for solving SOCPs. The first two examples are deterministic control, and the latter two examples
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are feedback control. In our tests, we use Gauss-Hermite quadrature rule to approximate the conditional
mathematical expectation and use cubic spline interpolation to compute spatial non-grid points. To make
sure the first-order convergence of our method, the Euler method is also adopted to solve the related FBSDEs
when calculating the cost. In the following tables, CR stands for the convergence rate.
Example 5.1 We first consider the control problem of the Black-Scholes type in [4]{
dXt = utXtdt+ σXtdWt,
X0 = x0,
with the cost functional
J (u) =
1
2
∫ T
0
E
[
(Xt − η∗t )2
]
dt+
1
2
∫ T
0
u2tdt.
The function η∗· and the corresponding optimal control u
∗
· can be expressed as
η∗t =
eσ
2t − (T − t)2
1
x0
− Tt+ t22
+ 1, u∗t =
T − t
x0 − Tt+ t22
. (a)
We set x0 = 1, T = 1 and σ = 0.1 and the reference optimal cost is J (u
∗) = 0.514898066090988. Numerical
results by using our discrete recursive method are listed in Table 1.
Table 1: Errors and convergence rates for Example 5.1 a.
N 8 16 32 64 128 CR∣∣J (u∗)− J (uN)∣∣ 1.393E-01 1.364E-01 8.512E-02 3.243E-02 9.068E-03 0.996
Next, we choose a different η∗· and u
∗
· , which is
η∗t =
eσ
2t − (e−T − e−t)2
1
x0
+ 1− e−t − te−T − e
−t, u∗t =
e−T − e−t
1
x0
+ 1− e−t − te−T . (b)
Set x0 = 1, T = 1 and σ = 0.1. The reference optimal cost is J (u
∗) = 0.345819897539892. Numerical results
in Table 2 demonstrate that our method is stable and admits a first order rate of convergence.
Table 2: Errors and convergence rates for Example 5.1 b.
N 8 16 32 64 128 CR∣∣J (u∗)− J (uN)∣∣ 5.931E-02 2.826E-02 1.369E-02 6.554E-03 3.056E-03 1.067
Example 5.2 The second example is the inventory control problem in [4]. The inventory level satisfies the
following equation {
dXt = (ut − rt) dt+ σdWt,
X0 = x0,
with the total cost
J (u) =
1
2
∫ T
0
E
[
(Xt − ηt)2
]
dt+
1
2
∫ T
0
u2tdt.
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The demand rates rt = (T − t) /2 and ηt = 0.5Tt − 0.25t2 + 1. Then the optimal production u∗· and the
optimal cost can be expressed as
u∗t = T − t, J (u∗) =
1
6
T 3 +
σ2 − 2
4
T 2 + T.
We set x0 = 0 and T = 1. Table 3 shows the numerical results of the Example 5.2 with σ = 0.0, 0.1 and
0.3, respectively. It clearly shows that the cost obtained by our numerical method admits a first order rate of
convergence.
Table 3: Errors and convergence rates for Example 5.2.
N 8 16 32 64 128∣∣J (u∗)− J (uN)∣∣ CR
σ = 0.0 5.654E-02 2.746E-02 1.380E-02 6.870E-03 3.532E-03 1.000
σ = 0.1 7.888E-02 4.408E-02 2.286E-02 1.108E-02 4.908E-03 1.000
σ = 0.3 1.321E-01 8.608E-02 5.204E-02 2.548E-02 7.563E-03 1.001
Example 5.3 The third example is a LQ problem in [26]{
dXt = utdt+ δutdWt,
X0 = x0,
with the cost functional
J (u) =
1
2
∫ T
0
E
[
X2t
]
dt.
The optimal control and the corresponding optimal cost are given by
u∗t = −Xtδ2 , J (u∗) = 12δ2
(
1− e−Tδ2
)
.
Set x0 = 1, T = 1 and δ = 2. Numerical results are listed in Table 4. It is clearly shown that our method is
stable and admits a first order rate of convergence.
Table 4: Errors and convergence rates for Example 5.3.
N 8 16 32 64 128 CR∣∣J (u∗)− J (uN)∣∣ 9.611E-03 4.653E-03 2.338E-03 1.193E-03 6.114E-04 0.991
Example 5.4 In last example we consider a portfolio problem{
dX˜t = (αu˜t + γ) X˜tdt+ βu˜tX˜tdW˜t, t ∈ (0, 1],
X˜0 = x˜0,
(5.1)
with the cost functional
J˜ (u∗) = min
u∈K
1
2
E
[
(X˜1 − κ)2
]
,
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and
K = {u˜· ∈ U [0, 1] : −1 ≤ u˜t ≤ 1, a.e. a.s.} .
Set x˜0 = 6, κ = 20, α = 0.25, γ = 1 and β =
√
2/2. The reference optimal cost with a fine mesh is
J˜ (u∗) = 6.00909101172000. Since the control set U = [−1, 1], we need to project u˜t into [−1, 1] by u˜t =
max (min (u˜t, 1) ,−1) . We remark that the Bisection method can also be used to solve this example. Numerical
results are listed in Table 5. It is clearly shown that our method admits a first order rate of convergence.
Table 5: Errors and convergence rates for Example 5.4.
N 8 16 32 64 128 CR
|J˜ (u∗)− J˜ (uN) | 3.592E+00 1.797E+00 9.761E-01 4.622E-01 2.205E-01 1.001
Remark 5.5 The control problem above is obtained from Example 4 in [8] through the following transfor-
mation
X˜t =
1
T
XTt, u˜t = uTt, J˜ (u˜) =
1
T 2
J (u) ,
and the process W˜t =
1√
T
WTt with the σ-field FW˜t = FWTt .
6 Conclusion
In this work, we reduce the optimal control problem to the discrete case and derive a discrete SMP. By
means of this discrete SMP, we propose an effective discrete recursive method for solving SOCPs. The Euler
scheme is used to approximate the discrete Hamilton system that is given by the discrete SMP condition and
the state and adjoint equations. We conducted a rigorous error analysis and prove that our method admits
a first order rate of convergence. Several numerical examples powerful support the theoretical results.
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