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Abstract
For a set S of vertices of a graph G, a vertex u in V (G) \ S, and a vertex v in S, let
dist(G,S)(u, v) be the distance of u and v in the graph G − (S \ {v}). Dankelmann et al.
(Domination with exponential decay, Discrete Math. 309 (2009) 5877-5883) define S to
be an exponential dominating set of G if w(G,S)(u) ≥ 1 for every vertex u in V (G) \ S,
where w(G,S)(u) =
∑
v∈S
(
1
2
)dist(G,S)(u,v)−1. Inspired by this notion, we define S to be an
exponential independent set of G if w(G,S\{u})(u) < 1 for every vertex u in S, and the
exponential independence number αe(G) of G as the maximum order of an exponential
independent set of G.
Similarly as for exponential domination, the non-local nature of exponential indepen-
dence leads to many interesting effects and challenges. Our results comprise exact values
for special graphs as well as tight bounds and the corresponding extremal graphs. Fur-
thermore, we characterize all graphs G for which αe(H) equals the independence number
α(H) for every induced subgraph H of G, and we give an explicit characterization of all
trees T with αe(T ) = α(T ).
1
1 Introduction
Independence in graphs is one of the most fundamental and well-studied concepts in graph
theory. In the present paper we propose and study a version of independence where the influence
of vertices decays exponentially with respect to distance. This new notion is inspired by the
exponential domination number, which was introduced by Dankelmann et al. [6] and recently
studied in [1–4]. Somewhat related parameters are the well-known (distance) packing numbers
[9–11] and the influence numbers [7, 8].
We consider finite, simple, and undirected graphs, and use standard terminology. The vertex
set and the edge set of a graph G are denoted by V (G) and E(G), respectively. The order n(G)
of G is the number of vertices of G. The distance distG(u, v) between two vertices u and v in
a graph G is the minimum number of edges of a path in G between u and v. If no such path
exists, then let distG(u, v) =∞. The diameter diam(G) of G is the maximum distance between
vertices of G. A set of pairwise non-adjacent vertices of G is an independent set of G, and the
maximum order of an independent set of G is the independence number α(G) of G.
Let S be a set of vertices of G. For two vertices u and v of G, let dist(G,S)(u, v) be the
minimum number of edges of a path P in G between u and v such that S contains exactly one
endvertex of P but no internal vertex of P . If no such path exists, then let dist(G,S)(u, v) =∞.
Note that, if u and v are distinct vertices in S, then dist(G,S)(u, u) = 0 and dist(G,S)(u, v) =∞.
For a vertex u of G, let
w(G,S)(u) =
∑
v∈S
(
1
2
)dist(G,S)(u,v)−1
, (1)
where
(
1
2
)∞
= 0. Note that w(G,S)(u) = 2 for u ∈ S.
Dankelmann et al. [6] define a set S of vertices to be exponential dominating if
w(G,S)(u) ≥ 1 for every vertex u in V (G) \ S,
and the exponential domination number γe(G) of G as the minimum order of an exponential
dominating set. Analogously, we define S to be exponential independent if
w(G,S\{u})(u) < 1 for every vertex u in S,
that is, the accumulated exponentially decaying influence w(G,S\{u})(u) of the remaining ver-
tices in S \ {u} that arrives at any vertex u in S is strictly less than 1. Let the exponential
independence number αe(G) of G be the maximum order of an exponential independent set.
An (exponential) independent set of maximum order is maximum.
Our results comprise exact values for special graphs as well as tight bounds and the corre-
sponding extremal graphs. Furthermore, we characterize all graphs G for which αe(H) equals
the independence number α(H) for every induced subgraph H of G, and we give an explicit
characterization of all trees T with αe(T ) = α(T ). We conclude with several open problems.
2
2 Results
We start with some elementary observations concerning exponential independence. Clearly,
every exponential independent set is independent, which immediately implies (i) of the following
theorem. The quantity w(G,S\{u})(u) does not behave monotonously with respect to the removal
of vertices from S. Indeed, if G is a star K1,n−1 with center v, and S = V (G) for instance, then
w(G,S\{u})(u) = 1 for every endvertex u of G but w(G,S\{u,v})(u) =
n−2
2
, which can be smaller
or bigger than 1. In view of this observation part (iii) of the following theorem is slightly
surprising.
Theorem 1 Let G be a graph.
(i) αe(G) ≤ α(G).
(ii) If H is a subgraph of G and S ⊆ V (H) is an exponential independent set of G, then S is
an exponential independent set of H.
(iii) A subset of an exponential independent set of G is an exponential independent set of G.
Proof: (i) follows from the above observation. Since dist(G,S\{u})(u, v) ≤ dist(H,S\{u})(u, v) for
every two vertices u and v in S, (ii) follows immediately from (1). We proceed to the proof of
(iii). Let S be an exponential independent set of G. Let u and v be distinct vertices in S. In
order to complete the proof, it suffices to show
w(G,S\{u,v})(u) ≤ w(G,S\{u})(u). (2)
For
S∞ = {w ∈ S \ {u, v} : dist(G,S\{u,v})(u, w) =∞},
S= = {w ∈ S \ {u, v} : dist(G,S\{u,v})(u, w) = dist(G,S\{u})(u, w) <∞}, and
S> = {w ∈ S \ {u, v} : dist(G,S\{u,v})(u, w) < dist(G,S\{u})(u, w)},
we have S = {u, v} ∪ S= ∪ S> ∪ S∞. If S> = ∅, then (2) follows immediately from (1). Hence,
we may assume that S> 6= ∅. Let T be a subtree of G rooted in u such that
• S= ∪ S> is the set of all leaves of T ,
• distT (u, w) = dist(G,S\{u,v})(u, w) for every w ∈ S= ∪ S>, and
• v is not an ancestor within T of any vertex in S=.
Such a tree can easily be extracted from the union of paths Pw for w ∈ S= ∪ S>, where
Pw is a path of length dist(G,S\{u,v})(u, w) between w and u that intersects S \ {u, v} only
in w, and that avoids v if w ∈ S=. Since S> 6= ∅, the vertex v belongs to T , and the
set of leaves of T that are descendants of v is exactly S>. The conditions imposed on T
3
easily imply distT (u, v) = dist(G,S\{u})(u, v). Let T> be the subtree of T rooted in v that
contains v and all its descendants within T . Since S is exponential independent, we obtain
w(T>,S>)(v) ≤ w(G,S\{v})(v) < 1, which implies
w(G,S\{u,v})(u) = w(T,S=)(u) + w(T,S>)(u)
= w(T,S=)(u) +
(
1
2
)distT (u,v)
w(T>,S>)(v)
< w(T,S=)(u) +
(
1
2
)dist(G,S\{u})(u,v)
=
∑
w∈S=
(
1
2
)dist(G,S\{u})(u,w)−1
+
(
1
2
)dist(G,S\{u})(u,v)
<
∑
w∈S=∪{v}
(
1
2
)dist(G,S\{u})(u,w)−1
≤ w(G,S\{u})(u),
which completes the proof. ✷
Our next result is a lower bound on the exponential independence number, for which we are
able to characterize all extremal trees.
Theorem 2 If G is a connected graph of order n and diameter diam, then
αe(G) ≥
2diam + 2
5
. (3)
Furthermore, if G is a tree, then (3) holds with equality if and only if G is a path and n is a
multiple of 5.
Proof: Let P : v0v1 . . . vdiam be a shortest path of length diam in G. Let
S =
{
v5i : i ∈
{
0, . . . ,
⌊
diam
5
⌋}}
∪
{
v5i+2 : i ∈
{
0, . . . ,
⌊
diam− 2
5
⌋}}
.
Let vi ∈ S. Since P is a shortest path, we have dist(G,S\{vi})(vi, vj) ≥ |j−i| for every vj in S\{vi}.
By construction, the set S contains no neighbor of vi, and S contains at most one of the two
vertices vi−k and vi+k for every integer k at least 2. This implies w(G,S\{vi})(vi) <
∞∑
k=2
(
1
2
)k−1
= 1.
Hence, S is an exponential independent set of G, and
αe(G) ≥ |S| = 1 +
⌊
diam
5
⌋
+ 1 +
⌊
diam− 2
5
⌋
≥
2diam + 2
5
.
Now, let G be a path and let n be a multiple of 5, that is, G = Pn. It is easy to verify that
αe(P5) = 2 =
2diam+2
5
. Furthermore, if n > 5 and S is a maximum exponential independent set
of G, then S∩{v0, v1, v2, v3, v4} is an exponential independent set of P5 and S\{v0, v1, v2, v3, v4}
4
is an exponential independent set of Pn−5. By an inductive argument, we obtain,
2n
5
≤ αe(G) = αe(Pn) ≤ αe(P5) + αe(Pn−5) = 2 +
2(n− 5)
5
=
2n
5
,
which implies that paths whose order is a multiple of 5 satisfy (3) with equality.
Finally, let G be a tree with αe(G) =
2diam+2
5
, and let P be as above. Since 2diam+2
5
is an
integer, the order diam + 1 of P is a multiple of 5. Suppose that G is distinct from P . This
implies that there is some vertex vk of P that has a neighbor u that does not belong to P . Let
k = 5r + s for some s ∈ {0, 1, 2, 3, 4}. By symmetry, we may assume that s ∈ {0, 1, 2}. Let
S0 = {vi : i ∈ {0, . . . , 5r − 1} with i mod 5 ∈ {0, 2}}
∪{vi : i ∈ {5r + 5, . . . , diam + 1} with i mod 5 ∈ {2, 4}}
If s = 0, then let S = {vk+1, vk+4, u}∪S0, and if s ∈ {1, 2}, then let S = {vk, vk+4, u}∪S0. The
set S is an exponential independent set ofG of order more than 2diam+2
5
, which is a contradiction.
Hence, G is a path and n is a multiple of 5, which completes the proof. ✷
For later reference, we include a fundamental lemma from [4]. Recall that a full binary tree is
a rooted tree in which each vertex has either no or exactly two children.
Lemma 3 (Bessy et al. [4]) Let G be a graph of maximum degree at most 3, and let S be a
set of vertices of G.
If u is a vertex of degree at most 2 in G, then w(G,S)(u) ≤ 2 with equality if and only if u is
contained in a subgraph T of G that is a tree, such that rooting T in u yields a full binary tree
and S ∩ V (T ) is exactly the set of leaves of T .
Our next result concerns the exponential independence numbers of some special graphs.
Theorem 4 (i) If Pn is the path of order n, then αe(Pn) =
⌈
2n
5
⌉
.
(ii) If Cn is the path of order n at least 5, then αe(Cn) =
⌊
2n
5
⌋
.
(iii) If T is a full binary tree of order n, then αe(T ) =
n+1
2
. Furthermore, the set of leaves of
T is the unique maximum exponential independent set of T .
Proof: (i) By Theorem 2, αe(Pn) is at least
⌈
2n
5
⌉
. For n ≤ 5, it is easy to verify that αe(Pn)
is also at most
⌈
2n
5
⌉
. Now, let n > 5. Let Pn be the path v0v1 . . . vn−1. Let S be a maximum
exponential independent set of Pn. Since S ∩ {v0, v1, v2, v3, v4} is an exponential independent
set of P5 and S \ {v0, v1, v2, v3, v4} is an exponential independent set of Pn−5, we obtain, by an
inductive argument,
αe(Pn) ≤ αe(P5) + αe(Pn−5) = 2 +
⌈
2(n− 5)
5
⌉
=
⌈
2n
5
⌉
.
(ii) For 5 ≤ n ≤ 9, it is easy to verify that αe(Cn) =
⌊
2n
5
⌋
. For n ≥ 10, a similar argument as
for the paths implies αe(Cn) = 2 + αe(Cn−5), and an inductive argument yields (ii).
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(iii) Clearly, we may assume n > 3. Let L be the set of leaves of T . Note that n = 2|L| − 1.
Let v ∈ L and let u be the parent of u in T . If w(T,L\{v})(v) ≥ 1, then w(T,L\{v})(u) ≥ 2, and
Lemma 3 implies that rooting T−v in u yields a full binary tree. This implies the contradiction
that T only has vertices of degree 1 and 3, while the root of T has degree 2. Hence, L is an
exponential independent set of T , which implies αe(T ) ≥ |L| =
n+1
2
.
Suppose that T is a full binary tree of minimum order n such that either αe(T ) >
n+1
2
or
αe(T ) =
n+1
2
but T has a maximum exponential independent set distinct from L. In both cases,
T has a maximum exponential independent set S with S \ L 6= ∅. Let v be a vertex in S \ L
at maximum distance from the root of T . Let w and w′ be the two children of v in T . Since
w(T,S\{v})(v) < 1, Lemma 3 implies that L \S contains at least one leaf of T that is either w or
a descendant of w as well as at least one leaf of T that is either w′ or a descendant of w′. Hence,
if ℓv leaves of T are descendants of v, then S contains at most ℓv − 2 descendants of v. Let T
′
arise from T by removing all descendants of v. Since T ′ is a full binary tree of smaller order
than T , the choice of T implies that αe(T
′) = n(T
′)+1
2
. Note that S ∩ V (T ′) is an exponential
independent set of T ′, and that v has exactly 2ℓv − 2 descendants. Therefore,
|S| ≤ |S \ V (T ′)|+ |S ∩ V (T ′)|
≤ (ℓv − 2) + |S ∩ V (T
′)|
≤ (ℓv − 2) +
n(T ′) + 1
2
= (ℓv − 2) +
n− (2ℓv − 2) + 1
2
<
n + 1
2
,
which is a contradiction. ✷
Our next result is an upper bound on the exponential independence number, for which we
achieve a full characterization of the extremal graphs.
Theorem 5 If G is a connected graph of order n, then
αe(G) ≤
n+ 1
2
with equality if and only if G is a full binary tree.
Proof: We show the upper bound by induction on n. By Theorem 1(ii), we may assume that
G is a tree T . If n = 1, then αe(T ) = 1 =
n+1
2
. Now, let n ≥ 2, and let S be a maximum
exponential independent set of T . We root T in some vertex r. Let v be a vertex in S at
maximum distance from r. If v = r, then |S| = 1, and the statement holds. Hence, we may
assume that v and r are distinct. Let u be the parent of v.
First, we assume that v is the only descendant of u that belongs to S. Let T ′ arise from
T by removing u together with all descendants of u, and let S ′ = S \ {v}. Clearly, S ′ is an
6
exponential independent set of the tree T ′, and we obtain, by induction,
αe(T ) = |S| = |S
′|+ 1 ≤ αe(T
′) + 1 ≤
n(T ′) + 1
2
+ 1 ≤
n(T ) + 1
2
.
Next, we assume that S contains some descendant of u distinct from v. Let Su be the set
of descendants of u that belong to S. By the choice of v, all vertices in Su are children of
u. Since S is exponential independent, we obtain |Su| = 2, and u 6∈ S. Let T
′′ arise from T
by removing all descendants of u, and let S ′′ = (S \ Su) ∪ {u}. If w(T ′′,S′′\{u})(u) ≥ 1, then
w(T,S\{v})(v) ≥
1
2
w(T ′′,S′′\{u})(u) +
1
2
≥ 1, which is a contradiction. If w(T ′′,S′′\{w})(w) ≥ 1 for
some w ∈ S ′′ \ {u}, then dist(T ′′,S′′\{w})(w, u) = dist(T,S\{w})(w, x) − 1 for every x ∈ Su and
|Su| = 2 imply
w(T,S\{w})(w) = w(T ′′,S′′\{w})(w)−
(
1
2
)dist(T ′′,S′′\{w})(w,u)−1
+
∑
x∈Su
(
1
2
)dist(T,S\{w})(w,x)−1
= w(T ′′,S′′\{w})(w)
≥ 1,
which is a contradiction. Hence, S ′′ is an exponential independent set of T ′′, and we obtain, by
induction,
αe(T ) = |S| = |S
′′|+ 1 ≤ αe(T
′′) + 1 ≤
n(T ′′) + 1
2
+ 1 ≤
n(T ) + 1
2
,
which completes the proof of the upper bound.
Next, we show that we have equality if and only if G is a full binary tree. By Theorem
4(iii), we only need to show that every connected graph G with αe(G) =
n+1
2
is a full binary
tree. Therefore, suppose that G is a connected graph of minimum order n with αe(G) =
n+1
2
that is not a full binary tree.
Let T be a spanning tree of G. We will show first that T is a full binary tree. By Theorem
1(ii), we have n+1
2
= αe(G) ≤ αe(T ) ≤
n+1
2
, which implies αe(T ) =
n+1
2
. Let S be a maximum
exponential independent set of G, and, hence, also of T . If the diameter of T is at most 2, then
it is easy to see that either αe(G) 6=
n+1
2
or G is a full binary tree, that is, the diameter of T is
at least 3. Let w be the endvertex of a longest path P in T . Let v be the neighbor of w, and
let u be the neighbor of v on P that is distinct from w. Let T ′ = T − (NT [v] \ {u}), and let
S ′ = S ∩ V (T ′). Note that all vertices in NT (v) \ {u} are endvertices of T .
First, we assume that v has degree 2 in T . Note that S ′ is an exponential independent set
of T ′, the set S contains at most one of the two vertices v and w, and n(T ′) = n − 2. This
implies n+1
2
= αe(T ) = |S| ≤ |S
′| + 1 ≤ αe(T
′) + 1 ≤ n(T
′)+1
2
+ 1 = n+1
2
, which implies that
αe(T
′) = |S ′| = n(T
′)+1
2
, and that S contains either w or v. By the choice of G, this implies
that T ′ is a full binary tree. By Theorem 4(iii), the set S ′ is exactly the set of leaves of T ′. If
u is the root of T ′, then T is a full binary tree with root v, which is a contradiction. Hence, u
is not the root of T ′. Let u′ be a leaf of T ′ that is either u or a descendant of u in T ′. Let u′
7
have distance d from the root of T ′. Note that the distance between w and u′ is at most d+1.
Now, Lemma 3 implies the contradiction w(T,S\{u′})(u
′) ≥
(
1
2
)(d+1)−1
+
d∑
i=1
(
1
2
)i
= 1. Hence, v
has degree at least 3 in T .
If S contains at most one vertex fromNT [v]\{u}, then n(T
′) ≤ n−3 implies the contradiction
n+1
2
= αe(T ) = |S| ≤ |S
′| + 1 ≤ αe(T
′) + 1 ≤ n(T
′)+1
2
+ 1 = n
2
. It follows easily that S
contains exactly two vertices from NT (v) \ {u} but not v. Let T
′′ = T − (NT (v) \ {u}), and let
S ′′ = S ′ ∪ {v}. Arguing as before, it follows that S ′′ is an exponential independent set of T ′′.
Since n(T ′′) ≤ n−2, we obtain n+1
2
= αe(T ) = |S| = |S
′′|+1 ≤ αe(T
′′)+1 ≤ n(T
′′)+1
2
+1 ≤ n+1
2
,
which implies αe(T
′′) = n(T
′′)+1
2
and n(T ′′) = n− 2. By the choice of G, it follows that T ′′ is a
full binary tree, and that S ′′ is a maximum exponential independent set of T ′′. Since v ∈ S ′′,
Theorem 4 implies that v is a leaf of T ′′. Now, also in this case, the tree T is a full binary tree.
Since T was an arbitrary spanning tree of G, it follows that every spanning tree of G is a
full binary tree. This easily implies that G = T , that is, G is a full binary tree, which completes
the proof. ✷
Theorem 2 implies that αe(G) is at least Ω(log2(n(G))) for every connected cubic graph G. We
conjecture that αe(G) actually grow much faster than log2(n(G)). At least for subcubic trees,
we obtain the following linear lower bound.
Theorem 6 If T is a tree of order n and maximum degree at most 3, then αe(T ) ≥
2n+8
13
.
Proof: Clearly, we may assume that n > 3. Let T have ni vertices of degree i for i ∈ [3]. Note
that n1 ≥ n3 + 2.
If n2 > 0, then let S1 be the set of all leaves of T , and, if n2 = 0, then let S1 be the set of
all leaves of T except for exactly one. Arguing as in the proof of Theorem 4(iii), it follows that
S1 is an exponential independent set in T , which implies αe(T ) ≥ n1 − 1 ≥ n3 + 1.
Let V3 be the set of vertices of degree 3, and let T
′ = T − NT [V3]. Note that T
′ is a
union of paths, and that n(T ′) ≥ n − 4n3. By Theorem 4(i), the forest T
′ has an exponential
independent set S2 of order at least
2n(T ′)
5
≥ 2n−8n3
5
. We will show that S2 is also exponential
independent within T . Therefore, let u be a vertex of degree 1 in T ′ that has a neighbor v
in V (T ) \ V (T ′). By construction, u and v have degree 2 in T , and v has a neighbor w of
degree 3 in T . Let Tw be the component of T − v that contains w, and let Sw = S2 ∩ V (Tw).
If w(T,Sw)(u) ≥
1
2
, then w(Tw,Sw)(w) ≥ 2. By Lemma 3, this implies that Sw, and hence S2,
intersects NT [V3], which is a contradiction. Hence, w(T,Sw)(u) <
1
2
. Similarly, if u is a vertex of
degree 0 in T ′, then w(T,S2\{u})(u) <
1
2
if u has degree 1 in T , and w(T,S2\{u})(u) <
1
2
+ 1
2
if u has
degree 2 in T . If P = v0 . . . vℓ is a component of T
′ with |V (P ) ∩ S2| ≥ 2, and vi ∈ S2 is such
that S ∩ {v0, . . . , vi−1} = ∅, then w(T ′,S2\{vi})(vi) ≤
1
2
. Combining these observations, it follows
easily that S2 is an exponential independent set in T , which implies αe(T ) ≥
2n−8n3
5
.
Altogether, we obtain αe(T ) ≥ max
{
n3 + 1,
2n−8n3
5
}
≥ 2n+8
13
, which completes the proof. ✷
After the above bounds, exact values, and extremal graphs, we consider graphs G with αe(G) =
α(G). We achieve full characterizations of all graphs for which every induced subgraph has this
property, and also of all trees that have this property.
8
Recall that the bull is the unique graph B of order 5 with degree sequence 1, 1, 2, 3, 3.
Theorem 7 If G is a graph, then αe(H) = α(H) for every induced subgraph H of G if and
only if G is {K1,3, P5, B}-free.
Proof: If H ∈ {K1,3, P5, B}, then αe(H) = 2 < 3 = α(H), which implies the necessity. In
order to show the sufficiency, let G be a {K1,3, P5, B}-free graph. It suffices to show that
αe(G) = α(G). Let S be a maximum independent set of G. If |S| ≤ 2, then S is also
exponential independent, which implies αe(G) = α(G). Hence, we may assume that |S| ≥ 3.
Possibly iteratively replacing elements of S by one of their neighbors, we may assume that
S contains two vertices u and v at distance 2. Suppose that S \ {u, v} contains a vertex w
at distance 2 from u. If u, v, and w have a common neighbor, then the independence of S
implies that G contains K1,3 as an induced subgraph, which is a contradiction. Therefore, if
uv′v and uw′w are shortest paths in G, then v′ 6= w′ and vw′, wv′ 6∈ E(G), which implies the
contradiction that {u, v, w, v′, w′} induces P5 or B. Hence, we may assume, by symmetry, that
for no vertex x in S, there are two vertices in S at distance 2 from x. Let w ∈ S \ {u, v}.
Since G is P5-free, the distance of u and w is 3. Let uv
′v and uw′w′′w be shortest paths in
G. Note that v is not adjacent to w′′. If v′ = w′, then {u, v, v′, w′′} induces K1,3, which is a
contradiction. Hence, v′ 6= w′. By symmetry, we may assume that v is not adjacent to w′ and
that v′ is not adjacent to w′′. Now, {u, v, v′, w′, w′′} induces P5 or B, which is a contradiction
and completes the proof. ✷
We proceed to the trees T with αe(T ) = α(T ).
For a positive integer k, let T1(k) be the tree illustrated in Figure 1, that is, T1(k) has vertex
set {x1, . . . , xk} ∪ {y1, . . . , yk}, contains the path x1 . . . xk, and xi is the only neighbor of yi for
i ∈ [k].
t tttt tttt ttt tt t
t tttt tttt ttt tt t
x1 x2x2x2x2 x1x1x1x1 x3x3x3 x4x4 x5
y1 y2y2y2y2 y1y1y1y1 y3y3y3 y4y4 y5
T1(5)T1(4)T1(3)T1(2)T1(1)
Figure 1: The trees T1(k) for k ∈ [5].
Let T2(k) arise from T1(k) by adding a vertex a and the edge x1a. Let T3(k) arise from T1(k)
by adding the vertices a, b, c, and d, and the edges x1a, ab, bc, and cd. For k ≥ 3, let T4(k)
arise from T1(k) by adding the vertices a and b, and the edges x2a and ab. Finally, let T5(k)
arise from T1(k) by adding the vertices a, b, c, d, a
′, b′, c′, and d′, and the edges x1a, ab, bc, cd,
xka
′, a′b′, b′c′, c′d′. See Figure 2 for an illustration.
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Figure 2: The trees Tk(3) for k ∈ {2, 3, 4, 5}.
Let
T = {P1, P8} ∪
⋃
k∈N
{
T1(k), T2(k), T3(k), T5(k)
}
∪
⋃
k≥3
{
T4(k)
}
.
Note that T contains the paths P1, P2 = T1(1), P3 = T2(1), P4 = T1(2), P6 = T3(1), and P8.
Lemma 8 Every tree T ∈ T satisfies αe(T ) = α(T ). Furthermore, if S is a maximum expo-
nential independent set of T , then
(i) S ∈
{
{y1, . . . , yk}, {x1} ∪ {y2, . . . , yk}, {xk} ∪ {y1, . . . , yk−1}
}
,
(ii) S = {a, y1, . . . , yk} if T = T2(k),
(iii) S = {b, d, y1, . . . , yk} if T = T3(k) with k ≥ 2,
(iv) S = {b, y1, . . . , yk} if T = T4(k) with k ≥ 3,
(v) S = {b, d, b′, d′, y1, . . . , yk} if T = T5(k),
(vi) S ∈
{
{y1, a, d}, {y1, b, d}
}
if T = P6 = y1x1abcd, and
(vii) S = {b, d, b′, d′} if T = P8 = dcbaa
′b′c′d′.
Proof: Let T ∈ T . It is easy to see that αe(Pn) = α(Pn) for n ∈ {1, 2, 3, 4, 6, 8}. Furthermore,
one easily checks that P6 has only two distinct exponential independent sets of order 3, and
that P8 has a unique exponential independent set of order 4, which implies (vi) and (vii). Now,
we may assume that T 6∈ {P1, P6, P8}.
First, we assume that T = T1(k) for some positive integer k. Clearly, the set {y1, . . . , yk}
is a maximum independent set, which implies α(T ) = k. Since this set is also exponential
independent, we obtain αe(T ) = α(T ) = k. Now, let S be a maximum exponential independent
set of T . For k ∈ [2], it follows easily that S is as stated in (i). Now, let k ≥ 3. Since S contains
at most one of the two vertices xi and yi for each i ∈ [k], the set S necessarily intersects each
of the sets {xi, yi} for i ∈ [k] in exactly one vertex. If xi ∈ S for some i ∈ {2, . . . , k − 1},
this implies that yi−1, yi+1 ∈ S, which yields the contradiction that w(T,S\{xi})(xi) ≥
1
2
+ 1
2
= 1.
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Hence, {yi : 2 ≤ i ≤ k − 1} ⊆ S. If x1, xk ∈ S, then w(T,S\{x1})(x1) =
k−1∑
i=2
(
1
2
)i−1
+ 1
2k−2
= 1,
which is a contradiction. Hence, the set S is stated as in (i).
Next, we assume that T = T2(k) for some positive integer k. Again, the set of leaves is a
maximum independent set of T , which is also exponential independent, and, hence, αe(T ) =
α(T ) = k + 1. Now, let S be a maximum exponential independent set of T . If a 6∈ S, then S
is an exponential independent set of T − a = T1(k), which contradicts αe(T1(k)) = k. Hence,
a ∈ S, which implies x1 6∈ S. For k ∈ [2], it follows easily that S is as stated in (ii). Now, let
k ≥ 3. Since S \ {a} is a maximum exponential independent set of T − a = T1(k), we obtain,
by (i), that {y1, . . . , yk−1} ⊆ S. If xk ∈ S, then w(T,S\{a})(a) ≥ 1 follows similarly as above,
which is a contradiction. Hence, the set S is as stated in (ii).
Next, we assume that T = T3(k) for some positive integer k. Since T 6= P6, we have k ≥ 2.
As before, it follows easily that the set specified in (iii) is a maximum exponential independent
set of T , and, hence, αe(T ) = α(T ) = k+2. Now, let S be a maximum exponential independent
set of T . Necessarily, |S \{a, b, c, d}| = k and |S∩{a, b, c, d}| = 2, which implies that S contains
either a or b. If S contains a, then S \ {b, c, d} is a maximum exponential independent set of
T2(k), which, by (ii), implies S \ {b, c, d} = {a, y1, . . . , yk}. Now, we obtain the contradiction,
w(T,S\{a})(a) = w(T,S\{a,b,c,d})(a) +w(T,S∩{b,c,d})(a) ≥
1
2
+ 1
4
+ 1
4
= 1. Hence, b ∈ S, which implies
S∩{a, b, c, d} = {b, d}, and x1 6∈ S. Since S \{a, b, c, d} is a maximum exponential independent
set of T − {a, b, c, d} = T1(k), we obtain, by (i), that {y1, . . . , yk−1} ⊆ S. If xk ∈ S, then
w(T,S\{a})(a) = 1, which is a contradiction. Hence, the set S is as stated in (iii).
Finally, if either T = T4(k) for some integer k with k ≥ 3 or T = T5(k) for some positive
integer k, very similar arguments as above imply that αe(T ) = α(T ), and that every maximum
exponential independent set is as specified in (iv) and (v). ✷
Theorem 9 If T is a tree, then αe(T ) = α(T ) if and only if T ∈ T .
Proof: In view of Lemma 8, it remains to show that every tree T with αe(T ) = α(T ) belongs
to T . Therefore, suppose that T is a tree of minimum order such that αe(T ) = α(T ) but
T 6∈ T . Let S be a maximum exponential independent set of T . Since P1, P2, P3 ∈ T , and
αe(K1,n−1) = 2 < n − 1 = α(K1,n−1) for n ≥ 3, we may assume that T has diameter at least
3. Therefore, if w is an endvertex of a longest path in T , then the unique neighbor v of w has
exactly one neighbor u that is not an endvertex of T . Let T ′ be the component of T − v that
contains u. Note that T ′ is not P1. We consider different cases.
Case 1 dT (v) ≥ 4.
Clearly, α(T ) ≥ α(T ′) + (dT (v) − 1) ≥ α(T
′) + 3. Since S contains at most 2 vertices from
NT [v]\{u}, and S∩V (T
′) is an exponential independent set of T ′, we obtain αe(T ) ≤ αe(T
′)+2,
which yields the contradiction α(T ) ≥ α(T ′) + 3 ≥ αe(T
′) + 3 > αe(T ), which completes the
proof in this case.
Case 2 dT (v) = 3.
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Let NT (v) = {u, w, w
′}. As before, we obtain that α(T ) ≥ α(T ′) + 2 and αe(T ) ≤ αe(T
′) + 2,
which implies α(T ) ≥ α(T ′)+2 ≥ αe(T
′)+2 ≥ αe(T ) = α(T ). Since equality holds throughout
this inequality chain, we have α(T ′) = αe(T
′) and αe(T ) = αe(T
′) + 2. By the choice of T , the
condition α(T ′) = αe(T
′) implies that T ′ ∈ T . Furthermore, αe(T ) = αe(T
′) + 2 implies that
S ∩ {v, w, w′} = {w,w′}, and that S ′ = S \ {w,w′} is a maximum exponential independent set
of T ′. Since w(T,{w,w′})(u) = 1, we obtain u 6∈ S
′.
First, we assume that T ′ = P8 = dcbaa
′b′c′d′. By Lemma 8, we have S ′ = {b, d, b′, d′}.
By symmetry, we may assume that u ∈ {a, c}. In both cases w(T,{d,w,w′})(b) = 1, which is a
contradiction.
Next, we assume that T ′ = T1(k). Since u 6∈ S
′, we have u = xi for some i ∈ [k]. If
i ∈ {1, k}, then T = T2(k + 1) ∈ T , which is a contradiction. Hence, 2 ≤ i ≤ k − 1. Using
Lemma 8, we obtain the contradiction w(T,S\{yi})(yi) ≥ 4 ·
1
4
.
Next, we assume that T ′ = T2(k). By Lemma 8, we have S
′ = {a, y1, . . . , yk}. Since
u 6∈ S ′, we have u = xi for some i ∈ [k], which implies the contradiction w(T,S\{yi})(yi) ≥
w(T,{w,w′})(yi) + w(T,{a,y1,...,yi−1})(yi) = 2 ·
1
4
+
(
1
4
+ · · ·+ 1
2i
+ 1
2i
)
= 1.
Next, we assume that T ′ = T3(k). By Lemma 8, we have S
′ = {b, d, y1, . . . , yk}. Since u 6∈ S
′,
we have u ∈ {a, c} or u = xi for some i ∈ [k]. In the former case, w(T,{d,w,w′})(b) = 1, and in the
latter case, w(T,S\{b})(b) ≥ w(T,{d,w,w′})(b) + w(T,{y1,...,yi})(b) =
1
2
+ 2 · 1
2i+2
+
(
1
4
+ · · ·+ 1
2i+1
)
= 1.
Next, we assume that T ′ = T4(k) for some k ≥ 3. By Lemma 8, we have S
′ = {b, y1, . . . , yk}.
Since u 6∈ S ′, we have u ∈ {a, x1} or u = xi for some i ∈ {2, . . . , k}. If u = a, then w(T,S\{b})(b) ≥
w(T,{w,w′,y1,y2,y3})(b) = 3 ·
1
4
+ 2 · 1
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= 1. Similarly, if u = x1, then w(T,S\{y1})(y1) ≥ 1. Finally, if
u = xi for some i ≥ 2, then w(T,S\{yi})(yi) ≥ w(T,{w,w′,b})(yi) + w(T,{y1,...,yi−1})(yi) = 2 ·
1
4
+ 1
2i
+(
1
4
+ · · ·+ 1
2i
)
= 1.
Finally, we assume that T ′ = T5(k). By Lemma 8, we have S
′ = {b, d, b′, d′, y1, . . . , yk}.
Since u 6∈ S ′, we have u ∈ {a, c, a′, c′} or u = xi for some i ∈ {1, . . . , k}. If u ∈ {a, c}, then
w(T,S\{b})(b) ≥ w(T,{d,w,w′})(b) = 1, if u ∈ {a
′, c′}, then w(T,S\{b′})(b
′) ≥ 1, and if u = xi, then
w(T,S\{b})(b) ≥ w(T,{d,w,w′})(b) + w(T,{y1,...,yi})(b) =
1
2
+ 2 · 1
2i+2
+
(
1
4
+ · · ·+ 1
2i+1
)
= 1, which
completes the proof in this case.
Case 3 dT (v) = 2.
Let NT (v) = {u, w}. As before, we obtain that α(T ) ≥ α(T
′)+1 and αe(T ) ≤ αe(T
′)+1, which
implies α(T ) ≥ α(T ′) + 1 ≥ αe(T
′) + 1 ≥ αe(T ) = α(T ). Again, equality holds throughout
this inequality chain, and we obtain that α(T ′) = αe(T
′), αe(T ) = αe(T
′) + 1, T ′ ∈ T , and
S ′ = S \ {v, w} is a maximum exponential independent set of T ′. Clearly, we may assume that
S ∩ {v, w} = {w}.
First, we assume that T ′ = P8 = dcbaa
′b′c′d′. By Lemma 8, we have S ′ = {b, d, b′, d′}. In
each case, either w(T,S\{b})(b) ≥ 1 or w(T,S\{b′})(b
′) ≥ 1.
Next, we assume that T ′ = T1(k). If u ∈ {x1, xk}, then T = T1(k + 1) ∈ T . If u ∈ {y1, yk},
then either k = 1 and T = P4 ∈ T , or k ≥ 2 and T = T3(k − 1) ∈ T . If u ∈ {x2, xk−1},
then T = T4(k) ∈ T . If u = yi for some i ∈ {2, . . . , k − 1}, then, by Lemma 8, yi ∈ S
′ and
w(T,S\{yi})(yi) ≥ w(T,{w,yi−1,yi+1})(yi) = 1. Finally, if u = xi for some i ∈ {3, . . . , k − 2}, then, by
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Lemma 8, yi ∈ S
′ and w(T,S\{yi})(yi) ≥ w(T,{w,yi−1,yi+1,yi−2,yi+2})(yi) = 1.
Next, we assume that T ′ = T2(k). If u ∈ {a, y1, . . . , yk}, then, by Lemma 8, w(T,S\{u})(u) =
1
2
+ w(T,S′\{u})(u) ≥
1
2
+ 1
2
= 1. If u = xk, then T = T2(k + 1) ∈ T . Finally, if u = xi for some
i ∈ [k−1], then, by Lemma 8, yi ∈ S
′ and w(T,S\{yi})(yi) ≥ w(T,{w,yi+1})(yi)+w(T,{b,y1,...,yi−1})(yi) =
2 · 1
4
+
(
1
4
+ · · ·+ 1
2i
+ 1
2i
)
= 1.
Next, we assume that T ′ = T3(k). If u ∈ {a, b, c, d}, then, by Lemma 8, w(T,S\{b})(b) ≥
w(T,{w})(b) + w(T,{d,y1})(b) ≥ 1. If u = xk, then T = T3(k + 1) ∈ T . If u = yk, then either
k = 1 and T = P8 ∈ T , or k ≥ 2 and T = T5(k − 1) ∈ T . If u = yi for some i ∈ [k − 1],
then yi ∈ S
′ and w(T,S\{yi})(yi) ≥
1
2
+ 2 · 1
4
= 1. Finally, if u = xi for some i ∈ [k − 1], then
w(T,S\{b})(b) ≥ w(T,{d,w})(b) + w(T,{y1,...,yi+1})(b) =
1
2
+ 1
2i+2
+
(
1
4
+ · · ·+ 1
2i+2
)
= 1.
Next, we assume that T ′ = T4(k) for some k ≥ 3. If u ∈ {b, y1, . . . , yk}, then, by Lemma 8,
u ∈ S ′ and w(T,S\{u})(u) =
1
2
+w(T,S′\{u})(u) ≥
1
2
+ 1
2
= 1. If u = x1 and k = 3, then T = T4(4) ∈
T . If u = x1 and k ≥ 4, then w(T,S\{y2})(y2) ≥ w(T,{b,w,y1,y3,y4})(y2) = 3 ·
1
4
+ 2 · 1
8
= 1. If u = a,
we obtain similar contradictions. If u = xk, then T = T4(k+1) ∈ T . Finally, if u = xi for some
i ∈ {2, . . . , k − 1}, then yi ∈ S
′ and w(T,S\{yi})(yi) ≥ w(T,{yi+1,w})(yi) + w(T,{b,y1,...,yi−1,w})(yi) =
2 · 1
4
+
(
1
4
+ · · ·+ 1
2i
+ 1
2i
)
= 1.
Finally, we assume that T ′ = T5(k). If u ∈ {b, d, b
′, d′, y1, . . . , yk}, then, by Lemma 8,
u ∈ S ′ and w(T,S\{u})(u) =
1
2
+ w(T,S′\{u})(u) ≥
1
2
+ 1
2
= 1. If u ∈ {a, c}, then w(T,S\{b})(b) ≥
w(T,{d,w,y1})(b) = 1. If u ∈ {a
′, c′}, we obtain a similar contradiction. Finally, if u = xi for
some i ∈ [k], then w(T,S\{b})(b) ≥ w(T,{w,d})(b) + w(T,{yj :1≤j≤min{i+1,k}}∪{b′})(b) =
1
2
+ 1
2i+2
+(
1
4
+ · · ·+ 1
2i+2
)
= 1, which completes the proof. ✷
3 Conclusion
Our results motivate several open problems. It seems interesting to characterize all extremal
graphs for Theorem 2. In view of Theorem 5, one can study upper bounds for graphs of larger
minimum degree. As stated before Theorem 6, we conjecture that αe(G) grows faster than
log2(n(G)) for cubic graphs. Can the graphs G with αe(G) = α(G) be recognized efficiently?
Are there hardness results concerning αe(G), and efficient algorithms for restricted graphs
classes such as trees?
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