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Abstract
We obtain new explicit formulas for the recurrence coefficients of the q-orthogo-
nal polynomial sequences in the extended q-Hahn class introduced in our previous
paper [9]. Our new formulas express the recurrence coefficients as rational func-
tions of qk with numerators and denominators that are completely factored and
whose zeroes and poles depend on only four parameters. By direct substitution of
particular values for the four parameters we obtain all the polynomial sequences
in the q-Askey scheme, including the Askey-Wilson and the Racah polynomials.
We also obtain some families of sequences that are not mentioned in the book [3],
which is the standard reference for the q-Askey scheme.
AMS classification: 33C45, 33D45.
Keywords: q-orthogonal polynomials, Hahn’s classes, recurrence coefficients,
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1 Introduction
Sequences of orthogonal polynomials that satisfy q-difference equations have been stud-
ied for a long time. Several classes of such sequences have been studied using diverse
approaches. The classes of orthogonal sequences such that their derivatives, differences,
or q-differences are also orthogonal are called Hahn classes, see [2]. There are numerous
recent papers that deal with diverse aspects of classes of q-orthogonal polynomials, for
example, [1], [4], [5], [6], and [7].
In the present paper, we extend some of the results obtained in our previous papers
[8] and [9] about characterizations and explicit formulas for the recurrence coefficients of
all the classical discrete orthogonal and q-orthogonal polynomial sequences. We present
new explicit formulas for the recurrence coefficients of all the q-orthogonal polynomial
sequences in a class that extends the q-Hahn class and contains all the sequences in the q-
Askey scheme which are listed in the book [3]. We also find some families of q-orthogonal
sequences that are not mentioned in [3] and may be new.
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Our new formulas express the recurrence coefficients as rational functions of qk whose
numerators and denominators are written as products of degree one polynomials in qk.
If {pk}k>0 is a sequence of monic orthogonal polynomials we write the corresponding
3-term recurrence relation in the form
αkpk−1(x) + βkpk(x) + pk+1(x) = xpk(x), k > 1,
and define the sums σk = β0 + β1 + . . . + βk, for k > 0. We show that {pk}k>0 is
in the extended q-Hahn class if the sequence αk satisfies equation (4.3) and σk satisfies
either (4.4) of (4.8). Such equations give the coefficients in terms of four parameters that
determine the zeroes and poles of αk as a rational function of q
k. By direct substitution of
suitable values of the parameters we obtain the recurrence coefficients of all the sequences
in the q-Askey scheme and many others that may be new. For the discrete orthogonal
polynomials we have obtained analogous results that will appear elsewhere.
Regarding the q-difference equations satisfied by the elements of the extended q-
Hahn class, we found in [9] that, modulo a tridiagonal change of basis in the space of
polynomials, they are the usual second order equations satisfied by the elements of the
classical q-Hahn class.
2 Preliminary material
We present next some definitions and basic properties of lower semi-matrices and matri-
ces of orthogonal polynomial sequences that will be used in the rest of the paper. For a
more detailed account of the theory see [8].
We consider matrices A = [aj,k] over the complex numbers where the indices run over
the nonnegative integers. We say that A is a lower semi-matrix if there is an integer
m such that aj,k = 0 whenever j − k < m. We denote by L the set of all lower semi-
matrices. The entry aj,k lies in the diagonal of index n, (also called the n-th diagonal),
if j − k = n. Therefore, if m > n then the m-th diagonal lies below (to the left of) the
n-th diagonal. A nonzero element of L is a diagonal matrix if all of its nonzero elements
lie in a single diagonal. Given a nonzero A in L let m be the minimum integer such that
A has at least one nonzero entry in the m-th diagonal, then we say that A has index m
and write ind(A) = m. We define the index of the zero matrix to be infinity.
It is clear that the space L is a complex vector space with the natural addition of
matrices and multiplication by scalars. It is also closed under matrix multiplication, and
if A and B are in L, with ind(A) = m and ind(B) = n. Then the product C = AB is a
well defined element of L and ind(AB) > m+ n. A nonzero A ∈ L of index m is called
monic if all of its entries in the m-th diagonal are equal to one.
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If A ∈ L then a sufficient (but not necessary) condition for A to have a two-sided
inverse is that ind(A) = 0 and ak,k 6= 0 for k > 0. We denote by G the set of all
matrices that satisfy such condition. It is easy to see that G is a group under matrix
multiplication. The unit is the identity matrix I whose entries on the 0-th diagonal are
equal to 1 and all other entries are zero.
A matrix A is banded if there exists a pair of integers (n,m) such that n 6 m and all
the nonzero entries of A lie between the diagonals of indices n and m. In such case we
say that A is (n,m)-banded. The set of banded matrices is closed under addition and
multiplication, but a banded matrix may have an inverse that is not banded. We denote
by T the set of (−1, 1)-banded matrices whose entries in the diagonals of indices 1 and
-1 are all nonzero.
A sequence {pk}k>0 of polynomials in C[x] such that deg(pk(x)− x
k) < k, for k > 0,
is said to be a monic polynomial sequence. A basis U = {uk(x), k > 0} of C[x] such
that {uk}k>0 is a monic polynomial sequence is called triangular basis. We express the
polynomials pk of a monic sequence in the form
pk(x) =
k∑
j=0
ak,juj(x), ak,k = 1, k > 0,
where U is a triangular basis. Then we use the coefficients ak,j to form the matrix
A = [ak,j], called the matrix associated with the sequence {pk}k>0 with respect to the
basis U . Note that A is a monic element of the group G.
A polynomial sequence {pk}k>0 is orthogonal with respect to a linear functional µ if
and only if
µ(pkpn) = γkδk,n, k, n ∈ N, (2.1)
where the γk are nonzero real or complex constants. It is well-known that an orthogonal
polynomial sequence satisfies a three-term recurrence relation of the form
αkpk−1(x) + βkpk(x) + pk+1(x) = xpk(x), k > 1. (2.2)
Such recurrence relation is equivalent to the matrix equation LA = AX , where
L =


β0 1 0 0 . . .
α1 β1 1 0 . . .
0 α2 β2 1 . . .
...
...
...
...
. . .

 , (2.3)
and X is the matrix representation with respect to the basis U of the multiplication map
on C[x] that sends f(x) to xf(x). Note that L is in T .
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If A is the associated matrix of a monic orthogonal polynomial sequence {pk}k>0
with respect to some triangular basis, we say that A is a (monic) matrix of orthogonal
polynomials (abbreviated to MOP).
3 The extended Hahn’s class of q-orthogonal poly-
nomial sequences
In our previous paper [9] we defined the extended Hahn class of q-orthogonal polynomial
sequences and we found explicit formulas for the recurrence coefficients of all of its
elements using the initial coefficients α1, β0, β1, β2 and t. We include here the definitions
and results from [9] that we need in this paper.
Let q be a nonzero complex number that is not a root of 1. Define the q-difference
operator
Dqp(x) =
p(qx)− p(x)
qx− x
, p ∈ C[x], (3.1)
and the q numbers
[k] =
qk − 1
q − 1
, k ∈ Z. (3.2)
Note that [k] = 1 + q + q2 + · · ·+ qk−1 if k > 1 and that Dqx
k = [k]xk−1 for k > 0.
The matrix representation of Dq with respect to the basis of monomials {x
n}n>0,
which we denote by Dq, is given by (Dq)k+1,k = [k + 1] for k > 0, and all other entries
are zero. Let X be the matrix representation of the multiplication operator that sends
p(x) to x p(x) with respect to the same basis of monomials. Then we have
Dq =


0 0 0 0 . . .
[1] 0 0 0 . . .
0 [2] 0 0 . . .
0 0 [3] 0 . . .
...
...
...
. . .
. . .


, X =


0 1 0 0 0 . . .
0 0 1 0 0 . . .
0 0 0 1 0 . . .
0 0 0 0 1 . . .
...
...
...
...
. . .
. . .


. (3.3)
The matrices Dq and X satisfy the identity
XDq − qDqX = I. (3.4)
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The matrix
Dˆq =


0 1 0 0 . . .
0 0 1/[2] 0 . . .
0 0 0 1/[3] . . .
0 0 0 0
. . .
...
...
...
...
. . .


, (3.5)
is a left-inverse of Dq, that is DˆqDq = I.
The Hahn’s class Jq of Dq is by definition the set of all MOPs A such that A˜ = DˆqADq
is also a MOP.
Let A be an element of Jq and let L andM be the elements of T such that LA = AX
and MA˜ = A˜X . Then M = A˜A−1LAA˜−1. Let U = AA˜−1. Note that LU = UM . Using
the identity (3.4) it is easy to obtain U = LDq − qDqM. Combining these equations we
get
L2Dq − (q + 1)LDqM + qDqM
2 = 0. (3.6)
We define the extended Hahn’s class of Dq, denoted by Jq,+, as the set of all MOPs
A such that its matrix L ∈ T of recurrence coefficients satisfies the quadratic matrix
equation
L2Dq − (q + 1)LDqM + qDqM
2 = tDq, (3.7)
for some M ∈ T and some complex number t.
Let
L =


β0 1 0 0 . . .
α1 β1 1 0 . . .
0 α2 β2 1 . . .
...
...
...
...
. . .

 , M =


β˜0 1 0 0 . . .
α˜1 β˜1 1 0 . . .
0 α˜2 β˜2 1 . . .
...
...
...
...
. . .

 . (3.8)
Let σk = β0+β1+ · · ·+βk and σ˜k = β˜0+ β˜1+ · · ·+ β˜k for k > 0. We write the coefficients
βk and β˜k in terms of the σk and σ˜k and then we solve the scalar equations obtained by
comparing corresponding entries in both sides of (3.7). We obtain first
σ˜k =
[k + 1]
[k + 2]
σk+1, k > 0, (3.9)
and
α˜k =
[k]g(k + 1)
q [k + 1]g(k)
αk+1, k > 1, (3.10)
where the function g is defined by
g(k) = [k − 2]c0 + c1, k > 0, (3.11)
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and the constants c0 and c1 are defined by
c0 = [3](qσ0 − σ1) + σ2, c1 = [3](σ0 + σ1 − σ2). (3.12)
From the rest of the scalar equations obtained from (3.7), we obtain
σk =
[k + 1]([k]q−1c2 + σ0g(1))
g(2k + 1)
, k > 0, (3.13)
and, for k > 1
αk =
q [k] g(k − 1)
g(2k)g(2k − 2)
(
qk−2g(2)α1 + [k − 1]g(k)W (k)
)
, (3.14)
where
W (k) =
qk−3((qk−1 + 1)σ0c0 − c2)((σ0c0 − c2)q
k−2 + σ0(c0 − (q − 1)c1))
g(2k − 1)2
− t,
and the auxiliary constant c2 is defined by
c2 = [4]σ0σ2 − [3]σ0σ1 − q
2σ1σ2. (3.15)
Note that the sequence σk is independent of t and that αk is a rational function of
qk with numerator and denominator of degree less than or equal to 8. Both sequences,
σk and αk, are completely determined by the parameters α1, β0, β1, β2, and t.
The expression for αk is obtained by using Maple to compute αk for k = 2, 3, . . . , 10
and then using polynomial interpolation to find the numerator in (3.14) as a function
of qk. Formula (3.14) is a minor modification of the corresponding formula in [9] due to
a change in the definition of the auxiliary constants. It is easy to obtain the limits of
σk and αk as q goes to 1. The resulting expressions coincide with the formulas for the
recurrence coefficients of the classical orthogonal polynomial sequences obtained in [8].
Some additional properties of the elements of the extended q-Hahn class can be found
in [9].
4 Zeroes and poles of the recurrence coefficients
In this section we obtain formulas for the coefficients σk and αk in which the numerators
and denominators are completely factorized as products of polynomials of degree one in
qk. We also obtain some properties of the zeroes and poles of the sequence αk.
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Theorem 4.1 Let y, d1, d2, d3 be complex numbers. Define the rational functions
Z(x) =
(x− 1)(x− y)
(x2 − qy)(x2 − y)2(qx2 − y)
3∏
j=1
((x− dj)(djx− y)), (4.1)
and
V (x) =
(qx− 1)(k1qx− k2)
(q − 1)(q2x2 − y)
, (4.2)
where the constants k1 an k2 are defined by
k1 = y + d1d2 + d1d3 + d2d3, k2 = y(d1 + d2 + d3) + d1d2d3.
Suppose that V (1) 6= 0 and Z(qk) 6= 0 for k > 1. Define the sequences
αk =
α1Z(q
k)
Z(q)
, k > 1, (4.3)
and
σk =
σ0V (q
k)
V (1)
, k > 0, (4.4)
where α1 is a nonzero number and σ0 is defined by
σ20 =
α1V (1)
2
Z(q)
. (4.5)
Let L be the matrix determined by the sequences αk and σk as in (3.8), with βk = σk−σk−1
and let A be the unique matrix in G that satisfies LA = AX. Then A is an element of
the extended q-Hahn class Jq,+ that satisfies (3.7) with
t = −
α1(q − 1)
2d1d2d3
q2Z(q)
, (4.6)
and M defined by equations (3.8), (3.9) and (3.10).
The proof of this theorem is a straightforward computation that verifies that the
quadratic matrix equation (3.7) is satisfied. This is easily done using Maple. We will
explain how we found the functions Z(x) and V (x) later. Observe that the parameters
d1, d2, d3 play a symmetric role in the construction of the recurrence coefficients.
In order to simplify the notation from now on we write y = p2 and q = r2, that is ±p
are the square roots of y and ±r are the square roots of q.
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From (4.1) we see that the roots of Z(x) are 1, p2, d1, d2, d3, p
2/d1, p
2/d2, p
2/d3, and
its poles are p,−p, p,−p, pr,−pr, p/r,−p/r. Observe that if p 6= 0 then the set of zeroes
and the multi-set of poles of Z(x) are invariant under the map that sends z to p2/z
for z in the extended complex plane. Because of this fact, if p, d1, d2, d3 satisfy some
conditions then the sequence σk of the previous theorem can be replaced by a different
sequence σˆk and the matrix associated with αk and σˆk is also a MOP that belongs to
the extended q-Hahn class. This is expressed in detail in the following theorem.
Theorem 4.2 With the definitions and notation of the previous theorem, suppose now
that p, d1, d2, d3 satisfy p 6= 0 and k2q − yk1 6= 0. Define
Va(x) =
(qx− 1)(k2qx− yk1)
(q − 1)(q2x2 − y)
, (4.7)
and
σˆk =
σˆ0Va(q
k)
Va(1)
, k > 0, (4.8)
where
σˆ20 =
α1Va(1)
2
yZ(q)
. (4.9)
Then the MOP Aˆ determined by the recurrence coefficients αk and σˆk is in the extended
q-Hahn class Jq,+ and satisfies (3.7) with t defined by (4.6). Furthermore, σˆk coincides
with σk if and only if p = ±dj for some j such that 1 6 j 6 3.
The proof is a direct verification of equation (3.7), as in the previous theorem.
From Theorem 4.2 we see that, in many cases, for each (y, d1, d2, d3) there are two non-
equivalent q-orthogonal polynomial sequences that correspond to two distinct matrices
in Jq,+.
The degrees of the numerator and the denominator of the function Z(x) depend on
how the multisets of zeroes and poles are related to each other and also on whether
some of the parameters (y, d1, d2, d3) are equal to zero. We will write deg(Z) = (n,m)
if n is the degree of the numerator and m is the degree of the denominator. It is clear
that n and m can take values between 0 and 8, but not all pairs are possible because
cancellation of zeroes and poles occurs by pairs. Let us note that αk is a rational function
of qk which has the same degrees of the numerator and denominator as Z(x).
If f is a function of q we define the q-reversed function Rq(f) by Rq(f)(q) = f(1/q).
The map Rq can be used to transform matrices. The following proposition clearly holds.
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Proposition 4.1 Suppose that A is the element of Jq,+ that corresponds to the sequences
αk and σk and the parameters σ0 and t, defined as in Theorem 4.1. Then the matrix
Rq(A) that corresponds to the sequences Rq(αk) and Rq(σk) and the parameters Rq(σ0)
and Rq(t) is also an element of Jq,+.
Note that deg(Rq(αk)) is in general not equal to deg(αk).
It is easy to verify that if y = 1 then αk and t are invariant under Rq and Rq(σk) = σˆk,
and Rq(σ
2
0) = σˆ
2
0 .
Now we present a brief description of the procedure used to obtain the factored
formula (4.3) for the sequence αk from (3.14). We replace first q
k with x in (3.14). The
factors [k] and g(k−1) yield polynomials of degree one in x. The first one gives x−1 and
the second one x − y, where y is expressed in terms of the constants c0 and c1 defined
in (3.12). The denominator of (3.14) is already factored and its roots are expressed
in terms of y. The remaining factor in the numerator is a polynomial of degree six.
Suppose that c0 6= 0 and write t = wα1, c3 = uc1 and σ
2
0 = vα1. These substitutions
give us a polynomial in x of degree six that we call F (x). Now solve F (d1) = 0 for
the parameter w and substitute the result in F (x). This gives us a new polynomial
that factors as (x− d1)(d1x− y)F1(x) where F1 is a polynomial of degree four in x that
depends also on v and u. Then we solve F1(d2) = 0 for v and substitute the result
in F1. We get a polynomial that factors as (x − d2)(d2x − y)F2(x), where F2(x) is a
quadratic polynomial that factors as F2(x) = G1(x)G2(x). Solving G1(d3) = 0 for u we
obtain a solution u1 that depends on y, d1, d2, d3. Substitution of u = u1 in F2 gives
F2(x) = K(x − d3)(d3x − y) and this completes the factorization of F (x). If instead of
solving G1(d3) = 0 for u we solve G2(d3) = 0 for u we obtain a different solution u2.
This is what produces two possible different formulas for σk. Observe that what makes
possible the symbolic factorization of F (x) is that its roots appear by pairs, dj and y/dj.
For the case c0 = 0 we found that the formulas of Theorem 4.1 also hold. For that
case the parameters y, d1, d2, d3 must satisfy certain relation.
5 The extended q-Hahn class and the q-Askey scheme
In this section we show how to obtain some elements of the q-Askey scheme using our
general representation of the elements of the extended q-Hahn class in terms of the
parameters y, d1, d2, d3 and the arbitrary nonzero scaling parameter α1. We have verified
that all the examples in [3, Chapter 14] can be obtained in such way. Recall that
σk = β0 + β1 + · · ·+ βk for k > 0.
The recurrence coefficients for the monic Askey-Wilson polynomials ([3, 14.1.5]) are
obtained by taking
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y =
abcd
q2
, d1 =
bc
q
, d2 =
cd
q
, d3 =
bd
q
. (5.1)
These equations can be solved for the Askey-Wilson parameters. We obtain
a = y
√
q
d1d2d3
, b =
√
qd1d3
d2
, c =
√
qd1d2
d3
, d =
√
qd2d3
d1
. (5.2)
If some dj = 0 then the Askey-Wilson parameters are not defined.
For the monic q-Racah polynomials the recurrence coefficients ([3, 14.2.4]) are ob-
tained with
y =
1
αβ
, d1 =
1
α
, d2 =
1
γ
, d3 =
δ
α
. (5.3)
For the Askey-Wilson and the q-Racah polynomials we have deg(αk) = (8, 8).
Recall that q = r2 and y = p2. Taking y = 1, d1 = −1, d2 = r, d3 = −r we
obtain the constant sequences of coefficients αk = α1, and σk = σ0 with σ
2
0 = α1 and
t = −α1(q − 1)
2/q. Taking y = q, d1 = r, d2 = −r, d3 = −1 we obtain αk = α1/2 for
k > 2 and σk = 0 for k > 0, with t = −α1(q − 1)
2/2q. These two examples show that
there are sequences with deg(αk) = (0, 0) in the extended q-Hahn class.
In the case y = 1 and d1, d2, d3 arbitrary we obtain deg(αk) = (6, 6) and the reversed
sequence also has degrees (6,6). This family of recurrence coefficients is not mentioned
in [3] and therefore it may be new. In fact, none of the 32 examples in [3, Chapter 14]
has deg(αk) = (6, 6).
If we take y = 1, d1 = −1 and d2, d3 arbitrary, we obtain a family of sequences with
deg(αk) = (4, 4) and such that the reversed sequence has also degrees (4,4). This family
is also possibly new. The element of this family that has d2 = d3 = 1 gives us
αk =
[3]α1[k]
4
[2k + 1][2k − 1]
, σk = 0, t = −
[3]α1
q
. (5.4)
Another interesting example is obtained when y = 1, d1 = d2 = d3 = 0. For this case
we have
αk =
[3](q + 1)2q3(k−1)α1
[2k + 1][2k − 1](qk + 1)2
, σk =
qk(q + 1)σ0
qk+1 + 1
, σ20 = −[3]α1, t = 0, (5.5)
and Rq(αk) = αk, Rq(σk) = q
kσk, and Rq(σ
2
0) = σ
2
0/q
2. Since t = 0 the corresponding
MOPS A and Rq(A) are in the q-Hahn class. Observe that deg(αk) = (3, 6) and if α1 > 0
and q > 0 then σ20 must be negative.
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The map q → q−1 induces a pairing of matrices of recurrence coeficients. In order to
deal with this pairing, and with the zeroes and poles at infinity of the rational functions
Z and V , it is convenient to introduce the following definitions.
Z∗(x) = Rq(Z(1/x)) =
q2(x− 1)(yx− 1)
(yx2 − q)(yx2 − 1)2(yqx2 − 1)
3∏
j=1
((yx− dj)(djx− 1)), (5.6)
V ∗(x) = Rq(V (1/x)) =
q(qx− 1)(k2qx− k1)
(q − 1)(yq2x2 − 1)
, (5.7)
V ∗a (x) = Rq(Va(1/x)) =
q(qx− 1)(yk1qx− k2)
(q − 1)(yq2x2 − 1)
, (5.8)
(σ∗0)
2 =
α1V
∗(1)2
Z∗(q)
, (5.9)
and
(σˆ∗0)
2 =
α1V
∗
a (1)
2
yZ∗(q)
. (5.10)
It is easy to verify that
α∗k = Rq(αk) =
α1Z
∗(qk)
Z∗(q)
, k > 1, (5.11)
σ∗k = Rq(σk) =
σ∗0V
∗(qk)
V ∗(1)
, k > 0, (5.12)
σˆ∗k = Rq(σˆk) =
σˆ∗0V
∗
a (q
k)
V ∗a (1)
, k > 0, (5.13)
and
t∗ = Rq(t) =
−α1d1d2d3(q − 1)
2
Z∗(q)
. (5.14)
These last four formulas allow us to compute in a simple way the recurrence coefficients
when some of the parameters p, d1, d2, d3, or their reciprocals, are equal to zero. There is
no need to deal with limits. For example, if we take p = 0, d[2] = d[3] = 0 and d[1] = 1/v
in (5.11) and (5.12) and then we put v = 0 we obtain the recurrence coefficients of the
discrete q-Hermite polynomials.
There are cases in which the relation between σ0 and α1 determined in equations
(4.5) and (4.9) is not a necessary condition and thus σ0 becomes an arbitrary parameter.
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6 Final remarks
In this paper we have only considered properties of the elements of the extended q-Hahn
class that are directly related with the recurrence coefficients. There are many other
properties, such as the generating functions, weight functions, Rodrigues formulas, and
q-difference equations that we have not studied yet.
In [9] we proved that the elements of the extended q-Hahn class, expressed in terms
of certain polynomial basis, satisfy a second order q-difference equation of Bochner type.
We also found explicit formulas for the coefficients of the q-difference operator. One
important topic is the study of the connections between the theory of q-difference oper-
ators on lattices and the tridiagonal matrices of change of bases that map the extended
q-Hahn class into the classical q-Hahn class, or equivalently, that transform the classical
q-difference operators into operators that, in some cases, may be interpreted as difference
operators on lattices.
For the extended Hahn class of discrete orthogonal polynomials we have obtained
results, analogous to the ones reported here, that will appear elsewhere.
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