Abstract: Hydration free energy (HFE) is generally used for evaluating molecular solubility, which is an important property for pharmaceutical and chemical engineering processes. Accurately predicting HFE is also recognized as one fundamental capability of molecular mechanics force field. Here, we present a systematic investigation on HFE calculations with AMOEBA polarizable force field at various parameterization and simulation conditions. The HFEs of seven small organic molecules have been obtained alchemically using the Bennett Acceptance Ratio method. We have compared two approaches to derive the atomic multipoles from quantum mechanical calculations: one directly from the new distributed multipole analysis and the other involving fitting to the electrostatic potential around the molecules. Wave functions solved at the MP2 level with four basis sets (6-311G*, 6-31111G(2d,2p), cc-pVTZ, and aug-cc-pVTZ) are used to derive the atomic multipoles. HFEs from all four basis sets show a reasonable agreement with experimental data (root mean square error 0.63 kcal/mol for aug-cc-pVTZ). We conclude that aug-cc-pVTZ gives the best performance when used with AMOEBA, and 6-31111G(2d,2p) is comparable but more efficient for larger systems. The results suggest that the inclusion of diffuse basis functions is important for capturing intermolecular interactions. The effect of long-range correction to van der Waals interaction on the hydration free energies is about 0.1 kcal/mol when the cutoff is 12Å , and increases linearly with the number of atoms in the solute/ligand. In addition, we also discussed the results from a hybrid approach that combines polarizable solute with fixed-charge water in the HFE calculation. 
Introduction
Hydration of small molecules is an important phenomenon in many chemical and biochemical processes. The ability to accurately calculate the hydration free energy (HFE) is critical in the force field development and the application of molecular modeling to molecular design and drug discovery. For example, HFE is one of the components in determining the binding affinity of a ligand to its receptor. 1 Since HFE is a sensitive measure of the interaction between a solute and water, it has been commonly used to assess the accuracy of physical models, such as the quality of partial charges and implicit solvent models, by comparing with the experimental hydration free energies of a wide range of organic molecules. [2] [3] [4] [5] [6] Solvent effects can be computationally investigated with implicit and explicit methods. 7 The implicit solvent approaches including Poisson Boltzmann and generalized born methods. Studies with implicit models usually focus on the evaluation of charge parameters, 6 and improvement of the polar/nonpolar solvation models. [7] [8] [9] [10] [11] Although implicit-solvent methods are computationally efficient, there are still notable limitations. The continuum approximation ignores finite size effect of water as well as tightly bound individual water molecules. 12 It is unable to distinguish positively and negatively charged molecules of the same size 13 unless they are specially treated. 14 Extensive parameterizations against experimental data and explicit-solvent simulations are necessary. 8, 9, 15 The alternative in treating solvent is through explicit representation of solvent molecules. With recent computational and methodological advancement, alchemical approaches such as thermodynamic integration (TI) 16 ,17 and free energy perturbation 18, 19 are increasingly used to compute precise hydration free energies of amino acid side chain analogs and small molecules in explicit solvent. 4, 5, 7, [20] [21] [22] [23] In recent studies that cover a wide range of organic molecules, 4, 5, 19 the reported root mean square error (RMSE) of predicted hydration free energies from experimental values is slightly over 1 kcal/mol using fixed-charge models, which is somewhat similar to that using implicit solvent approach. 6 It was suggested that treatment of polar and polyfunctional molecules need to be improved. 4 HFE calculations have also been utilized in the parameterization of a Drude oscillator based polarizable force field. 24 In an effort to develop accurate atomic force field for molecular interactions, polarizable multipole has been introduced in AMOEBA to account for atomic charge distribution. While it is the advantage of a polarizable force field that the charge distribution can be derived from high-level gas-phase QM calculations of model compounds, there are various approaches available to obtain the atomic multipole expansion, such as distributed multipole analysis (DMA), 25, 26 atoms-in-molecules, 27 cumulative atomic multipole moments, 28, 29 and electrostatic potential (ESP) fitting. 30 Previously we have shown that DMA derived multipoles perform well in modeling both the intermolecular and intramolecular electrostatic interactions. 31 In the original DMA, the multipole moments of the associated charge distribution are represented by a multipole expansion at a set of atoms (or selected sites). This procedure is exact and efficient, and gives an excellent representation of the molecular charge distribution with up to quadrupole moments at each atom. 26 For large basis sets with diffuse functions, however, DMA yields seemingly ''unphysical'' atomic multipoles. In addition, the multipole values vary significantly with the size of the basis sets used. 32 Recently, a modified DMA procedure 32 was proposed to overcome these problems by using numerical quadrature for the diffuse functions. While the new DMA produces atomic multipoles converge with improved basis-sets, the magnitudes of monopole, dipole, and quadrupoles seem very different from those given by original DMA. At very short range, such as hydrogen-bonding distance, the different distribution of multipoles will lead to different interaction energies, even though the molecular moments are always well reproduced.
In this work, we applied a polarizable multipole-based electrostatic model to calculate hydration free energies of small ligands. The main purpose is to systematically investigate different approaches for derivation of atomic multipoles and the effect of basis sets on the HFE. Beside the new DMA procedure, we evaluated an alternative approach to deal with the diffuse function issue in the original DMA: the atomic multipoles are derived from the original DMA with small basis set and then optimized by fitting to the ESP around the molecule. In addition, we examined the treatment of long-range correction (LRC) to vdW interactions with finite cutoffs in the HFE calculations. Finally, we explored the possibility of combining solutes with polarizable multipoles and solvent calculated through traditional molecular mechanics (PM/MM) in a hybrid model.
Computational Methods

Molecular Systems
The free energy of hydration was computed using molecular dynamics and Bennett Acceptance Ratio (BAR) method. Seven organic compounds were investigated: ethylbenzene, p-cresol, isopropanol, imidazole, methylethylsulfide, acetic acid, and ethanol. This set of molecules represents the common chemical functional groups in bimolecular systems and drug-like compounds, including alkyl, benzyl, phenol, hydroxyl, imidazole, carboxyl, and sulfide groups. The solvent was modeled using both the AMOEBA 33 polarizable water and a TIP3P-like fixed-charge water model that we developed here to use with polarizable solutes.
The Polarizable Multipole Force Field
The molecular dynamics simulations for various systems have been performed using AMOEBA polarizable force field. 31, [33] [34] [35] [36] [37] In AMOEBA force field, each atom possesses permanent charge, dipole, and quadrupole moments. Moreover, the electronic polarization effects are included, using a self-consistent dipole induction procedure. 31 Repulsion-dispersion interactions between pairs of nonbonded atoms are represented by a buffered 14-7 potential. 38 Parameters for all the organic compounds were taken from the AMOEBA force field for small molecules (available in TINKER 5.1 molecular modeling package 39 ), except atomic multipoles, which have been varied in this study. New atomic multipole parameters of these molecules were derived from ab initio calculations with different basis sets using the GDMA program. 40 Early version of GDMA (v1.x) offers the original DMA, whereas the latest GDMA (v2.2) now implements the modified DMA to address diffuse function and basis set dependence issues. In GMDA v2.2, by setting ''Switch 0'' and ''Radius H 0.65,'' one can also access the original DMA procedure. The default behavior is to set ''Switch 4,'' which invokes the modified DMA protocol. The structure of each molecule was optimized quantum mechanically at the level of HF/6-31G* using Gaussian 03. 41 Single point calculations were subsequently performed on the optimized geometry using MP2 method with four basis sets: (i) 6-311G**, (ii) 6-31111G(2d,2p), (iii) cc-pVTZ, and (iv) aug-cc-pVTZ, for comparison.
We tested two procedures to obtain the atomic multipoles for each basis set. One is to use the original DMA to derive the permanent atomic multipole using the 6-31G* basis set, and then optimizes the multipoles to the ESP derived from the above four basis sets. We refer to this procedure as ''original-fit'' in the discussion below. The optimization was done by using the POTEN-TIAL program in TINKER; the atomic monopoles were fixed at those from 6-31G* and only dipole and quadrupole moments were allowed to vary. This ESP fitting procedure also gave us a consistent set of multipoles across the basis sets by perturbing the dipole and quadrupole moments from a lower basis set. In the second approach, which we call ''DMA2'', the new DMA procedure was used to compute the permanent multipole moments directly at each basis set. Multipoles for the same atom type were then averaged and optimized to the QM ESP from the same basis set. GDMA 2.2 software package was used. The hydrogen atomic radius ratio was set to 0.31 in both original and modified DMA procedures. Also in both procedures, the atomic multipoles were optimized to the QM ESP until the root mean square gradient difference was smaller than 0.1, the grid offset 1.0 Å from the vdW surface of each atom. For alcohols, the atomic quadrupole components of the hydroxyl group (O and H atoms) were reduced by a constant factor similar to that previously applied to water. 33 This reduction led to better agreement with both ab initio water dimer geometry and experimental liquid properties.
HFE Calculation
Alchemical transformation was performed to calculation the HFE of the small organic compounds (Fig. 1) . The HFE of a compound was calculated from:
where DA recharging(vac.) is the free energy change due to growing the intramolecular electrostatic interactions in vacuum; DA discharging(aq.) results from annihilating electrostatic interactions both within the solute itself and between solute and solvent. DA decoupling(aq.) represents the free energy change by turning off vdW interactions between the solute and its environment using a soft-core buffered 14-7 potential:
where e is the well depth and k is the scaling factor. By varying k from 1 to 0, the vdW interactions between ligand and its environment are gradually turned off. q ij 5 R ij /R 0 ij with R ij as the actual separation between atoms i and j and R 0 ij the minimum energy distance parameter.
The scaling factor k is also introduced to the LRC:
where r c is the cutoff radius, V is the system volume, U is the soft-core potential, N i and N j are the total number of atoms of type i and j in the system, L i and L j are the number of soft-core interaction sites of atom type i and j in the solute being annihilated. In this way, U LRC is scaled to the same extent as soft-core interactions within the cutoff radius. When k 5 0, the long-range vdW interactions between ligand and its environment is removed.
Polynomial tapering function applied from 0.9 r c to r c reduces vdW interactions to zero at the distances beyond r c and maintains smooth atomic forces. The reduced energy and virial value in the tapering range are also included in the LRC correction.
To compute the free energy changes between neighboring states (k i and k i 1 1 ), the BAR method 42 was utilized:
where C is given by:
and j is the iteration index. Here, U ki is the potential energy of the system evaluated using the parameters from k i , and \[ is the ensemble average. DA is solved iteratively until the value of [DA(j) 2 DA(j 2 1)] \ 0.01 kcal/mol. The statistical error in the free energy change between two steps was computed from eq. (10) in ref. 42 . The total statistical error in the solvation free energy in bulk water was computed as the sum of the errors from individual perturbation steps.
Computational Details
All liquid simulations were performed using PMEMD and SANDER in AMBER 9. 43 TINKER was used to prepare the initial systems and for the gas phase recharging simulations in vacuum. An automation script to set up the system with all perturbation steps as well as the post free energy analysis procedures is available online.
To carry out the perturbations in bulk water, the solute molecule was placed at the origin of a pre-equilibrated periodic box of solvent containing 800 water molecules in a cube with a 28.78 Å dimension on each side. The system was then equilibrated for 50 ps using NPT ensemble at 298 K. The last frame of the simulation was used as the starting point for all the intermediate states k i . The electrostatic interactions were decoupled in 11 steps by scaling down solute atomic multipoles and polarizabilities linearly with k 5 (1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, and 0.0). For vdW interactions, we compared different scaling protocols (see Results and Discussion). For each value of k, 500 ps or 1 ns of constant volume molecular dynamics was performed, with the density fixed at the NPT-average and a time step of 1 fs. The temperature was maintained at 298 K using Berendsen thermostat. 44 The vdW cutoff was set to both 9 and 12 Å with and without LRC to evaluate the cutoff and LRC effects. Long-range electrostatics for all the systems were treated using Particle Mesh Ewald (PME) summation. [45] [46] [47] The PME calculation used a 36 3 36 3 36 grid and fifth-order B-spline interpolation. The induced dipoles were iterated until the rootmean-square change was below 0.01 D/atom. Atomic coordinates of the simulation system were saved every 500 fs. The first 100 ps simulation trajectories were ignored in the free energy analysis. A tighter induced dipole convergence of 10 25 D/atom was used in the energy calculation for the free energy analysis. Gas phase simulations were run on the single solute molecule only for 50 ps with a time step of 0.1 ps. The temperature was maintained at 298 K using stochastic thermostat. The induced dipoles were converged to 10 25 D. Atomic coordinates were collected every 100 fs. Post free energy analyses were performed on all 500 configurations. BAR was used to evaluate the free energy change between adjacent states.
Results and Discussion
HFE Calculation Protocol
In alchemical free energy calculations, a sufficient number of ''small'' perturbation steps would ensure adequate overlaps between adjacent states. However the computational cost is also an important consideration especially given the AMOEBA polarizable potential is more costly than fixed charge models. In the approach adopted in this study, the electrostatic and vdW interactions between solute and solvent were decoupled sequentially. The sampling for vdW decoupling was the most challenging step since solute and solvent molecules begin to overlap. We thus first determined an optimal distribution of intermediate states and simulation length in the vdW decoupling simulations. HFE of ethylbenzene has been calculated using different simulation protocols with a different number of intermediate states. The results here include the electrostatic component of the hydration free energies and the LRC, however both contributions are constants and do not affect the comparisons we made. It can be seen that for the decoupling paths with 18 steps (a) and 11 steps (b), hydration free energies converge after 500 ps. Standard deviations of the HFE value calculated from 500 ps to 1 ns (with a 100 ps interval) simulations are 0.04 kcal/mol for protocol (a), and 0.05 kcal/mol for protocol (b). However in the 9-step (c) vdW decoupling, the HFE does not show a sign of convergence even at 1ns.
We have summarized the vdW decoupling free energies calculated using the three schedules in Table 1 . By further examining the free energy change at the intermediate states, it is clear that the difference between the HFE from the 9-step protocol (c) and the results of the other two mostly occurs when k is varied from 0.8 to 0.6. The free energy change of this perturbation is 24.30 and 24.32 kcal/mol calculated from protocols (a) and (b), but 23.77 kcal/mol using protocol (c). A total of 9 steps (including the boundary states) were used in protocol (a) to transform k from 0.8 to 0.6, 5 steps in protocol (b), and 3 steps in protocol (c). The more than half a kcal/mol difference indicates the linear schedule of protocol (c) is not sufficient. In addition, the simulation results remain not converged by extending the simulation time from 500 ps to 1 ns. The difficulty in calculating the vdW decoupling free energy at k near 0.5 is a result of large fluctuation in the soft-core vdW energy. However, all three protocols gave almost identical free energies when k is varied from 1.0 to 0.8. The soft-core vdW potential is also greatly ''smoothed'' at the end point when k approaches zero and the contribution between k 5 0.4 and 0 is nearly zero. The statistical errors in Figure 2 , calculated using Bennett's formula, also show a trend of smaller statistical error with more intermediate states. Note that an excessive number of states could also lead to a large statistical error. At 500 ps, the statistical error of the calculated hydration free energies is 60.05 kcal/mol, 60.15 kcal/mol, and 60.25 kcal/mol for protocol (a), (b), and (c), respectively. The error is because of the electrostatic decoupling is negligible and again does not affect the comparison here. With both computation expense and precision in consideration, 11 steps of 500 ps simulations were used to decouple the vdW interactions in the remaining HFE calculations.
Van der Waals Cutoff and LRC
Previous works showed that long-range vdW interactions between ligands and proteins can contribute to the binding affinity by more than 1 or 2 kcal/mol, with cutoff at 7.0 to 9.0 Å . 48 The long range vdW interactions beyond a ''large'' cutoff should be negligible. In this study, we are computing the HFE values for relatively small solute molecules. To evaluate the effect of vdW cutoffs and LRC, we calculated the HFE values of six organic compounds using different cutoffs with and without LRC. All the other setups of the six systems remained the same in the calculations, including box sizes, atomic multipoles (derived at MP2/6-31111G(2d,2p) level using the DMA2 method). Table 2 shows the HFE results using either a 9 or a 12 Å cutoff for vdW interactions, with and without LRC in the vdW decoupling. Note that the LRC is a constant in the NVT simulations and thus contribute no forces on each atom at any given time. Therefore the LRC has no effect on the simulation trajectories or the electrostatic decupling free energy at the same vdW cutoff, but it does affect the vdW decoupling free energy when the solute atoms are ''disappeared'' in the solvent. The root mean square difference (RMSD) in the hydration free energies between the 9 and 12 Å cutoff simulations is 0.33 kcal/mol without the LRC. When the LRC is included in the vdW decoupling free energy calculation, the difference is reduced to 0.17 kcal/mol. Since the electrostatic component of HFE is not affected by the LRC, this error reduction was exclusively in the vdW component. For smaller molecules such as acetic acid, the results from 9 or 12 Å cutoff are essentially identical with the LRC. The LRC is clearly making the results at different cutoffs more consistent. However a 9 Å with LRC can still lead to nonnegligible errors for large molecules such as p-cresol. With regard to the computation cost, simulations with 12 Å cutoff are about 1.25 times slower than those using 9 Å cutoff. In our study, we chose the 12 Å cutoff, to get the most rigorous HFE results.
When a 12 Å cutoff is used for the vdW interaction, the inclusion of LRC lowered the HFE by 0.14 kcal/mol (RMSD). For simulations using 9 Å cutoffs the contribution of LRC was 20.33 kcal/mol. The contribution of LRC to HFE is more negative than those without LRC as the vdW interactions beyond the cutoff radii are always favorable. In the remaining study, a 12 Å cutoff has been applied to the vdW interactions, with LRC included. As the LRC to HFE is already comparable to the magnitude of the statistical error in our HFE calculations at the 12 Å cutoff, we believe the error (comparing to an infinite cutoff) should be negligible. However, it should be noted that the LRC contribution is roughly proportional to number of the atoms of the solute molecule. In the system studied here, the average Hydration free energies were estimated using both 9 Å and 12 Å with and without LRC decoupling. All the hydration free energies were decomposed into the electrostatic and vdW components. Statistical errors of the total HFE are given in the parenthesis. All values are in kcal/mol.''ele''-refers to the free energy contributions of -DA discharging(aq.) 1DA discharging(aq.) in eq (1).''vdW''-represents the contribtion of 2DA decoupling(aq.) in the same equation.
atomic LRC contribution during vdW decoupling is $0.01 kcal/ mol per atom at a 12 Å cutoff; for a molecule with 100 atoms, there would be an error of (1 kcal/mol if the LRC decoupling is ignored. Similarly, for simulations with a 9 Å cutoff, every 37 atoms in a drug molecule will lead to an error around 1 kcal/ mol if the LRC decoupling is ignored. Therefore, when a 9 Å cutoff, which is frequently used in molecular simulations, is employed, LRC decoupling term is highly recommended. In addition, it should be kept in mind that the correction is based on the assumption of isotropic environment which is appropriate for solvation in a homogenous solvent.
Electrostatic Multipoles from Different Methods and Basis Sets
We investigated different approaches to derive atomic multipoles and the effect of basis sets on HFE calculations. The vdW and remaining parameters are transferred from AMOEBA. All the simulations in this section employed a 12 Å cutoff for vdW plus LRC, so that the vdW contributions to the HFE are exactly the same in all comparisons. Atomic multipoles for the small molecules were derived from QM single point calculations using the original DMA with ESP fitting (original-fit) or the new DMA2 method (see Computational Methods). Table 3 compares the HFE of p-cresol computed from atomic multipoles using four different basis sets (6-311G**, 6-31111G(2d,2p), cc-pVTZ, and aug-cc-pVTZ) at the MP2 level. It can be seen that with 6-31111G(2d,2p) and ccpVTZ basis sets, HFE difference between using original-fit and DMA2 is within 0.1 kcal/mol. With aug-cc-pVTZ and 6-311G**, the difference is around 0.4 kcal/mol. The overall RMSEs are 0.69 and 0.66 kcal/mol for original-fit and DMA2, respectively. Thus for small molecules, the atomic multipoles from the new DMA2 procedure and old ESP fitting give very similar intermolecular interaction energies as reflected in the HFE.
Consistent with our previous study, we found that it is necessary to scale down the atomic quadrupole moments of the hydroxyl group for alcohols. According to the work by Ren and Ponder, 33 the quadrupole moments of AMOEBA water molecules were reduced to 73% of the QM DMA values, which led to a reduction of the water-water flap angle to 578 and better reproduced a series of ab initio and experimental properties. From Table 4 , we can see that HFE values of isopropanol without scaling poorly agree with experiment (RMSE of 1.89 kcal/ mol). All basis sets overestimate the HFE values by more than 1 kcal/mol. However when quadrupoles of hydroxyl groups are scaled to 70% of the DMA2 values, the RMSE significantly reduces to 0.62 kcal/mol. Same quadrupole parameters obtained with original-fit needs to be scaled to 60% to achieve similar RMSE (0.58 kcal/mol). This is because of the different distribution of multipole moments given by the new and original DMA methods, even though both theoretically produce the same molecule moments and ESP. To verify the transferability, the same scaling factors were applied to the hydroxyl atomic quadrupoles in ethanol. Indeed, with the scaling, the hydration free energies of ethanol show a satisfactory agreement with experimental data using DMA2 (RMSE 5 0.61 kcal/mol) and original-fit (RMSE 5 0.70 kcal/mol). Acetic acid and p-cresol also have the hydroxyl group, but no scaling is required since their hydroxyl groups are considered part of the larger functional groups and the scaling of the quadrupoles has little effect on the gas-phase dimer or hydration properties. Table 5 illustrates the effects of basis sets on the hydration free energies for seven compounds. The atomic multipoles were optimized using the DMA2 approach. Overall Comparisons show that hydration free energies calculated with cc-pVTZ and 6-311G** are similar to each other. The RMSD in the HFE between these two basis sets is 0.23 kcal/mol. Also these two basis sets underestimate the experimental data in most cases, both with RMSEs around 1.0 kcal/mol. On the contrary, 6-31111G(2d,2p) overestimates the hydration free energies in all cases except acetic acid, RMSE 0.77 kcal/mol. Acetic acid is a special case, hydration free energies calculated with all the four methods are underestimated by 1-2 kcal/mol. In general, 6-31111G(2d,2p) gives more favorable hydration free energies for all the small molecules than the calculated results with all the other basis sets. Compared with cc-pVTZ and 6-311G**, hydration free energies calculated from 6-31111G(2d,2p) are closer to that from aug-cc-pVTZ, with a RMSD of 0.58 kcal/ mol. The aug-cc-pVTZ set does not show a systematical underestimation or overestimation.
Overall, the agreement with experimental HFE results improve with the size of the basis set used in the ab initio calculations to derive the atomic multipoles. The inclusion of diffuse function the QM basis set has a large effect, as seen in the comparison between the results from aug-cc-pVTZ and 6-31111G(2d,2p) with those of 6-311G** and cc-pVTZ. Obviously, aug-cc-pVTZ gives the best HFE result, and 6-31111G(2d,2p) is also comparable. Plus 6-31111G(2d,2p) is much more affordable since it employs approximately half Gaussian basis functions as the aug-cc-pVTZ basis set, it is recommended as the optimal basis set to MP2 to perform HFE calculations for large molecules. Furthermore, since aug-cc-pVTZ and 6-31111G(2d,2p) have better performances than the other two basis sets, we conclude that it is important to use basis sets with diffusion functions to capture intermolecular interactions. Table 5 also lists previously reported hydration free energies calculated with some of the fixed charge models GAFF, CHARMm-MSI, and OPLS_2005. Although some of the calculated values are close to experimental data, some have errors as large as 5 kcal/mol. The mean unsigned errors (MUEs) and RMSEs of the available HFE valuesare between 1 kcal/mol and 3 kcal/mol. Recent studies over a much wider range of organic molecules using fixed-charge model 4, 5, 19 also reported RMSE greater than 1 kcal/mol, consistent with the current finding. Our results suggest that the inclusion of polarization effect and/or the use of atomic multipoles moments offer better performance. It is interesting to note that the gas-phase ESPs, of the atomic multipoles derived from the four basis sets, are very similar for all the molecules (Table 6 ). However, the final HFE values can be as different as more than 1 kcal/mol in some cases. For example, the RMSD of the average magnitude of gas phase potentials is 0.14 kcal/mol between results from aug-cc-pVTZ and 6-311G**; while the RMSD of the hydration free energies between these two basis sets is increased to 0.62 kcal/mol. The hydration free energies with atomic multipoles derived from gas phase show a favorable agreement with the experimental measurements, suggesting that the polarization effect between solute and solvent environment are well captured by the explicit atomic dipole induction model in AMOEBA. Note that the RMS gas phase potentials for isopropanol at 6-31111G(2d,2p) is very different from the other three basis sets because of the quadrupole scaling on the hydroxyl group, leading to the HFE difference of more than 1 kcal/mol from the other basis sets. The overall HFE results using the polarizable atomic multipoles are encouraging compared with those fixed atomic charge force fields. It was suggested 4 that, the fundamental limit of fixed-charge force fields is roughly 1 kcal/mol (MUE) for HFE. Our work here shows HFE can be calculated within an accuracy of 0.41 kcal/mol (MUE) using gas-phase atomic multipoles from MP2/aug-cc-pVTZ, with the polarization modeled via induced atomic dipoles. Previously we showed that the polarization enhances the solvation of benzamidinium ion in water, and the contribution of polarization to HFE is about 10% of the total electrostatic contributions. Therefore it is expected that even a fixed charge model can lead to a reasonable HFE when the atomic charges are systematically increased to implicitly account for the polarization effect in water environment. The challenge however is that the polarization in the protein-like environment had an opposite effect, which actually weakens the interaction between the small molecule and the protein.
Effect of Water Models
We further computed the hydration free energies using polarizable solutes but with fixed-charge water model (PM/MM). As the AMOEBA vdW functional form (buffered 14-7) is different from the common Lennard-Jones 12-6 utilized by TIP3P and other popular simple water models, we have developed a TIP3P-like model by removing the atomic polarizability, atomic dipole and quadrupole moments in AMOEBA water model. The monopole and vdW parameters were adjusted in this TIP3P-like model to match the liquid properties of TIP3P and experiments. The parameters of TIP3P-like water model are summarized in Table 7 . The density and heat of vaporization calculated using a box of 216 water molecules at 1 atom and 298 K is given in Table 8, compared with those of TIP3P, AMOEBA, and experimental measurements. The calculated radial distribution function (RDF) of OÁÁÁO (Fig. 3) also shows a good agreement with the result given by the original TIP3P model. 52 The OÁÁÁO RDF from both models show a first peak at 2.77 Å , in agreement with the experimental measurement. 53 The second peak of TIP3P-like water is somewhat shifted to the right compared with the original TIP3P model, although the second peaks of both water models are too flat. With this TIP3P-like model, we were able to construct a hybrid system in which the solute molecule possesses explicitly polarizable atomic multipoles; whereas the TIP3P-like model is used for solvent where the polarization in bulk environment is implicitly included in charge parameters. The parameters for the six small molecule solutes are the same as above (Table 5 ) with the multipoles derived at the MP2/6-31111G(2d,2p). The reduction in computational cost by making the water nonpolarizable is about 50%, not as significant as one may hope, due to the need to converge the few induceddipole moments on the solute molecule.
The HFE results from AMOEBA water model and TIP3P-like water model are compared in Table 9 . The average error from simulations using the TIP3P-like water is 1.16 kcal/mol (MUE) or 1.96 kcal/mol (RMSE). The magnitude of the errors seems to be consistent with other studies. 5, 20 Especially in the case of the hydration of ethylbenzene, a system likely dominated by repulsion and dispersion, the fixed-charge water introduces little alteration in the HFE compared to the polarizable water model. For the other molecules, the TIP3P-like water systematically overestimates the hydration free energies, resulting in too favorable solvation. It however suggests that it may be possible to modify the fixed-charge model to improve the accuracy of calculated HFE. It is conceivable that many combinations of atomic charges and vdW parameters can perform similarly well for bulk water properties, but some may give better solvation free energy. An exhaustive search of parameter space is beyond the scope of the current study. In addition, better water models such as TIP4P 19 and TI4P-EW 54 would be worth considering. This preliminary study however demonstrates that it is possible to combine polarizable atomic multipole and fixed-charge models to describe different molecules in a hybrid setting, which potentially offers the attractive combination of physical accuracy and computational efficiency in molecular simulations.
Conclusion
In this study, we computed the hydration free energies for several organic molecules using AMOEBA polarizable force field. We first evaluated the effect of vdW cutoff length and importance of decoupling of the LRC by performing a series of HFE simulations. We used an alchemical approach in which the electrostatic and then vdW interaction between the solute and solvent molecules were turned off in several steps. We showed that a long vdW cutoff (12 Å ) with LRC and 11 perturbation steps in vdW annihilation are necessary for high-precision calculations of HFE. Extra steps in the middle of vdW annihilation are needed as the system energy fluctuation is rather significant when solvent and solute molecules begin to penetrate each other.
With the most appropriate simulation protocol determined, we have investigated various models for intermolecular electrostatic interactions between the organic molecules and water environment via the calculation of hydration free energies. By putting the solute with gas-phase atomic multipoles, the polarization effect between solute and water environment was well captured by the explicit atomic dipole induction model in AMOEBA, as evident by the good agreement between the calculated and experimental hydration free energies for the seven molecules. We tested two methods to derive the gas-phase atomic multipoles from ab initio calculations for the solute molecules. One is ESP fitting based on the original DMA method, and the other utilizes the new DMA procedure by Stone. The two methods gave very similar hydration free energies for p-cresol in our test, with the difference comparable to the statistical error of the simulation. We recommend the original-fit procedure to derive atomic multipoles based on our experience. Also this approach allows fitting to the ESP of multiconformations of flexible molecules simultaneously to derive ''conformation-independent'' atomic multipoles and allows atoms in symmetry to share the same atom type (e.g. the three H atoms in a methyl group). We subsequently compared the electrostatic parameters (atomic multipoles) derived from MP2/ 6-311G*, MP2/6-31111G(2d,2p), MP2/cc-pVTZ, and MP2/ aug-cc-pVTZ. The HFE results based on the four basis sets were in good agreement with experimental data, with RMSEs from 0.63 to 1.09 kcal/mol. Among these four ab initio methods, the aug-cc-pVTZ basis set gave the best HFE results Figure 3 . OÁÁO radial distribution function for TIP3P liquid water and TIP3P-like liquid water at 298 K. All the hydration free energies are shown in kcal/mol.
while the 6-31111G(2d,2p) also performed well and was computationally more affordable. It is encouraging that the overall accuracy increases with the larger basis sets and the inclusion of diffuse functions in the ab initio basis set is highly recommended in deriving the atomic multipoles for modeling intermolecular interactions. Furthermore, we investigated a hybrid PM/MM approach where the solute molecule was modeled with polarizable atomic multipoles and solvent was represented by fixed-charge TIP3P-like water molecules. The saving in computational cost is about 50% when compared with a fully polarizable model. The calculated HFE values were within 1.16 kcal/mol (MUE) of the experimental measurements. While the error is about twice of that from simulations using the polarizable AMOEBA water, there was a systematic overestimation for five out of the six molecules compared. It is likely that a better water model or careful parameterization can further improve the accuracy.
