In this paper the microscopic dynamics of methyl side groups in polyisoprene is studied by means of inelastic neutron scattering. By combining time-of-flight and backscattering technique a range of four decades can be obtained ͑0.2 ps-2 ns͒. The two experimental results were combined in the time domain by using an inverse Fourier transform. Multiple scattering effects were treated by a novel procedure acting on the time-dependent intermediate scattering function S(Q,t). In the description of the data incoherent and coherent scattering from ''fixed'' atoms was taken into account, i.e., atoms in the main chain that move too slow to be observed in the dynamical window of the experiment. In this way good agreement with the rotation rate distribution model of a threefold jump could be obtained. Seeming discrepancies of the elastic incoherent structure factor vanish after the corrections mentioned above. The distribution of activation energies can be expressed as a Gaussian with an average of 9.7 kJ/mol and a width of 30%. It turns out that the width calculated by the model fit of the data depends on the use of the multiple scattering correction while the average activation energy can also be obtained reliably without that correction from high Q spectra.
I. INTRODUCTION
The motion of methyl side groups in polymers has been a topic of considerable interest during the last decades. A reason for this interest arising from application objectives is the study of the relaxation mechanisms of polymer side groups that lead to energy dissipation at temperatures below the glass transition improving the mechanical properties of such polymers.
1 Among the possible side groups, the methyl group is the most simple, with only one rotational degree of freedom and therefore a good model to start with. Furthermore, its motion is fast if compared to larger side groups and therefore easier to observe by inelastic and quasielastic neutron scattering.
Another more fundamental motivation is the interest in energy landscapes 2 in glass-forming polymers. The total energy landscape in the configurational space is clearly too complex to be accessed completely in an experiment. But the distribution of torsional potentials probed by the methyl group in different surroundings caused by the amorphous structure may give a representative simplified picture. The results can also be used to check the accuracy of computer simulations 3 of such amorphous polymers. Finally, interest has grown in the quantum mechanical properties of the methyl group. Because of its low moment of inertia a tunnel effect at low temperatures is expected, as it was observed before in low molecular crystalline materials. Its apparent absence could be recently explained as a direct consequence of the distribution of torsional potentials. 4 Neutron scattering investigations of the ͑nonquantum͒ dynamics of the methyl group dynamics in polymers can be divided into two classes: ͑1͒ Inelastic neutron scattering to observe the libration motion. 5, 6 This technique gives information about the torsional potential near its minima. ͑2͒ Quasielastic neutron scattering ͑QENS͒ to observe the thermally activated hopping over the energy barriers. [5] [6] [7] [8] [9] The latter probes the barrier height of the potential.
A special advantage of neutron scattering in these investigations is the high incoherent scattering cross section of protons ͑80.3 barn͒ compared to the total scattering cross sections of deuterium ͑7.6 barn͒ and carbon nuclei ͑5.6 barn͒. By selectively replacing hydrogen atoms in the polymer main chain by deuterium, their scattering can be suppressed. In this way the relative scattering contribution of the ͑23%͒ methyl group hydrogen atoms in polyisoprene can be enhanced to up to about 70% of the total scattering.
The first QENS experiments were interpreted with only a single barrier height. 5 It became clear that this was an oversimplification from which unphysical results emerged. In consequence, distributions were assumed either implicitly by using a nonexponential relaxation function ͑namely the Kohlrausch function 8 ͒ or explicitly assuming a distribution of relaxation times. 6, 7 In this paper we will follow the second route because a distribution of relaxation times can directly be related to a distribution of energy barriers. The relaxation time distributions corresponding to nonexponential relaxation functions are also often unknown and the shape of the nonexponential function is expected to change with temperature. There is also empirical evidence that the assumption of the symmetrical lognormal distribution of relaxation times fits the data better than the asymmetric one implied by the Kohlrausch law.
9

II. EXPERIMENTAL DETAILS
A. Material
In order to obtain predominant incoherent scattering from the methyl groups the experiment was done on chain deuterated polyisoprene-d5 ͑PI-d5͒. The sample used here was the same already used in an earlier experiment. 6 It was prepared by anionic polymerization with a molecular weight M w ϭ1.1ϫ10
5 and a polydispersity of less than 1.06. The microstructural composition was about 93% 1,4-and 7% 3,4-polyisoprene. Undeuterated PI of the same molecular weight and microstructure has a glass temperature T g ϭ207 K. 10 Full deuteration leads to an increase of T g of about 3 K ͑estimated from DSC measurements on polybutadiene 11 and deuterated polybutadiene 12 ͒, so that for the partially deuterated compound, T g Ϸ209 K can be estimated.
1 H NMR measurements showed that the deuteration of the main chain was only 90.8Ϯ0.3%. Because of the high incoherent scattering cross section of protons, this has a strong consequence on the composition of the neutron scattering signal. While in the earlier study 6 it was assumed that 77% of the total scattering was incoherent from the methyl groups, we now have to accept a lower value of 69%.
B. Methods
In this study two inelastic neutron scattering instruments at the Institut Laue Langevin ͑Grenoble, France͒ were used: The time-of-flight spectrometer IN5 for moderate energy resolution and the backscattering spectrometer IN16 for high resolution.
IN5
The time-of-flight chopper spectrometer IN5 was used with an incident wavelength i ϭ6.75 Å, resulting in a wave vector range Qϭ0.4-1.7 Å for elastic scattering. Due to the kinematic restriction only energies up to 1.4 meV for the lowest Q and 10.3 meV for the highest Q could be accessed. The energy resolution width was about 40 eV ͑full width at half-maximum, FWHM͒ slightly broadening toward high Q. The sample was ͑as in the case of the IN16 experiment͒ a foil with 0.15 mm thickness curled on a cylinder of 22 mm diam. The calculated scattering efficiency of this sample shape is 13% and it is expected that the cylindrical geometry leads to an isotropic distribution of multiple scattering. Figure 1 shows representative data from IN5 interpolated to constant wave vector Q.
IN16
The backscattering spectrometer IN16 was used in the standard setup with unpolished Si ͑111͒ monochromator/ analyzer. This corresponds to a wavelength of 6.271 Å and an energy resolution of 1 eV ͑full width at half-maximum, FWHM͒. The energy range available by Doppler shift was Ϯ14 eV. The detector signals were grouped into five groups between Qϭ0.43 and 1.57 Å Ϫ1 in order to obtain sufficient statistics. Each of these detector groups have a width of 20°, which corresponds to ⌬Qϭ0.22 Å Ϫ1 at low Q and ⌬Q ϭ0.11 Å Ϫ1 at high Q. Figure 2 shows spectra from the highest Q detector group. 
where S (Q,t) is obtained directly from the measured data. For the resolution function R(Q,t), the spectrum of the sample at Tϭ2 K has been used. Figure 3 shows the intermediate scattering functions S(Q,t) at several Q values resulting without a multiple scattering correction. Even without regard to the attempted fit indicated in this figure, it is clear that the data do not match for low Q and do not extrapolate to 1 for Q→0. This is a clear consequence of multiple scattering that enhances the inelastic part for small angles, which means a reduction of S(Q,t). Figure 4 shows S(Q,t) after the multiple scattering correction described in the Appendix. The multiple scattering parameter for IN5 was determined to sϭ0.19 by imposing the asymptotic behavior S(Q,t)ϭ1ϪaQ 2 ϩO(Q 4 ). For IN16 this was not possible because the low Q detectors did not allow a reliable extrapolation Q→0. Therefore, for IN16 sϭ0.25 was determined by optimizing the continuity to the IN5 data. The slightly higher value for the backscattering instrument is expected because a part of the neutron beam passes the sample a second time after reflection by the analyzer.
It may be observed that the S(Q,t) raw values from IN5 have different t ranges and spacing while the corrected values do not. The reason for this is that the IN5 resolution is better for low Q, but the energy range is smaller due to the kinematic restriction. In order to apply the multiple scattering correction in the time domain, all S(Q,t) sets had to be interpolated to the same set of t values. In this process the IN5 values for tϾ20 ps that are present in the original S(Q,t) for Qр1.33 Å Ϫ1 are lost.
III. ELASTIC INCOHERENT STRUCTURE FACTOR
"EISF…
The motion of the methyl group protons that is predominantly observed in this experiment is a superposition of various processes: thermal vibrations, ''fast process,'' 14 methyl group reorientation, and ␣ relaxation. Thermal vibrations and a ''fast process'' are restricted to the short time range t р1 ps. They can be seen as an initial decay of S(Q,t) in Figs. 3 and 4. Because all experiments were done at temperatures below the glass transition, the ␣ relaxation is too slow to be visible in the time range below 2 ns examined here.
The dynamics in the time window 2 ps-2 ns can be described by comprising the faster processes into a DebyeWaller factor ͑DWF͒ exp(Ϫ͗u fast 2 ͘Q 2 /3) and those that are effectively ''frozen'' on that time scale into an elastic incoherent structure factor ͑EISF͒ A(Q), yielding
It can be seen easily from this expression that the EISF is the ratio S methyl (Q,t→ϱ)/S methyl (Q,t→0).
Here (t) describes the dynamics of the methyl group reorientation while A(Q) describes its spatial pattern ͑e.g., jump or diffusion͒. The former has been adopted from the rotation rate distribution model ͑RRDM͒ 7,9 as a superposition of single processes with different relaxation times:
where the distribution of the relaxation times is lognormal:
It has to be conceded that the choice of the function (t) may have some influence on the EISF values calculated here. But for the temperature 170 K chosen here, the relaxation lies well within the experimental window. So the fit of expression ͑3͒ does not involve much of an extrapolation and the ratio S fit (Q,t→ϱ)/S methyl (Q,t→0) is already well defined by the data itself. The most straightforward assumption for the EISF is that of a threefold jump rotation because of the three equivalent energy minima with respect to the rotation angle of the methyl group:
where Rϭ1.027 Å is the radius of the circle spanned by the positions of the hydrogen nuclei. Figure 5 shows the EISF calculated from ͑6͒ together with the values obtained experimentally fitting ͑3͒ to the uncorrected and the multiple-scattering corrected S(Q,t). It can be seen that the multiple-scattering correction removes the fundamental problem that A(Q) does not extrapolate to one for Q→0 but otherwise does not much improve the agreement. In the following we show that the remaining deviations can be explained to a large extent by several corrections.
The most evident one is the correction due to scattering from the polymer chain itself, which is essentially elastic at the temperatures here (TϽT g ). This correction has already been derived earlier and gives rise to an apparent EISF that is higher:
Here c fix denotes the fraction of the neutron scattering cross section due to atoms fixed in the polymer chain. It is justified to treat their scattering as elastic because all experiments were done at sufficiently low temperatures where the time scale associated to the glass transition is much longer than that of the methyl group motion. The originally used value 6 c fix ϭ0.234 from the ideal isotopical composition has to be increased to c fix ϭ0.305 because of the incomplete deuteration detected by our NMR measurement. Although the agreement is now much improved, the Q dependence of A(Q) is still not in complete agreement with the experimental values.
One of the reasons for the remaining deviation is that Eq. ͑7͒ does not take into account that a significant part of the scattering from the ''fixed'' atoms is coherent and therefore has a Q dependence. This can be taken into account by introducing a Q-dependent correction factor:
͑8͒
In deriving this expression it has been taken into account that carbon nuclei have virtually no incoherent cross section. The coherent scattering from the methyl group hydrogen nuclei was considered as if it were from fixed atoms. This is justified if their motion is a reorientation between indistinguishable positions. Nevertheless, if this would not be true the induced error would not be large because it only accounts for 2% of the total scattering. It can be seen that the correction reduces to the previous at the Q values where the coherent differential scattering cross section is equal to its high Q limit coh /4. It is clear that this correction requires knowledge of the coherent differential scattering cross section d coh /d⍀ on an absolute scale. This information can only be obtained by use of polarization analysis. 15, 16 For this purpose we used the data of Ref. 17 after multiple scattering correction by a procedure described elsewhere, 18 similar to that of Ref. 19 . The continuous line in Fig. 5 shows the calculated EISF including this final correction. It can be seen that the trend of the correction is correct reducing the deviation in the range of strong coherent scattering. Nevertheless, there is a remaining difference that can be attributed to several uncertainties: ͑i͒ As explained in Sec. II C there is some uncertainty remaining in the determination of the multiple scattering parameter s that crucially influences the EISF. ͑ii͒ In order to avoid inelasticity effects, the diffraction experiment of Ref. 17 has been done at low temperature (TϷ4 K). Although changes in the coherent scattering from polymers are usually small even over large temperature ranges, 20 certain differences are to be expected. ͑iii͒ Similar to the multiple scattering correction of the S(Q,t) data, also that of the diffraction data involves a parameter expressing the strength of the multiple scattering. The determination of this parameter requires exact knowledge of the transmission that was not available here. Taking into account these uncertainties, the remaining deviation of the EISF may be insignificant.
It is important to note that these results are compatible with the threefold jump rotation model, but do not prove its validity. This is because in the low Q range investigated here, Eq. ͑6͒ is not much different from its low Q expansion, 1 Ϫ 1 3 Q 2 R 2 . Therefore all models whose EISF have this asymptotic behavior ͑e.g., the rotational diffusion model͒ are equally possible.
IV. DYNAMICS
While the preceding section was mainly concerned with the structural aspects of the methyl group motion reflected in the EISF, we will now deal with the dynamics and its temperature dependence. In the context of the last section the function (t) describing the relaxation was only a fit function enabling the determination of S methyl (Q,t→ϱ) and S fit (Q,t→0). One could also use-as in Ref. 8-a Kohlrausch function (t)ϭexp͓Ϫ(t/) ␤ ͔ without major changes to the results. In this section instead we will assign a microscopic interpretation 7 to the specific form of (t) chosen in Eq. ͑4͒.
As a first hypothesis we assume that the reorientation of the methyl groups is an activated process involving a distribution of activation energies G(E A ) and the attempt frequency ϱ Ϫ1 is the same for all methyl groups. Then a distribution of relaxation times,
results from the Arrhenius relation ϭ ϱ exp(E A /k B T). Especially, if a normal distribution,
͑10͒
is assumed, the lognormal distribution of the relaxation times emerges in a ''natural'' way. A comparison with Eq. ͑4͒ yields the relations
between the average logarithmic relaxation time and the average activation energy, and
between the widths of the distributions of activation energy and relaxation time. 21 So the average logarithmic relaxation time follows an Arrhenius law and the logarithmic width decreases inverse proportionally to the temperature. The former relation ͑11͒ reflects that the average activation energy does not change with temperature. The latter ͑12͒ implies that the attempt frequency ϱ Ϫ1 is not distributed. If there were a distribution also in the attempt frequency, Eq. ͑12͒ would have to be changed to
In order to study the shape of the relaxation function (t) over a large temperature range, the highest accuracy can be obtained by studying Q values with a small EISF. For the IN16 and IN5 experiment this condition is best fulfilled for the highest detector group at Qϭ1.57 Å Ϫ1 ͑Fig. 6͒. The fits with Eqs. ͑3͒-͑5͒ were done with the apparent EISF A app ͑1.57 Å Ϫ1 ) fixed to the value expected for the threefold jump model corrected by Eqs. ͑7͒ and ͑8͒, namely 0.6047.
It can be seen that the fits represent S(Q,t) well in the range of IN5 data above tϭ1 ps. The agreement is not so good for the IN16 part. But here it has to be taken into account that due to the dependence in the statistical errors of the raw S(Q,) data correlations in the errors of the Fourier transform S(Q,t) can be expected. 22 Therefore, the seemingly systematical deviation is not an argument for rejection of the fit as long as the fit lies within the error bounds for 68% of the points. Figure 7 shows an Arrhenius plot of the average logarithmic relaxation time and the logarithmic width of the distribution, i.e., 0 and ln of Eq. ͑5͒.
The fit of the Arrhenius law, Eq. ͑11͒, yields an average activation energy E 0 ϭ9.7Ϯ0.4 kJ/molϭ1170Ϯ50 K•k B and the prefactor ϱ ϭ0.10Ϯ0.04 ps. It has to be noted that all temperatures were included in the fit, but because of its large error the value at Tϭ90 K was negligibly weighted. The Arrhenius law represents the 0 values in the range 110-240 K well but a small curvature can be noticed. Indeed, fitting alternatively the Vogel-Fulcher 23,24 expression,
FIG. 6. Intermediate scattering function S(Q,t)
͑multiple scattering corrected͒ of PI-d5 at Tϭ90 K ͑filled circles͒, Tϭ110 K ͑open circles͒, T ϭ130 K ͑filled triangles͒, Tϭ150 K ͑open triangles͒, Tϭ170 K ͑filled squares͒, Tϭ200 K ͑open squares͒, and Tϭ240 K ͑filled diamonds͒ for Q ϭ1.57 Å Ϫ1 . The lines are fits with the model described in Sec. IV.
͑14͒
gives T 0 ϭ39Ϯ2 K, which is much lower than the VogelFulcher temperatures commonly observed but nevertheless significantly different from zero.
Concerning the logarithmic width one can see that the proportionality to 1/k B T is well fulfilled. From the slope E A ϭ2.93Ϯ0.08 kJ/molϭ353Ϯ10 K•k B can be calculated. This corresponds to a relative width of 30% for the distribution of activation energies. The fit of the alternative expression ͑13͒ with ln ϱ 2 as a free parameter yields ln ϱ 2 ϭϪ0.2 Ϯ1.0, clearly showing that there is no indication of a distribution in the prefactor ϱ .
To give an idea about the importance of multiple scattering corrections, values from uncorrected data are also included in Fig. 7 . The influence on the average logarithmic relaxation time is obviously small. The Arrhenius parameters are only insignificantly changed: E 0 ϭ9.6Ϯ0.3 kJ/ molϭ1160Ϯ40 K•k B and ϱ ϭ0.11Ϯ0.03 ps. This is mainly a consequence of the high Q data used here because these are less affected by multiple scattering. For the distribution width the multiple scattering correction seems to be more important. Although ln is still proportional to 1/k B T, the widths are smaller and a narrower distribution of activation energies with E A ϭ2.54Ϯ0.05 kJ/molϭ306Ϯ6 K•k B would be obtained. The reason for this is that the mismatch between the IN5 and IN16 part in the uncorrected S(Q,t) causes the fit to interpolate with a slightly less ''stretched'' relaxation function (t).
In order to check the compatibility we have also fitted the elastic scan data from the earlier backscattering experiment 6 on IN10 in the framework of the current paper ͑Fig. 8͒. The resolution function of the instrument was assumed to be a Lorentzian with a full width at half-maximum ͑FWHM͒ of 1 eV. Taking into account the distribution of relaxation times, the EISF and the DWF, one obtains the theoretically expected height of the elastic peak as
where g(ln ) is given by Eqs. ͑9͒-͑11͒. For the mean-square displacement of the fast motions a linear dependence on temperature ͑which is the theoretically expected result for classical harmonic oscillations͒ ͗u fast 2 ͘ϭa•T was assumed. Finally, there would be five fit parameters: ϱ , E A , E A , a, and an overall intensity factor necessary because S el (Q) is not known on an absolute scale. It turns out that including the prefactor ϱ leads to an instability of the fit. Therefore it was fixed to the value resulting from transition state theory ͑see below͒, namely ϱ ϭ0.06 ps. Only the elastic scan at scattering vector Qϭ1.88 Å Ϫ1 was used with the EISF from Eq. ͑7͒ at that Q.
The fit results in E 0 ϭ1117Ϯ16 K•k B close to what is obtained here from the quasielastic spectra. Nevertheless, the width of the energy distribution and E A ϭ303Ϯ8 K•k B is significantly different, but close to the value calculated without a multiple scattering correction. The fit of the proportionality factor yields aϭ(10.3Ϯ1.1)ϫ10
Ϫ4 Å 2 /K that is much higher than the one reported earlier, 6 2.9ϫ10 Ϫ4 Å 2 /K. There are three possible reasons for this discrepancy: ͑1͒ The ͗u fast 2 ͘
here comprises the fast motions of methyl group protons due to overall ''phononic'' vibrations and the libration of the methyl group. Therefore, it is expected to be higher than the average ͗u fast 2 ͘. ͑2͒ It is also known, e.g., for polybutadiene, which has a similar microstructure but no methyl groups that the experimental mean-square displacement starts to deviate from the harmonic low-temperature extrapolation already near Tϭ140 K. These deviations increase with temperature until near T g ; a drastic increase of the mean-square displacement is observed. Thus, the validity of an artificial separation into a harmonic DWF that persists even when passing from the glass to the melt and into additional relaxations has to be questioned as well and a higher DWF around Tϭ100 K might be plausible. ͑3͒ It may be possible that the temperature range 2-30 K from which a was determined in Ref. 6 may have been too low. It is expected that due to quantum effects the slope of ͗u fast 2 ͘(T) reduces close to absolute zero temperature. Despite this fair agreement, there is still a discrepancy, namely if one calculates the average relaxation times and compares them with those from the quasielastic spectra here. For example, for Tϭ110 K, where the elastic scan shows its point of inflection and thus should give a reliable value, one gets 0 (110 K͒ϭ1.5Ϯ0.2 ns. The corresponding value in Fig.  7 is 0 (110 K͒ϭ4.7Ϯ0.2 ns, three times as much. This may be a consequence of the multiple scattering present in the IN10 elastic scans, where a different sample geometry was used.
V. CONCLUSIONS
Concerning the structural aspect of the methyl group motion our experiments did not give rise to doubts on the validity of the jump model in a threefold potential. After several corrections a satisfactory agreement of the experimentally obtained elastic incoherent structure factor ͑EISF͒ and that from theoretical considerations can be obtained. The absence of one or the other of these corrections in earlier studies may have obscured this.
Nevertheless, the wave vector range Qр1.57 Å Ϫ1 ͑nei-ther the larger range up to 1.9 Å Ϫ1 accessible by backscattering only͒ does not allow the distinction of models with an identical length scale l defined as follows: The universal low Q behavior of the EISF is A(Q)ϭ1ϪQ 2 l 2 /6ϩO(Q 4 ). A comparison of different models shows that the fourth-order term does not yet play an important role in our Q range. So all we can say is that the results agree with the length scale lϭͱ2Rϭ1.45 Å predicted by the threefold jump model, but not that this is the only possible model.
In order to distinguish these models, experiments at higher wave vector Q have to be performed, preferably at Qϭ2.59/Rϭ2.53 Å Ϫ1 , where expression ͑6͒ shows its characteristic minimum.
The dynamics of the methyl group rotation shows complete agreement with the rotation rate distribution model. 7, 9 Especially, the activation energy distribution ͑i.e., the ''energy landscape''͒ seems to be unchanged in the investigated temperature range and the attempt frequency ͑the prefactor in the Arrhenius law͒ shows no distribution.
In passing, we note that the reduction of the logarithmic width of the relaxation time distribution with temperature, Eq. ͑12͒, agrees with the finding from fits with a Kohlrausch function (t)ϭexp͓Ϫ(t/) ␤ ͔ that the stretching exponent ␤ increases with temperature. Indeed, the logarithmic width of the relaxation time distribution corresponding to the Kohlrausch function is Inverting this relation, we conclude that the variation of ln in our experiment is roughly equivalent ͑neglecting the fact that the Kohlrausch function corresponds to an asymmetric distribution͒ to an increase from ␤͑100 K͒ϭ0.34 to ␤͑250 K͒ϭ0.67. This agrees fairly with the experimentally observed change ␤͑100 K͒ϭ0.50 to ␤͑250 K͒ϭ0.66 in another polymer, polymethylmethacrylate. 8 The prefactor itself, ϱ ϭ0.10Ϯ0.04 ps, shows rather good agreement with the value expected from transition state theory ͑TST͒: TST predicts the rate of crossing a barrier of height E A to be
where 0 is the frequency of the libration in the potential minimum. The latter was determined 6 as ប 0 ϭ23.5 meV, yielding r TST (Tϭϱ)ϭ5.7ϫ10 12 s Ϫ1 . Because for the threefold-jump model the relaxation time is related to the rate by ϭ1/3r, one would expect ϱ ϭ0.06 ps.
The slightly lower value of the observed rate is also expected from theoretical grounds because models based on the Fokker-Planck equation always give smaller rates than TST. 26 But a quantitative use of these models is not possible here because knowledge of the microscopic friction would be necessary. Nevertheless, the qualitative result of Ref. 26 that the deviation from the TST rate increases at higher temperatures would explain the curvature in the Arrhenius plot, Fig. 7 . We note that two other explanations of this deviation from the Arrhenius law can be ruled out.
͑1͒ Although some data points stem from temperatures above T g , the ␣ relaxation characteristic time ͑e.g., from dielectric spectroscopy: 27 25 s at 240 K͒ is still many orders of magnitude higher than the relaxation times observed here. So with respect to the methyl group reorientation, the environment is static. Furthermore, the effect should be opposite, i.e., at high temperatures the reorientation should be facilitated. ͑2͒ Recently, the importance of tunneling for the methyl group dynamics at low temperatures has been demonstrated. 4, 28 This quantum effect leads to additional inelastic intensity in the spectra containing a broad distribution of tunneling lines. If such spectra were treated in the way done here, this intensity would be misinterpreted as additional quasiclastic broadening. Therefore, the effect should be an opposite deviation from the Arrhenius law toward smaller apparent relaxation times at low temperatures.
Some doubt may be possible concerning the shape of the activation energy distribution. The discrepancies of the fits to S(Q,t), especially in the long time range of IN16, may indicate that a skewed distribution has to be used. But we consider the present data not to be sufficiently precise to define an additional fit parameter besides the center and the width of the distribution.
Finally, we have shown the significance of multiple scattering corrections in two points: ͑1͒ Without multiple scattering correction the EISF does not show the a priori required low Q behavior and therefore cannot be represented by any model. ͑2͒ The shape of the relaxation function (t) obtained from the experiment is significantly affected by the absence of multiple scattering corrections. Interestingly, the effect on the average logarithmic relaxation time is much smaller, at least if only the highest Q data is used for its determination.
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APPENDIX: MULTIPLE SCATTERING CORRECTION
The multiple scattering method used here 29 is a purely analytical method and does not rely on complicated numerical procedures such as Monte Carlo simulation. It uses only experimental data and one parameter describing the multiple scattering magnitude. No prior knowledge of the spectral shape of S(Q,) is necessary, as in the case of Monte Carlo algorithms. It differs from those procedures that are currently in use mainly in that it operates on the intermediate scattering function S(Q,t) obtained by an inverse Fourier transform as described in the preceding section and not the scattering function S(Q,) itself. It turns out that this mode of operation indeed facilitates the calculations if the following approximations are used.
͑1͒
The fraction of neutrons scattered nϩ1 times with respect to those scattered n times is independent of n. ͑2͒ Neutrons that are scattered at least twice coherently are distributed isotropically.
Adopting these approximations the apparent scattering function Ŝ (Q,) can be expressed as a series of terms from neutrons scattered n times:
Here S () denotes the solid-angle average of the ''true scattering function S(Q,), the convolution in , and s the ratio between nϩ1th and nth scattering intensity. An inverse Fourier transform of ͑A1͒ changes the selfconvolutions into powers:
resulting in a geometric series 30 that can be summed up to
This equation can be solved for the multiple scattering corrected scattering function:
where Ŝ(t) denotes the solid-angle average of the apparent scattering function. With respect to the multiple scattering parameter s a cautionary remark is in order: In principle, it is possible to calculate this parameter from the sample geometry and scattering cross section by numerical or ͑for simple geometries͒ analytical means. In practice, one has to face two difficulties in such an attempt: ͑1͒ Especially for thin samples the shape is difficult to control exactly and this necessary input to the calculation is not available. ͑2͒ It can be seen from Eq. ͑A4͒ that if S(Q,t) is scaled by a factor f, s has to be rescaled by 1/f to obtain the same multiple scattering effect. This means that the procedure is not invariant to a normalization error of S(Q,t), which often happens in the experiment due to uncontrolled sample or ͑vanadium͒ normalization sample amounts.
Therefore, it is often necessary to use a posteriori criteria that determine s by ''plausibility checks'' on S(Q,t). If sufficiently low Q detectors are available, such a criterium may be that inelastic scattering has to vanish in the low Q limit, i.e., in the time domain S(Q→0,t)ϵconst.
Another caveat to be observed is that in experiments as those described here that aim at the measurement of the incoherent scattering function, a non-negligible amount of coherent scattering has to be taken into account. Because only few instruments ͑using polarized neutrons͒ can discriminate coherent and incoherent scattering in practice the normalized intermediate scattering function,
is used in lieu of the incoherent intermediate scattering function. In other words, Eq. ͑A5͒ forces the natural limit S inc (Q,t→0)ϭ1 of the incoherent intermediate scattering function upon a mixture of incoherent and coherent scattering. This step is often combined with the division of the Fourier transformed data by the Fourier transformed resolution. If one uses the sample at low temperature for the resolution determination by a measurement of the sample at low temperature in ͑2͒ the ''deconvolution'' and the normalization ͑A5͒ can be done at the same time provided S(Q) does not change too much with temperature ͑which is the case for polymeric glass formers 20 
͒.
The situation is more complicated if the multiple scattering correction described here is used; the two steps of ''deconvolution'' of t dependence and ''normalization'' of Q dependence have to be done separately. The change of the total scattered intensity by the normalization ͑A5͒ would not leave ͑A4͒ invariant. Therefore, at first a normalized resolution function has to be calculated from the low-temperature measurement by dividing the low-temperature spectrum Ŝ 0 (Q,) by its integral Ŝ (Q). This normalized resolution when used in ͑2͒ does not change the Q dependence of the intensity, but only removes the resolution effect. Then Ŝ (Q,t) and Ŝ (Q) have to be multiple scattering corrected by ͑A4͒ and its analog with the t dependence omitted, respectively. Finally, the multiple scattering corrected functions have to be combined by ͑A5͒ to obtain the normalized intermediate scattering function.
