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Machine learning algorithms have been widely incorporated into systems
that make serious decisions, such as employment, loan, and insurance. Such
serious decisions must be fair ; that is, these decisions must not be biased
on the individuals’ sensitive attributes, including race, gender, religion, and
ethnicity. Recently, social communities intensely demand fairness for decisions
made by the machine learning algorithms as reported in (Barocas et al. 2016).
In this thesis, we tackle problems of fairness in machine learning, especially
in the viewpoint of the theoretical analysis. In particular, we deal with two
difficulties in developing and analyzing machine learning algorithms with
the fairness guarantee; that is, disparate impact and populational fairness.
The disparate impact is a legal term meaning that unfair decisions can be
made even if we make these decisions using the individual’s non-sensitive
attributes only. Even though the disparate impact is unintentional, it should
be sufficiently suppressed when we make decisions (as discussed in Barocas
et al. 2016). The problem of the populational fairness is that even if we
learn a fair predictor for observed training samples, an unfair decision can
be made for a test sample due to overfitting to the training samples. To
make a fair decision for a test sample, we need to make the learned predictor
fair in the underlying populational distribution from which the samples are
generated.
Our contributions are developments of analyzing techniques and machine
learning algorithms concerning the disparate impact and the populational
fairness. In this thesis, we show three results. First, we develop a variety of
maximum likelihood estimations that can remove the disparate impact even if
the sensitive attributes are not involved in the given training samples. Second,
we develop an empirical risk minimization framework with penalization on
unfairness. By theoretically analyzing the framework, we show that a learning
algorithm following this framework ensures the populational fairness. Third,
we develop a minimax optimal estimator for the class of additive functional,
which contains measures of the populational fairness.
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A,B,C, ..., Z A random variable is denoted by a upper case
letter.
a, b, c, ..., z An instantiation of a random variable is de-
noted by a corresponding lower case letter.
R Set of all reals.
N Set of all natural numbers where 0 is exclusive.
(·)t∈T A family indexed by a set T .
[m] {1, ...,m} where m is a positive integer.
am . bm For sequences am and bm, am . bm if there
exists an universal constant c > 0 such that
am ≤ cbm for any m ∈ N.
am & bm For sequences am and bm, am & bm if there
exists an universal constant c > 0 such that
am ≥ cbm for any m ∈ N.
am  bm The sequences satisfy am . bm and am & bm.
PE Probability that an event E occurs.
Pρ(·) A probability density function with a proba-
bility measure ρ. For example, letting X be
a random variable, Pρ(X) denotes a function
x → dρ
dµ
(x) where µ is an appropriate base
measure. The instance of X is denoted by a
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Notation Description
P(·) A probability density function with an appro-
priate probability measure. P(X) and P(x)
are equivalent to Pρ(X) and Pρ(x) with an
appropriate ρ, respectively. For random vari-
ables X and Y , P(X|Y ) denotes a function







(x, y)dx where ρ is
an appropriate measure of (X, Y ).
E[X] Expectation of a random variable X.
Var[X] Variance of a random variable X.
Bias[X] Bias of a random variable X where the true
parameter is 0, i.e., Bias[X] = |E[X]|.
TV The total variation distance.
DKL The KL-divergence.
∆(X ) The set of all probability measure on X where





Theoretical Analyses of Learning under Fairness
Recently, machine learning algorithms have been widely incorporated into
systems that make serious decisions, including systems that deal with em-
ployment, loans, and insurance. Social communities demand that such serious
decisions must be fair and must not be biased on sensitive attributes of in-
dividuals, such as race, gender, religion, and ethnicity. For example, a 2014
White House Report (Podesta et al. 2014) mentioned “[t]he increasing use
of algorithms to make eligibility decisions must be carefully monitored for
potential discriminatory outcomes for disadvantaged groups, even absent dis-
criminatory intent”. The similar statement also appears in a 2016 White
House Report (Munoz et al. 2016). Since we here want to avoid discrimi-
natory or unfair treatment and make decisions neutral against the sensitive
attribute, this problem is referred to as anti-discrimination, fairness, or neu-
tralization.
With this requirement, we address supervised learning problems in which we
want to learn a predictor so that it does not make unfair predictions. The
application examples of this problem are listed as follows.
Example 1 (hiring decision). A company collects personal information from
employees and job applicants; this information includes age, gender, race or
ethnicity, place of residence, and work experience. The company uses machine
learning to predict the work performance of the applicants, using information
collected from employees. The hiring decision is then based on this prediction.
Here, if the learned predictor changes its output by the difference of the
sensitive attributes, including gender, race, and ethnicity, the predictions
made by the predictor can be biased against the sensitive attributes, and the
hiring decisions might be deemed discriminatory. We here want to employ a
learning algorithm such that the learned predictor is not biased against the
sensitive attributes.
Example 2 (personalized advertisement and recommendation). A company
that provides web services records user behavior, including usage history
and search logs, and uses machine learning to predict user attributes and
preferences. The advertisements or recommendations displayed on web pages
are thus personalized so that they match the predicted user attributes and
preferences. When recommendations are accurately pinpointed to sensitive
issues, such as political or religious affiliation, the result may be increasingly
biased views. This is known as the problem of the filter bubble (Pariser 2011).
For example, suppose supporters of the Democratic Party wish to read news
articles related to politics. If the recommended articles are all related to their
party and are absent of criticism, they may develop a biased view of the
political situation. The objective of the learner is again to learn a predictor
that is not biased against the sensitive attributes.
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Machine learning algorithms are not designed to make unfair decisions in-
tentionally, whereas it makes unfair decisions. For instance, Sweeney (2013)
demonstrated that an online ads system for a search engine more frequently
presented negative ads when querying names of African descent than when
querying names of European descent. Although the system merely personal-
izes ads to maximize the click-through rate by utilizing the machine learning
techniques, such discrimination can occur. Unintentional unfair decisions can
occur when training samples are unfair potentially. As reported Barocas et al.
(2016), biased decisions can be made by machine learning algorithms because
of biased training samples.
Social communities demand to avoid such unintentional unfair decisions even if
the training samples are biased against the sensitive attributes. As mentioned
above, the line of the 2014 White House Report says that we must monitor for
potential unfair decisions “even absent discriminatory intent”. Consequently,
we want to develop machine learning techniques to avoid unintentional unfair
decisions made by the learning algorithms. If the training samples are biased
against the sensitive attributes, to make an accurate prediction and to make
a fair prediction are conflicting tasks. Therefore, the goal of the learning
algorithm under fairness is to achieve the most efficient trade-off between
prediction accuracy and fairness.
There are two main difficulties to learn a fair predictor; that is, disparate
impact and populational fairness.
Disparate impact. The disparate impact is a legal term meaning that the
unfair decisions can be made even if we make these decisions using the individ-
ual’s non-sensitive attributes only. It comes from the dependent relationship
between the sensitive attributes and the non-sensitive attributes. For exam-
ple, suppose we make a hiring decision to an applicant from the information
regarding his/her attributes, including name, address, gender, academic back-
ground, and job history. Since the gender is a sensitive attribute, we need
to make the hiring decision from the attributes other than gender. However,
name, academic background, and job history are often dependent on gender,
and thus the decision made by these attributes also can depend on gender.
Even though the disparate impact is unintentional, it should be sufficiently
suppressed when we make decisions (as discussed in Barocas et al. 2016).
Such dependent relationship between the non-sensitive attributes and the
sensitive attributes might hiddenly exist even if the sensitive attributes are
not explicitly observed. In the hiring decision example, if gender is not con-
tained in the training samples, we can make a biased decision against gender
because the name, academic background, and job history are dependent on
gender.
13
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Populational fairness. The problem of the populational fairness is that
even if we learn a fair predictor for the observed training samples, an unfair
decision can be made for a test sample due to overfitting to the training
samples. To make a fair decision for a test sample, we need to make the
learned predictor fair in the underlying population distribution from which
the samples are generated.
Our contributions are developments of analyzing techniques and machine
learning algorithms concerning the disparate impact and the populational
fairness. In this thesis, we show three results. First, we develop a variety of
maximum likelihood estimations that can remove the disparate impact even
if the sensitive attributes do not present explicitly in the given training sam-
ples but implicitly exist (in Chapter 3). Second, we develop an empirical risk
minimization framework with penalization on unfairness. By theoretically
analyzing the framework, we show that a learning algorithm following this
framework ensures the populational fairness (in Chapter 4). Third, we de-
velop a minimax optimal estimator for the class of additive functional, which
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In this chapter, we review some background of machine learning under fairness.
Especially, we focus our attention on supervised learning.
2.1 Supervised Learning under Fairness
In this section, we setup a problem of supervised learning under fairness.
Let X and Y be random variables representing input and target where these
domains are denoted as X and Y, respectively. In addition to X and Y ,
we introduce a random variable V representing viewpoint which denotes the
sensitive attribute including gender, race, religion, and ethnicity, where the
domain of V is denoted as V . Suppose X, Y , and V are jointly distributed as
a probability measure ρ. In the ordinary setting of supervised learning under
fairness, the learner obtains n i.i.d. training samples Dn = ((Xi, Yi, Vi))i∈[n] ∈
(X × Y)n where (Xi, Yi, Vi) are independent copies of (X, Y, V ). Given the
training samples Dn, the learner constructs a predictor fn which is a (possibly
stochastic) mapping from X and V to Y . After constructing the predictor fn,
the learner can predict a target value by using values of input and viewpoint.
Formally, a test sample (X0, Y0, V0) is drawn independently from ρ, and X0
and V0 are revealed to the learner. Then, the learner makes an prediction on Y0
from X0 and V0 as Yˆ0 = fn(X0, V0). Here, the learner has two objectives:
Accuracy the prediction Yˆ0 is accurate.
Fairness the prediction Yˆ0 is not biased against V0.
The learner’s goal is to construct fn that achieves these objectives simulta-
neously. If these objectives are conflicting and are in a trade-off relation, the
goal then becomes constructing fn that achieves the most efficient trade-off
among them.
To achieve accurate prediction, the learner wants to construct fn so that Yˆ0
is closest to Y0. The difficulty of this problem mainly comes from unknown-
ness of ρ. The learner cannot directly access to ρ, and instead observes the
training samples Dn drawn i.i.d. from ρ. On the other hand, the performance
of the learned predictor fn is evaluated at the test sample (X0, Y0, V0) which
is not contained in Dn, but is independently drawn from the unknown prob-
ability measure ρ. Hence, even if the learner constructs predictor fn so that
fn(Xi, Vi) = Yi for i ∈ [n], it can lead a large error for the test sample. The
error for the test sample comes from a large complexity of the predictor fn.
For example, suppose the learner employs a quadratic function for the pre-
dictor fn even when the relationship between (X, V ) and Y is linear with no
16
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noise. Then, if the sample size n is smaller than the dimensionality of (X, V ),
we can construct a quadratic function such that fn(Xi, Vi) = Yi for i ∈ [n].
This phenomenon is called as overfitting; that is, by employing a too complex
model that cannot be explained by the obtained samples, the learner incurs
a large error at the test time.
To overcome this difficulty, many methodologies have been developed by ma-
chine learning researchers over recent decades. We introduce the most generic
two approaches to supervised learning in the subsequent subsections.
2.1.1 Maximum Likelihood Estimation and Maximum
a Posteriori
Suppose that the probability measure ρ is parametrized by θ ∈ Θ as ρθ.
Given the samples Dn drawn i.i.d. from ρθ, the goal of the learner is to find
θ from Dn. To this end, the learner finds a parameter θ that maximizes the
probability with which the samples Dn are obtained from ρθ. Formally, the
estimated parameter θn is obtained as
θn = arg max
θ∈Θ





ln Pρθ(Xi, Yi, Vi)
}
. (2.1)
Noting that the logarithmic function is a continuous and monotonically in-
creasing function, Eq (2.1) maximizes the probability
∏n
i=1 Pρθ(Xi, Yi, Vi).
The function of θ that outputs the probability with which the samples Dn are
obtained from ρθ is called as a likelihood, and hence this method is named as
maximum likelihood estimation (MLE). However, this method can lead over-
fitting if the parametrized model ρθ is too complex as explained above.
To avoid overfitting, we ordinary introduce a prior probability measure pi over
Θ, and then maximizes the posterior probability as follows
θn = arg max
θ∈Θ
{L(θ) + ln Ppi(θ)}.
This method is referred to as the maximum a posteriori (MAP).
2.1.2 Empirical Risk Minimization
Let F be a set of predictors. Letting `(f, (X, Y, V )) be a loss function which
assesses the error of f at a point (X, Y, V ), we can define the optimal predictor
17
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f ∗ ∈ F that maximizes the generalization risk as
f ∗ = arg max
f∈F
R(f) = arg max
f∈F
{
E(X,Y,V )∼ρ[`(f, (X, Y, V ))]
}
.
The goal of the learner is to find the optimal predictor f ∗ using the samples
Dn. Since the learner cannot access the generalization risk directly due to
unknown ρ, we instead find fn that minimizes the empirical risk as
fn = arg min
f∈F







`(f, (Xi, Yi, Vi))
}
.
This method is called as empirical risk minimization (ERM).
If the domain of predictors F is too large, the problem of overfitting can
occur. To suppress overfitting, we ordinary employ the regularizer Ω : F → R,
which penalizes a large complexity of fn, and find fn as
fn = arg min
f∈F
{Rn(f) + Ω(f)}.
This method is referred to as regularized empirical risk minimization (RERM).
For the fairness objective, we first need to discuss a topic regarding when the
prediction Yˆ0 is biased against the viewpoint V0. In the next subsection, we
clarify this question by introducing the basic concept of the fairness definitions
appeared in the literature.
2.1.3 Legal Theories of Liability for Fairness
With the setup described in Section 2.1, we here discuss about the situation
that the prediction Yˆ0 is biased against the viewpoint V0. The basic concept
behind this comes from the discussion of legal theories of liability (see Barocas
et al. 2016, and references therein). Basically, there are two types of legal
theories of liability with regarded to fairness; disparate treatment and disparate
impact. Disparate treatment is a legal theory of liability for both explicit
formal classification and intentional discrimination. More specifically, there
is a disparate treatment if decisions made for an individual receives change
with a difference of her/his sensitive attributes. This notion is equivalent
to direct discrimination in (Pedreschi et al. 2008). In supervised learning, a
predictor that uses the viewpoint V and changes its output with a change of
V has a disparate treatment. Formally, a predictor f suffers from a disparate
treatment if a prediction Yˆ = f(X) satisfies for any v ∈ V ,
P(Yˆ |X, v) 6= P(Yˆ |X). (2.2)
18
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If a predictor f has a disparate treatment, f explicitly uses the viewpoint V
as an argument and changes its output from the viewpoint V . Hence, we can
say that f makes an unfair prediction against the viewpoint V intentionally.
The intentional unfair prediction can be easily removed with a little effort.
For example, we can easily remove the disparate treatment by removing the
viewpoint from the training samples Dn and constructing fn as a function of
the input X.
Disparate impact occurs when the decisions is facially fair but have a bias
against the viewpoint. There is a disparate impact if the decisions made for
an individual outcomes a disproportionately adverse impact to members of a
certain sensitive attribute value group. Formally, a predictor f suffers from a
disparate impact if a prediction Yˆ = f(X) satisfies for any v ∈ V ,
P(Yˆ |v) 6= P(Yˆ ). (2.3)
The disparate impact exists regardless of intentionality. We remark that ma-
chine learning algorithms can make an unfair prediction unintentionally. In
the Sweeny’s example, the ad provider does not intentionally display the
unfair ads, but it merely distributes the ads so that the click-through rate
is maximized. The cause of the disparate impact is a high dependent rela-
tionship between the input X and the viewpoint V . For example, a postal
address of individuals is usually highly dependent on ethnicity due to histori-
cal reasons, and therefore a prediction made from the address can be biased
against ethnicity. Such dependent relationship between the prediction and the
viewpoint through the input is called as indirect discrimination (Pedreschi
et al. 2008) or red-lining effect (Calders et al. 2010).
Biased unfair target values in the training samples account for the most of
causes of the disparate impact. Typically, target values in training samples
are assigned by a human; in the employment example, the employments of
the applicants are finally decided by a person in the personnel section. In
this case, the person perhaps determines the target values so that these are
biased against the viewpoint values subconsciously. Also, as reported Barocas
et al. (2016), biased decisions can be made by machine learning algorithms
because of biased training samples. Consequently, learning with potentially
unfair training samples results in the disparate impact. If the training samples
are unfair, the perfect prediction, i.e., the prediction fn(X) equivalents to
the target Y , can also be unfair. In this case, the accuracy objective and the
fairness objective are conflicting, and the learner should aim to achieve the
most efficient trade-off among them.
The most of the existing works that tackle the problems of supervised learning
19
Theoretical Analyses of Learning under Fairness
under fairness aim to remove the disparate impact from the learned predictor
fn. The difficulty here is again in unknownness of ρ. Since ρ is unknown to the
learner, she also does not know the actual dependency relationship between
X and V . Hence, the learner should estimate the dependency relationship
from given training samples Dn, and at the same time, she should carefully
construct fn so that it does not involve any factors in X depends on V by using
the estimated dependency relationship. As well as the accuracy objective, the
main part of difficulty in removing the disparate impact comes from overfitting.
We will explain this problem in detail in the next section.
In addition to the difficulty coming from the unknownness of ρ, there is
another difficulty of the hidden red-lining effect. Since the disparate im-
pact comes from the indirect dependency relationship between fn(X) and
V through X, the same phenomenon occurs even if the viewpoint hiddenly
exists and its values are not contained in the training samples explicitly. Even
though the disparate impact comes from the hidden viewpoint, it is often the
case that we can check the occurence of the disparate impact easily. In the
Sweeny’s example, information about African-descent or Europian-descent is
not contained in the search queries explicitly, whereas she determined whether
a person name is African-descent or Europian-descent by using public informa-
tion published by the government. Hence, by utilizing the public information,
we can easily infer the value of the hidden viewpoint from the input. As
Sweeny did, we can eaxily check the occurence of the disparate impact by
using the inferred hidden viewpoint. Consequently, we need to remove the
disparate impact causing from the hidden viewpoint. In Chapter 3, we will
address this problem.
There is a line of literature that aims to avoid another legal theory of liability,
disparate mistreatment (such as, Hardt et al. 2016; Woodworth et al. 2017;
Zafar et al. 2017). This is specially designed for algorithms of supervised
learning. Formally, a predictor f suffers from a disparate mistreatment if a
prediction Yˆ = f(X, V ) satisfies for any v ∈ V ,
P(Yˆ |Y, v) 6= P(Yˆ |Y ). (2.4)
The concept of the disparate mistreatment comes from the reliability of target
Y . As mentioned before, target values are usually assigned by human, and
thus are unreliable. In this case, although the learner does not know whether
or not the unrealiable target values are actually unfair, she should remove
the disparate impact conservatively. On the other hand, there is the case
that we can believe the given target values are fair. For example, suppose
admission of a school is determined by whether or not the score of the entrance
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examination is higher than 80%. In this case, admission is determined by
applicant’s academic ability systematically, and thus is reasonable even if
enrolled students are biased against a sensitive attribute. Given such target
Y , we permit that prediction Yˆ is biased against V with the same reason
of Y . In Eq (2.4), by adding Y as a condition, we permit that the predictor
changes its output with a change of V along with a change of Y .
The cause of the disparate mistreatment is no longer the red-lining effect, but
mainly consists of underfitting. Underfitting is a similar term of overfitting
and means that, by employing a too simple model that cannot explains the
obtained samples, the learner incurs a large error at both the training and
test times. When the learned predictor fn underfits the training samples,
fn(X) is far from Y and hence can invalidate the condition in Eq (2.4).
The line of works in (Hardt et al. 2016; Woodworth et al. 2017; Zafar et al.
2017) developed methods that remove the bias in the prediction against the
viewpoint generated due to underfitting.
Quantification. Some of the existing works employed a quantified measure
of Eq (2.2), Eq (2.3), or Eq (2.4). Typically, the disparity in Eq (2.2), Eq (2.3),
or Eq (2.4) is measured by using some divergence, such as the total variation
distance, KL-divergence, and χ2 divergence. For example, letting the viewpoint
be binary as V = {v+, v−}, we can measure unfairness caused by the disparate
impact by the total variation distance (Calders et al. 2010; Zemel et al.
2013):
TV(P(Yˆ |v+),P(Yˆ |v−)).
We can use any divergence measure instead of the total variation distance.
For another quantifization, the mutual information between Yˆ and V is em-
ployed as an unfairness measure (Kamishima et al. 2012b), where the mutual
information is defined as








where DKL denotes the KL-divergence.
2.1.4 Empirical and Populational Fairness
To achieve fairness objective, the learner constructs a predictor fn so that
Eq (2.2), Eq (2.3), or Eq (2.4) is satisfied. However, Eqs (2.2) to (2.4) cannot
be evaluated directly due to unknown ρ. Instead, the learner empirically
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evaluates Eqs (2.2) to (2.4) by using given training samples Dn. Then, the
learner constructs a predictor fn so that the empirically evaluated fairness is
ensured. If a learning algorithm ensures such empirically evaluated fairness,
we say the learning algorithm ensures empirical fairness. However, unfair
predictions can be made at test time even if empirical fairness is guaranteed
due to overfitting. Supervised learning aims to make predictions for the test
samples, and thus a learning algorithm that does not ensure the test time
fairness is far from our desire.
The actual desire of the fairness objective is to guarantee fairness at the
test time. To this end, we aim to design the learning algorithm that ensures
populational fairness, in which fairness is ensured for a sample generated from
the underlying distribution ρ. Since ρ is unknown to the learner, what the
learner can do is empirical evaluation of fairness. Thus, theoretical analysis
of the learning algorithm is mandatory to ensure populational fairness. In
Chapters 4 and 5, we will deal with problems of guaranteeing and evaluating
the populational fairness.
2.1.5 Existing Fair Mechanisms
We clarified the definition of fairness in Section 2.1.3. We here discuss regard-
ing when and how to achieve Eq (2.2), Eq (2.3), or Eq (2.4) in the existing
studies. The existing methods of “when” can be divided into three types; that
is, preprocessing, interprocessing, and postprocessing.
Preprocessing. A preprocessing method converts the training samples Dn
to D′n so that D
′
n is to be fair samples. For example, Feldman et al. (2015)
proposed methods of clarifying the existence of the disparate impact and of
removing the disparate impact in a preprocessing manner. They prove that
predictability of the viewpoint from the input accounts for a cause of the
disparate impact, and introduce a support vector machine based method to
clarify the disparate impact. This only ensures empirical fairness, and thus
there is no guarantee of populational fairness.
Postprocessing. A postprocessing method modifies the learned predictor
fn to f
′
n so that f
′
n will make a fair prediction where fn is constructed by
some ordinary learning algorithm. As an instance of postprocessing method,
Calders et al. (2010) presented the Calders–Verwer 2 na¨ıve Bayes method
(CV2NB), which proactively removes the red-lining effect. Suppose the target
and the viewpoint are both binary as Y = {y+, y−} and V = {v+, v−}. Then,
the Calders–Verwer (CV) score is defined by CV(Dn) = PDn(Y = y+|V =
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v+) − PDn(Y = y+|V = v−) where PDn denotes the empirical probability
density calculated from Dn. The CV2NB modifies the na¨ive Bayes classifier
in such a way that the CV score becomes zero concerning the given samples
Dn. Based on this idea, various situations where discrimination can occur have
been discussed in other studies (Kamiran et al. 2010; Zliobaite et al. 2011b).
For example, it has been shown by Zliobaite et al. (2011a) that positive CV
scores do not necessarily cause unfairness in some situations. These methods
only ensure empirical fairness.
Hardt et al. (2016) developed postprocessing methods of removing the dis-
parate mistreatment from the ordinary learned predictor. Their methods can
be applied to a binary classification function mapping from an input to a
binary target and a binary score-based classification function which maps an
input to a real value where the target value is determined by thresholding
the outputted real value. They analyzed the error caused by approximation
of the probability distribution ρ, and in this sense, their method can ensure
populational fairness.
Interprocessing. In interprocessing, a mechanism to make fair predictions
is combined with the learning algorithm. As an interprocessing method,
Kamishima et al. (2012b) presented a prejudice remover regularizer (PR)
for removing the disparate impact in classification setting. This method is for-
mulated as an optimization problem in which the objective function contains
the loss term and the regularization term that penalizes mutual information
between Yˆ and V . The value of the mutual information represents the quan-
tification of the disparate impact, and hence we can get a fair classifier by
penalizing the objective function using the mutual information. This method
does not have any guarantee of populational fairness.
Zemel et al. (2013) introduced an interprocessing method, the learning fair
representations (LFR) model, for preserving the disparate impact in classifi-
cation setting. LFR is designed to provide a map,from inputs to prototypes,
which guarantees the classifiers that are learned with the prototypes will be
fair. Hence, the prototypes are constructed so that predictions made from the
prototypes are fair. This method also does not ensure populational fairness,
either.
Zafar et al. (2017) proposed a method of removing the disparate mistreatment.
Their method is based on the empirical risk minimization (ERM) where
it is constrained so that the learned classifier does not have the disparate
mistreatment. This method does not have any guarantee of populational
fairness, either.
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Woodworth et al. (2017) developed and analyzed a method of removing the
disparate mistreatment. They showed that any postprocessing method as
(Hardt et al. 2016) do fails to remove the disparate mistreatment. Hence,
they combine interprocessing and postprocessing; in which, the learner first
conducts the ERM with a fairness constraint, and then converts the learned
predictor to remove the disparate mistreatment. They analyzed the two-
phases method and provided a guarantee of populational fairness.
2.2 Related Work for Other Machine Learn-
ing Problems
We formalize the problem of supervised learning under fairness and discuss
the difficulties in that thus far. In the meanwhile, many researchers addressed
problems of fair machine learning other than supervised learning, such as
unsupervised learning, bandit learning, and reinforcement learning. In this
section, we introduce some related works that tackle such machine learn-
ing problems under fairness. Bolukbasi et al. (2016) demonstrated that an
unfair relationship of words is learned by the word embedding algorithm
using a deep learning technology. The word embedding algorithm enables
us to extract relationship between words; for example, the algorithm can
extract relationship men − women ≈ king − queen. They have reported
that the word embedding system learns a relationship men − women ≈
computerprogrammer−homemaker; which is a biased view of the job against
gender. They proposed a word embedding algorithm that can remove such a
sensitive relationship.
Some researchers tackled the fairness problem appeared in the bandit problem
or the reinforcement learning problem Jabbari et al. (2017) and Joseph et al.
(2016). Their methods attempt to remove the disparate mistreatment caused
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Disparate impact is a fairness definition for a situation when the learner can
make unfair predictions unintentionally due to the potentially unfair training
samples. As mentioned in Chapter 2, the main cause of the disparate impact
is the red-lining effect; that is, use of biased input values results in biased
prediction. The red-lining effect can occur even when the viewpoint hiddenly
exists and its values are not contained in the training samples explicitly. In
this chapter, we deal with a problem of removing the disparate impact coming
from such a hidden viewpoint.
Several techniques that take account of fairness or discrimination have recently
received attention (Bolukbasi et al. 2016; Calders et al. 2010; Dwork et al.
2012; Feldman et al. 2015; Kamiran et al. 2010; Kamishima et al. 2012b;
Romei et al. 2013; Ruggieri et al. 2010; Zemel et al. 2013). One of the easiest
ways to suppress unfair treatment is to remove the values of the viewpoint
from the input values before the learning process of the prediction model. This
procedure can remove the disparate treatment from the learned prediction
model, whereas the disparate impact remains in the model due to the red-
lining effect (Table 3.1, line 1).
Calders et al. (2010) presented the Calders–Verwer 2 na¨ıve Bayes method
(CV2NB), which proactively removes the red-lining effect. The CV2NB guar-
antees the elimination of unfairness regarding the CV score. The limitation
of the CV2NB is that it cannot be used when the target or viewpoints are
continuous. Moreover, this method requires the explicit viewpoint values in
the training samples and thus is not applicable when the viewpoint is hidden;
that is, when viewpoint values are not contained in training samples explicitly,
but the disparate impact can occur through the input that highly depends on
the viewpoint (Table 3.1, line 2). The methods based on the CV2NB, such
as (Thanh et al. 2011; Zliobaite et al. 2011a), share its limitations.
Kamishima et al. (2012b) introduced the prejudice remover (PR) for a classifi-
cation task. This method employs the mutual information between the target
and the viewpoint, which is called as the prejudice index, as a quantification
measure of unfairness. This method can work with a continuous target if it is
approximated by a histogram, as demonstrated by Kamishima et al. (2012a,
2013). Continuous viewpoints, however, cannot be treated by the PR method.
The PR method cannot deal with the hidden viewpoint, either (Table 3.1,
line 3).
Zemel et al. (2013) proposed learning fair representation (LFR), aiming to
obtain an invariant intermediate representation against the viewpoint. The
fairness of LFR is based on statistical parity with quantification by the total
variation distance. This method can be applied to the binary or multiple
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target and viewpoint; however, continuous viewpoints are not considered.
The hidden viewpoint is also unavailable (Table 3.1, line 4).
Our contributions.
Our contributions in this chapter are three-folds; modeling viewpoint, max-
imum likelihood estimation with η-neutrality, and comparison of fairness
measures.
Modeling viewpoint Existing methods assume the viewpoint is observed
and is explicitly provided in the input. Therefore, these methods are not
applicable the hidden viewpoint. We here aim to remove the disparate
impact of the hidden viewpoint. If the learner has no information about the
hidden viewpoint, she cannot make any effort for removing the disparate
impact. Instead, we here assume that the learner obtains a probabilistic
model of the viewpoint, which is a model that predicts the viewpoint from
the input. In many cases, we can easily construct such a probabilistic model;
for example, we can construct prediction model from name to race by using
the statistical survey published by the government. By using this strategy,
Sweeney determined that a person name is either of Europian descent or
African descent (Sweeney 2013).
We provide a method to remove the disparate impact from the target pre-
diction model against a given probabilistic model of the viewpoint when the
viewpoint is hidden. To remove the disparate impact of the hidden view-
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point, we define η-neutrality (in Section 3.1.1), which measures dependency
between the target model and the viewpoint model. With η-neutrality, we
can evaluate the unfairness of a target prediction model against any hidden
viewpoint, as long as its probabilistic model is given to the learner (Ta-
ble 3.1, the rightmost column). Furthermore, since η-neutrality is measured
for probabilistic models, populational fairness is expected to be effectively
guaranteed. This is demonstrated by experiments in Section 3.5.
Maximum likelihood estimation with η-neutrality Following the defi-
nition of η-neutrality, we introduce a systematic way to remove the disparate
impact from the target prediction model when viewpoints are hidden. This
framework is based on the maximum likelihood estimation. Our methods
can treat a target and viewpoint that are either discrete (Table 3.1, line
5) or continuous (Table 3.1, line 6), as demonstrated by η-neutrality with
logistic regression in Section 3.3.1 and linear regression in Section 3.3.2. The
effectiveness of our methods is examined by experiments with both artificial
and real datasets in Section 3.5.
Comparison of fairness measures We clarify the relationship between
the existing fairness measures, η-neutrality, the CV Score (Calders et al.
2010), statistical parity (Zemel et al. 2013) and the prejudice index (Kamishima
et al. 2012b). For a comprehensive discussion, we introduce a neutrality fac-
tor (in Section 3.4), which represents fairness of a pair of a target value and
viewpoint value. We show that existing fairness measures are universally
represented by the aggregation of the neutrality factors.
In Figure 3.1, we illustrate the relationship between the fairness measures.
The dashed arrow between statistical parity and the CV score shows that
statistical parity with a binary viewpoint is equivalent to CV score. Further-
more, η-neutrality is interpreted as an upper-bound of the other fairness
measures represented by the solid arrows. We will prove these relations in
Section 3.4.
3.1 Problem Setting
The most of the problem setting in this chapter is borrowed from the setup of
supervised learning under fairness and Section 2.1.1 described in Section 2.1.
Given the training samples Dn, the goal of the learner is to find the model
parameter that achieves the most efficient trade-off between the accuracy
objective and the fairness objective. For a prediction model of the target, we
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Figure 3.1: Relationship between the fairness measures. Statistical parity with
binary viewpoint is equivalent to CV score. η-neutrality upper bounds all of
other fairness measures.
model the conditional probability P(Y |X) by using some parametric model
f(Y |X; θ) where θ ∈ Θ is a parameter of the target prediction model.
As mentioned before, we attempt to remove the disparate impact of the hid-
den viewpoint by utilizing a given prediction model of the hidden viewpoint.
As we did for the target, we model the conditional probability P(V |X) by a
prediction model g(V |X;φ) where φ ∈ Φ is a parameter of the viewpoint pre-
diction model. Since the viewpoint prediction model is revealed to the learner
in advance of the learning phase, we can assume the viewpoint prediction
model is fixed, and so the model parameter φ is omitted and g is described
by g(V |X).
Noting that the values of the target and the viewpoint are predicted indepen-
dently, we can assume the joint probability is
Pρ(X, Y, V ) = P(X)P(Y |X)P(V |X).
The target and the viewpoint prediction models describe the conditional
probability density functions f(Y |X; θ) = P(Y |X) and g(V |X) = P(V |X),
respectively. Thus, given the target prediction model f(Y |X; θ) and the view-
point prediction model g(V |X), the probabilistic model of Pρ(X, Y, V ) be-
comes
M(X, Y, V ; θ) = f(Y |X; θ)g(V |X)P(X). (3.1)
We first propose a novel definition of neutrality, η-neutrality. We then describe
the goal of the learning algorithm. In the following discussion, we assume the
inputX is continuous. We can treat a discrete X by replacing the integral with
a sum. For Y , the discussion below is valid for both discrete and continuous
variables. As is the case with Y , the discussion below for V is also valid for
both discrete and continuous variables.
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3.1.1 η-Neutrality
With the setup above, we consider the dependency of the target Y and the
viewpoint V . When V and Y are statistically independent, for any v ∈ V and
any y ∈ Y, P(v, y)/P(v)P(y) = 1. When P(v, y)/P(v)P(y) > 1, y and v are
more dependent than independent. Hence, our definition of fairness is defined
as the ratio of the marginal probabilities, as follows.
Definition 1 (η-neutrality). Let X, Y , and V be the random variables rep-
resenting the input, the target, and the viewpoint, respectively. Given η ≥ 0,
the probability distribution P(X, Y, V ) is η-neutral if for all v ∈ V and all
y ∈ Y ,
P(v, y)
P(v)P(y)
≤ 1 + η. (3.2)
Our neutrality definition simply bounds the ratio. As a variation of this
definition, the ratio can be bounded above and below as
∀v ∈ V , y ∈ Y , 1− η ≤ P(v, y)
P(v)P(y)
≤ 1 + η. (3.3)
If both the target and the viewpoint are binary, the ratio of our definition is
bounded below as Eq (3.3). If either or both of the target and the viewpoint
take M multiple values, the ratio of our definition is bounded below by 1−Mη
which is different from Eq (3.3). We employed Definition 1 for optimization
efficiency. The number of constraints derived from Definition 1 can be reduced
to half compared to Eq (3.3).
Next, given the probabilistic models of P(Y |X) and P(V |X), we derive condi-
tions that the model of the joint probability distribution satisfies η-neutrality.
The following theorem shows the condition that the model of Eq (3.1) is
η-neutral.
Theorem 1. Suppose the joint probability distribution of input X, target Y ,
and viewpoint V follows the model M(X, Y, V ; θ) = f(Y |X; θ)g(V |X)P(X).
Then M is η-neutral if for all v ∈ V and all y ∈ Y,∫
x
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P(x)f(y|x; θ)g(v|x)dx− (1 + η)g¯(v)
∫
x




P(x)f(y|x; θ)[g(v|x)− (1 + η)g¯(v)]dx ≤ 0.
With the definition of η-neutrality, the learner’s goal is to find the target model
parameter θn that is closest to the true parameter θ under the constraint
of η-neutrality. In the next section, we describe the learning algorithm we
propose.
3.2 Maximum Likelihood Estimation with η-
Neutrality
With the setup described in Section 3.1, we here introduce a systematic
framework that estimates the target model parameter under the constraint
of η-neutrality. Our framework is based on the maximum likelihood estima-
tion (MLE), whereas it can be easily extended to maximum a posteriori
(MAP). In MLE, the parameter of the target prediction model is estimated






ln f(Yi|Xi; θ). (3.5)
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3.2.1 Approximation of η-Neutrality
Since the probability distribution P is unknown to the learner, we cannot
evaluate Eq (3.4) directly due to the term of P(X). When P(x) cannot
be obtained, η-neutrality can be empirically evaluated with the frequency
distribution of P(X) using the training samples Dn. The neutrality condition
with respect to this frequency distribution is derived similarly, as follows.
Given a set of samples Dn, we approximate η-neutrality with the frequency
distribution






where 1· denotes the indicator function. From this, we have
Pˆ(X, Y, V ) = Pˆ(X)P(Y |X)P(V |X),
and an approximation of η-neutrality is defined by this Pˆ(X, Y, V ).
Definition 2 (Empirical η-neutrality). Let X, Y , and V be the random
variables representing the input, the target, and the viewpoint, respectively.
Let Pˆ(X) be the frequency distribution of X obtained from the samples Dn.
Given η ≥ 0, if Pˆ(X, Y, V ) is η-neutral, P(X, Y, V ) is said to be empirically
η-neutral with respect to the samples Dn.
The following theorem shows the condition that the model in Eq (3.1) is
empirically η-neutral with respect to the given samples.
Theorem 2. Suppose the joint probability distribution of the input X, target
Y , and viewpoint V follows the model M(X, Y, V ; θ) = P(X)f(Y |X; θ)g(V |X).
Then, given the samples Dn, M is empirically η-neutral if for all y ∈ Y and
all v ∈ V,
n∑
i=1
f(y|xi; θ)[g(v|xi)− (1 + η)g˜(v)] ≤ 0,




Proof. Theorem 2 states that P(X, Y, V ) is η-neutral if Eq (3.4) holds. By





f(y|xi)[g(v|xi)− (1 + η)g˜(v)] ≤ 0.
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f(y|xi)[g(v|xi)− (1 + η)g˜(v)] ≤ 0. (3.6)
3.2.2 Maximum Likelihood Estimation with η-neutrality
Given training samples and a viewpoint prediction model, we performed
the maximum likelihood estimation (MLE) with the guarantee of empirical
η-neutrality. We wanted a target prediction model that would achieve the
maximum log-likelihood for the given samples. At the same time, we wanted a
target prediction function that would make P(X, Y, V ) empirically η-neutral
with respect to the given samples and viewpoint prediction model. This
problem is the following constrained optimization problem:
min
θ∈Θ
L(θ) sub to Nη(y, v; θ) ≤ 0,∀y ∈ Y , v ∈ V .
Existing fairness indices measure fairness with certain statistics, such as dif-
ferences in the conditional probabilities (Calders et al. 2010) or mutual in-
formation (Kamishima et al. 2012b). If such measures are used to guarantee
fairness, the fairness of the model is statistically guaranteed for the set of the
training samples. In principle, it is desirable to guarantee fairness for individ-
uals contained in the training samples. However, such prediction functions
tend to overfit to the given samples and do not provide fairness of unseen
samples.
Assuming the model of the viewpoint correctly represents the true distribu-
tion, a model that satisfies our η-neutrality condition guarantees statistical
independence between every combination of target value y and viewpoint
value v. Note that η-neutrality can be realized even when the viewpoint val-
ues are not contained in the given samples. This is because the evaluation of
fairness is not dependent on the value of the viewpoint but the model of the
viewpoint.
3.2.3 Prediction Model for Viewpoints
In principle, we assume g(V |X) accurately represents the true probabilis-
tic distribution P(V |X), but in reality, this does not always hold. In this
subsection, we consider three types of possible viewpoint models.
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The first case assumes an extreme example; model g(V |X) is the probabilistic
model that outputs random or constant values independent of input X. If
we have no knowledge about the viewpoint, we have no choice other than
this. Since g(V |X) takes a constant value independent of X, η-neutrality
is guaranteed for any f(Y |X; θ) in this model; however, such prediction is
meaningless.
The second case assumes that model g(V |X) is taken as the empirical distribu-
tion of the training samples. Existing methods, including CV2NB, statistical
parity, and PR, achieve fairness for this empirical distribution. This model
realizes empirical fairness with respect to the given training samples, but
populational fairness is not guaranteed.
The third case considers the situation that is our focus; model g(V |X) is
given as a parametrized probabilistic model. In this case, if g(V |X) accurately
represent the true distribution without overfitting, the output of the target
prediction model is expected to be fair against not only to the training samples,
but also to the unseen samples; this is demonstrated in the following sections
by experiments.
The definition of η-neutrality contains all of the above cases, but we specifically
consider only the third case, the parametric model.
3.3 Applications of Maximum Likelihood Es-
timation with η-Neutrality
In this section, we demonstrate two applications of maximum likelihood esti-
mation with a guarantee of empirical η-neutrality: η-neutral logistic regression
and η-neutral linear regression.
3.3.1 η-Neutral Logistic Regression
We incorporate our neutrality definition into logistic regression. In logistic
regression, the domain of the input variable is X = Rd, and the domain of
the target is binary, Y = {0, 1}. Letting θ ∈ Rd be the model parameter, the
target prediction model for logistic regression is
f(y|x;θ) = σ(θTx)y(1− σ(θTx))1−y, (3.7)
where σ(a) is the logistic sigmoid function.
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Letting Eq (3.7) be the target prediction model, the log-likelihood is given
by Eq (3.5), and then the problem of η-neutral logistic regression is
min L(θ) sub to Nη(y, v;θ) ≤ 0, ∀v, y.
Note that the viewpoint prediction model g(v|x) can be any probabilistic
model.
We consider the optimization of η-neutral logistic regression. The gradient












Due to the nature of the logistic sigmoid function, the Hessian matrix is
positive semidefinite. Hence, the log-likelihood function is convex.
Next, we examine the convexity of the constraints associated with the η-
neutrality condition. Since Nη(y, v;θ) is a linear combination of f , the con-
vexity of f is investigated. The gradient of f with respect to the parameter
θ is
∇f(y,x;θ) =∇ exp (ln f(y|x;θ))
=
(
y − σ(θTx)) f(y|x;θ)x.
The Hessian is similarly obtained as
∇2f(y|x;θ) = α(x, y,θ)f(y|x;θ)xxT ,
where α(x, y,θ) = 2σ(θTx)2 + y2 − (2y + 1)σ(θTx). Since α(x, y,θ) ∈ R
can be negative, the Hessian is not positive definite, and f is nonconvex
with respect to θ. Thus, unfortunately, the neutrality condition in logistic
regression is nonconvex, regardless of the choice of g(v|x).
In our experiments with η-neutral logistic regression, we used the nonlinear
optimization package, Ipopt, that provides the implementation of the primal-
dual interior point method (Wa¨chter et al. 2006). As the initial point of
the primal-dual interior point method to solve the optimization problem of
η-neutral logistic regression, we use the optimal point of non-fair logistic
regression. Although the constraint is nonconvex, we show by experiments
that η-neutrality can be achieved without sacrificing too much of the accuracy
of the prediction in Section 3.5. This nonconvexity arises in part from the
nonconvexity of the probability distribution. Further research on convexifying
the neutrality constraint is left as an area of future work.
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3.3.2 η-Neutral Linear Regression
We now consider η-neutral linear regression and demonstrate that maximum
likelihood estimation with η-neutrality can work with a continuous viewpoint.
In linear regression, the domain of the target is Y = R, and the input domain
is X = Rd. The target prediction function is given by









where w denotes the regression coefficient for the target and β denotes the
parameter representing the inversed variance of the prediction error of the
target. The linear regression problem is solved by minimization of the negative
log-likelihood, as given by Eq (3.5).
The domain of the viewpoint is V = R. As well as the target prediction model,
we assume the viewpoint prediction model is










where wv denotes the regression coefficient for the viewpoint and βv denotes
the parameter representing the inversed variance of the prediction error of
the viewpoint.
Predictions of the target Y and the viewpoint V are obtained, respectively,
by
yˆ = arg max
y
f(y|x;w, β), vˆ = arg max
v
g(v|x;wv, βv).
Then, η-neutral linear regression is formulated as an optimization problem
















T is the design matrix and y = (y1, y2, ..., yn)
T is
the vector of the target values.
As in the case with η-neutral logistic regression, we investigate the convexity of
the neutrality constraint given models f and g by investigating the convexity
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of f . The gradient and Hessian matrix of f are, respectively,
∇wf(wTx′|x;w, β)
=∇w exp(ln f(wTx′|x;w, β))
=− β(wTx−wTx′)f(wTx′|x;w, β)(x− x′),
∇2wf(wTx′|x;w, β)
=α(x,x′,w, β)βf(wTx′|x;w, β)(x− x′)(x− x′)T ,
where α(x,x′,w, β) = β(wTx − wTx′)2 − 1. Since, depending on w,
f(wTx′|x;w, β) ≥ 0 and α(x,x′,w, β) ∈ R can take negative values, the
Hessian is not positive definite. Hence, unfortunately, f is not convex with
respect to w. For this non-convex constraint optimization, we again use the
primal-dual interior point method of Ipopt in our experiments (Wa¨chter et al.
2006).
3.4 Comparison of Fairness Measures
One of the largest difference between η-neutrality and the CV score (Calders
et al. 2010) or statistical parity (Dwork et al. 2012) or the prejudice in-
dex (Kamishima et al. 2012b) is its situation; while fairness of η-neutrality
is defined for the viewpoint prediction model, that of others is defined for
the viewpoint value. To discuss the difference of these fairness measures,
we assume the samples Dn contain the viewpoint values in the subsequent
subsections.
The CV score and the prejudice index are defined as quantities that measure
fairness, whereas η-neutrality and statistical parity are defined as conditions
required for the prediction model to be fair. More precisely, for example, the
prediction model is said to be η-neutral only if the ratio of the particular
probabilities is upper bounded by η for all y and all v. We employ the upper
bound of η-neutrality and statistical parity as the fairness measure for η-
neutrality and statistical parity, respectively.
For a comprehensive discussion of the comparison of the fairness measures, we
define the neutrality factor to universally represent all the fairness measures.
The neutrality factor quantifies unfairness of a specific pair of the target value
y and viewpoint value v:
Definition 3 (Neutrality factor). Let X, Y , and V be random variables
representing the input, the target, and the viewpoint, respectively. Then, the
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From the definition of η-neutrality, we can say that η-neutrality evaluates
the maximum value of the neutrality factors with respect to y and v. In
subsequent subsections, we represent the CV score, statistical parity and the
prejudice index by using the neutrality factor. Furthermore, we clarify the
relationship between these fairness measures.
3.4.1 Comparison of η-neutrality, CV score and Statis-
tical Parity
In this subsection, we first show that the CV score is a variant measure
of statistical parity. Then, we derive the relation between η-neutrality and
statistical parity. In what follows, we assume Y is the discrete target and V
is the binary viewpoint.
Let y ∈ {y+, y−} and v ∈ {v+, v−} be the binary target and the binary view-
point, respectively. The CV score (Calders et al. 2010) with respect to the
given samples Dn is defined by the difference of the conditional probabili-
ties:
CV (Dn) = Pˆ(y+|v+)− Pˆ(y+|v−), (3.8)
where Pˆ(Y |V ) is empirically evaluated with the given samples Dn. We can
assume Pˆ(y+|v+) ≥ Pˆ(y+|v−) without loss of generality. If the CV score equals
to zero, the classification is empirically fair with respect to the given samples
Dn.
Statistical parity (Dwork et al. 2012) employs the total variation distance
to quantify fairness. The total variation distance of the two probabilistic







Given  ≥ 0 as a neutrality parameter, we say -statistical parity holds with
respect to the given samples Dn if
TV(Pˆ(Y |v+), Pˆ(Y |v−)) ≤ .
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First, we show that the CV score is a variant measure of statistical parity.
Lemma 1. Let Y and V be the binary target and the binary viewpoint, re-
spectively. For any  ≥ 0 and any samples Dn, CV (Dn) ≤  if and only if
-statistical parity with respect to Dn holds.
Proof. By the definition of statistical parity, if -statistical parity holds
TV(Pˆ(Y |v+), Pˆ(Y |v−)) ≤ .
By the definition of the probability, Pˆ(y+|v) + Pˆ(y−|v) = 1 ∀v ∈ V and we
have
Pˆ(y+|v+)− Pˆ(y+|v−)
=(1− Pˆ(y−|v+))− (1− Pˆ(y−|v−))
=Pˆ(y−|v−)− Pˆ(y−|v+). (3.10)






(Pˆ(y+|v+)− Pˆ(y+|v−) + Pˆ(y−|v−)− Pˆ(y−|v+))
We can assume Pˆ(y+|v+) − Pˆ(y+|v−) ≥ 0 and Pˆ(y−|v−) − Pˆ(y−|v+) ≥ 0







=TV(Pˆ(Y |v+), Pˆ(Y |v−)).
As proved by Lemma 1, the statistical parity with the binary target can be
interpreted as the CV score.
Next, we provide the relation between η-neutrality and statistical parity. The
following theorem shows that η-statistical parity with respect to the given
samples Dn holds if η-neutrality holds.
Theorem 3. Let X and Y be the input variable and the discrete target random
variable, respectively. Let V denote the binary viewpoint random variable. If
the probability P(X, Y, V ) is empirically η-neutral, then Y is η-statistical parity
with respect to V .
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In order to prove Theorem 3, we use the following lemma that shows another
representation of the total variation distance in statistical parity by using the
neutrality factors.
Lemma 2. Let TV(P,Q) be the total variation distance between P and Q
defined Eq (3.9). Then,







The proof of Lemma 2 is shown in the Section 3.A. As proved by Lemma 2,
statistical parity is the expectation of the maximum value with respect to v
of the neutrality factors. By using Lemma 2, we prove Theorem 3.
Proof of Theorem 3. If η-neutrality holds, ν(y, v) ≤ 1 + η ∀y ∈ Y , v ∈ V.
Then, we have
TV(Pˆ(Y |v+), Pˆ(Y |v−)) ≤ EY [1 + η]− 1 ≤ η.
As proved by the Theorem 3, statistical parity holds if η-neutrality holds. We
can immediately show that the CV score is bounded by a certain function of
η if η-neutrality holds by using Theorem 3 and Lemma 1.
3.4.2 Comparison of η-neutrality and Prejudice In-
dex
In this subsection, we compare our η-neutrality with the prejudice in-
dex (Kamishima et al. 2012b). The prejudice index is defined as the mutual
information of the target Y and the viewpoint V :
PI = I(Y ;V ) = E[ln ν(Y, V )],
where I(Y ;V ) is the mutual information of the target Y and the viewpoint
V .
While the prejudice index is the expectation of the logarithm of the neutrality
factors ν(y, v), the parameter η of η-neutrality denotes the upper bound of
the neutrality factor ν(y, v). This indicates that prejudice index can be upper
bounded with the parameter η if η-neutrality holds. Following proposition
provides this indication.
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Table 3.2: Summary of fairness measures
Aggregation ν(y, v) ln ν(y, v)
Maximum w.r.t y and v η-neutrality equivalent to η-
neutrality





Expectation w.r.t y and v - prejudice index
Proposition 1. Let X and Y be random variables representing the input
and the target, respectively. Let V denote a random variable representing the
viewpoint. If the probability P(X, Y, V ) is empirically η-neutral with respect
to given Dn with η ≥ 0, then
I(V ;Y ) ≤ ln(1 + η).
Proof. From empirical η-neutrality of the probability P(X, Y, V ), we have
∀v ∈ V , y ∈ Y , Pˆ(v, y)
Pˆ(v)Pˆ(y)
≤ 1 + η.
Since natural logarithm is a monotonically increasing function, we have
∀v ∈ V , y ∈ Y , ln Pˆ(v, y)
Pˆ(v)Pˆ(y)
≤ ln(1 + η). (3.11)







= I(v; y) ≤ ln(1 + η).
As proved by the Proposition 1, the prejudice index is upper bounded by
ln(1 + η) if η-neutrality holds.
3.4.3 Summary of Comparisons
Table 3.2 shows the summary of the fairness measures. By definition of η-
neutrality, η-neutrality is the maximum value of the neutrality factors. Due
to monotonicity of the logarithm function, η-neutrality is equivalent to the
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maximum value of the logarithm of the neutrality factors (Table 3.2, line 1).
Statistical parity can be represented as the expectation of the maximum value
with respect to v of the neutrality factors as indicated by Lemma 2. Similarly,
as indicated by Lemma 1, the CV score is equivalent to statistical parity with
binary targets (Table 3.2, left of line 2). The prejudice index is defined as
the expectation of logarithm of the neutrality factor (Table 3.2, left of line
2). As indicated by Theorem 3, statistical parity and the CV score can be
upper bounded by η-neutrality. Moreover, as indicated by Proposition 1, the
prejudice index can be upper bounded by η-neutrality. As shown in Table 3.2,
all of the fairness measures can be represented with the neutrality factors. The
difference of these fairness measures is only in the way of aggregation.
The prejudice index is defined by the mutual information which represents
the statistical dependency between the target and the viewpoint. Thus, the
fairness measures are closely connected to the measures of statistical depen-
dency (Suzuki et al. 2009; Torkkola 2003).
3.5 Experiments
3.5.1 Classification
Settings. To examine and compare the classification performance and the
fairness performance of η-neutral logistic regression with other methods, we
performed experiments on five real data sets specified in Tables 3.3 and 3.4. In
Table 3.3, #Inst. and #Attr. denote the number of samples and the number of
the attributes, respectively; “Viewpoint” and “Target” denote the attribute
used as the target and the viewpoint, respectively. Table 3.4 also shows the
number of samples with the target (#y+) and the viewpoint (#v+). Also, the
table shows the prediction accuracy of the non-fair logistic regression with
respect to the target (Acc(y)) and the viewpoint (Acc(v)).
We compared the following methods: logistic regression (LR, no fairness
guarantee), logistic regression that learns without using the values of viewpoint
(LRns), the Na¨ıve Bayes classifier (NB, no fairness guarantee), the Na¨ıve Bayes
classifier that learns without the values of viewpoint (NBns), CV2NB (Calders
et al. 2010), logistic regression that uses the PR (Kamishima et al. 2012a),
and η-neutral logistic regression (ηLR, proposal). In the PR method, the
regularizer parameter λ, which balances the loss minimization and fairness,
was varied as λ ∈ {0, 5, 10, 15, 20, 30}. The parameter η, which determines
the degree of fairness, was varied as η ∈ {0.00, 0.01, ..., 0.40}. All dataset
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attributes were discretized by the same procedure described in (Calders et al.
2010) and coded by 1-of-K representation for LR, LRns, PR and ηLR.
As fairness indices of prediction models, normalized prejudice index (NPI) and
ηˆ are introduced. NPI is defined as the normalized mutual information of Y





where I(Y ;V ) is the mutual information of target Y and viewpoint V ,
I(Y ;V )/H(Y ) is the ratio of information of V used for predicting Y ;
I(Y ;V )/H(V ) is the ratio of information that is exposed if a value of Y
is known. Thus NPI can be interpreted as the geometrical mean of these two
ratios. The range of NPI is [0, 1].






where ηˆ can be interpreted as the degree of the dependency of y and v with
which the largest dependency occurs. If Y and V are mutually independent,
ηˆ = 0. If the fairness measure with respect to a target prediction model is
ηˆ, it means the model Eq (3.1) is empirically ηˆ-neutral with respect to the
given samples.
We compared the three measures: accuracy, normalized prejudice index (NPI),
and ηˆ of η-neutrality. These indices were evaluated with five-fold cross valida-
tion and the average values of ten different folds are shown in the plots.
The values used for the learning of f(y|x), the guarantee of fairness, and the
measurement of fairness are summarized in Table 3.5. For the guarantee of
fairness, we consider the following two cases.
Case 1 assumes that the values of the viewpoint are provided in the samples.
In this case, our method uses the viewpoint model learned from the samples,
whereas other methods uses the actual viewpoint values.
Case 2 assumes that the values of the viewpoint are not provided. Instead,
the viewpoint model, g(v|x), is provided. In this case, our method learns the
model of the target using the given viewpoint model g. Other methods need
the values of the viewpoint, so these are estimated as vˆ = arg maxv g(v|x).
Other methods then learn the model of the target with (x, vˆ).
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As a measurement of fairness, all methods used the true viewpoint value v in
both cases.
Results. Figure 3.2 shows the experimental results. In the graphs, the best
result is at the left top. Comparing the results of NB and NBns in Adult,
Dutch Census, and Bank Marketing, we can see that the improvement of
fairness by an elimination of the viewpoint is limited in both cases. The same
applies to LR and LRns.
In both cases, CV2NB achieves better fairness than NBns regarding both NPI
and ηˆ in Adult and Dutch Census. Besides, the decrease in the accuracy of
the prediction is less than 1% in the Adult dataset and 5% in the Dutch Cen-
sus. On the other hand, CV2NB fails to achieve a fair target model in Bank
Marketing and German Credit Data, because the fair level of CV2NB is worse
than NBns. As shown in Table 3.4, the number of the positive viewpoint of
these datasets is fewer than the negative viewpoint values, in comparison with
the other datasets. The degradation of performance of CV2NB in Bank Mar-
keting and German Credit Data can be caused by such imbalanced viewpoint
labels.
In both cases, PR successfully balances the NPI or the ηˆ and the accuracy
for Adult and Dutch Census datasets, but dominated by ηLR. To ensure
fairness of the target prediction model, PR adds non-convex NPI term to the
objective function. Due to the non-convexity of the objective function, both
the accuracy and the fair level of the prediction model can be worsened.
In both cases, our η-neutral logistic regression successfully balances fairness
and accuracy of the predication by changing η in Adult, Dutch Census and
Bank Marketing. Particularly, in Bank Marketing, even though the fair level
of the other methods is almost the same as its baseline (LR or NB), our ηLR
can achieve the prediction model with a high fair level. Furthermore, the
decrease in the accuracy of the prediction was at most 5% in these datasets,
even with small η. Thus, ηLR empirically works well even if its constraints
are non-convex. In contrast, we can see from the results of PR that the non-
convex objective function can worsen both of the fair level and the accuracy.
Hence, although fairness measure is usually non-convex, we can achieve small
unfair level by employing the fairness measure as constraints.
In German Credit Data, the fair level of ηLR is lower than LRns in both cases.
It is noteworthy that the fair level of ηLR is even lower than LR in Case 2.
This was again due to imbalanced viewpoint labels of the dataset. The given
model of the viewpoint is trained so that it ignores minor viewpoint label.
Hence, due to the overfitting of the model learned by ηLR with such model
44



























































































































































































































(j) German Credit Data, ηˆ
Figure 3.2: Accuracy vs. fairness measure. Each subplot displays the result
of Case 1 (left) and the result of Case 2 (right) corresponding to the datasets
and the fairness measure (ηˆ or NPI).
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of the viewpoint to the major viewpoint label, the fair level of ηLR may be
lower than LR.
In Credit Approval, all technique did not work well in both cases. From
Table 3.4, the number of the samples of the dataset is up to seven hundred.
This result can indicate that estimation of the fairness measures for test
dataset needs a sufficiently large number of the samples.
3.5.2 Regression
Settings. To investigate the behaviors of the fair learning algorithm in linear
regression, we performed experiments of η-neutral linear regression on three
real datasets specified in Table 3.6. As with the specification of the dataset
for the classification, the table shows #Inst., #Attr., “Viewpoint” and “Tar-
get”. Also, the table also provides “Corr”, the correlation coefficient between
the target and the viewpoint. We chose the viewpoints for each dataset as
the attribute of which the correlation coefficient with respect to the target
maximizes. All the attributes, the target, and the viewpoint were scaled into
the range [−1, 1]. Letting the regression parameters of the target f and view-
point g be w and wv, respectively, the predicted values were yˆ = w
Tx and
vˆ = wTv x. The parameter η was varied as η ∈ {2−12, 2−11, ..., 22}. The ac-
curacy of the prediction was measured by root-mean-square error (RMSE);
ηˆ and the correlation coefficient between the target and the viewpoint were
used as the measure of fairness.
Results. Figure 3.3 shows RMSE and the absolute value of the correlation
coefficient between the predicted target value yˆ and the viewpoint value v
corresponding to the parameter η. For all datasets, the plots explicitly show
that the correlation coefficient becomes lower and RMSE becomes higher as η
decreases. These results show that our η-neutral linear regression with low η
can obtain the fair regression model in the sense of the correlation coefficient.
Furthermore, these results indicate that our η-neutral linear regression can
use η to successfully control the fair level of the regression model.
Figure 3.4 shows the scatter plots of (yˆ, y) (the top row) and (yˆ, vˆ) (the bottom
row) with η ∈ {2−9, 2−6, 2−3} on the Housing dataset. From left to right, the
parameter η was varied as η ∈ {2−9, 2−6, 2−3}. The right-most figures show
the results of the most unfair linear regression. The (yˆ, vˆ) plot represents the
prediction accuracy of the regression model. When the model achieves a better
RMSE, the points in the (yˆ, y) plot concentrate more along the diagonal line.
At the same time, the (yˆ, vˆ) plot represents fairness. If the fairness is low, the
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correlation between yˆ and vˆ appears in the (yˆ, vˆ) plot.
In Figure 3.4 (h), a strong negative correlation between yˆ and vˆ can be found,
and thus this regression model has a low fairness. In Figure 3.4, the level of
fairness increases from right to left. The plots show that the dependency of yˆ
on vˆ becomes weaker as η decreases. In Figure 3.4 (e), we can see that outputs
of the target regression model is not changed by a change of the input; such
regression is useless even if the model is fair. Thus, selection of η is important
to obtain a fair regression model with high accuracy.
3.6 Conclusion
In this chapter, we propose a framework using the maximum likelihood es-
timation (MLE) for learning probabilistic models, with which the disparate
impact coming from the hidden viewpoint can be removed. There are two
key points in which our proposal is different from existing methods.
First, our method guarantees fairness of the target prediction model with
respect to a given viewpoint prediction model. Due to this model-based
fairness, our method allows to remove the disparate impact from target pre-
diction models with respect to viewpoints arbitrarily defined by users, as long
as the viewpoint prediction model is provided in the form of a probabilistic
distribution.
Second, our fairness measure, η-neutrality, is based on the principle that the
model should guarantee fairness with respect to every combination of target
and viewpoint value that appears in the dataset.
To clarify the relationship between the fairness measures, we define the neutral-
ity factor. Then, we showed that all of the fairness measures are represented
by the aggregation of the neutrality factors. We also show that η-neutrality
can upper bound all of the other fairness measures.
Experimental results show that our method with model-based fairness suc-
cesses to achieve a fair model even when only a model of the viewpoint is
provided. Besides, it balances accuracy and fairness of the target prediction.
As discussed in Section 3.3.1 and Section 3.3.2, likelihood maximization with
the η-neutrality constraint is nonconvex optimization; this is due the noncon-
vexity of the constraint function. In the next chapter, we intend to find a way
to convexify the constraints induced by the fairness condition.
The privacy problem is strongly related to the fairness problem. The differ-
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ence between the privacy problem and the fairness problem causes from the
treatments of the sensitive information. The sensitive information in the pri-
vacy problem is individuals’ information that they want not to be published.
On the other hand, the sensitive information in the fairness problem, which is
equivalent to the viewpoint, is individuals’ information that they want not to
be made decisions depending on this information. Following the treatment of
the sensitive information, we can define the adversaries in the privacy problem
as entities that can predict the sensitive information. The adversaries in the
fairness problem can be defined in the same manner as entities that make
decisions depending on the sensitive information.
Appendix 3.A Proof of Lemma 2
Proof. Let Y+ = {y ∈ Y|Pˆ(y|v+) ≥ Pˆ(y|v−)} and let Y− = {y ∈ Y|Pˆ(y|v+) ≤
Pˆ(y|v−)}. Then, we have
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Combining Eq (3.12) and Eq (3.13) and with the fact that Pˆ(v+)+Pˆ(v−) = 1,
we have














































From definition of Y+ and Y−,
Pˆ(y|v+)=max{Pˆ(y|v+),Pˆ(y|v−)} if y ∈ Y+, and (3.15)
Pˆ(y|v−)=max{Pˆ(y|v+),Pˆ(y|v−)} if y ∈ Y− (3.16)
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hold. By substituting Eqs. 3.15 and 3.16 into Eq. 3.14, we have
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Table 3.3: Specification of datasets for classification tasks. #Inst., #Attr.,
“Viewpoint” and “Target” denote the number of sxamples, the number of
attributes, the attribute used as the target and the attribute used as the
viewpoint, respectively.
dataset #Inst. #Attr. Viewpoint Target
Adult (Frank et al.
2010)




60420 10 gender income
Bank Market-
ing (Frank et al.
2010)





690 15 A1 A16
German Credit





Table 3.4: Statistics of datasets for classification tasks. #y+ and #v+ repre-
sent the number of positive target and viewpoint values, respectively. The
prediction accuracy of logistic regression for the target (Acc (y)) and view-
point (Acc (v)) are also shown.
dataset #y+ #v+ Acc (y) Acc (v)
Adult (Frank et al.
2010)




31657 (52.4%) 30273 (50.1%) 0.819 0.665
Bank Market-
ing (Frank et al.
2010)




307 (44.5%) 480 (69.6%) 0.875 0.676
German Credit
Data (Frank et al.
2010)
300 (30.0%) 37 (3.7%) 0.757 0.961
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Table 3.5: Summary of the treatment of the viewpoint random variables in
two settings.




others x, v v f(y|x;θ), v
ours x, v g(v|x) f(y|x;θ), v
Case 2
others x, vˆ vˆ f(y|x;θ), v
ours x, vˆ g(v|x) f(y|x;θ), v
Table 3.6: Specification of datasets for regression task. #Inst., #Attr., “View-
point” and “Target” denote the number of samples, the number of attributes,
the attribute used as the target and the attribute used as the viewpoint,
respectively. “Corr” represents the correlation coefficient between the target
and the viewpoint.
dataset #Inst. #Attr. Viewpoint Target Corr
Housing (Frank et al.
2010)




1599 12 alcohol quality 0.476
Communities and
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(a) Housing (b) Wine Quality (c) Communities and Crime
Figure 3.3: The plots show RMSE and the absolute value of the correla-
tion coefficient between the predicted target value and the viewpoint value
corresponding to the neutrality parameter η.
(a) RMSE=0.380 (b) RMSE=0.348 (c) RMSE=0.272 (d) RMSE=0.229
(e) η = 2−9 (f) η = 2−6 (g) η = 2−3 (h) no neutralization
Figure 3.4: Scatter plots with respect to Housing dataset. Top row: scatter
plots of target prediction value yˆ and true target value y. Bottom row: scatter
plots of target prediction value yˆ and viewpoint prediction value vˆ. Correlation







CHAPTER 4. FAIR EMPIRICAL RISK MINIMIZATION WITH
POPULATIONAL FAIRNESS GUARANTEE
In supervised learning, overfitting is a fundamental problem to construct
the best accurate predictor. If the learned predictor overfits to the given
training samples, even with a low prediction error for the training samples
is small, the prediction error for the test samples can be large. Overfitting
is also problematic when the learner removes the disparate impact from the
learned predictor. Even if the learner constructs a predictor so that the level
of empirical unfairness is small, the level of populational unfairness can be
large. In this chapter, we deal with this problem of populational fairness and
aims to develop a learning algorithm that removes the disparate impact with
a guarantee of populational fairness.
In classification, the predictor is usually referred to as classifier or hypothesis.
In this study, let us consider two hypotheses; that is, target hypothesis f and
viewpoint hypothesis g. The target hypothesis is a mapping from the input to
the target, and this is what we want in the end. The viewpoint hyothesis is a
mapping from the input to the viewpoint and is revealed to the leaner prior
to the learning phase as well as Chapter 3. Given a viewpoint hypothesis g,
we evaluate the degree of empirical unfairness and populational unfairness as
empirical neutrality risk and generalization neutrality risk, respectively. The
goal of the learner is to construct the target hypothesis f that achieves the
most efficient trade-off between the generalization risk of classification and
the generalization neutrality risk of fairness.
Within the context of removing discrimination from classifiers, the need for
a fairness guarantee has already been extensively studied. While many re-
searchers developed fair learning algorithms that ensures empirical fairness,
such as (Bolukbasi et al. 2016; Calders et al. 2010; Feldman et al. 2015;
Fukuchi et al. 2013; Hardt et al. 2016; Kamiran et al. 2010; Kamishima et al.
2012b; Zafar et al. 2017; Zemel et al. 2013; Zliobaite et al. 2011b), there are
a few studies aiming to ensure the populational fairness. For the disparate
mistreatment, Hardt et al. (2016) analyzed the error caused by approximation
of the probability distribution ρ, and hence we can bound the error caused
by the use of the empirical distribution of ρ. Also, Woodworth et al. (2017)
developed a two-step algorithm which consists of the interprocessing and
postprocessing methods, and proved the guarantee of populational fairness
of the algorithm. For the bandit setting or the reinforcement learning setting,
Jabbari et al. (2017) and Joseph et al. (2016) showed the populational fairness
guarantee for the disparate mistreatment. However, there is no method that
removes the disparate impact with the guarantee of populational fairness for
supervised learning.
The existing methods incorporate a hypothesis fairness measure into the ob-
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jective function in the form of a regularization term or constraint; however,
these are all non-convex. One of the reasons why populational fairness is not
theoretically guaranteed for these methods is the non-convexity of the objec-
tive functions. In this study, we introduce a convex surrogate for a fairness
measure to provide a theoretical analysis of populational fairness.
Our Contribution. The contribution of this study is three-fold. First, we in-
troduce our novel neutralized empirical risk minimization (NERM) framework
in which, assuming the target hypothesis and viewpoint hypothesis output
binary predictions, it is possible to learn a target hypothesis that minimizes
empirical and empirical neutral risks. Given samples and a viewpoint hy-
pothesis, NERM is formulated as a convex optimization problem where the
objective function is the linear combination of two terms: the empirical risk
term penalizing the target hypothesis prediction error and the neutralization
term penalizing correlation between the target and the viewpoint. The predic-
tive performance and the fairness performance can be balanced by adjusting
a parameter, referred to as the neutralization parameter, that balances the
two term. Because of its convexity, the optimality of the resultant target
hypothesis is guaranteed (in Section 4.2).
Second, we derive a bound on empirical and generalization neutrality risks
for NERM. We also show that the bound on the generalization neutrality
risk can be controlled by the neutralization parameter (in Section 4.3). As
discussed before, many diverse algorithms targeting the neutralization of
supervised classifications have been presented. However, none of these have
given theoretical guarantees on generalization neutrality risk. To the best of
our knowledge, this is the first study that gives a bound on generalization
neutrality risk.
Third, we present a specific NERM learning algorithm for neutralized linear
classification. The derived learning algorithm is interpreted as a support vector
machine (SVM) (Vapnik 1998) variant with a neutralization guarantee (in
Section 4.4).
4.1 Empirical Risk Minimization
The most of setups are the same as supervised learning under fairness and
Section 2.1.2 described in Chapter 2. We restrict our attention to binary classi-
fication, Y = {−1, 1}, but our method can be expanded to handle multi-valued
classification via a straightforward modification. Given the i.i.d. samples, the
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supervised learning objective is to construct a target hypothesis f : X → R
where the hypothesis is chosen from a class of measurable functions f ∈ F .
We assume that classification results are given by sgn ◦ f(x), that is, y = 1
if f(x) > 0; otherwise y = −1. Given a loss function ` : Y × R → R+, the
generalization risk is defined by
R(f) = E[`(Y, f(X))].
Our goal is to find f ∗ ∈ F that minimizes the generalization risk R(f). In
general, ρ is unknown and the generalization risk cannot be directly evaluated.
Instead, we take the approach of empirical risk minimization (ERM) which







To avoid overfitting, a regularization term Ω : F → R+ is added to the em-
pirical loss by penalizing complex hypotheses. Minimization of the empirical
loss with a regularization term is referred to as regularized empirical risk
minimization (RERM).
4.1.1 Generalization risk bound
Rademacher Complexity measures the complexity of a hypothesis class with
respect to a probability measure that generates samples. The Rademacher








where σ = (σ1, ..., σn)
T are independent random variables such that Pσi = 1 =
Pσi = −1 = 1/2. Bartlett et al. (2002) derived a generalization loss bound
using the Rademacher complexity as follows:
Theorem 4 (Bartlett et al. (2002)). Let ρ be a probability measure on (Z,Z)
and let F be a set of real-value functions defined on X, with sup{|f(x)| :
f ∈ F} finite for all x ∈ X. Suppose that φ : R → [0, c] satisfies and is
Lipschitz continuous with constant Lφ. Then, with probability at least 1− δ,
every function in F satisfies
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4.2 Generalization Neutrality Risk and Em-
pirical Neutrality Risk
In this section, we introduce the viewpoint hypothesis into the ERM frame-
work and define a new principle of supervised learning, neutralized ERM
(NERM), with the notion of generalization neutrality risk. Convex relaxation
of the neutralization measure is also discussed in this section.
4.2.1 +1/−1 Generalization neutrality risk
Suppose a measurable function g : X → R is given. The prediction of g is
referred to as the viewpoint and g is referred to as the viewpoint hypothesis.
We say the target hypothesis f is neutral to the viewpoint hypothesis g if
the target predicted by the learned target hypothesis f and the viewpoint
predicted by the viewpoint hypothesis g are not mutually correlating. In
our setting, we assume the target hypothesis f and viewpoint hypothesis
g to give binary predictions by sgn ◦ f and sgn ◦ g, respectively. Given a
probability measure ρ and a viewpoint hypothesis g, the neutrality of the
target hypothesis f is defined by the correlation between sgn ◦ f and sgn ◦ g
over ρ. If f(x)g(x) > 0 holds for multiple samples, then the classification
sgn ◦ f closely correlates to the viewpoint sgn ◦ g. On the other hand, if
f(x)g(x) ≤ 0 holds for multiple samples, then the classification sgn ◦ f and
the viewpoint sgn ◦ g are inversely correlating. Since we want to suppress
both correlations, our neutrality measure is defined as follows:
Definition 4 (+1/-1 generalization neutrality risk). Let f ∈ F and g ∈ G
be a target hypothesis and viewpoint hypothesis, respectively. Let ρ be a
probability measure over (Z,Z). Then, the +1/-1 generalization neutrality




When the probability measure ρ cannot be obtained, a +1/−1 generalization
neutrality risk Csgn(f, g) can be empirically evaluated with respect to the
given samples Dn.
Definition 5 (+1/−1 empirical neutrality risk). Suppose that Dn =
{(xi, yi)}ni=1 ∈ Zn is a given sample set. Let f ∈ F and g ∈ G be the tar-
get hypothesis and the viewpoint hypothesis, respectively. Then, the +1/−1
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empirical neutrality risk of target hypothesis f with respect to viewpoint









4.2.2 Neutralized empirical risk minimization
(NERM)
With the definition of neutrality risk, a novel framework, the Neutralized
Empirical Risk Minimization (NERM) is introduced. NERM is formulated




Rn(f) + Ω(f) + ηCn,sgn(f, g). (4.2)
where η > 0 is the neutralization parameter which determines the trade-off
ratio between the empirical risk and the empirical neutrality risk.
4.2.3 Convex relaxation of +1/−1 neutrality risk
Unfortunately, the optimization problem defined by Eq (4.2) cannot be effi-
ciently solved due to the nonconvexity of Eq (4.1). Therefore, we must first
relax the absolute value function of Csgn(f, g) into the max function. Then, we
introduce a convex surrogate of the sign function, yielding a convex relaxation
of the +1/−1 neutrality risk.
By letting I be the indicator function, the +1/−1 generalization neutrality
risk can be decomposed into two terms:
Csgn(f, g) =
∣∣∣∫ I(sgn g(x) = sgn f(x))ρ(dx)︸ ︷︷ ︸
prob. that f agrees with g
−
∫
I(sgn g(x) 6= sgn f(x))ρ(dx)︸ ︷︷ ︸
prob. that f disagrees with g
∣∣∣
:= |C+sgn(f, g)− C−sgn(f, g)| (4.3)
The upper bound of the +1/−1 generalization neutrality risk Csgn(f, g) is
tight if C+sgn(f, g) and C
−
sgn(f, g) are close. Thus, the following property is
derived.
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Proposition 2. Let C+sgn(f, g) and C
−
sgn(f, g) be functions defined in Eq (4.3).
For any η ∈ [0.5, 1], if




sgn(f, g)) ≤ η,
then
Csgn(f, g) = |C+sgn(f, g)− C−sgn(f, g)| ≤ 2η − 1.
Proposition 2 shows that Cmaxsgn (f, g) can be used as the generalization neutral-
ity risk instead of Csgn(f, g). Next, we relax the indicator function contained
in C±sgn(f, g).
Definition 6 (relaxed convex generalization neutrality risk). Let f ∈ F and
g ∈ G be a classification hypothesis and viewpoint hypothesis, respectively.
Let ρ be a probability measure over (Z,Z). Let ψ : R → R+ be a convex
function and
C±ψ (f, g) =
∫
ψ(±g(x)f(x))ρ(dx).
Then, the relaxed convex generalization neutrality risk of f with respect to g
is defined by
Cψ(f, g) = max(C
+
ψ (f, g), C
−
ψ (f, g)).
The empirical evaluation of relaxed convex generalization neutrality risk is
defined in a straightforward manner.
Definition 7 (convex relaxed empirical neutrality risk). Suppose Dn =
{(xi, yi)}ni=1 ∈ Zn to be a given sample set. Let f ∈ F and g ∈ G be the
target hypothesis and the viewpoint hypothesis, respectively. Let ψ : R→ R+







Then, relaxed convex empirical neutrality risk of f with respect to g is defined
by





C±n,ψ(f, g) is convex because it is a summation of the convex function ψ.
Noting that max(f1(x), f2(x)) is convex if f1 and f2 are convex, Cn,ψ(f, g) is
convex as well.
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4.2.4 NERM with relaxed convex empirical neutrality
risk
Finally, we derive the convex formulation of NERM with the relaxed convex
empirical neutrality risk as follows:
min
f∈F
Rn(f) + Ω(f) + ηCn,ψ(f, g). (4.4)
If the regularized empirical risk is convex, then this is a convex optimization
problem. The neutralization term resembles the regularizer term in the for-
mulation sense. However, whereas the regularizer represents a prior structual
information of f , the neutralization term realizes a different role because it
depends on samples. Since the neutralization term is dependent on samples,
it can be interpreted as a prior information of data. The notion of a prior data
information is relevant to transfer learning (Pan et al. 2010), which aims to
achieve learning dataset information from other datasets. However, further
research on the relationships between the neutralization and transfer learning
will be left as an area of future work.
4.3 Generalization Neutrality Risk
Bound
In this section, we show theoretical analyses of NERM generalization neu-
trality risk and generalization risk. First, we derive a probabilistic uniform
bound on the generalization neutrality risk for any f ∈ F with respect to
the empirical neutrality risk Cn,ψ(f, g) and the Rademacher complexity of F .
Then, we derive a bound on the generalization neutrality risk of the optimal
hypothesis.
For convenience, we introduce the following notations. For a hypothesis class
F and constant c ∈ R, we denote−F = {−f : f ∈ F} and cF = {cf : f ∈ F}.
For any function φ : R→ R, let φ ◦ F = {φ ◦ f : f ∈ F}. Similarly, for any
function g : X → R, let gF = {h : f ∈ F , h(x) = g(x)f(x) ∀x ∈ X}.
4.3.1 Uniform bound of generalization neutrality
risk
A probabilistic uniform bound on Cψ(f, g) for any hypothesis f ∈ F is derived
as follows.
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Theorem 5. Let Cψ(f, g) and Cn,ψ(f, g) be the relaxed convex generalization
neutrality risk and the relaxed convex empirical neutrality risk of f ∈ F w.r.t.
g ∈ G. Suppose that ψ : R→ [0, c] is Lipschitz continuous with constant Lψ.
Then, with probability at least 1− δ, every function in F satisfies





As proved by Theorem 5, Cψ(f, g)−Cn,ψ(f, g), the approximation error of the
generalization neutrality risk is uniformly upper-bounded by the Rademacher
complexity of hypothesis classes gF and O(√ln(1/δ)/n), where δ is the con-
fidence probability and n is the sample size.
4.3.2 Generalization neutrality risk bound for NERM
optimal hypothesis
Let fˆ ∈ F be the optimal hypothesis of NERM. We derive the bounds on
the empirical and generalization neutrality risks achieved by fˆ under the
following conditions:
1. Hypothesis class F includes a hypothesis f0 s.t. f0(x) = 0 for ∀x,
and
2. the regularization term of f0 is Ω(f0) = 0.
(A)
The conditions are relatively moderate. For example, consider the linear hy-
pothesis f(x) = wTx and Ω(f) = ‖w‖22 (`22 norm) and let W ⊆ RD be a
class of the linear hypothesis. If 0 ∈ W , the two conditions above are satisfied.
Assuming that F satisfies these conditions, the following theorem provides
the bound on the generalization neutrality risk.
Theorem 6. Let fˆ be the optimal target hypothesis of NERM, where the
viewpoint hypothesis is g ∈ G and the neutralization parameter is η. Suppose
that ψ : R→ [0, c] satisfies and is Lipschitz continuous with constant Lψ. If
conditions (A) are satisfied, then with probability at least 1− δ,
Cψ(fˆ , g) ≤ ψ(0) + φ(0)1
η





For the proof of Theorem 6, we first derive the upper bound of the empirical
neutrality risk of fˆ .
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Corollary 1. If the conditions (A) are satisfied, then the empirical relaxed
convex neutrality risk of fˆ is bounded by
Cn,ψ(fˆ , g) ≤ ψ(0) + φ(0)1
η
.
Theorem 6 is immediately obtained from Theorem 5 and Corollary 1.
4.3.3 Generalization risk bound for NERM
In this section, we compare the generalization risk bound of NERM with that
of a regular ERM. Theorem 4 denotes a uniform bound of the generalization
risk. This theorem holds with the hypotheses which are optimal in terms
of NERM and ERM. However, the hypotheses which are optimal regarding
NERM and ERM have different empirical risk values. The empirical risk of
NERM is greater than that of ERM since NERM has a term that penalizes
less neutrality. More precisely, if we let f¯ be the optimal hypothesis in term
of ERM, we have
Rn(fˆ)−Rn(f¯) ≥ 0. (4.5)
The reason for this is that empirical risk of any other hypothesis is greater
than one of f¯ since f¯ minimizes empirical risk. Furthermore, due to fˆ is a
minimizer of Rn(f) + ηCn,φ(f, g), we have
Rn(fˆ) + ηCn,φ(fˆ , g)−Rn(f¯)− ηCn,φ(f¯ , g) ≤ 0
Rn(fˆ)−Rn(f¯) ≤ η(Cn,φ(f¯ , g)− Cn,φ(fˆ , g)). (4.6)
Since the left term of this inequality is greater than zero due to Eq (4.5), the
empirical risk becomes greater if the empirical neutrality risk becomes lower.
Consequently, the generalization risk of NERM is larger than that of ERM
to make neutrality risk lower.
4.4 Neutral SVM
SVMs (Vapnik 1998) is a margin-based supervised learning method for binary
classification. The algorithm of SVMs can be interpreted as minimization of
the empirical risk with regularization term, which follows the RERM prin-
ciple. In this section, we introduce an SVM variant that follows the NERM
principle.
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The soft-margin SVM employs the linear classifier f(x) = wTx + b as the
target hypothesis. In the objective function, the hinge loss is used for the
loss function, as φ(yf(x)) = max(0, 1 − yf(x)), and the `2 norm is used
for the regularization term, Ω(f) = λ‖f‖22/2n, where λ > 0 denotes the
regularization parameter. In our SVM in NERM, referred to as the neutral
SVM, the loss function and regularization term are the same as in the soft-
margin SVM. For a surrogate function of the neutralization term, the hinge
loss ψ(±g(x)f(x)) = max(0, 1 ∓ g(x)f(x)) was employed. Any hypothesis
can be used for the viewpoint hypothesis. Accordingly, following the NERM





max(0, 1− yi(wTxi + b)) + λ
2
‖w‖22 + ηCn,ψ(w, b, g), (4.7)
where
Cn,ψ(w, b, g) = max(C
+
n,ψ(w, b, g), C
−
n,ψ(w, b, g)),
C±n,ψ(w, b, g) =
n∑
i=1
max(0, 1∓ g(xi)(wTxi + b)).
Since the risk, regularization, and neutralization terms are all convex, the ob-
jective function of the neutral SVM is convex. The primal form can be solved
by applying the subgradient method (Shor et al. 1985) to Eq (4.7).
4.5 Experiments
In this section, we present an experimental evaluation of our neutral SVM
for synthetic and real datasets. In the experiments with synthetic data, we
experimentally evaluate the change of generalization risk and generalization
neutrality risk according to the number of samples, in which their relations are
described in Theorem 5. In the experiments for real datasets, we compare our
method with CV2NB Calders et al. 2010, PR (Kamishima et al. 2012b) and η-
neutral logistic regression (ηLR for short) (Fukuchi et al. 2013) regarding risk
and neutrality risk. The CV2NB method learns a na´ıve Bayes model and then
modifies the model parameters so that the resultant CV score approaches
zero. The PR and ηLR are based on maximum likelihood estimation of
a logistic regression (LR) model. These methods have two parameters, the
regularizer parameter λ, and the neutralization parameter η. The PR penalizes
the objective function of the LR model with mutual information. The ηLR
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performs maximum likelihood estimation of the LR model while enforcing
η-neutrality as constraints. The neutralization parameter of neutral SVM and
PR balances risk minimization and neutrality maximization. Thus, it can be
tuned in the same manner used to determine the regularizer parameter. The
neutralization parameter of ηLR determines the region of the hypothesis in
which the hypotheses are regarded as neutral. The tuning strategy of the
regularizer parameter and neutralization parameter are different in all these
methods. We determined the neutralization parameter tuning range of these
methods via preliminary experiments.
4.5.1 Synthetic dataset
To investigate the change of generalization neutrality risk with sample size
n, we performed our neutral SVM experiments for a synthetic dataset. First,
we constructed the input xi ∈ R10 with the vector being sampled from the
uniform distribution over [−1, 1]10. The target yi corresponding to the input
xi is generated as yi = sgn(w
T
y xi) where wy ∈ R10 is a random vector drawn
from the uniform distribution over [−1, 1]10. Noises are added to labels by
inverting the label with probability 1/(1 + exp(−100|wTy xi|)). The inverting
label probability is small if the input xi is distant from a plane w
T
y x = 0. The
viewpoint vi corresponding to the input xi is generated as vi = sgn(w
T
v xi),
where the first element of wv is set as wv,1 = wy,1 and the rest of elements are
drawn from the uniform distribution over [−1, 1]9. Noises are added in the
same manner as the target. The equality of the first element of wy and wv
leads to correlation between yi and vi. Set the regularizer parameter as λ =
0.05n. The neutralization parameter was varied as η ∈ {0.1, 1.0, 10.0}. In this
situation, we evaluate the approximation error of the generalization risk and
the generalization neutrality risk by varying sample size n. The approximation
error of generalization risk is the difference of the empirical risk between
training and test samples, while that of the generalization neutrality risk is the
difference of the empirical neutrality risk between training and test samples.
Five fold cross-validation was used for evaluation of the approximation error
of the empirical risk and empirical neutrality; the average of ten different
folds are shown as the results.
Results. Figure 4.1 shows the change of the approximation error of generaliza-
tion risk (the difference of the empirical risks w.r.t. test samples and training
samples), and the approximation error of generalization neutrality risk (the
difference of the empirical neutrality risks w.r.t. test samples and training
samples) with changing sample size n. The plots in Figure 4.1 left and right
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(a) risk (b) neutrality risk
Figure 4.1: Change of approximation error of generalization risk (left) and
approximation error of generalization neutrality risk (right) by neutral SVM
(our proposal) according to varying the number of samples n. The horizontal
axis shows the number of samples n, and the error bar shows the standard
deviation across the change of five-fold division. The line “sqrt(c/n)” denotes
the convergence rate of the approximation error of the generalization risk (in
Theorem 4) or the generalization neutrality risk (in Theorem 5). Each line
indicates the results with the neutralization parameter η ∈ {0.1, 1.0, 10.0}.
The regularizer parameter was set as λ = 0.05n.
show the approximation error of generalization risk and the approximation
error of generalization neutrality risk, respectively.
Recall that the discussions in Section 4.3.3 showed that the approximation
error of generalization risk decreases with O(
√
ln(1/δ)/n) rate. As indicated
by the Theorem 4, Figure 4.1 (left) clearly shows that the approximation
error of the generalization risk decreases as sample size n increases. Similarly,
discussions in Section 4.3.1 revealed that the approximation error of general-
ization neutrality risk also decreases with O(
√
ln(1/δ)/n) rate, which can be
experimentally confirmed in Figure 4.1 (right). The plot clearly shows that
the approximation error of the generalization neutrality risk decreases as the
sample size n increases.
4.5.2 Real datasets
We compare the classification performance and neutralization performance
of neutral SVM with CV2NB, PR, and ηLR for some real datasets specified
in Table 4.1. In Table 4.1, #Inst. and #Attr. denote the sample size and
the number of attributes, respectively; “Viewpoint” and “Target” denote the
attributes used as the target and the viewpoint, respectively. All dataset
attributes were discretized by the same procedure described in (Calders et al.
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Table 4.1: Specification of Datasets
dataset #Inst. #Attr. Viewpoint Target
Adult 16281 13 gender income
Dutch 60420 10 gender income
Bank 45211 17 loan term deposit
German 1000 20 foreign worker credit risk
Table 4.2: Range of neutralization parameter
method range of neutralization parameter
PR 0, 0.01, 0.05, 0.1, ..., 100
ηLR 0, 5× 10−5, 1× 10−4, 5× 10−4, ..., 0.5
neutral SVM 0, 0.01, 0.05, 0.1, ..., 100
2010) and coded by 1-of-K representation for PR, ηLR, and neutral SVM. We
used the primal problem of neutral SVM (non-kernelized version) to compare
our method with the other methods in the same representation. For PR, ηLR,
and neutral SVM, the regularizer parameter was tuned in advance for each
dataset in the non-neutralized setting by means of five-fold cross validation,
and the tuned parameter was used for the neutralization setting. CV2NB has
no regularization parameter to be tuned. Table 4.2 shows the range of the
neutralization parameter used for each method.
The classification performance and neutralization performance was evalu-
ated with Area Under the receiver operating characteristic Curve (AUC) and
+1/−1 empirical neutrality risk Cn,sgn(f, g), respectively. Both measures were
evaluated with five-fold cross-validation and the average of ten different folds
are shown in the plots.
Results. Figure 4.2 shows the classification performance (AUC) and neu-
tralization performance (Cn,sgn(f, g)) at different settings of neutralization
parameter η. In the graph, the best result is shown at the right bottom. Since
the classification performance and neutralization performance are in a trade-
off relationship, as indicated by Theorem Eq (4.6), the results dominated by
the other parameter settings are omitted in the plot for each method.
CV2NB achieves the best neutrality in Dutch Census, but is less neutral
compared to the other methods in the rest of the datasets. In general, the
classification performance of CV2NB is lower than those of the other methods
due to the poor classification performance of na´ıve Bayes. PR and ηLR
achieve competitive performance to neutral SVM in Adult and Dutch Census
67
Theoretical Analyses of Learning under Fairness
(a) Adult (b) Dutch Census
(c) Bank (d) German
Figure 4.2: Performance of CV2NB, PR, ηLR, and neutral SVM (our proposal).
The vertical axis shows the AUC, and horizontal axis shows Cn,sgn(f, g). The
points in these plots are omitted if they are dominated by others. The bottom-
most line shows limitations of neutralization performance, and the rightmost
line shows limitations of classification performance, which are shown only as
guidelines.
in term of the neutrality risk, but the results are dominated in term of AUC.
Furthermore, the results of PR and ηLR in Bank and German are dominated.
The results of neutral SVM are dominant compared to the other methods
in Bank and German dataset, and it is noteworthy that the neutral SVM
achieves the best AUC in almost all datasets. This presumably reflects the
superiority of SVM in the classification performance, compared to the na´ıve
Bayes and logistic regression.
4.6 Conclusion
We proposed a novel framework, NERM. NERM provides a framework that
learns a target hypothesis that minimizes the empirical risk, and that is empiri-
cally neutral regarding risk to a given viewpoint hypothesis. Our contributions
are as follows: (1) We define NERM as a framework for guaranteeing popula-
tional fairness of classification problems. In contrast to existing methods, the
NERM can be formulated as a convex optimization problem by using convex
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relaxation. (2) We provide a theoretical analysis of the generalization neu-
trality risk of NERM. The theoretical results show the approximation error
of the generalization neutrality risk of NERM is uniformly upper-bounded
by the Rademacher complexity of hypothesis class gF and O(√ln(1/δ)/n).
Moreover, we derive a bound on the generalization neutrality risk for the
optimal hypothesis corresponding to the neutralization parameter η. (3) We
present a specific learning algorithm for NERM, neutral SVM.
Suppose the viewpoint is set to some private information. Then, noting that
neutralization reduces correlation between the target and viewpoint values,
outputs obtained from the neutralized target hypothesis do not help to predict
the viewpoint values. Thus, neutralization realizes a certain type of privacy
preservation. Besides, as already mentioned, NERM can be interpreted as
a variant of transfer learning by regarding the neutralization term as data-
dependent prior knowledge. Clarifying connection to privacy-preservation and
transfer learning is remained as an area of future work.
Appendix 4.A Proof of Proposition 2
Proof. Noting that
C+sgn(f, g) + C
−
sgn(f, g) = 1
holds, we have
|C+sgn(f, g)− C−sgn(f, g)| =|2C+sgn(f, g)− 1|.
Since C+sgn(f, g) ≥ 1− η and C+sgn(f, g) ≤ η by the assumption,
|C+sgn(f, g)− C−sgn(f, g)| ≤ 2η − 1.
Appendix 4.B Proof of Theorem 5
Proof. First, we derive the uniform bound on the relaxed convex empirical
neutrality risk. For any f ∈ F , we have
C±ψ (f, g) ≤ C±n,ψ(f, g) + sup
f∈F
(C±ψ (f, g)− C±n,ψ).
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Using the McDiarmid inequality, with probability 1− δ/2, we have
sup
f∈F
(C±ψ (f, g)− C±n,ψ) ≤ E[Dn]sup
f∈F





Application of the symmetrization technique yields the following bound:
E[Dn]sup
f∈F












































The symmetrization technique (in the Glivenko–Cantelli theorem) was used
to derive Eq (4.8). The inequality in Eq (4.9) is derived using the Jensen
inequality and the convexity of sup(·). The inequality in Eq (4.10) holds
because ψ(·) is Lψ-Lipschitz. Hence, with probability at least 1− δ/2,





If C±n,ψ(f, g) ≤ C∓n,ψ(f, g) holds, we can show that the following bound holds
with probability at least 1− δ/2 in a similar manner:
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Combining Eq (4.11) and Eq (4.12), with probability at least 1− δ,
Cψ(f, g) = max(C
+
ψ (f, g), C
−
ψ (f, g))





Appendix 4.C Proof of Corollary 1
Proof. Using conditions of (A), the upper bound of the objective function of
NERM with respect to fˆ is given as follows:
Rn(fˆ) + Ω(fˆ) + ηCn,ψ(fˆ , g) ≤Rn(f0) + Ω(f0) + ηCn,ψ(f0, g)
=φ(0) + ηψ(0).
Since Rn(f) ≥ 0 and Ω(f) ≥ 0, we have
ηCn,ψ(fˆ , g) ≤φ(0) + ηψ(0)
Cn,ψ(fˆ , g) ≤ψ(0) + φ(0)1
η
.
Appendix 4.D Optimization of Primal Neu-
tral SVM






max(0, 1− yi(wTxi + b)) + 1
2
‖w‖22 + ηCn,ψ(w, b, g)
where
Cn,ψ(w, b, g) = max(C
+
n,ψ(w, b, g), C
−
n,ψ(w, b, g)),
C±n,ψ(w, b, g) =
n∑
i=1
max(0, 1∓ g(xi)(wTxi + b)).
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Since the problem of Eq (4.7) can be solved by applying the subgradient
method (Shor et al. 1985), we provide the subgradient of the objective function
of Eq (4.7).
For convenience, we introduce the following notations. For a set C ⊆ Rd ×R
and constant a ∈ R, we denote aC = {(aw, ab)|(w, b) ∈ C}. For any sets
C1 ⊆ Rd ×R and C2 ⊆ Rd ×R, let C1 + C2 = {(w1 +w2, b1 + b2)|(w1, b1) ∈
C1, (w2, b2) ∈ C2}, and let Co C1 ∪ C2 be convex hull of C1 and C2, i.e.,
Co C1 ∪ C2 = {αc1 + (1− α)c2|c1 ∈ C1, c2 ∈ C2, α ∈ [0, 1]}.






Txi + b) + λ{(w, 0)}+ η∂Cn,ψ(w, b, g)
where
∂`(ti,w
Txi + b) =

{(−tixi, 1)} if wTxi + b < 1,
{(0, 0)} if wTxi + b > 1,
{(−αtixi, α)|α ∈ [0, 1]} if wTxi + b = 1,
(4.13)
∂Cn,ψ(w, b, g) =
∂C+n,ψ(w, b, g) if C
+
n,ψ(w, b, g) > C
−
n,ψ(w, b, g),
∂C−n,ψ(w, b, g) if C
+
n,ψ(w, b, g) < C
−
n,ψ(w, b, g),
Co(∂C+n,ψ(w, b, g) ∪ ∂C−n,ψ(w, b, g)) if C+n,ψ(w, b, g) = C−n,ψ(w, b, g),
(4.14)
∂C±n,ψ(w, b, g) =
n∑
i=1
∂`(±vi,wTxi + b). (4.15)
Eq (4.13), Eq (4.14) and Eq (4.15) denote the subgradient of hinge loss
function, Cn,ψ(w, b, g) and C
±
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After constructing a predictor, we want to evaluate the fairness of the pre-
dictor using the test samples. However, since the underlying distribution ρ is
unknown to us, we cannot evaluate populational fairness directly and need to
estimate it by using the test samples. We refer to this problem as populational
fairness evaluation. Populational fairness evaluation can be reduced to the
entropy estimation problem. For example, suppose we employ the mutual
information as a fairness measure, which can be decomposed as
I(Y ;V ) = H(Y |V )−H(V ),
where H denotes the Shannon entropy. Since the right term H(V ) is invariant
by a change of the predictor, we can use the conditional entropy H(Y |V ) as
a fairness measure of the predictor.
The goal of the entropy estimation is to estimate the value of the entropy
using the samples efficiently. Eventually, we want to construct the optimal
estimator, which can most accurately estimate the value of the entropy among
all estimators. In this chapter, we deal with a problem of estimating the
additive function, which is a criterion of the discrete distribution with a
certain form and covers the estimation problems of the most entropy measure
and aims to construct the optimal estimator of the additive function regarding
the minimax optimality.
5.1 Additive Functional Estimation
Let P be a probability measure with alphabet size k, and X be a discrete
random variable drawn from P . Without loss of generality, we can assume
that the domain of P is [k], where we denote [m] = {1, ...,m} for a positive
integer m. We use a vector representation of P ; P = (p1, ..., pk) where pi =
P{X = i}. Let φ be a mapping from [0, 1] to R+. Given a set of i.i.d. samples
Sn = {X1, ..., Xn} from P , we deal with the problem of estimating an additive





We simplify this notation to θ(P ;φ) = θ(P ). Most entropy-like criteria can
be formed in terms of θ. For instance, when φ(p) = −p ln p, θ is Shannon
entropy. For a positive real α, letting φ(p) = pα, ln(θ(P ))/(1 − α) becomes
Re´nyi entropy. More generally, letting φ = f where f is a concave function,
θ becomes f -entropies (Akaike 1998).
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Techniques for the estimation of the entropy-like criteria have been considered
in various fields, including physics (Lake et al. 2011), neuroscience (Nemenman
et al. 2004), and security (Gu et al. 2005). In machine learning, methods that
involve entropy estimation were introduced for decision-trees (Quinlan 1986),
feature selection (Peng et al. 2005), and clustering (Dhillon et al. 2003).
For example, the decision-tree learning algorithms, i.e., ID3, C4.5, and C5.0
construct a decision tree in which the criteria for the tree splitting are defined
based on Shannon entropy (Quinlan 1986). Similarly, information theoretic
feature selection algorithms evaluate the relevance between the features and
the target using the entropy (Peng et al. 2005).
The goal of this study is to derive the minimax optimal estimator of θ given a
function φ. For the precise definition of the minimax optimality, we introduce
the minimax risk. A sufficient statistic of P is a histogram N = (N1, ..., Nk),
where Nj =
∑n
i=1 1{Xi=j} and N ∼ Multinomial(n, P ). The estimator of θ
is defined as a function θˆ : [n]k → R. Then, the quadratic minimax risk is
defined as









where Mk is the set of all probability measures on [k], and the infimum
is taken over all estimators θˆ. With this definition of the minimax risk, an









A natural estimator of θ is the plugin or the maximum likelihood estimator,
in which the estimated value is obtained by substituting the empirical mean
of the probabilities P into θ. However, the estimator has a large bias for large
k. Indeed, the plugin estimators for φ(p) = −p ln p and φ(p) = pα have been
shown to be suboptimal in the large-k regime in recent studies (Acharya et al.
2015; Jiantao Jiao et al. 2015; Yihong Wu et al. 2016).
Recent studies investigated the minimax optimal estimators for φ(p) = −p ln p
and φ(p) = pα in the large-k regime (Acharya et al. 2015; Jiantao Jiao et al.
2015; Yihong Wu et al. 2016). However, the results of these studies were only
derived for these φ. Jiantao Jiao et al. (2015) suggested that the estimator
is easily extendable to the general additive functional, although they did not
prove the minimax optimality.
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In this paper, we propose a minimax optimal estimator for the estimation
problem of the additive functional θ for general φ under certain conditions
on the smoothness. Our estimator achieves the minimax optimal rate even in
the large-k regime for φ ∈ C4[0, 1] such that ∣∣φ(4)(p)∣∣ is finite for p ∈ (0, 1],
where C4[0, 1] denotes a class of four times differentiable functions from [0, 1]
to R. For such φ, we reveal a property of φ which can substantially influence
the minimax optimal rate.
Related work. The simplest way to estimate θ is to use the so-called plugin
estimator or the maximum likelihood estimator, in which the empirical prob-
abilities are substituted into θ as P . Letting P˜ = (pˆ1, ..., pˆk) and pˆi = Ni/n,
the plugin estimator is defined as
θplugin(N) = θ(P˜ ).
The plugin estimator is asymptotically consistent under weak assumptions
for fixed k (Antos et al. 2001). However, this is not true for the large-k regime.
Indeed, Jiantao Jiao et al. (2015) and Yihong Wu et al. (2016) derived a lower
bound for the quadratic risk for the plugin estimator of φ(p) = p ln(1/p) and













where C denotes a universal constant. The first term k2/n2 comes from the
bias and it indicates that if k grows linearly with respect to n, the plugin esti-
mator becomes inconsistent. This means the plugin estimator is suboptimal in
the large-k regime. Bias-correction methods, such as (Grassberger 1988; Miller
1955; Zahl 1977), can be applied to the plugin estimator of φ(p) = −p ln p
to reduce the bias whereas these bias-corrected estimators are still subop-
timal. The estimators based on Bayesian approaches in (Holste et al. 1998;
Schober 2013; Schu¨rmann et al. 1996) are also suboptimal (Yanjun Han et al.
2015).
Many researchers have studied estimators that can consistently estimate the
additive functional with sublinear samples with respect to the alphabet size
k to derive the optimal estimator in the large-k regime. The existence of con-
sistent estimators even with sublinear samples were first revealed in Paninski
(2004), but an explicit estimator was not provided. Valiant et al. (2011a)
introduced an estimator based on linear programming that consistently es-
timates φ(p) = −p ln p with sublinear samples. However, the estimator of
(Valiant et al. 2011a) has not been shown to achieve the minimax rate even
in a more detailed analysis in (Valiant et al. 2011b). Recently, Acharya et al.
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(2015) showed that the bias-corrected estimator of Re´nyi entropy achieves the
minimax optimal rate in regard to the sample complexity if α > 1 and α ∈ N,
but they did not show the minimax optimality for other α. Jiantao Jiao et al.
(2015) introduced a minimax optimal estimator for φ(p) = −p ln p for any
α ∈ (0, 3/2) in the large-k regime. Y. Wu et al. (2015) derived a minimax
optimal estimator for φ(p) = 1p>0. For φ(p) = −p ln p, Jiantao Jiao et al.
(2015) and Yihong Wu et al. (2016) independently introduced the minimax
optimal estimators in the large-k regime. In the case of Shannon entropy, the







The first term indicates that the introduced estimator can consistently esti-
mate Shannon entropy if n ≥ Ck/ ln k.
The estimators introduced by Acharya et al. (2015), Jiantao Jiao et al.
(2015), and Yihong Wu et al. (2016) are composed of two estimators: the
bias-corrected plugin estimator and the best polynomial estimator. The bias-
corrected plugin estimator is composed of the sum of the plugin estimator
and a bias-correction term which offsets the second-order approximation of
the bias as in (Miller 1955). The best polynomial estimator is an unbiased
estimator of the polynomial that best approximates φ in terms of the uni-
form error. Specifically, the best approximation for the polynomial of φ in
an interval I ⊆ [0, 1] is the polynomial g that minimizes supx∈I |φ(x)− g(x)|.
Jiantao Jiao et al. (2015) suggested that this estimator can be extended for
the general additive functional θ. However, the minimax optimality of the
estimator was only proved for specific cases of φ, including φ(p) = −p ln p
and φ(p) = pα. Thus, to prove the minimax optimality for other φ, we need
to individually analyze the minimax optimality for specific φ. Here, we aim
to clarify which property of φ substantially influences the minimax optimal
rate when estimating the additive functional.
Besides, the optimal estimators for divergences with large alphabet size have
been investigated in (Bu et al. 2016; Y. Han et al. 2016; J. Jiao et al. 2016).
The estimation problems of divergences are much complicated than the addi-
tive function, while the similar techniques were applied to derive the minimax
optimality.
Our contributions. In this paper, we propose the minimax optimal estima-
tor for θ(P ;φ). We reveal that the divergence speed of the fourth derivative
of φ plays an important role in characterizing the minimax optimal rate.
Informally, for β > 0, the meaning of “the divergence speed of a function
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Figure 5.1: Relationship between the divergence speed of the fourth derivative
of φ and the minimax optimality of the estimation problem of θ(P ;φ).
f(p) is p−β” is that |f(p)| goes to infinity at the same speed as p−β when p
approaches 0. When the divergence speed of the fourth derivative of φ(p) is
p−β, the fourth derivative of φ diverges faster as β increases.
Our results are summarized in Figure 5.1. Figure 5.1 illustrates the rela-
tionship between the divergence speed of the fourth derivative of φ and the
minimax optimality of the estimation problem of θ(P ;φ). In Figure 5.1, the
outermost rectangle represents the space of the four times continuous differen-
tiable functions C4[0, 1]. The innermost rectangle denotes the subset class of
C4[0, 1] such that the absolute value of its fourth derivative
∣∣φ(4)(p)∣∣ is finite
for any p ∈ (0, 1]. In this subclass of φ, the horizontal direction represents the
divergence speed of the fourth derivative of φ, in which a faster φ is on the
left-hand side and a slower φ is on the right-hand side. The φ with an explicit
form and divergence speed is denoted by a point in the rectangle. For exam-
ple, the black circle denotes φ(p) = −p ln p where the divergence speed of the
fourth derivative of this φ is p−3. Class B denotes a set of any function φ such
that the divergence speed of the fourth derivative is pα−4 where α ∈ (0, 1).
As already discussed, existing methods have achieved minimax optimality
in the large-k regime for specific φ, including φ(p) = −p ln p (black circle in
Figure 5.1) and φ(p) = pα (middle line in Figure 5.1 where the white circle
denotes that there is no α > 0 such that the divergence speed is p−3).
We investigate the minimax optimality of the estimation problem of θ for
φ in Class A and Class B. Class A is a class of φ such that the divergence
speed of the fourth derivative is faster than p−4. Class B is a class of φ such
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that the divergence speed of the fourth derivative is pα−4 where α ∈ (0, 1).
In Class A, we show that we cannot construct a consistent estimator of θ for
any φ in Class A (the leftmost hatched area in Figure 5.1, Proposition 3). In
other words, the minimax optimal rate is larger than constant order if the
divergence speed of the fourth derivative is faster than p−4. Thus, there is no
need to derive the minimax optimal estimator in Class A.
Also, we derive the minimax optimal estimator for any φ in Class B (the
middle hatched area in Figure 5.1, Theorem 7). For example, φ(p) = pα (Re´yni
entropy case), φ(p) = cos(cp)pα, and φ(p) = ecppα for α ∈ (0, 1) include the
coverage of our estimator, where c is a universal constant. Intuitively, since the
large derivative makes the estimation problem θ more difficult, the minimax
rate decreases if the derivative of φ diverges faster. Our minimax optimal rate








where k & ln 43 n if α ∈ (0, 1/2]. We can clearly see that this rate decreases
for larger α, i.e., a slower divergence speed.
Currently, the minimax optimality of φ in Class C is an open problem. How-
ever, we provide a notable discussion in Section 5.3.
5.2 Preliminaries
Notations. We now introduce some additional notations. For any positive
real sequences {an} and {bn}, an & bn denotes that there exists a positive
constant c such that an ≥ cbn. Similarly, an . bn denotes that there exists a
positive constant c such that an ≤ cbn. Furthermore, an  bn implies an & bn
and an . bn. For an event E , we denote its complement by Ec. For two real
numbers a and b, a ∨ b = max{a, b} and a ∧ b = min{a, b}. For a function
φ : R→ R, we denote its i-th derivative as φ(i).
Poisson sampling. We employ the Poisson sampling technique to derive
upper and lower bounds for the minimax risk. The Poisson sampling technique
models the samples as independent Poisson distributions, while the original
samples follow a multinomial distribution. Specifically, the sufficient statistic
for P in the Poisson sampling is a histogram N˜ = (N˜i, ..., N˜k), where N˜1, ..., N˜k
are independent random variables such that N˜i ∼ Poi(npi). The minimax
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risk for Poisson sampling is defined as follows:









The minimax risk of Poisson sampling well approximates that of the multino-
mial distribution. Indeed, Jiantao Jiao et al. (2015) presented the following
lemma.
Lemma 3 (Jiantao Jiao et al. (2015)). The minimax risk under the Poisson
model and the multinomial model are related via the following inequalities:
R˜∗(2n, k;φ)− sup
P∈Mk
|θ(P )|e−n/4 ≤ R∗(n, k;φ) ≤ 2R˜∗(n/2, k;φ).
Lemma 3 states R∗(n, k;φ)  R˜∗(n, k;φ), and thus we can derive the minimax
rate of the multinomial distribution from that of the Poisson sampling.
Best polynomial approximation. Acharya et al. (2015), Jiantao Jiao et
al. (2015), and Yihong Wu et al. (2016) presented a technique of the best
polynomial approximation for deriving the minimax optimal estimators and
their lower bounds for the risk. Let PL be the set of polynomials of degree L.
Given a function φ, a polynomial p, and an interval I ⊆ [0, 1], the uniform




The best polynomial approximation of φ by a degree-L polynomial with a
uniform error is achieved by the polynomial p ∈ PL that minimizes Eq (5.1).
The error of the best polynomial approximation is defined as





The error rate with respect to the degree L has been studied since the
1960s (Achieser 2013; Ditzian et al. 2012; Petrushev et al. 2011; Timan
et al. 1965). The polynomial that achieves the best polynomial approxima-
tion can be obtained, for instance, by the Remez algorithm (Remez 1934) if
I is bounded.
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5.3 Main results
Suppose φ is four times continuously differentiable on (0, 1]1. We reveal that
the divergence speed of the fourth derivative of φ plays an important role for
the minimax optimality of the estimation problem of the additive functional.
Formally, the divergence speed is defined as follows.
Definition 8 (divergence speed). For an integer m ≥ 1, let φ be an m times
continuously differentiable function on (0, 1]. For β > 0, the divergence speed
of the mth derivative of φ is p−β if there exist finite constants W > 0, cm,




A larger β implies faster divergence. We analyze the minimax optimality for
two cases: the divergence speed of the fourth derivative of φ is i) larger than
p−4 (Class A), and ii) pα−4 (Class B), for α ∈ (0, 1).
Minimax optimality for Class A. We now demonstrate that we cannot
construct a consistent estimator for any n and k ≥ 3 if the divergence speed
of φ is larger than p−4.
Proposition 3. Let φ be a continuously differentiable function on (0, 1]. If
there exists finite constants W > 0 and c′1 such that for p ∈ (0, 1]∣∣φ(1)(p)∣∣ ≥ Wp−1 + c′1,
then there is no consistent estimator, i.e., R∗(n, k;φ) & 1.
The proof of Proposition 3 is given in Section 5.D. From Lemma 17, the
divergence speed of the first derivative is p−1 if that of the fourth derivative is
p−4. Thus, if the divergence speed of φ is greater than p−4, we cannot construct
an estimator that consistently estimates θ for any probability measure P ∈
Mk. Consequently, there is no need to derive the minimax optimal estimator
in this case.
Minimax optimality for Class B. We derive the minimax optimal rate for
φ in which the divergence speed of its fourth derivative is pα−4 for α ∈ (0, 1).
Thus, we make the following assumption.
Assumption 1. Suppose φ is four times continuously differentiable on (0, 1].
For α ∈ (0, 1), the divergence speed of the fourth derivative of φ is pα−4.
1We say that a function φ : [0, 1] → R+ is differentiable at 1 if limh→−0 φ(1+h)−φ(1)h
exists.
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Note that a set of φ satisfying Assumption 1 is Class B depicted in Figure 5.1.
The divergence speed increases as α decreases. Under Assumption 1, we derive
the minimax optimal estimator of which the minimax rate is given by the
following theorems.










Otherwise, there is no consistent estimator, i.e., R∗(n, k;φ) & 1.
Theorem 8. Under Assumption 1 with α ∈ (1/2, 1), if n & k1/α
ln k







Otherwise, there is no consistent estimator, i.e., R∗(n, k;φ) & 1.
Theorems 7 and 8 are proved by combining the results in Sections 5.6 and 5.7.
The minimax optimal rate in Theorems 7 and 8 are characterized by the
parameter for the divergence speed α from Assumption 1. From Theorems 7
and 8, we can conclude that the minimax optimal rate decreases as the
divergence speed increases.
The explicit estimator that achieves the optimal minimax rate shown in
Theorems 7 and 8 are described in the next section.
Remark. Assumption 1 covers φ(p) = pα for α ∈ (0, 1), but does not for
all existing works. For φ(p) = −p ln(p) and φ(p) = pα with α ≥ 1, the
divergence speed of these φ is lower than pα−4 for α ∈ (0, 1). Indeed, the
divergence speed of φ(p) = −p ln(p) and φ(p) = pα for α ≥ 1 are p−3 and
pα−4, respectively. We can expect that the corresponding minimax rate is
characterized by the divergence speed even when the divergence speed is
lower than pα−4 for α ∈ (0, 1). The analysis of the minimax rate for lower
divergence speeds remains an open problem.
5.4 Estimator for θ
In this section, we describe our estimator for θ in detail. Our estimator is
composed of the bias-corrected plugin estimator and the best polynomial esti-
mator. We first describe the overall estimation procedure on the supposition
that the bias-corrected plugin estimator and the best polynomial estimator
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are black boxes. Then, we describe the bias-corrected plugin estimator and
the best polynomial estimator in detail.
For simplicity, we assume the samples are drawn from the Poisson sampling
model, where we first draw n′ ∼ Poi(2n), and then draw n′ i.i.d. samples Sn′ =
{X1, ..., Xn′}. Given the samples Sn′ , we first partition the samples into two
sets. We use one set of the samples to determine whether the bias-corrected
plugin estimator or the best polynomial estimator should be employed, and
the other set to estimate θ. Let {Bi}n
′
i=1 be i.i.d. random variables drawn from
the Bernoulli distribution with the parameter 1/2, i.e., P{Bi = 0} = P{Bi =
1} = 1/2 for i = 1, ..., n′. We partition (X1, ..., Xn′) according to (B1, ..., Bn′),









1Xj=i1Bj=1, for i ∈ [n′].
Then, N˜ and N˜ ′ are independent histograms, and N˜i, N˜ ′i ∼ Poi(npi).
Given N˜ ′, we determine whether the bias-corrected plugin estimator or the
best polynomial estimator should be employed for each alphabet. Let ∆n,k be
a threshold depending on n and k to determine which estimator is employed,
which will be specified as in Theorem 11 on page 87. We apply the best poly-
nomial estimator if N˜ ′i < 2∆n,k, and otherwise, i.e., N˜
′
i ≥ 2∆n,k, we apply the
bias-corrected plugin estimator. Let φpoly and φplugin be the best polynomial
estimator and the bias-corrected plugin estimator for φ, respectively. Then,





1N˜ ′i≥2∆n,kφplugin(N˜i) + 1N˜ ′i<2∆n,kφpoly(N˜i)
)
.
Finally, we truncate θ˜ so that the final estimate is not outside of the domain
of θ.
θˆ(N˜) =(θ˜(N˜) ∧ θsup) ∨ θinf ,
where θinf = infP∈Mk θ(P ) and θsup = supP∈Mk θ(P ). Next, we describe the
details of the best polynomial estimator φpoly and the bias-corrected plugin
estimator φplugin.
Best polynomial estimator. The best polynomial estimator is an unbiased
estimator of the polynomial that provides the best approximation of φ. Let
{am}Lm=0 be coefficients of the polynomial that achieves the best approxima-
tion of φ by a degree-L polynomial with range I = [0,
4∆n,k
n
], where L is as
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specified in Theorem 11 on page 87. Then, the approximation of φ by the







From Eq (5.2), an unbiased estimator of φL can be derived from an unbiased
estimator of pmi . For the random variable N˜i drawn from the Poisson distri-






is an unbiased esti-

























φ(p). Then, the best
polynomial estimator is defined as







Bias-corrected plugin estimator. In the bias-corrected plugin estimator,
we apply the bias correction of (Miller 1955). Applying the second-order




























Thus, we include− N˜iφ(2)(N˜i/n)
2n2
as a bias-correction term in the plugin estimator
φ(N˜i/n), which offsets the second-order approximation of the bias. However,
we do not directly apply the bias-corrected plugin estimator to estimate φ(pi)
for two reasons. First, the derivative of φ(p) is large when p approches 0,
which results in a large bias. Second, φ(p) for p > 1 is undefined even though
N˜i/n can exceed 1. Thus, we apply the bias-corrected plugin estimator to the
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xν(1 − x)n−ν denotes the Bernstein basis polyno-
mial. Then, HL(p;φ, a, b) denotes a function that interpolates between
φ(a) and φ(b) using Hermite interpolation. From generalized Hermite in-
terpolation (Spitzbart 1960), H
(i)
L (a;φ, a, b) = φ
(i)(a) for i = 0, ..., L and
H
(i)





































H4(p;φ, 1, 2) if 1 < p < 2,
H4(2;φ, 1, 2) if p ≥ 2,
φ(p) otherwise .
From this definition, φ¯∆n,k
n
= φ if p ∈ [∆n,k
n
, 1]. From Hermite interpolation,
the function φ¯∆n,k
n
is four times differentiable on R+ and φ¯(1)∆n,k
n





(p) = 0 for p ≤ ∆n,k
2n
and p ≥ 2. By introducing φ¯∆n,k
n
, we can bound
the fourth derivative of φ¯∆n,k
n
using ∆n,k, and this enables us to control the
bias with the threshold parameter ∆n,k. Using φ¯∆n,k
n
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5.5 Remark about Differentiability for Anal-
ysis
Why is the minimax rate characterized by the divergence speed of the fourth
derivative? Indeed, most of the results can be obtained with a weaker assump-
tion compared to Assumption 1 regarding differentiability, which is formally
defined as follows.
Assumption 2. Suppose φ is two times continuously differentiable on (0, 1].
For α ∈ (0, 1), the divergence speed of the second derivative of φ is pα−2.
Assumption 2 only requires two times continuous differentiability, whereas
Assumption 1 requires four times. Only the analysis of the bias-corrected
plugin estimator requires Assumption 1 to achieve the minimax rate due to
the bias-correction term in Eq (5.3). The bias-correction term is formed as
the plugin estimator of the second derivative of φ, and its convergence rate is
highly dependent on the smoothness of the second derivative. The smoothness
of the second derivative of φ is characterized by the fourth derivative of φ,
and thus Assumption 1 is required to derive the error bound of the bias-
corrected plugin estimator. Another bias-correction method might weaken
the assumption as in Assumption 2, but it remains as an future work.
5.6 Analysis of Lower Bound
In this section, we derive a lower bound for the minimax rate of θ. Under
Assumption 2, we can derive the lower bound of the minimax risk as in the
following theorem.
Theorem 9. Under Assumption 2, for k ≥ 3, we have




The lower bound is obtained by applying Le Cam’s two-point method (see
(Tsybakov 2009)). The details of the proof of Theorem 9 can be found in
Section 5.B. Next, we derive another lower bound for the minimax rate.
Theorem 10. Under Assumption 2, if n & k1/α
ln k
, we have




where we need k & ln 43 n if α ∈ (0, 1/2].
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The proof is accomplished in the same manner as (Yihong Wu et al. 2016,
Proposition 3). The details of the proof of Theorem 10 are also found in
Section 5.B. Combining Theorems 9 and 10, we get the lower bounds in










5.7 Analysis of Upper Bound
Here, we derive the upper bound for the worst-case risk of the estimator.
Theorem 11. Suppose ∆n,k = C2 lnn and L = bC1 lnnc where C1 and C2
are universal constants such that 6C1 ln 2+4
√
C1C2(1+ln 2) < 1 and C2 > 16.














where we need k & ln 43 n if α ∈ (0, 1/2].
To prove Theorem 11, we derive the bias and the variance of θˆ.

























































The proofs of Lemmas 4 and 5 are left to Section 5.C. As proved in Lemmas 4
and 5, the bounds on the bias and the variance of our estimator are obtained
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with the bias and the variance of the plugin and the best polynomial estimators
for each individual alphabet. Thus, we next analyze the bias and the variance
of the plugin and the best polynomial estimators.
Analysis of the best polynomial estimator. The following lemmas pro-
vide the upper bounds on the bias and the variance of the best polynomial
estimator.




m be the optimal uniform approximation of φ by degree-
L polynomials on [0,∆], and gL(N˜) =
∑L
m=0 am(N˜)m/n
m be an unbiased
estimator of φL(p). Under Assumption 2, we have
Bias
[




















m be the optimal uniform approximation of φ by degree-
L polynomials on [0,∆], and gL(N˜) =
∑L
m=0 am(N˜)m/n
m be an unbiased
estimator of φL(p). Assume Assumption 2. If p ≤ ∆ and 2∆3L ≤ n, we have
Var
[








The proofs of Lemmas 6 and 7 can be found in Section 5.C.
Analysis of the plugin estimator. The following lemmas provide the
upper bounds for the bias and the variance of the plugin estimator.
Lemma 8. Assume Assumption 1 and 1
n


























Lemma 9. Assume Assumption 1 and 1
n
































The proofs of Lemmas 8 and 9 are left to Section 5.C.
Proof for the Upper Bound. Combining Lemmas 4 to 9, we prove Theo-
rem 11.
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Proof of Theorem 11. Set L = bC1 lnnc and ∆n,k = C2 lnn where C1 and


































































































































where we use Lemmas 19 and 20. For δ > 0, as long as C2(ln 4− 1) ≥ 2α+ δ,
6C1 ln 2 + 4
√
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There exist the constants C1 andC2 that satisfies these conditions, for example,










































If α ∈ (0, 1/2] and k & ln 43 , the last term is dominated. If α ∈ (1/2, 1), the
term k




By Theorem 11, we prove that the presented estimator achieves the minimax
optimal rate Theorems 7 and 8. The condition k & ln 43 n for α ∈ (0, 1/2]
comes from the variance of the bias-corrected plugin estimator shown in
Lemma 9. Removing this condition remains as an open problem.
Appendix 5.A Error Rate of Best Polyno-
mial Approximation
Here, we analyze the upper bound and the lower bound of the best polynomial
approximation error EL(φ, [0,∆]). The upper bound and the lower bound are
derived as follows.















EL(φ, [0,∆]) > c.
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proofs of these lemmas are given as follows.
Proof of Lemma 10. Letting φ∆(p) = φ(∆x
2), we have EL(φ, [0,∆]) =
EL(φ∆, [−1, 1]). We utilize the Jackson’s inequality to upper bound the best
polynomial approximation error EL by using the modulus of continuity de-
fined as
ω(f, δ) = sup
x,y∈[−1,1]
{|f(x)− f(y)| : |x− y| ≤ δ}.
To derive the upper bound of EL, we divide into two cases: α ∈ (0, 1/2] and
α ∈ (1/2, 1).
Case α ∈ (0, 1/2]. From the Jackson’s inequality (Achieser 2013), there is a
trigonometric polynomial TL with degree-L such that
sup
x∈[0,2pi]
|f(x)− TL(x)| . sup
x,y∈[0,2pi]
{




By the definition of EL, we have



































where we use the fact that |cos−1(x)− cos−1(y)| ≥ |x− y| for x, y ∈ [−1, 1]
to derive the last line. From Lemma 17 and the fact that pα−1 ≥ 1 for
p ∈ (0, 1], we have ∣∣φ(1)(p)∣∣ ≤ (W + |c1|)pα−1 for p ∈ (0, 1]. From the absolute
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where the last line is obtained since xβ for β ∈ (0, 1] is β-Holder con-
tinuous. This is valid for the case x = 0 since |φ∆(0)− φ∆(y)| =
limx→0|φ∆(x)− φ∆(y)|. Thus, we have




Substituting this into Eq (5.7), we have











Case α ∈ (1/2, 1). From the Jackson’s inequality (Achieser 2013), there is a
trigonometric polynomial TL with degree-L such that
sup
x∈[0,2pi]








In the similar manner of the case α ∈ (0, 1/2], we have
















Since pα−2 ≥ 1 for p ∈ (0, 1] and Assumption 2, we have ∣∣φ(2)(p)∣∣ ≤ (α1W +
|c2|)pα−2 for p ∈ (0, 1]. From the absolute continuousness of φ(1) on (0, 1], for
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x, y ∈ (−1, 1] where x ≤ y we have















≤∆α2(W + |c1|) + 4(α1W + |c2|)
2α− 1 (y − x)
2α−1.








≤ ∆α2(W + |c1|) + 4(α1W + |c2|)
2α− 1 δ
2α−1.
Substituting this into Eq (5.8), we have
EL(φ∆, [−1, 1]) . 1
L
∆α















. Then, we have EL(φ, [0,∆]) =
EL(φ∆, [−1, 1]). To derive the lower bound of EL(φ∆, [−1, 1]), we introduce
the second-order Ditzian-Totik modulus of smoothness (Ditzian et al. 2012)
defined as
ω2ϕ(f, t) = sup
x,y∈[−1,1]
{∣∣∣∣f(x) + f(y)− 2f(x+ y2
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where ϕ(x) =
√
1− x2. Fix y = −1, for t > 0 we have


















t−2(x+ 1)2 + (x− 1)2 − 4 ≤ 0 ⇐⇒





















ω2ϕ(φ∆, t) ≥ sup
x
{∣∣∣∣φ∆(x) + φ∆(−1)− 2φ∆(x− 12




{∣∣∣∣φ(∆x) + φ(0)− 2φ(∆x2
)∣∣∣∣ : 0 ≤ x ≤ 2t−2 + 1
}
Application of the Taylor theorem gives







































Letting p0 = (α1W/(α1W ∨ −c′2))1/(2−α),
∣∣φ(2)(p)∣∣ ≥ α1Wpα−2 + c′2 ≥ 0 for
(0, p0]. From continuousness of φ
(2), φ(2)(x) has the same sign in x ∈ (0, p0].
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Since t ≥ 0 for t ∈ [0, x
2
] and x− t ≥ 0 for t ∈ [x
2
, x], we have for x ∈ (0, p0]

















































W (2−α − 1) + α1W
α








Thus, we have for sufficiently small t











1)Em(f, [−1, 1]) & ω2ϕ(f, L−1) (Ditzian et al. 2012). Let L′ be an integer such
























From Lemma 18, we have |φ(x)− φ(y)| ≤ W
α
∆α + |c1|∆ for x, y ∈ [0,∆].
Substituting it and Eq (5.9) into Eq (5.10) and applying the converse result
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and Lemma 10 yields that there are constants C > 0 and C ′ > 0 such that




























































































((2− 2α) ∧ 1)c2−2α`
)
.







EL(φ, [0,∆]) > c.
Appendix 5.B Proofs for Lower Bounds
To prove Theorem 9, the Le Cam’s two-point method (See, e.g., (Tsybakov
2009)). The consequent corollary of the Le Cam’s two-point method is as
follows.
Corollary 2. For any two probability measures P,Q ∈Mk, we have
R˜∗(n, k;φ) ≥ 1
4
(θ(P )− θ(Q))2 exp(−nDKL(P,Q)),
where DKL(P,Q) denotes the KL-divergence between P and Q.
We provide the proof of Theorem 9.
Proof of Theorem 9. For  ∈ (0, 1/2). Define two probability measures on [k]
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2(k − 1)(1− ), ...,
1
2(k − 1)(1− )
)
.
Then, the KL-divergence between P and Q is obtained as
DKL(P,Q) =− 1
2
ln(1 + )− 1
2




1− 2) ≤ 2.
Applying the Taylor theorem gives that there exist ξ1 ∈ [1/2, (1 + )/2] and


















































∣∣∣∣2 − ∣∣∣∣ φ(2)(ξ2)8(k − 1)
∣∣∣∣2.
Combining Assumption 2, Lemma 17, and the fact that ξ1 ≥ 1/2 and ξ2 ≥
1/4(k − 1) yields∣∣∣∣φ(1)( 12(k − 1)
)∣∣∣∣ ≥W21−α(k − 1)1−α + c′1,∣∣∣∣φ(1)(12
)∣∣∣∣ ≤W21−α + c1,∣∣φ(2)(ξ1)∣∣ ≤α1W22−α + c2,∣∣φ(2)(ξ2)∣∣ ≤α1W42−α(k − 1)2−α + c2.
Consequently, we have
|θ(Q)− θ(P )| ≥ W2−α((k − 1)1−α − 1− α1(2−1 + 21−α(k − 1)1−α))
− 2−1(c1 − c′1)− c2(2−3 + 2−3(k − 1)−1)2.
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Set  = 1/
√







(k − 1)1−α −
α1





− c1 − c
′
1
21−αW (k − 1)1−α −
2α−3c2
W (k − 1)1−α√n −
2α−3c2






From Lemma 3, this lower bound is valid for R∗(n, k;φ).
The proof of Theorem 10 is following the proof of (Yihong Wu et al. 2016).
For  ∈ (0, 1), define the approximate probabilities by
Mk() =
{
{pi}ki=1 ∈ Rk+ :
k∑
i=1
pi ≤ 1− 
}
.
With this definition, we define the minimax risk for Mk() as









The minimax risk of Poisson sampling can be bounded below by Eq (5.11)
as
Lemma 12. Under Assumption 2, for any k, n ∈ N and any  < 1/3,
R˜∗(n/2, k;φ) ≥ 1
3










Proof of Lemma 12. This proof is following the same manner of the proof of
(Yihong Wu et al. 2016, Lemma 1). Fix δ > 0. Let θˆ(·, n) be a near-minimax





(θˆ(N, n)− θ(P ))2
]
≤ δ +R∗(k, n;φ).
For an arbitrary approximate distribution P ∈Mk(), we construct an esti-
mator
θ˜(N˜) = θˆ(N˜ , n′),
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where N˜i ∼ Poi(npi) and n′ =
∑
iNi. From the triangle inequality, Lemma 18













































































































For the first term, we observe that N˜ ∼ Multinomial(m, P∑
pi
) conditioned on



















R˜∗(m, k;φ)P{n′ = m}+ δ.
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From Lemma 18 and Lemma 19, we have
R˜∗(m, k;φ) ≤ sup
P,P ′∈Mk
































Note that R˜∗(m, k;φ) is a decreasing function with respect to m. Since n′ ∼
Poi(n
∑
i pi) and |
∑
i pi − 1| ≤  ≤ 1/3, applying Chernoff bound yields

















P{n′ ≤ n/K}+ δ







The arbitrariness of δ gives the desired result.
The lower bound of R˜∗(n, k, ;φ) is given by the following lemma.
Lemma 13. Let U and U ′ be random variables such that U,U ′ ∈ [0, λ] and
E[U ] = E[U ′] ≤ 1 and |E[θ(U)− θ(U ′)]| ≥ d, where λ ≤ k. Let  = 4λ/√k.
Then
















Proof of Lemma 13. The proof follows the same manner of the proof of (Yi-
hong Wu et al. 2016, Lemma 2) expect Eq (5.12) below. Let β = E[U ] =
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where Uia nd U
′
i are independent copies of U and U
′, respectively. Put  =
4λ/
√
















∣∣∣∣∣ ≤ , |θ(P ′)− E[θ(P ′)]| ≤ d/4
]
.
Applying Chebyshev’s inequality, the union bound, the triangle inequality

















































By the same manner, we have










We define two priors on the setMk(), the conditional distributions pi = PU |E
and pi′ = PU ′|E ′ . By the definition of events E , E ′ and triangle inequality, we
obtain that under pi, pi′,
|θ(P )− θ(P ′)| ≥ d
2
.
By triangle inequality, we have the total variation of observations under pi, pi′
as
TV(PN˜ |E , PN˜ ′|E ′) ≤TV(PN˜ |E , PN˜) + TV(PN˜ , PN˜ ′) + TV(PN˜ ′ , PN˜ ′|E ′)
=PEc + TV(PN˜ , PN˜ ′) + PE ′c
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From the fact that total variation of product distribution can be upper
bounded by the summation of individual ones, we obtain
TV(PN˜ , PN˜ ′) ≤
k∑
i=1
TV(PN˜i , PN˜ ′i ) + TV(n(1− β), n(1− β))
=kTV(E[Poi(nU/k)],E[Poi(nU ′/k)]).
Then, applying Le Cam’s lemma (Le Cam 1986) yields that
















To derive the upper bound of TV(E[Poi(nU/k)],E[Poi(nU ′/k)]), we apply
the following lemma proved by Yihong Wu et al. (2016).
Lemma 14 (Yihong Wu et al. (2016, Lemma 3)). Let V and V ′ be random
variables on [0,M ]. If E[V j] = E[V ′j], j = 1, ..., L and L > 2eM , then






Under the condition of Lemma 14, the following lemmas provides the lower
bound of d.
Lemma 15. For any given integer L > 0, there exists two probability measures
ν0 and ν1 on [0, λ] such that
EX∼ν0 [X
m] = EX∼ν1 [X
m], for m = 0, ..., L,
EX∼ν0 [φ(X)]− EX∼ν1 [φ(X)] = 2EL(φ, [0, λ]).
Lemma 15. The proof is almost same as the proof of Jiantao Jiao et al. (2015,
Lemma 10). It follows directly from a standard functional analysis argument
proposed by Lepski et al. (1999). It suffices to replace xα with φ(x) and [0, 1]
with [0, λ] in the proof of (Cai et al. 2011, Lemma 1).
As proved Lemma 15, we can choose the probability measures of U and U ′
in Lemma 12 so that d in Lemma 12 becomes the uniform approximation
error of the best polynomial EL(φ, [0, λ]). The analysis of the lower bound
on EL(φ, [0, λ]) can be found in Section 5.A. By using the lower bound (in
Lemma 11), we prove Theorem 10 as follows.
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Proof of Theorem 10. Set L = bC1 lnnc and λ = C2 lnnn where C1 and C2 are
universal constants such that 2eC2 ≤ C1. Assembling Lemmas 11 and 13
to 15, we have M = C2
lnn
k
, |E[φ(U)− φ(U ′)]| = d ≥ ck( λ
L2
)α
where c > 0 is






















If α ∈ (1/2, 1), it is sufficient to prove Theorem 10 when k & n1−1/2α lnn







If α ∈ (0, 1/2], we assume k & ln 43 n. Then, we get Eqs (5.13) and (5.14).





































· d2 = o(1) · d2.










· d2 = o(1) · d2.
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Then, Eq (5.15) and Lemma 12 gives












Hence, for sufficiently small c′, Eq (5.15) and Lemma 12 yields




Appendix 5.C Proofs for Upper Bounds
We use the following helper lemma for proving Lemma 5.
Lemma 16 (Cai et al. (2011), Lemma 4). Suppose 1E is an indicator random
variable independent of X and Y , then
Var[X1E + Y 1Ec ] = Var[X]PE + Var[Y ]PEc + (E[X]− E[Y ])2PEPEc.


















































N˜ ′i < 2∆n,k
}
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4 + `+ 1
)`(
4 + 1





































where we use 0 ≤ Bν,n(x) ≤ Bν,n(ν/n) to get the third line. From the assump-
tion ∆n,k ≤ n, we have∣∣∣∣H4(p;φ, ∆n,kn , ∆n,k2n
)
− φ(p)











Also, for p ∈ [1, 2], we have

































For p ∈ (∆n,k
n
, 1), we have by Lemma 18 that
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Consequently, we have for p ≥ 0∣∣∣φ¯∆n,k
n
(p)− φ(pi)
∣∣∣ ≤ 5 4∑
m=1
(αm−1W + cm) +
W
α
+ |c1| . 1. (5.16)





































































(4 + 1)(4 + `+ 1)!















where the last line is obtained by using the fact B(1)ν,n(x) = n(Bν−1,n−1(x) −
Bν,n−1(x)). Again, the fact 0 ≤ Bν,n(x) ≤ Bν,n(ν/n) gives
p
2n



























(4 + 1)(4 + `)!
(`− j)!(4− 1 + i+ j)!
(`− j)`−j(4− 1 + i+ j)4−1+i+j
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From the assumption ∆n,k ≤ n, we have
p
2n

















































Also, for p ∈ (1, 2), we have
p
2n






















































































The Chernoff bound for the Poisson distribution gives
P
{
N˜ ′i ≥ 2∆n,k
}





















|φ(p)− φ(pi)| ≤ W
α
+ |c1|.
The Chernoff bound yields P
{
N˜ ′i < 2∆n,k
}







































Combining Eqs (5.18) and (5.19) gives the desired result.
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We can derive upper bounds on the first two terms of Eq (5.20) in the same







N˜ ′i ≥ 2∆n,k
}




















By the Chernoff bound, we have
P
{




N˜ ′i < 2∆n,k
}
=(1pi<∆n,k + 1pi>4∆n,k + 1∆n,k≤pi≤4∆n,k)P
{




N˜ ′i < 2∆n,k
}
≤(e/4)∆n,k + e−∆n,k/8 + 1∆n,k≤pi≤4∆n,k .
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(e/4)∆n,k + e−∆n,k/8 + 1∆n,k≤pi≤4∆n,k
)












Next, we prove the upper bounds on the bias and the variance of the best
polynomial estimator as follows:
Proof of Lemma 6. Let φ′sup,∆ = φsup,∆∨ supp∈[0,∆] φL(p) and φ′inf,∆ = φinf,∆∧
infp∈[0,∆] φL(p). By the triangle inequality and the fact that gL is an unbiased
estimator of φL, we have
Bias
[



















(gL(N˜) ∧ φsup,∆) ∨ φinf,∆ − (gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆
]
≤(φ′sup,∆ − φsup,∆) ∨ (φinf,∆ − φ′inf,∆) ≤ EL(φ, [0,∆]).





=|φL(p)− φ(p)| ≤ EL(φ, [0,∆]).
The error bound of EL(φ, [0,∆]) is derived in Section 5.A. From Lemma 10,





. The second term has upper bound as
Bias
[
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Since φL(p) ∈ [φ′inf,∆, φ′sup,∆] for p ∈ [0,∆], we have(






























Letting φ∆(p) = φ(∆x) and a0, ..., aL be coefficients of the optimal uni-




(N˜)m = gL(N˜). Then, since the standard deviation of sum of
















From (Petrushev et al. 2011) and the fact from Lemma 18 that φ is bounded,
there is a positive constant C such that |am| ≤ C23L. From (Yihong Wu













By the assumption of p ≤ ∆ and monotonous, Var(N˜)m ≤ Var(X)m where
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The proofs of the upper bounds on the bias and the variance of the bias-
corrected plugin estimator are obtained as follows.
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where we use the fact that for X ∼ Poi(λ), E[(X−λ)2] = λ, E[(X−λ)3] = λ,
and R3(x; φ¯∆, p) denotes the reminder term of the Taylor theorem. The first








































































where the last line is obtained by using the fact that forX ∼ Poi(λ), E[X(X−
λ)] = λ, and R1(x; φ¯
(2)
∆ , p) denotes the reminder term of the Taylor theorem.
From Lemma 17, the second term of Eq (5.21) and the first term of Eq (5.22)

























The rest is to derive the upper bound on
∣∣∣E[R3( N˜n ; φ¯∆, p)]∣∣∣ and∣∣∣E[ N˜2n2R1( N˜n ; φ¯(2)∆ , p)]∣∣∣. Let pˆ = N˜n . From the mean value theorem, letting a
function G(x) be continuous on the closed interval and differentiable with
non-vanishing derivative on the open interval between p and pˆ, there exists ξ













Define G(x) = 1
x2
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Thus, we have





























































































where we use B(1)ν,n(x) = n(Bν−1,n−1(x) − Bν,n−1(x)). Since 0 ≤ Bν,n(x) ≤
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((m− i) ∨ 0)!
.1.
For ξ ∈ [∆, 1], we have from Lemma 17 that∣∣ξ2φ(4)(ξ)∣∣ ≤ α1Wξα−2 + c4ξ2 . ∆α−2.




∣∣∣φ¯(4)∆ (ξ)∣∣∣ . ∆α−2. (5.26)










− 1)2. Then, the mean value theorem stats that there
exists ξ such that
R1(pˆ; φ¯
(2)
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∣∣∣φ¯(4)∆ (ξ)∣∣∣ . ∆α−1.
Thus, we have ∣∣∣∣E[ pˆ2nR1(pˆ; φ¯(2)∆ , p)
]∣∣∣∣ . 1n2p∆1−α ≤ 1n2∆2−α . (5.28)
By the assumption ∆ & 1
n
, we have 1
n3∆3−α .
1
n2∆2−α . Assembling Eqs (5.23),
(5.24), (5.27) and (5.28) gives the desired result.







































































































denotes the reminder term of the Taylor theorem. From










































The central moments for X ∼ Poi(λ) are given as E[(X − λ)2] = λ,E[(X −
λ)4] = 3λ2 + λ, and E[(X − λ)6] = 15λ3 + 25λ2 + λ. Lemma 17, the triangle
inequality and the assumption 1
n
& ∆, the expectation of the first three terms


































































Theoretical Analyses of Learning under Fairness



































where we use E[(X−λ)8] = 105λ4 + 490λ3 + 119λ2 +λ for X ∼ Poi(λ). Since
supξ∈R+





















Letting g(p) = pφ¯
(2)
∆ (p), application of the Taylor theorem to the second term
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Let pˆ = N˜
n
and G(x) = 1
x
(pˆ− x)2. Then, the mean value theorem gives that


















































In the similar manner of Eq (5.26), we have
sup
ξ∈R+
∣∣∣ξφ¯(3)∆ (ξ)∣∣∣2 . ∆2α−4, and sup
ξ∈R+



























Theoretical Analyses of Learning under Fairness
Appendix 5.D Proof of Proposition 3
Proof of Proposition 3. It is obviously that if the output domain of φ is un-
bounded, i.e., there is a point p0 ∈ [0, 1] such that |φ(p)| → ∞ as p → p0,





, φ(1)(p) has same sign













p−1dx+ c′1(p0 − p)
≥W ln(p0/p) + c′1(p0 − p).
Since |φ(p)− φ(p0)| → ∞ as p→ 0,φ is unbounded and we gets the claim.
Appendix 5.E Additional Lemmas
Here, we introduce some additional lemmas and their proofs.
Lemma 17. For a non-integer α, let φ be a m times continuously differ-
entiable function on (0, 1] where m ≥ 1 + α. Suppose that there exist finite
constants W > 0, cm and c
′
m such that∣∣φ(m)(p)∣∣ ≤ αm−1Wpα−m + cm, and ∣∣φ(m)(p)∣∣ ≥ αm−1Wpα−m + c′m.
Then, there exists finite constants cm−1 and c′m−1 such that∣∣φ(m−1)(p)∣∣ ≤ αm−2Wpα−m+1 + cm−1, and ∣∣φ(m−1)(p)∣∣ ≥ αm−2Wpα−m+1 + c′m−1,
where α0 = 1 and αi =
∏i
j=1(j − α) for i = 1, ...,m.







for p ∈ (0, pm). From continuousness of φ(m), φ(m)(p) has same sign in p ∈
(0, pm], and thus we have either φ
(m)(p) ≥ αm−1Wpα−m + c′m or φ(m)(p) ≤
−αm−1Wpα−m − c′m in p ∈ (0, pm]. Since φ(m−1) is absolutely continuous on
(0, 1], we have for any p ∈ (0, 1]
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≤∣∣αm−2W(pα−m+1m − pα−m+1)+ cm(p− pm)∣∣
≤αm−2Wpα−m+1 +
∣∣αm−2Wpα−m+1m + cm(pm − p)∣∣
≤αm−2Wpα−m+1 + αm−2Wpα−m+1m + |cm|.


















≥ ∣∣αm−2W(pα−m+1m − (p ∧ pm)α−m+1)+ c′m((p ∧ pm)− pm)∣∣
− ∣∣(αm−1Wpα−mm + cm)(p− (p ∧ pm))∣∣
≥αm−2W (p ∧ pm)α−m+1 − αm−2Wpα−m+1m − |c′m(pm − (p ∧ pm))|
− (αm−1Wpα−mm + cm)(p− (p ∧ pm))
≥αm−2Wpα−m+1 − αm−2Wpα−m+1m − |c′m|pm
− (αm−1Wpα−mm + cm)(1− pm).
Applying the triangle inequality and the reverse triangle inequality gives∣∣∣∣∫ p
pm
φ(m)(x)dx




Thus, setting cm−1 = αm−2Wpα−m+1m + |cm| +
∣∣φ(m−1)(pm)∣∣ and c′m−1 =
−αm−2Wpα−m+1m −|c′m|pm−(αm−1Wpα−mm + cm)(1−pm)−
∣∣φ(m−1)(pm)∣∣ yields
the claim.
Lemma 18. Under Assumption 1 or Assumption 2, for any p, p′ ∈ [0, 1]
|φ(p)− φ(p′)| ≤ W
α
|p− p′|α + |c1(p− p′)|.
Proof of Lemma 18. We can assume p′ ≤ p without loss of generality. The
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|p− p′|α + |c1(p− p′)|,
where the last line is obtained since a function xα for α ∈ (0, 1) is α-Holder
continuous. This is valid for the case p′ = 0. Indeed,













|p− 0|α + |c1(p− 0)|.






Proof of Lemma 19. If α = 1, the claim is obviously true. Thus, we assume
α < 1. We introduce the Lagrange multiplier λ for a constraint
∑n
i=1 pi = 1,






i=1 pi) with respect to pi
be zero. Then, we have
αpα−1i − λ = 0. (5.31)
Since pα−1 is a monotone function, the solution of Eq (5.31) is given as
pi = (λ/α)
1/(α−1), i.e., the values of p1, ..., pk are same. Thus, the function∑k
i=1 p
α
i is maximized at pi = 1/k for i = 1, ..., k. Substituting pi = 1/k into∑k
i=1 p
α
i gives the claim.







((1− (k − 1)∆)α + (k − 1)∆α) ≤ k∆α.
Proof. From the Karush–Kuhn–Tucker conditions, letting P ∗ = (p∗1, ..., p
∗
k)
be a probability vector that attains the supremum, there exist real values λ
and δi ≥ 0 such that
(p∗i )
α−1 − λ− δi = 0,
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and p∗i = ∆ only if δi > 0. Thus, we have
p∗i = λ








(m∆α + (k −m)(1−m∆)α).
Since ∆α ≥ (1 − m∆)α for m = 1, ..., k − 1, the maximum is attained at







In this thesis, we tackle the problems of supervised learning under fairness.
Our contributions in this thesis are summarized as follows.
Model-based fairness to remove the hidden disparate impact. In
Chapter 3, we deal with a problem of removing the disparate impact coming
from the hidden sensitive attribute. To overcome this difficulty, we develop
maximum likelihood estimation for supervised learning which ensures fairness
against a given prediction model of the sensitive attribute. The experimental
results demonstrate that our proposed method successes to control the trade-
off between prediction accuracy and fairness even if the sensitive attribute is
not contained in the training samples.
Fair empirical risk minimization with populational fairness guaran-
tee. In Chapter 4, we develop a variant framework of ERM, in which we
prove that the learned predictor ensures populational fairness. The frame-
work achieves a fair predictor by adding the empirically evaluated fairness
measure as one of regularizers, the empirical neutrality risk, into the objective
function of the ERM. To guarantee populational fairness, we prove a bound
on the error between the empirically evaluated fairness measure and the pop-
ulationally evaluated fairness measure. As a result, we show that the error is
bounded above by the Rademacher complexity of the class of the predictors
and O(
√
1/n) term. Furthermore, we conduct the comparison experiments
with an instance of our NERM framework, neutral SVM. The result shows
that the neutral SVM achieves the most efficient trade-off between prediction
accuracy and fairness in many datasets.
Optimal populational fairness evaluation. In Chapter 5, we investigate
a minimax (rate-)optimal estimator for the additive functional, which is a
scalar value parameterized by a function φ. The additive functional covers
many variants of entropy, and thus the estimator of them is useful when
we want to evaluate the populational fairness. As a result, we show that the
minimax rate is characterized by the divergence speed of the fourth derivative
of φ. We reveal that if the divergence speed is faster than a certain speed, there
is no consistent estimator. Moreover, we show that if the divergence speed is






As mentioned in the introduction, social communities intensively demand
fairness for machine learning algorithms. To meet such requirements, our
contributions solve the largest issues in developing and analyzing the machine
learning algorithms with a guarantee on fairness.
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