We develop an extended generalized differential calculus for normal cones to nonconvex sets, coderivatives of set-valued mappings, and subdifferential of extended-real-valued functions in infinite dimensions. This is a major area of modern variational analysis important for many applications, particularly to optimization, sensitivity, and control. We develop a unified geometric approach to the generalized differential calculus and obtain new results in this direction in a broad setting of Asplund spaces.
Introduction
The paper is devoted to the generalized differential calculus in variational analysis, which has been recognized as a fruitful area in mathematics with numerous applications, in particular, to optimization and related areas. We refer the reader to the book [24] for a systematic exposition of the key issues of variational analysis in finite dimensions.
It is well known that nonsmooth objects naturally and frequently appear in many aspects of variational analysis. Therefore, derivative-like objects for nonsmooth and set-valued mappings and sets with nonsmooth boundaries play a crucial role in the theory and applications. Proper constructions of such objects and their calculus have always drawn much attention of researchers in variational analysis and its applications.
While the generalized differential theory in finite-dimensional spaces has been well-developed, it is not the case in infinite dimensions, where a range of unsolved problems still remain. The reader can find more information on the infinitedimensional theory and applications in [3, 4, 6, 9, 15, 16, 21, 24] and their references.
The goal of this paper is to develop an extended generalized differential calculus for nonconvex normal cones, coderivatives, and subdifferentials defined in Asplund spaces; see Section 2 for definitions and preliminaries. We pay the main attention to sequential limiting objects that happen to enjoy comprehensive calculus rules in fairly general settings. To unify known constructions and results in this direction and to derive new ones, we consider sequential limits with respect to arbitrary topologies on dual spaces that are equal or weaker than the norm topology and are stronger or equal than the weak * topology on the duals. Note that a number of important results obtained in this paper are new even in the conventional case of the weak * topology.
Our approach is geometric, i.e., we start with the calculus of normal cones and then proceed to the calculus of coderivatives and subdifferentials. The basic tool of our analysis is the extremal principle that can be viewed as a variational counterpart of the classical separation principle in the case of nonconvex sets; see [15] for more details and references. To derive comprehensive calculus rules for the limiting objects, we involve refined sequential normal compactness conditions that allow us to furnish limiting procedures in infinite dimensions. We also introduce new reliability conditions imposed requirements on topologies appropriate for establishing the main calculus rules.
The paper is organized as follows. Section 2 contains basic definitions and preliminaries widely used in the paper. Here we also present some results and discussions on reliability conditions. In Section 3 we establish, based on the approximate version of the extremal principle, a "fuzzy rule" for representing Fréchet normals to set intersections in Asplund spaces. Then we derive a new limiting version of the extremal principle in products of Asplund spaces under appropriate combinations of sequential normal compactness and reliability conditions. Section 4 is devoted to the calculus of limiting normal cones with respect to general topologies in product spaces. We formulate a new limiting qualification condition that allows to obtain a general intersection rule for the limiting normal cones as well as a representation of the normal cones to inverse images of sets under set-valued mappings.
Section 5 presents various calculus rules for limiting coderivatives of setvalued mappings and subdifferentials of extended-real-valued functions. The basic results are sum and chain rules for coderivatives that are proved by reduction to the limiting intersection rule for normal cones. The coderivative rules easily imply the corresponding results for subdifferentials.
Throughout the paper we use standard notation. Unless otherwise stated, all the spaces under consideration are Banach, and their norms are denoted by · . Given a space X, B X stands for its closed unit ball.
Basic definitions and preliminaries
Let X be a Banach space, and let X * be its topological dual with the canonical pairing · , · between X * and X. Given Ω ⊂ X and ε 0, we define the set of ε-normals to Ω atx ∈ Ω by Consider an arbitrary topology τ = τ X * on the dual space X * that is compatible with the linear structure and satisfies w * τ τ · , i.e., it is weaker or equal than the norm topology τ · and is stronger or equal than the weak * topology w * . Besides τ = w * and τ = τ · , valuable choices of such a topology on X * are the weak topology, the topology generated by the convergence of bounded nets in X * , polar topologies generated by various bornological structures in X, etc.; see [11, 23] and their references. The most interesting results obtained below concern product spaces X 1 × · · · × X p with product topologies
are generally of different for j ∈ {1, . . ., p}.
Definition 2.1.
Let Ω ⊂ X withx ∈ Ω, and let τ is a topology on X * . The τ -limiting normal cone to Ω atx is
When τ = w * , the normal cone (2.2) reduces to the basic normal cone studied in [16] ; see also the references therein. Similarly to [16, Theorem 2.9] , one can equivalently put ε k = 0 in (2.2) if Ω is locally closed aroundx and X is Asplund, i.e., every convex continuous function on X is generically Fréchet differentiable. This is sufficiently broad class of Banach spaces including all spaces with Fréchet differentiable renorms or bump functions, hence all reflexive spaces. On the other hand, there are Asplund spaces that fail to have even a Gâteaux differentiable renorm. The reader can find many useful properties and characterizations of Asplund spaces in the books [5, 23] and their references.
It is easy to see that the stronger τ is, the smaller N τ (x; Ω) is, and the weaker the following τ -normal compactness conditions are. We consider three kinds of τ -sequential normal compactness conditions [19] , where the latter two essentially exploit the product structure of X important for the main results of the paper.
(i) Ω is τ -sequentially normally compact (τ -SNC) atx if for any sequences
It follows from the definitions that
for anyx ∈ Ω and any given topology τ on X * 1 × · · · × X * p . Note that the τ -SNC property can be considered as a special case of the τ -PSNC property with J = {1, . . . , p}. On the other hand, the τ -PSNC property with respect to {X i | p ∈ J }, which depends only on the topologies τ i for j ∈ J , can be reduced to the τ -SNC property if we put τ j := τ · on X * j for j / ∈ J . Nevertheless, it makes sense to distinguish between these properties in spaces with product structures.
If the spaces X j , j = 1, . . . , p, are Asplund, then one can equivalently put ε k = 0 in the properties from Definition 2.2 for locally closed sets. In this case the τ -SNC property of Ω ⊂ X for τ = w * goes back to the SNC property formulated in [17] . Its topological counterpart, where the w * -convergence of sequences in X * is replaced by the w * -convergence of bounded nets, agrees [6] with the compactly epi-Lipschitzian property in the sense of [2] (and its dual equivalent in [12] ). It is proved in [10] that the latter property may be more restrictive than the SNC one in both Asplund and general Banach space settings.
Given a set-valued mapping F :
whereȳ is omitted if the mapping is single-valued atx. Note that the topologies τ X * and τ Y * are of generally different types. In the cases of τ = w * × w * and τ = w * × τ · the coderivative (2.3) is known as "normal coderivative" and "mixed coderivative", respectively; see [14] . A topological counterpart of (2.3) for τ = τ · × w * has been considered in [22] . In accordance with Definition 2.2 we say that
graph is τ -PSNC at this point with respect to X. For τ X * = w * the latter reduces to the PSNC property in the sense of [17, Definition 2.4] ; see also [6, 9, 22] for its topological counterparts. It follows from [14, Theorem 3.3 ] that a closed-graph multifunction F between Banach spaces is τ -PSNC at (x,ȳ) if it has Aubin's "pseudo-Lipschitzian" property around (x,ȳ), i.e., there are neighborhoods U of x and V ofȳ such that
with some modulus 0; cf. [1, 24] . Let ϕ : X → R be an extended-real-valued function finite atx, and let τ be a topology on X * . Consider the epigraphical multifunction E ϕ : X ⇒ R associated with ϕ as
and define the basic τ -subdifferential ∂ τ ϕ(x) and the singular τ -subdifferential
5) where we use the same symbol τ for the topology on X * and on X * × R. For τ = w * the subdifferentials (2.5) reduce to the corresponding constructions studied in [16] ; see also the references therein. Note that ∂ ∞ τ ϕ(x) = {0} if ϕ is Lipschitz continuous aroundx.
We say that ϕ : X → R is τ -sequentially normally epi-compact (SNEC) atx if its epigraph is τ -SNC at (x, ϕ(x)). Note that every locally Lipschitzian function is both τ -SNC and τ -SNEC atx for any topology τ under consideration.
Next let us define additional reliability requirements on the topology τ relative to a given set that are important in what follows.
Definition 2.3.
Let Ω ⊂ X 1 × · · · × X p , the index set J , and the topology τ be given in Definition 2.2. Then we say that:
(i) τ is reliable on Ω atx ∈ Ω with respect to {X j | j ∈ J } if for any sequences x k Ω →x and ε k ↓ 0, and for any bounded sequence (x * 1k , . . . , x * pk ) ∈ N ε k (x k ; Ω), k ∈ N, the τ j -convergence of {x * jk } for each j / ∈ J implies that {x * jk } contains a τ j -convergent subsequence for each j ∈ J . (ii) τ is strongly reliable on Ω atx with respect to {X j | j ∈ J } if for any sequences x k Ω →x and ε k ↓ 0, and for any bounded sequence (x * 1k , . . . , x * pk ) ∈ N ε k (x k ; Ω), k ∈ N, the sequence {x * jk } contains a τ j -convergent subsequence for each j ∈ J .
We omit "with respect to {X j | j ∈ J }" in the above definition if J = {1, . . . , p}. One can see that the strong reliability of τ obviously implies its reliability for any Ω ⊂ X andx ∈ Ω. It is also obvious that the weak * topology τ = w * is strongly reliable on every set Ω ⊂ X at every pointx ∈ Ω if B X * is w * -sequentially compact. It happens, in particular, when X is Asplund; in the latter case one can put ε k = 0 for locally closed sets in Definition 2.3. Let us discuss reliability conditions involving sets of some special structures in product spaces.
For simplicity, we consider products of two Banach spaces, say X and Y . It is clear that τ is strongly reliable on any Ω ⊂ X × Y with respect to X if X is finite-dimensional. This also holds for sets Ω = Ω 1 × Ω 2 ⊂ X × Y , where X and Ω 2 ⊂ Y are arbitrary while Ω 1 is a finite-codimensional subspace of X. Another example in this vein, which can be checked by a direct calculation, is provided by sets Ω = Ω 1 × Ω 2 of the above type, where Ω 1 is a polyhedral subset of X; i.e., it can be defined as the intersection of a finitely many half-spaces.
The next proposition, important for the calculus rules obtained below, establishes an efficient conditions on the topology τ = τ X * × τ Y * that ensures its reliability on graphical sets generated by strictly differentiable mappings. Recall that f : X → Y is strictly differentiable atx with the strict derivative ∇f (x) if
We also need to recall the definition of the image topology for a mapping g : X 1 → X 2 between two topological spaces. If τ 1 is a given topology on X 1 (i.e., the collection of all open subsets of
It is well known that τ 2 is the maximal topology on X 2 that makes g to be continuous.
Proposition 2.4. Let f : X → Y be strictly differentiable atx, and let
Proof. One can check directly from (2.1) and the definition of strict differentiability that there are constants K > 0 and γ > 0 such that for any (x * , −y * ) ∈ N ε ((x, f (x)); gph f ) with ε 0, x ∈x + ηB X , and η ∈ (0, γ ) one has
where
It is easy to see that r f (x; η) ↓ 0 as η ↓ 0 if f is strictly differentiable atx. Then (2.6) and the assumption on τ imply that τ is reliable on the graph of f . ✷
Due to Definition 2.3(i) and the decreasing property of ε-normals,
Proposition 2.4 implies the reliability of τ on sets containing graphs of strictly differentiable mappings, in particular, on epigraphs of strictly differentiable realvalued functions.
Fuzzy intersection rule and extremal principle
In this section we use the extremal principle to derive a "fuzzy" relationship between Fréchet normals to sets and their intersections in Asplund spaces. This result holds without any assumptions on the sets in question besides their local closeness. Then we obtain an extended limiting form of the extremal principle in products of Asplund spaces under appropriate combinations of the PSNC and reliability assumptions.
Recall thatx ∈ Ω 1 ∩ Ω 2 is a locally extremal point of sets Ω 1 and Ω 2 in X if there are sequences {a ik } ⊂ X, i = 1, 2, and a neighborhood U ofx such that a ik → 0 as k → ∞ and
In this case {Ω 1 , Ω 2 ,x} is said to be an extremal system in X. We refer the reader to [15] and references therein for numerous examples of extremal systems in variational analysis, optimization, and related topics, and to detailed discussions of the approximate version of the extremal principle as follows. 
Based on this result, we establish the following fuzzy intersection rule that plays a major technical role in further developments.
Theorem 3.2.
Let Ω 1 , Ω 2 be subsets of an Asplund space X. Assume that they are locally closed aroundx ∈ Ω 1 ∩ Ω 2 and that
Proof. Due to the definition of Fréchet normals, for any given x * ∈ N(x; Ω 1 ∩ Ω 2 ) and ε > 0 we find a neighborhood U ofx such that
Define subsets of X × R by
Observe that (x, 0) ∈ Λ 1 ∩Λ 2 and that the sets Λ i are locally closed around (x, 0). Moreover, one can easily check that
due to (3.2) and the structure of Λ i . Thus (x, 0) is a locally extremal point of the set system {Λ 1 , Λ 2 }. Applying to this system the extremal principle from Theorem 3.1 in the Asplund space X × R with the norm (x, α) :
for both i = 1, 2. One easily has λ 1 0, x * 1 ∈ N(x 1 ; Ω 1 ), and lim sup
by the definition of Fréchet normals. It follows from the structure of Λ 2 that Λ 2 0 and
If inequality (3.5) is strict, then (3.4) yields λ 2 = 0 and x * 2 ∈ N(x 2 ; Ω 2 ). In this case we get (3.1) with λ = 0 by using (3.3) .
It remains to consider the case of equality in (3.5). Then we take vectors (x, α) ∈ Λ 2 with
and substitute them into (3.4). This implies that there is a neighborhood V of x 2 such that
for all x ∈ Ω 2 ∩ V and the corresponding α satisfying
By the triangle inequality one has
Observe that the left-hand side ϑ in (3.6) can be represented as
Thus (3.6) implies the estimate
for all x ∈ Ω 2 ∩ V . By (2.1) this gives
Note that 1 + x * < c < 2 + x * for all ε sufficiently small; i.e., the constant c in (3.7) is always positive and depends only on the given x * . Now using [16,
Denoting η := max{λ 2 , x * 2 }, we get 1/2 − ε < η < 1/2 + ε by (3.3), with 1/4 < η < 3/4 when ε is sufficiently small. Put
One clearly has λ 0, max{λ, u * } = 1, and λx * = u * + v * . Moreover, v * ∈ N(v; Ω 2 ) + 8cεB X * and (3.3) . Since c > 0 depends only on the given x * and since ε was chosen arbitrarily, this justifies the conclusions of the theorem. ✷ Next we establish the exact (limiting) version of the extremal principle that extends [16, Theorem 3.6 ] to spaces with product structures and general topologies. 
Then there exists
Proof. Taking a sequence ε k ↓ 0 as k → ∞ and using Theorem 3.1, we find To justify (3.8) , it remains to show that x * := u * = 0. Suppose the contrary and assume by (a) that Ω 1 is τ -PSNC atx with respect to {X j | j ∈ J 1 } and that Ω 2 is strongly τ -PSNC atx with respect to {X j | j ∈ J 2 }. Then we get v * jk → 0 as k → ∞ for each j ∈ J 2 . This implies by (3.9) that u * jk → 0 for each j ∈ J 2 . Due to the τ -PSNC property of Ω 1 we now conclude that u * jk → 0 for each j ∈ J 1 . This contradicts the second line of (3.9) and thus justifies (3.8). ✷
Calculus of normal cones
Our primary goal in this section is to establish an intersection rule for the τ -limiting normal cone (2.2) in Asplund spaces under appropriate conditions formulated at a reference point of the set intersection. This result will play a crucial role for all the other calculus rules obtained in the paper. To proceed, we need to define the following two qualification conditions in the Asplund space setting.
Definition 4.1.
Let Ω 1 and Ω 2 be subsets of an Asplund space X, letx ∈ Ω 1 ∩Ω 2 , and let τ be a topology on X * . Then:
(i) We say that the set system {Ω 1 , Ω 2 } satisfies the τ -normal qualification condition atx if 
The τ -normal qualification condition (4.1) is formulated in terms of the τ -normal cone (2.2) at the given pointx. Taking into account the representation of (2.2) in Asplund spaces, we observe that (4.1) is equivalent to say that for any
This immediately implies that the τ -qualification conditions (i) and (ii) in the above definition are equivalent for τ = τ · (in particular, in finite dimensions), but the latter may be essentially weaker for general topologies τ < τ · , in particular, for τ = w * . Clearly, the weaker the topology τ is, the more restrictive the τ -limiting qualification condition is. The following theorem shows that it is sufficient to assume the τ -limiting qualification condition from Definition 4.1(ii), combined with appropriate PSNC and reliability assumptions in Asplund spaces, in order to ensure the intersection rule for the τ -normal cone (2.2) relative to any topology. It has important consequences for the coderivative calculus in Section 5. 
Then one has the intersection rule
Proof. To establish (4.4), we pick x * ∈ N τ (x; Ω 1 ∩ Ω 2 ) and, by the representation of the τ -normal cone in Asplund spaces, find sequences x k →x and
(4.5)
Take a sequence ε k ↓ 0 as k → ∞ and employ Theorem 3.2 in (4.5) along this sequence for any fixed k ∈ N. This gives
Since the sequence {x * k } is weak * converging (by the choice of τ ), it is bounded in X * due to the uniform boundedness principle, and so are {u * k } and {v * k } due to (4.6). By the reliability assumption (b), one has u * , v * ∈ X * and λ 0 such that
→ v * , and λ k → λ along a subsequence of k ∈ N. Passing to the limit in (4.6) as k → ∞, we conclude that u * ∈ N(x; Ω 1 ), v * ∈ N(x; Ω 2 ), and λx * = u * + v * .
To justify (4.4) it remains to show that λ = 0 under the assumptions made. If it is not the case, we get u * k + v * k → 0 from (4.6) and hence u * = v * = 0 due to the limiting qualification condition in (c). This implies that
By (a) we suppose that Ω 1 is τ -PSNC atx with respect to {X j | j ∈ J 1 } and that Ω 2 is strongly τ -PSNC atx with respect to {X j | j ∈ J 2 }. Then we have v * jk → 0 for all j ∈ J 2 . By (4.6) this implies u * jk → 0 for all j ∈ J 2 . The latter gives, due to (4.6) and J 1 ∪ J 2 = {1, . . ., p}, that u * jk → 0 for j ∈ {1, . . ., p}\J 1 as k → 0. Using (4.7) and the τ -PSNC property of Ω 1 with respect to J 1 , we conclude that u * jk → 0 for j ∈ J 1 . Thus u * k → 0 as k → ∞, which contradicts the second relation in (4.6) and justifies the required inclusion (4.
4). ✷
In what follows we obtain a number of important consequences of Theorem 4.2 that take into account the product structure of the space in question. Now let us present an immediate corollary of the theorem for reliable topologies in spaces with no product structure imposed. In this case we may use just the (full) SNC property, which is required for only one among two sets. The result obtained extends [16, Corollary 4.5] , where the case of τ = w * was considered under the more restrictive w * -normal qualification condition (4.1). Proof. This is a special case of the theorem with p = 1 and I 1 = J 1 = {1}. ✷ Next let us consider subsets Ω ⊂ X given in the form of inverse images
of some sets Θ ⊂ Y under set-valued mappings F : X ⇒ Y between Banach spaces. Our goal is to represent the τ -limiting normal cone to F −1 (Θ) in terms of the corresponding constructions for F and Θ.
Recall that a mapping S : X ⇒ Y is inner semicompact atx if for any sequence x k →x with S(x k ) = ∅ there is a sequence y k ∈ S(x k ) that contains a converging subsequence; cf. [16] . Note that it always holds if S is locally compact aroundx (locally bounded in finite dimensions). 
Then one has
Proof. Fix x * ∈ N(x; F −1 (Θ)) and take sequences x k →x with
Under the inner semi-compactness and closeness assumptions made there is a subsequence of y k ∈ F (x k ) ∩ Θ converging to someȳ ∈ F (x) ∩ Θ. Construct the closed subsets
of the Asplund space X × Y and observe that (
It is easy to verify that ( ,ȳ) ; Ω 1 ∩ Ω 2 ). To apply the intersection rule of Theorem 4.2 to the sets Ω 1 and Ω 2 in (4.9), we need to check that its assumptions hold under the imposed conditions (a)-(c).
This is clear regarding the corresponding conditions (a) and (b). It remains to show that the qualification condition (c) of the theorem implies that the set system {Ω 1 , Ω 2 } in (4.9) satisfies the τ -limiting qualification condition at (x,ȳ) in the sense of Definition 4.1(ii). Indeed, condition (c) of the theorem means by definitions that for (x * k , y * 1k ) ∈ N ((x k , y 1k ); gph F ) and y * 2k ∈ N(y 2k ; Θ) with x k →x, y ik →ȳ, i = 1, 2, and y * 2k τ Y * →ȳ one has
On the other hand, the τ -limiting qualification condition in this situation requires only that
which is definitely implied by (4.10) but not vice versa unless τ Y * = τ · . Thus one can use Theorem 4.2 that ensures the existence of (x * 1 , y 
It is well known that the metric regularity of F around (x,ȳ) is equivalent to the Aubin property (2.4) of the inverse mapping F −1 around (ȳ,x); see [24] . 
Calculus of coderivatives and subdifferentials
The main attention in this section is paid to basic calculus rules for τ -limiting coderivatives (2.3) that easily induce the corresponding calculus of τ -subdifferentials (2.5). Developing a geometric approach, we obtain new results in this direction, which extend and unify calculus rules known for particular cases of topologies on dual spaces.
Let us start with sum rules representing coderivatives of the sum F 1 + F 2 in terms of the corresponding coderivatives of F 1 and F 2 . Given
, and let D * τ stand for the τ -limiting coderivative (2.3) generated by a topology τ = τ X * ×τ Y * on X * ×Y * . Assume that the mapping S in (5.1) is inner semicompact at (x,ȳ) and that for every (ȳ 1 ,ȳ 2 ) ∈ S(x,ȳ) the following hold:
(a) The graphs of F 1 and F 2 are locally closed around (x,ȳ 1 ) and (x,ȳ 2 ), respectively, and either
The topology τ is reliable with respect to X either on the graph of
Then for all y * ∈ Y * one has
Proof. Take any (x * , y * ) with x * ∈ D * τ (F 1 + F 2 )(x,ȳ)(y * ) and, by (2.3) and (2.2) with ε k = 0 in the Asplund space X × Y , find sequences (
Due to the inner semicompactness assumption on S and the closed graph property of F i , there is a subsequence of (y 1k , y 2k ) ∈ S(x k , y k ) converging to some (ȳ 1 ,ȳ 2 ) ∈ S(x,ȳ). Define the sets
This gives, by passing to the limit as k → ∞, that (x,ȳ 1 ,ȳ 2 ) . By (a) we assume for definiteness that F 1 is τ -PSNC at (x,ȳ 1 ). Then taking into account the structure of Ω i in (5.4), we get that 2 ) with respect to J 1 := X × Y and, obviously, Ω 2 is strongly τ -PSNC at this point with respect to J 2 := Y . Similarly, the reliability assumption (b) of the theorem implies the one in Theorem 4.2(b) for sets (5.4) . Employing the latter theorem in (5.5), we find (
Similar remarks are valid (but will not be formulated) for the coderivative chain rules and related results presented below.
Observe that the qualification condition (5.2) is given in terms of the limiting coderivative D * τ X * ×τ · generated by the norm convergence on Y * while the sum rule (5.3) holds for τ -limiting coderivatives corresponding to general topologies on X * × Y * . This is due to using the subtle limiting qualification condition (4.2) in the proof of Theorem 5.1 via the intersection rule of Theorem 4.2. Let us mention that the usage of the τ -limiting qualification condition (4.1) in this framework leads to the assumption 
The opposite inclusion follows from (5.8) applied to the sum
The coderivative sum rules obtained easily imply the corresponding results for the basic and singular τ -subdifferentials (2.5) of extended-real-valued functions. Proof. Inclusions (5.9) and (5.10) follow under the assumptions made from Theorem 5.1 applied to the epigraphical mappings F i := E ϕ i , i = 1, 2. As mentioned before, ∂ ∞ ϕ 1 (x) = {0} if ϕ 1 is locally Lipschitzian aroundx, and hence one has (5.10). Applying the latter inclusion to the sum (−ϕ 1 ) + (ϕ 2 − ϕ 1 ), we arrive at the equality in (5.10). The last assertion of this corollary follows from Corollary 5.4. ✷ Next let us obtain a general coderivative chain rule for compositions 
Then one has the inclusions
Then one has the chain rule
where the inclusion holds for all values of the argument z * ∈ Z * in both sides.
Proof. We prove the theorem by reduction to the intersection rule of Theo-
By the inner semicompactness of (5.11) there is a subsequence of {y k } converging to someȳ that belongs to
2 (z) due to the local closeness of the graphs in (a). Form the sets 14) which are locally closed around (x k , y k , z k ) ∈ Ω 1 ∩ Ω 2 for each k ∈ N. It follows from the above constructions that
Let us apply Theorem 4.2 to the above intersection. Due to the structure of (5.14), assumptions (a) and (b) of this theorem imply the corresponding assumptions of Theorem 4.2. Similarly to the proof of Theorem 4.4 we conclude that the qualification condition (5.12) ensures the fulfillment of the limiting qualification condition (c) in Theorem 4.2 for sets (5.14). Applying the intersection rule (4.4), we find vectors
which justifies (5.13). ✷ When τ Y * = w * , the reliability assumption (b) holds automatically and (5.12) reduced to the mixed qualification condition developed in [14, 18] . In this setting Theorem 5.6 extends the corresponding chain rules of [14, 18] obtained for the normal (τ X * = τ Z * = w * ) and mixed (τ X * = w * , τ Z * = τ · ) coderivatives, as well as previous results for normal coderivatives involving more restrictive qualification conditions of the point-based type; cf. [7, 8, 13, 17] . Similarly to the cases of Theorems 4.4 and 5.1 we get the following corollaries of Theorem 5.6. under some additional assumptions on f and the topology τ (nothing is required when τ Y * = τ · ); see [16, 20] and their references. In such cases the chain rules in Corollary 5.9 involve only subdifferentials.
Next let us consider the so-called h-composition ; see [13, 17] ). Based on the sum and chain rules of Theorems 5.1 and 5.6, we derive general formulas for representing coderivatives of h-compositions in the case of mappings between Asplund spaces, which imply other results of the coderivative and subdifferential calculus involving special choices of the operation h. In the following theorem we consider for simplicity the case when h is strictly differentiable at points of interest that covers, in particular, product and quotient rules for coderivatives and subdifferentials. 
