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During development, whisker loss affects the development and 
function of somatosensory cortex circuits. However, the cellular and 
molecular mechanisms underlying such experience-sensitive circuit 
changes are poorly understood. I used voltage-sensitive dye imaging 
and optogenetic circuit mapping in brain slices to characterize 
experience-sensitive circuit changes occurring in layers 4 and 2/3 of 
somatosensory cortex of whisker-deprived P30 mice. Deprivation 
weakened synaptic inhibition because inhibitory postsynaptic potentials 
evoked in layer 2/3 by electrical stimulation of layer 4 were reduced in 
deprived slices compared to controls. Excitation also spread more into 
neighboring barrels in deprived slices, indicating reduced columnar 
specificity of excitatory circuits. To directly examine interneuron 
contributions, I photostimulated parvalbumin-expressing (PV) 
interneurons expressing the light-sensitive cation channel, 
Channelrhodopsin-2. Sensory deprivation decreased the range and 
amplitude of inhibitory postsynaptic current input onto layer 2/3 
pyramidal neurons. This effect on PV interneurons is age-sensitive, 
with the critical period time window closing around postnatal day 10. 
My mapping of light-evoked IPSCs provides a quantitative and direct 
measurement of the strength and spatial organization of this inhibitory 
circuit and the response of this circuit to experience-dependent 
plasticity. My characterisation of the PV interneuron critical period can 
thus be used as a benchmark for identifying possible regulators of 
critical period plasticity in this circuit.   
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The “critical period” is a time window of heightened neuronal 
plasticity, when cortical circuits are particularly susceptible to regulation 
by sensory input provided by environmental stimuli (Jeanmonod et al., 
1981). First identified in the visual cortex by Huber and Wiesel (1963b), 
critical periods tend to be rigidly defined in time and irreversible 
(Fagiolini et al., 2009; Sweatt, 2009). A prominent example of this 
phenomenon is found in the somatosensory barrel cortex of rodents, 
where loss of whisker input leads to a loss of structural organisation in 
layer 4 neurons and synapses (Van der Loos and Woolsey, 1973). 
These layer 4 neurons and synapses normally cluster into discrete 
groups aligned with cortical columns and form an array known as the 
“barrel field”, but this organisation is lost when sensory input is 
deprived early in development (Van der Loos and Woolsey, 1973). This  
experience-dependent change in spatial organization is associated with 
synaptic changes (Fox, 1992). Unlike in the visual cortex, which has a 
single critical period as defined by the ocular dominance plasticity 
phenomenon (Wiesel and Hubel, 1963a), multiple critical periods have 
been observed within different layers in the barrel cortex (Foeller and 
Feldman, 2004). Even for excitatory circuits within layer 2/3, discrete 
and dissociated critical periods can be observed for synapses within 
layer 2/3 and between layer 4 to 2/3 (Wen and Barth, 2011). These 
critical period processes span different time points during early brain 
development and emerge with a range of structural or physiological 
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changes that can be traced to the formation and maturation of 
individual circuits (Foeller and Feldman, 2004; Petersen, 2007; Fox, 
2008).  
Given that the somatosensory cortex consists of multiple 
functional networks made up of many cell types and is further stratified 
into both columns and layers (Fox, 2008), the critical period apparently 
reflects differential development of individual cortical circuits. Recent 
studies have highlighted inhibitory circuit regulation as an important 
mechanism for regulation of the critical period in both the visual and 
somatosensory cortices (Hensch and Fagiolini, 2005; Jiao et al., 2006; 
Southwell et al., 2010; Keck et al., 2011; Katzel and Miesenbock, 
2014). However, relatively little is known about inhibitory circuit 
plasticity in the somatosensory cortex, so the nature of the experience-
dependent plasticity that might be occurring in these circuits is unclear. 
In my thesis, I have examined the effects of deprivation of sensory 
input from postnatal (P) days P0 – P30 on circuits in the 
somatosensory cortex, with particular emphasis on inhibitory circuits. I 
found that chronic sensory deprivation led to decreased postsynaptic 
inhibitory potentials (IPSPs) in layer 2/3. The decrease in inhibition was 
mediated by parvalbumin (PV) interneurons, which have a critical 
period of sensitivity to sensory experience for the first two postnatal 
weeks of development.  
In the next few sections, I will summarize what is known about 
experience-dependent plasticity and critical periods in the 
somatosensory cortex, and in inhibitory circuits in particular. This 
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background will serve as the basis for me to define the questions I 
have addressed and the approaches necessary to answer these 
questions. 
 
1.1 The relationship between whiskers and the somatosensory barrel 
cortex 
Many species have whiskers (also known as vibrissae). In some 
animals, such as mice and rats, the whiskers constitute an especially 
sensitive and important sense organ for perceiving their environment. 
This is reflected in the high degree of cortical area dedicated to 
processing somatosensory signals from the whiskers (Lee and 
Erzurumlu, 2005). During exploration of the environment, active 
whisking occurs by protraction and retraction of the whiskers as the 
rodent searches for and makes contact with objects (Welker, 1964). 
Whiskers are already present at birth; the development of this active 
protraction and retraction of whiskers for active sensing and exploration 
develops as early as P7 in rodents. This is much earlier than for vision, 
which starts at P17 (Welker, 1964). The whiskers carry important 
somatosensory information that allows the rodent to make sense of 
both the location and physical properties of surrounding objects 
(Schiffman et al., 1970; Hutson and Masterton, 1986; Krupa et al., 
2001; Diamond et al., 2008), discriminate between textures (Zuo et al., 
2011), gap crossing (Jenkinson and Glickstein, 2000) and to facilitate 
navigation in the dark (Hughes, 2007). Sensory information is 
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processed in the somatosensory cortex, as demonstrated by the fact 
that lesions in the cortex impair the ability of mice to judge distances 
with their whiskers and successfully cross large gaps (Troncoso et al., 
2004). Furthermore, whisker trimming during P0–P3 impairs the ability 
of rats to sense and navigate these gaps, even with regrown whiskers, 
indicating the existence of a close relationship between whisker activity 
and cortical development (Lee et al., 2009).  
From the whiskers, there is a dedicated pathway for information 
flow to the somatosensory cortex. The whisker ends at the follicle, 
where endings of the trigeminal nerve wrap around the base of the 
whisker (Diamond et al., 2008). This arrangement allows movement of 
the whisker to activate firing of individual sensory neurons in the 
trigeminal nerve (Petersen, 2007; Diamond et al., 2008). Sensory 
neurons are dedicated to the movement of particular whiskers and are 
organized as clusters of neurons forming similarly dedicated 
“barrelettes” in the principal trigeminal nucleus (Veinante and 
Deschenes, 1999). These barrelettes form the first layer of somatotopic 
representation of the whiskers (Veinante and Deschenes, 1999). The 
trigeminal neurons then project into the ventral posterior medial (VPM) 
nucleus of the thalamus, forming another layer of somatotopic 
representation called the “barreloids” (Petersen, 2007). From the VPM, 
there are long-range axons that innervate layer 4 of the six-layered 
somatosensory cortex (Petersen, 2007). Because these axons form 
discrete clusters of synapses with layer 4 neurons, another layer of 
somatotopic representation is made at the cortex. At the level of the 
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VPM and the cortex, each group responds most actively to their 
dedicated or principal whisker and much less to surrounding whiskers 
(Brecht and Sakmann, 2002a, b).  
At layer 4, where the main input of sensory information arrives 
into the cortex, structures known as “barrels” are seen (Woolsey and 
Van der Loos, 1970). This structure is defined by its resemblance to 
Bruugel’s painting of barrels; this emphasizes the 3-dimensional nature 
of the structure and the density of cells at the edge of the “hollow” 
barrel (Woolsey and Van der Loos, 1970). Layer 4 cells at the edge of 
the barrels project their dendrites towards the center, where they form 
synapses with thalamocortical axons (Simons and Woolsey, 1984). 
During normal development, the barrel thus gains its unusual 
appearance because the center of the barrels mainly consists of a 
collection of processes and synapses, resulting in uneven cell density 
along layer 4 (Fox, 2008). In the mouse, these barrels are organized 
close to each other to form a barrel field (Petersen, 2007). Remarkably, 
this trisynaptic connection between the whiskers, barrelettes, barreloids 
and barrels creates a major dedicated pathway where cortical neurons 
are grouped to form an almost identical organization to the whisker pad.  
The presence of these discrete “barrel” structures in layer 4 of 
the somatosensory cortex serves as a convenient anatomical landmark 
demarcating layers and columns (Woolsey and Van der Loos, 1970). In 
these vertical columns, neurons form connections that spread 
throughout all cortical layers (Mountcastle, 1957). Each column 
constitutes a single repeatable unit with similar circuits, and the 
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neurons in each column processes the same sensory modality 
(Mountcastle, 1997). The existence of specific corresponding  
barrel-whisker pairings allow one-to-one mapping of experience-
dependent whisker activity with specific columns in the brain (Petersen, 
2007). Thus, this field of barrels in the cortex forms a somatotopic 
representation of the whisker pad. This convenient somatotopic map 
allows one to set up experiments where whisker experience can be 
manipulated and, thereby, conveniently study how sensory input 
shapes circuit development during specific time periods (Fox, 2008; 
Petersen, 2007). 
 
1.2 Multiple critical periods in the barrel cortex 
Barrels develop by postnatal day 5 (Woolsey and Wann, 1976). 
This indicates that the neurons and synapses within layer 4 that form 
the characteristic barrel field develop their structural organization by P5. 
Remarkably, injury to parts of the whisker pad at birth leads to the loss 
of corresponding barrels in the somatosensory cortex (Van der Loos 
and Woolsey, 1973). This classical finding provided the first evidence 
that sensory deprivation during development could alter the structure of 
circuitry in the somatosensory cortex. Because layer 4 barrels are 
dense clusters of synapses between long-range thalamocortical axons 
and layer 4 neurons, it is evident that sensory input is critical for the 
proper development and organization of these synapses.  
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This structural relationship between the peripheral whisker pad 
and the patterning of central cortical cells has a limited time window of 
sensitivity. Whisker pad damage at P1 results in aberrations in the 
barrel field, but this effect is minimal if the procedure is done at P5 
(Weller and Johnson, 1975) and is absent in the case of P7 deprivation 
(Woolsey and Wann, 1976). The change in barrel area with 
cauterization of the whisker pad is caused by reorganization of 
thalamocortical innervation of layer 4 (Woolsey and Wann, 1976). 
During development, this innervation of long-range axons is greatest at 
P5 and any reduction in the deprived barrel is accompanied by 
expansion of spared neighboring barrels (Woolsey and Wann, 1976). 
In contrast, there is no observable effects of cauterization on the 
structure of the ipsilateral somatosensory cortex used as a control 
(Woolsey and Wann, 1976). Hence, in mice there is a critical period for 
the layer 4 barrel structure – between P0 and P7 – during which 
whisker loss can affect barrel field formation.  
Whisker pad damage is also accompanied by corresponding 
shrinkage of activatable layer 4 receptive field sizes at the cortex, while 
maintaining the normal topographic organization of the functional map 
(Simons et al., 1984). Representation of spared whiskers expands into 
the deprived regions, such that stimulation of the spared whisker can 
then activate neurons in the column associated with the lost whisker 
(Simons et al., 1984). These changes in the activity of the barrel cortex 
are mainly due to sensory experience during the early layer 4 critical 
period, and can be evoked by trimming whiskers without damaging the 
20 
 
follicle (Simons and Land, 1987). Hence, the development of cortical 
circuits is highly dependent on sensory experience.  
Different cortical layers respond differently to sensory 
experience (Diamond et al., 1994). Besides the critical period of the 
layer 4 barrel field, the mouse somatosensory barrel cortex possesses 
at least two more known periods of dynamic, experience-dependent 
plasticity (Figure 1.1; Fox, 2008); 
 The layer 2/3 receptive field critical period which occurs during 
P9–P14 (Stern et al., 2001). However, it is not clear whether this 
receptive field critical period exists before P9. Spine motility 
changes in layer 2/3 are seen during this period as well (Lendvai 
et al., 2000). Unlike the irreversible structural critical period of 
layer 4 barrels, layer 2/3 receptive field critical period has some, 
albeit limited, plasticity in adulthood. 
 Layer 5 shows experience-dependent plasticity, but the period of 
plasticity is not clear. It is thought to extend into adulthood. 
Although layer 2/3 circuits exhibit plasticity into adulthood 
(Diamond et al., 1994; Glazewski and Fox, 1996), a second critical 
period regarding the development of columnar receptive fields can be 
observed from P11–P14 (Lendvai et al., 2000; Stern et al., 2001). 
Layer 2/3 receptive field maps mainly consist of excitatory circuits 
between layer 4 and layer 2/3, as well as intralaminar circuits between 




1–3 days reduces the motility of layer 2/3 dendritic spines without  
affecting their structural stability, but only if deprivation was done  
between P11–P13 and not before or after (Lendvai et al., 2000). This 
coincides with a period of rapid spine formation (Micheva and Beaulieu, 
1996) and the onset of active exploratory whisking behavior (Welker, 
1964) at P10–P15, suggesting that sensory input is important for the 
development of receptive field maps. Indeed, sensory deprivation 
before P14 disrupts receptive field structure within layer 2/3, while 
these maps are resistant to manipulations of whisker experience after 
P14 (Stern et al., 2001). This is facilitated by the reorganization of the 
excitatory circuits between layer 4 and layer 2/3; when all whiskers are 
trimmed from P9–P14, receptive fields in layer 2/3 broaden, while 
those in layer 4 do not (Shepherd et al., 2003). These changes affect 
the tuning of topographic maps in layer 2/3 (Lendvai et al., 2000). Past 
the critical period, timing-dependent long-term potentiation (LTP) and 
long-term depression (LTD) have been observed for the circuit 
between layer 4 cells and layer 2/3 pyramidal neurons between P15–
P30 (Feldman, 2000). These synaptic plasticity mechanisms are 
thought to contribute to receptive field map plasticity as well (Feldman, 
2000). 
Layer 5 field responses are also susceptible to whisker 
deprivation (Diamond et al., 1994), though it is not yet clear whether 
there is a defined critical period for layer 5 plasticity. Sensory 
deprivation increases the excitability of layer 5 pyramidal neuron 
dendrites, partly by decreasing the expression dendritic HCN channels 
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(Breton and Stuart, 2009). In addition, there is also evidence that 
cortical oscillations and recurrent firing caused by whisking behaviour 
can induce plasticity, in the form of either increases or decreases in 
layer 5 pyramidal neuron excitability (Mahon and Charpier, 2012).  
In summary, many different types of plasticity have been 
observed in the barrel cortex in response to whisker manipulation, 
including LTP and LTD, structural changes in processes and dendritic 
spines (Lendvai et al., 2000), and even changes in layer 4 inhibitory 
synapse number (Foeller and Feldman, 2004; Feldman and Brecht, 
2005). Some of these changes are long-lasting and have a critical 
period of sensitivity to sensory experience. 
The existence of multiple critical periods and multiple types of 
plasticity in the barrel cortex is likely to reflect varying time periods for 
developmental plasticity at different subgroups of synapses. However, 
the mechanisms ultimately regulating experience-dependent plasticity 
are not yet clear. In addition, the presence of multiple plasticity events 
involving different layers and circuits during development of the barrel 
cortex brings up the question of whether still other circuits are also 
sensitive to experience. Defining which neurons underlie experience-
dependent plasticity and testing whether they have critical periods of 
sensitivity separate from those described above will provide useful 
insights into how layer-specific critical periods may arise from the 
development of individual circuits and the basis for testing how critical 
period plasticity can be manipulated in the future. The ability to  
manipulate and reinitiate critical period plasticity in adulthood will allow 
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treatment of disabilities arising from a lack of sensory experience 
during development.  
1.3 Experience-dependent plasticity in inhibitory circuits 
Although studies of these critical periods in layers 2/3 and 4 
have mainly focused on excitatory synapses, recent studies suggest an 
important role for inhibitory circuits as well (Foeller and Feldman, 2004; 
Southwell et al., 2010). Pharmacologically enhancing GABAergic 
transmission seems to bring forward critical period plasticity in circuits 
of the visual cortex (Fagiolini and Hensch, 2000; Iwai et al., 2003; 
Fagiolini et al., 2004), while preventing GABAergic synaptic 
transmission by deleting the Gad65 gene delays the onset of cortical 
plasticity (Hensch et al., 1998). The efficacy of GABA transmission 
presumably affects critical period plasticity by altering the balance of 
cortical excitation and inhibition necessary for plasticity to occur 
(Hensch, 2005b). Some support that a balance between cortical 
excitation and inhibition is indeed required for proper critical period 
development can be found in the observation that overexpression of 
brain-derived neurotrophic factor (BDNF) initiates earlier cortical 
plasticity associated with the critical period and does so by inducing 
maturation of inhibitory interneurons (Hanover et al., 1999; Huang et 
al., 1999). Hence, it is evident that inhibitory circuits can play an 
important role in critical period plasticity, although how they actually 
contribute is unclear. 
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In the somatosensory cortex, it is also unclear how inhibitory 
circuits come into play during the critical period. 24 hours of enriched 
whisker experience can lead to an increase in synapse density, 
specifically in the formation of long-lasting inhibitory input onto dendritic 
spine necks (Knott et al., 2002). This indicates that inhibitory circuits 
can be affected by sensory input. However, there is also a gap in our 
understanding of which somatosensory inhibitory circuits are influenced 
by sensory experience, when such experience-dependent plasticity 
occur, and whether these circuits possess a critical period of sensitivity 
to sensory stimuli.  
Within cortical inhibitory circuits, one possible candidate for 
experience-dependent plasticity is the parvalbumin-expressing (PV) 
interneuron. About 36% of Gad67-expressing interneurons in the 
somatosensory cortex express the calcium-binding protein PV (Lee et 
al., 2010), making PV interneurons the largest group of cortical 
interneurons. Chandelier cells and about 50% of basket cells (mainly 
fast-spiking) in the somatosensory cortex express PV (Han, 1994). 
These PV interneurons are important for regulating local excitatory 
circuits in the barrel column (as illustrated in simplified circuit diagram 
below, Figure 1.2), making them likely candidates for influencing critical 
period plasticity in excitatory circuits in those layers. PV interneurons 
also receive input from both the thalamus (Staiger et al., 1996; Porter 
et al., 2001; Swadlow, 2002; Gabernet et al., 2005) and L4 excitatory 
neurons (Adesnik et al., 2012) during whisker activity; in particular  
PV-expressing basket cells also integrate multiple inputs from other 
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neurons in the cortex (Staiger et al., 2009; Bartos and Elgueta, 2012). 
These properties make PV interneurons prime targets for exhibiting 
experience-dependent plasticity during development.  
There is evidence that PV interneurons are involved in 
experience-dependent plasticity in both the somatosensory and visual 
cortices (Jiao et al., 2006; Southwell et al., 2010). Evidence that PV 
interneurons in the barrel cortex exhibit experience-dependent 
plasticity comes from observations that whisker trimming at P7 
decreases both PV expression and IPSC amplitudes (evoked with an 
extracellular electrode) in layer 4 of the barrel cortex (Jiao et al., 2006). 
However, it is not known whether PV interneuron circuitry in the other 
layers is similarly affected by trimming. Furthermore, it is not clear if 
there is a critical period for PV interneurons because no physiological 
data are available for whisker trimming done at ages other than P7 
(Jiao et al., 2006). Transplantation of PV interneurons into the visual 
cortex can initiate ocular dominant plasticity only at specific ages post-
injection (Southwell et al., 2010), indicating that there is a temporal 
relationship between interneurons and critical period plasticity. In 
summary, while it appears that PV interneurons may play a role in the 
critical period, there has been no analysis of the time course of 
experience-dependent plasticity in local circuits involving PV 
interneurons and it will be insightful to determine whether PV 







Another possible candidate for inhibitory circuit plasticity is the 
somatostatin-expressing (SOM) interneuron. SOM interneurons are 
another major group of interneurons found in all layers of the 
somatosensory cortex and make up about 29% of Gad67-expressing 
interneurons (Lee et al., 2010). SOM interneurons densely innervate 
layer 2/3 pyramidal neurons in the barrel cortex and are important for 
regulating distal dendritic excitability by providing tonic inhibition 
(Gentet et al., 2012). In addition, SOM interneurons are readily 
recruited by presynaptic excitatory circuits, leading to both feedforward 
and feedback regulation of cortical activity (Kapfer et al., 2007). The 
SOM-expressing Martinotti interneuron mediates disynaptic inhibition 
between pyramidal neurons (Silberberg and Markram, 2007) and 
contributes to surround inhibition in layer 2/3 (Adesnik et al., 2012). 
During late sensory deprivation, ascending inhibition from layer 5 to 
layer 2/3 is transiently decreased, and this is likely to be mediated by 
SOM-expressing Martinotti interneurons (Katzel and Miesenbock, 
2014). It will be important to identify whether PV or SOM interneurons 
are involved in experience-dependent plasticity in layer 2/3.  
When is the critical period for inhibitory circuits? How does such 
a critical period correlate with the established critical periods for 
excitatory circuits in layers 4 and 2/3? To examine these questions, I 
cauterized mice to deprive them of whiskers and sensory experience 
chronically from P0 to about P30 (P28–P33), after inhibitory circuits are 
developed (Luhmann and Prince, 1991). All whiskers were removed 
from the right cheek to avoid effects of cross-columnar competition 
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from spared whiskers. Possible circuit changes were examined at 
around P30 (P28–P33), when cortical circuits have developed 
(Luhmann and Prince, 1991), to identify long-term changes caused by 
deprivation.  
 
1.4 Voltage-sensitive dye imaging of circuit activity 
The questions posed in the previous paragraph highlight the 
need for ways to identify experience-dependent changes at different 
layers and columns, and to weigh inhibitory and excitatory contributions 
as well. To study how whisker cauterization affected cortical circuits, I 
used long-wavelength voltage-sensitive dyes (VSDs) previously 
characterised and optimised for brain slices by our laboratory (Kee et 
al., 2008). VSD imaging makes use of a membrane-bound fluorescent 
or absorbance reporter dye that exhibits an electrochromic shift, where 
the emission or absorbance spectrum shifts with a change in the trans-
membrane potential (Djurisic et al., 2003). In the case of fluorescence-
based VSDs, the change in the amount of emitted fluorescence from 
the fluorophore is correlated with membrane potential and changes 
relatively linearly with membrane potential changes (Zochowski et al., 
2000). In addition, because the time constant for fluorescence changes 
in response to membrane potential changes of organic single-molecule 
VSDs is less than 10 microseconds, they can reliably track fast 
membrane potential changes in neurons (Loew et al., 1985; Zochowski 
et al., 2000; Djurisic et al., 2003). In general, the relatively large 
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dynamic range and signal-to-noise (S/N) of VSDs allow reliable 
recording of both action potentials and postsynaptic activity. Optical 
imaging of neuronal activity is particularly useful when it is impractical 
or technically difficult to use electrodes to measure electrical signals 
(Sakai et al., 1985). Depending on the method of VSD application and 
imaging approach, it is possible record membrane potential changes of 
large populations of cells (millimetres), at the level of single cells (tens 
of microns)  or even in sub-cellular compartments (microns) such as 
dendrites and axons (Zochowski et al., 2000; Zhou et al., 2007; 
Chemla and Chavane, 2010). With a VSD exhibiting good S/N and 
dynamic range, the spatial resolution is largely dependent on the 
resolution of the imaging system, the sensitivity of the camera sensor 
and the number of photons in the signal. In contrast to slower calcium 
indicator dyes (Tsien, 1980; Grynkiewicz et al., 1985; Markram et al., 
1995) or optogenetic calcium reporters (Akerboom et al., 2012; 
Akerboom et al., 2013), these characteristics make VSDs ideal for 
recording both action potentials and subthreshold membrane potential 
changes in large populations of cortical neurons (Antic and Zecevic, 
1995; Berger et al., 2007). 
Several types of VSDs have been synthesized, including dyes 
based on absorption or birefringence and fluorescence (Zochowski et 
al., 2000; Baker et al., 2005). Amongst these, the fluorescence-based 
styryl dyes have been most successful for imaging activity in the 
mouse or rat brain (Antic et al., 1999; Neunlist et al., 1999; Kee et al., 
2008; Zhou et al., 2008). The styryl dyes are organic molecules with 
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many ring structures (Zhou et al., 2007) that distribute electrons over a 
large area and thereby facilitates the absorbance of energy for exciting 
the fluorophore (Lichtman and Conchello, 2005). The subsequent loss 
of energy as the excited molecule comes back to ground state can be 
released as photons of a different wavelength, typically more red-
shifted (Lichtman and Conchello, 2005). This separation of the peak 
excitation and emission wavelengths is known as the Stokes shift, and 
forms the basis of fluorescence microscopy, whereby specific 
fluorophores can be optimally excited at specific wavelengths with an 
excitation filter, and emission can be detected and distinguished from 
background fluorescence blocked out by an appropriate barrier filter 
(Lichtman and Conchello, 2005). The styryl dyes further help reduce 
background and improve S/N by exhibiting vastly enhanced 
fluorescence when bound to lipid membranes and negligible 
fluorescence in aqueous environments (Montana et al., 1989), thereby 
improving fluorescence imaging of voltage changes in neuronal 
membranes. Furthermore, the use of highly-sensitive styryl dyes allows 
imaging of neural activity with relatively low phototoxicity and 
pharmacotoxicity (Antic et al., 1999).  
The synthesis of improved, more sensitive styryl long-
wavelength dyes (Wuskell et al., 2006; Zhou et al., 2007) greatly 
enhances the application of VSD imaging in cortical slices. These dyes 
are even less toxic than their predecessors (Zhou et al., 2007). 
Notably, one of these dyes, di-4-ANBDQPQ, exhibits a low 
photobleaching rate and low phototoxicity in hippocampal slices (Kee 
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et al., 2008), making it suitable for long-lasting imaging experiments. 
As the electrochromism process in these long-wavelength styryl dyes 
does not involve any conformational change within the molecule, these 
dyes react very rapidly to voltage changes and can readily track action 
potentials in neurons (Yan et al., 2012). In addition, the styryl dyes 
have a large Stokes shift, allowing for ease of use in combination with 
other fluorophores (Yan et al., 2012). This property of long-wavelength 
dyes allows them to be combined with Channelrhodopsin-2 
photostimulation for an all-optical study of circuit activity under the right 
conditions. Indeed, our laboratory has successfully optimised and used 
the di-4-ANBDQPQ dye to study cerebellar circuits in tandem with 
photostimulation (Tsuda et al., 2013).  
Because of the good spatial and temporal resolution of VSDs, 
they are suitable for imaging population responses of circuits in all 
columns and layers of the barrel cortex (Petersen and Sakmann, 2001; 
Berger et al., 2007). Unlike calcium imaging, which mainly detects local 
action potential firing, VSD imaging provides an unbiased measure of 
postsynaptic potentials resulting from activation of the circuit from layer 
4 to layer 2/3 in barrel cortex slices (Berger et al., 2007).  Hence, VSD 
imaging allowed me to image large-scale cortical circuit activity in brain 
slices. In addition, I could measure the spatial and the temporal 





1.5 Probing cortical circuits with optogenetic photostimulation 
A disadvantage of stimulation with extracellular electrodes is the 
difficulty in stimulating specific types of neurons to the exclusion of 
others. This issue of specificity is compounded within a heterogeneous 
tissue such as the barrel cortex, where the dense organization of many 
local circuits makes it difficult to activate individual circuit elements. 
Thus, while I started with extracellular electrode stimulation, to probe 
specific circuits, I made use of a genetic targeting approach with the 
optogenetic actuator, Channelrhodopsin-2 (ChR2).  
ChR2 is a light-activatable cation-selective channel from the 
green algae, Chlamydomonas reinhardtii (Nagel et al., 2003). ChR2 is 
a seven-transmembrane helix protein, that becomes light-sensitive 
when covalently linked to a chromophore, all-trans retinal (Nagel et al., 
2003). When expressed in the cell membrane, this microbial-type 
rhodopsin quickly opens in response to absorption of photons, allowing 
the transmembrane movement of both monovalent and divalent cations 
(Nagel et al., 2003). The action spectrum for ChR2 peaks at 
approximately 460 nm, and the time constant for channel opening in 
response to blue light is remarkably fast, at less than 1 ms (Nagel et al., 
2003). The ability to open the channel quickly with defined pulses of 
light makes ChR2 a very useful tool for temporal control of neuronal 
membrane potential (Boyden et al., 2005).  
Indeed, ChR2 can control neuronal activity when expressed in 
neurons in culture (Boyden et al., 2005) or in vivo (Li et al., 2005). In 
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our hands, expressing ChR2 tagged with the enhanced yellow 
fluorescent protein, EYFP, yields no adverse effects on the health or 
electrical properties of neurons in slices (Wang et al., 2007; Asrican et 
al., 2013; Kim et al., 2014). Mammalian neurons have sufficient  
all-trans retinal to provide the chromophore required for light 
transduction by the channel (Boyden et al., 2005). The rapid kinetics of 
channel opening and closing in response to the light pulse also allows 
for quick, accurate and reliable action potential initiation in neurons at 
pulse train rates of up to 100 Hz, depending on the intrinsic electrical 
properties of the neuron (Zhang et al., 2006). Most importantly, 
because ChR2 is a protein, it can be genetically targeted to specific 
subtypes of neurons via viral delivery, transgenic lines or 
electroporation (Zhang et al., 2006). Besides photoactivation of 
neurons, other light-inducible opsins such as halorhodopsin (NpHR), a 
chloride pump from the archaebacterium Natronomas pharaonis, have 
been used to photoinhibit cells as well (Han and Boyden, 2007).  
Stable expression of ChR2 in transgenic animals permits 
mapping of functional connectivity of circuits in mammals non-
invasively in vivo or in slices. One way to do this is to express ChR2 
with a neuron-specific promoter such as Thy1 (Arenkiel et al., 2007; 
Wang et al., 2007), or Omp (Dhawale et al., 2010). In the Thy1-ChR2 
mice, expression of the ChR2-YFP fusion protein in layer 5 pyramidal 
neurons in the cortex allows for mapping of synaptic responses (Wang 
et al., 2007). Another way to express ChR2 in defined cell types is to 
cross Cre-driver mouse lines with floxed ChR2 transgenics (Madisen et 
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al., 2012; Asrican et al., 2013). The two huge advantages of this 
bigenic approach, based on Cre recombinase, are in the relative speed 
of generating crossed double transgenic offspring expressing ChR2 as 
compared to conventional generation of transgenic lines and also in the 
flexibility of expression of different types of floxed optogenetic proteins. 
We have recently shown the feasibility of the Cre recombinase 
approach with strong expression of ChR2 in PV interneurons in the 
somatosensory cortex (Asrican et al., 2013).  
Optogenetic photostimulation is a useful tool for studying circuits 
in the barrel cortex. This has been successfully used for circuit 
mapping in slices in the somatosensory cortex (Petreanu et al., 2007) 
and for studying behavior in vivo (Huber et al., 2008; Madisen et al., 
2012). The ability to genetically target subpopulations of neurons using 
ChR2 is important to identify and measure contribution from individual 
elements in circuits to cortical activity. Here, I have used ChR2 
photostimulation in tandem with VSD imaging to study disyanptic 
circuits. And I also made use of the Cre recombinase approach to 
specifically activate presynaptic PV interneurons to study the effect of 






1.6 Summary and statement of purpose 
In summary, the development of brain circuits can be malleable 
in response to input from sensory experience; the ability of circuits to 
change their connectivity and synaptic strength is known as 
experience-dependent plasticity, and we call the defined durations 
when these changes occur “critical periods” of plasticity (Jeanmonod et 
al., 1981). Although the critical periods for excitatory circuits in layers 4 
and 2/3 are well-characterised, it is not clear whether inhibitory circuits 
in somatosensory cortex possess a critical period during development. 
While synaptic strength in the circuit between PV interneurons and 
layer 4 excitatory neurons decreases with sensory deprivation (Jiao et 
al., 2006), it is also not known whether the development of inhibitory 
circuits regulating layer 2/3 pyramidal neurons can be affected by 
sensory input.  
Thus, my main premise is that somatosensory inhibitory circuits 
are sensitive to sensory experience during a defined developmental 
time period. I hypothesise that inhibitory circuits in the cortex exhibit 
experience-dependent plasticity that serves to regulate synaptic 
efficacy. The layer 2/3 receptive field maps have a clear defined critical 
period (Stern et al., 2001), suggesting that inhibitory regulation of net 
excitatory activity in layer 2/3 might possess a critical period prior to or 
during development of excitatory circuits as well. Hence, I further 
propose that interneurons regulating layer 2/3 pyramidal cell activity 
possess a defined critical period of sensitivity. After identifying the 
interneuron type exhibiting experience-dependent plasticity, I could 
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then determine whether the sensitivity to sensory input has a defined 
duration.  
In order to test whether sensory input is required for the 
development of circuits in the barrel cortex, I deprived sensory input by 
removing whiskers. Many studies on deprivation in the somatosensory 
cortex have been done with partial removal of whiskers on one side of 
the face. However, the extent of competitive interactions between 
columnar inputs during development contributing to changes in 
plasticity of cortical circuits is not certain, and is difficult to dissociate 
from effects of sensory deprivation alone. One way to isolate the 
effects of sensory deprivation from competition is thus to deprive all 
whiskers on one cheek and compare the sensory-deprived cortex with 
the sensory-spared cortex. 
Because the critical period for inhibitory circuits in the 
somatosensory cortex is not clearly defined, it is important to 
chronically deprive whiskers and test for long-lasting changes in 
cortical circuitry. Thus, in first phase of my project, I studied functional 
changes in the circuitry of adult P28–P33 mice occurring in response to 
chronic experience deprivation from P0. Both excitatory and inhibitory 
circuits in the cortex are fully developed in P28 mice (Luhmann and 
Prince, 1991), allowing me to identify long-lasting experience-
dependent changes. I used long-wavelength voltage-sensitive dyes 
(VSDs) previously characterised and optimised for brain slices by our 
laboratory (Kee et al., 2008). VSD imaging allowed me to image large-
scale cortical circuit activity in brain slices and determine their 
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response to deprivation, analysing the spatial distribution and the 
temporal structure of responses as measures of cortical function. 
Having found that layer 2/3 IPSPs are depressed with chronic 
deprivation, I further pinpointed the source of experience-dependent 
inhibition by testing disynaptic feedforward or feedback inhibition 
mediated by layer 5 pyramidal neurons with a combination of VSD 
imaging and optogenetic circuit mapping. I found that experience-
dependent inhibition was unlikely to be mediated by interneurons 
driven by layer 5 pyramidal neurons.  
Since PV interneurons in the somatosensory cortex receive 
strong sensory inputs from the thalamus (Staiger et al., 1996) and 
regulate excitatory circuits in layers 2/3 and 4 (Kimura et al., 2010), I 
further hypothesized that PV interneurons exhibit experience-
dependent decrease in inhibition with deprivation. To test this, I directly 
photostimulated ChR2-expressing PV interneurons while recording 
postsynaptic activity from non-expressing layer 2/3 pyramidal neurons 
in the barrel cortex. This allowed me to measure and subsequently 
map the spatial extent and synaptic strength of connectivity between 
PV interneurons and layer 2/3 pyramidal neurons. I could determine 
that experience-deprivation effects were due to the circuit between PV 
interneurons and pyramidal cells. By determining the sensitivity of the 
circuit between PV interneurons and layer 2/3 pyramidal neurons to 
sensory stimuli at different ages, I could then define the critical period 
for PV interneuron synaptic plasticity as within the first two postnatal 
weeks of development. My identification and quantification of these 
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changes in inhibitory circuit function pave the way for future studies of 
their role in somatosensory circuit development and their molecular 




Materials and methods 
I used voltage-sensitive dye imaging, patch clamp 
electrophysiology and optogenetic circuit mapping to identify changes 
and map the spatial extent, synaptic strength and connectivity of 
cortical circuits in response to whisker deprivation.  
 
2.1 Animals used 
All procedures were approved by the Biological Resource 
Centre Institutional Animal Care and Use Committee. C57BL/6J mice 
were used for the experiments. To map disynaptic inhibitory circuits for 
all-optical photostimulation and VSD imaging experiments, line 18 
homozygous mice expressing Channelrhodopsin-2 (ChR2) under the 
Thy1 promoter were used (B6.Cg-Tg(Thy1-COP4/EYFP)18Gfng/J; Jax; 
stock number 007612; Wang et al., 2007). To map the connections 
between PV-expressing interneurons and pyramidal neurons, I used 
transgenic mice expressing ChR2 (H134R) specifically in  
PV-expressing interneurons (Asrican et al., 2013). Double  
transgenic mice were obtained by pairing Pvalb-ires-Cre mice  
(129P2-Pvalbtm1(cre)Arbr/J; Jax; stock number 008069) expressing Cre 
recombinase in PV interneurons (Hippenmeyer et al., 2005) with other 
transgenic mice having the ChR2(H134R)-eYFP fusion gene inserted, 
behind a floxed stop cassette, into the Rosa26 locus (129S-
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Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J; Jax; stock number 012569; 
Madisen et al., 2010). 
2.2 Sensory deprivation protocol 
For sensory deprivation, all large mystacial whiskers (from rows 
A to E and arcs 0 to 6, and including α, β, γ and δ whiskers) were 
removed. At postnatal days 0 (P0), P7, P14 or P21, whiskers from the 
right cheek of pups were first trimmed with tweezers by applying slow, 
steady tension to the base of the whiskers, followed by the light 
cauterization of whisker follicles using a hot wire tip of a custom-made 
cautery device. Neonates were anaesthetized by rapid cooling via 
indirect contact with ice to avoid frost burns, while older pups (P10 and 
older) were anaesthetized using 2–3 % isofluorane and oxygen 
throughout the deprivation procedure. To simulate any stimulation from 
whisker trimming, whiskers on the left cheek of pups were sham-
trimmed by stroking with tweezers as a control. After cauterization, 
pups were monitored throughout post-op recovery in a warm cage until 
they have recovered from the anaesthesia, and then returned to the 
nursing mother.  
2.3 Slice preparation 
Mice were deeply anaesthetized with isofluorane and then 
decapitated. 300 µm thick brain slices from P28 to P33 mice were 
prepared in ice-cold cutting solution (in mM; 240 Sucrose, 10 Glucose, 
25 NaHCO3, 1.25 NaH2PO4.2H20, 2.5 KCl, 0.5 CaCl2, 7 MgCl2, 320–
325 mOsm and incubated in artificial cerebral spinal fluid (ACSF) 
42 
 
solution (in mM; 10 Glucose, 126 NaCl, 24 NaHCO3, 1 NaH2PO4.2H20, 
2.5 KCl, 2.5 CaCl2, 2 MgCl2, 300–310 mOsm). The brain was sectioned 
at 50 degrees to the midline in order to obtain across-column slices 
(refer to Figure 2.1) similar to the procedures detailed in Finnerty et al. 
(1999).  
Slices were incubated at 32oC for 30 minutes, and subsequently 
kept at room temperature (25oC) for another 30 minutes prior to 
imaging or electrophysiological recordings. For voltage-sensitive dye 
imaging, slices were incubated as above before they were stained 
extracellularly with a red-shifted voltage-sensitive dye (VSD; 0.9mM Di-
2-ANBDQPQ from University of Connecticut Health Center, USA; Zhou 
et al., 2007). Regarding preparation for VSD recordings, slices were 
stained extracellularly with 0.9 mM of the voltage-sensitive dye di-2-
ANBDQPQ in a humidified air-liquid interface chamber for an hour at 
room temperature as detailed in Kee et al. (2008). Barrels were 
visualized by transillumination of the slice. All recordings were done at 
room temperature. 
2.4 Histological characterization 
To characterize the expression of eYFP-tagged ChR2 in the 
brain, adult transgenic mice were anaesthetized and euthanized with 
an overdose of ketamine/xylazine (10 mg/kg body weight) and 
transcardially perfused with 0.1 M phosphate buffer saline (PBS, pH 
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subsequently post-fixed in 4% paraformaldehyde for an hour before it 
was transferred to 30% sucrose in 0.1 M PBS and stored at 4°C in the 
fixative overnight. The brain was then frozen and sectioned into 30 µm-
thick slices on a cryostat. For antibody staining, floating sections were  
collected and washed 3 times for 5 minutes in PBS before non-specific 
binding was blocked during incubation in 1.5% phosphate-buffered 
normal goat serum in PBS. This was followed by overnight incubation 
with rabbit anti-parvalbumin antibody (Swant, 1:1000 dilution) in PBS at 
4oC. The sections were then washed 3 times for 10 minutes in PBS 
and then incubated for 1 hour with goat anti-rabbit lgG conjugated with 
Alexa-Fluor 680 (Invitrogen) in PBS (1:200 dilution) at room 
temperature. After three 10-minute washes in PBS, sections were 
mounted on glass slides in ProlongGold mounting medium (Invitrogen) 
for viewing. Fluorescent images were obtained with the Nikon AR1-A1 
Confocal system with the ECLIPSE Ti-E inverted microscope.  
2.5 Voltage-sensitive dye imaging 
For imaging experiments, the VSD was excited with 602–625 
nm light from a halogen light source, and emitted fluorescence greater 
than 650 nm was captured by a high-speed CCD camera (Micam02, 
Brainvision, Japan). Sample fluorescence was kept at 30% pixel 
saturation of the camera to prevent saturating the CCD camera and 
also to maintain similar levels of fluorescence emission throughout the 
experiment. 96 by 64 pixel images were acquired at 2.2 ms sampling 
rate and subjected to 7x7 pixel spatial averaging. Neurons were 
stimulated by either an extracellular electrode or by photostimulation 
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via ChR2 (Wang et al., 2007). Bipolar concentric electrodes (outer 
perimeter 125 µm and inner perimeter 12.5 µm, FHC, Bowdoin, USA) 
were used to deliver 0.5 ms 50 µA pulses for stimulation. Electrical 
pulses were controlled with a Grass stimulator (S88, Grass Products, 
USA). To photostimulate pyramidal neurons and map disynaptic 
inhibitory circuits, homozygous Thy1-ChR2 mice were used (Wang et 
al., 2007). Photostimulation was done with a micromirror array system, 
the Mosaic system (Figure 3.11a; Tsuda et al., 2013). A 460 nm LED 
light source was used for photostimulation purposes (Photonics, USA). 
Each set of images was averaged from 4 trials and repeated thrice. To 
isolate contributions of compound EPSPs and IPSPs to VSD 
population responses (Willadt et al., 2013), I used 10 µM 6-cyano-7-
nitroquinoxaline-2,3-dione (CNQX) or 100 µM picrotoxin (PTX) 
respectively.  
The VSD signal was calculated from fluorescence changes at 
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𝑅𝑒𝑠𝑡𝑖𝑛𝑔 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒
 𝑋 100 
The polarity of the signal was inverted because depolarization causes 
a dimming in dye fluorescence. Note that the reverse is true if the VSD 
is applied intracellularly from a patch pipette; depolarization will result 
in an increase in fluorescence signal in that case. Here, the sign 
convention is set such that  Δ F
F
 will be positive for a depolarization in 
the membrane potential. For the extraction of VSD optical traces from 
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layers 2/3, 4 or 5 within a column, responses from 11x11 pixels were 
typically averaged because this covers most of the area of each 
individual layer within a column in the slices.   
Data analyses were done with a self-made program in MATLAB. 
For some analyses, a Savitzky-Golay filter was applied to reduce high-
frequency noise and smooth optical traces before integrating signals. 
For linescan analysis, a 12 pixel-wide band (204 µm) along a column or 
layer was averaged. Pixels from the electrode and non-slice regions 
beyond the pia were identified and excluded from the calculation of 
responses along layer 4 and 2/3 respectively for linescan analyses, 
because the low or lack of fluorescence from those pixels creates 
artifacts during  Δ F
F
  processing. The Student’s t-test was used to test 
for the level of statistical significance for changes in the population 
VSD responses observed. 
 
2.6 High-speed Optogenetic mapping of inhibitory circuits 
To map the connections between PV-expressing interneurons 
and pyramidal neurons, I used transgenic mice expressing ChR2 
(H134R) specifically in PV-expressing interneurons (Asrican et al., 
2013). 300 µm thick brain slices were made from brains of  
double-transgenic offspring from crossing PV-Cre mice with floxed-
ChR2 (Ai32) mice were made. Spots of blue light (4 ms, 405 nm) were 
scanned over the brain slice in an array of 32 by 32 pixels via a FV-
1000MPE laser-scanning microscope (Olympus, USA), while 
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simultaneous whole-cell patch clamp recordings measured electrical 
responses in presynaptic interneurons or postsynaptic pyramidal 
neurons. Whole-cell current clamp recordings were done on  
PV-expressing interneurons and voltage clamp recordings were done 
on layer 2/3 pyramidal cells using a MultiClamp 700B amplifier 
(Molecular Devices, USA). Under voltage clamp mode, cells were held 
at -60 mV. Recordings were made at room temperature in ACSF. 
Potassium gluconate intracellular solution was used, containing (in 
mM); 130 K-Gluconate, 10 KOH, 10 HEPES, 4 Na2ATP, 0.4 Na3GTP, 5 
EGTA, 5 Disodium Phosphocreatine, 2.5 MgCl2, 290–295 mOsm, pH 
7.25). Pipettes with tip resistance of 4–6 MΩ were used for the patch 
clamp recordings; pulled with a vertical puller (Narishige, Japan). 
Membrane potential measurements are corrected for a liquid junction 
potential of -11.8 mV.  
Optogenetic circuit mapping was done with a 10x objective with 
a large field of view (approximately 1.61 mm2), allowing us to visualize 
interneuron inputs across layers 1–6 and along 3–4 cortical columns. A 
laser power of 160 µW (405 nm, 4 ms) was able to reliably evoke firing 
in PV interneurons and thus was used for mapping. For the mapping 
experiment a small laser spot was scanned across the field of view in a 
pseudorandom fashion, to avoid sequential stimulation of adjacent 
pixels. Hence, inhibitory synaptic transmission between PV-expressing 
interneurons and postsynaptic pyramidal neurons could be recorded as 
IPSCs when the laser spot activates firing in the presynaptic 
interneuron. Data was recorded in gap-free mode, and current traces 
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were matched to each photostimulation spot in the field of view to 
reconstruct an activity map based on the spatial coordinates of the 
image. IPSC input maps were then constructed from the locations 
where IPSC responses were evoked within a 20 ms time window 
during photostimulation of different points on the slice. Pharmacological 
blockage of GABAA receptors with the competitive antagonist 
bicuculline (10 µM) was used to confirm that the outward currents 
observed were indeed IPSCs. The number of presynaptic IPSC inputs 
was estimated by division of the input field area and the optical 
footprint (Kim et al., 2014). Notably, the estimated number of IPSC 
inputs might be an underestimate because of the possibility of multiple 
PV interneurons oriented in the z-axis. Data analyses were done with a 
self-made program in MATLAB. The non-parametric Mann-Whitney 
two-tailed test and two-sample Kolgomorov-Smirnov tests were used to 






I used whisker deprivation to define the role of activity-
dependent experience in the development of circuits within the 
somatosensory cortex. Initial testing revealed that light cauterization 
removed whiskers for approximately 1 month, ensuring that no 
whisker-related activity occured during the first two weeks of postnatal 
development (P0-P14) of the somatosensory barrel cortex. At P30, 
slight regrowth of a few short and bent whiskers was sometimes 
observed. To avoid potential effects of competition on local cortical 
circuits and to investigate the effect of sensory input deprivation in 
isolation, I removed all whiskers from the right cheek and left the other 
side intact, to serve as controls. This is analogous to the monocular 
deprivation that is typically done for sensory deprivation in the visual 
system. 
 
3.1 Imaging changes in circuit function caused by sensory deprivation  
Sensory input from whiskers comes into layer 4 barrels mainly 
via long-range connections from the VPM. Thereafter, layer 4 neurons 
extend columnar projections to all other cortical layers, including many 
recurrent excitatory connections within and between layers 2/3 and 5. 
Hence, chronic sensory deprivation could possibly impact development 
of any of these circuits. To determine whether changes in sensory input 
associated with whisker loss change the physiological properties of 
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local circuits from cortical layer 4 to layer 2/3, I electrically stimulated 
layer 4 – to stimulate sensory input – and used voltage-sensitive dye 
(VSD) imaging to measure postsynaptic responses in layer 2/3. This 
allowed me to compare responses between the control (right) and 
deprived (left) cortices.  
VSD imaging revealed that electrical stimulation of layer 4 
(Figure 3.1a) evoked strong excitatory activity that initially ascended to 
layers 2/3 and then spread along these layers, as well as descending 
to layer 5 (Figure 3.1b). A representative trace shows that stimulation 
evoked a large spike of synchronized excitation within layer 2/3 that 
recovered over time as layer 2/3 activity subsided (Figure 3.2a). 
Bleaching of VSDs was minimal (approximately 0.01% per 100 ms 
illumination) under my conditions and therefore did not contribute to the 
signals shown here or in subsequent figures and generally linear for 
the short exposure durations required for our experiments. Application 
of CNQX, a blocker of AMPA and kainate receptors, was used to 
eliminate postsynaptic excitatory responses and, thereby, differentiate 
between pre- and postsynaptic responses (see Figure 3.8 below). 
CNQX application greatly reduced responses between 8.8–19.8 ms 
after the stimulus. Such experiments indicated that optical responses 
measured between 8.8–19.8 ms after the stimulus were the peak 
postsynaptic responses within layer 2/3 and excluded presynaptic 
responses from layer 4 axons. Integrating responses within this time 






population responses for comparison between control and deprived 
slices. Input-output (I-O) curves characterizing the relationship between 
stimulus current and layer 2/3 responses indicated that responses 
saturated at 50 µA in both control and deprived slices (Figure 3.2b). 
This stimulus intensity was thus used for subsequent VSD imaging 
experiments.  
A clear somatotopic representation of the whisker pad is seen in 
the somatosensory cortex (Woolsey and Van der Loos, 1970). Barrels 
columns are lettered from A-E across rows according to the rows of 
mystacial whiskers on the whisker pad, such that column C 
corresponds to the middle row of whiskers (see Figures 3.1a and 2.1). 
Responses evoked in column C of control and deprived cortices were 
very similar in their spatiotemporal structure (Figures 3.3a and b). The 
time course and spatial profile of these responses are analyzed in 
Figure 3.4. Excitatory responses measured in each layer of control and 
deprived slices were very similar in time course (Figures 3.4a–c). 
These responses generally were largest in Layer 2/3 but were not 
significantly affected by deprivation (Figure 3.4a–c). Quantification of 
these responses showed that chronic deprivation did not significantly 
alter peak amplitudes of responses in any layers (Figure 3.4d; p > 0.05, 
unpaired t test, n = 14 for controls and n = 15 for deprived slices).  
To examine how responses varied within a stimulated column, 
the spatial organization of responses was defined by scanning along 






of a column). Responses in the control slices peaked in layer 2/3 and 
gradually decreased along the column (Figure 3.4e). On average, the 
peak of the spatial profile along column C for the deprived slices was 
slightly higher than that of the control slices at layer 2/3 at 8.8 ms after 
stimulation, but was not significantly different at this time (Figure 3.4e; 
p > 0.05, unpaired t test) or when measured at later times after the 
stimulus (Fig. 3.4f) . The spatial profile along column C was likewise 
similar in the other layers of control and deprived cortex (Figure 3.4e 
and f). 
In contrast, chronic deprivation affected the columnar 
organization of excitatory responses to layer 4 stimulation. In normal 
conditions, electrical stimulation of layer 4 elicited excitatory responses 
that moved up column C and spread along layer 2/3 into adjoining 
columns (Figure 3.5). However, at the level of layer 4, excitatory 
responses were relatively small in neighboring barrels and recovered 
rapidly (see 17.6 ms and 30.8 ms responses in Figure 3.5). 
Presumably this restricted spread is due to inhibitory regulation 
(Goldreich et al., 1999). After chronic deprivation, layer 4 responses in 
the neighboring barrel increased (Figure 3.5).  
The effects of chronic deprivation along layer 4 of the 
neighboring columns are evident in a comparison of spatial and 
temporal response profiles (Figures 3.6a and b). Population responses 
in layer 4 of the neighboring column for the deprived slice lasted for a 






stimulated barrel C (Figures 3.6a and b). Lateral spread of 
depolarization was larger and broader in the deprived slices in the 
neighboring layer 4 barrel soon after electrical stimulation (+ 8.8 ms; 
Figure 3.7a; p < 0.05, unpaired t-test) and this was also true at later 
time points (+ 17.6 ms; Figure 3.7b; p < 0.05, unpaired t-test, n = 14 for 
controls, n = 15 for deprived). Given the similarity of excitatory 
responses within column C, the enhanced spread of excitation into 
layer 4 of deprived slices suggests a decrease in inhibitory regulation 
of intercolumnal spread. 
In contrast, responses along layer 2/3 of deprived slices were 
not significantly different from controls (Figures 3.7c and d). While 
there was a slight increase in deprived responses possibly indicating 
some effects at layer 2/3 (Figure 3.7c), I did not see a significant 
change in the spread of depolarisation along layer 2/3 between control 
and deprived slices.  
 
3.2 Differential effects of deprivation on excitatory and inhibitory circuits 
Because the population responses recorded with VSD imaging 
represent the summed activity of many different types of postsynaptic 
neurons, it is possible that differential effects on some circuit 
components could have masked changes that might occur in other 
components. Hence, I next used a pharmacological approach to tease 
apart the individual contributions of excitatory and inhibitory activity in 
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the form of compound EPSPs and IPSPs to these population 
responses (Willadt et al., 2013). 
Compound EPSPs are a measure of glutamate blocker-sensitive 
network activity in the slice. Hence, to isolate compound EPSPs, I 
treated slices with CNQX. This treatment greatly reduced responses to 
electrical stimuli, particularly during the first 20 ms after the stimulus 
(Figures 3.8a and b). By subtracting responses measured in the 
presence of CNQX from those measured prior to drug treatment, I 
could map the spatial distribution of CNQX-sensitive compound 
EPSPs. Large compound EPSPs were detected in layer 2/3, with 
smaller responses in layer 4, and small or no EPSP responses in layer 
5 (Figure 3.8a). Responses remaining in the presence of CNQX had 
two components: a small, fast peak that lasted for a few milliseconds, 
representing action potentials from presynaptic neurons, and slower 
responses of unknown origin that lasted hundreds of ms (Figure 3.8b). 
The latter were also insensitive to blockers of NMDA receptors and 
might represent glial responses. Subtracted compound EPSPs reached 
their peak between 8.8–19.8 ms and decayed within 20–40 ms (Figure 
3.8c). The longer duration VSD responses reflect the average 
population responses of many EPSPs from many cells (Baker et al., 
2005), whereas single synaptic EPSPs last for about 20 ms regardless 
of differing kinetics between the proximal or distal sites (Magee, 2000). 
Hence, the optically-recorded compound EPSPs (Figure 3.8c) are in 






(Magee, 2000). Chronic deprivation did not significantly affect 
compound EPSPs (Figure 3.8d): the mean amplitude of EPSP traces 
was similar in deprived and control slices (p = 0.8, n = 6 for controls, n 
= 7 for deprived).  
To identify the contribution of inhibition to circuit activity,  
PTX (100 µM) was similarly used to block GABAA receptors and  
thereby eliminate IPSPs. After blocking inhibition, there was a large net 
increase in excitation in all layers and columns in response to layer 4 
stimulation (Figure 3.9a). Subtraction of responses measured in the 
absence and presence of PTX allowed us to map these presumptive 
IPSP responses. The pharmacologically subtracted response is then 
defined as a PTX-sensitive compound IPSP, which is a measure of 
network responses sensitive to PTX. These compound IPSPs were 
largest in layer 2/3 and spanned across barrel columns (Figure 3.9a). 
The time course of an IPSP measured by this pharmacological 
subtraction procedure (Figure 3.9b) is shown in Figure 5c. Such 
compound IPSPs had a mean latency of 5.5 ms ± 0.6 ms (n = 12) after 
the stimulus and peaked between 17.6–39.6 ms. When measured in 
this way, compound IPSPs recorded in L2/3 of deprived slices were 
smaller than those measured in non-deprived control slices (Figure 
3.9d). Statistical analysis (Figure 3.9e) showed that this difference is 
significant (p = 0.01, unpaired t test; n = 5 for each group). Because the 
compound IPSP responses contains an IPSP component, this 
decrease in compound IPSPs suggests that inhibitory circuits were 




3.3 Effects of deprivation on inhibitory feedback/feedforward circuit  
Electrical stimulation of layer 4 with an extracellular electrode 
would be expected to stimulate spiny neurons and interneurons within 
layer 4, as well as the axons and dendrites of layer 2/3 and 5 pyramidal 
neurons. Thus, the reduction in compound IPSPs caused by sensory 
deprivation could arise from a variety of causes, including decreased 
excitation of feedforward and feedback circuits and/or weaker inhibitory 
synapses between interneurons and pyramidal neurons within layer 
2/3.  
To distinguish between these two possibilities, I turned to 
optogenetics to photostimulate specific circuit elements within the 
barrel cortex. I began by using mice expressing Channelrhodopsin-2 
(ChR2) under the Thy1 promoter (Wang et al., 2007). These mice were 
bred to homozygosity to enhance their sensitivity to light. In these mice, 
ChR2 was expressed in many brain regions (Figure 3.10a). Histological 
characterization of ChR2 expression in the barrel cortex was done with 
help from my collaborators from SICS 1 . Within the somatosensory 
cortex, ChR2 was found in layer 5 pyramidal neurons, with some 
expression in layer 2/3 neurons as well (Figure 3.10b). 
Photostimulation experiments used the Mosaic system, a micromirror 
array system which could illuminate spatial patterns of any shape or  
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size within the field of view of the microscope. The Mosaic system  
allowed me to photomulate defined areas on the slice (Figure 3.11a; 
see also Tsuda et al., 2013). This made it possible to map input 
responses from different regions of the barrel cortex, by sequentially 
photostimulating individual layers of columns A, B, C and D in a 4 X 3 
grid. Such photostimulation was done in a pseudorandom pattern to 
avoid stimulating adjacent regions consecutively. Brief light pulses (3 
ms duration, 460 nm) evoked action potential firing in pyramidal cells 
(Figure 3.11b). These brief pulses allowed us to minimize stimulation 
artifacts that could interfere with VSD imaging of postsynaptic 
responses (Tsuda et al., 2013).  
With this experimental arrangement, I could use ChR2 to 
photostimulate specific regions/columns in layer 5, while using VSD 
imaging to detect resulting responses throughout the slice. 
Photostimulation within column C evoked excitatory responses that 
spread along the column, up to layer 1, and also spread across 
columns within layer 5 (Figure 3.12a). Based on response latencies, 
photostimulation excited layer 5 pyramidal neurons, which in turn 
caused a delayed (presumably synaptic) excitation of cells in layer 2/3 
(Figure 3.12b). This pattern is consistent with the known connectivity 
pathways of layer 5 pyramidal neurons (Markram et al., 1997; Schubert 
et al., 2006).  
In contrast, electrical stimulation of layer 5 neurons in  






little spread into layers 4 and 5 of neighboring columns (Figures 3.12c 
and d). This is possibly due to the electrode stimulating interneurons, 
including the Martinotti interneurons that send ascending afferents to 
many layers, including layer 4 (Wang et al., 2004). Population 
responses recorded within layer 5 of column C were relatively similar to 
responses to photostimulation in this layer (Figures 3.12b and d lower 
traces). Furthermore, while upward spread of responses within column 
C was similar for both photostimulation and electrical stimulation, 
stronger postsynaptic activity was detected in layers 2/3 during 
electrical stimulation. This is likely because electrical stimulation 
antidromically activated layer 4 neurons (which innervate layer 5), 
which in turn would excite layer 2/3 cells. These results demonstrate 
my ability to use focal photostimulation to selectively stimulate neurons 
in layer 5 and not those in layer 2/3.  
Chronic deprivation did not significantly affect excitatory 
responses in layer 5 (p = 0.62, unpaired t test, n = 6 for each side;  
Figures 3.13a and b). Excitatory responses in other layers in response 
to layer 5 photostimulation were not significantly different as well (L2/3: 
p = 0.64; L4: p = 0.24, unpaired t test, n = 6 for each side; Figure 
3.13c). 
To consider disynaptic inhibition driven by layer 5 pyramidal 
neurons, I used the pharmacological isolation approach described 
above to examine PTX-sensitive compound IPSPs. Compound IPSPs 





peak than control IPSPs (Figure 3.14a). Subtracted IPSP responses 
were similar between deprived and control slices for all layers (L2/3: p 
= 0.93; L4: p = 0.57; L5: p = 0.4; n = 6 for each side; Figures 3.14a and 
b). Given that IPSPs decrease after chronic deprivation (Figures 3.9d 
and e), this result is surprising and suggests that experience-
dependent plasticity involves interneuron circuits not driven by layer 5 
pyramidal cells. 
My all-optical approach allowed me to map the organization of 
disynaptic inhibitory circuits by measuring IPSPs evoked in various 
layers of column C (asterisks) when photostimulating surrounding 
layers and columns (Figure 3.15). In control slices, photostimulation of 
layer 5 provided the strongest inhibitory inputs to layer 5, both within 
the column and to neighboring columns (Figures 3.15a). This is 
consistent with the observation of disynaptic inhibition between layer 5 
pyramidal cells mediated by Martinotti interneurons (Silberberg and 
Markram, 2007), and is likely mediated by that circuit. Most of the IPSP 
input to layers 2/3 and 4 came from photostimulation of layers 4 and 5 
(Figure 3.15; average maps of n = 6). Large IPSPs coming from 
photostimulation of layer 4 are likely due to the stimulation of many 
ChR2-expressing processes of layer 5 pyramidal neurons from more 
than one column, resulting in much larger IPSP responses. Small 
IPSPs were recorded in layer 2/3 when stimulating in the same region 
(Figure 3.15b). In contrast, there was little inhibition recorded from 






Layer 5 pyramidal neurons have apical dendrites that travel upwards 
into layer 1, but it is possible that photostimulation of layer 2/3 
dendrites did not evoke sufficient depolarisation to cause firing in layer 
5 soma. Comparison of averaged IPSP maps for column C for many 
different regions between control and deprived slices showed relatively 
similar IPSP amplitudes (Figure 3.15b–d) and similar patterns of input 
from various layers of neighboring columns. In particular, IPSP 
responses recorded at layer 2/3 during layer 4 stimulation were very 
similar between control and deprived slices. Hence, none of these 
circuits activated by pyramidal cell activity can account for the changes 
in inhibition observed in response to electrical stimulation of layer 4 
(Figures 3.9d and e). 
 
3.4 Deprivation reduces inhibition by parvalbumin interneurons 
To identify the inhibitory circuit element affected by sensory 
deprivation, I next turned my attention to PV-expressing interneurons. 
These cells are dominant sources of inhibition in the cortex and can 
synchronize the electrical activity of pyramidal neurons (Cardin et al., 
2009; Sohal et al., 2009). Furthermore, transplantation of PV 
interneurons into the visual cortex can initiate ocular dominant plasticity 
(Southwell et al., 2010). PV interneurons receive input from layer 4 
excitatory neurons (Adesnik et al., 2012) and the thalamus (Staiger et 
al., 1996; Kimura et al., 2010). Hence, PV interneurons are a plausible 
site for the experience-dependent plasticity observed in response to 
sensory deprivation (Figures 3.9d and e). 
76 
 
To determine whether PV interneurons were affected by 
deprivation, I expressed ChR2 in these neurons. For this purpose, 
transgenic mice expressing Cre recombinase in PV interneurons 
(Hippenmeyer et al., 2005) were crossed with other transgenic mice 
having the ChR2 gene inserted, behind a floxed stop cassette, into the 
Rosa26 locus (Madisen et al., 2010). Such double-transgenic mice 
have been described elsewhere (e.g. Asrican et al., 2013); they 
express ChR2 in neurons throughout the brain, most notably in cortex 
and cerebellum (Figure 3.16a). Histological characterization of ChR2 
expression in PV interneurons in the barrel cortex was done with  
help from my collaborators from SICS2. Within the barrel cortex, ChR2 
expression was observed in all identifiable PV interneurons (Figure 
3.16b). By using ChR2 to photostimulate these PV interneurons, while 
measuring inhibitory postsynaptic currents (IPSCs) in pyramidal cells, I 
could map the efficacy and spatial organization of this inhibitory circuit 
(Wang et al. 2007; Kim et al., 2014). Photostimulation was done over a 
broad field of view, allowing me to map PV interneuron connectivity 
across layers 1–6 and over 3–4 cortical columns. 
I first examined my ability to photostimulate PV-expressing 
interneurons. Consistent with the observation that recombination 
mostly occurred in large interneurons with the strongest parvalbumin 
expression in Pvalb-ires-Cre mice (Madisen et al., 2010), I was only  
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able to elicit action potentials in fast-spiking basket cells and not in 
non-fast-spiking interneurons (inclusive of both PV and non-PV 
expressing cells) at moderate laser intensities (data not shown). These 
fast-spiking basket cells were identified based on several electrical 
criteria: relatively depolarized membrane potentials of -78.56 mV ± 
0.82 mV (in comparison to pyramidal neurons; n = 51), high-frequency 
action potential firing without adaptation in response to a depolarizing 
current pulse, and a prominent undershoot (as a transient decrease in 
membrane potential) from a rapid afterhyperpolarization following the 
action potential spike (Han, 1994). Application of brief light pulses (405 
nm, 4 ms) caused the membrane potential of these neurons to 
depolarize and fire action potentials (Fig. 3.17a). Light flash intensity 
was varied to find a sufficient stimulus for photostimulation. On 
average, 160 µW flashes were able to elicit spiking reliably in both 
control and deprived PV interneurons, while weaker flashes usually 
resulted in subthreshold responses (Figures 3.17a and b).  
To map the spatial organization of circuits formed by PV 
interneurons, it was important to define the spatial resolution of 
photostimulation. This was done by measuring the “optical footprint” of 
these neurons, determined by scanning the light spot to determine the 
area that generated action potentials in response to photostimulation 
(Kim et al., 2014). The optical footprint area thus determines the spatial 
extent whereby a laser spot could elicit action potentials in the 





action potentials in the presynaptic PV interneurons activate the PV 
interneuron to pyramidal cell circuit. The small laser spot was scanned 
across the field of view in a pseudorandom fashion to avoid sequential 
stimulation of adjacent pixels. Under my conditions, 160 µW flashes 
yielded an optical footprint of 48.7 x 103 µm2 ± 6 x 103 µm2 (n = 9), 
roughly corresponding to a circle with a diameter of 220 µm (Figure 
3.17c). This optical footprint is relatively large compared to what was 
used by Kim et al. (2014) and was caused, in part, by the low 
numerical aperture of the objective (0.3 NA). However, this still yielded 
sufficient spatial resolution to differentiate between cortical layers and 
columns. 
To map the circuits between PV interneurons and pyramidal 
cells, I recorded light-evoked IPSCs from postsynaptic pyramidal 
neurons (Figure 3.18). By photostimulating presynaptic PV 
interneurons with a laser spot, I could measure postsynaptic current 
responses from a layer 2/3 pyramidal neuron. IPSCs could be reliably 
evoked from layer 2/3 and sometimes from layer 5, occurring within the 
first 20 ms from the onset of the light flash (Figure 3.18). Application of 
bicuculline (10 µM), a competitive antagonist of GABAA receptors, 
eliminated responses and confirmed that they were IPSCs (Figure 
3.18). Notably, no direct light-evoked responses and no inward 
photocurrents were measured from pyramidal neurons, indicating no 
ChR2 expression in the pyramidal neurons. IPSC input maps were 





evoked responses in the recorded pyramidal neuron. Then, peak IPSC 
amplitudes evoked by photostimulation at different locations within the 
slice were measured and arranged in a heatmap to depict the strength 
of input connections from each location on the image. Thus, this map 
shows both the spatial organization and strength of PV inputs onto 
layer 2/3 pyramidal neurons. In control slices, these input maps were 
large in area (176 x 103 µm2 ± 9 x 103 µm2, n = 43), with strong IPSC 
input surrounding the pyramidal cell and occasionally some smaller 
input from layer 5 (Figure 3.18). The IPSC input maps are consistent 
with the broad distribution of PV interneurons in the somatosensory 
cortex (Jiao et al., 2006) and is similar to IPSC input maps observed 
when photostimulating all Gad2-expressing interneurons (Katzel et al., 
2011). That is because PV interneurons have long processes which 
target the proximal dendrites and soma of pyramidal neurons, which 
have a large lateral spread of its dendrites as well (Figure 3.18, right). 
To test my hypothesis that deprivation-induced decline in 
inhibition in layer 2/3 was mediated by PV interneurons, I directly 
photostimulated the ChR2-expressing PV interneurons and compared 
inhibitory input maps between deprived and control slices (Figure 
3.19). Chronic deprivation, beginning at P0, resulted in weaker IPSCs 
for layer 2/3 pyramidal neurons at the periphery of the input map 
(Figure 3.19a right). Cumulative IPSC amplitude distributions showed 
that IPSCs were indeed smaller after deprivation (Figure 3.19b). 





pixels of the input map above threshold, and serve as a measure of 
total inhibitory drive received by the pyramidal cell. Averaged mean 
and integrated IPSC amplitudes were significantly reduced in deprived 
as compared to control slices (Figure 3.19c; p = 0.016 and 0.019, 
respectively, Mann-Whitney two-tailed test, n = 14 cells each for 
deprived and controls), while the area of IPSC maps was not 
significantly changed (p = 0.077). Thus, sensory deprivation decreases 
synaptic strength within the inhibitory circuit formed between PV 
interneurons and pyramidal cells. This is consistent with my 
observations of decreased IPSPs previously (Figure 3.9d and e), 
suggesting that this PV interneuron circuit is experience-dependent 
and contributes to the decreased inhibition observed in layer 2/3 
following electrical stimulation of layer 4.  
The IPSC input field area (control slices: 176 x 103 µm2 ± 9 x 103 
µm2, n = 43) is an indication of the number of presynaptic PV 
interneurons and can be divided by the average optical footprint area 
for 1 PV interneuron (from Figure 3.17) to determine the number of PV 
interneuron inputs to a pyramidal cell. No significant changes between 
the number of presynaptic inputs were observed (3.6 ± 0.3 inputs for 
controls, 2.7 ± 0.4 inputs for deprived, p = 0.077; Mann-Whitney two-
tailed test; n = 14 for each). Thus, this lack of change in input area 
reflects no changes in the number or spatial distribution of presynaptic 
PV interneurons.  
Because PV interneurons from different layers could be 
differentially affected by sensory deprivation, I analysed the spatial 
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organization of inhibition evoked by photostimulating each layer 
(Figures 3.20 and 3.21). I first examined how the distribution of PV 
interneuron inputs varied with distance from the pyramidal cell body. 
Linescans of input maps, along layer 2/3 (Figure 3.20a), showed that 
the distribution of IPSC strengths from PV interneurons was strongest 
nearest the pyramidal cell body and decreased with distance across 
the column width (Figure 3.20b). Chronic deprivation narrowed the 
spatial range of IPSC input along layer 2/3: IPSC input was similarly 
strong near the cell body, but decreased sharply with distance along 
layer 2/3 (Figure 3.20b). In controls, layer 4 photostimulation evoked 
smaller IPSCs compared to stimulation of layer 2/3, which similarly 
decreased with distance across the column (Figure 3.20c). In contrast 
to my observations in layer 2/3, IPSC input strength was significantly 
decreased along layer 4 in deprived slices, while the spatial range was 
similar to controls (Figure 3.20d).  
I next examined the laminar structure of PV interneuron circuits. 
Deprivation consistently decreased mean IPSC amplitude in response 
to photostimulation of layers 2/3, 4 and 5 (Figures 3.21a and b; p = 
0.023, 0.0016 and 0.034, respectively; Mann-Whitney two-tailed test; n 
= 14 cells each for deprived and controls) In contrast, deprivation did 
not affect input field area within each layer, indicating that deprivation 
does not significantly affect the spatial organization of presynaptic 
inputs. Overall, inhibitory input strength decreased with distance from 






located were not significantly affected by deprivation. This means that 
chronic deprivation decreased inhibitory synaptic transmission 
mediated by PV interneurons without significantly changing the number 
or spatial range of PV interneuron inputs. 
Critical periods are the time windows of enhanced sensitivity to 
sensory input and are usually defined by determining the time period 
when sensory deprivation induces changes in cortical responsiveness 
(Jeanmonod et al., 1981). I determined the critical period for the effects 
of sensory experience on PV interneuron circuits by varying the time at 
which whiskers were removed, while measuring effects on inhibitory 
circuits at P30. Delaying the time of deprivation showed that the 
sensitivity of PV interneuron inhibitory circuits to whisker stimuli 
decreased over time (Figure 3.22). In control slices, IPSCs were 
moderately distributed across a range of amplitudes and were relatively 
consistent across all four control groups (Figure 3.22). In contrast, 
while IPSCs were smaller than controls when deprivation was started 
at P0 (Figure 3.22a), this difference between control and deprived 
slices was reduced when deprivation was delayed to P7 (Figure 3.22b), 
and the two distributions converged at P14 (Figure 3.22c) and P21 
start dates (Figure 3.22d). Two-sample Kolgomorov-Smirnov tests of 
cumulative IPSC amplitude distributions showed that deprivation only 
affected these distributions significantly with deprivation at P0 (p = 
0.023), while the distributions for other deprivation time points were 





amplitudes were calculated from these distribution to quantify the 
average synaptic strength of the circuit between PV interneurons and 
pyramidal cells. Mean IPSC amplitudes for control slices were similar 
at all four deprivation start points and also were significantly different 
from deprived slices only in mice where deprivation was started at P0 
(p = 0.016). When deprivation was done at P7, P14 and P21, there 
were no differences from controls (p = 0.073 at P7, 0.48 at P14, and 
0.80 at P21 respectively; Mann-Whitney two-tailed test; Figure 3.23a).  
To define the critical period for this PV interneuron-pyramidal 
cell circuit, I calculated the percentage increase in IPSC amplitudes 
caused by sensory deprivation at different ages (Figure 3.23b). This 
describes how normal sensory input strengthens the circuit between 
PV interneurons and pyramidal cells. The experience-dependent 
differences in IPSC amplitudes decreased when whisker input  
was deprived at later ages (Figure 3.23b). This function could be  
fit (R2 = 0.90) with a half-Gaussian function with a width (at  
half-maximum) of approximately 10 days. Very similar results were 
observed when comparing the distances between the averaged IPSC 
distributions (vertical distance calculated for the K-S test) for deprived 
and control samples (data not shown). In conclusion, the sensitivity of 
PV interneuron inhibitory circuits to whisker deprivation is high at birth 
and falls sharply afterwards, being insensitive to sensory input by P21 







While the critical periods for barrel structure and for excitatory 
circuits in layers 4 and 2/3 have been well-characterised, it was not 
known whether the development of inhibitory circuits regulating layer 
2/3 pyramidal neurons is sensitive to sensory experience. Furthermore, 
it was not clear whether a defined period of sensitivity exists for these 
inhibitory circuits.  
My thesis provides several lines of evidence that inhibitory 
circuits in the somatosensory cortex undergo activity-dependent 
changes during a well-defined critical period. Firstly, I found that 
chronic whisker deprivation decreased layer 2/3 inhibition in the barrel 
cortex of mice aged P28 and older. However, I did not observe any 
change in net excitation in layer 2/3 in deprived slices.  
I also found that net excitation spread more into neighboring barrels in 
deprived slices; this reduced columnar specificity of excitatory spread 
presumably is due to decreased inhibitory regulation of excitatory 
circuits. Secondly, I showed that the decrease in inhibition was 
mediated, at least in part, by PV interneurons, rather than by 
feedforward inhibition from interneurons driven by layer 5 pyramidal 
neurons. There was no layer-specificity, because this decrease in 
inhibition of layer 2/3 pyramidal neurons was observed for presynaptic 
PV interneurons located in layers 2/3, 4 and 5. Lastly, I observed that 
there is a critical period for this plasticity: sensitivity to whisker 
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experience lasts for approximately 10 days after birth and is completely 
absent 3 weeks after birth. 
My findings show that the circuit between presynaptic PV 
interneurons and postsynaptic pyramidal cells is dependent on 
experience during a defined period of development; loss of whisker 
experience from P0–P10 leads to a decrease in PV-mediated inhibition 
whereas normal amounts of whisker experience leads to relatively 
large amounts of inhibition on pyramidal neurons. Because PV 
interneurons regulate excitatory circuit activity, this experience-
dependent regulation of inhibition could also have impact on the 
development of excitatory circuits as well. Thus, what we know about 
critical period development in the somatosensory cortex likely includes, 
and might in part be explained by, changes in PV interneuron circuits.  
In the next three sections, I will discuss the possible significance 
of my findings for the critical period of PV interneurons, the effects of 
deprivation on excitation and inhibition in the somatosensory cortex, 
and what the existence of the PV critical period might mean for the 






4.1 A critical period for parvalbumin interneurons in the somatosensory 
cortex 
PV interneurons receive strong whisker input directly from the 
thalamus (Staiger et al., 1996; Porter et al., 2001; Swadlow, 2002; 
Gabernet et al., 2005) and also indirectly via layer 4 excitatory neurons 
(Adesnik et al., 2012). Hence, PV interneurons were strong candidates 
for experience-dependent plasticity, because they should receive 
substantial information about sensory experience from the whiskers 
during development. However, it was not known whether the 
development of the circuit between PV interneurons and layer 2/3 
pyramidal cells possesses a critical period of sensitivity to sensory 
experience. By directly photostimulating PV interneurons, I could 
isolate the contributions of these neurons to local circuits and exclude 
changes in presynaptic excitatory drive. This allowed me to determine 
experience-deprivation effects that were isolated to the circuit between 
PV interneurons and pyramidal cells.  
My results show that chronic deprivation from P0 reduces the 
strength of the inhibitory circuits between PV interneurons and 
pyramidal cells (Figure 3.19). In addition, because I could directly 
photostimulate presynaptic PV interneurons, I clarified that the 
decreased inhibition is due to changes within this circuit and not due to 
decreased presynaptic drive from excitatory circuits in layers 2/3 and 4. 
This decrease in inhibitory circuit strength that I observed between PV 
and layer 2/3 pyramidal neurons with chronic deprivation can be either 
pre- or postsynaptic in nature. One possible presynaptic mechanism is 
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a reduction in PV cell number: P7 deprivation reportedly causes a 
decrease in the number of PV interneurons via decreased PV 
expression, with a concurrent decrease in GAD65/67 expression and 
reduced perisomatic synapses from basket cells (Jiao et al., 2006). 
Whisker trimming has also been reported to decrease the density of PV 
interneurons and inhibitory synapses in the hippocampus and 
prefrontal cortex at P28 as well (Ueno et al., 2013), suggesting that 
similar experience-dependent regulation on PV interneurons might 
occur in those regions. It is not clear though, whether the decreased 
PV expression is necessarily related to decreased cell number or just 
lower PV protein expression. While there seems to be some correlation 
between decreased PV expression and decreased IPSCs, the role of 
the PV protein in inhibitory transmission remains elusive. It was also 
reported that long-term whisker trimming leads to a decrease in 
perineuronal nets, an extracellular matrix found on PV interneurons, in 
layer 4 (McRae et al., 2007). However, the functional effects of 
perineuronal nets on PV interneurons have never been shown to date 
and it is not clear if perineuronal nets are implicated in synaptic 
transmission. In addition, there are discrepancies in the effects of 
whisker experience in perineuronal net expression – another group 
reported an increase in the density of the extracellular matrix in 
deprived barrels when a single whisker is left intact during deprivation 
(Nowicka et al., 2009). Hence, the role of perineuronal nets in 




It is possible that synaptic transmission was decreased without a 
concurrent decrease in input cell number. Indeed, I estimated the 
number of functional presynaptic inputs for each pyramidal neuron by 
analyzing the spatial maps. My observations showed that the spatial 
extent of this PV interneuron input to pyramidal neurons did not 
significantly decrease (Figure 3.21) and the estimated number of inputs 
did not decrease significantly either. Thus, the number of presynaptic 
PV interneurons functionally contributing to the circuit may not 
decrease significantly; in this case, the reduction in IPSC amplitude 
would indicate decreased synaptic efficacy.  
My results show that there is some similarity between the 
somatosensory cortex and the visual cortex, where it is known that 
inhibitory input onto layer 2/3 pyramidal neurons increases during 
normal development but declines with sensory deprivation (Morales et 
al., 2002). According to Morales et al. (2002), an experience-
dependent developmental increase in inhibition is likely to be due to 
changes in presynaptic quantal release. This is consistent with the 
decrease in synapse number in somatosensory cortex reported by Jiao 
et al. (2006). Alternatively, there is some evidence that deprivation can 
affect postsynaptic GABA receptor function as well; chronic deprivation 
from P7 mice for 7 weeks increases α1 subunit function in GABAA 
receptors in layer 4 low-threshold spiking cells (Li et al., 2009). It is 
possible that similar postsynaptic mechanisms might underlie the 
decrease in PV-mediated inhibition on layer 2/3 pyramidal neurons in 
the somatosensory cortex.  
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By determining the sensitivity of the circuit between PV 
interneurons and layer 2/3 pyramidal neurons to sensory stimuli at 
different ages, I could define the critical period for PV interneuron 
synaptic plasticity as P0–P10 (Figure 3.23). There has been no 
previous analysis of the time course of experience-dependent plasticity 
in local circuits involving PV interneurons. In a related somatosensory 
circuit between PV interneurons and layer 4 spiny neurons, it was 
previously reported that IPSCs (evoked with an extracellular electrode 
without PV interneuron specificity) was decreased for mice deprived at 
P7, but the effects of P15 deprivation on IPSCs were not evaluated 
(Jiao et al., 2006). It was also reported that whisker trimming at P7, but 
not at P15, decreases PV expression in layer 4 of the barrel cortex 
(Jiao et al., 2006). However, it is not clear what effect this decrease 
would have on IPSCs. Hence, it was not previously known whether PV 
interneuron-mediated inhibition has a critical period of sensitivity and 
how activity affects PV interneuron circuits at different timepoints in 
development.  
My results indicate that deprivation late in adulthood does not 
affect the circuit between PV interneurons and pyramidal neurons 
(Figure 3.23). This is also consistent with a recent study reporting that 
whisker deprivation in adulthood (at around 8–11 weeks) causes no 
changes in the distribution of PV expression (Katzel and Miesenbock 
2014). Together, these results are consistent with my conclusion that 
PV interneurons have a critical period of experience-dependent 
plasticity that occurs during the first 2 weeks of postnatal development. 
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In addition, my mapping of light-evoked IPSCs provides a more 
quantitative and direct measurement of the strength and spatial 
organization of the inhibitory circuit, to assess how the sensitivity of 
experience-dependent plasticity changes at different ages. My 
characterisation of the PV interneuron critical period can thus be used 
as a benchmark for identifying possible regulators of critical period 
plasticity in this circuit.  
Beyond the PV interneuron critical period, deprivation late in 
adulthood seems to affect inhibitory circuits involving other types of 
interneurons. Consistent with my data for a critical period for PV 
interneurons, the amount of inhibition layer 2/3 pyramidal neurons 
receive from layer 2/3 Gad2-expressing interneurons remains stable 
when whisker input is deprived at 8–11 weeks (Katzel and Miesenbock, 
2014). Such late deprivation does transiently decrease ascending 
inhibition from layer 5 to layer 2/3, likely mediated by Martinotti 
interneurons (Katzel and Miesenbock, 2014). I saw no significant 
changes in inhibition driven by layer 5 pyramidal cells when deprivation 
was done for the first 30 days (Figure 3.14). As layer 5 pyramidal 
neurons are a primary presynaptic driver onto somatostatin-expressing 
(SOM) Martinotti interneurons (Kapfer et al., 2007; Silberberg and 
Markram, 2007), this suggests that the experience-dependent 
decrease in inhibition that I observed at P30 involves interneurons not 
driven by layer 5 pyramidal cells. Furthermore, the horizontal 
organization of inhibitory circuits is unaffected by sensory deprivation 
during adulthood (Katzel and Miesenbock, 2014). Thus it appears that 
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the strength of the circuit between PV interneurons and L2/3 pyramidal 
neurons does not change once past the critical period of the first 10 
postnatal days. In contrast, SOM Martinotti interneurons appear to be 
more plastic and serve as targets of transient activity-dependent 
plasticity even in adulthood. 
 
4.2 Differential effects of whisker deprivation on excitatory and 
inhibitory circuits 
Chronic deprivation seems to have different effects on inhibitory 
and excitatory circuits. Since chronic deprivation decreased population 
compound IPSPs (Figure 3.9d and e) in layer 2/3, an increase in net 
excitatory activity could be expected, assuming that excitatory circuit 
activity remains unchanged. Spread of net excitatory responses along 
layer 4 was indeed elevated with deprivation (Figures 3.7a and b), 
which is consistent with decreased inhibitory regulation of net 
excitatory activity. However, I did not observe a corresponding change 
in layer 2/3 population responses during stimulation of layer 4 in 
deprived slices (Figures 3.7c, d, and 3.8d). The lack of deprivation-
induced changes in layer 2/3 excitatory activity reported here is 
different from observations in rats, where sensory deprivation from P8 
is able to decrease excitatory synaptic transmission from layer 4 to 
layer 2/3 (Bender et al., 2003). In addition, in rats, deprivation of all 
major mystacial whiskers during adulthood for 7 days (P28-35) is also 
sufficient to decrease whisker-evoked responses in layer 2/3 even after 
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whisker regrowth (Glazewski et al., 1998). This indicates that inactivity 
in the circuit causes a long-lasting loss of excitatory drive in cortical 
circuits. This weakening in the excitatory circuit between layer 4 cells 
and layer 2/3 pyramidal neurons is thought to be caused by a process 
that is similar to LTD (Allen et al., 2003). However, I did not observe 
any evidence of this loss of excitatory drive from layer 4 onto layer 2/3 
circuits, where net excitation evoked by electrical stimulation of layer 4 
was similar between deprived and controls (Figures 3.7c and d). There 
was also some internal consistency, since I did not observe significant 
effects of deprivation on net excitatory responses in any layer when 
specifically photostimulating layer 5 circuits (Figure 3.13). 
An explanation that could reconcile differences between my 
observations and these other studies is the possible presence of 
another compensatory inhibitory circuit in layer 2/3, in addition to the 
PV circuit that I studied. Such an experience-dependent regulatory 
circuit of pyramidal neurons could compensate for the reduced 
inhibition occurring between pyramidal neurons and PV interneurons, 
thereby explaining why I did not observe any changes in either net 
activity or postsynaptic EPSPs between deprived and control slices 
(Figure 3.8d) despite a loss in inhibition. One possible locus for such 
compensatory changes is the SOM interneuron, which densely 
innervates and regulates the excitability of layer 2/3 pyramidal neurons 
in the barrel cortex (Gentet et al., 2012). Although no evidence of 
experience-dependent changes was found in ascending inhibition from 
layer 5 pyramidal neuron-driven SOM Martinotti interneurons (Figure 
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3.14), other SOM circuits are present throughout all layers of the barrel 
cortex (Lee et al., 2010) and in layer 2/3 these neurons are readily 
recruited by activity in layer 2/3 pyramidal neurons (Kapfer et al., 
2007). It has been shown that Cre driver lines are a quick and viable 
strategy to drive ChR2 expression in neurons quickly and reliably 
(Asrican et al., 2013). Thus, it would be insightful to express ChR2 in 
SOM interneurons to test whether they exhibit experience-dependent 
increases in transmission following deprivation.  
While there is some evidence of homeostatic regulation of the 
balance of activity between excitatory and inhibitory circuits in the 
visual cortex (Hengen et al., 2013; Keck et al., 2013; Kuhlman et al., 
2013), it is still unclear how this might occur in the somatosensory 
cortex. Identifying mutual experience-dependent changes in the 
excitatory and inhibitory elements of layer 2/3 circuits will help us gain 
some understanding of the balance of activity in the somatosensory 
cortex during development and its functional implications.  
 
4.3 The emergence of the layer 2/3 critical period 
The P0–P10 critical period window that I found for the circuit 
between PV interneurons and layer 2/3 pyramidal neurons overlaps 
with the layer 2/3 receptive field critical period: in rats the stable 
organization of L2/3 receptive fields emerges at P14, while sensory 





(Figure 4.1; Stern et al., 2001). This coincides with a rapid increase of  
synaptic density in cortical circuits (Micheva and Beaulieu, 1996) and 
the onset of active exploratory whisking behavior (Welker, 1964) at 
P10–P15 (Figure 4.1). These correlations suggest that the experience-
dependent increase in inhibition that I observed could be involved in 
the development of excitatory circuits and behavioural function. 
Although previous studies on layer 2/3 plasticity described changes in 
excitatory circuits following sensory deprivation (Lendvai et al., 2000; 
Stern et al., 2001; Shepherd et al., 2003), the receptive field critical 
period could include the changes in the PV inhibitory circuits. My work 
provides evidence that this is the case. Furthermore, it is not known 
what happens to layer 2/3 circuits in response to deprivation before P8, 
as studies on the layer 2/3 critical period invariably start deprivation 
after P8 (Lendvai et al., 2000; Stern et al., 2001; Shepherd et al., 2003; 
Bender et al., 2003). Measurements from rodents deprived at 
timepoints prior to P9 could reveal a critical period for receptive field 
map similar to the PV critical period that my work has established 
(Figures 3.23b and 4.1). 
Given that the sensitivity of the circuit between PV interneurons 
and pyramidal neurons (red curve in Figure 4.1) declines throughout 
the layer 2/3 receptive field critical period (black curve in Figure 4.1), 
receptive field plasticity may be regulated, at least in part, by PV 
circuits. When all whiskers are trimmed from P9–P14, there is 
reorganization of excitatory circuits between layer 4 and layer 2/3, 
resulting in the broadening of receptive fields in layer 2/3 (Shepherd et 
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al., 2003), but no change in receptive fields at layer 4 (Stern et al., 
2001). This study did not find any whisker-deprivation induced changes 
between unidentified inhibitory neurons (photostimulated with 
glutamate uncaging) and layer 2/3 pyramidal neurons with (Shepherd 
et al., 2003), but deprivation done between P9–P14 is at the tail end of 
the PV interneuron critical period; thus, this negative result in fact is 
consistent with my observations. Furthermore, sensory deprivation 
from P8 in rats decreases excitatory synaptic transmission from layer 4 
to layer 2/3, but does not affect axonal topography within these 
excitatory circuits (Bender et al., 2003). Thus, the observed broadening 
of layer 2/3 receptive fields that occurs with deprivation (Shepherd et 
al., 2003) might be facilitated or caused by decreased PV interneuron 
inhibition, with disinhibited layer 2/3 excitatory circuits contributing to 
receptive field map changes. Because PV interneurons regulate 
excitatory pyramidal neurons in layer 2/3 and are also involved in 
experience-dependent plasticity in both the somatosensory and visual 
cortices (Jiao et al., 2006; Southwell et al., 2010), the sensitivity of the 
circuit between PV interneurons and layer 2/3 pyramidal cell circuits to 
sensory input is likely to play an important role in the development of 
layer 2/3 cortical circuits and the emergence of the receptive field 
critical period.  
In the visual cortex, a seemingly analogous cortical circuit, the 
role of inhibition in response to monocular sensory deprivation has 
been controversial (Hensch, 2005b; Jiang et al., 2005; Levelt and 
Hubener, 2012). However, there is increasing evidence that PV 
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interneurons can regulate experience-dependent plasticity of excitatory 
circuits in the visual cortex by changing the optimal balance of cortical 
excitation and inhibition required for plasticity to occur (Hensch and 
Fagiolini, 2005). In support of this, excitatory drive onto interneurons 
declines following visual deprivation, and this experience-dependent 
regulation of activity seems necessary to maintain the balance between 
excitation and inhibition (Keck et al., 2011). Conversely, transplantation 
of new interneurons that receive and make many inputs onto host 
excitatory neurons can reinitiate plasticity (Southwell et al., 2010). 
Thus, inhibitory circuits apparently do contribute to critical period 
plasticity in the visual system (Hensch, 2005b, a; Sale et al., 2010; 
Southwell et al., 2010). 
In the somatosensory cortex, there are at least two possible 
ways that PV interneurons could be involved in layer 2/3 receptive field 
critical period: namely, triggering either the onset or the closure of the 
layer 2/3 receptive field critical period. It is possible that the receptive 
field changes in layer 2/3 are made up of both PV interneuron circuit 
changes as well as changes in layer 2/3 excitatory circuits. Changes in 
PV-interneuron mediated inhibition of layer 2/3 excitatory neurons 
during development could induce the excitatory circuit critical period. 
This would be consistent with the interneuron transplantation studies in 
the visual cortex (Southwell et al., 2010). Cortical plasticity can only be 
reinitiated after the precursors reach the age when normal ocular 
dominance plasticity occurs (Southwell et al., 2010), indicating that 
perhaps cortical interneurons require a defined duration of sensory 
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input before plasticity is triggered at synapses with postsynaptic 
pyramidal neurons. PV-specific disinhibition is highly important for the 
progression of ocular dominance plasticity, because recovery of 
excitatory firing rates following monocular deprivation during the critical 
period is mediated by a rapid drop in PV interneuron firing rates 
(Kuhlman et al., 2013). This means that the shift in ocular dominance, 
which occurs during monocular deprivation as an indication of critical 
period plasticity, is dependent on the regulation of excitatory circuits by 
PV interneurons and only occurs during the visual cortex critical period. 
Similar mechanisms might govern layer 2/3 receptive field critical 
period plasticity in the somatosensory cortex, where the PV interneuron 
critical period overlaps temporally with the layer 2/3 critical period of 
excitatory circuit changes. 
Alternatively, the developmental increase in PV-mediated 
inhibition may trigger closure of layer 2/3 plasticity. Indeed, inhibitory 
circuits may be fundamental to this process: in the visual cortex, 
reducing GABA function prolongs critical period plasticity and delays its 
closure (Hensch, 2005b). In addition, pharmacological reduction of 
inhibition can block ocular dominance plasticity and extend the critical 
period time window (Kuhlman et al., 2013). A similar mechanism may 
occur in the somatosensory cortex, in which case the decreased 
inhibition of layer 2/3 pyramidal neurons during chronic deprivation that 
I observed (Figure 3.19) could control a prolonged plasticity period for 
layer 2/3 instead of closure at P14 (Figure 4.1). Under normal 
development, the decline of the PV critical period of sensitivity to 
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sensory experience is similar in time to the decline of the layer 2/3 
receptive field critical period (Figure 4.1). Thus, the closure of the PV 
interneuron critical period may normally signal the end of the critical 
period for excitatory circuits in layer 2/3. 
The interaction between PV interneuron circuits and excitatory 
circuits could give rise to the receptive field critical period in the 
somatosensory cortex. At a macroscopic level, a main role of inhibition 
is to maintain the functional organisation of receptive field maps 
(Feldman and Brecht, 2005). As a result, an absence of inhibition 
results in the spread of excitatory activity between columns in layers 
2/3 and 5 (Petersen and Sakmann, 2001). Because PV interneurons 
are important regulators of the activity and timing of layers 2/3 and 4 
excitatory neurons (Kimura et al., 2010), experience-dependent 
changes can disrupt the balance of excitatory and inhibitory activity in 
the cortex as well. I showed that the critical period of the circuit 
between PV interneurons and pyramidal neurons encompasses the 
receptive field critical period (Figure 4.1). In addition, I showed that the 
absence of sensory experience during this critical period can prevent 
an increase in PV interneuron-mediated inhibition on layer 2/3 
pyramidal neurons even in P28–P33 mice (Figure 3.23b). In another 
sensory system, the visual cortex, layer 2/3 inhibition gradually 
increases over postnatal development, and this increase in inhibition is 
similarly prevented in deprived rats (Morales et al., 2002).  
One view suggests that the gradual increase of inhibitory circuit 
strength over development helps create the critical period by allowing 
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cortical plasticity to occur when inhibition falls within an optimal range 
relative to excitatory circuits (Morales et al., 2002). In line with this 
view, experiments have shown that manipulating cortical inhibition in 
the visual cortex (Hensch, 2005b; Southwell et al., 2010; Kuhlman, 
2013), can directly affect the visual critical period. Based on my results 
and these observations in the visual cortex, I speculate that 
experience-dependent development of inhibition may be responsible 
for driving the layer 2/3 critical period phenomenon. Hence, prevention 
of an increase in PV-mediated inhibition in layer 2/3 might prevent 
either the opening or closure of the receptive field critical period. 
Finally, my discovery of the existence of a critical period for the circuit 
between PV interneurons and layer 2/3 pyramidal neurons opens up 
the possibility that there may be other individual somatosensory circuits 
that are similarly experience-dependent. Studying how different layer 
2/3 circuits change with sensory experience during development will 
help elucidate the mechanisms behind the layer 2/3 receptive field 
critical period.  
 
4.4 Future projections 
Early characterization of critical period phenomena has led to 
many insights that have far-ranging implications for understanding and 
treating learning and developmental disorders (Fox, 2008). However, it 
is still not clear how critical periods occur. Early homosynaptic models 
of long-term potentiation and depression have been shown to be 
inadequate to explain experience-dependent critical period 
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development in the cortex (Hensch, 2005a). Emerging data from recent 
studies have highlighted inhibitory circuit regulation (Hensch and 
Fagiolini, 2005; Jiao et al., 2006; Southwell et al., 2010; Keck et al., 
2011) as an important mechanism which could regulate the critical 
period in the visual cortex.  
I have shown that PV interneurons are an important inhibitory 
circuit exhibiting experience-dependent plasticity in the somatosensory 
cortex. I have also proposed that the PV interneuron critical period 
(Figure 4.1) might be able to explain experience-dependent changes 
seen for the layer 2/3 receptive field critical period (Stern et al., 2001). I 
will further propose that the possible functional role of PV interneurons 
in receptive field plasticity can be tested in vivo, by suppressing the 
activity of PV interneurons expressing halorhodopsin to test if that can 
recapitulate layer 2/3 receptive field critical period plasticity. I have 
already shown the feasibility of expressing ChR2 in PV interneuron 
circuits in the somatosensory cortex using a Cre recombinase 
approach and it will be possible to express halorhodopsin in a similar 
manner as well. Alternatively, a ‘rescue’ experiment can be done by 
photoactivating ChR2-expressing PV interneurons in whisker-deprived 
mice in vivo and testing if the layer 2/3 receptive field is maintained. 
I have also shown that it is possible to do all-optical mapping of 
circuits in the somatosensory cortex (Figure 3.15). This high-content 
mapping approach combines cellular specificity from ChR2 
photostimulation with large-scale VSD imaging of circuit activity. 
However, the signal-to-noise of VSD imaging is still not optimal for 
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direct imaging of small IPSPs in the barrel cortex, where interneurons 
have a diffuse distribution. Hence, the signals from IPSPs after 
stimulation might be masked by strong excitation in circuits. Here, I 
made use of a pharmacological approach to isolate compound IPSPs. 
The compound IPSP is an integration of responses from many cell 
types and because extracellular staining of VSDs makes it difficult to 
discern the cellular origin of the VSD responses, it was important to 
show experience-dependent plasticity of inhibitory circuits with direct 
PV interneuron photostimulation and whole-cell recordings. 
Hence, the development of better optogenetic sensors for circuit 
mapping in the barrel cortex is critical to allow for high-content mapping 
of specific inhibitory circuits. In comparison to mapping with whole-cell 
recordings (Figure 3.18), this will also allow for high-throughput testing 
of many interneurons simultaneously. The recent availability of 
improved genetically-encoded voltage-sensitive proteins such as a 
FRET-based fusion-QuarsAr2 (Zou et al., 2014), ArcLight (Han et al., 
2013; Han et al., 2014) and ASAP1 (St-Pierre et al., 2014) will allow 
high fidelity reporting of membrane activity of many neurons, while 
providing speed and specificity. Genetic targeting ensures that we can 
identify the source of VSD signals reliably, which is necessary for 
measuring synaptic transmission in individual circuit elements when 
doing circuit mapping.  
In addition, the use of a FRET-based protein sensor of 
intracellular chloride, the Clomeleon (Kuner and Augustine, 2000; 
Berglund et al., 2008) or improved SuperClomeleon (Grimley et al., 
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2013), will allow imaging of inhibition in many postsynaptic neurons. 
Thus, it will be possible to photostimulate specific types of ChR2-
expressing interneurons and test how different paradigms of whisker 
deprivation affect inhibition onto layer 2/3 pyramidal neurons. 
Furthermore, the use of optogenetic actuators like ChR2 or 
halorhodopsin (Mancuso et al., 2011) will let me stimulate or block 
synaptic transmission between PV or SOM interneurons and layer 2/3 
pyramidal neurons during established critical periods, and the degree 
of expected critical period circuits changes can be measured. Thus, 
experiments testing both the sufficiency and necessity of these 
inhibitory circuits for the emergence of the layer 2/3 critical periods can 
be made. By coupling ChR2 photostimulation in presynaptic 
interneurons with the measurement of inhibition in many pyramidal 
neurons, it is thus possible to do high-throughput testing of circuit 
changes with different whisker deprivation paradigms. Gaining insights 
into how these circuit mechanisms might affect critical period plasticity 






“Critical periods” are time windows of heightened neuronal 
plasticity, when cortical circuits are particularly susceptible to regulation 
in response to environmental stimuli (Jeanmonod et al., 1981). My 
study has shown that sensory deprivation from birth causes  
long-lasting changes in an inhibitory circuit in the somatosensory 
cortex. Cortical inhibition is decreased with chronic deprivation and this 
change is mediated by PV interneurons, which are sensitive to sensory 
experience and express a critical period that closes around postnatal 
day 10. This form of activity-dependent plasticity might regulate layer 
2/3 pyramidal neuron circuits as well. Indeed, my work suggests that 
interaction between PV interneuron circuits and excitatory circuits could 
give rise to the receptive field critical period. Thus, it will be important to 
elucidate how experience-dependent plasticity occurs in different 
neuronal elements in the cortex and to better understand the role of PV 
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