Introduction
If pi, p2, * * , pn are n given points of Rd, it is a basic problem of computational geometry to determine the set of nearest-neighbor linkages, i.e. to determine for each pi which element of {pl, P2,.., * -i, pi+li-., pn} is nearest to pi. The work done on this problem from the point of view of computational complexity is quite extensive, but the works of Friedman et al. (1975) 3) and (1.4) can be obtained by modification of the results of Henze (1982) , and this modification will not be given here. The main goal is the proof of (1.5) which we give in Section 2.
Before quitting the introduction, it is worth noting that nearest-neighbor statistics have recently been studied from a different point of view in Bickel and Breiman (1983) and Shilling (1983a, b). These authors provide much information about sums of functions of nearest-neighbor link lengths and the application of such sums to the theory of goodness-of-fit tests.
Boundary behavior
We now give the proof of the limit relation 
It is easy to check that we may choose M(n) such that M = M(n)-~ a/Zn where a depends only on d.
We next let Co,, be the event that the ball B(yi, ez,)={x :llx -y, II eZn} contains exactly one of the points of {Xi, X2, -', Xn} and the remainder of the ball B(yi, (1 + E )z,,) contains no further such points.
On setting D. = UM= C,n we see that (1.5) follows at once if we show P(Dn)-> 1. This will be done with help from the Poisson process.
We denote probabilities which are calculated with respect to a homogeneous Poisson process with rate n by a subscript ir, and we calculate 
527
Since Mr --0 and nM2r--> 0, and Wn log(1 -Mrn)-0 in probability we have completed the proof that Rn -1 in probability. This was all we needed to establish the main result expressed in Equation (1.5).
