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Abstract
In longitudinal studies, subjects may be lost to follow-up, or miss some of the
planned visits, leading to incomplete response sequences. When the probability of
non-response, conditional on the available covariates and the observed responses,
still depends on unobserved outcomes, the dropout mechanism is said to be non
ignorable. A common objective is to build a reliable association structure to ac-
count for dependence between the longitudinal and the dropout processes. Starting
from the existing literature, we introduce a random coefficient based dropout model
where the association between outcomes is modeled through discrete latent effects.
These effects are outcome-specific and account for heterogeneity in the univariate
profiles. Dependence between profiles is introduced by using a bi-dimensional repre-
sentation for the corresponding distribution. In this way, we define a flexible latent
class structure which allows to efficiently describe both dependence within the two
margins of interest and dependence between them. By using this representation we
show that, unlike standard (unidimensional) finite mixture models, the non ignor-
able dropout model properly nests its ignorable counterpart. We detail the proposed
modeling approach by analyzing data from a longitudinal study on the dynamics
of cognitive functioning in the elderly. Further, the effects of assumptions about
non ignorability of the dropout process on model parameter estimates are (locally)
investigated using the index of (local) sensitivity to non-ignorability.
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1 Introduction
In longitudinal studies, measurements from the same individuals (units) are repeatedly
taken over time. However, individuals may be lost to follow up or do not show up at some
of the planned measurement occasions, leading to attrition (also referred to as dropout)
and intermittent missingness, respectively. Rubin (1975) provides a well-known taxonomy
for mechanisms that generate incomplete sequences. If the probability of a missing re-
sponse does not depend neither on the observed nor on the missing responses, conditional
on the observed covariates, the data are said to be missing completely at random (MCAR).
Data are missing at random (MAR) if, conditional on the observed data (both covariates
and responses), the missingness does not depend on the non-observed responses. When
the previous assumptions do not hold, that is when, conditional on the observed data,
the mechanism leading to missing data still depends on the unobserved responses, data
are referred to as missing not at random (MNAR). In the context of likelihood inference,
when the parameters in the measurement and in the missingness processes are distinct,
processes leading either to MCAR or MAR data may be ignored; when either the pa-
rameter spaces are not distinct or the missing data process is MNAR, missing data are
non-ignorable (NI). Only when the ignorability property is satisfied, standard (likelihood)
methods can be used to obtain consistent parameter estimates. Otherwise, some form of
joint modeling of the longitudinal measurements and the missigness process is required.
See Little and Rubin (2002) for a comprehensive review of the topic.
For this purpose, in the following, we will focus on the class of Random Coefficient
Based Dropout Models (RCBDMs - Little, 1995). In this framework, separate (condi-
tional) models are built for the two partially observed processes, and the link between
them is due to sharing common or dependent individual- (and possibly outcome-) specific
random coefficients. The model structure is completed by assuming that the random co-
efficients are drawn from a given probability distribution. Obviously, a choice is needed to
define such a distribution and, in the past years, the literature focused both on parametric
and nonparametric specifications. Frequently, the random coefficients are assumed to be
Gaussian (e.g. Verzilli and Carpenter, 2002; Gao, 2004), but this assumption was ques-
tioned by several authors, see e.g. Scharfstein et al. (1999), since the resulting inference
can be sensitive to such assumptions, especially in the case of short longitudinal sequences.
For this reason, Alfo´ and Maruotti (2009) proposed to leave the random coefficient dis-
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tribution unspecified, defining a semi-parametric model where the longitudinal and the
dropout processes are linked through dependent (discrete) random coefficients. Tsonaka
et al. (2009) suggested to follow a similar approach for handling intermittent, potentially
non ignorable, missing data. A similar approach to deal with longitudinal Gaussian data
subject to missingness was proposed by Beunckens et al. (2008), where a finite mixture
of mixed effect regression models for the longitudinal and the dropout processes was dis-
cussed. Further generalizations in the shared parameter model framework were proposed
by Creemers et al. (2011), who discussed an approach based on partially shared individual
(and outcome) specific random coefficients, and by Bartolucci and Farcomeni (2015) who
extended standard latent Markov models to handle potentially informative dropout, via
shared discrete random coefficients.
In the present paper, the association structure between the measurement and the
dropout processes is based on a random coefficient distribution which is left completely
unspecified, and estimated through a discrete distribution, leading to a (bi-dimensional)
finite mixture model. The adopted bi-dimensional structure allows the bivariate distribu-
tion for the random coefficients to reduce to the product of the corresponding marginals
when the dropout mechanism is ignorable. Therefore, a peculiar feature of the proposed
modeling approach, when compared to standard finite mixture models, is that the MNAR
specification properly nests the MAR/MCAR ones, and this allows a straightforward (lo-
cal) sensitivity analysis. We propose to explore the sensitivity of parameter estimates in
the longitudinal model to the assumptions on non-ignorability of the dropout process by
developing an appropriate version of the so-called index of sensitivity to non-ignorability
(ISNI) developed by Troxel et al. (2004) and Ma et al. (2005), considering different per-
turbation scenarios.
The structure of the paper follows. In section 2 we introduce the motivating applica-
tion, the Leiden 85+ study, entailing the dynamics of cognitive functioning in the elderly.
Section 3 discusses general random coefficient based dropout models, while our proposal
is detailed in section4. Sections 5-6 detail the proposed EM algorithm for maximum
likelihood estimation of model parameters and the index of local sensitivity we propose.
Section 7 provides the application of the proposed model to data from the motivating ex-
ample, using either MAR or MNAR assumptions, and the results from sensitivity analysis.
Last section contains concluding remarks.
3
2 Motivating example: Leiden 85+ data
The motivating data come from the Leiden 85+ study, a retrospective study entailing
705 Leiden inhabitants (in the Netherlands), who reached the age of 85 years between
September 1997 and September 1999. The study aimed at identifying demographic and
genetic determinants for the dynamics of cognitive functioning in the elderly. Several
covariates collected at the beginning of the study were considered: gender (female is the
reference category), educational status distinguishing between primary (reference cate-
gory) or higher education, plasma Apolipoprotein E (APOE) genotype. As regards the
educational level, this was determined by the number of years each subject went to school;
primary education corresponds to less than 7 years of schooling. As regards the APOE
genotype, the three largest groups were considered: 2, 3, and 4. This latter allele is
known to be linked to an increased risk for dementia, whereas 2 allele carriers are rel-
atively protected. Only 541 subjects present complete covariate information and will be
considered in the following.
Study participants were visited yearly until the age of 90 at their place of residence and
face-to-face interviews were conducted through a questionnaire whose items are designed
to assess orientation, attention, language skills and the ability to perform simple actions.
The Mini Mental State Examination index, in the following MMSE (Folstein et al., 1975),
is obtained by summing the scores on the items of the questionnaire designed to assess
potential cognitive impairment. The observed values are integers ranging between 0 and
30 (maximum total score).
A number of enrolled subjects dropout prematurely, because of poor health conditions
or death. In Table 1, we report the total number of available measures for each follow-
up visit. Also, we report the number (and the percentage) of participants who leave the
study between the current and the subsequent occasion, distinguishing between those who
dropout and those who die. As it can be seen, less than half of the study participants
presents complete longitudinal sequences (49%) and this is mainly due to death (44%
of the subjects died during the follow-up). With the aim at understanding how the
MMSE score evolves over time, we show in Figure 1 the corresponding overall mean value
across follow-up visits. We also represent the evolution of the mean MMSE stratified
by participation in the study (completer, dropout/death before next occasion). As it
is clear, cognitive functioning levels in individuals who die are much lower than those
corresponding to subjects who dropout for other reasons or participate until the study
end. The same figure is represented by considering the transform log[1 + (30−MMSE)]
which is negatively proportional to the MMSE score but will be further considered as it
avoids well known ceiling and floor effects that are usually faced when dealing with this
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Table 1: Available measures per follow-up visit and number (percentage) of subjects
leaving the study between subsequent occasions due to poor health conditions or death
Follow-up Total Complete (%) Do not (%) Die (%)
age participate
85-86 541 484 (89.46) 9 (1.66) 48 (8.87)
86-87 484 422 (87.19) 3 (0.62) 59 (12.19)
87-88 422 373 (88.39) 2 (0.47) 47 (11.14)
88-89 373 318 (85.25) 6 (1.61) 49 (13.14)
89-90 318 266 (83.65) 15 (4.72) 37 (11.63)
Total 541 266 (0.49) 35 (0.07) 240 (0.44)
kind of indexes.
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Figure 1: Mean MMSE (a) and mean log[1 + (30−MMSE)] (b) over time stratified by
subjects’ participation to the study.
A further empirical evidence which is worth to be observed is that, while the decline
in cognitive functioning (as measured by the MMSE score) through time seems to be (at
least approximately) constant across groups defined by patterns of dropout, the differen-
tial participation in the study leads to a different slope when the overall mean score is
considered. Such a finding highlights a potential dependence between the evolution of the
MMSE score over time and the dropout process, which may bias parameter estimates and
corresponding inference. In the next sections, we will introduce a bi-dimensional finite
mixture model for the analysis of longitudinal data subject to potentially non-ignorable
dropouts.
5
3 Random coefficient-based dropout models
Let Yit represent a set of longitudinal measures recorded on i = 1, . . . , n, subjects at
time occasions t = 1, . . . , T , and let xit = (xit1, . . . , xitp)
′ denote the corresponding
p-dimensional vector of observed covariates. Let us assume that, conditional on a q-
dimensional set of individual-specific random coefficients bi, the observed responses yit
are independent realizations of a random variable with density in the Exponential Family.
The canonical parameter θit that indexes the density is specified according to the following
regression model:
θit = x
′
itβ + m
′
itbi.
The terms bi, i = 1, . . . , n, are used to model the effects of unobserved individual-specific,
time-invariant, heterogeneity common to each lower-level unit (measurement occasion)
within the same i-th upper-level unit (individual). Furthermore, β is a p−dimensional
vector of regression parameters that are assumed to be constant across individuals. The
covariates whose effects (are assumed to) vary across individuals are collected in the
design vector mit = (mit1, . . . ,mitq), which represents a proper/improper subset of xit.
For identifiability purposes, standard assumptions on the random coefficient vector are
E(bi) = 0, Cov(bi) = D, i = 1, . . . , n.
Experience in longitudinal data modeling suggests that a potential major issue when deal-
ing with such a kind of studies is represented by missing data. That is, some individuals
enrolled in the study do not reach its end and, therefore, only partially participate in
the planned sequence of measurement occasions. In this framework, let Ri denote the
missing data indicator vector, with generic element Rit = 1 if the i-th unit drops-out at
any point in the window (t − 1, t), and Rit = 0 otherwise. As we remarked above, we
consider a discrete time structure for the study and the time to dropout; however, the
following arguments may apply, with a limited number of changes, to continuous time
survival process as well. We assume that, once a person drops out, he/she is out forever
(attrition). Therefore, if the designed completion time is denoted by T , we have, for each
participant, Ti ≤ T available measures.
To describe the (potential) dependence between the primary (longitudinal) and the
secondary (dropout) processes, we may introduce an explicit model for the dropout mech-
anism, conditional on a set of dropout specific covariates, say vi, and (a subset of) the
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random coefficients in the longitudinal response model:
h(ri | vi,yi,b∗i ) = h(ri | vi,b∗i ) =
min(T,Ti+1)∏
t=1
h(rit | vi,b∗i ), i = 1, . . . , n. (1)
The distribution is indexed by a canonical parameter defined via the regression model:
φit = v
′
itγ + d
′
itb
∗
i
where b∗i = Cbi, i = 1, . . . , n, and C is a binary q1-dimensional matrix (q1 ≤ q), with
at most a one in each row. These models are usually referred to as shared (random)
coefficient models; see Wu and Carroll (1988), Wu and Bailey (1989) for early develop-
ments in the field. As it may be evinced from equation (1), the assumption of this class
of models is that the longitudinal response and the dropout indicator are independent
conditional on the individual-specific random coefficients. According to this (local inde-
pendence) assumption, the joint density of the observed longitudinal responses and and
the missingness indicator can be specified as
f(yi, ri | Xi,Vi) =
∫
f(yi, ri | Xi,Vi,bi)dG(bi) =
=
∫  Ti∏
t=1
f(yit | xit,bi)
min(T,Ti+1)∏
t=1
h(rit | vit,bi)
 dG(bi),
where G(·) represents the random coefficient distribution, often referred to as the mixing
distribution. Dependence between the measurement and the missigness, if any, is com-
pletely accounted for by the latent effects which are also used to describe unobserved,
individual-specific, heterogeneity in each of the two (univariate) profiles.
As it can be easily noticed, this modeling structure leads to a perfect correlation
between (subsets of) the random coefficients in the two equations, and this may not be
a general enough setting. As an alternative, we may consider equation-specific random
coefficients. In this context, while the random terms describe univariate heterogeneity
and overdispersion, the corresponding joint distribution allows to model the association
between the random coefficients in the two equations and, therefore, between the longi-
tudinal and the missing data process (on the link function scale). Aitkin and Alfo´ (2006)
discussed such an alternative parameterization referring to it as the correlated random
effect model. To avoid any confusion with the estimator proposed by Chamberlain (1984),
we will refer to it as the dependent random coefficient model. When compared to shared
random coefficient models, this approach avoids unit correlation between the random
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terms in the two equations and, therefore, it represents a more flexible approach, albeit
still not general.
Let bi = (bi1,bi2) denote a set of individual- and outcome-specific random coefficients.
Based on the standard local independence assumption, the joint density for the couple
(Yi,Ri) can be factorized as follows:
f(yi, ri | Xi,Vi) =
∫  Ti∏
t=1
f(yit|xit,bi1)
min(T,Ti+1)∏
t=1
h(rit|vit,bi2)
 dG(bi1,bi2). (2)
A different approach to dependent random coefficient models may be defined according to
the general scheme proposed by Creemers et al. (2011), where common, partially shared
and independent (outcome-specific) random coefficients are considered in the measure-
ment and the dropout process. This approach leads to a particular case of dependent
random coefficients where, however, the observed and the missing part of the longitudinal
response do not generally come from the same distribution.
3.1 The random coefficient distribution
When dealing with dependent random coefficient models, a common assumption is that
outcome-specific random coefficients are iid Gaussian variates. According to Wang and
Taylor (2001), Song et al. (2002), Tsiatis and Davidian (2004), Neuhaus and McCulloch
(2011a), Neuhaus and McCulloch (2011b) the choice of the random effect distribution
may not have great impact on parameter estimates, except in extreme cases, e.g. when
the true underlying distribution is discrete. In this perspective, a major role is played by
the individual sequence length: when all subjects have a relatively large number of re-
peated measurements, the effects of misspecifying the random effect distribution on model
parameter estimates becomes minimal; see the discussion in Rizopoulos et al. (2008), who
designed a simulation study to investigate the effects that a misspecification of the ran-
dom coefficient distribution may have on parameter estimates and corresponding standard
errors when a shared parameter model is considered. The authors showed that, as the
number of repeated measurements per individual grows, the effect of misspecifying the
random coefficient distribution vanishes for certain parameter estimates. These results are
motivated by making explicit reference to theoretical results in Carlin and Luois (2000).
In several contexts, however, the follow-up times may be short (e.g. in clinical studies)
and individual sequences include only limited information on the random coefficients. In
these cases, assumptions on such a distribution may play a crucial role. As noticed by
Tsonaka et al. (2009), the choice of an appropriate distribution is generally difficult for,
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at least, three reasons; see also Alfo´ and Maruotti (2009). First, there is often little in-
formation about unobservables in the data, and any assumption is difficult to be justified
by looking at the observed data only. Second, when high dimensional random coefficients
are considered, the use of a parametric multivariate distribution imposing the same shape
on every dimension can be restrictive. Last, a potential dependence of the random co-
efficients on omitted covariates induces heterogeneity that may be hardly captured by
parametric assumptions. In studies where subjects have few measurements, the choice of
the random coefficient distribution may therefore be extremely important.
With the aim at proposing a generally applicable approach, Tsonaka et al. (2009)
considered a semi-parametric approach with shared (random) parameters to analyze con-
tinuous longitudinal responses while adjusting for non monotone missingness. On the
same line, Alfo´ and Maruotti (2009) discussed a model for longitudinal binary responses
subject to dropout, where dependence is described via outcome-specific, dependent, ran-
dom coefficients. According to these finite mixture-based approaches and starting from
equation (2), we may write the observed data log-likelihood function as follows:
`(Ψ,Φ,pi) =
n∑
i=1
log
{
K∑
k=1
f(yi | Xi, ζ1k)h(ri | Vi, ζ2k)pik
}
=
n∑
i=1
log

K∑
k=1
 Ti∏
t=1
f(yit | Xi, ζ1k)
min(T,Ti+1)∏
t=1
h(rit | Vi, ζ2k)pik
 , (3)
where Ψ = (β, ζ11, . . . , ζ1K), Ψ = (γ, ζ21, . . . , ζ2K), with ζ1k and ζ2k denoting the vec-
tors of discrete random coefficients in the longitudinal and in the missingness process,
respectively. Last, pi = (pi1, . . . , piK), with pik = Pr(bi = ζk) = Pr (bi1 = ζ1k,bi2 = ζ2k)
identifies the joint probability of (multivariate) locations ζk = (ζ1k, ζ2k), k = 1, . . . , K.
It is worth noticing that, in the equation above, yi refers to the observed individual se-
quence, say yoi . Under the model assumptions and due to the local independence between
responses coming from the same sample unit, missing data, say ymi , can be directly inte-
grated out from the joint density of all longitudinal responses, say f(yoi ,y
m
i | xi, ζk), and
this leads to the log-likelihood function in equation (3).
The use of finite mixtures has several significant advantages over parametric ap-
proaches. Among others, the EM algorithm for ML estimation is computationally ef-
ficient and the discrete nature of the estimates may help classify subjects into disjoint
components that may be interpreted as clusters of individuals characterized by homoge-
neous values of model parameters. However, as we may notice by looking at expression
in equation (3), the latent variables used to account for individual (outcome-specific) de-
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partures from homogeneity are intrinsically uni-dimensional. That is, while the locations
may differ across profiles, the number of locations (K) and the prior probabilities (pik) are
common to all profiles. This clearly reflects the standard unidimensionality assumption
in latent class models.
4 A bi-dimensional finite mixture approach
Although the modeling approach described above is quite general and flexible, a clear
drawback is related to the non-separability of the association structure between the ran-
dom coefficients in the longitudinal and the missing data profiles. Moreover, even if it can
be easily shown that the likelihood in equation (3) refers to a MNAR model in Rubin’s
taxonomy (Little and Rubin, 2002), it is also quite clear that it does not reduce to the
(corresponding) MAR model, but in very particular cases (e.g. when K = 1 or when
either ζ1k = cost or ζ2k = cost, ∀k = 1, . . . , K). This makes the analysis of sensitivity
to modeling assumptions complex to be exploited and, therefore, makes the application
scope of such a modeling approach somewhat narrow.
Based on the considerations above and with the aim at enhancing model flexibility, we
suggest to follow an approach similar to that proposed by Alfo´ and Rocchetti (2013). That
is, we consider outcome-specific sets of discrete random coefficients for the longitudinal
and the missingness outcome, where each margin is characterized by a (possibly) different
number of components. Components in each margin are successively joined by a full
(bi-dimensional) matrix containing the masses associated to couples (g, l), where the first
index refers to the components in the longitudinal response profile, while the second
denotes the components in the dropout process.
To introduce our proposal, let bi = (bi1,bi2) denote the vector of individual random
coefficients associated to the i-th subject, with i = 1, . . . n. Let us assume the vector
of individual-specific random coefficients b1i influences the longitudinal data process and
follows a discrete distribution defined on K1 distinct support points {ζ11, . . . , ζ1K1} with
masses pig? = Pr(bi1 = ζ1g). Similarly, let us assume the vector of random coefficients b2i
influences the missing data process and follows a discrete distribution with K2 distinct
support points {ζ21, . . . , ζ1K2} with masses pi?l = Pr(bi2 = ζ2l). That is, we assume that
b1i ∼
K1∑
g=1
pig? δ(ζ1g), b2i ∼
K2∑
`=1
pi?` δ(ζ2`),
where δ(a) denotes an indicator function that puts unit mass at a.
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To complete the modeling approach we propose, we introduce a joint distribution
for the random coefficients, associating a mass pig` = Pr(bi1 = ζ1g,bi2 = ζ2`) to each
couple of locations (ζ1g, ζ2`), entailing the longitudinal response and the dropout process,
respectively. Obviously, masses pig? and pi?` in the univariate profiles are obtained by
properly marginalizing pig`:
pig? =
K2∑
`=1
pig`, pi?` =
K1∑
g=1
pig`.
Under the proposed model specification, the likelihood in equation (3) can be written
as follows:
`(Φ,Ψ,pi) =
n∑
i=1
log
{
K1∑
g=1
K2∑
`=1
[
f(yi | xi, ζ1g)h(ri | vi, ζ2l)
]
pig`
}
. (4)
Using this approach, marginals control for heterogeneity in the univariate profiles, while
the matrix of joint probabilities pigl describes the association between the latent effects in
the two sub-models. The proposed specification could be considered as a standard finite
mixture with K = K1×K2 components, where each of the K1 locations in the first profile
pairs with each of the K2 locations in the second profile. However, when compared to a
standard finite mixture model, the proposed specification provides a more flexible (albeit
more complex) representation for the random coefficient distribution. Also, by looking
at equation (4), it is immediately clear that the MNAR model directly reduces to its
M(C)AR counterpart when pig` = pig?pi?`, for g = 1, . . . , K1 and ` = 1, . . . , K2. As we
stressed before, this is not true in the case of equation (3).
Considering a logit transform for the joint masses pig`, we may write
ξg` = log
(
pig`
piK1K2
)
= αg? + α?` + λg`, (5)
where αg? = log (pig?/piK1?) , α?` = log (pi?`/pi?K2) , and λg` provides a measures of the
departure from independence model. That is, if λg` = 0, for all (g, `) ∈ {1, . . . , K1} ×
{1, . . . , K2}, then
log
(
pig`
piK1K2
)
= αg? + α?` = log
(
pig?
piK1?
)
+ log
(
pi?`
pi?K2
)
.
This corresponds to the independence between the random coefficients in the two
equations, and, as a by-product, to the independence between the longitudinal and the
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dropout process. Therefore, the vector λ = (λ11, . . . , λK1K2) can be formally considered
as a sensitivity parameter vector, since when λ = 0 the proposed MNAR model reduces
to the corresponding M(C)AR model.
It is worth noticing that the proposed approach has some connections with the model
discussed by Beunckens et al. (2008), where parametric shared random coefficients for the
longitudinal response and the dropout indicator are joined by means of a (second-level)
finite mixture. In fact, according to Theorem 1 in Dunson and Xing (2009), the elements
of any K1 ×K2 probability matrix Π ∈MK1K2 , can be decomposed as:
pig` =
M∑
h=1
τhpig?|hpi?`|h, (6)
for an appropriate choice of M and under the following constraints:∑
h
τh =
∑
g
pig?|h =
∑
`
pi?`|h =
∑
g
∑
`
pig` = 1.
If we use the above parameterization for the random coefficient distribution, the
association between locations ζ1g and ζ2`, g = 1, . . . , K1 ` = 1, . . . , K2 is modeled via the
masses pig?|h and pi?`|h, that vary according to the upper-level (latent) class h = 1, . . . ,M .
That is, random coefficients b1i and b2i, i = 1, . . . , n are assumed to be independent
conditional on the h-th (upper level) latent class h = 1, . . . ,M . Also, the mean and
covariance matrix in profile-specific random coefficient distribution may vary with second-
level component, while in the approach we propose, the second level structure is just a
particular way to join the two profiles and, therefore, control for dependence between
outcome-specific random coefficients.
5 ML parameter estimation
Let us start by assuming that the data vector is composed by an observable part (yi, ri)
and by unobservables zi = (zi11, . . . , zig`, . . . , ziK1K2). Let us further assume the random
variable zi has a multinomial distribution, with parameters pig` denoting the probability
of the g-th component in the first and the `-th component in the second profile, for
g = 1, . . . , K1 and ` = 1, . . . , K2,. Let Υ = {Φ,Ψ,pi} denote the vector of all (free)
model parameters, where, as before, Φ = (β, ζ11, . . . , ζ1K1) and Ψ = (γ, ζ21, . . . , ζ2K2)
collect the parameters for the longitudinal and the missing data model, respectively, and
pi = (pi11, . . . , piK1K2). Based on the modeling assumptions introduced so far, the complete
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data likelihood function is given by
Lc(Υ) =
n∏
i=1
K1∏
g=1
K2∏
`=1
{f(yi, ri | zig` = 1)pig`}zig`
=
n∏
i=1
K1∏
g=1
K2∏
`=1

 Ti∏
t=1
f(yit | zig` = 1)
min(T,Ti+1)∏
t=1
h(rit | zig` = 1)
 pig`

zig`
.
To derive parameter estimates, we can exploit an extended EM algorithm which, as
usual, alternates two separate steps. In the (r-th iteration of the) E-step, we compute the
posterior expectation of the complete data log-likelihood, conditional on the observed data
(yi, ri) and the current parameter estimates Υˆ
(r−1)
. This translates into the computation
of the posterior probability of component membership wig`, defined as posterior expecta-
tion of the random variable zig`. In the M-step, we maximize the expected complete-data
log-likelihood with respect to model parameters. Clearly, for the finite mixture probabil-
ities pig`, estimation is based upon the constraint
∑K1
g=1
∑K2
`=1 pig` = 1. As a result, the
following score functions are obtained:
Sc(Φ) =
n∑
i=1
∂
∂Φ
K1∑
g=1
K2∑
`=1
w
(r)
ig` [log(fig`) + log(pig`)] =
n∑
i=1
∂
∂Φ
K1∑
g=1
w
(r)
ig? [log(fi1g)] ,
Sc(Ψ) =
n∑
i=1
∂
∂Ψ
K1∑
g=1
K2∑
`=1
w
(r)
ig` [log(fig`) + log(pig`)] =
n∑
i=1
∂
∂Ψ
K2∑
`=1
w
(r)
i?` [log(fi2`)] ,
Sc(pig`) =
n∑
i=1
∂
∂pig`
K1∑
g=1
K2∑
`=1
w
(r)
ig`pig` − κ
(
K1∑
g=1
K2∑
`=1
pig` − 1
)
.
In the equations above, fig` = f(yi, ri | zig`), while w(r)ig?, w(r)i?l , fi1g and fi2` represent the
marginals for the posterior probability wig` and for the joint density fig`, respectively.
As it is typical in finite mixture models, equation (7) can be solved analytically to
give the updates
pˆi
(r)
g` =
∑n
i=1w
(r)
ig`
n
,
while the remaining model parameters may be updated by using standard Newton-type
algorithms. The E- and the M-step of the algorithm are alternated until convergence,
that is, until the (relative) difference between two subsequent likelihood values is smaller
than a given quantity ε > 0. Given that this criterion may indicate lack of progress
rather than true convergence, see eg Karlis (2001), and the log-likelihood may suffer from
multiple local maxima, we usually suggest to start the algorithm from several different
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starting points. In all the following analyses, we used B=50 starting points. Also, as it
is typically done when dealing with finite mixtures, the number of locations K1 and K2
is treated as fixed and known. The algorithm is run for varying (K1, K2) combinations
and the optimal solution is chosen via standard model selection techniques, such as AIC,
(Akaike, 1973) or BIC (Schwarz, 1978).
Standard errors for model parameter estimates are obtained at convergence of the EM
algorithm by the standard sandwich formula (White, 1980; Royall, 1986). This leads to
the following estimate of the covariance matrix of model parameters:
Ĉov(Υˆ) = Io(Υˆ)
−1Ĉov(S)Io(Υˆ)−1,
where Io(Υˆ) denotes the observed information matrix which is computed via the Oakes’
formula (Oakes, 1999). Furthermore, S denotes the score vector evaluated at Υˆ and
Ĉov(S) =
∑n
i=1 Si(Υˆ)S
′
i(Υˆ) denotes the estimate for the covariance matrix of the score
function Cov(S), with Si being the individual contribution to the score vector.
6 Sensitivity analysis: definition of the index
The proposed bi-dimensional finite mixture model allows to account for possible effects
of non-ignorable dropouts on the primary outcome of interest. However, as highlighted
by Molenberghs et al. (2008), for every MNAR model there is a corresponding MAR
counterpart that produces exactly the same fit to observed data. This is due to the
fact that the MNAR model is fitted by using the observed data only and it implicitly
assumes that the distribution of the missing responses is identical to that of the observed
ones. Further, the dependence between the longitudinal response (observed and missing)
and the dropout indicator which is modeled via the proposed model specification is just
one out of several possible choices. Therefore, rather than relying on a single (possibly
misspecified) MNAR model and in order evaluate how maximum likelihood estimates for
the longitudinal model parameters are influenced by the hypotheses about the dropout
mechanism, a sensitivity analysis is always recommended.
In this perspective, most of the available proposals focus on Selection or Pattern
Mixture Model specifications (Little, 1995), while few proposals are available for shared
random coefficient models. A notable exception is the proposal by Creemers et al. (2010).
Here, the authors considered a sensitivity parameter in the model and studied how model
parameter estimates vary when the sensitivity parameter is forced to move away from zero.
Looking at local sensitivity, Troxel et al. (2004) developed an index of local sensitivity
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to non-ignorability (ISNI) via a first order Taylor expansion, with the aim at describing
the ”geometry” of the likelihood surface in a neighborhood of a MAR solution. Such
an index was further extended by Ma et al. (2005), Xie and Heitjan (2004), and Xie
(2008) to deal with the general case of q-dimensional (q > 1) non ignorability parameters
by considering an L2 to summarize the impact of a unit change in its elements. An L1
norm was instead considered by Xie (2012), while Gao et al. (2016) further extended
the ISNI definition by considering a higher order Taylor expansion. In the context of
joint models for longitudinal responses and (continuous) time to event data, Viviani et al.
(2014) proposed a relative index based on the ratio between the ISNI and a measure of
its variability under the MAR assumption.
Due to the peculiarity of the proposed model specification, to specify a index of
sensitivity to non-ignorability we proceed as follows. As before, let λ = (λ11, . . . , λK1K2)
denote the vector of non ignorability parameters and let λ = 0 correspond to a MAR
model. Also, let ξ = (ξ11, . . . , ξK1K2) denote the vector of all logit transforms defined in
equation (5) and let ξ0 correspond to a MAR model. That is, ξ0 has elements
ξgl = αg? + α?`, g = 1, . . . , K1, ` = 1, . . . , K2.
Both vectors λ and ξ may be interchangeably considered as non-ignorability parameters
in the proposed model specification, but to be coherent with the definition of the index, we
will use λ in the following. Last, let us denote by Φˆ(λ) the maximum likelihood estimate
for model parameters in the longitudinal data model, conditional on a given value for the
sensitivity parameters λ.
The index of sensitivity to non-ignorability may be derived as
ISNIΦ =
∂Φˆ(λ)
∂λ
∣∣∣∣∣
Φ(0)
' −
(
∂2`(Φ,Ψ,pi)
∂ΦΦ′
∣∣∣∣
Φ(0)
)−1
∂2`(Φ,Ψ,pi)
∂Φλ
∣∣∣∣
Φ(0)
. (7)
Based on the equation above, it is clear that the ISNI measures the displacement of
model parameter estimates from their MAR counterpart, in the direction of λ, when we
move far from λ = 0. Following similar arguments as those detailed by (Xie, 2008), it
can be shown that the following expression holds:
Φˆ(λ) = Φˆ(0) + ISNIΦλ;
that is, the ISNI may be also interpreted as the linear impact that changes in the elements
of λ have on Φˆ.
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It is worth to highlight that, ISNIΦ denotes a matrix withD rows and (K1−1)(K2−1)
columns representing the effect each element in λ has on the D elements in Φ. That is, the
proposed formulation of the index leads to a matrix rather than a scalar or a vector as in
the original formulations. In this respect, to derive a global measure of local sensitivity for
the parameter estimate Φˆd when moving far from the MAR assumption, for d = 1, . . . , D,
a proper summary of the corresponding row in the ISNI matrix, say ISNIΦd , needs to
be computed.
7 Analysis of the Leiden 85+ data
In this section, the bi-dimensional finite mixture model is applied to the analysis of the
Leiden 85+ study data. We aim at understanding the effects for a number of covariates
on the dynamics of cognitive functioning in the elderly, while controlling for potential bias
in the parameter estimates due to possible non-ignorable dropouts. First, we provide a
description of the available covariates in section 7.1 and describe the sample in terms of
demographic and genetic characteristics of individuals participating in the study. After-
wards, we analyze the joint effect of these factors on the dynamics of the (transformed)
MMSE score. Results are reported in sections 7.2–7.3-. Last in section 7.4, a sensitivity
analysis is performed to give insight on changes in parameters estimates when we move
far from the MAR assumption. Two scenarios are investigated and results reported.
7.1 Preliminary analysis
We start the analysis by summarizing in Table 2 individual features of the sample of
subjects participating in the Leiden 85+ study, both in terms of covariates and MMSE
scores, conditional on the observed pattern of participation. That is, we distinguish
between those individuals who completed the study and those who did not. As highlighted
before, subjects who present incomplete information are likely to leave the study because
of poor health conditions and this questions weather the analysis based on the observed
data only may lead to biased results.
By looking at the overall results, we may observe that the 64.88% of the sample has
a low level of education and females represent the 66.73% of whole sample. As regards
the APOE genotype, the most referenced category is obviously APOE33 (58.96%), far
from APOE34−44 (21.08%) and APOE22−23 (17.74%), while only a very small portion of
the sample (2.22%) is characterized by APOE24. Last, we may notice that more than
half of the study participants (50.83%) leave the study before the scheduled end. This
proportion is relatively higher for participants with low level of education (52.71%), for
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males (58.89%), and for those in the APOE34−44 group (61.40%).
Table 2: Leiden 85+ Study: demographic and genetic characteristics of participants
Variable Total Completed (%) Did not complete (%)
Gender
Male 180 (33.27) 74 (41.11) 106 (58.89)
Female 361 (66.73) 192 (53.19) 169 (46.81)
Education
Primary 351 (64.88) 166 (47.29) 185 (52.71)
Secondary 190 (35.12) 100 (52.63) 90 (47.37)
APO-E
22-23 96 (17.74) 54 (56.25) 42 (43.75)
24 12 (2.22) 6 (50) 6 (50)
33 319 (58.96) 162 (50.78) 157 (49.22)
34-44 114 (21.08) 44 (38.60) 70 (61.40)
Total 541 (100) 266 (49.17) 275 (50.83)
Figure 2 reports the evolution of the mean MMSE over time stratified by the available
covariates. As it is clear, cognitive impairment is higher for males than females, even if the
differences seem to decrease with age, maybe due to a direct age effect or a to differential
dropout by gender (Figure 2a). By looking at Figure 2b, we may also observe that
participants with higher education are less cognitively impaired at the begining of the
study, and this difference remains persistent over the analyzed time window. Rather than
only a direct effect of education, this may suggest differential socio-economic statuses
being associated to differential levels of education. Last, lower MMSE scores are observed
for APOE34−44, that is when allele 4, which is deemed to be a risk factor for dementia,
is present. The irregular pattern for APOE24 may be due to the sample size of this group
(Figure 2c).
7.2 The MAR model
We start by estimating a MAR model, based on the assumption of independence between
the longitudinal and the dropout process. In terms of equation (4), this is obtained by
assuming pig` = pig?pi?`, for g = 1, . . . , K1 and ` = 1, . . . , K2. Alternatively, we can derive
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Figure 2: Leiden 85+ Study: mean of MMSE score stratified by age, and gender(a),
educational level (b), APOE (c)
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it by fixing λ = 0 in equation (5) or M = 1 in eq. (6). To get insight on the effects
of demographic and genetic features on the individual dynamics of the MMSE score, we
focused on the following model specification: Yit | xit, bi1 ∼ N(µit, σ2)Rit | vit, bi2 ∼ Bin(1, φit)
The canonical parameters are defined by the following regression models:
µit = (β0 + bi1) + β1 (Ageit − 85) + β2Genderi + β3Educit +
+ β4APOE22−23 + β5APOE24 + β6APOE34−44,
logit(φit) = (γ0 + bi2) + γ1 (Ageit − 85) + γ2Genderi + γ3Educit +
+ γ4APOE22−23 + γ5APOE24 + γ6APOE34−44.
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Table 3: Leiden 85+ Study: MAR models. Maximun likelihood estimates, standard
errors, log-likelihood, and BIC value
Process Semi-parametric Parametric
Variable Coeff. Std. Err. Coeff. Std. Err.
Intercept 1.686 1.792 0.050
Age 0.090 0.008 0.089 0.005
Gender -0.137 0.042 -0.085 0.066
Educ -0.317 0.068 -0.623 0.065
Y APOE22−23 0.062 0.072 0.056 0.083
APOE24 -0.105 0.062 0.096 0.211
APOE34−44 0.347 0.060 0.369 0.079
σy 0.402 0.398
σb1 0.696 0.684
Intercept -11.475 -3.877 0.520
Age 2.758 0.417 0.526 0.131
Gender 0.559 0.467 0.656 0.218
Educ -2.162 0.772 -0.486 0.212
R APOE22−23 0.476 0.409 -0.246 0.252
APOE24 -0.026 0.939 0.131 0.618
APOE34−44 0.805 0.461 0.565 0.237
σb2 5.393 1.525
logL -2685.32 -2732.84
BIC 5534.26 5572.67
As regards the response variable, the transform Yit = log[1+(30−MMSEit)] was adopted
as it is nearly optimal in a Box-Cox sense.
Both a parametric and a semi-parametric specification of the random coefficient dis-
tribution were considered. In the former case, Gaussian distributed random effects were
inserted into the linear predictors for the longitudinal response and the dropout indica-
tor. In the latter case, for each margin, the algorithm was run for varying number of
locations and the solution corresponding to the lowest BIC index was retained, leading
to the selection of K1 = 5 and K2 = 3 components for the longitudinal and the dropout
process, respectively. Estimated parameters, together with corresponding standard errors
are reported in Table 3.
By looking at the results, few findings are worth to be discussed. First, the estimates
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obtained via either the parametric or the semi-parametric approach are quite similar
when we consider the longitudinal process. That is, log [1 + (30−MMSE)] increases
(and MMSE decreases) with age. A significant gender effect can be observed, with males
being less impaired (on average) than females. Furthermore, a strong protective effect
seems to be linked to socio-economic status in early life as it may be deduced from
the significant and negative effect of higher educational levels. Table 3 also highlights
how APOE34−44 represents a strong risk factor, with a positive estimate on the adopted
response scale and, therefore, a negative effect on the MMSE. Only few differences may be
highlighted when comparing the estimates obtained under the parametric and the semi-
parametric approach for the longitudinal data process. In particular, these differences
are related to the gender effect, which is not significant in the parametric model, and the
effect of higher education, which is much higher under the parametric specification. This
differences may be possibly due to the discrete nature of the random effect distribution
in the semi-parametric case, which may lead to partial aliasing with the time-constant
covariates.
When the dropout process is considered, we may observe that the results are quali-
tatively the same, but the size of parameter estimates is quite different. This could be
due, at least partially, to the different scale of the estimated random coefficient distri-
bution, with σb2 = 5.393 and σb2 = 1.525 in the semi-parametric and in the parametric
model, respectively. As it is clear, in the semi-parametric case, the estimated intercepts
are quite higher than those that can be predicted by a Gaussian distribution and this
leads to inflated effects for the set of observed covariates as well. However, if we look
at the estimated dropout probabilities resulting either from the semi-parametric or the
parametric models, these are very close to each other, but for few extreme cases which
are better recovered by the semi-parametric model.
7.3 The MNAR model
To provide further insight into the effect of demographic and genetic factors on the MMSE
dynamics, while considering the potential non-ignorability of the dropout process, we
fitted both a uni-dimensional and a bi-dimensional finite mixture model. For the former
approach, we run the estimation algorithm for K = 1, . . . , 10 and retained the optimal
solution according to the BIC index. This corresponds to a model withK = 5 components.
Similarly, for the proposed bi-dimensional finite mixture model, we run the algorithm for
K1 = 1, . . . , 10 and K2 = 1, . . . , 5 components and, as before, we retained as optimal
solution that with the lowest BIC. That is, the solution with K1 = 5 and K2 = 3
components for the longitudinal and the dropout process, respectively. This result is
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clearly coherent with that obtained by marginal modeling the longitudinal response and
the dropout indicator. Parameter estimates and the corresponding standard errors for
both model specifications are reported in Table 4.
When looking at the estimated parameters for the longitudinal data process and at
their significance (left panel in the table), we may conclude that estimates are coherent
with those obtained in the MAR analysis. A small departure can be observed for the effect
of age and gender. Males and patients with high education tend to be less cognitively
impaired when compared to the rest of the sample, while subjects carrying 4 alleles, that
is with category APOE34−44, present a steeper increase in the observed response, e.g.
a steeper decline in MMSE values. Focusing the attention on the dropout process, we
may observe that age, gender and APOE33−34 are all positively related with an increased
dropout probability. That is, older men carrying 4 alleles are more likely to leave the
study prematurely than younger females carrying 3 alleles.
By comparing the estimates obtained under the uni- and the bi-dimensional finite
mixture model, it seems that the above results hold besides the chosen model specification.
The only remarkable difference is in the estimated magnitude of the effects for the dropout
process and for the random coefficient distribution. For the bi-dimensional finite mixture
model, we may observe a stronger impact of the covariates on the dropout probability.
However, as for the univariate model described in section 7.2, this result is likely due to
the estimated scale with an intercept value which is much lower under the bi-dimensional
specification than under the uni-dimensional one. Further, under the uni-dimensional
model specification, the Gaussian process for the longitudinal response may have a much
higher impact on the likelihood function when compared to the Bernoulli process for
the dropout indicator. As a result, the estimates for component-specific locations and the
corresponding variability in the dropout equation substantially differ when comparing the
uni-dimensional and the univariate model. In the uni-dimensional model, the estimated
correlation is quite high due to reduced variability of the random coefficients in the dropout
equation, while this is substantially reduced in the bi-dimensional case.
We also report in Table 5 the estimated random intercepts for the longitudinal and
the dropout process, together with the corresponding conditional distribution i.e. pi`|g =
Pr(bi2 = ζ2l | bi1 = ζ1g =. When focusing on the estimated locations in the longitudinal
data process, that is ζ1g, we may observe higher cognitively impairment when moving from
the first to the latter mixture component. On the other hand, for the dropout process,
estimated locations, ζ2`, suggest that higher components correspond to a higher chance
to dropout from the study. When looking at the estimated conditional probabilities, we
may observe a link between lower (higher) values of ζ1g and lower (higher) values of ζ2`.
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Table 4: Leiden 85+ Study: MNAR models. Maximun likelihood estimates, standard
errors, log-likelihood, and BIC value
Process Semipar. “Uni-dim.” Semipar.“Bi-dim.”
Variable Coeff. Std. Err. Coeff. Std. Err.
Intercept 1.682 1.687
Age 0.094 0.007 0.094 0.007
Gender -0.129 0.048 -0.135 0.039
Y Educ -0.31 0.051 -0.317 0.050
APOE22−23 0.091 0.061 0.086 0.058
APOE24 -0.098 0.055 -0.099 0.056
APOE34−44 0.345 0.050 0.344 0.051
σy 0.402 0.402
σb1 0.701 0.699
Intercept -3.361 -10.767
Age 0.367 0.037 2.406 0.384
Gender 0.504 0.147 1.061 0.850
R Educ -0.200 0.151 -1.646 0.530
APOE22−23 -0.090 0.199 0.481 1.090
APOE24 -0.148 0.508 -0.334 0.647
APOE34−44 0.541 0.174 1.365 0.745
σb2 0.577 4.891
σb1,b2 0.349 0.985
ρb1,b2 0.863 0.288
logL -2686.902 -2660.391
BIC 5537.433 5534.758
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That is, participants with better cognitive functioning (i.e. with lower response values)
are usually characterized by a lower probability of dropping out from the study. On the
contrary, cognitively impaired participants (i.e. with higher response values) present a
higher chance to dropout prematurely from the study, even if there is still some overlapping
between the second and the third component in the dropout profile.
Table 5: Maximun likelihood estimates and conditional distribution for the random pa-
rameters
ζ2`
ζ1g -15.053 -8.701 -3.378
0.519 0.865 0.090 0.045 1
1.065 0.585 0.170 0.245 1
1.681 0.573 0.227 0.199 1
2.297 0.467 0.289 0.244 1
2.905 0.144 0.364 0.492 1
Tot. 0.528 0.229 0.243 1
Looking at the parameter estimates obtained through the MNAR model approach,
we may observe a certain degree of correlation between the random effects in the two
equations. This suggests the presence of a potential non-ignorable dropout process af-
fecting the longitudinal outcome. However, such an influence cannot be formally tested,
as we may fit the proposed model to the observed data only and derive estimates on the
basis of strong assumptions on the behavior of missing responses. Therefore, it could
be of interest to verify how assumptions on the missing data mechanism can influence
parameter estimates.
7.4 Sensitivity analysis: results
To investigate the robustness of inference with respect to the assumptions on the missing
data mechanism, we computed the matrix ISNIΦ according to formulas provided in
equation (7). For each model parameter estimates Φˆd, we derived a global measure of
its sensitivity to the MAR assumption by computing the norm, the minimum and the
maximum of |ISNIΦˆd | and its ratio to the corresponding standard error estimates from
the MAR model.
By looking at the results reported in Table 6, we may observed that, as far as fixed
model parameters are concerned, the global indexes we computed to investigate how they
vary when moving far from the MAR assumption are all quite close to zero. The only
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Table 6: MAR model estimates: ISNI norm, minimum and maximum (in absolute values),
and ratio to the corresponding standard error.
se ISNI norm(ISNI)/se |ISNI| min|ISNI|/se ISNI max|ISNI|/se
Variable (norm) (min) (max)
ζ11 0.117 0.0414 0.354 0.0014 0.012 0.0204 0.174
ζ12 0.074 0.0580 0.784 0.0016 0.022 0.0303 0.409
ζ13 0.074 0.044 0.595 0.0002 0.003 0.0255 0.345
ζ14 0.083 0.1044 1.258 0.0005 0.006 0.0527 0.635
ζ15 0.071 0.0088 0.124 0.0009 0.013 0.0045 0.063
Age 0.008 0.0089 1.113 0.0001 0.013 0.0054 0.675
Gender 0.042 0.0058 0.138 0.0003 0.007 0.0028 0.067
Educ 0.068 0.0075 0.110 0.0001 0.001 0.004 0.059
APOE22−23 0.072 0.0111 0.154 0.0001 0.001 0.0074 0.103
APOE24 0.062 0.0123 0.198 0.0005 0.008 0.0051 0.082
APOE34−44 0.06 0.012 0.200 0.0009 0.015 0.0061 0.102
σy 0.194 0.1123 0.579 0.0001 0.001 0.0824 0.425
remarkable exception is for the age variable. In this case, the ISNI seems to take slightly
higher values and this is particularly evident when focusing on the standardized statis-
tics. Higher ISNI values may be also observed when looking at the random intercepts.
However, this represents an expected results being this parameters connected (even if
indirectly) to the missingness process.
To further study the potential impact that assumptions on the missing data generating
mechanism may have on the parameters of interest, we may analyze how changes in λ
parameters affect the vector Φˆ. In this respect, we considered the following two scenarios.
Scenario 1 We simulated B = 1000 values for each element in λ from a uniform distribution,
λg`(b) ∼ U(−3, 3) for g = 1, . . . , K1 − 1 and ` = 1, . . . , K2 − 1. Then, based on the
simulated values, we computed
Φˆ(b) = Φˆ(0) + ISNIΦ × λ(b).
Scenario 2 We simulated B = 1000 values for a scale constant c from a uniform distribution,
c(b) ∼ U(−3, 3). Then, based on the simulated values, we computed
ξg`(b) = ξ(0) + c(b)λˆg`, g = 1, . . . , K1 − 1, ` = 1, . . . , K2 − 1,
where λˆg` denotes the maximum likelihood estimate of λg` under the MNAR model.
This scenario allows us to consider perturbations in the component specific masses,
while preserving the overall dependence structure we estimated through the pro-
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posed MNAR model. That is, this allows us to link changes in the longitudinal
model parameters with increasing (respectively decreasing) correlation between the
random coefficients in the two profiles of interest. The corresponding (approxi-
mated) parameter estimates are computed as
Φˆ(b) = Φˆ(0) + ISNIΦλ(b),
where λ(b) = c(b)λˆ.
The first scenario is designed to study the general sensitivity of parameter estimates.
That is, we aim at analyzing how model parameter estimates vary when random changes
in λ (in any direction) are observed. The second scenario starts from the estimated
pattern of dependence between the random intercepts in the longitudinal and the missing
data models and try to get insight on the changes in parameter estimates that could
be registered in the case the correlation increases (in absolute value) with respect to the
estimated one. In Figures 3 and 4 we report parameter estimates derived under Scenario 1
and Scenario 2, respectively. The red line and the grey bands in each graph correspond to
the point and the 95% interval estimates of model parameters under the MAR assumption.
When focusing Figure 3 (Scenario 1), it can be easily observed that only the parameter
associated to the age variable is slightly sensitive to changes in the assumptions about the
ignorability of the dropout process. All the other estimates remain quite constant and,
overall, within the corresponding 95% MAR confidence interval. No particular patterns
of dependence/correlation between the random coefficients can be linked to points outside
the interval for the estimated effect of age. Rather, we observed that strong local changes
in the random coefficient probability matrix may cause positive (respectively negative)
changes in the age effect. In particular, changes in the upper left or intermediate right
components, that is components with low values of both random coefficients (first case)
or with high values for ζ2` and intermediate values for ζig, respectively. Overall, the
relative frequency of points within the corresponding MAR confidence interval is equal
to 0.737, which suggests a certain sensitivity to assumptions regarding ignorability of the
dropout process, even though estimates always remain within a reasonable set.
When focusing on Figure 4 (Scenario 2), we may observe that changes in the parameter
estimates are more clearly linked to correlation between the random effects in the two
profiles. As for the former scenario, a slight sensitivity to departures from the MAR
assumption is observed for the age variable only. In this case, the relative frequency of
points within the corresponding MAR confidence interval for the age effect is equal to
0.851, which suggests a lower sensitivity to assumptions on the ignorability of the dropout
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Figure 3: Leiden 85+ Study: Sensitivity analysis according to Scenario 1
0 200 400 600 800 1000
0.
06
0.
09
0.
12
Age
Iteration
β^
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°°
°°
°
0 200 400 600 800 1000
−
0.
25
−
0.
15
−
0.
05
Gender
Iteration
β^ °
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°°
°°
°
°°
°
°°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°°
°°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°°
°
°°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°°
°
°
°
°
°°
°°
°
°°
°
°
°
°
°
°
°
°°
°
°°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°°°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
0 200 400 600 800 1000
−
0.
5
−
0.
3
Education
Iteration
β^
°°
°
°
°
°
°
°°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°°°°
°
°°
°
°
°°
°°
°°
°°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°°
°°
°
°
°°
°°
°°
°
°
°°°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°°
°
°
°
°
°°
°
°
°
°
°
°°
°
°°°°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°°
°
°
°°
°
°°
°°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°°°
°
°°
°
°
°
°
°
°
°
°°
°°
°°
°°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°°
°
°°°
°
°
°
°
°°°
°°
°°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°°
°
°
°°
°
°
°°
°°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°°°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°°
°
°
°°°
°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°°
°
°°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°°°°
°°
°
°
°
°
°
°
°
°
°°°°
°
°
°
°
°
°
°°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
0 200 400 600 800 1000
−
0.
1
0.
1
0.
2
APOE(22−23)
Iteration
β^
°
°°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°°
°°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°°
°°
°°
°
°
°
°°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°°°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
0 200 400 600 800 1000
−
0.
25
−
0.
10
0.
05
APOE(24)
Iteration
β^ °
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°°
°
°°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
0 200 400 600 800 1000
0.
20
0.
30
0.
40
0.
50
APOE(34−44)
Iteration
β^ °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°°
°
°
°
°°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°°
°°
°°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°°
°
°
°
°
°
°
°°°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°°
°°
°
°
°°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°°
°°
°
°
°°
°°
°
°
°
°
°
°°
°°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
26
Figure 4: Leiden 85+ Study: Sensitivity analysis according to Scenario 1
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process, when compared to the one observed under Scenario 1. In this case, high positive
correlation between the random coefficients leads to MAR estimates that are lower than
the corresponding MNAR counterparts. On the other hand, high negative correlation
leads to MAR estimates that tend to be higher than the MNAR counterparts.
The proposed approach for sensitivity analysis could be seen as a particular version
of local influence diagnostics developed in the context of regression models to check for
influential observations by perturbations in individual-specific weights; see eg Jansen et al.
(2003) and Rakhmawati et al. (2016, 2017) for more recent developments. Here, rather
than perturbing individual observations, we perturb weights associated to the group of
subjects allocated to a given component. Obviously, a global influence approach could be
adopted as well, for example by looking at the mean score approach detailed in White
et al. (2017).
8 Conclusions
We defined a random coefficient based dropout model where the association between the
longitudinal and the dropout process is modeled through discrete, outcome-specific, latent
effects. A bi-dimensional representation for the random coefficient distribution was used
and a (possibly) different number of locations in each margin is allowed. A full probability
matrix connecting the locations in a margin to those in the other one was considered. The
main advantage of this flexible representation for the random coefficient distribution is
that the resulting MNAR model properly nests a model where the dropout mechanism
is non ignorable. This allows us to consider a (local) sensitivity analysis, based on the
ISNI index, to check changes in model parameter estimates as we move far from the
MAR assumption. The data application showed good robustness of all model parameter
estimates. A slight sensitivity to assumptions on the missing data generating mechanism
was only observe for the age effect which, however, is always restricted to a reasonable
set.
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