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As a biometric recognition technology, face recognition is a very hot topic in
computer science. In generalized, face recognition contains fingerprint recogni-
tion, palmprint recognition, voice recognition, word recognition etc. And there
are many methods for face recognition, such as: neural network, support vector
machine, principal component analysis, linear discriminant analysis. In mod-
ern society, face recognition has been applied in many fields: police criminal
investigation, access control system, monitoring system, network, identification
and information security.
This thesis is focused on principal component analysis and linear discrim-
inant analysis, and the main work of this thesis as follows:
For principal component analysis, in the second chapter, we introduce a
novel method, extended Lanczos algorithm. In the past, singular value decom-
position or eigenvalue decomposition are applied to get the principal compo-
nents. As we all know, both of them need cubic operations; so, both of them
are cost, in particular, when the size of matrix is large. To solve this problem,
in [19], Lanczos algorithm was applied in principal component analysis. If
we need many principal components, compared with singular value decompo-
sition or eigenvalue decomposition, Lanczos algorithm can get a comparable
recognition rate; if we only need a few principal components, it doesn’t work.
In this thesis, we propose a novel method, extend Lanczos method, which is
as cheap as Lanczos algorithm; but get much higher recognition rate than
Lanczos method. Compared with classical component analysis, this method
can get a comparable recognition rate and run much faster. From numerical














In the third chapter, we propose a new linear discriminant analysis method,
which is based on Lan/SVD. Because of the small sample size problem in classi-
cal linear discriminant analysis, to solve this problem, many science researchers
have done much work on it. In this thesis, we review four popular extensions
of classical discriminant analysis, including pseudoinverse LDA, Regularized
LDA, PCA+LDA and LDA/GSVD. The difference of these four extensions can
be briefly described as follows: Pseudoinverse LDA applies pseudoinverse to
deal with the singularity of matrices, ,Regularized LDA adds a scaled identity
matrix to the scatter matrix so that the perturbed scatter matrix is positive
definite and, hence, nonsingular; PCA+LDA applies an intermediate dimen-
sion reduction stage using PCA on the original data to obtain a more compact
representation so that the singularity of the scatter matrix is decreased; and
LDA/GSVD applies Generalized Singular Value Decomposition to deal with
the inversion of the scatter matrix. From our theory analysis, we know that
Lan/SVD LDA is equally to a special Pseudoinverse LDA, we also show that
pseudoinverse LDA and PCA+LDA are approximations of LDA/GSVD. At
last, in numerical experiments, we compared our method with PCA and other
LDA methods, and our method can get satisfy results.
From chapter 2 and chapter 3, we know that linear discriminant analysis
can get higher recognition rate than principal component analysis, while prin-
cipal component analysis have better reconstructed capability for images. So,
in the chapter 4, we propose a novel principal component analysis method,
which is based on linear discriminant analysis space. Compared with principal
component analysis, it can get higher recognition rates and comparable recon-
structed capability for images. Compared with linear discriminant analysis, it














in particular, when the class no is small.
Key words: Face Recognition; Principal Component Analysis; Linear Dis-
criminant Analysis; Singular Value Decomposition; Eigenvalue Decomposition;
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