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1. Einleitung
Exzitonen in a¨ußeren Feldern sind ein wertvolles Modellsystem, um theoretische Vor-
hersagen u¨ber eine Vielzahl verschiedener Effekte experimentell zuga¨nglich zu machen
und zu u¨berpru¨fen. Wichtig ist hier in erster Linie der Einfluss der Bandstruktur, durch
welchen sich wichtige Korrekturen im Vergleich zum wasserstoffartigen Modell ergeben.
Sie bildet unter anderem die reduzierte Symmetrie im Kristallgitter ab. Andererseits
gibt es im Festko¨rper neben den Exzitonen auch andere Quasiteilchen deren Effekte zu
beachten sind. In dieser Arbeit soll es dabei um die Exziton-Phonon-Wechselwirkung
und ihren Einfluss auf das Eigenwertspektrum der Exzitonen gehen.
1.1. Motivation und Einfu¨hrung in das Thema
Im Jahr 2014 konnten Kazimierczuk et al. [1] in Kupferoxydul Rydberg-Exzitonen bis
zu einer Hauptquantenzahl von N = 25 beobachten. Dies ero¨ffnete eine Vielzahl neu-
er Mo¨glichkeiten hochangeregte Exzitonzusta¨nde und deren Verhalten in Analogie zu
Rydberg-Atomen außerhalb des Festko¨rpers zu untersuchen. Ein interessanter Aspekt
ist hierbei insbesondere die theoretische Beschreibung unter Einfluss a¨ußerer Felder [2–
6]. Aßmann et al. [7] konnten 2016 fu¨r die Na¨chste-Nachbar-Verteilung der Energienive-
aus von Exzitonen der gelben Serie in Kupferoxydul im Magnetfeld das Verhalten eines
Gaußschen Unita¨ren Ensembles (GUE) experimentell nachweisen. Es handelt sich um
einen Effekt, der aus der Theorie der Zufallsmatrizen bekannt ist, einem Teilgebiet der
Theorie des Quantenchaos. Er deutet auf einen Bruch aller antiunita¨ren Symmetrien im
Exzitonsystem hin.
In der klassischen Mechanik a¨ußert sich Chaos in der sensitiven Abha¨ngigkeit des Verhal-
tens von den Anfangsbedingungen. Bei einem chaotischen System trennen sich anfa¨nglich
benachbarte Trajektorien exponentiell. In der Quantenmechanik hingegen gibt es auf-
grund der Heisenbergschen Unscha¨rferelation keinen klaren Bahnbegriff. Es stellt sich
die Frage, wie Chaos quantenmechanisch zu verstehen ist [8–10]. Die Theorie der Zu-
fallsmatrizen stellt einen Ansatz hierzu dar. Zur quantenmechanischen Verallgmeinerung
der Chaostheorie betrachtet man das Energiespektrum eines Systems. Die Wignersche
Vermutung besagt, dass abha¨ngig davon, ob das dazugeho¨rige klassische System regu-
la¨r oder chaotisch ist, die Verteilung der Na¨chste-Nachbar-Absta¨nde derjenigen eines
bestimmten Ensembles von Zufallsmatrizen entspricht. Wichtig fu¨r die Unterscheidung
sind hierbei die im System vorhandenen Symmetrien. Klassisch integrable Systeme zei-
gen eine Poissonverteilung, chaotische Systeme verhalten sich hingegen wie ein Gaußsches
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Orthogonales Ensemble (GOE) oder ein Gaußsches Unita¨res Ensemble (GUE), je nach
dem, ob im System antiunita¨re Symmetrien vorhanden sind oder nicht.
Um die Beobachtung von Aßmann et al. [7] zu erkla¨ren, reicht die Betrachtung des Ma-
gnetfeldes nicht aus, vielmehr ist die kubische Symmetrie des Kristalls ausschlaggebend.
Die Kombination aus Magnetfeld und kubischer Gittersymmetrie reicht zur Erkla¨rung
der GUE-Statistik aus, falls das Magnetfeld nicht in einer Symmetrieebene des Kristalls
liegt [11]. Doch auch ohne diese Einschra¨nkung zeigt sich im Experiment GUE-Verhalten
[7, 12]. Die bereits vorhandene Beschreibung ist also unvollsta¨ndig und muss erga¨nzt wer-
den. Gesucht ist ein Effekt, der eine zusa¨tzliche Symmetriebrechung hervorrufen kann.
Vor diesem Hintergrund wollen wir in dieser Masterarbeit untersuchen, welche Effekte
die Exziton-Phonon-Wechselwirkung auf die Levelstatistik von Exzitonen in Kupfer-
oxydul hat. Die allgemeine Theorie dazu wurde in den 1950er Jahren von Toyozawa
aufgestellt [13, 14]. Er konnte zeigen, dass sich fu¨r das Absorptionsspektrum verscho-
bene, asymmetrische Lorentzpeaks ergeben und quantitative Formeln zur Berechnung
derer Verschiebungen und Linienverbreiterungen aufstellen. In einem etwas anderen An-
satz soll in dieser Arbeit der Versuch unternommen werden, den Einfluss der Phononen
u¨ber das Aufstellen einer Mastergleichung zu beschreiben. Die Idee ist, die Phononen als
Wa¨rmebad zu behandeln, mit welchem die Exzitonen im Kontakt stehen. Das Exziton
ist dann ein offenes Quantensystem, zu dessen Beschreibung Mastergleichungen geeignet
sind [15–18]. Wir wollen durch Spurbildung u¨ber die phononischen Freiheitsgrade einen
effektiven Hamiltonoperator fu¨r die Exzitonen gewinnen. Es wird dann untersucht, ob
dieser zur Erkla¨rung des Symmetriebruches geeignet ist.
1.2. Aufbau der Arbeit
In Kapitel 2 sollen zuna¨chst die fu¨r diese Arbeit wichtigen Grundlagen der Festko¨r-
pertheorie kurz dargestellt werden. Wir behandeln Phononen, Elektronen im Festko¨rper
und Exzitonen. Darauf folgt Kapitel 3, in welchem eine Mastergleichung unter Annahme
der Born-, Markow- und der Drehwellenna¨herung hergeleitet wird. Aus dieser ergibt sich
ein effektiver Hamiltonoperator fu¨r die Exzitonen, welcher durch Phononen hervorgeru-
fene Energieverschiebungen beschreibt. Zum Versta¨ndnis der Mastergleichung wird sie in
Abschnitt 3.5 fu¨r ein einfaches Modellsystem aufgestellt und gelo¨st. In Kapitel 4 sollen
schließlich die gewonnenen Formeln fu¨r die Energiekorrekturen auf den Fall von Exzito-
nen in Kupferoxydul angewandt werden. Es wird sich zeigen, dass bei der numerischen
Auswertung Konvergenzprobleme auftreten. Deshalb werden wir in Kapitel 5 einen etwas
anderen Ansatz zur Beschreibung der Exziton-Phonon-Wechselwirkung finden, der eine
qualitative Erkla¨rung fu¨r das Auftreten der GUE-Statistik im Experiment von Aßmann
et al. [7, 12] liefern kann.
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In diesem Kapitel sollen zuna¨chst die Grundlagen der Festko¨rpertheorie kurz wiederholt
werden. Anschließend folgt eine kurze Darstellung der Theorie der Phononen, Elektronen
im Festko¨rper, sowie Exzitonen.
2.1. Grundlagen
In der Festko¨rpertheorie behandelt man fu¨r gewo¨hnlich periodische Kristallgitter. In drei
Dimensionen etwa beschreibt man die Gitterstruktur durch eine Menge von Punkten
Rn =
3∑
i=1
niai , ni ∈ Z , (2.1)
mit den linear unabha¨ngigen, primitiven Basisvektoren ai [19–21]. Die sogenannten Git-
terkonstanten ergeben sich als die La¨ngen dieser Vektoren ai = |ai|. Das von den drei
Basisvektoren aufgespannte Parallelepiped bezeichnet man als primitive Einheitszelle.
Ha¨ufig verwendet man auch eine andere Konstruktion, um eine Zelle des Festko¨rpers
zu definieren: Man verbindet einen Gitterpunkt mit seinen na¨chsten und u¨berna¨chsten
Nachbarn. An den Mittelpunkt der Verbindungslinien platziert man die zu den Ver-
bindungsstrecken senkrechten Ebenen. Das kleinste von diesen Ebenen eingeschlossene
Volumen ist die sogenannte Wigner-Seitz-Zelle [19–21]. Fu¨r ein gegebenes Gitter defi-
niert man die reziproken Gittervektoren [19, 21]
bi =
2pi
Vuc
3∑
j,k=1
ijk
(
aj × ak
)
(2.2)
mit dem Volumen einer primitven Einheitszelle Vuc = a1 · (a2 × a3). Die reziproken Git-
tervektoren stehen senkrecht auf der von zwei Basisvektoren aufgespannten Ebene
ai · bj = 2piδij , i, j ∈ 1,2,3 . (2.3)
Die reziproken Gittervektoren spannen den sogennanten reziproken Raum auf. Dieser ist
also definiert als die Menge aller Vektoren
Gm =
3∑
i=1
mibi , mi ∈ Z . (2.4)
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Die erste Brillouin-Zone ist definiert als die Wigner-Seitz-Zelle im reziproken Raum
[19, 20].
Aufgrund der Periodizita¨t des Gitters lassen sich alle ortsabha¨ngigen Funktionen f(r)
im Kristall in eine Fourierreihe entwickeln:
f(r) =
∑
G
fGe
iG · r (2.5)
mit den reziproken Gittervektoren G und den Koeffizienten
fG =
1
Vuc
∫
Vuc
f(r)e−iG · rd3r . (2.6)
In einem diskreten Gitter gilt im Vergleich zum freien Raum keine kontinuierliche
Translationsinvarianz mehr. Vielmehr ist das Gitter invariant unter Addition von Git-
tervektoren Rn. Nach dem Noethertheorem gilt dann keine Impulserhaltung mehr. Statt-
dessen gilt die Erhaltung des Quasiimpulses h¯k mit dem Wellenvektor k. Der Quasiim-
puls ist nur bis auf einen reziproken Vektor G definiert, d.h. h¯k und h¯k+ h¯G beschreiben
fu¨r alle G den selben Quasiimpuls [19, 21]. Alle physikalischen Eigenschaften ko¨nnen also
in der ersten Brillouin-Zone beschrieben werden. Daher gilt bei Stoßprozessen ebenso∑
i
h¯k0i =
∑
i
h¯k˜i + h¯G , (2.7)
es kann insbesondere zu sogennanten Umklappprozessen kommen, bei welchen der Qua-
siimpuls die erste Brillouin-Zone verla¨sst. Es muss dann zur korrekten Beschreibung ein
Vektor G dergestalt vom Quasiimpuls abgezogen werden, dass er wieder in der ersten
Brillouin-Zone liegt. Ein solcher Prozess la¨sst sich als Bragg-Reflexion am Gitter deuten,
wobei ein Impulsu¨bertrag in Ho¨he eines reziproken Gittervektors auf das Kristallgitter
stattfindet.
2.1.1. Bloch-Theorem
Definieren wir fu¨r jeden Gittervektor Rn den Translationsoperator TRn , so muss aufgrund
der Periodizita¨t des Gitters fu¨r jeden dieser Operatoren und fu¨r den Hamiltonoperator
H [
H,TRn
]
= 0 (2.8)
gelten. Man kann also gemeinsame Eigenfunktionen zum Hamiltonoperator und zu jedem
der TRn wa¨hlen. Sei φ(r) eine solche gemeinsame Eigenfunktion. Dann gilt
TRnφ(r) = λnφ(r) = e
iαnφ(r) , (2.9)
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da φ(r) nur eine globale Phase erhalten kann. Betrachte insbesondere fu¨r Rn die drei
Basisvektoren a1, a2 und a3. Es gilt
TRnφ(r) = T
∑3
i=1 niai
φ(r) =: ei2pi
∑3
i=1 niθiφ(r) . (2.10)
Definiere damit den Vektor k =
∑3
i=1 θibi mit den Basisvektoren des reziproken Raumes
bi. Man kann die θi so wa¨hlen, dass k in der ersten Brillouin-Zone liegt. Man definiert
weiter die Funktion
uk(r) = e
−ik · rφ(r) . (2.11)
Diese weist die selbe Periodizita¨t wie das Kristallgitter auf. Das sieht man wie folgt:
uk(r +Rn) = e
−ik · r−ik ·Rnφ(r +Rn)
= e−ik · re−i
∑3
i=1 nik · aiTRnφ(r)
= e−ik · re−i
∑3
i=1
∑3
j=1 niθjbj · aiei2pi
∑3
i=1 niθiφ(r)
= e−ik · re−i
∑3
i=1
∑3
j=1 niθj2piδijei2pi
∑3
i=1 niθiφ(r)
= e−ik · rφ(r)
= uk(r) . (2.12)
Umgeformt hat man also
φ(r) = eik · ruk(r) . (2.13)
Man erha¨lt das Bloch-Theorem [19, 21]: Im Kristall lassen sich stets Eigenfunktionen
finden, die als Produkt einer ebenen Welle und einer gitterperiodischen Funktion dar-
stellbar sind. Mit Gleichung (2.10) sieht man auch:
TRnφ(r) = e
i2pi
∑3
i=1 niθiφ(r) = ei
∑3
i=1
∑3
j=1 niθj2piδijφ(r)
= ei
∑3
i=1
∑3
j=1 niθjai · bjφ(r)
= eik ·Rnφ(r) , (2.14)
das heißt, φ(r) verha¨lt sich bei einer Translation um einen Gittervektor Rn wie ein
Eigenzustand des Impulsoperators mit Eigenwert h¯k. Man schreibt ha¨ufig
φ(r) −→ φk(r) . (2.15)
Fu¨r jedes k in der ersten Brillouin-Zone findet man so eine Darstellung des Translati-
onsoperators TRn .
9
2. Festko¨rpertheorie
2.1.2. Der Hamiltonoperator des Festko¨rpers
Man setzt fu¨r den Hamiltonoperator folgende Form an [19, 20]:
H = HIon +Hel +Hel−ion +HS . (2.16)
Die auftretenden Terme sind
HIon =
NI∑
i=1
P 2i
2Mi
+
1
2
NI∑
i,j=1
i 6=j
V (Ri −Rj) , (2.17a)
Hel =
Ne∑
i=1
p2
l
2m0
+
1
2
Ne∑
i,j=1
i 6=j
e2
4pi0
1
|ri − rj|
, (2.17b)
Hel−Ion =
NI∑
i=1
Ne∑
k=1
v(rk −Ri) , (2.17c)
sowie ein Teil HS, der spinabha¨ngige Terme, beispielsweise eine Spin-Orbit-Kopplung
beinhaltet. Ne und NI bezeichnen die Anzahl der Elektronen respektive der Atomru¨mp-
fe. V (Ri−Rj) und v(rk−Ri) sind Wechselwirkungspotentiale zwischen den Atomru¨mpfen
beziehungsweise den Elektronen und Atomru¨mpfen.
Eine Einheitszelle kann mehrere Atome beinhalten. Die Positionen dieser Atome ko¨n-
nen als
Rnτ = Rn + τ (2.18)
geschrieben werden [19, 20]. Es seien R0nτ die Gleichgewichtspositionen der Atome. Damit
schreibt man
Rnτ = R
0
nτ + uτ . (2.19)
Man spaltet also die zeitabha¨ngige Verschiebung der Positionen von den Gleichgewichts-
positionen ab. Wir nehmen an, dass diese Verschiebungen sehr klein sind, und fu¨hren
eine Taylorentwicklung der Potentiale durch [19, 20]
V (Rnτ −Rmσ) = V (R0nτ −R0mσ) + δV (Rnτ −Rmσ) , (2.20a)
v(rl −Rnτ ) = v(rl −R0nτ ) + δv(rl −Rnτ ) . (2.20b)
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Eingesetzt hat man dann fu¨r den Hamiltonoperator:
H0 =
∑
nτ
P 2nτ
2Mτ
+
1
2
∑
nτ 6=mσ
δV (Rnτ −Rmσ)
+
Ne∑
i=1
p2
l
2m0
+
Ne∑
i,j=1
i 6=j
e2
4pi0
1
|ri − rj|
+
∑
nτl
v(rl −R0nτ )
+
1
2
∑
nτ 6=mσ
V (R0nτ −R0mσ) +
∑
nτl
δv(rl −Rnτ ) .
(2.21)
2.1.3. Die Born-Oppenheimer-Na¨herung
Wir betrachten den Festko¨rper als die Verbindung zweier Systeme, jenes der Elektronen
und jenes der Atomru¨mpfe, welche u¨ber eine Wechselwirkung gekoppelt sind. Dann muss
im Gleichgewicht auf alle Freiheitsgrade im Mittel die selbe Energie fallen. Es folgt fu¨r
beliebige i, l 〈
P 2i
2Mi
〉
=
〈
p2
l
2m0
〉
. (2.22)
Da die Masse der Atomru¨pfe sehr viel gro¨ßer ist als die der Elektronen, kann gefol-
gert werden, dass ihre Bewegungsgeschwindigkeit dementsprechend geringer ist. Fu¨r die
Born-Oppenheimer-Na¨herung nimmt man aufgrund dieser Beobachtung an, dass die Dy-
namik der Atomru¨mpfe von der Dynamik der Elektronen separiert werden kann [19, 20].
Anschaulich bewegen sich die Elektronen so schnell, dass sie instantan auf jede Vera¨nde-
rung der Atomrumpfkonfiguration reagieren ko¨nnen. Man erha¨lt folgende Schro¨dinger-
gleichungen:
[HIon + Eel,α]Φα =
[∑
nτ
P 2nτ
2Mτ
+ Uα(
{
Rn
}
)
]
Φα = ih¯
∂Φα
∂t
(2.23)
und
[HIon +Hel−Ion]Ψα = Eel,αΨα . (2.24)
Man lo¨st also fu¨r eine feste Ionenkonfiguration die Schro¨dingergleichung (2.24). Die er-
mittelten Energien
Eel,α = Eel,α(
{
Rnτ
}
) (2.25)
ha¨ngen von der Position der Ru¨mpfe ab und sind somit Teil des effektiven Potentials
[19, 20]
Uα(
{
Rnτ
}
) =
NI∑
nτ 6=mσ
V (Rnτ −Rmσ) + Eel,α({Rn}) , (2.26)
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welches auf die Ionen wirkt. Dieses ha¨ngt damit vom Eigenzustand α des elektronischen
Zustandes ab.
2.2. Phononen
2.2.1. Harmonische Na¨herung
Nehmen wir an, dass sich die Elektronen in einem vorgegebenen Energiezustand befin-
den, beispielsweise dem Grundzustand. Dann kann fu¨rs Erste der Index α fallengelassen
werden. Betrachten wir nun die Bewegung der Atomru¨mpfe. Die Zeitabha¨ngigkeit der
Ionenbewegung ist ga¨nzlich in der in Gleichung (2.19) eingefu¨hrten Verschiebung
Rnτ (t) = R
0
nτ + uτ (t) . (2.27)
Sind die Verschiebungen sehr viel kleiner als die Ausdehnung einer Einheitszelle
|uτ (t)| ai , (2.28)
so kann das effektive Potential U(
{
Rnτ
}
) in einer Taylorreihe entwickelt werden:
U(
{
Rnτ
}
) = U(
{
R0nτ
}
) +
1
2
∑
nτ,mσ
∂2U
∂Rnτi∂Rmσj
∣∣∣
{R0nτ}
uτiuσj +O(|uτ |3) . (2.29)
Hierbei sind i und j Indizes fu¨r Vektorkomponenten. Der lineare Term verschwindet,
weil wir um eine Gleichgewichtsposition entwickeln. Man definiert
Φnτimσj =
∂2U
∂Rnτi∂Rmσj
∣∣∣
{R0nτ}
. (2.30)
In dieser Na¨herung spu¨ren die Atomru¨mpfe ein harmonisches Potential, das heißt, sie
verhalten sich, wenn man die klassischen Bewegungsgleichungen verwendet, wie gekop-
pelte harmonische Oszillatoren [19, 20]
Mτ u¨nτi = −
∑
mσj
Φnτimσjumσj (2.31)
mit Federkonstanten Φnτimσj. Die Behandlung der Ionenbewegung durch gekoppelte Os-
zillatoren bildet die Grundlage fu¨r die Beschreibung mittels Phononen.
Im Folgenden werden die Lo¨sungen der Gleichungen (2.31) diskutiert. Es wird ein
komplexer Ansatz verwendet. Aufgrund der Linearita¨t der Gleichungen kann man dar-
aus durch Superposition wieder eine reelle Lo¨sung gewinnen. Zuna¨chst wird die Zeitab-
ha¨ngigkeit wie folgt abgespalten [19, 20]:
unτi =
1√
Mτ
u˜nτie
−iωt . (2.32)
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Analog zum Bloch-Theorem gilt hier, dass die Verschiebung um einen Gittervektor nur
einen Phasenfaktor bewirkt [19, 20]:
u˜n+mτi(q) = e
iqR0nu˜nτi(q) = e
iq(R0n+R
0
m)u˜0τi(q) . (2.33)
Zusa¨tzlich nehmen wir periodische Randbedingungen an. Dann ergeben sich diskrete
Werte fu¨r q:
qi =
2pi
Niai
ni, ni = −Ni
2
, . . . ,
Ni
2
− 1 (2.34)
mit i = 1,2,3. Eingesetzt in Gleichung (2.31) erha¨lt man
−ω2√Mτ u˜nτie−iωt = −∑
mσj
Φnτimσj
1√
Mσ
u˜mσje
−iωt
ω2u˜0τie
iqR0n =
∑
mσj
Φnτimσj
1√
Mτ
√
Mσ
u˜0σje
iqR0m
ω2u˜0τi =
∑
mσ
Φnτimσj
1√
Mτ
√
Mσ
u˜0σje
iq(R0m−R0n) . (2.35)
Hier definiert man
Dτiσj(q) =
1√
Mτ
√
Mσ
∑
mj
Φnτimσje
iq(R0m−R0n)
=
1√
Mτ
√
Mσ
∑
mj
Φn−mτi0σjeiq(R
0
m−R0n)
=
1√
Mτ
√
Mσ
∑
vj
Φvτi0σje
iq(R0v) . (2.36)
Im zweiten Schritt wird die Periodizita¨t des Gitters und somit des Potentials verwendet.
Schließlich hat man
ω2u˜0τ (q) =
∑
σj
Dτiσj(q)u˜0σj(q) . (2.37)
Fu¨r jeden Wert von q ergibt das ein Eigenwertproblem. Lo¨sungen sind 3r Funktionen
us(q), wobei r die Anzahl der Atome in der Kristallbasis bezeichnet. Es gilt Dτσ(q) =
Dτσ(−q), und somit auch ωs(q) = ωs(−q). Diese 3r Zweige sind die Phononen-Zweige.
Es gibt 3 akustische und 3r−3 optische Zweige [19–21]. Man unterscheidet longitudinale
und transversale Moden.
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Es bezeichne esτ (q) die zur Mode s geho¨renden orthonormierten Eigenvektoren, also∑
σj
Dτiσj(q)e
s
σj(q) = ωs(q)
2esτi(q) . (2.38)
Damit ist die Bewegung eines Atomrumpfes wa¨hrend einer Oszillation der Mode s mit
Wellenvektor q durch
usnτ (q, t) =
1√
M τ
f s(q)esτ (q)e
i(qR0n−ωs(q)t) (2.39)
gegeben, mit einem zeitunabha¨ngigen Koeffizienten f s(q). Wir wollen nun reelle Lo¨sun-
gen unτi konstruieren. Man schreibt
Qs(q, t) = f s(q)e−iωs(q)t + f s∗(−q)eiωs(q)t (2.40)
und damit
unτ =
1√
NMτ
∑
qs
Qs(q, t)esτ (q)e
iqR0n . (2.41)
Damit diese Lo¨sungen reell sind, mu¨ssen folgende Bedinungen erfu¨llt sein [19, 20]:
Qs(q, t) = Qs∗(−q, t) , esτj(q) = es∗τj(−q) . (2.42)
Mit Hilfe der Gro¨ßen Qs(q, t) ko¨nnen wir nun die Hamiltonfunktion in eine Summe
harmonischer Oszillatoren u¨berfu¨hren. Anschließend ko¨nnen diese in Abschnitt 2.2.2
quantisiert werden. Man beobachtet zuna¨chst
P nτi = Mτ u˙nτi =
√
Mτ
N
∑
qs
Q˙s(q, t)esτ (q)e
iqR0n . (2.43)
Damit la¨sst sich die Lagrangefunktion aufstellen [19, 20]
L =
1
2
(∑
τi
∑
ss′q
Q˙s(q, t)Q˙s
′∗(q, t)esτj(q)e
s′∗
τj (q)
−
∑
τi
∑
σj
∑
ss′q
Q˙s(q, t)Q˙s
′∗(q, t)esτj(q)
∑
σj
Dτiσj(−q)es′∗σj (q)
)
.
(2.44)
Hier sollen nun die Qs(q, t) die Freiheitsgrade sein. Die konjugierten Impulse sind
P s(q, t) =
∂L
∂Q˙s
= Q˙s(q, t) . (2.45)
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Man erha¨lt die Hamiltonfunktion [19, 20]
H({Qs, P s}) =
∑
sq
[
P s∗(q, t)P s(q, t) + [ωs(q)]2Qs∗(q, t)Qs(q, t)
]
. (2.46)
Mit den hamiltonschen Bewegungsgleichungen folgt
Q¨s(q, t) = −[ωs(q)]2Qs(q, t) . (2.47)
In diesen Koordinaten sind die Bewegungsgleichungen also entkoppelt.
2.2.2. Quantisierung
Um eine quantenmechanische Theorie von Phononen zu gewinnen, werden die Funktio-
nen Qs und P s durch Operatoren ersetzt. Man setzt die kanonischen Vertauschungsre-
lationen an, [
Qs(q), P s
′
(q)
]
= ih¯δss′δqq′ , (2.48a)[
Qs(q), Qs
′
(q)
]
=
[
P s(q), Qs
′
(q)
]
= 0 , (2.48b)
und definiert Erzeugungs- und Vernichtungsoperatoren:
a†s(q) =
1√
2h¯ωs(q)
(ωs(q)Q
s(−q)− iP s(q)) , (2.49)
as(q) =
1√
2h¯ωs(q)
(ωs(q)Q
s(q) + iP s(−q)) . (2.50)
Diese erfu¨llen die bekannten Kommutatorrelationen[
as(q), a
†
s′(q
′)
]
= δss′δqq′ , (2.51a)[
as(q), as′(q
′)
]
=
[
a†s(q), a
†
s′(q
′)
]
= 0 . (2.51b)
Der Hamiltonoperator lautet dann [19–21]
H =
∑
sq
h¯ωs(q)
(
a†s(q)as(q) +
1
2
)
. (2.52)
Die Energieeigenzusta¨nde sind in zweiter Quantisierung durch die Besetzungszusta¨nde
|n1, . . . , nsq, . . . , nN〉 , nsq ∈ N0 (2.53)
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gegeben. Der Grundzustand ist das Vakuum |{0}〉. Die Grundzustandsenergie
E0 =
1
2
∑
sq
h¯ωs (2.54)
ist durch die Unscha¨rferelation bedingt. Die a†s(q) und as(q) erzeugen beziehungsweise
vernichten eine Anregung, die auch als Phonon bezeichnet wird, in der Mode sq:
a†s(q)|n1, . . . , nsq, . . . , nN〉 =
√
nsq + 1|n1, . . . , nsq + 1, . . . , nN〉 , (2.55a)
as(q)|n1, . . . , nsq, . . . , nN〉 = √nsq|n1, . . . , nsq − 1, . . . , nN〉 . (2.55b)
Mit ihnen lassen sich alle Besetzungszusta¨nde aus dem Vakuum erzeugen:
|{nsq}〉 =
∏
sq
1√
ns(q)!
[
a†s(q)
]ns(q) |{0}〉 . (2.56)
Wir sehen, dass sich in der harmonischen Na¨herung die Bewegungsgleichungen der Ionen
im Festko¨rper entkoppeln lassen. Das Ergebnis sind kollektive Anregungen des Gitters.
Neben ihrer Mode s sind sie durch den Vektor q charakterisiert. Phononen verhalten sich
in vielerlei Hinsicht, beispielsweise in Streuprozessen, wie Teilchen, deren Impuls durch
diesen Vektor gegeben ist. Daher nennt man sie Quasiteilchen und q ihren Quasiimpuls.
2.3. Elektronen im Festko¨rper
Wir betrachten den in Abschnitt 2.1.2 hergeleiteten Hamiltonoperator, wobei angenom-
men wird, dass die Atomru¨mpfe an ihren Gleichgewichtspositionen ruhen:
H0 =
Ne∑
i=1
p2
l
2m0
+
Ne∑
i,j=1
i 6=j
e2
4pi0
1
|ri − rj|
+
∑
nτl
v(rl −R0nτ ) +
1
2
∑
nτ 6=mσ
V (R0nτ −R0mσ) . (2.57)
2.3.1. Freies Elektronengas
Zuna¨chst betrachten wir ein stark vereinfachtes Modell. Die Wechselwirkung mit den
Atomru¨mpfen wird zu einer Konstanten gemittelt, welche im Hamiltonoperator nicht
mehr aufgefu¨hrt werden muss. Die Coulombabstoßung der Elektronen wird ebenfalls
vernachla¨ssigt. Man erha¨lt den Hamiltonoperator eines freien Elektronengases
H =
Ne∑
i=1
p2
l
2m0
. (2.58)
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Mit einem Produktansatz lassen sich die Bewegungen aller Elektronen separieren,
ψ({rl}) =
Ne∏
l=1
ψl(rl) . (2.59)
Wir nehmen periodische Randbedinungen mit einem Volumen von V = L1L2L3 an.
Dann sind die Lo¨sungen ebene Wellen
ψl(rl) =
1√
V
eik · rl , (2.60)
mit dem Wellenvektor k und der Eigenenergie
E(k) =
h¯2k2
2m0
. (2.61)
Mit periodischen Randbedinungen sind nur diskrete Werte fu¨r die Komponenten ki mo¨g-
lich,
ki =
2pi
Li
ni , ni ∈ Z . (2.62)
Auf diese Weise erha¨lt man auch diskrete Energieeigenwerte. Bei der Temperatur T = 0
werden diese beim Grundzustand beginnend aufgefu¨llt. Das ho¨chste besetzte Niveau
nennt man das Ferminiveau. Zu diesem geho¨rt die Fermienergie [19, 20]
EF =
h¯2
2m0
(3pi2n)
2
3 , (2.63)
mit der Elektronendichte n. Die Elektronen sind Fermionen und gehorchen bei nicht-
verschwindender Temperatur T und chemischem Potential µ der Fermi-Dirac-Statistik
[19, 20]
f(E, T, µ) =
1
eβ(E−µ) + 1
(2.64)
mit β = 1
kBT
. Die Zustandsdichte ist [19, 20]
D(E) =
V
2pi2
(
2m0
h¯2
) 3
2 √
E . (2.65)
Wir nehmen die Coulomb-Wechselwirkung wieder in den Hamiltonoperator auf. Zusa¨tz-
lich schreiben wir H+ fu¨r die gemittelte Wechselwirkungsenergie mit den Ionen und
erhalten das Jellium- oder Elektronengas-Modell [19, 20]:
H =
Ne∑
i=1
p2
l
2m0
+
1
2
∑
i,j=1
i 6=j
1
4pi0|ri − rj|
+H+ . (2.66)
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Mit den Lo¨sungen des freien Elektronengases ko¨nnen wir diesen Hamiltonoperator in
zweiter Quantisierung darstellen. Seien dazu
c†kσ , ckσ (2.67)
Erzeugungs- und Vernichtungsoperatoren fu¨r Zusta¨nde mit der Wellenfunktion
ψkσ(r, s) =
1√
V
eik · rχσ(s) . (2.68)
χσ(s) beschreibt dabei den Spinzustand des Elektrons. Damit hat man fu¨r den Hamil-
tonoperator [20]
H =
∑
kσ
h¯2k2
2m0
c†kσckσ +
∑
pqkσσ′
k 6=0
vkc
†
p+kσc
†
q−kσ′cpσcqσ′ , (2.69)
wobei
vk =
e2
V 0k
2 (2.70)
die Koeffizienten fu¨r die Coulombwechselwirkung in zweiter Quantisierung sind.
2.3.2. Elektronen im periodischen Potential
Wir verwenden fu¨r die Elektronen nun eine Na¨herung, in welcher die Teilchen getrennt
behandelt werden und die Wechselwirkung mit anderen Elektronen und Ionen u¨ber ein
effektives periodisches Potential beschrieben wird [19]:
H =
Ne∑
l=1
(
p2
l
2m0
+ Veff(rl)
)
. (2.71)
Da Veff periodisch ist, kann das Bloch-Theorem angewandt werden. Die verwendete
Blochfunktion kann auch wie folgt geschrieben werden (vgl. Abschnitt 2.1.1) [19]:
ψk(r) = e
ik · ruk(r) =
∑
G
ck−Gei(k−G) · r . (2.72)
In dieser Form ist ersichtlich, dass die Eigenfunktionen periodisch im reziproken Raum
sind:
ψk+G′(r) =
∑
G
ck−G+G′e
i(k+G′−G) · r =
∑
G˜
ckG˜e
i(k−G˜) · r = ψk(r) . (2.73)
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Man sieht, dass der Wellenvektor k nur bis auf Addition eines reziproken Gittervek-
tors bestimmt ist [19, 21]. Daher genu¨gt es auch spa¨ter, die Dispersionsrelation E(k)
in der ersten Brillouin-Zone aufzutragen. Dazu wird sie mit einem reziproken Gitter-
vektor verschoben. Man erha¨lt fu¨r ein festes k eine unendliche Anzahl von Energien.
Man unterteilt die Energien in Ba¨nder und schreibt En(k) mit dem Bandindex n. Die
bei T = 0K voll besetzten Ba¨nder bezeichnet man als Valenzba¨nder, die daru¨berlie-
genden Ba¨nder als Leitungsba¨nder [21]. Der Grund dafu¨r ha¨ngt mit dem Pauliprinzip
zusammen. In einenem vollen Band ist fu¨r jeden besetzten Zustand mit Wellenvektor k
auch der Zustand mit −k besetzt. Aufgrund des Pauliverbotes kann kein zusa¨tzliches
Elektron unter Einfluss eines a¨ußeren Feldes einen der besetzten Zusta¨nde mit k anneh-
men. Es kann also kein Netto-Stromtransport stattfinden. Nur ein Elektron in einem
Leitungsband, welches keinen Partner hat, der seinen Impuls exakt kompensiert, kann
einen effektiven Ladungstransport vollfu¨hren. Es mu¨ssen also im Allgemeinen fu¨r eine
nichtverschwindende Leitfa¨higkeit Elektronen in einem Leitungsband vorhanden sein.
2.3.3. Fast freie Elektronen
Die Schro¨dingergleichung zum Hamiltonoperator (2.71) lautet(
− h¯
2
2m0
∆ + Veff
)
ψnk(r) = En(k)ψnk(r) . (2.74)
Wir setzten nun die Funktionen (2.72) ein und formen um [19, 20]:∑
G
[(
h¯2
2m0
(k +G)2 − E(k)
)
δGG′ + V (G−G′)
]
ck−G = 0 (2.75)
mit dem fouriertransformierten Potential
V (G−G′) = 1
V
∫
V
Veffe
i(G−G′) · r . (2.76)
Daraus lassen sich die Koeffizienten ck und die Energieeigenwerte bestimmen.
2.3.4. Wannier-Funktionen
Wenn in die Einteilchenfunktionen ψnkσ(r) mit Spinquantenzahl σ bestimmt sind, kann
man fu¨r den Vielteilchengrundzustand
Φ0({rl}) = Aψnk1α(r1)ψnk1β(r2) . . . ψnkN
2
β(rN) (2.77)
ansetzen. Dabei ist A die Antisymmetrisierung. Die Grundzustandsenergie kann dann
durch
E0 = 〈Φ0|H|Φ0〉 (2.78)
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abgescha¨tzt werden. Will man ra¨umlich lokalisierte Zusta¨nde, so verwendet man die
Wannier-Funktionen [19, 20]
anR0n =
1√
N
∑
k
eik ·R0nψnkσ(r) . (2.79)
Auch mit ihnen la¨sst sich der Grundzustand schreiben:
Φ0({rl}) = AaνR0n1α(r1)aνR0n2α(r2) . . . aνR0nN
2
β(rN) . (2.80)
2.3.5. Die Na¨herung der effektiven Masse
Wird ein Elektron aus dem Valenzband in das Leitungsband angeregt, so ist ersteres an-
schließend nicht mehr voll besetzt. Diesen unbesetzten Zustand behandelt man ha¨ufig wie
ein positive geladenes (Quasi-)Teilchen, ein Loch. Sowohl Elektronen- als auch Lochbewe-
gung werden ha¨ufig u¨ber lokalisierte Wannierfunktionen beschrieben. Das Wellenpaket
verha¨lt sich dann unter Einfluss eines a¨ußeren Feldes großer Wellenla¨nge na¨herungsweise
wie ein klassisches Teilchen [22]. Die Gruppengeschwindigkeit vg des Wellenpaketes ist
u¨ber die Dispersionsrelation gegeben:
vg =
1
h¯
∇kE(k) . (2.81)
Unter Einfluss einer a¨ußeren Kraft F gilt
dE(k)
dt
= F · vg . (2.82)
Mit
dE(k)
dt
= ∇kE(k) ·
dk
dt
= h¯vg ·
dk
dt
(2.83)
hat man dann
h¯vg ·
dk
dt
= F · vg , (2.84)
und somit
h¯
dk
dt
= F . (2.85)
Kombiniert man diese Ergebnisse, so sieht man
dvg
dt
=
1
h¯
d
dt
(∇kE(k)) = 1h¯HkE(k)dkdt = 1h¯2 (HkE(k))F , (2.86)
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mit der Hesse-Matrix HkE(k). Die Bewegungsgleichung ist analog zum Newtonschen
Kraftgesetz, falls man (
1
m∗
)
ij
:=
(
1
h¯2
(HkE(k))
)
ij
(2.87)
mit einer inversen Masse identifiziert. Man spricht vom Effektive-Masse-Tensor. Ha¨ufig
sind nur einige wenige Elektronen und Lo¨cher am Minimum des Leitungsbandes bezie-
hungsweise Maximum des Valenzbandes vorhanden. Dort sind die Ba¨nder na¨herungs-
weise parabolisch
Ev(k − k0) ≈ E0v − Ak2 , (2.88a)
Ec(k − k0) ≈ E0c +Bk2 , (2.88b)
und die Hesse-Matrix ist ein Skalar. Unter diesen Annahmen kann der Einfluss der
Ba¨nder auf die Bewegung der Elektronen und Lo¨cher also durch skalare effektive Massen
m∗e und m
∗
h beschrieben werden. Im Allgemeinen jedoch ist die effektive Masse ein k-
abha¨ngiger Tensor.
2.4. Exzitonen
Fu¨r das einfachste Modell eines Exzitons betrachten wir ein volles Valenz- und ein leeres
Leitungsband. Nun wird durch eine a¨ußere Anregung, wie beispielsweise ein Photon, ein
Elektron in das Leitungsband gehoben. Man behandelt nun das fehlende Elektron im
Valenzband wie ein positiv geladenes Loch. Elektron und Loch ziehen sich mit einer
Coulomb-Wechselwirkung an. Die Wechselwirkung mit anderen Elektronen wird durch
eine Dielektrizita¨tskonstante  beru¨cksichtigt. Man erha¨lt fu¨r den Hamiltonoperator [19,
20]:
He−h = Eg +
p2
e
2me
+
p2
h
2mh
+
e2
4pi0|re − rh|
(2.89)
mit der Bandlu¨cke Eg. Es besteht eine formale Analogie zum Wasserstoffproblem.
Die Lo¨sung verla¨uft exalt analog zur Lo¨sung des Coulombpotentials. Man verwendet
Schwerpunkt- und Relativkoordinaten,
r = re − rh , R =
mere +mhrh
me +mh
, (2.90a)
P = p
e
+ p
h
, p =
mepe −mhph
me +mh
, (2.90b)
und fu¨hrt die reduzierte Masse µ und die Gesamtmasse M u¨ber
1
µ
=
1
me
+
1
mh
M = me +mh (2.91)
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ein. Damit hat man
He−h = Eg +
P 2
2M
+
p2
2µ
+
e2
4pi0|r| . (2.92)
Nun la¨sst sich die Schwerpunktbewegung abspalten. Man verwendet den Ansatz
ψνK(r, R) = e
iKRFν(r) , (2.93)
wobei ν ein Index fu¨r Lo¨sungen der Relativbewegung ist. Fu¨r das wasserstoffartige Mo-
dell steht ν also fu¨r das Tupel aus der Hauptquantenzahl n, Drehimpuls- oder Neben-
quantenzahl l und magnetische Quantenzahl m in Analogie zum Coulombproblem. Fu¨r
die Eigenenergien erha¨lt man [19, 21]
EνK = Eg +
h¯2K2
2M
− Rexc
n2
(2.94)
mit der exzitonischen Rydbergenergie
Rexc =
Ryµ
m02
. (2.95)
m0 ist die Elektronenmasse und Ry die Rydbergenergie der Wasserstoffatoms. Auch der
Radius des Exzitons ist eine reskalierte Version des Bohrradiuss. Fu¨r ihn gilt
aexc = aBohr
m
µ
. (2.96)
Typische Zahlenwerte fu¨r beide Gro¨ßen bewegen sich im Bereich von [19, 21]
1meV ≤ Rexc ≤ 200meV , (2.97a)
1nm ≤ aexc / 50nm . (2.97b)
In zweiter Quantisierung werden Exzitonen als Quasiteilchen mit den Erzeugungs- und
Vernichtungsoperatoren
B†νK , BνK (2.98)
beschrieben. Der Index gibt dabei den Schwerpunktsimpuls K und den zur Relativbewe-
gung geho¨renden Zustand ν an. Der Hamiltonoperator in zweiter Quantisierung lautet
[19, 23]
Hexc =
∑
νK
EνK
(
B†νKBνK +
1
2
)
. (2.99)
Es gilt [19, 23] [
B†νK , Bν′K′
]
= δνν′δKK′ +O
(
Nexc
N
)
(2.100)
mit der Anzahl der Exzitonen Nexc und der Anzahl der Gitterpla¨tze N . Falls also nur
wenige Exzitonen vorhanden sind, so verhalten sie sich wie Bosonen.
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2.5. Elektron-Phonon-Wechselwirkung
In Abschnitt 2.6 soll die Wechselwirkung zwischen Exzitonen und Phononen kurz skiz-
ziert werden. Dazu betrachten wir zuna¨chst die Elektron-Phonon-Wechselwirkung. Man
erha¨lt unterschiedliche aber a¨hnliche Ausdru¨cke fu¨r akustische und optische Phono-
nen. Die wichtigsten Varianten sind die Wechselwirkung u¨ber das Deformationspoten-
tial fu¨r akustische Phononen und die Fro¨hlich-Wechselwirkung fu¨r optische Phononen.
Der Wechselwirkungsterm zwischen Elektronen und Atomru¨mpfen war durch Gleichung
(2.17c)
Hel−Ion =
Ne∑
k=1
∑
nτ
v(rk −Rnτ ) (2.101)
gegeben. Wie zuvor nehmen wir an, dass sich die Ionen nahe ihrer Gleichgewichtsposi-
tionen befinden und wir eine Taylorentwicklung vornehmen ko¨nnen. Man erha¨lt
Hel−Ion =
Ne∑
k=1
∑
nτ
v(rk −R0nτ ) +Hel−ph +O(|unτ |2) (2.102)
mit der linearen Elektron-Phonon-Kopplung
Hel−ph = −
∑
knτ
∇v(rk −Rnτ )
∣∣∣
Rnτ=R
0
nτ
·unτ . (2.103)
Mit den Gleichungen (2.41) und (2.50) erha¨lt man fu¨r die Verschiebungen [19, 20]
unτi =
1√
NMτ
∑
qs
√
h¯
2ωs(q)
esτ (q)e
iqR0n
[
a†s(−q) + as(q)
]
. (2.104)
Fu¨r das Wechselwirkungspotential setzt man eine Fouriertransformation an und erha¨lt
fu¨r die Ableitung: ∑
l
∇v(rk −Rnτ )
∣∣∣
Rnτ
=
∑
lκ
iκvκe
iκ · (rl−R0n) . (2.105)
Setzt man die Terme ein, so erha¨lt man fu¨r den Hamiltonoperator in zweiter Quantisie-
rung nach einigen Umformungen folgendes Ergebnis [19, 20]:
H =
∑
nn′k
∑
sq
∑
G
Vsk,q−G
[
a†s(−q) + as(q)
]
c†nkcnk−q+G . (2.106)
Der Ausdruck Vsk,q−G ist durch
Vsk,q−G =
∑
τ
√
h¯N
2Mτωs(q)
Mk,q−K
[
ivq−G(q −G) · esτ (q)
]
e−i(q−G)τ (2.107)
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gegeben. Mk,q−K ist dabei u¨ber
1
V
∫
V
ei(k
′−k+q−G) · ru∗nk(r)un′k′(r)d3r =: Mk,q−Kδk′,k−q+G (2.108)
definiert, wobei unk der gitterperiodische Teil der Blochwellen
ψnk(r) = unke
ik · r (2.109)
ist, welche von c†nk und cnk erzeugt beziehungsweise vernichtet werden. n ist der Band-
index.
Man erkennt, dass der Hamiltonoperator Streuprozesse beschreibt, bei welchen ein
Phonon seinen Quasiimpuls q auf ein Elektron abgibt, und dabei vernichtet wird, oder
aber ein Elektron ein solches Phonon erzeugt, und dabei seinen Impuls verringert. Man
unterscheidet dabei zwei verschiedene Arten von Prozessen: Zum einen gewo¨hnliche
Streuprozesse, bei welchen der Impuls des Elektrons vor und nach der Streuung in der
ersten Brillouin-Zone liegt. Das Verhalten ist analog zu anderen Stoßprozessen:
k − q −→ k .
Zum anderen gibt es auch Umklappprozesse. Bei diesen reicht der Phononenquasiimpuls
aus, um das Elektron aus der ersten Brillouin-Zone zu streuen. Durch Addition eines
passenden reziproken Gittervektors muss es wieder in diese zuru¨ckverschoben werden.
In den meisten Fa¨llen wird der resultierende Impuls dann na¨herungsweise in die entge-
gengesetzte Richtung zum urspru¨nglichen zeigen:
k − q +G −→ k .
2.5.1. Kopplung an akustische Phononen, Deformationspotential
Zuna¨chst betrachten wir den Einfluss akustischer Phononen. Dieser ergibt sich aus der
von ihnen verursachten Verformung des Kristallgitters. Die Wellenla¨nge der Phononen
soll groß gegenu¨ber den Gitterkonstanten sein. Bei akustischen Phononen bewegen sich
die Atome einer Einheitszelle gleichphasig. Daher ko¨nnen dann die Verschiebungen durch
eine kontinuierliche Funktion
unτ −→ u(r) (2.110)
ersetzt werden. Die Wechselwirkung findet u¨ber
HDel−ph =
Ne∑
k=1
H
D(1)
el−ph(rk) (2.111)
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statt, mit [19, 20]
H
D(1)
el−ph(rk) = −D∇u(r)
= −D 1√
NMτ
∑
sq
h¯
2ωs(q)
i[q · esτ (q)]eiq · r
[
a†s(−q) + as(q)
]
. (2.112)
D ist hierbei das Deformationspotential, welches in der Gro¨ßenordnung einiger Elektro-
nenvolt liegt. Aufgrund des Skalarproduktes q · esτ (q) spielen nur longitudinale Moden
eine Rolle. Berechnet man schließlich den Hamiltonoperator in zweiter Quantisierung,
so erha¨lt man schließlich fu¨r die Kopplung u¨ber das Deformationspotential [19, 20]
HDel−ph =
∑
kqG
VLA(q)
[
a†LA(−q) + aLA(q)
]
c†kck−q+G (2.113)
mit
VLA(q) = D
√
h¯
2NMωLA
q . (2.114)
Hierbei ist
M =
∑
τ
Mτ (2.115)
die Gesamtmasse der Atome in einer Einheitszelle. Daher gilt
NM = ρV (2.116)
mit dem Gesamtvolumen V . Nimmt man noch an, dass q sehr viel kleiner ist als die Aus-
dehnung der ersten Brillouin-Zone, so kann fu¨r ωLA(q) mit der Ausbreitungsgeschwin-
digkeit cLA der Phononen die lineare Dispersionsrelation
ωLA(q) = cLAq (2.117)
verwendet werden. Man erha¨lt fu¨r VLA schließlich [19, 20]
VLA(q) = D
√
h¯
2ρV cLA
q
1
2 . (2.118)
2.5.2. Kopplung an optische Phononen, Fro¨hlichwechselwirkung
Liegen in einer Einheitszelle zwei oder mehrere unterschiedlich geladene Atome vor, so
rufen longitudinale optische Phononen eine Polarisierung P (r) im Festko¨rper hervor. Die
Wechselwirkungsenergie Eint mit den umliegenden Elektronen lautet [19, 20]
Eint = −
∫
V
P (r) ·E(r) (2.119)
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mit dem elektrischen Feld
E(r) = −∇
∫
V
ρ(r′)
4pi0b|r − r′|d
3r (2.120)
und der Dielektrizita¨tskonstante bei hohen Frequenzen b [19, 20]. Die Dielektrizita¨ts-
konstante bei niedirgen Frequenzen sei s. Betrachten wir einen Kristall, in dessen Ein-
heitszellen zwei unterschiedlich geladene Teilchen vorhanden sind. Das Dipolmoment M
lautet
M =
∑
n
(η1un1 + η2un2) (2.121)
mit den dynamischen, effektiven Ladungen [19, 20]
η1 = −η2 =: η =
√
µV 0
N
(
1
b
− 1
s
)
bωLO(q) . (2.122)
Fu¨r die Verschiebungen verwendet man
unτ =
1√
NMτ
∑
qs
Qs(q, t)esτ (q)e
iqR0n . (2.123)
Die Ladungsdichte der Elektronen ergibt sich in zweiter Quantisierung zu [19, 20]
ρ(r) = − e
V
∑
q′
eiq
′ · r∑
kG
c†kck . (2.124)
Fu¨r die Wechselwirkungsenergie erha¨lt man damit nach einiger Rechnung [19, 20] den
Fro¨hlich-Hamiltonoperator
HFel−ph =
∑
kqG
VLO(q)
[
a†LA(−q) + aLA(q)
]
c†kck−q+G (2.125)
mit
VLO(q) =
√
e2h¯ωLO
2V 0
(
1
b
− 1
s
)
1
q
. (2.126)
Wie auch bei der Kopplung akustischer Phononen nehmen wir an, dass q klein gegen
die Ausdehung der ersten Brillouin-Zone ist. Fu¨r optische Phononen hat man dann die
Dispersionrelation
ωLO(q) = ωLO , (2.127)
wobei ωLO konstant ist.
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2.6. Exziton-Phonon-Wechselwirkung
Nach der Behandlung der Elektron-Phonon-Kopplung ko¨nnen wir nun zur Wechselwir-
kung zwischen Exzitonen und Phononen u¨bergehen. Zuna¨chst schreiben wir den Wech-
selwirkungsoperator Hel−ph zwischen Elektronen und Phononen etwas um, d.h. in einen
Teil, der auf die Exzitonen wirkt H˜s(q) und einen, der auf die Phononen wirkt Q
s:
Hel−ph =
∑
sq
H˜s(q)Q
s(s) . (2.128)
Damit setzen wir nun einen Ausdruck fu¨r die Exziton-Phonon-Wechselwirkungsenergie
in zweiter Quantisierung an [19, 23]:
Hexc−ph =
∑
sqG
∑
νK
∑
ν′K′
〈ψνK |H˜s(q)|ψν′K′〉Qs(q)B†νKBν′K′ . (2.129)
Fu¨r das auftretende Matrixelement gilt [19, 23]
〈ψνK |H˜s(q)|ψν′K′〉 = δq,K−K′+G
√
2ωs(q)
h¯
Gsq(νK, ν
′K ′) , (2.130)
mit einem noch zu bestimmenden Kopplungselement Gsq(νK, ν
′K ′). Fu¨r die Kopplung
u¨ber das Deformationspotential und die Fro¨hlichwechselwirkung erha¨lt man fu¨r große
Ausdehnungen des Exzitons gegen die Gitterkonstanten [19, 23]
Gsq(νK, ν
′K ′) = δs,LA
(√
h¯
2ρV ωLA(q)
q[Dccqe(K −K ′, νν ′)−Dvvqh(K −K ′, νν ′)]
)
+δs,LO
(√
e2h¯ωLO(q)
2V 0
(
1
b
− 1
s
)
q[qe(K −K ′, νν ′)− qh(K −K ′, νν ′)]
)
(2.131)
mit den effektiven Ladungen
qe(q, νKν
′K ′) = 〈Kν|eimhM q · r|K ′ν ′〉 , (2.132a)
qh(q, νKν
′K ′) = 〈Kν|e−imeM q · r|K ′ν ′〉 . (2.132b)
2.6.1. Einfluss der Exziton-Phonon-Wechselwirkung auf die
Absoptionslinien von Exzitonen
Im Folgenden sollen die Ergebnisse der in den 1950er und 60er Jahren von Toyozawa
entwickelten Theorie zum Einfluss der Phononen auf Exzitonenspektren kurz vorgestellt
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werden. Die folgenden Formeln wurden mit der Da¨mpfungstheorie von van Hove her-
geleitet [13, 14]. Sie sind gu¨ltig unter der Annahme, dass die Linienverschiebungen und
-verbreiterungen klein sind gegen die Energieabsta¨nde der Exzitonspektrallinien.
Sei der Hamiltonoperator der Exziton-Phonon-Wechselwirkung durch Gleichung (2.129)
gegeben. Wir schreiben kompakter
Hexc−ph = i
∑
sqG
∑
νK
∑
ν′K′
λs(q, νν
′)[as(q)− a†s(−q)]B†νKBν′K′ (2.133)
mit den Matrixelementen λs(q, νν
′). ν und ν ′ bezeichnen hierbei wieder die Zusta¨nde
der Relativbewegung der Exzitonen, s = LA,LO bezeichnet die Phonon-Mode, die hier
entweder longitudinal akustisch oder longitudinal optisch ist. Fu¨r das Spektrum erha¨lt
man eine Reihe asymmetrischer Lorentz-Peaks [13, 14]. Der Absorptionskoeffzient α in
Abha¨ngigkeit von der Frequenz des einfallenden Lichtes ω lautet:
α(ω) =
∑
ν
α0
ω
F˜ν(ω)
h¯Γ˜ν0(ω) + 2A˜ν(ω)[h¯ω − E˜ν0(ω)]
[h¯ω − E˜ν0(ω)]2 + [h¯Γ˜ν0(ω)]2
. (2.134)
Hierbei ist
E˜ν0(ω) = Eν0 + ∆˜ν0(ω) = Eν0 + ∆νν0(ω) +
∑
ν 6=ν′
|∆νν′0(ω)|2−|Γνν′0(ω)|2
Eν0 − Eν′0 (2.135)
die verschobene Energie der Absorptionsmaxima und
Γ˜ν0(ω) = Γνν0(ω) +
∑
ν 6=ν′
2Re
(
∆νν′0(ω)Γνν′0(ω)
Eν0 − Eν′0
)
(2.136)
die Linienverbreiterung. Die Funktion F˜ν ergibt sich zu
F˜ν(ω) = |Mνg|2+
∑
ν 6=ν′
2Re
(
M∗νg∆νν′0(ω)Mν′g
Eν0 − Eν′0
)
+
∑
ν 6=ν′
∑
ν 6=ν′′
2Re
(
M∗νg(∆νν′′0(ω)∆ν′′ν′0(ω)− Γνν′′0(ω)Γν′′ν′0(ω))Mν′g
(Eν0 − Eν′0)(Eν0 − Eν′′0)
)
+
∑
ν 6=ν′
∑
ν 6=ν′′
Re
(
M∗ν′g(∆ν′′ν0(ω)∆νν′′0(ω)− Γν′ν0(ω)Γνν′′0(ω))Mν′′g
(Eν′0 − Eν′′0)(Eν′0 − Eν0)
) (2.137)
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und die Asymmetrie A˜ν berechnet man u¨ber [14]
A˜ν(ω)F˜ν(ω) =
∑
ν 6=ν′
Re
(
M∗νgΓνν′0(ω)Mν′g
Eν0 − Eν′0
)
+
∑
ν 6=ν′
∑
ν 6=ν′′
Re
(
M∗νg(∆νν′′0(ω)Γν′′ν′0(ω) + Γνν′′0(ω)∆ν′′ν′0(ω))Mν′g
(Eν0 − Eν′0)(Eν0 − Eν′′0)
)
+
∑
ν 6=ν′
∑
ν 6=ν′′
1
2
Re
(
M∗ν′g(∆ν′′ν0(ω)Γνν′′0(ω)− Γν′ν0(ω)∆νν′′0(ω))Mν′′g
(Eν′0 − Eν′′0)(Eν′0 − Eν0)
)
.
(2.138)
Mνg ist durch [19]
Mνg = c
n2 − 1
n5
δL,1δM,0 (2.139)
gegeben. Es handelt sich um das Matrixelement fu¨r einen U¨bergang aus dem exzito-
nischen Grundzustand zum Zustand |ν0〉. Die zentralen zu berechnenden Gro¨ßen sind
∆νν′0 und Γνν′0. Dazu mu¨ssen folgende Ausdru¨cke ausgewertet werden, wobei P den
Chauchy-Hauptwert bezeichnet:
∆ν2ν10(ω) =
∑
sq
∑
ν3
λ∗s(q, ν3ν2)λs(q, ν3ν1)×[
(ns(q, T ) + 1)P 1
h¯ω − Eν3q − h¯ωs(q)
+ ns(q, T )P 1
h¯ω − Eν3q + h¯ωs(q)
]
,
(2.140)
Γν2ν10(ω) =
pi
h¯
∑
sq
∑
ν3
λ∗s(q, ν3ν2)λs(q, ν3ν1)×[
(ns(q, T ) + 1)δ(h¯ω − Eν3q − h¯ωs(q)) + ns(q, T )δ(h¯ω − Eν3q + h¯ωs(q))
]
.
(2.141)
ns(q, T ) bezeichnet dabei die temperaturabha¨ngige Besetzungswahrscheinlichkeit fu¨r die
Phononen-Zusta¨nde. Hier handelt es sich um die Bose-Einstein-Statistik:
ns(q, T ) =
1
eh¯βωs(q) − 1 . (2.142)
Sind ∆νν′0 und Γνν′0 berechnet, so ko¨nnen mit ihnen die Energiverschiebungen ∆˜ν0(ω)
und Γ˜ν0 bestimmt werden. Fu¨r diese Arbeit wird vor allem die Energieverschiebung von
Interesse sein. Sie ist in einer ersten Na¨herung durch den zweiten Term in Gleichung
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(2.135), das heißt durch ∆νν0(ω) gegeben. Ausgewertet an einem Energieeigenwert EνK
des Exzitons hat man
∆νν0(EνK) =
∑
sq
∑
ν3
|λs(q, ν3ν)|2
×
[
(ns(q, T ) + 1)P 1
EνK − Eν3q − h¯ωs(q)
+ ns(q, T )P 1
EνK − Eν3q + h¯ωs(q)
]
.
(2.143)
Wie wir spa¨ter sehen werden, ist das identisch zu einem Ausdruck der sich aus einem
Ansatz u¨ber eine Mastergleichung gewinnen la¨sst.
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Ziel dieses Kapitels ist es, eine effektive Beschreibung eines Systems im Kontakt mit
einem sehr viel gro¨ßeren Wa¨rmebad zu erhalten. Die Situation ist wie in Abbildung 3.1
dargestellt. Der Gesamthamiltonoperator des Systems sei durch
H(t) = HS +HB +HI(t) (3.1)
gegeben, wobei HS und HB die freien, stationa¨ren Hamiltonoperatoren des Systems
respektive des Bades sind und HI(t) die im Allgemeinen zeitabha¨ngige Wechselwirkung
beschreibt. Die folgende Herleitung orientiert sich an a¨hnlichen Darstellungen in [15, 24].
Wir setzen h¯ = 1.
System
HS
Wa¨rmebad
HB
HI
Abbildung 3.1.: Schematische Darstellung eines Systems, welches mit einem Wa¨rmebad
wechselwirkt.
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3.1. Dichtematrix und Liouville-von Neumann Gleichung
Wir beginnen mit der zeitabha¨ngigen Schro¨dingergleichung:
i
∂
∂t
|ψ(t)〉 = H(t)|ψ(t)〉 . (3.2)
Hieraus erha¨lt man den unita¨ren Zeitentwicklungsoperator U(t, t0) mit
|ψ(t)〉 = U(t, t0)|ψ(t0)〉 . (3.3)
Er erfu¨llt ebenso die Schro¨dingergleichung:
i
∂
∂t
U(t, t0) = H(t)U(t, t0) , U(t0, t0) = 1 . (3.4)
Einen expliziten formalen Ausdruck liefert die Dyson-Reihe:
U(t, t0) = T← exp
(
−i
∫ t
t0
H(s)ds
)
, (3.5)
wobei T← den Zeitordnungsoperator bezeichnet, der alle nachfolgenden Operatoren fal-
lend nach ihren Zeitargumenten ordnet. Betrachten wir nun die Dichtematrix eines reinen
Zustands:
∂
∂t
|ψ(t)〉〈ψ(t)| =
(
∂
∂t
|ψ(t)〉
)
〈ψ(t)|+|ψ(t)〉
(
∂
∂t
〈ψ(t)|
)
(3.2)
= −iH(t)|ψ(t)〉〈ψ(t)|+|ψ(t)〉〈ψ(t)|iH(t)†
= −i [H(t), |ψ(t)〉〈ψ(t)|] . (3.6)
Fu¨r eine beliebige Dichtematrix
ρ(t) =
∑
i
pi|ψi(t)〉〈ψi(t)| (3.7)
erha¨lt man somit aufgrund der Linearita¨t des Kommutators die Liouville-von Neumann-
Gleichung
∂
∂t
ρ(t) = −i [H(t), ρ(t)] . (3.8)
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3.2. Wechselwirkungsbild
Nun wechseln wir in das Wechselwirkungsbild, d.h. der Hamiltonoperator wird in zwei
Teile aufgespalten:
Hˆ = Hˆ0 + HˆI(t) . (3.9)
Hierbei ist Hˆ0 der zeitunabha¨ngige freie Hamiltonian, der aus einem Teil fu¨r das System
HˆS und einem Teil fu¨r das Bad HˆB bestehe: Hˆ0 = HˆS + HˆB. HˆI sei der nichttriviale
Wechselwirkungshamiltonoperator. Man unterteilt die Zeitentwicklung ebenso in zwei
Teile
U(t, t0) = U0(t, t0)UI(t, t0) (3.10)
mit U0(t, t0)
(3.5)
= exp(−iHˆ0(t − t0)), da Hˆ0 zeitunabha¨ngig ist. Fu¨r den anderen Teil
ergibt sich
UI(t, t0) = U
†
0(t, t0)U(t, t0) . (3.11)
In der Quantenmechanik sind nur die Erwartungwerte von Operatoren physikalisch re-
levant. Somit ist die getrennte Zeitentwicklung von Operatoren und Zusta¨nden nicht
wichtig, sondern nur deren Kombination. Fu¨r das Wechselwirkungsbild erha¨lt man fu¨r
einen beliebigen, im Allgemeinen zeitabha¨ngigen Operator A(t):
〈A(t)〉 = Tr(A(t)ρ(t))
= Tr(A(t)U(t, t0)ρ(t0)U
†(t, t0))
= Tr(A(t)U0(t, t0)UI(t, t0)ρ(t0)U
†
I (t, t0)U
†
0(t, t0))
= Tr(U †0(t, t0)A(t)U0(t, t0)︸ ︷︷ ︸
AI(t)
UI(t, t0)ρ(t0)U
†
I (t, t0)︸ ︷︷ ︸
ρI(t)
) . (3.12)
Die letzte Zeile definiert hierbei den Operator AI(t) und die Dichtematrix ρI(t) im
Wechselwirkungsbild. Der Operator erha¨lt also die triviale Zeitentwicklung des freien
Hamiltonoperators und die Zusta¨nde entwickeln sich gema¨ß des Wechselwirkungsha-
miltonians. Der Zeitentwicklungsoperator UI(t, t0) im Wechselwirkungsbild erfu¨llt eine
analoge Differentialgleichung zum Zeitentwicklungsoperator U(t, t0) im Schro¨dingerbild,
(3.4):
i
∂
∂t
UI(t, t0) = i
((
∂
∂t
U †0(t, t0)
)
U(t, t0) + U
†
0(t, t0)
(
∂
∂t
U(t, t0)
))
= −U †0(t, t0)Hˆ0U(t, t0) + U †0(t, t0)Hˆ(t)U(t, t0)
= U †0(t, t0)(Hˆ(t)− Hˆ0)U(t, t0)
= U †0(t, t0)HˆI(t)U(t, t0) , (3.13)
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also
i
∂
∂t
UI(t, t0) = HI(t)UI(t, t0) , UI(t0, t0) = 1 , (3.14)
mit dem Wechselwirkungshamiltonian im Wechselwirkungsbild HI(t). Man erha¨lt also
analog zur Liouville-von Neumann-Gleichung (3.8):
∂
∂t
ρI(t) = −i [HI(t), ρI(t)] . (3.15)
3.3. Die Born-, Markow,- und die Drehwellenna¨herung
Ab hier werden die I ′s in der Notation fu¨r die Dichtematrix fallengelassen, ρI → ρ.
Wir sind weiterhin im Wechselwirkungsbild. Mit Hilfe von Gleichung (3.15) la¨sst sich
schreiben:
ρ(t) = ρ(t0)− i
∫ t
t0
[HI(s), ρ(s)] ds . (3.16)
Wieder in Gleichung (3.15) eingesetzt ergibt sich
∂
∂t
ρ(t) = −i [HI(t), ρ(t0)]−
∫ t
t0
[HI(t), [HI(s), ρ(s)]] ds . (3.17)
Das Gesamtsystem sei nun unterteilt in das betrachtete System mit zugeho¨riger Dichte-
matrix ρS und einem Bad ρB. Nun wird die partielle Spur u¨ber das Bad ausgefu¨hrt:
∂
∂t
ρs(t) = TrB (−i [HI(t), ρ(t0)])︸ ︷︷ ︸
=0
−
∫ t
t0
Tr {[HI(t), [HI(s), ρ(s)]]} ds . (3.18)
Es wird angenommen, dass die Dichtematrix zu Beginn so gewa¨hlt ist, dass der erste
Term verschwindet. Dies kann stets erreicht werden, indem der Term TrB(HIρB(t0)) in
den Hamiltonoperator des Systems gezogen wird [24]. Die erhaltene Gleichung ist noch
exakt, allerdings auch genauso kompliziert zu lo¨sen wie das urspru¨ngliche Problem. Um
dem Abhilfe zu schaffen, mu¨ssen einige Na¨herungen getroffen werden.
3.3.1. Die Born-Na¨herung
Fu¨r die Born-Na¨herung nehmen wir an, dass die Kopplung zwischen System und Bad so
schwach ist, dass das Bad vom System auf der betrachteten vergro¨berten Zeitskala nur
vernachla¨ssigbar wenig beeinflusst wird und sich die Gesamtdichtematrix so zu jedem
Zeitpunkt als Tensorprodukt schreiben la¨sst [15]:
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ρ(t) ≈ ρS(t)⊗ ρB . (3.19)
Man erha¨lt:
∂
∂t
ρS(t) = −
∫ t
t0
TrB [HI(t), [HI(s), ρS(s)⊗ ρB]] ds . (3.20)
3.3.2. Die Markow-Na¨herung
Wir betrachten das System auf einer vergro¨berten Zeitskala, in welcher die Relaxations-
zeit des Reservoirs τB nicht aufgelo¨st wird. Wir nehmen an, dass auf dieser Zeitskala
Geda¨chtniseffekte vernachla¨ssigbar sind. Dann ha¨ngt die momentane A¨nderungsrate der
Dichtematrix nicht mehr von der Geschichte des Systems ab und im Integral in Glei-
chung (3.20) kann ρS(s) durch ρS(t) ersetzt werden. Selbst nach dieser Ersetzung wird
das Integral immer noch von der Anfangszeit t0 abha¨ngen. Um dem Abhilfe zu schaffen,
wird die Substitution s = t− u durchgefu¨hrt:
∂
∂t
ρS(t) = −
∫ 0
t−t0
TrB [HI(t), [HI(t− u), ρS(u)⊗ ρB]] (−du)
(Umbenennung u→ s:) = −
∫ t−t0
0
TrB [HI(t), [HI(t− s), ρS(s)⊗ ρB]] ds . (3.21)
Wenn nun die Zeitskala τR, auf welcher der Integrad verschwindet, sehr viel kleiner ist als
die Zeit t− t0, so kann die obere Grenze des Integrals zu Unendlich ausgedehnt werden.
Man erha¨lt [15]
∂
∂t
ρS(t) = −
∫ ∞
0
TrB [HI(t), [HI(t− s), ρS(s)⊗ ρB]] ds . (3.22)
3.3.3. Die Drehwellenna¨herung
Die Gleichung in der nun erhaltenen Form garantiert noch kein Halbgruppenverhalten.
Gewo¨hnlicherweise will man erzwingen, dass stets 〈ψ|ρS(t)|ψ〉 ≥ 0 gilt. Eine Mo¨glichkeit
dies sicherzustellen besteht darin, die Gleichung auf Lindblad-Form zu bringen [16]. Eine
Mastergleichung in Lindblad-Form hat im Allgemeinen die Gestalt [16, 18]
∂
∂t
ρS(t) = −i[HS, ρS(t)] + 1
2
∑
α,β
γαβ
{
[Sα, ρS(t)S
†
β] + [SαρS(t), S
†
β]
}
(3.23)
mit Lindblad-Operatoren Sα und zeitunabha¨ngigen Koeffizienten γαβ. Es wird noch die
Drehwellenna¨herung (engl. Rotating-Wave-Approximation) angewandt. Die Idee hierbei
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ist es, u¨ber schnell oszillierendes Verhalten des Systems zu mitteln.
Zuna¨chst wird der Hamiltonoperator in eine Summe aus Tensorprodukten zerlegt [15]:
HI(t) =
∑
α
Aα ⊗Bα . (3.24)
Hierbei wirke Aα fu¨r alle α auf das System und Bα auf das Bad. Betrachte nun die
Eigenwerte  des freien Hamiltonoperators des Systems HS und die zugeho¨rigen Projek-
tionsoperatoren Π(). Mit ihnen lassen sich die Operatoren Aα in unterschiedlich schnell
oszillierende Teile zerlegen:
Aα(ω) =
∑
′−=ω
Π()AαΠ(
′) . (3.25)
Das ermo¨glicht es spa¨ter, schnell oszillierende Terme zu identifizieren und zu vernachla¨s-
sigen. Die Aα(ω) sind Eigenoperatoren des Hamiltonoperator HS mit Eigenfrequenzen
ω:
[HS, Aα(ω)] =
∑
′−=ω
[HS,Π()AαΠ(
′)]
=
∑
′−=ω
(
HSΠ()︸ ︷︷ ︸
Π()
AαΠ(
′)− Π()Aα Π(′)HS︸ ︷︷ ︸
′Π(′)
)
=
∑
′−=ω
(− ′)Π()AαΠ(′) = −ωAα(ω) . (3.26)
Die Zeitentwicklung fu¨r Operatoren ergibt sich nach Gleichung (3.12) mit dem trivialen
Hamiltonoperator:
A˙α(ω) = i [HS, Aα(ω)] = −iωAα(ω) , (3.27)
und somit
Aα(ω)(t) = e
−iωtAα(ω)(0) . (3.28)
Da fu¨r beliebige Operatoren A und B stets
[A,B]† = (AB −BA)† = B†A† − A†B† = [B†, A†] = − [A†, B†] (3.29)
gilt, sowie H†S = HS, folgt fu¨r den adjungierten Operator Aα(ω)
†:[
HS, Aα(ω)
†] = ωAα(ω)† (3.30)
und somit
Aα(ω)
†(t) = eiωtAα(ω)†(0) . (3.31)
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Die Zeitentwicklung der Komponenten ist also wie gewu¨nscht.
Der spa¨ter in Gleichung (3.56) definierte Lamb-Shift-Hamiltonoperator HLS, der die
im System durch das Bad induzierten Energieverschiebungen beschreibt, setzt sich aus
Termen der Form Aα(ω)
†Aβ(ω) zusammen. Diese Terme kommutieren fu¨r beliebige α,
β mit dem Hamiltonoperator des Systems [15]:
[
HS, Aα(ω)
†Aβ(ω)
]
= Aα(ω)
† [HS, Aβ(ω)] +
[
HS, Aα(ω)
†]Aβ(ω)
= −ωAα(ω)†Aβ(ω) + ωAα(ω)†Aβ(ω)
= 0 . (3.32)
Es folgt, dass auch HLS mit HS vertauscht, und es somit gemeinsame Eigenzusta¨nde
gibt.
Es bleibt zu zeigen, dass die Summe der Aα(ω) auch wieder den Operator Aα er-
gibt. Hierzu bezeichne ψi den i-ten Eigenzustand aus dem Eigenraum zum Eigenwert .
Aufgrund der Vollsta¨ndigkeitsrelation ergibt sich fu¨r einen beliebige Zustand |ψ〉:
∑
′
Π(′)|ψ〉 =
∑
′
∑

∑
i
Π(′)|ψi〉〈ψi|ψ〉 =
∑
′
∑
i
|ψi′〉〈ψi′ |ψ〉 = |ψ〉 .
∑
′ Π(
′) ist also gleich der Identita¨t,
∑
′
Π(′) = 1 . (3.33)
Hieraus ergibt sich wie gewu¨nscht, dass die Aα(ω) gerade eine Zerlegung des Operators
Aα bilden: ∑
ω
Aα(ω) =
∑
ω
∑
′−=ω
Π()AαΠ(
′) =
∑
,′
Π()AαΠ(
′)
=
∑

Π()Aα
∑
′
Π(′) = Aα . (3.34)
Somit erhalten wir insgesamt fu¨r den Wechselwirkungshamiltonian:
HI =
∑
α,ω
Aα(ω)⊗Bα . (3.35)
Da wir im Wechselwirkungsbild sind, haben Operatoren die triviale Zeitentwicklung des
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freien Hamiltonoperators. Fu¨r HI ergibt sich also
HI(t) = e
i(HS+HB)t
∑
α,ω
Aα(ω)⊗Bαe−i(HS+HB)t
=
∑
α,ω
eiHStAα(ω)e
−iHSt ⊗ eiHBtBαe−iHBt
=
∑
α,ω
Aα(ω)(t)⊗Bα(t)
(3.28)
=
∑
α,ω
e−iωtAα(ω)⊗Bα(t) . (3.36)
Das wird nun in die Mastergleichung (3.22) eingesetzt
(Unterdru¨cke Tensorprodukt: ρS(t)⊗ ρB → ρS(t)ρB):
∂
∂t
ρS(t) = −
∫ ∞
0
TrB [HI(t), [HI(t− s), ρS(t)⊗ ρB]] ds
=
∫ ∞
0
TrB{ −HI(t)HI(t− s)ρS(t)ρB +HI(t)ρS(t)ρBHI(t− s)
+HI(t− s)ρS(t)ρBHI(t)− ρS(t)ρBHI(t− s)HI(t)}ds . (3.37)
Man beachte, dass die Terme in hermitesch konjugierten Paaren auftreten. Fu¨r die ein-
zelnen Teile ergibt sich unter Zuhilfenahme der Hermitizita¨t von HI(t),
HI(t) = HI(t)
† =
∑
α,ω
eiωtA†α ⊗B†α(t) , (3.38)
dann
HI(t)HI(t− s)ρS(t)ρB =
∑
ω,ω′,α,β
eiω
′tA†α(ω)⊗B†α(t)e−iω(t−s)Aβ(ω)⊗Bβ(t)ρS(t)ρB
=
∑
ω,ω′,α,β
eiωsei(ω
′−ω)tB†α(t)Bβ(t− s)A†α(ω′)Aβ(ω)ρS(t)ρB ,
(3.39)
HI(t− s)ρS(t)ρBHI(t) =
∑
ω,ω′,α,β
e−iω(t−s)Aβ(ω)⊗Bβ(t)ρS(t)ρBeiω′tA†α(ω)⊗B†α(t)
=
∑
ω,ω′,α,β
eiωsei(ω
′−ω)tAβ(ω)Bβ(t− s)ρS(t)ρBA†α(ω′)B†α(t) .
(3.40)
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Die partielle Spur hat keine Wirkung auf die Aα und ρS(t). Man definiert
Γαβ(ω) =
∫ ∞
0
eiωs〈B†α(t)Bβ(t− s)〉ds (3.41)
mit den Badkorrelationsfunktionen [15]
〈B†α(t)Bβ(t− s)〉 = TrB(ρBB†α(t)Bβ(t− s)) . (3.42)
Die Badkorrelationsfunktionen geben an, wie stark die Gro¨ßen Bα und Bβ im zeitlichen
Verlauf korreliert sind. Einsetzen ergibt:
∂
∂t
ρS(t) =
∑
ω,ω′,α,β
ei(ω
′−ω)tΓαβ(ω)
(
Aβ(ω)ρS(t)A
†
α(ω
′)− A†α(ω′)Aβ(ω)ρS(t)
)
+ h.c. (3.43)
Der Integrand in Γαβ(ω) ha¨ngt nicht von t ab, und somit Γαβ(ω) selbst auch nicht. Das
kann wie folgt gezeigt werden:
〈B†α(t)Bβ(t− s)〉 = TrB(ρBB†α(t)Bβ(t− s))
= TrB(ρBe
iHBtB†αe
−iHBteiHB(t−s)Bβe−iHB(t−s)) . (3.44)
Fu¨r beliebige Operatoren A, B gilt Tr(AB) = Tr(BA). Ausserdem sei angenommen,
dass ρB einen stationa¨ren Zustand des Bades beschreibt, [HB, ρB] = 0. Es folgt weiter
〈B†α(t)Bβ(t− s)〉 = TrB(ρBB†αe−iHBsBβeiHBs) . (3.45)
Also ist 〈B†α(t)Bβ(t − s)〉 unabha¨ngig von t und man kann u¨berall t = s wa¨hlen und
〈B†α(s)Bβ(0)〉 schreiben. Wenn die Badkorrelationsfunktionen schnell genug abfallen, ist
die Ersetzung der oberen Grenze im Integral in Gleichung (3.22) durch Unendlich ge-
rechtfertigt. Wenn nun fu¨r ω 6= ω′ die durch τS = 1|ω′−ω| gegebene Zeitskala sehr viel
ku¨rzer ist als die Zeitskala der relevanten Zeitentwicklung des Systems, so ko¨nnen ana-
log zu Abbildung 3.2 in der Mastergleichung (3.43) alle Terme mit ω′ 6= ω als schnell
oszillierend vernachla¨ssigt werden [15]. Sie lautet mit den bisherigen Na¨herungen und
Umformungen:
∂
∂t
ρS(t) =
∑
ω,α,β
Γαβ(ω)
(
Aβ(ω)ρS(t)A
†
α(ω)− A†α(ω)Aβ(ω)ρS(t)
)
+ h.c. (3.46)
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t
f(t)
Abbildung 3.2.: Veranschaulichung der Drehwellenna¨herung: U¨ber den schnell oszillie-
renden Teil einer Funktion f(t) wird gemittelt.
3.4. Die finale Form der Mastergleichung
Nachdem alle Na¨herungen ausgefu¨hrt sind, ist es nun mo¨glich die Mastergleichung (3.46)
in ihre endgu¨ltige Form zu bringen. Dazu unterteilt man zuna¨chst Γαβ(ω) in zwei Teile:
Γαβ(ω) =
1
2
γαβ(ω) + iSαβ(ω) , (3.47)
mit
Sαβ(ω) :=
1
2i
(Γαβ(ω)− Γβα(ω)∗) (3.48)
und
γαβ(ω) := Γαβ(ω) + Γβα(ω)
∗ . (3.49)
Die beiden Terme geho¨ren spa¨ter zum unita¨ren respektive nicht-unita¨ren Beitrag zur
Zeitentwicklung. γαβ(ω) la¨sst sich noch in eine einfachere Form bringen. Betrachte dazu
die komplex konjugierten Badkorrelationsfunktionen,
〈B†β(s)Bα(0)〉∗ = TrB
(
ρBe
iHBsB†βe
−iHBsBα
)∗
= TrB
(
B†αe
iHBsBβe
−iHBsρB
)
= TrB
(
B†α(−s)Bβ(0)ρB
)
= 〈B†α(−s)Bβ(0)〉 , (3.50)
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und damit
γαβ(ω) = Γαβ(ω) + Γβα(ω)
∗
=
∫ ∞
0
(
eiωs〈B†α(s)Bβ(0)〉+ e−iωs〈B†β(s)Bα(0)〉∗
)
ds
=
∫ ∞
0
eiωs〈B†α(s)Bβ(0)〉ds+
∫ ∞
0
eiωs〈B†α(−s)Bβ(0)〉ds
=
∫ ∞
−∞
eiωs〈B†α(s)Bβ(0)〉ds . (3.51)
Aus den Gleichungen (3.48) und (3.49) ist sofort ersichtlich, dass die Operatoren mit
Eintra¨gen Sαβ und γαβ hermitesch sind, d.h.
Sαβ = S
∗
βα , γαβ = γ
∗
βα . (3.52)
Die Mastergleichung la¨sst sich nun in Lindblad-Form bringen, im Folgenden sind die
Argumente ω und t unterdru¨ckt.∑
ω,α,β
(
1
2
γαβ + iSαβ)
[
AβρS, A
†
α
]
+ h.c.
=
∑
ω,α,β
1
2
γαβ(AβρSA
†
α − A†αAβρS) + iSαβ(AβρSA†α − A†αAβρS)
−1
2
γβα(ρSA
†
βAα − AαρSA†β) + iSβα(ρSA†βAα − AαρSA†β)
=
∑
ω,α,β
1
2
γαβ(AβρSA
†
α − A†αAβρS)−
1
2
γαβ(ρSA
†
αAβ − AβρSA†α)
+iSαβ(AβρSA
†
α − A†αAβρS) + iSαβ(ρSA†αAβ − AβρSA†α) ,
=
∑
ω,α,β
1
2
γαβ(AβρSA
†
α + AβρSA
†
α − A†αAβρS − ρSA†αAβ)
+iSαβ(ρSA
†
αAβ − A†αAβρS) .
(3.53)
Im ersten Schritt wird die Hermizita¨t (3.52) verwendet. Im zweiten Schritt lassen sich
in den unteren beiden Summanden die Indizes α und β durch Umbennung vertauschen
und die Reihenfolge der Zeilen vera¨ndern.
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Insgesamt bekommt man fu¨r die Mastergleichung [15]
∂
∂t
ρS(t) = −i [HLS, ρS(t)] +D(ρS(t)) , (3.54)
mit dem Dissipator
D(ρS(t)) =
∑
ω,α,β
γαβ
(
Aβ(ω)ρS(t)A
†
α(ω)−
1
2
{
A†α(ω)Aβ(ω), ρS(t)
})
(3.55)
und dem hermiteschen Lamb-Shift-Hamiltonoperator
HLS =
∑
ω,α,β
SαβA
†
α(ω)Aβ(ω) . (3.56)
Der Dissipator beschreibt die nicht-unita¨re Zeitentwicklung, die durch das Bad im Sys-
tem induziert wird. Der Lamb-Shift-Hamiltonoperator charakterisiert den unita¨ren Teil.
Letzterer stellt also Energieverschiebungen dar, die sich im System aufgrund der Wech-
selwirkung mit dem Bad ergeben.
3.4.1. Ru¨cktransformation ins Scho¨dingerbild
Die Mastergleichung (3.54) ist jetzt noch im Wechselwirkungsbild. Um die Dynamik
im Schro¨dingerbild zu erhalten, muss also noch eine Ru¨cktransformation durchgefu¨hrt
werden. Die Indizes S, B und I benennen im Folgenden stets Terme, die zum System,
Bad respektive zur Wechselwirkung geho¨ren. Herzuleiten ist eine Formel, die einen Zu-
sammenhang zwischen der zeitlichen Ableitung der Dichtematrix im Schro¨dingerbild zur
zeitlichen Ableitung im Wechselwirkungsbild herstellt. Es gilt
ρSchro¨d. = US+B+Iρ0U
†
S+B+I (3.57)
im Schro¨dingerbild. Im Wechselwirkungsbild hingegen ist die Dynamik wie folgt gegeben:
ρI(t) = UIρ0U
†
I
= U †0US+B+Iρ0U
†
S+B+IU0
= U †0ρSchro¨d.(t)U0 . (3.58)
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Der triviale Hamiltonoperator setzt sich aus dem Term fu¨r das System HS und dem
Term fu¨r das Bad HB zusammen, also U0 = US+B. Damit erha¨lt man
ρI(t) = e
iH0tρSchro¨d.(t)e
−iH0t , (3.59a)
ρS,I(t)⊗ ρB,I(t) = e−iHStρS,Schro¨d.(t)eiHSte−iHBtρB,Schro¨d.(t)eiHBt , (3.59b)
wobei im zweiten Schritt die Dichtematrix als Tensorprodukt der Dichtematrizen von
System und Bad geschrieben wurde. Wendet man nun die partielle Spur u¨ber das Bad
TrB an, so ergibt sich:
ρS,I(t) = e
iHStρS,Schro¨d.(t)e
−iHSt . (3.60)
Um einen Zusammenhang mit der Mastergleichung herzustellen, wird nun die zeitliche
Ableitung gebildet,
∂
∂t
ρS,I(t) = iH0e
iH0tρS,Schro¨d.(t)e
−iHSt − ieiH0tρS,Schro¨d.(t)e−iHStH0
+ eiH0t
(
∂
∂t
ρS,Schro¨d.(t)
)
e−iHSt
= i [H0, ρS,I(t)] + e
iH0t
(
∂
∂t
ρS,Schro¨d.(t)
)
e−iHSt . (3.61)
Wir sind an einem Ausdruck fu¨r d
dt
ρS,Schro¨d.(t) interessiert. Aufgelo¨st ergibt sich:
∂
∂t
ρS,Schro¨d.(t) = −i
[
H0, e
−iH0tρS,I(t)eiHSt
]
+ e−iH0t
(
∂
∂t
ρS,I(t)
)
eiHSt . (3.62)
Das ist die gesuchte Verbindung zwischen Schro¨dingerbild und Wechselwirkungsbild.
Mit Gleichung (3.59a) muss jetzt noch der oben bestimmte Ausdruck (3.54) fu¨r ∂
∂t
ρS,I(t)
eingesetzt werden.
∂
∂t
ρS,Schro¨d.(t) = −i [H0, ρS,Schro¨d.(t)] + e−iH0t (−i [HLS, ρS,I ] +D(ρS,I(t))) eiH0t
= −i [H0 +HLS, ρS,Schro¨d.(t)] + e−iH0tD(ρS,I(t))eiH0t . (3.63)
Nun gilt
e−iH0tD(ρS,I(t))eiH0t
= e−iH0t
∑
ω,α,β
γαβ
(
Aβ(ω)ρS,I(t)A
†
α(ω)−
1
2
{
A†α(ω)Aβ(ω), ρS,I(t)
})
eiH0t
(3.64)
und
e−iH0tAβ(ω)ρS,I(t)A†α(ω)e
iH0t = e−iH0tAβ(ω)eiH0t︸ ︷︷ ︸
eiωtAβ(ω)
e−iH0tρS,I(t)eiH0t︸ ︷︷ ︸
ρSchro¨d.(t)
e−iH0tA†α(ω)e
iH0t︸ ︷︷ ︸
e−iωtA†α(ω)
= Aβ(ω)ρS,Schro¨d.(t)A
†
α(ω) , (3.65)
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sowie analog
e−iH0t
{
A†α(ω)Aβ(ω), ρS,I(t)
}
eiH0t =
{
A†α(ω)Aβ(ω), ρS,Schro¨d.(t)
}
. (3.66)
Es folgt, dass der U¨bergang ins Schro¨dingerbild durch Addition des Hamiltonopera-
tors H0 im Kommutator geschieht. Man erha¨lt als Ergebnis fu¨r die Mastergleichung im
Schro¨dingerbild also schließlich
∂
∂t
ρS,Schro¨d.(t) = −i [H0 +HLS, ρS,Schro¨d.] +D(ρS,Schro¨d.) . (3.67)
Dies soll nun die Mastergleichung sein, mit der in den folgenden Kapiteln gearbeitet wird.
Da der Dissipator eine nichtunita¨re Zeitentwicklung der Dichtematrix beschreibt, ist er
in den meisten Anwendungen der Mastergleichung der interessante Teil. Bei Wechsel-
wirkung mit einem Wa¨rmebad beschreibt er zum Beispiel die Relaxation ins thermische
Gleichgewicht. Zum Anderen beschreibt er Dekoha¨renzeffekte, welche quantenmecha-
nisches Verhalten unterdru¨cken. Solche Dekoha¨renzeffekte sind in Anwendungen in der
Quanteninformationstechnologie ha¨ufig nicht gewu¨nscht. Andererseits sind solche Effekte
fu¨r makroskopische Objekte praktisch nicht zu vermeiden und tragen somit einen wichti-
gen Teil dazu bei, dass sich aus den Gesetzen der Quantenmechanik fu¨r makroskopische
Objekte die klassische Beschreibung ergibt [16].
In dieser Arbeit wird hingegen in erster Linie untersucht, wie die Wirkung des Wa¨r-
mebades die Energieniveaus im System beeinflusst. Daher wird das Hauptaugenmerk in
spa¨teren Kapiteln auf dem hergleiteten Lamb-Shift-Hamiltonoperator HLS liegen. Kon-
kret werden spa¨ter die Phononen im Festko¨rper das Wa¨rmebad darstellen. Die gesuchten
Energieverschiebungen sind gerade die Korrekturen, die sich fu¨r die Energielevels von
Exzitonen im Kontakt mit einem Phononbad ergeben.
3.5. Beispielrechnung zur Anwendung der
Mastergleichung
Im Folgenden soll die hergeleitete Mastergleichung auf ein einfaches Modell angewandt
werden. Wir betrachten ein Zweiniveausystem, welches mit einem Bad aus harmonischen
Oszillatoren wechselwirkt. Der Hamiltonoperator des Systems sei gegeben durch
HS =

2
σz (3.68)
mit der Paulimatrix
σz =
(
1 0
0 −1
)
(3.69)
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und mit den Eigenzusta¨nden
|1〉 =
(
1
0
)
, |0〉 =
(
0
1
)
. (3.70)
Fu¨r den Hamiltonoperator des Bades setzen wir
HB =
∑
α
ωαb
†
αbα (3.71)
an, wobei die Summe u¨ber alle vorhandenen Moden α im Wa¨rmebad geht. bα und b
†
α
sind hierbei bosonische Erzeuger und Vernichter. Der Wechselwirkungsterm sei wie folgt:
Hint = σz
∑
α
λαxα = σz
∑
α
√
1
2mαωα︸ ︷︷ ︸
cα
(bα + b
†
α)
= σz ⊗
∑
α
cα(b
†
α + bα) . (3.72)
Der zum System geho¨rige Teil des Wechselwirkungsoperators ist also σz.
3.5.1. Zerlegung des Wechselwirkungsterms
Fu¨r die Zerlegung in Eigenoperatoren (vgl. Gleichung (3.25)) ergibt sich mit σz =
2

HS:
HS(ω) =
∑
E′−E=ω
Π(E)σzΠ(E
′) =
∑
E′−E=ω
E ′Π(E)Π(E ′)
=
∑
E′−E=ω
|E〉 〈E|E ′〉︸ ︷︷ ︸
δEE′
〈E ′|= δω0
∑
E
EΠ(E)
= δω0HS , (3.73)
=⇒ σz(ω) = δω0σz . (3.74)
Die Zerlegung ist also trivial und die Drehwellenna¨herung ist somit unno¨tig, da es nur ei-
ne Eigenfrequenz gibt. Schreiben wir den Wechselwirkungsterm im Wechselwirkungsbild,
so erhalten wir fu¨r die Zeitentwicklung
Hint(t) = σz ⊗ ei
∑
α b
†
αbα
∑
α′
cα′(b
†
α′ + bα′)e
−i∑α b†αbα . (3.75)
Fu¨r die Gro¨ße Γ aus Gleichung (3.41) ergibt sich
Γ(ω) =
∫ ∞
0
eiωs〈B†(s)B(0)〉ds (3.76)
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mit der Badkorrelationsfunktion
〈B†(s)B(0)〉 = TrB
(
ρB
∑
α
c∗α(b
†
α(s) + bα(s))
∑
α′
cα′(b
†
α′(s) + bα′(s))
)
. (3.77)
Im Wechselwirkungsbild gilt fu¨r die Zeitentwicklung der bα
bβ(s) = e
i
∑
α b
†
αbαsbβe
−i∑α′ b†α′bα′s = ei∑β b†βbβsbβe−i∑β b†βbβs = e−iωβsbβ , (3.78)
analog ist dann
b†β(s) = e
iωβsb†β . (3.79)
Eingesetzt:
〈B†(s)B(0)〉 =
∑
α,α′
c∗αcα〈(b†αeiωαs + bαe−iωαs)(b†α′ + bα′)〉
=
∑
α,α′
c∗αcα
(
eiωαs〈b†αb†α′〉+ eiωαs〈b†αbα′〉+ e−iωαs〈bαb†α′〉+ e−iωαs〈bαbα′〉
)
.
(3.80)
3.5.2. Berechnung der Korrelationsfunktionen
Das Wa¨rmebad sei nun in einem thermischen Zustand mit inverser Temperatur β, wel-
cher durch die Dichtematrix
ρB =
1
Z
e−βHB (3.81)
charakterisiert ist. Die Zustandssumme Z ist gegeben durch
Z = TrB(e
−β∑α ωαb†αbα) = ∑
{ni}
〈n1, . . . |e−β
∑
α ωαb
†
αbα|n1, . . . 〉
=
∑
{ni}
e−β
∑
α ωαnα =
∑
{ni}
∏
i≥1
(e−βωi)ni
=
∏
i≥1
∑
ni≥0
(e−βωi)ni =
∏
i≥1
1
1− e−βωi . (3.82)
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Damit lassen sich die Erwartungswerte in Gleichung (3.80) berechnen. Man erha¨lt
〈b†αb†α′〉 = TrB(ρBb†αb†α′)
= TrB
(
1
Z
e−β
∑
γ ωγb
†
γbγb†αb
†
α′
)
=
∑
{ni}
〈n1, . . . | 1
Z
e−β
∑
γ ωγb
†
γbγb†αb
†
α′|n1, . . . 〉
=
∑
{ni}
〈n1, . . . | 1
Z
e−β
∑
γ ωγb
†
γbγ |n1, . . . , nα + 1, . . . , nα′ + 1, . . . 〉
=
∑
{ni}
〈n1, . . . | 1
Z
e−β
∑
γ ωγ n˜γ |n1, . . . , nα + 1, . . . , nα′ + 1, . . . 〉
=
∑
{ni}
1
Z
e−β
∑
γ ωγ n˜γ〈n1, . . . |n1, . . . , nα + 1, . . . , nα′ + 1, . . . 〉 = 0 , (3.83)
wobei n˜α′ = nα′+1, n˜α = nα + 1 und n˜γ = nγ fu¨r γ 6= α, α′. Weiterhin gilt
〈b†αbα′〉 = TrB(ρBb†αbα′) = TrB
(
1
Z
e−β
∑
γ ωγb
†
γbγb†αbα′
)
=
∑
{ni}
〈n1, . . . | 1
Z
e−β
∑
γ ωγb
†
γbγb†αbα′ |n1, . . . 〉
= δαα′
∑
{ni}
〈n1, . . . | 1
Z
e−β
∑
γ ωγnγnα|n1, . . . 〉
= δαα′
∑
{ni}
nα
Z
∏
i≥1
e−βωini
=
δαα′
Z
∞∑
n1=0
eβω1n1 . . .
∞∑
nα=0
nαe
−βωαnα . . .
=
δαα′
Z
(
− 1
β
)
∂
∂ωα
(∏
i≥1
(∑
ni≥1
(
e−βωi
)ni))
= −δαα′
β
∂
∂ωα
ln(Z) . (3.84)
Um diesen Ausdruck zu berechnen beno¨tigt man noch
∂ωαZ =
−βe−βωα
(1− e−βωα)2
∏
i≥1
i 6=α
1
1− e−βωi =
−βe−βωα
1− e−βωαZ . (3.85)
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Insgesamt hat man also
〈b†αbα′〉 = δαα′
1
eβωα − 1 =: δαα′nβ(ωα) . (3.86)
Die Moden des Wa¨rmebades sind also nach einer Bose-Einstein-Verteilung besetzt. Ana-
log dazu erha¨lt man
〈bαbα′〉 = 0 , 〈bαb†α′〉 = δαα′(nβ(ωα) + 1) . (3.87)
Fu¨r die Badkorrelationsfunktion (3.80) ergibt sich damit
〈B†(s)B(0)〉 =
∑
α
|cα|2
[
eiωαsnβ(ωα) + e
−iωαs(nβ(ωα) + 1)
]
=
∑
α
|cα|2
[
cos(ωαs)
2
eβωα − 1 + cos(ωαs)− cos(ωαs) + e
−iωαs
]
=
∑
α
|cα|2
[
cos(ωαs)
(
2
eβωα − 1 +
eβωα − 1
eβωα − 1
)
− 1
2
(eiωαs − e−iωαs)
]
=
∑
α
|cα|2
[
cos(ωαs)
eβωα + 1
eβωα − 1 − i sin(ωαs)
]
=
∑
α
|cα|2
[
cos(ωαs)
e
1
2
βωα + e−
1
2
βωα
e
1
2
βωα − e− 12βωα − i sin(ωαs)
]
=
∑
α
|cα|2
[
cos(ωαs) coth
(
1
2
βωα
)
− i sin(ωαs)
]
. (3.88)
Ha¨ufig beschreibt man die Eigenfrequenzen in einem Wa¨rmebad durch eine kontinuier-
liche spektrale Dichte J(ω) [17]. Sie ist definiert als
J(ω) =
pi
2
∑
α
λα
mαωα
δ(ω − ωα) . (3.89)
Damit erha¨lt man die Badkorrelationsfunktion in Integraldarstellung
〈B†(s)B(0)〉 = 1
pi
∫ ∞
0
J(ω)
[
cos(ωs) coth
(
1
2
βωα
)
− i sin(ωs)
]
dω . (3.90)
In unserem einfachen Modell sei die spektrale Dichte durch die Funktion
J(ω) = ηωe−
ω
Λ (3.91)
gegeben, d.h. sie ist fu¨r kleine ω na¨herungsweise linear mit Steigung η, fa¨llt aber fu¨r
ω & Λ exponentiell ab. Eine solche spektrale Dichte modeliert ein Bad, in welchem
Reibung der Form
FR = −ηv (3.92)
auftritt [17].
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3.5.3. Bestimmung des Lamb-Shift-Hamiltonoperators und des
Dissipators
Der na¨chste Schritt ist es nun, Γ zu bestimmen. Die Zerlegung des Operators σz in Ei-
genoperatoren des Systemhamiltonian war trivial, und die einzige auftretende Frequenz
war ω = 0. Es ist also nur Γ(0) zu berechnen:
Γ(0) =
∫ ∞
0
〈B†(s)B(0)〉ds
=
∫ ∞
0
∫ ∞
0
η
pi
ωe−
ω
Λ
[
cos(ωs) coth
(
1
2
βωα
)
− i sin(ωs)
]
dωds . (3.93)
Wir betrachten zuna¨chst den Realteil∫ ∞
0
∫ ∞
0
η
pi
ωe−
ω
Λ cos(ωs) coth
(
1
2
βωα
)
dωds
=
∫ ∞
0
η
pi
e−
ω
Λ coth
(
1
2
βω
)
1
2
∫ ∞
−∞
cos(ωs)ds
=
∫ ∞
0
η
2pi
ωe−
ω
Λ coth
(
1
2
βω
)
piδ(ω) . (3.94)
Hier nutzen wir die Identita¨t ∫ ∞
0
f(x)δ(x)dx =
1
2
f(0) (3.95)
und erhalten∫ ∞
0
∫ ∞
0
η
pi
ωe−
ω
Λ cos(ωs) coth
(
1
2
βωα
)
dωds =
η
4
lim
ω→0
ω coth
(
1
2
βω
)
. (3.96)
Um diesen Term auszurechnen, verwenden wir die Regel von l’Hoˆpital:
lim
ω→0
ω coth
(
1
2
βω
)
=lim
ω→0
ω cosh
(
1
2
βω
)
sinh
(
1
2
βω
)
=lim
ω→0
cosh
(
1
2
βω
)
+ ω 1
2
β sinh
(
1
2
βω
)
1
2
β cosh
(
1
2
βω
)
=
2
β
. (3.97)
Damit erhalten wir schließlich∫ ∞
0
∫ ∞
0
η
pi
ωe−
ω
Λ cos(ωs) coth
(
1
2
βωα
)
dωds =
2η
β
. (3.98)
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Nun zum Imagina¨rteil:
−iη
pi
∫ ∞
0
∫ ∞
0
ωe−
ω
Λ sin(ωs)dωds = −iη
pi
∫ ∞
0
ωe−
ω
Λ
∫ ∞
0
sin(ωs)dsdω
= −iη
pi
∫ ∞
0
ωe−
ω
ΛP
(
1
ω
)
dω
=lim
→0
−iη
pi
∫ ∞

ωe−
ω
Λ
1
ω
dω
=lim
→0
−iη
pi
∫ ∞

e−
ω
Λ dω
=lim
→0
−iη
pi
Λe−

Λ
= −iηΛ
pi
. (3.99)
Damit hat man nun schließlich
Γ(0) =
η
2β
− iηΛ
pi
(3.100)
und somit mit den Gleichungen (3.48) und (3.49)
γ =
η
β
, S = −ηΛ
pi
. (3.101)
Damit kann nun die Mastergleichung (3.67) hingeschrieben werden. Sie lautet:
ρ˙S(t) = −i
[

2
σz − ηΛ
pi
σ2z , ρS(t)
]
+
η
β
(σzρS(t)σz − 1
2
{
σ2z , ρS(t)
}
) . (3.102)
Man sieht, dass in diesem einfachen Beispiel der Lamb-Shift-Hamiltonian durch
HLS = −ηΛ
pi
1 (3.103)
gegeben ist. Die Wechselwirkung mit der Umgebung induziert also eine einfache Ver-
schiebung beider Energieniveaus ohne eine Vera¨nderung der Aufspalung zwischen ihnen.
Der Einfluss auf die Zeitentwicklung ist somit trivial. Der nichttriviale Anteil kommt
hier also durch den Dissipator.
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3.5.4. Lo¨sung und Diskussion der Mastergleichung
Zur Auswertung schreiben wir die Dichtematrix mit konkreten Eintra¨gen. Hierbei ist
ρij = |j〉〈i|.
ρS(t) =
(
ρ11(t) ρ10(t)
ρ01(t) ρ00(t)
)
. (3.104)
Zuna¨chst einmal gilt
σ2z = 1 , (3.105)
und somit ist der Antikommutatorterm leicht berechnet:{
σ2z , ρS(t)
}
= 2ρS(t) . (3.106)
Fu¨r den anderen Teil des Dissipators hat man:
σzρS(t)σz =
(
1 0
0 −1
)(
ρ11(t) ρ10(t)
ρ01(t) ρ00(t)
)(
1 0
0 −1
)
=
(
ρ11(t) ρ10(t)
−ρ01(t) −ρ00(t)
)(
1 0
0 −1
)
=
(
ρ11(t) −ρ10(t)
−ρ01(t) ρ00(t)
)
. (3.107)
Fu¨r den unita¨ren Teil muss noch der Kommutator berechnet werden. Man erha¨lt:
[σz, ρS(t)] = σzρS(t)− ρS(t)σz
=
(
1 0
0 −1
)(
ρ11(t) ρ10(t)
ρ01(t) ρ00(t)
)
−
(
ρ11(t) ρ10(t)
ρ01(t) ρ00(t)
)(
1 0
0 −1
)
=
(
ρ11(t) ρ10(t)
ρ01(t) −ρ00(t)
)
−
(
ρ11(t) −ρ10(t)
ρ01(t) −ρ00(t)
)
= 2
(
0 ρ10(t)
−ρ01(t) 0
)
. (3.108)
Jetzt setzen wir alle ermittelten Terme in die Mastergleichung ein.
ρ˙S(t) =
(
˙ρ11(t) ˙ρ10(t)
˙ρ01(t) ˙ρ00(t)
)
= −i
(
0 ρ10(t)
ρ01(t) 0
)
+
η
β
[(
ρ11(t) −ρ10(t)
−ρ01(t) ρ00(t)
)
−
(
ρ11(t) ρ10(t)
ρ01(t) ρ00(t)
)]
= −i
(
0 ρ10(t)
ρ01(t) 0
)
+
2η
β
(
0 −ρ10(t)
−ρ01(t) 0
)
. (3.109)
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Man erha¨lt fu¨r die einzelnen Komponenten folgende Gleichungen:
˙ρ11(t) = 0 , ˙ρ00(t) = 0 ,
˙ρ10(t) = −
(
i+
2η
β
)
ρ10(t) ,
˙ρ01(t) = −
(
−i+ 2η
β
)
ρ01(t) .
(3.110)
Das ist eine Reihe leicht zu lo¨sender Differentialgleichungen. Es folgt
ρ11(t) = ρ
0
11 , ρ00(t) = ρ
0
00 ,
ρ10(t) = ρ
0
10e
−ite−
2η
β
t ,
ρ01(t) = ρ
0
01e
ite−
2η
β
t .
(3.111)
Die Diagonalelemente sind konstant. Der Einfluss des Dissipators ist im exponentiellen
Zerfall der Nichtdiagonalelemente zu sehen. Sie sind ein Maß fu¨r die im System vorhan-
dene Koha¨renz. Durch die Wechselwirkung mit der Umgebung entkommt Information
u¨ber die relative Phase der Zusta¨nde |0〉 und |1〉 aus dem System. Dies geschieht selbst
dann, wenn es keinen Energieaustausch mit der Umgebung gibt, was daran zu sehen
ist, dass sich die Elemente der Dichtematrix, die zu den Energieeigenzusta¨nden geho¨ren,
zeitlich nicht a¨ndern.
Die zeitliche Abnahme der quantenmechanischen Koha¨renz eines Systems durch Wech-
selwirkung mit seiner Umgebung wird als Dekoha¨renz bezeichnet. Sie unterdru¨ckt quan-
tenmechanische Interferenzeffekte, die zu nichtklassischem Verhalten fu¨hren [16]. Daher
ist sie auch in den meisten Anwendungen der Quanteninformationstechnologie nicht er-
wu¨nscht. Um sie zu vermeiden, muss das System so gut wie mo¨glich von seiner Umgebung
abgeschirmt werden. Die Dekoha¨renz ist aber auch wichtiger Teil der Erkla¨rung, wie aus
den Gesetzen der Quantenmechanik klassisches Verhalten hervorgehen kann. Reale ma-
kroskopische Objekte haben sehr viele Freiheitsgrade und stehen sta¨ndig im Kontakt
mit vielen weiteren. Es ist daher nicht praktisch mo¨glich, sie von ihrer Umgebung abzu-
schirmen. Auf makroskopischen Skalen ist die relative Phaseninformation also instantan
verloren. Das System verha¨lt sich dann wie ein klassischer statistischer Zustand, in wel-
chem die Elemente ρ11(t) und ρ00(t) die Wahrscheinlichkeiten fu¨r die Zusta¨nde |1〉 und
|0〉 angeben.
3.6. Anwendung der Mastergleichung auf die
Exziton-Phonon-Wechselwirkung
In den Abschnitten 3.1 bis 3.4 wurde eine Mastergleichung mit der Born-, Markow-
und Drehwellenna¨herung hergeleitet. Der sich daraus ergebende Lamb-Shift-Hamiltonian
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(3.56) soll nun fu¨r Exzitonen in einem Phononbad ausgewertet werden. Hierzu sei der
Wechselwirkungsterm wie in Abschnitt 2.6 gegeben:
Hexc-ph =
∑
sqG
∑
νK
∑
ν′K′
δq,K−K′+GGsq(νK, νK
′)
(
a†s(−q) + as(q)
)
B†νKBν′K′ , (3.112)
mit
Gsq(νK, νK
′) =δs,LA
(√
1
2ρV ωLA(q)
[Dccqe(K −K ′, νν ′)−Dvvqh(K −K ′, νν ′)]
)
+ δs,LO
√e2ωLO(q)
2V 0
[qe(K −K ′, νν ′)− qh(K −K ′, νν ′)]
 .
(3.113)
Dabei sind
qe(q, νKν
′K ′) = 〈Kν|eimhM q · r|K ′ν ′〉 , qh(q, νKν ′K ′) = 〈Kν|e−imeM q · r|K ′ν ′〉 (3.114)
die effektiven Ladungen nach Toyozawa [13, 14]. as(q)
† und as(q) sind Erzeuger und Ver-
nichter von Phononen der Mode s = LA,LO mit Quasiimpuls q. B†νK und BνK erzeugen
beziehungsweise vernichten Exzitonen mit Schwerpunktswellenvektor K im Relativzu-
stand ν. Zuna¨chst mu¨ssen die Terme Aα und Bα wie in Gleichung (3.24) identifiziert wer-
den. Hierzu wird angenommen, dass Umklappprozesse vernachla¨ssigbar sind und G = 0
gesetzt werden kann. Dann erha¨lt man
Hexc-ph =
∑
q,s
λs(q)
(
a†s(−q) + as(q)
)
⊗
∑
νν′K
(
Dsccqe(q, νK, ν
′K − q)−Dsvvqh(q, νK, ν ′K − q)
)
B†νKBν′K−q .
(3.115)
Hierbei ist
λLA =
√
1
2ρV ωLA(q)
, λLO =
√
e2ωLO(q)
2V 0
, (3.116)
sowie
DLAcc/vv = Dcc/vv , D
LO
cc/vv = 1 . (3.117)
Man identifiziert
λsq(a
†
s(−q)− asq) =: Bsq , (3.118a)∑
νν′K
F s(q, νK, ν ′K − q)B†νKBν′K−q =: Asq (3.118b)
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mit
Dsccqe(q, νK, ν
′K − q)−Dsvvqh(q, νK, νK − q) =: F s(q, νK, ν ′K − q) . (3.119)
Als erstes ko¨nnen damit die Badkorrelationsfunktionen berechnet werden. Die Rechnung
verla¨uft zuna¨chst analog zu den Gleichungen (3.80) und (3.88) und liefert
〈Bs†q (t′)Bsq′(0)〉 = |λs(q)|2δqq′δss′
(
e−iωs(−q)
(
1
eβωs(−q)t′
+ 1
)
+ eiωs(q)t
′ 1
eβωs(q)
)
ωs(q)=ωs(−q)
= |λs(q)|2δqq′δss′
(
cos(ωs(q)t
′) coth
(
1
2
βωs(q)
)
− i sin(ωs(q)t′)
)
.
(3.120)
Fu¨r die Gro¨ßen Γss
′
qq′ erha¨lt man damit:
Γss
′
qq′ =δqq′δss′
∫ ∞
0
eiωt
′|λs(q)|2
(
cos(ωs(q)t
′) coth
(
1
2
βωs(q)
)
− i sin(ωs(q)t′)
)
dt′
=δqq′δss′ |λs(q)|2
×
∫ ∞
0
(
cos(ωt′) cos(ωs(q)t′) coth
(
1
2
βωs(q)
)
+ sin(ωt′) sin(ωs(q)t′)
)
dt′
+iδqq′δss′ |λs(q)|2
×
∫ ∞
0
(
sin(ωt′) cos(ωs(q)t′) coth
(
1
2
βωs(q)
)
− cos(ωt′) sin(ωs(q)t′)
)
dt′
(3.121)
und somit fu¨r Sss
′
qq′ (ω) mit Gleichung (3.48)
Sss
′
qq′ (ω) = δqq′δss′ |λs(q)|2 (3.122)
×
∫ ∞
0
(
sin(ωt′) cos(ωs(q)t′) coth
(
1
2
βωs(q)
)
− cos(ωt′) sin(ωs(q)t′)
)
dt′ .
(3.123)
Wir definieren
Sss
′
qq′ (ω) =: δqq′δss′S
s
q(ω) . (3.124)
Fu¨r den Lamb-Shift-Hamiltonoperator gilt
HLS =
∑
ω
∑
qs,q′s′
Sss
′
qq′ (ω)A
s†
q (ω)A
s
q′(ω) , (3.125)
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mit den noch zu bestimmenden Operatoren As†q (ω) und A
s
q′(ω). Mit Gleichung (3.25)
erha¨lt man
As†q (ω) =
∑
νν′K
F s(q, νK, ν ′K − q)
∑
(ν′′K′′)−(νˆKˆ)=ω
|νˆKˆ〉〈νˆKˆ|B†νKBν′K−q|ν ′′K ′′〉〈ν ′′K ′′|
=
∑
νν′K
F s(q, νK, ν ′K − q)
∑
(ν′′K′′)−(νˆKˆ)=ω
|νˆKˆ〉〈νˆKˆ|νK〉〈0|0〉〈ν ′KK − q|ν ′′K ′′〉〈ν ′′K ′′|
=
∑
νν′K
F s(q, νK, ν ′K − q)
∑
(ν′′K′′)−(νˆKˆ)=ω
|νˆKˆ〉δνˆνδKˆKδν′ν′′δK′K′′〈ν ′′K ′′|
=
∑
ν′′νˆKˆ,
(ν′′K′′)−(νˆKˆ)=ω
F s(q, νˆKˆ, ν ′′Kˆ − q)|νˆKˆ〉〈ν ′′Kˆ − q|
=
∑
ννˆK,
(νˆK−q)−(νK)=ω
F s(q, νK, νˆK − q)|νK〉〈νˆK − q| . (3.126)
Analog dazu gilt
Asq(ω) =
∑
ν′ν′′K′,
(ν′′K′−q)−(ν′K′)=ω
F ∗s(q, ν ′K ′, ν ′′K ′ − q)|ν ′′K ′ − q〉〈ν ′K ′| . (3.127)
Kombiniert man beide Ergebnisse, so erha¨lt man
As†q (ω)A
s′
q′(ω)
=
∑
ν′ν′′K′,
(ν′′K′−q)−(ν′K′)=ω
∑
K,νKˆ ,νˆK−q′ ,
(νˆK−q′)−(νK)=ω
F ∗s(q, ν ′K ′, ν ′′K ′ − q)F s′(q′, νK, νˆK − q′)
× |ν ′′K ′ − q〉〈ν ′K ′|νK〉〈νˆK − q′|
=
∑
ννˆν′′K,
(ν′′K−q)=(νˆK−q)=(νK)+ω
F ∗s(q, νK, ν ′′K − q)F s(q′, νK, νˆK − q′)|ν ′′K − q〉〈νˆK−q′K − q′| .
(3.128)
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Eingesetzt hat man somit
HLS =
∑
ω
∑
qs,q′s′
Sss
′
qq′A
s†
q (ω)A
s
q′(ω)
=
∑
ω
∑
qs,q′s′
δqq′δss′S
s
q(ω)
×
∑
ννˆν′′K,
(ν′′K−q)=(νˆK−q)=(νK)+ω
F ∗s(q, νK, ν ′′K − q)F s(q′, νK, νˆK − q′)|ν ′′K − q〉〈νˆK − q′|
=
∑
qs
∑
ννˆν′′K,
(ν′′K−q)=(νˆK−q)
Ssq((ν
′′K − q)− (νK))
× F ∗s(q, νK, ν ′′K − q)F s(q, νK, νˆK − q)|ν ′′K − q〉〈νˆK − q| .
(3.129)
Wir nehmen nun an, dass die Exzitonzusta¨nde nicht entartet sind, beispielsweise weil
sich das Exziton in einem Magnetfeld befindet. Es folgt
(ν ′′K − q) = (νˆK − q) ⇒ ν ′′ = νˆ , (3.130)
und damit
HLS =
∑
qs
∑
νν′′K
Ssq((ν
′′K − q)− (νK))|F s(q, νK, ν ′′K − q)|2|ν ′′K − q〉〈ν ′′K − q| .
(3.131)
Mit der Verschiebung K − q → K und der Umbenennung ν ′′ → ν ′ hat man schließlich
HLS =
∑
ν′K
∑
qs,ν
Ssq((ν
′K)− (νK + q))|F s(q, νK + q, ν ′K)|2
 |ν ′K〉〈ν ′K| . (3.132)
Der Ausdruck in Klammern ist somit die Korrektur an das Energieniveau zum Zustand
|ν ′K〉. Zur Auswertung fu¨hren wir die Umbenennung ν ′ ↔ ν aus und setzen ein:
∑
qs,ν′
Ssq((νK)− (ν ′K + q))|F s(q, ν ′K + q, νK)|2 . (3.133)
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3.6. Anwendung der Mastergleichung auf die Exziton-Phonon-Wechselwirkung
Zuna¨chst ist das Integral in Ssq(ω) mit ω = (νK − q)− (ν ′K) zu lo¨sen. Der Integrand
la¨sst sich wie folgt umformen:
sin(ωt′) cos(ωs(q)t′) coth
(
1
2
βωs(q)
)
− cos(ωt′) sin(ωs(q)t′)
=
1
4i
(
eiωt
′ − e−iωt′
)(
eiωs(q)t
′
+ e−iωs(q)t
′
) e 12βωs(q) + e− 12βωs(q)
e
1
2
βωs(q) − e− 12βωs(q)
− 1
4i
(
eiωt
′
+ e−iωt
′
)(
eiωs(q)t
′ − e−iωs(q)t′
)
=
1
4i
(
ei(ω+ωs(q))t
′
+ ei(ω−ωs(q))t
′ − e−i(ω−ωs(q))t′ − e−i(ω+ωs(q))t′
)(
1 +
2
eβωs(q) − 1
)
− 1
4i
(
ei(ω+ωs(q))t
′ − ei(ω−ωs(q))t′ + e−i(ω−ωs(q))t′ − e−i(ω+ωs(q))t′
)
= sin((ω − ωs(q))t′) + 1
eβωs(q) − 1(sin((ω + ωs(q))t
′) + sin((ω − ωs(q))t′)) . (3.134)
Sei P der Chauchy-Hauptwert. Mit der Gleichung fu¨r Distributionen∫ ∞
0
sin(ωt′)dt′ = P
(
1
ω
)
(3.135)
folgt
Ssq(ω) = |λs(q)|2
(
P
(
1
ω − ωs(q)
)
+
1
eβωs(q) − 1
(
P
(
1
ω + ωs(q)
)
+ P
(
1
ω − ωs(q)
)))
= |λs(q)|2
(
P
(
1
ω − ωs(q)
)
eβωs(q)
eβωs(q) − 1 + P
(
1
ω + ωs(q)
)
1
eβωs(q) − 1
)
(3.136)
und man erha¨lt schließlich fu¨r die Korrektur ∆νK zum Energieniveau |νK〉:
∆νK =
∑
qs,ν′
|F s(q, ν ′K + q, νK)|2|λs(q)|2
×
(
P
(
1
ω − ωs(q)
)
eβωs(q)
eβωs(q) − 1 + P
(
1
ω + ωs(q)
)
1
eβωs(q) − 1
) (3.137)
mit ω = (νK − q) − (ν ′K) und λs(q) aus Gleichung (3.116), F s(q, ν ′K + q, νK) aus
Gleichung (3.119). Der Ausdruck ist identisch zum ersten Korrekturterm in Gleichung
(2.135). Wir sehen also, dass diese Beschreibung der Exziton-Phonon-Wechselwirkung
einen Teilaspekt der Theorie von Toyozawa reproduziert, aber zumindest in den hier
verwendeten Na¨herungen nicht daru¨ber hinaus geht.
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4. Energieverschiebungen in
Kupferoxydul
4.1. Erster Ansatz mit Rekursionsrelationen
Im folgenden Kapitel wollen wir Energieverschiebungen auswerten, die sich aus der
Exziton-Phonon-Wechselwirkung in einem konstanten Magnetfeld ergeben. Wir verwen-
den hierbei die Materialparamter von Kupferoxydul. Die Formel, die hierzu ausgewertet
werden muss, lautet nach Gleichung (3.137):
∆νKK =
∑
qs,ν′K+q
|F s(q, ν ′K + q, νK)|2|λs(q)|2
×
(
P
(
1
ω − ωs(q)
)
eβω
s(q)
eβω
s(q) − 1 + P
(
1
ω + ωs(q)
)
1
eβω
s(q) − 1
)
(4.1)
mit
F s(q, νK, ν ′K − q) = Dsccqe(q, νK, ν ′K − q)−Dsvvqh(q, νK, ν ′K − q) (4.2)
und
λLA =
√
1
2ρV ωLA(q)
, λLO =
√
e2ωLO(q)
2V 0
, (4.3)
sowie
DLAcc/vv = Dcc/vv , D
LO
cc/vv = 1 . (4.4)
Hierzu mu¨ssen die effektiven Ladungen
qe(q, νK, ν
′K ′) = 〈Kν|eimhM q · r|K ′ν ′〉 , qh(q, νK, ν ′K ′) = 〈Kν|e−imeM q · r|K ′ν ′〉 (4.5)
berechnet werden. Dies fu¨hrt auf Integrale der Form∫
R3
Ψ∗ν′K′e
iαq · rΨνKdV (4.6)
mit den Wellenfunktionen ΨνK zu den Zusta¨nden |νK〉 im Ortsraum. Da wir im Allge-
meinen Exzitonen im Magnetfeld betrachten wollen, sind diese Funktionen nicht analy-
tisch bekannt. Ein mo¨glicher Ansatz ergibt sich wie folgt.
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1. Zuna¨chst wird die Schro¨dingergleichung fu¨r das Exziton im Magnetfeld numerisch
gelo¨st. Dazu werden die Eigenzusta¨nde in eine geeignete Basis {|n〉} entwickelt,
|νK〉 =
∑
n
cνKn |n〉 . (4.7)
Im Allgemeinen wa¨ren hierzu unendlich viele Basiselemente notwendig. Da das
nicht praktikabel ist, wird nur eine endliche Teilmenge der Basis verwendet. Ein
Teil der Eigenenergien wird dann immer noch mit hinreichender Genauigkeit kon-
vergieren [25]. Die Schro¨dingergleichung ist dann eine Eigenwertgleichung mit einer
endlichdimensionalen Matrix, die numerisch gelo¨st werden kann.
2. Die Exponentialfunktion in Gleichung (4.6) wird in einer Taylorreihe entwickelt, θ
bezeichne den Winkel zwischen r und q.
eiαq · r = eiαqr cos(θ) = 1 + iαqr cos(θ)− 1
2
α2q2r2 cos2(θ) + . . . (4.8)
3. Es bleiben Ausdru¨cke der Form∫
R3
Ψ∗nr
n cosn(θ)ΨndV (4.9)
zu berechnen. Wa¨hlt man als Entwicklungsbasis die Coulomb-Sturmsche Basis, so
sind diese Integrale mit Hilfe der in Anhang A angegebenen Rekursionsrelationen
algebraisch lo¨sbar.
Die bestimmten Matrixelemente werden in Gleichung (4.1) eingesetzt. Fu¨r die Summe
u¨ber q verwendet man die Na¨herung [20]∑
q
→ V
(2pi)3
∫
q
(4.10)
und wertet die Hauptwerte beispielsweise u¨ber
P
(
1
ω
)
=lim
→0
∫
R\[−,]
1
E
δ(E − w)dE (4.11)
aus. In der Berechnung der Matrixelemente wird angenommen, dass q im Integral in
z-Richtung weist. Dies kann durch passende Substitution der Ortskoordinaten erreicht
werden. Dies ergibt im Ortsraum gedrehte Wellenfunktionen Ψn(R
−1r). Die Winkelab-
ha¨ngigkeit der Coulomb-Sturmschen Basiselemente ist durch die Kugelfla¨chenfunktion
gegeben. Diese transformieren sich unter ra¨umlichen Drehungen nach einer Darstellung
Dlmm′ der Drehgruppe SO(3) [26]. Daher ko¨nnen die gedrehten Kugelfla¨chenfunktionen
wieder als Linearkombination gewo¨hnlicher Kugelfla¨chenfunktionen dargestellt werden
und das Integral kann wie beschrieben berechnet werden.
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4.1.1. Berechnung der effektiven Ladungen mit Hilfe von
Rekursionsrelationen
In diesem Abschnitt soll erla¨utert werden, wie die Berechnung der Matrixelemente von-
statten geht. Wir verwenden die Coulomb-Sturmsche Basis aus Anhang A. Es wurde
folgende Rekursionsrelation hergeleitet:
ri+1 cosi θΦn,l,m =
i
2∑
k
2
=− i
2
−k+i+1∑
j=−k−i−1
(LNiR1)
j,k
n,l,mΦn+j,l+k,m . (4.12)
Die Koeffizienten (LNiR1)
j,k
n,l,m lassen sich hierbei aus den in Anhang A gelisteten Gro¨ßen
rekursiv berechnen. Es gilt die Orthogonalita¨tsrelation (A.6)∫
Φ∗n′l′m′(r)
1
r
Φnlm(r)d
3r =
1
b(n+ l + 1)
δn′nδl′lδm′m (4.13)
fu¨r die Coulomb-Sturmschen Basisfunktionen Φ. Unter Hinzunahme von Gleichung (4.12)
ergibt sich dann
〈n′l′m′|ri cosi θ|nlm〉 = 〈n′l′m′|r−1
i
2∑
k
2
=− i
2
−k+i+1∑
j=−k−i−1
(LNiR1)
j,k
n,l,m|n+ j l + k m〉
=
i
2∑
k
2
=− i
2
−k+i+1∑
j=−k−i−1
(LNiR1)
j,k
n,l,m
1
b(n′ + l′ + 1)
δj(n′−n)δk(l′−l)δmm′ .
(4.14)
Fu¨r die Berechnung der effektiven Ladungen (4.6) war die Exponentialfunktion in eine
Taylorreihe entwickelt worden:
〈n′l′m′|eiαq · r|nlm〉 =
∑
i≥0
iiαiqi
i!
〈n′l′m′|ri cosi θ|nlm〉 . (4.15)
Die Summe auf der rechten Seite gibt nun immer dann einen Beitrag, wenn j = n′−n und
k = l′− l in den durch die Summen in Gleichung (4.14) vorgegebenen Grenzen liegt. Um
zu verstehen, wie die Summe unter diesen Umsta¨nden auszuwerten ist, betrachte man
Abbildung 4.1. Ab einem gewissen minimalen Wert i = i0 verschwindet der zugeho¨rige
Summand nicht. Da die Summe u¨ber k in Schritten der Gro¨ße zwei geschieht, gibt es nur
fu¨r jeden zweiten Wert von i einen Beitrag. i0 erha¨lt man als das kleinste i, fu¨r welches
die Summationsindices in Gleichung (4.14) auf j = n′ − n und k = l′ − l fallen. Man
erha¨lt
i0 = |l′ − l|+Θ(|(n′ − n) + (l′ − l)|−(|l′ − l|+1)) · 2
⌈ |(n′ − n) + (l′ − l)|−(|l′ − l|+1)
2
⌉
.
(4.16)
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k = l′ − l
j = n′ − n
−2i− 1
2i+ 1
−i
−1
i
1
Abbildung 4.1.: Ausdehnung der Summe (4.14) im k-j-Raum fu¨r ein festes i (durchge-
zogene Linien) und i+ 1 (gestrichelte Linie). Einen Beitrag zur Summe
u¨ber i gibt es nur dann, wenn der Punkt mit Koordinaten k = l′− l und
j = n′ − n u¨berdeckt wird. Dabei ist darauf zu achten, dass nur jeder
zweite k-Wert getroffen wird.
Die Matrixelemente fu¨r die Exponentialfunktion in Coulomb-Sturmscher Basis berechnet
man damit zu
〈n′l′m′|eiαq · r|nlm〉 =
∑
i
2
≥ i0
2
iiαiqi
i!
(LNiR1)
n′−n,l′−l
n,l,m
δmm′
b(n′ + l′ + 1)
. (4.17)
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Mithilfe dieser Ausdru¨cke lassen sich nun die Matrixelemente (4.6) berechnen. Man erha¨lt
sie durch Linearkombination:
〈ν ′K ′|eiαq · r|νK〉 =
∑
n,l,m,n′,l′,m′
cν
′K′∗
n′,l′,m′c
νK
n,l,m
∑
i
2
≥ i0
2
iiαiqi
i!
(LNiR1)
n′−n,l′−l
n,l,m
δmm′
b(n′ + l′ + 1)
=
∑
n,l,m,n′,l′
cν
′K′∗
n′,l′,mc
νK
n,l,m
∑
i
2
≥ i0
2
iiαiqi
i!
(LNiR1)
n′−n,l′−l
n,l,m
b(n′ + l′ + 1)
. (4.18)
4.1.2. Konvergenzradius und Pade´-Approximation
Die im Unterabschnitt 4.1.1 verwendete Taylorreihe der Matrixelemente in der Coulomb-
Sturmschen Basis hat nur einen endlichen Konvergenzradius. Um sich das klar zu ma-
chen, betrachten wir als einfaches Beispiel den Grundzustand n = n′ = l = l′ = m =
m′ = 0. Wir haben zum einen
〈000|eiq · r|000〉 =
∫
U∗00(r)Y
∗
00(θ, φ)e
iqr cos θU00(r)Y00(θ, φ)d
3r
=
4
b3
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
∫ ∞
0
drr2e−
2r
b eiqr cos θ
∣∣∣∣L10(2rb
)∣∣∣∣2 |Y00(θ, φ)|2 .
Nun ist
Y00 =
1√
4pi
, L10 = 1 , (4.19)
und mit der Substitution u = cos θ erha¨lt man
〈000|eiq · r|000〉 = 4
b3
2pi
4pi
∫ ∞
0
drr2e−
2r
b
∫ pi
0
dθ sin θ eiqr cos θ
=
2
b3
∫ ∞
0
drr2e−
2r
b
∫ 1
−1
dueiqru
=
2
b3
∫ ∞
0
drr2e−
2r
b
1
iqr
(
eiqr − e−iqr)
=
2
iqb3
[∫ ∞
0
drre−(
2
b
−iq)r −
∫ ∞
0
drre−(
2
b
+iq)r
]
=
2
iqb3
[
1(
2
b
− iq)
∫ ∞
0
dre−(
2
b
−iq)r − 1(
2
b
+ iq
) ∫ ∞
0
dre−(
2
b
+iq)r
]
=
2
iqb3
(
8 iq
b(
4
b2
+ q2
)2
)
=
1
(1 + 1
4
b2q2)2
. (4.20)
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Diese rationale Funktion von q hat Pole in der komplexen Ebene, welche bei q = 2i
b
liegen. Eine Taylorentwicklung um den Ursprung kann also nur auf einer Scheibe mit
einem Radius |q|< 2
b
konvergieren. Das gleiche Ergebnis liefert auch die Betrachtung der
Taylorreihe. Man berechnet wieder mit u = cos θ:
1
n!
〈000|(iq · r)n|000〉 = i
n
n!
4
b3
∫ ∞
0
drr2e−
2r
b
∫ pi
0
dθ sin θqnrn cosn θ
=
1
b3
2in
n!
∫ ∞
0
drrn+2e−
2r
b
∫ 1
−1
duunqn
=
1
b3
2in
n!
∫ ∞
0
drrn+2e−
2r
b
1
n+ 1
(1− (−1)n+1)qn
=
1
b3
2in
(n+ 1)!
(1 + (−1)n)qn
∫ ∞
0
drrn+2e−
2r
b
(z= 2r
b
)
=
1
b3
2in
n!
(1 + (−1)n) b
n+3
2n+3
qn
∫ ∞
0
dzzn+2e−z
=
bninqn(1 + (−1)n)
2n+2(n− 1)! (n+ 2)! . (4.21)
Fu¨r ungerade n verschwindet der Term. Fu¨r gerades n hingegen hat man
1
n!
〈000|(iqr)n|000〉 = (−1)
n
2 bn(n+ 2)qn
2n+1
= (−1)n2
(n
2
+ 1
)((bq
2
)2)n2
. (4.22)
Vergleich mit Gleichung (4.17) liefert schließlich fu¨r gerade i:
(LNiR)
0,0
0,0,0 =
i! (i+ 2)
2i+1
. (4.23)
Fu¨r ungerade i verschwindet der Koeffizient. Man sieht sowohl in Gleichung (4.20) als
auch in Gleichung (4.21), dass es einen endlichen Konvergenzradius gibt, der sich aus
der Bedingung ∣∣∣∣bq2
∣∣∣∣ < 1⇔ |q|< ∣∣∣∣2b
∣∣∣∣ . (4.24)
ergibt.
Pade´-Approximation
Um die Matrixelemente auch in Parameterbereichen berechnen zu ko¨nnen, wo die Reihe
divergiert, ko¨nnen die Summanden der Taylorreihe fu¨r eine Pade´-Approximation [27]
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verwendet werden. Wa¨hrend die Taylorreihe ausserhalb des Konvergenzradius divergiert,
ko¨nnen die Koeffizienten ck der Potenzreihe
f(x) =
∑
k≥0
ckx
k (4.25)
auch dazu verwendet werden, die Funktion durch eine rationale Funktion statt durch ein
Polynom anzuna¨hern. Der Pade´-Approximant einer vorgegebenen Ordnung ist diejenige
rationale Funktion
R(x) =
∑M
k=0 akx
k
1 +
∑N
k=1 bkx
k
, (4.26)
deren Potenzreihenentwicklung mit der Potenzreihe der zu na¨hernden Funktion bis zur
ho¨chsten Ordnung u¨bereinstimmt [27]. Die Koeffizienten ak, bk sind aus den Koeffizienten
ck bestimmbar. In vielen Fa¨llen wird dieser Ansatz dann in einem gro¨ßerem Gebiet
konvergieren. Wie im obigen Beispiel zu sehen war, ist das hier ein guter Ansatz, da die
Matrixelemente rationale Funktionen in q sind.
Numerische Grenzen des Ansatzes
Diese Heransgehensweise, die Energieverschiebungen in Kupferoxydul zu berechnen wird
ab dieser Stelle nicht weiter verfolgt. Die Gru¨nde dafu¨r sollen hier kurz dargelegt werden.
Das Hauptproblem mit diesem Ansatz besteht in der q-Abha¨ngigkeit der Matrixelemente.
Der Ausdruck (4.1) verlangt, dass die Matrixelemente u¨ber q integriert werden. Hierbei
ist zu beachten, dass in
〈νK + q|eiαq · r|ν ′K〉 (4.27)
nicht nur die Exponentialfunktion, sondern auch der Bra-Basisvektor eine q-Abha¨ngigkeit
tra¨gt. Das bedeutet, dass die Koeffizienten in Gleichung (4.7) q-abha¨ngig sind. Diese
sind jedoch nur numerisch bekannt. Zur Auswertung des Integrals ist es also notwendig,
entweder sa¨mtliche Koeffizienten fu¨r alle Werte des Vektors q in der Integration zwi-
schenzuspeichern, oder aber fu¨r jeden q-Schritt in der Integration die Diagonalisierung
bei festem q zu wiederholen. Beide Mo¨glichkeiten stoßen an die Grenzen des numerisch
Mo¨glichen. Zusammen mit den Schwierigkeiten, die sich auch bei den anderen Schritten
der Berechnung noch ergeben, ist dieser Ansatz zu aufwendig, um ihn im Rahmen dieser
Masterarbeit zu Ende zu fu¨hren.
4.2. Zweiter Ansatz mit Vernachla¨ssigung der
Schwerpunkt-Relativbewegung-Kopplung
Die Hauptproblematik des ersten Ansatzes bestand in der q-Abha¨ngigkeit der Basisvek-
toren. Das Problem ist die Kopplung der Schwerpunktsbewegung an die Relativbewe-
gung des Elektron-Loch-Paares, die sich im Magnetfeld ergibt. Der Schro¨dingergleichung
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lautet(
Eg +
1
M
(−K1y +K2x)B − 1
2µ
∆ +
1
2
(
1
me
− 1
mh
)
BLz
+
1
8µ
B2(x2 + y2)− 1
4pi
1
r
− E
)
Y = 0
(4.28)
mit der Wellenfunktion Y , der Bandlu¨cke Eg, dem Wellenvektor der Schwerpunktsbe-
wegung K, dem Drehimpulsoperator in z-Richtung Lz und dem Magnetfeld B. me und
mh sind die effektiven Massen des Elektrons resprektive des Lochs, M bezeichnet die
Gesamtmasse und µ die reduzierte Masse. Die Kopplung der Relativbewegung an die
Schwerpunktsbewegung ergibt sich durch den Term
1
M
(−K1y +K2x)B = 1
M
(B ×K) · r =: Fkin · r . (4.29)
Er kann als ein durch die Schwerpunktsbewegung induzierter, effektiver Stark-Effekt in-
terpretiert werden. Im Folgenden werden wir eine drastische Vereinfachung treffen und
diesen Term vernachla¨ssigen. Die Effekte dieses Terms werden spa¨ter im Rahmen einer
anderen Herangehensweise untersucht. Es wird sich herausstellen, dass selbst mit dieser
Na¨herung die Berechnung der Verschiebungen immer noch auf große Probleme fu¨hrt.
Prinzipiell erfolgt die Berechnung der Korrektur nun a¨hnlich wie im ersten Ansatz.
Der Parameter b der Sturmschen Basis kann hier so gewa¨hlt werden, dass die Wellen-
funktionen mit den Wasserstoffwellenfunktionen fu¨r eine feste Hauptquantenzahl u¨ber-
einstimmt:
b = (n+ l + 1)aexc , (4.30)
wobei wir hier den Exzitonradius aexc verwenden. n bezeichnet hier nicht die Haupt-,
sondern die radiale Quantenzahl. Fu¨r diese Wellenfunktionen ko¨nnen die Matrixelemen-
te (4.1.1) analytisch bestimmt werden. Da somit die Problematik des ersten Ansatzes
herausfa¨llt, ist die Berechnung des Integrals u¨ber q hier deutlich einfacher durchfu¨hrbar.
4.2.1. Berechnung der Verschiebungen
Das Vorgehen ist sehr a¨hnlich zum Vorgehen in Referenz [28]. Zuna¨chst trennen wir im
Integral u¨ber q den Winkelanteil vom radialen Anteil,
∆ν1ν20 =
V
(2pi)3
∑
s,γ
∫ qBr
0
Λs(q, γ, ν2, ν1)
×
[
(ns(q, T ) + 1)P
(
1
Eν10 − Eν2q − h¯ωs(q)
)
+ ns(q, T )P
(
1
Eν10 − Eν2q + h¯ωs(q)
)]
dq ,
(4.31)
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qBr bezeichne dabei die Grenze der ersten Brillouin-Zone. Da wir sowohl fu¨r akustische,
als auch fu¨r optische Phononen eine winkelunabha¨ngige Dispersion annehmen, kann
in der Bose-Einstein-Verteilung q statt q geschrieben werden. Die Integration u¨ber die
Winkel steckt in der Gro¨ße
Λs(q, γ, ν2, ν1) =
∫ pi
0
dqθ sin θ
∫ 2pi
0
dqφ
× [Dsccqe(q, γν2)−Dsvvqh(q, γν2)][Dsccq∗e(q, γν1)−Dsvvq∗h(q, γν1)] . (4.32)
Die effektiven Ladungen sind durch Matrixelemente gegeben, z.B.
qe(q, γν1) = 〈γ|ei
mh
M
q · r|ν1〉 . (4.33)
Die Zusta¨nde lassen sich in der Coulomb-Sturmschen Basis entwickleln,
|ν1〉 =
∑
n,l,m
cν1n,l,m|n, l,m〉 , |ν2〉 =
∑
n1,l1,m1
cν2n1,l1,m1 |n1, l1,m1〉 ,
|γ〉 =
∑
n′,l′,m′
cγn′,l′,m′ |n′, l′,m′〉 bzw. |γ〉 =
∑
n′1,l
′
1,m
′
1
cγn′1,l′1,m′1
|n′1, l′1,m′1〉 ,
(4.34)
sodass man Λs(q, γ, ν2, ν1) wie folgt schreiben kann:
Λs(q,γ, ν2, ν1) =
∑
n,l,m
∑
n1,l1,m1
∑
n′,l′,m′
∑
n′1,l
′
1,m
′
1
cν1∗n,l,mc
ν2
n1,l1,m1
cγ∗n′1,l′1,m′1c
γ
n′,l′,m′
×
∫ 2pi
0
dqφ
∫ pi
0
dqθ sin qθ [D
s
ccq
∗
e(q, (n
′l′m′)(nlm))−Dsvvq∗h(q, (n′l′m′)(nlm))]
× [Dsccqe(q, (n′1l′1m′1)(n1l1m1))−Dsvvqh(q, (n′1l′1m′1)(n1l1m1))]
=:
∑
n,l,m
n1,l1,m1
∑
n′,l′,m′
n′1,l
′
1,m
′
1
cν1∗n,l,mc
ν2
n1,l1,m1
cγ∗n′1,l′1,m′1c
γ
n′,l′,m′Λ˜s(q, (nlm)(n1l1m1)(n1l1m1)(n
′
1l
′
1m
′
1)) .
(4.35)
Die Matrixelemente der Form qe(q, (n
′
1l
′
1m
′
1)(n1l1m1)) lassen sich fu¨r den Fall, dass der
Vektor q entlang der z-Achse orientiert ist, q = qez, mit einem Computeralgebrasystem
exakt berechnen. Um das verwenden zu ko¨nnen, beachtet man, dass sich die Kugel-
fla¨chenfunktionen zu einem festen l nach einer 2l + 1-dimensionalen Darstellung der
Raumdrehungen transformiert [26],
D(qα, qθ, qφ)Ylm(θ, φ) =
l∑
m′=−l
Ylm′(uθ, uφ)D
l
mm′(qα, qθ, qφ) , (4.36)
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wobei uθ und uφ sich als die Winkelkomponenten von A
T r ergeben, wenn
AT q = qez (4.37)
gilt. Mit den Eigenschaften der MatrizenDl la¨sst sich folgender Ausdruck fu¨r die Λ˜s(q, γ, ν2, ν1)
finden [26, 28]:
Λ˜s(q, (nlm)(n1l1m1)(n
′l′m′)(n′1l
′
1m
′
1))
=
min(l′+l,l′1+l1)∑
u=max(|l′−l|,|l′1−l1|)
min(l′,l)∑
a1=−min(l′,l)
min(l′1,l1)∑
a3=−min(l′1,l1)
4pi(2u+ 1)δ(m+m′)(m1+m′1)
×
(
l′1 l1 u
m′1 m1 −(m′1 +m1)
)(
l′ l u
m′ m −(m′ +m)
)
×
(
l′1 l1 u
a1 a3 −(a1 + a3)
)(
l′ l u
a3 a1 −(a1 + a3)
)
× (Dsccq∗e(qez, (nla1)(n′l′a1))−Dsccq∗h(qez, (nla1)(n′l′a1)))
× (Dsccqe(qez, (n′1l′1a3)(n1l1a3))−Dsccqh(qez, (n′1l′1a3)(n1l1a3))) .
(4.38)
Hierbei bezeichnet (
l1 l2 L
m1 m2 M
)
(4.39)
die 3j-Symbole [26]. Als na¨chstes betrachten wir die Auswertung des Hauptwertintegrales
u¨ber q. Man verwendet die Relation
P
(
1
x
)
=lim
→0
∫
R\[−,]
1
E
δ(E − x)dE (4.40)
zusammen mit
δ(E(q)− E0) =
∑
i
1∣∣∣dEdq ∣∣∣δ(q − qi) . (4.41)
Man wertet zuerst die q-Integration aus, indem man fu¨r jedes feste E jene Werte qi =
qi(E) bestimmt, fu¨r welche der Nenner in Gleichung (4.31) verschwindet. Anschließend
ist das Integral u¨ber E mit Hilfe einer Gauß-Legendre-Quadratur lo¨sbar [28].
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Tabelle 4.1.: Materialparamter von Kupferoxydul [29]
Bandlu¨cke Eg = 2,17208 eV
Elektronenmasse me = 0,99m0
Dielektrizita¨tskonstante  = 7,5
Spin-Bahn-Kopplungskonstante ∆ = 0,131 eV
Luttingerparameter
γ1 = 1,76
γ2 = 0,7532
γ3 = −0,3668
κ = −0,5
g-Faktor des Elektrons im Leitungsband gc = 2,1
g-Faktor des Lochs im Valenzband g ≈ 2
4.2.2. Ergebnisse und Diskussion
Die Formel (3.137) fu¨r die Verschiebungen ist nur der erste Term der Formel von Toyoza-
wa (siehe Abschnitt 2.6.1). Fu¨r die Herleitung beider Formeln wurde angenommen, dass
die Energieniveaus des ungesto¨rten Exzitonsystems nicht entartet sind. Dennoch wurde
in der Vergangenheit Toyozawas Theorie bereits erfolgreich auf ein einfaches wasser-
stoffartiges Modell eines Exzitons ohne Magnetfeld, also mit der bekannten Entartung,
angewandt [28], wobei dort jedoch das Hauptaugenmerk auf den Linienverbreiterungen
lag. In einem ersten Versuch wollen wir daher untersuchen, ob sich hier sinnvolle Kor-
rekturen fu¨r die Energieaufspaltung der Exzitonniveaus ohne Magnetfeld ergeben. Wir
berechnen die Korrektur, die sich aus (2.135) fu¨r die Exzitonenzusta¨nde zur Hauptquan-
tenzahl N = n + l + 1 = 5 ergeben. Die verwendeten Materialparamter in Gleichung
(4.28) sind Tabelle 4.1 zu entnehmen. Hierzu wird nicht nur die Verschiebung berechnet,
sondern in einem zweiten Schritt noch eine Na¨herung fu¨r die Position des Absorptions-
maximums in der zugeho¨rigen Lorentzkurve bestimmt, indem die Nullstelle des Terms
h¯ω − E˜ν0(ω) in Formel (2.134) berechnet wird. Die auftretende Summe wird bei einer
passenden Hauptquantenzahl Nmax abgeschnitten, mit der Hoffnung, dass fu¨r ein ge-
nu¨gend hoch gewa¨hlten Abschneidewert die Summe bereits auskonvergiert ist. Leider
stellt sich heraus, dass fu¨r die numerisch durchfu¨hrbaren Werte von Nmax noch keine
hinreichend gute Konvergenz erreicht ist, wie in Abbildung 4.2 und 4.3 zu sehen ist.
Zuna¨chst fa¨llt auf, dass die Energieverschiebungen fu¨r alle betrachtetend Niveaus eine
große negative Komponente haben, sodass man eine kollektive Verschiebung zu niedri-
geren Energien erha¨lt. Diese Verschiebung ist physikalisch nicht relevant, a¨hnlich wie die
bloße Verschiebung der Energieniveaus, die sich fu¨r das einfache Modell in Abschnitt
3.5 ergab. Zusa¨tzlich hat sie keinen Einfluss auf die Na¨chste-Nachbar-Verteilung. Fu¨r
uns interessant ist die Aufspaltung der Zusta¨nde. Der Vergleich mit Literaturwerten der
Energieauspaltung bei verschwindendem Magnetfeld [30, 31] zeigt jedoch schnell, dass
die Werte bei den hier betrachteten niedrigen Abschneidewerten von Nmax noch zu groß
sind, um als sinnvoll erachtet zu werden: Aus [30] entnimmt man fu¨r die gelbe Serie in
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Abbildung 4.2.: Konvergenzverhalten der Energieeigenwerte ohne Magnetfeld. Nume-
risch bestimmte Positionen der Energieniveaus in Abha¨ngigkeit von
Nmax zu N = 5 mit m = 0, die fu¨nf Linien geho¨ren also zu je einem
Wert der Drehimpulsquantenzahl l.
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Abbildung 4.3.: Das Konvergenzverhalten der Aufspaltungen ohne Magnetfeld. Fu¨r zu-
nehmendes Nmax nimmt die Aufspaltung ab. Das Verhalten zeigt je-
doch zu große Schwankungen, um eine Extrapolation durchzufu¨hren.
Der Wert fu¨r Nmax = 4 ist ∆E = 2,095 meV und ist hier nicht gezeigt.
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Kupferoxydul fu¨r N = 5 eine Aufspaltung in der Gro¨ßenordnung von ∆E ≈ 0,5 meV.
Ein Großteil dieser Aufspaltung ist allerdings auch schon durch den Einfluss der Band-
struktur bedingt [31]. Die Abweichungen von Theorie zu Experiment, die sich bei Be-
ru¨cksichtigung der Bandstruktur ohne Phononen ergeben, sind sehr viel kleiner, als die
hier berechneten [31].
In Abbildung 4.3 sind nur die Aufspaltungen fu¨r verschiedene Werte von Nmax aufge-
tragen. Man kann einen sinkenden Trend erkennen. Ein Ansatz, aus den vorhandenen
Ergebnissen vielleicht doch noch sinnvolle Aufspaltungen zu gewinnen besteht darin, die
vorhandenen Werte fu¨r gro¨ßere Nmax zu extrapolieren. Die wenigen vorhandenen Da-
tenpunkte lassen jedoch leider keinen eindeutigen Fit zu, wie er beispielsweise in einer
a¨hnlichen Situation in [28] zu finden ist, vergleiche Tabelle 4.2. Eine ho¨here Genauigkeit
der Extrapolation ko¨nnte erreicht werden, wenn man zusa¨tzlich Datenpunkte zu ho¨heren
Nmax ausrechnet. Die Rechendauer hierfu¨r steigt jedoch mit wachsendem Nmax an und
ist bereits fu¨r die hier verwendeten Werte teilweise von der Gro¨ßenordnung mehrerer
Tage. Es scheint also, dass das hier vorgestellte Verfahren erst durch eine verbesserte
Numerik umsetzbar wird.
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Tabelle 4.2.: Verschiedene Ansa¨tze, die Daten aus Abbildung 4.2 zu extrapolieren. Ge-
fittet werden die Punkte zu Nmax = 5 bis Nmax = 8. Fitparamter sind b und
c.
Fitfunktion Extrapolierte Energieniveaus Extrapolierte Aufspaltung
E(Nmax) = E∞ + bN2max
El=0 = 2,161462 eV
∆E = 0,526 meV
El=1 = 2,161418 eV
El=2 = 2,161706 eV
El=3 = 2,161720 eV
El=4 = 2,161194 eV
E(Nmax) = E∞ + bNmax
El=0 = 2,159327 eV
∆E = 0,979 meV
El=1 = 2,159150 eV
El=2 = 2,159815 eV
El=3 = 2,159702 eV
El=4 = 2,158836 eV
E(Nmax) = E∞ + be−cNmax
El=0 = 2,162762 eV
∆E = 0,601 meV
El=1 = 2,162638 eV
El=2 = 2,162924 eV
El=3 = 2,162323 eV
El=4 = 2,162555 eV
E(Nmax) = E∞ + bNcmax
El=0 = 2,162626 eV
∆E = 1,184 meV
El=1 = 2,162401 eV
El=2 = 2,162835 eV
El=3 = 2,161651 eV
El=4 = 2,162364 eV
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−3.56 −3.52 −3.48 −3.44 −3.4 −3.36
Energiekorrekturen E (meV)
Abbildung 4.4.: Korrekturen zu den n = 5 Energieniveaus mit Magnetfeld B = 2,82 T
bei Nmax = 5. Aus der Aufspaltung der Korrekturen ergibt sich die
relative Verschiebung der Energieniveaus. Hier erha¨lt man eine durch
die Phononen bedingte Aufspaltung von ∆E = 0,223 meV. Es ergibt
sich das selbe Problem wie oben: Vergleich mit den Ergebnissen in [31]
zeigt, dass diese Aufspaltung zu groß ist.
Hinzufu¨gen eines Magnetfeldes
Das Scheitern des Ansatzes ohne Magnetfeld wirft die Frage auf, ob vielleicht die Ent-
artung der Zusta¨nde zum Versagen der Theorie fu¨hrt. Um dies zu u¨berpru¨fen wird die
Berechnung der Verschiebungen analog zum oberen Fall noch einmal mit einem Magnet-
feld von B = 2,82 T wiederholt. Die Verschiebungen sind in Abbildung 4.4 fu¨r Nmax = 5
graphisch dargestellt. Man erha¨lt das selbe Problem wie oben, da hier die Berechnung
numerisch noch aufwendiger ist: Fu¨r die sinnvoll zu berechnenden Werte von Nmax ist
noch keine Konvergenz eingetreten. Es fa¨llt jedoch auf, das die Aufspaltung kleiner ist,
als fu¨r den selben Wert von Nmax = 5 ohne Magnetfeld. Mo¨glicherweise ist das ein Hin-
weis darauf, dass das Aufheben der Entartung hier das Konvergenzverhalten verbessert.
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5. Einfluss eines
Bewegungs-Stark-Effektes auf die
Levelstatistik
Um die experimentellen Befunde von Aßmann et al. [7] zu verstehen, soll in diesem
Kapitel zuna¨chst eine kurze Zusammenstellung der Grundlagen der Theorie der Zufalls-
matrizen erfolgen. In diesem Zusammenhang werden dann die Erkenntnisse aus dem
Experiment von Aßmann et al. kurz dargestellt. Schließlich finden wir u¨ber die Beru¨ck-
sichtigung eines Bewegungs-Stark-Effektes eine mo¨gliche Erkla¨rung fu¨r das Auftreten
der GUE-Verteilung in der Levelstatistik von Rydbergexzitonen in Kupferoxydul [29].
5.1. Die Theorie der Zufallsmatrizen
Die Theorie der Zufallsmatrizen ist ein Ansatz zur Beschreibung quantenmechanischer
Systeme, die im klassischen Limes chaotisches Verhalten zeigen. Die Problematik bei der
quantenmechanischen Verallgemeinerung klassischer Chaostheorie besteht darin, dass
das Konzept der Trajektorie in der Quantenmechanik seine Bedeutung verliert. Die Be-
schreibung u¨ber sensitive Abha¨ngigkeit von Anfangsbedingungen und den Ljapunow-
Exponenten wird somit unmo¨glich [10].
5.1.1. Klassisches Chaos
In der klassischen Mechanik wird Chaos ha¨ufig u¨ber die sensitive Abha¨ngigkeit der Tra-
jektorie von den Anfangsbedingungen definiert. Liegt chaotisches Verhalten vor, so tren-
nen sich anfa¨nglich im Phasenraum benachbarte Trajektorien exponentiell schnell. Im
Folgenden werde ein konservatives System betrachtet. Es sei [8]
γ =
(
q
p
)
∈ R2N (5.1)
der Phasenraumvektor fu¨r ein N -dimensionales System. Die klassische Bewegunsglei-
chung kann geschrieben werden als [8]
γ˙ = J∇γH (5.2)
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mit der symplektischen Matrix
J =
(
0 1
−1 0
)
(5.3)
und der klassischen Hamiltonfunktion H. Wir sind an dem Verhalten nahe benachbarter
Trajektorien interessiert, daher betrachten wir das linearisierte Verhalten der Abwei-
chung ∆γ(t) von einer gegeben Trajektorie, ha¨ufig von einem Fixpunkt [8, 9]:
∆γ(t) =M(t,0)∆γ(0) . (5.4)
Hierbei ist M(t,0) die Monodromiematrix oder Stabilita¨tsmatrix. Sie ist ein Element
der symplektischen Gruppe und erfu¨llt [8]
MTJM = J . (5.5)
Daraus ergibt sich eine wichtige Eigenschaft hinsichtlich der Eigenwerte. Es gilt [8]
λ ∈ Spec(M) ⇒ 1
λ
∈ Spec(M) , (5.6)
wobei zu den beiden Eigenwerten verschiedene Eigenvektoren geho¨ren. Die Eigenwerte
treten also immer in Paaren auf. Es folgt
det(M) =
N∏
i=1
λi
1
λi
= 1 . (5.7)
M ist Lo¨sung der Differentialgleichung [8]
d
dt
M(t,0) = J∇2γHM(t,0) , M(0,0) = 1 . (5.8)
Es sei nun
||M||=sup
i
|λi| (5.9)
der gro¨ßte Absolutwert aller Eigenwerte. Der Ljapunow-Exponent L ist definiert als [8, 9]
L = lim
t→∞
1
t
ln (||M(t,0)||) . (5.10)
Es folgt, dass sich die Abweichung fu¨r große Zeiten wie
|∆γ(t)|≈ eLt|∆γ(0)| (5.11)
verha¨lt. Fu¨r einen positiven Ljapunow-Exponenten trennen sich also anfa¨nglich benach-
barte Trajektorien exponentiell und das Verhalten des Systems ist auf lange Zeiten nicht
vorhersagbar. Ist L hingegen Null, so trennen sie sich ho¨chstens algebraisch.
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5.1.2. Quantenchaos
Die oben skizzierte Charakterisierung von chaotischem Verhalten ist in der Quanten-
mechnik nicht mehr gu¨ltig [8, 10]. Aufgrund der Heisenbergschen Unscha¨rferelation
∆q∆p ≥ h¯
2
(5.12)
ist die Idee einer Trajektorie nicht mehr wohldefiniert. Es muss also eine alternative
Beschreibung irregula¨ren Verhaltens gefunden werden.
Quantenmechanische Spektren und Na¨chste-Nachbar-Verteilung
Man betrachtet die Eigenwertspektren quantenmechanischer Hamiltonoperatoren. Die
Grundidee kann anhand eines einfachen Modells mit einem zweidimensionalen Hamil-
tonoperator erla¨utert werden [8–10]:
H =
(
H11 H12
H21 H22
)
. (5.13)
Das charakteristische Polynom lautet
χ(E) = E2 − (H11 +H22)E + (H11H22 − |H12|2) . (5.14)
Die Eigenwerte berechnet man zu
E1,2 =
H11 +H22
2
±
√
∆
2
(5.15)
mit
∆ = H211 +H
2
22 + 2H11H22 − 4H11H22 + 4|H12|2
= (H11 −H22)2 + 4Re(H12)2 + 4Im(H12)2 . (5.16)
Nehmen wir nun an, dass die Komponenten des Hamiltonoperators von einem externen
Parameter λ abha¨ngen, beispielsweise einem a¨ußeren Magnetfeld. Unter welchen Um-
sta¨nden kann es bei Variation des Parameters zu Entartung der Energiewerte kommen?
Wir unterscheiden drei Fa¨lle.
1. Es findet keine Wechselwirkung zwischen den Energieniveaus statt und das Nicht-
diagonalelemente H12 verschwindet. Dann gilt
∆(λ) = (H11(λ)−H22(λ))2 != 0 . (5.17)
Es handelt sich um eine Gleichung mit einer Unbekannten. Im Allgemeinen wird
es also einen Wert λ0 geben, fu¨r welchen ∆ verschwindet und die Energieniveaus
entartet sind [8, 9].
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2. Die Nichtdiagonalelemente verschwinden nicht, der Hamiltonoperator ist reell.
∆(λ) = (H11(λ)−H22(λ))2 + 4H12(λ)2 != 0 (5.18)
Diese Gleichung hat im Allgemeinen keine Lo¨sung, da die beiden quadrierten Terme
unabha¨ngig voneinander verschwinden mu¨ssen. Es wa¨ren mindestens zwei Parame-
ter notwendig, um eine Entartung zu erzwingen [8, 9].
3. Die Nichtdiagonalelemente verschwinden nicht, der Hamiltonoperator ist komplex.
∆(λ) = (H11(λ)−H22(λ))2 + 4Re(H12(λ))2 + 4Im(H12(λ))2 != 0 (5.19)
Hier sind es nun sogar drei Terme, die verschwinden mu¨ssen. Eine Entartung ist
also noch unwahrscheinlicher [8].
Tra¨gt man die Energiewerte u¨ber den Kontrollparamter auf, so gibt es im ersten Fall
einen Schnittpunkt. In den anderen Fa¨llen gibt es im Allgemeinen nur einen Parameter-
wert, bei welchem der Abstand der Linien minimal wird. Man spricht von einer vermie-
denen Kreuzung [8–10].
λ
E
E1
E2
λ
E
E−
E+
Abbildung 5.1.: Links eine normale Niveaukreuzung, wie sie beispielsweise in einem Sys-
tem ohne Wechselwirkung der beiden Energieniveaus auftreten ko¨nnte.
Rechts dazu eine vermiedene Kreuzung. Diese tritt auf, wenn ein einziger
Parameter λ nicht mehr genu¨gt, um eine Entartung herbeizufu¨hren.
Wignersche Vermutung
In Analogie zu diesem Beispiel wurde die Wignersche Vermutung aufgestellt. Sie be-
sagt [8], dass die Verteilung der Absta¨nder na¨chster Nachbarn in den Energiespektren
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chaotischer Systeme, d.h. von nicht-integrablen Systemen mit ho¨chstens einer Zeitum-
kehrsymmetrie, der Verteilung der na¨chsten Nachbarn von Zufallsmatrizen entspricht.
Diese Matrizen werden zufa¨llig aus gewissen Ensembles gewa¨hlt.
5.1.3. Poisson-, GOE- und GUE-Ensembles
Im Folgenden betrachten wir die Na¨chste-Nachbar-Verteilung der Energieniveaus eines
quantenmechanischen Systems. Dabei soll das Spektrum entfaltet worden sein. Das be-
deutet, dass der mittlere Niveauabstand auf Eins gesetzt wurde. Eine einfache Methode
dies zu erreichen sieht wie folgt aus [8, 9]: Man betrachtet die Anzahl der bis zur Energie
E gelegenen Niveaus Ei,
N(E) =
∑
i
Θ(E − Ei) . (5.20)
Klassisch la¨sst sich das System durch die Hamiltonfunktion H(q, p) beschreiben. Damit
kann man die semiklassische Anzahl der Zusta¨nde N¯(E) aufschreiben:
N¯(E) =
1
(2pih¯)d
∫
Θ(E −H(q, p))ddqddp , (5.21)
das heißt die Anzahl der Zusta¨nde, die sich ergibt, wenn man den Phasenraum in Boxen
der Gro¨ße (2pih¯)d aufteilt. Das entfaltete Spektrum xi gewinnt man dann, indem man
xi = N¯(Ei) (5.22)
setzt.
Wir sind an einem Wahrscheinlichkeitsmaß P (s) interessiert, welches die Wahrschein-
lichkeit dafu¨r angibt, zu einem gegebenen Niveau x0 im entfalteten Spektrum ein zweites
zu finden, welches im Intervall [x0 +s, x0 +s+ds] liegt, ohne dass sich bereits ein anderes
im Intervall (x0, x0 +s) befindet [8, 9]. Es bezeichne g(s) die bedingte Wahrscheinlichkeit
ein Niveau im Intervall [x0 +s, x0 +s+ds] zu finden, wenn sich bereits ein Niveau bei x0
befindet. Fu¨r P (s) la¨sst sich dann eine Differentialgleichung herleiten. Sie lautet [8, 9]
dP
ds
=
(
1
g
dg
ds
− g
)
P . (5.23)
eine Lo¨sung ist [8–10]
P (s) = cg(s)e
∫ s
0 g(s
′)ds′ . (5.24)
Wie wir im na¨chsten Abschnitt sehen werden, kann sie fu¨r integrable Systeme explizit
berechnet werden.
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Das Poisson-Ensemble
Fu¨r ein integrables System gilt [8]
g(s) = α , (5.25)
mit einer konstanten α. Fordert man noch die Normiertheit von P (s), sowie dass der
mittlere Abstand im entfalteten Spektrum Eins betra¨gt, so folgt die Poisson-Statistik
[8–10]
P (s) = e−s . (5.26)
Sie beschreibt eine Folge unkorrelierter Ereignissen, das heißt einen geda¨chtnislosen Pro-
zess, bei welchem ein Ereignis statistisch unabha¨ngig von vorherigen geschieht. Der radio-
aktive Zerfall verha¨lt sich beispielsweise wie ein Poisson-Prozess. Das Poisson-Ensemble
entspricht dem ersten Fall in Unterabschnitt 5.1.2, also jenem, bei dem keine Wechsel-
wirkung zwischen den Levels auftritt.
Das Gaußsche Orthogonale Ensemble (GOE)
Als na¨chstes betrachten wir Systeme, die nicht integrabel sind, aber eine antiunita¨re
Symmetrie aufweisen. Gewo¨hnlicherweise ist dies eine Symmetrie unter Anwendung des
Zeitumkehroperators T oder eine Verallgemeinerung hiervon, bei welcher noch eine pas-
sene geometrische Operation, wie beispielsweise eine Spiegelung, hinzugenommen wird.
Hat man ein solches System, so kann der Hamiltonoperator stets als reelle Matrix ge-
wa¨hlt werden [8]. Die Unterscheidung zwischen GOE und GUE (siehe Abschnitt 5.1.3)
ha¨ngt also mit der Unterscheidung der Fa¨lle 2 und 3 im Unterabschnitt 5.1.2 zusammen.
Fu¨r das Ensemble sucht man eine Wahrscheinlichkeitsverteilung von Zufallsmatrizen der
Form
H =
(
H11 H12
H12 H22
)
. (5.27)
Man trifft zwei Annahmen [8–10]:
1. Das Wahrscheinlichkeitsmaß soll, wie der Name bereits suggeriert, von einer or-
thogonales Transformation
O =
(
cos θ − sin θ
sin θ cos θ
)
(5.28)
mit θ ∈ [0,2pi) nicht vera¨ndert werden. Dies ergibt sich daraus, dass eine reelle,
symmetrische Matrix stets durch eine solche Transformation diagonalisiert werden
kann.
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2. Man fordert zusa¨tzlich, dass die Wahrscheinlichkeitsmaße der einzelnen Kompo-
nenten unabha¨ngig sind, und sich somit die Gesamtverteilung als
P (H) = P11(H11)P22(H22)P12(H12) (5.29)
schreiben la¨sst.
Zusa¨tzlich muss es auch normiert sein:∫
P (H)dH11dH22dH12 = 1 . (5.30)
Aus diesen Bedingungen la¨sst sich folgende Differentialgleichung herleiten [8–10]:
1
H11 −H22
(
d ln(P11)
dH11
− d ln(P22)
dH22
)
− 1
2H12
d ln(P12)
dH12
= 0 . (5.31)
Eine Lo¨sung lautet [8–10]
P (H) = ce−ATr(H
2) . (5.32)
Diagonalisiert man die Matrix H, so kann man hieraus das Wahrscheinlichkeitsmaß P (s)
fu¨r die Na¨chste-Nachbar-Verteilung gewinnen. Mit der Forderung der Normiertheit,∫ ∞
0
P (s)ds = 1 , (5.33)
und der Forderung, dass der Mittelwert fu¨r das enfaltete Spektrum Eins ist,∫ ∞
0
sP (s)ds = 1 , (5.34)
gewinnt man schließlich die Wigner-Verteilung [8–10]
PGOE(s) =
pi
2
se−
pi
4
s2 (5.35)
fu¨r das Gaußsche Orthogonale Ensemble.
Das Gaußsche Unita¨re Ensemble (GUE)
Fu¨r das Gaußsche Unita¨re Ensemble betrachtet man Systeme, bei welchen alle Sym-
metrien gebrochen sind, insbesondere auch alle antiunita¨ren. Die Matrizen haben die
allgemeine Form
H =
(
H11 H12
H∗12 H22
)
. (5.36)
Das Wahrscheinlichkeitsmaß soll nun folgende Bedingungen erfu¨llen [8, 10]:
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1. Das Wahrscheinlichkeitsmaß ist invariant unter allen unita¨ren Tranformationen U .
2. Auch hier fordert man wieder die Unabha¨ngigkeit der Wahrscheinlichkeitsmaße der
einzelnen Komponenten,
P (H) = P11(H11)P22(H22)P
R
12(Re(H12))P
I
12(Im(H12)) . (5.37)
Analoges Vorgehen zum Fall der GOE-Statistik ergibt die Verteilung des Gaußschen
Unita¨ren Ensembles [8–10]
PGUE(s) =
32
pi2
s2e−
4
pi
s2 . (5.38)
U¨bergang zwischen GOE- und GUE-Statistik
Wir werden spa¨ter daran interessiert sein, den U¨bergang zwischen einer GOE- und einer
GUE-Statistik zu beobachten. Hierfu¨r lassen sich im Rahmen der Theorie der Zufalls-
matrizen analytische Ausdru¨cke zur Interpolation zwischen den beiden Ensembles finden
[29, 32]. Die Formel lautet
PGOE→GUE(s;λ) = C(λ)se−D(λ)
2s2erf
(
D(λ)s
λ
)
(5.39)
mit
D(λ) =
√
1 + λ2√
pi
(
λ
1 + λ2
+ arccotλ
)
(5.40a)
C(λ) = 2
√
1 + λ2D(λ)2 . (5.40b)
Fu¨r λ → 0 ergibt sich die GOE-Statistik, fu¨r λ → ∞ hingegen die GUE-Statistik.
Praktisch kann man jedoch sagen, dass der U¨bergang zum Gaußschen Unita¨ren Ensemble
schon fu¨r λ & 0,7 mehr oder weniger vollsta¨ndig vollzogen ist [29].
5.2. Das Energiespektrum von Rydberg-Exzitonen der
gelben Serie in Kupferoxydul
Wie wir gesehen haben, ha¨ngt der U¨bergang zwischen den Ensembles von den Symme-
trien des Hamiltonoperators ab. Um diese Effekte im Experiment beobachten zu ko¨nnen,
bietet sich daher die Betrachtung eines Systems in einem Festko¨rper an, da hier bereits
durch die Kristallstruktur eine verringerte Symmetrie vorhanden ist [7]. Im Folgenden
sollen kurz die experimentellen Befunde zum Verhalten der Energieniveaus der gelben
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Abbildung 5.2.: Experimentelle Daten zur Na¨chsten-Nachbar-Verteilung von Rydberg-
Exzitonen in Kupferoxydul. Auf der y-Achse ist die Wahrscheinlichkeit
P (s) fu¨r einen Na¨chsten-Nachbar-Abstand von s aufgetragen. Man sieht,
dass das Verhalten fu¨r Energien kleiner als etwa 2,170 eV einer Possion-
verteilung entpricht. U¨ber etwa 2,178 eV zeigt sich na¨herungsweise eine
GUE-Verteilung. Aus [7] u¨bernommen und angepasst.
Serie in Kupferoxydul dargelegt werden [7, 12]. Untersucht wurde Kupferoxydul bei ei-
ner Temperatur von T = 1,28 K unter Einfluss eines homogenen a¨ußeren Magnetfeldes
[7]. Die Verteilung der Energieniveaus wird fu¨r Magnetfeldsta¨rken zwischen B = 1,6 T
und B = 5 T analysiert. Die statistische Auswertung des Energiespektrums zeigt ein
vom betrachteten Energiebereich abha¨ngiges Verhalten. Fu¨r niedrige Energien bis etwa
2,170 eV ist das Energiespektrum im Wesentlichen regula¨r. Die Aufhebung der Energie-
entartung durch das Magnetfeld erzeugt kleine Aufspaltungen [7] und die Verteilung ist
in guter Na¨herung einem Poisson-Ensemble zuzuordnen [7]. Fu¨r gro¨ßere Energien als et-
wa 2,178 eV zeigt sich ein komplexes Aufspaltungsmuster mit prominenten vermiedenen
Kreuzungen. Die Auswertung der Na¨chsten-Nachbar-Absta¨nde zeigt, dass Entartungen
stark unterdru¨ckt sind. Fu¨r niedrige Werte von s zeigen die experimentellen Daten ei-
ne quadratische Levelabstoßung und sind, wie in Abbilgung 5.2 gezeigt, somit deutlich
besser mit einer GUE- als mit einer GOE-Verteilung vereinbar.
Das ist ein u¨berraschendes Ergebnis. Zwar hebt das Magnetfeld die Zeitumkehrsymme-
trie im System auf, die Kombination mit einer passenden Spiegelung ist allerdings bei
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oberfla¨chlicher Betrachtung immer noch eine antiunita¨re Symmetrie, sodass man eine
GOE-Verteilung erwarten wu¨rde.
Schweiner et al. [11] konnten in einer theoretischen Untersuchung diesbezu¨glich zeigen,
dass die Beru¨cksichtigung der Bandstruktur das Brechen aller antiunita¨ren Symmetrien
erkla¨ren kann, wenn das Magnetfeld nicht in Richtung einer Symmetriebene des Git-
ters zeigt. Im Experiment wurde die GUE-Statistik allerdings auch beobachtet, wenn
das Magnetfeld in einer solchen Symmetrieebene lag [12]. Es bleibt also offen, wie das
Auftreten einer GUE-Verteilung in einem solchen Fall zu erkla¨ren ist. Aßmann et al. [7]
stellten die Vermutung auf, dass die zusa¨tzliche Beru¨cksichtigung der Wechselwirkung
mit den im Festko¨rper vorhandenen Phononen die Ursache fu¨r diesen Effekt ist.
5.3. Theoretische Beschreibung von Exzitonen in
Kupferoxydul
Um den Einfluss der Phononen auf die Levelstatistik der Energieniveaus der Exzitonen
zu untersuchen, soll in diesem Abschnitt eine andere Herangehensweise an das Problem
der Exziton-Phonon-Wechselwirkung vorgestellt werden. Damit werden wir in der Lage
sein, das Auftreten der GUE-Statistik, wie sie beispielsweise von Aßmann et al. [7, 12]
beobachtet wurde, zumindest qualitativ zu erkla¨ren.
Wir betrachten das Exziton-Problem unter Beru¨cksichtigung der Bandstruktur und
eines konstanten Magnetfeldes B. Der Hamiltonoperator lautet [11, 29]
Hexc = Eg + V (r) +HB +He
((me
M
)
P + p+ eA
)
+Hh
((mh
M
)
P − p+ eA
)
. (5.41)
Hierbei ist P der Schwerpunktimpuls und p der Relativimpuls. A ist das zu B geho¨rende
Vektorpotential A = B×r
2
. Die Terme He und Hh sind die kinetischen Energien des
Elektrons respektive des Lochs:
He =
p2e
2me
, (5.42a)
Hh = HSO +
1
2h¯2m0
{h¯2(γ1 + 4γ2)p2h + 2(η1 + 2η2)p2h(I ·Sh)
− 6γ2(p2h1I21 + c.p.)− 12η2(p2h1I1Sh1 + c.p.)
− 12γ3({ph1, ph2}{I1, I2}+ c.p.)
− 12η3({ph1, ph2}(I1Sh2 + I2Sh1) + c.p.)} .
(5.42b)
Die Luttingerparameter γi und die Paramter ηi dienen dazu, das Verhalten des Lochs
nahe des Γ-Punktes zu beschreiben. Ii bezeichne hierbei die Spinmatrizen des Quasispins
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I = 1, der zur Beschreibung der Entartung der Valenzba¨nder eingefu¨hrt wurde [29, 33],
Shi die zum Lochspin Sh = 1 geho¨renden Spinmatrizen. Beide Gro¨ßen gehen in die
Spin-Bahn-Kopplung
HSO =
2
3
∆
(
1 +
1
h¯2
3∑
i=1
IiShi
)
(5.43)
mit der Spin-Bahn-Kopplungskonstanten ∆ ein. Der Term HB beschreibt die Wechsel-
wirkung der Spins mit dem Magnetfeld. Er ist durch
HB = µB
[
gcSe + (3κ+
gs
2
)I− gsSh
]
· B
h¯
(5.44)
gegeben [29]. gs und gc sind die zum Lochspin und zum Elektronen-Spin geho¨renden
g-Faktoren. µB ist das Bohrsche Magneton und κ der vierte Luttingerparameter. Alle
Materialkonstanten sind in Tabelle 4.1 aufgelistet.
Fu¨r die Zuordnung der Niveauverteilung des Hamiltonoperators zu einem der in Ab-
schnitt 5.1 vorgestellten Ensembles ist es notwendig, das System auf antiunita¨re Symme-
trien zu untersuchen. Diese sind im Allgemeinen durch eine Kombination von Zeitumkehr
T und einer Spiegelung Sn an einer Ebene mit Normalenvektor n gegeben. Der Hamil-
tonoperator (5.41) beru¨cksichtigt die kubische Struktur des Kristallgitters und ist daher
nur invariant unter einer Spiegelung an einer Ebene mit einem der folgenden Normalen-
vektoren [29]:
n1 = (1,0,0)
T , n4 =
1√
2
(1,1,0)T , n7 =
1√
2
(1,−1,0)T
n2 = (0,1,0)
T , n5 =
1√
2
(0,1,1)T , n8 =
1√
2
(0,1,−1)T
n3 = (0,0,1)
T , n6 =
1√
2
(1,0,1)T , n9 =
1√
2
(−1,0,1)T .
(5.45)
Andererseits kann ein System unter Einfluss einer Kombination aus elektrischem und
magnetischem Feld E und B nur eine antiunita¨re Symmetrie haben, welche aus einer
Kombination der Zeitumkehr T mit einer Spiegelung an der Ebene mit Normalenvektor
parallel zu B × E [29] besteht. Ein kubisches Gitter kann also bei kombinierten a¨uße-
ren elektrischen und magnetischen Feldern nur eine antiunita¨re Symmetrie aufweisen,
wenn die von B und E aufgespannte Ebene mit einer der Symmetriebenen des Kristalls
u¨bereinstimmt. Das Magnetfeld ist hier von außen vorgegeben, wa¨hrend sich ein effek-
tives elektrisches Feld, wie nachfolgend beschrieben, aus der Wechselwirkung mit den
Phononen bei endlicher Temperatur ergibt.
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5.4. Bewegungs-Stark-Effekt
Unser Exziton-System befinde sich nun in Wechselwirkung mit einem Bad von Phono-
nen bei einer endlichen Temperatur T . Unter Annahme einer thermischen Verteilung
hat man fu¨r das Exziton einen nichtverschwindenen Schwerpunktimpuls P = h¯K, der
na¨herungsweise durch die Bedingung
kBT =
h¯2K2
2M
(5.46)
gegeben sei. Statt diesen Schwerpunktimpuls von Hand in den vollsta¨ndigen Hamilton-
operator (5.41) einzufu¨gen, betrachten wir nur den fu¨hrenden Term [29]:
Hms =
h¯e
M
(K ×B) · r . (5.47)
Dieser durch die Schwerpunktbewegung hervorgerufene Motional-Stark-Effekt la¨sst sich
als der Effekt eines effektiven elektrischen Feldes Ems auffassen, dessen Betrag durch die
Gleichungen (5.46) und (5.47) gegeben ist:
Ems =
√
2kBT
M
B . (5.48)
Fu¨r unsere Betrachtung werden wir ein solches elektisches Feld in den Hamiltonoperator
des Exzitons aufnehmen. Um eine statistische Auswertung der numerisch erhaltenen
Eigenwertspektren mo¨glich zu machen, mu¨ssen genu¨gend Zusta¨nde konvergieren. Um die
Anzahl dieser Zusta¨nde zu erho¨hen, verwenden wir ein vereinfachtes Modell, in welchem
∆ = 0, me = m0, γ1 = 2 und δ
′ := (γ3 − γ2)/(γ1 + m0me ) = −0,15 gesetzt wurde. Wir
erwarten, dass sich dennoch fu¨r Kupferoxydul qualitativ a¨hnliches Verhalten ergeben
wird.
5.5. Auswertung
Betrachtet wird ein Exziton in einem kubischen Gitter unter Einwirkung eines ma-
gnetischen Feldes, welches in Relation zum Gitter einen Polarwinkel φ = 0 und einen
Azimuthwinkel θ = pi
6
aufweist. Das Magnetfeld liegt also in einer der Symmetrieebe-
nen des Kristalls. Wir variieren den Winkel φms, den das effektive elektrische Feld ge-
gen diese Ebene einnimmt. Das Magnetfeld habe einen Wert von B = 3 T und die
Temperatur betrage T = 1,2 K, a¨hnlich wie im Experiment in Referenz [7]. In Abbil-
dung 5.3 sind fu¨r verschiedene Werte von φms die kumulativen Levelniveaustatistiken
F (s) =
∫ s
0
P (s′)ds′ zusammen mit dem bestpassenden Paramter λ der interpolierenden
Verteilung PGOE→GUE(s;λ) aus Gleichung (5.39) dargestellt. Wir wa¨hlen die kumulative
Levelstatistik und nicht die einfache Verteilung P (s), da erstere bei wenig konvergierten
Zusta¨nden eine bessere Unterscheidung von GOE und GUE ermo¨glicht [29]. Man sieht,
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dass schon fu¨r einen Winkel von ungefa¨hr φms = 5
◦ ein Wert von λ > 1 erreicht ist, und
es sich quasi um ein reines GUE-Ensemble handelt. In Abbildung 5.4 ist nocheinmal λ
u¨ber φms aufgetragen. Schon wenn das effektive elektrische Feld nur um wenige Grad
ausserhalb einer Symmetriebene liegt, zeigt sich schon deutlich ein Gaußsches Unita¨res
Ensemble. Bei einer thermischen Verteilung wird der Winkel des Schwerpunktimpulses
und somit das Bewegungs-Stark-Feld zufa¨llig u¨ber die Kugeloberfla¨che verteilt sein. Fu¨r
den gro¨ßten Anteil an mo¨glichen Winkeln ist somit eine GUE-Verteilung zu erwarten.
Dieser Ansatz ist somit in der Lage, eine Erkla¨rung fu¨r die Beobachtungen von Aßmann
et al. [7] zu liefern, wonach selbst dann alle antiunita¨ren Symmetrien im Exziton-System
gebrochen sind, wenn nur ein a¨ußeres Magnetfeld in Richtung einer Symmetriebene des
Kristalls vorhanden ist.
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Abbildung 5.3.: Kumulative Na¨chste-Nachbarverteilungen fu¨r unterschiedliche Winkel
φms. Schwarz eingezeichnet ist die Verteilung fu¨r vollsta¨ndiges GOE-
Verhalten, gru¨n fu¨r vollsta¨ndiges GUE-Verhalten. Die blaue Linie ist
der Graph zur analytischen Interpolation zum angegebenen Wert von λ.
In rot sind die numerisch bestimmten Werte dargestellt.
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Abbildung 5.4.: Abha¨ngigkeit des Wertes λ vom Winkel φms. Die Verringerung des Wer-
tes von Lambda bei φms = 8
◦ ist auf statistische Schwankungen in den
numerisch bestimmten Daten zuru¨ckzufu¨hren, welche eine exakte Zu-
ordnung zu einem λ bei hohen Werten fehleranfa¨llig machen.
89

6. Zusammenfassung und Ausblick
Rydberg-Exzitonen in einem a¨ußeren Magnetfeld sind ein wichtiges System, in welchem
quantenchaotische Effekte experimentell zuga¨nglich sind. Ausgangspunkt dieser Arbeit
war dabei die Entdeckung der Gruppe von Aßmann et al. [7, 12], dass gelbe Rydberg-
Exzitonen in Kupferoxydul unter Einfluss eines Magnetfeldes unabha¨ngig von dessen
Orientierung eine GUE-Statistik ihrer Na¨chsten-Nachbar-Verteilung der Energieniveaus
zeigen. Nachdem die alleinige Behandlung der Valenzbandstruktur, und damit der re-
duzierten Symmetrie aufgrund des Gitters wie wir in Kapitel 5 gesehen haben, nicht
ausreicht, um diese Beobachtungen zu erkla¨ren [11, 29], mu¨ssen zusa¨tzliche Effekte be-
ru¨cksichtigt werden.
In dieser Arbeit sollte hierfu¨r der Einfluss der Phononen untersucht werden. Die Be-
schreibung sollte hierbei u¨ber das Aufstellen einer Mastergleichung erfolgen, mit dem
Ziel, einen effektiven Hamiltonoperator fu¨r die Exzitonen zu gewinnen, in welchem die
Spur u¨ber die phononischen Freiheitsgrade gebildet wurde. Das gelang mit der Herlei-
tung des Lamb-Shift-Hamiltonoperators HLS im Kapitel 3. Es stellte sich heraus, dass
sich mit diesem Ansatz ein Ausdruck gewinnen la¨sst, der bereits in den 1950er Jahren
im Rahmen der Theorie Toyozawas [13, 14] entdeckt wurde.
Zur Auswertung wurde die Coulomb-Sturmsche Basis verwendet. Die Schro¨dingerglei-
chung wird damit in ein verallgemeinertes Eigenwertproblem u¨berfu¨hrt, dessen Lo¨sung in
bestimmten Grenzen numerisch mo¨glich ist. Die besonderen Eigenschaften der Coulomb-
Sturmschen Basisfunktionen spielen hierbei eine zentrale Rolle, ebenso wie bei der Be-
rechnung der Energieverschiebungen. Leider war es aufgrund des großen numerischen
Aufwandes im Rahmen dieser Arbeit nicht mo¨glich, die genauen Korrekturen zu berech-
nen, die sich fu¨r die gelbe Exzitonserie in Kupferoxydul ergeben.
Dennoch gelang die gesuchte Erkla¨rung der GUE-Statistik mit einem etwas anderen An-
satz [29]. Die Wechselwirkung mit den Phononen bei einer endlichen Temperatur erzeugt
in einem Exziton einen endlichen Schwerpunktimpuls. In einem a¨ußeren Magnetfeld be-
wirkt das einen Motional-Stark-Effekt, der so behandelt werden kann, als stamme er von
einem effektiven a¨ußeren elektrischen Feld. Die thermische Verteilung des Schwerpunkt-
impulses ist u¨ber alle Raumwinkel zufa¨llig verteilt und das effektive elektrische Feld zeigt
somit insbesondere mit hoher Wahrscheinlichkeit nicht in Richtung einer Symmetriebene
des Kristallgitters. Das hat zur Folge, dass nun alle antiunita¨ren Symmetrien gebrochen
sind und die Na¨chste-Nachbar-Verteilung eine GUE-Statistik zeigt. Der U¨bergang von
GOE zu GUE geschieht dabei in Abha¨ngigkeit des Winkels, den das elektrische Feld
mit einer Symmetriebene einnimmt. Wie wir gesehen haben, geschieht dieser U¨bergang
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schnell genug, um die Beobachtungen bezu¨glich der Levelstatistik von Aßmann et al.
[7, 12] erkla¨ren zu ko¨nnen [29]. Es ist also gelungen, die Hauptfragestellung, die dieser
Masterarbeit zugrunde liegt, zu beantworten.
Zuku¨nftige Arbeiten ko¨nnten darauf abzielen, die numerischen Probleme bei der Aus-
wertung der Energieverschiebungen zu beheben. Gela¨nge dies, ko¨nnte die korrigierte Le-
velstatistik berechnet und einem der Ensembles der Zufallsmatrizen zugeordnet werden.
Ausserdem wu¨rde das ermo¨glichen, die Abweichung zwischen Theorie und Experiment
in Referenz [31] durch Beru¨cksichtigung der Exziton-Phonon-Wechselwirkung weiter zu
verringern.
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A. Coulomb-Sturmsche Basis
Die Coulomb-Sturmschen Basisfunktionen sind durch
Φn,l,m(r) = Nnl
(
2r
b
)l
L2l+1n
(
2r
b
)
e−
r
bYlm(θ, φ) (A.1)
mit dem Normierungsfaktor
Nnl =
(
2
b
) 3
2
[
n!
2(n+ l + 1)(n+ 2l + 1)!
] 1
2
, (A.2)
den verallgemeinerten Laguerre-Polynomen L2l+1n und den assozierten Legendre-Polynom-
en Ylm, gegeben [34, 35]. n ist die radiale Quantenzahl, l und m sind die Drehimpuls- be-
ziehungsweise Nebenquantenzahl und die magnetische Quantenzahl. Man erha¨lt sie aus
den gewo¨hnlichen Lo¨sungen der Schro¨dingergleichung des Wasserstoffproblems durch die
Ersetzung
(n+ l + 1)a → b (A.3)
mit dem Bohrradius a. Sie erfu¨llen das Coulomb-Sturmsche Eigenwertproblem [35](
−∇2 + 1
b2
− αnl 2
r
)
Φ(q) = 0 (A.4)
mit den Eigenwerten
αnl =
n+ l + 1
b
(A.5)
und die Orthogonalita¨tsrelation∫
Φ∗n′,l′,m′(r)
1
r
Φn,l,m(r) =
1
b(n+ l + 1)
δn′nδl′lδm′m . (A.6)
Das Eigenwertproblem ist so zu verstehen, dass das Potential
Vnl = −αnl 2
r
(A.7)
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abha¨ngig von n und l stets so skaliert wird, dass alle Eigenfunktionen die selbe Energie
E0 = − 1
2b2
(A.8)
haben.
Eine fu¨r uns sehr wichtige Eigenschaft dieser Funktionen ist, dass sie eine diskrete,
vollsta¨ndige Basis des Hilbertraumes bilden. Das unterscheidet sie von den gewo¨hnlichen
Lo¨sungen des Wasserstoffproblems, bei welchen auch die kontinuierlichen Streulo¨sungen
fu¨r eine vollsta¨ndige Basis hinzugenommen werden mu¨ssen. Die Coulomb-Sturmschen
Funktionen eignen sich daher gut, als Basis fu¨r die numerische Lo¨sung der Schro¨dinger-
gleichung verwendet zu werden.
A.1. Rekursionsrelationen
Mit Hilfe der Coloumb-Sturmschen Funktionen Φn,l,m wollen wir spa¨ter Matrixelemente
der Form
〈n′, l′,m′|rn cosn θ|n, l,m〉 =
∫
Φ∗n′,l′,m′(r, θ, φ)r
n cosn θΦn,l,m(r, θ, φ)dV (A.9)
berechnen. Eine Mo¨glichkeit hierzu bieten Rekursionsrelationen, welche sich fu¨r die Φ
aus Kommutatorrelationen herleiten lassen [34, 36]. Wir schreiben
Φn,l,m = Un,l(r)Yl,m(Ω) , (A.10)
trennen also die Funktionen in einen winkelabha¨ngigen Teil Yl,m(Ω) = Yl,m(θ, φ) und
einen Teil Un,l(r), der nur von der Radialkoordinate abha¨ngt. Die beiden wichtigsten
Relationen, die hier fu¨r uns von Interesse sind, lauten [34, 36]:
cos θ Yl,m =
∑
j=±1
(N1)
j
l,mYl+j,m (A.11)
und
rUn,l =
2∑
j=0
(L1)
j,−1
n,l Un+j,l−1 . (A.12)
Hierbei sind die Koeffizienten gegeben durch
(N1)
j
l,m = δ1j
{[
(l +m+ 1)(l −m+ 1)
(2l + 1)(2l + 3)
] 1
2
}
+ δ−1j
{[
(l +m)(l −m)
(2l + 1)(2l − 1)
] 1
2
}
(A.13)
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sowie
(L1)
j,k
n,l =δ2jδ−1k
{
1
2
[(n+ 2)(n+ 1)]
1
2
[
(n+ l + 2)
(n+ l + 1)
] 1
2
}
+δ1jδ−1k
{
−[(n+ 1)(n+ 2l + 1)] 12
}
+δ0jδ−1k
{
1
2
[(n+ 2l)(n+ 2l + 1)]
1
2
[
(n+ l)
(n+ l + 1)
] 1
2
}
+δ−2jδ1k
{
1
2
[n(n− 1)] 12
[
(n+ l)
(n+ l + 1)
] 1
2
}
+δ−1jδ1k
{
−[n(n+ 2l + 2)] 12
}
+δ0jδ1k
{
1
2
[(n+ 2l + 2)(n+ 2l + 3)]
1
2
[
(n+ l + 2)
(n+ l + 1)
] 1
2
}
.
(A.14)
Beide lassen sich zu einer neuen Relation zusammenfassen:
r cos θΦn,l,m =
∑
k=±1
1−k∑
j=−1−k
(LN1)
j,k
n,l,mΦn+j,l+k,m , (A.15)
wobei sich der Vorfaktor als Produkt aus den vorherigen ergibt:
(LN1)
j,k
n,l,m = (L1)
j,k
n,l(N1)
k
l,m . (A.16)
Wir werden auch noch eine weitere Relation beno¨tigen, welche die Drehimpulsquanten-
zahl unvera¨ndert la¨sst. Sie lautet
rUn,l =
1∑
j=−1
(R1)
j
n,lUn+j,l (A.17)
mit
(R1)
j
n,l =δ1j
{
−1
2
[(n+ 1)(n+ l + 2)]
1
2
[
n+ 2l + 2
n+ l + 1
] 1
2
}
+δ0j {n+ l + 1}
+δ−1j
{
−1
2
[n(n+ l)]
1
2
[
n+ 2l + 1
n+ l + 1
] 1
2
}
.
(A.18)
Mit diesen Formeln lassen sich die Matrixelemente (A.9) berechnen. Hierzu beachtet
man zuna¨chst die Orthogonalita¨tsrelation (A.6). Man sieht, dass die Berechnung der
95
A. Coulomb-Sturmsche Basis
Matrixelemente gelingt, falls man Ausdru¨cke der Form rn+1 cosn θΦn,l,m auf eine Line-
arkombination der Funktionen Φ zuru¨ckfu¨hren kann. Mit Hilfe der Rekursionsrelationen
(A.11) und (A.12) erreicht man dieses Ziel in zwei Schritten.
Als erstes betrachtet man den Fall rn cosn θΦn,l,m. Es gelte
rr−1 cosr−1 θΦn,l,m =
r−1
2∑
k
2
=− r−1
2
−k+(r−1)∑
j=−k−(r−1)
(LNr−1)
j,k
n,l,mΦn+j,l+k,m , (A.19)
das ist speziell fu¨r r− 1 = 1 erfu¨llt, siehe Gleichung (A.15). Die Schreibweise der ersten
Summe ist dabei so zu verstehen, dass k
2
in ganzzahligen Schritten von − r−1
2
bis r−1
2
erho¨ht wird, also k = −(r − 1),−(r − 1) + 2, . . . , (r − 1)− 2, (r − 1). Damit erha¨lt man
induktiv
rr cosr θΦn,l,m = r cos θ r
r−1 cosr−1 θΦn,l,m
= r cos θ
r−1
2∑
k
2
=− r−1
2
−k+(r−1)∑
j=−k−(r−1)
(LNr−1)
j,k
n,l,mΦn+j,l+k,m
=
r−1
2∑
k
2
=− r−1
2
−k+(r−1)∑
j=−k−(r−1)
(LNr−1)
j,k
n,l,m
∑
k′=±1
−k′+1∑
j′=−k′−1
(LN1)
j′,k′
n+j,l+k,mΦn+j+j′,l+k+k′,m
(w=j+j′)
=
r−1
2∑
k
2
=− r−1
2
−k+(r−1)∑
j=−k−(r−1)
∑
k′=±1
j−k′+1∑
w=j−k′−1
(LNr−1)
j,k
n,l,m(LN1)
w−j,k′
n+j,l+k,mΦn+w,l+k+k′,m
(v=k+k′)
=
∑
k′=±1
k′
2
+ r−1
2∑
v
2
= k
′
2
− r−1
2
−v+k′+(r−1)∑
j=−v+k′−(r−1)
j−k′+1∑
w=j−k′−1
(LNr−1)
j,v−k′
n,l,m (LN1)
w−j,k′
n+j,l+v−k′,mΦn+w,l+v,m
=
r
2∑
v
2
=− r
2
1
2∑
k′
2
=− 1
2
|v−k′|≤r−1
−v+r∑
w=−v−r
w+k′+1∑
j=w+k′−1
|w−j+k′|≤1
(LNr−1)
j,v−k′
n,l,m (LN1)
w−j,k′
n+j,l+v−k′,mΦn+w,l+v,m
=
r
2∑
k
2
=− r
2
−k+r∑
j=−k−r
1
2∑
v
2
=− 1
2
|k−v|≤r−1
j+v+1∑
w=j+v−1
|j−w+v|≤1
(LNr−1)
w,k−v
n,l,m (LN1)
j−w,v
n+w,l+k−v,mΦn+j,l+k,m . (A.20)
Im letzten Schritt wurden die Ersetzungen (w ↔ j), v → k und k′ → v durchgefu¨hrt.
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Man identifiziert (mit v → −v) die Koeffizienten fu¨r rn cosn θΦn,l,m:
rr cosr θΦn,l,m =
r
2∑
k
2
=− r
2
−k+r∑
j=−k−r
(LNr)
j,k
n,l,mΦn+j,l+k,m (A.21)
mit
(LNr)
j,k
n,l,m =
1
2∑
v
2
=− 1
2
|k+v|≤r−1
j−v+1∑
w=j−v−1
|j−w−v|≤1
(LNr−1)
w,k+v
n,l,m (LN1)
j−w,−v
n+w,l+k+v,m . (A.22)
Man beachte, dass das Vertauschen der Reihenfolge der Summen sowohl hier als auch in
der folgenden Rechnung eine zusa¨tzliche Einschra¨nkung an den Bereich der Indices hat.
Diese Einschra¨nkung kann mit Hilfe von Abbildung A.1 verstanden werden. In einem
k′
v
−1 1
r − 1
r
Abbildung A.1.: U¨ber die gefa¨rbte Fla¨che wird summiert. Bei der A¨nderung der Sum-
mationsreihenfolge von k′ → v zu v → k′ muss beachtet werden, dass
|v − k′|≤ r − 1 gilt.
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zweiten Schritt ko¨nnen wir nun die Koeffizienten fu¨r rr+1 cosr θΦn,l,m bestimmen:
rr+1 cosr θΦn,l,m = r
r
2∑
k
2
=− r
2
−k+r∑
j=−k−r
(LNr)
j,k
n,l,mΦn+j,l+k,m
=
r
2∑
k
2
=− r
2
−k+r∑
j=−k−r
(LNr)
j,k
n,l,m
1∑
j′=−1
(R1)
j′
n+j,l+k,mΦn+j+j′,l+k,m
(w=j+j′)
=
r
2∑
k
2
=− r
2
−k+r∑
j=−k−r
(LNr)
j,k
n,l,m
j+1∑
w=j−1
(R1)
w−j
n+j,l+k,mΦn+w,l+k,m
=
r
2∑
k
2
=− r
2
−k+r+1∑
w=−k−r−1
w+1∑
j=w−1
|w−j|≤1
(LNr)
j,k
n,l,m(R1)
w−j
n+j,l+k,mΦn+w,l+k,m
(j↔w)
=
r
2∑
k
2
=− r
2
−k+r+1∑
j=−k−r−1
j+1∑
w=j−1
|j−w|≤1
(LNr)
w,k
n,l,m(R1)
j−w
n+w,l+k,mΦn+j,l+k,m (A.23)
Man identifiziert wieder
(LNrR1)
j,k
n,l,m =
j+1∑
w=j−1
|j−w|≤1
(LNr)
w,k
n,l,m(R1)
j−w
n+w,l+k,m , (A.24)
sodass
rr+1 cosr θΦn,l,m =
r
2∑
k
2
=− r
2
−k+r+1∑
j=−k−r−1
(LNrR1)
j,k
n,l,mΦn+j,l+k,m (A.25)
gilt. Das liefert die gesuchten Koeffizienten, die zur Berechnung von Matrixelementen
der Form 〈n′, l′,m′|eiq · r|n, l,m〉 beno¨tigt werden.
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