Abstract-We establish methods that improve the predictions of macroeconometric models-dynamic factor models, dynamic stochastic general equilibrium models, and vector autoregressions-using a quarterly U.S. data set. We measure prediction quality with one-step-ahead probability densities assigned in real time. Two steps lead to substantial improvements: (a) the use of full Bayesian predictive distributions rather than conditioning on the posterior mode for parameters and (b) the use of an equally weighted pool.
I. Introduction
N ORMATIVE decision-making theory requires that the decision maker have a coherent probability distribution over relevant future unknowns. Often alternative distributions exist, which need to be combined. We examine how this task can be addressed in the case of macroeconometric models. Central banks routinely use models and increasingly focus on probability distributions for future events. In many cases, different units maintain and improve alternative models used for monetary policy. This work takes up alternative approaches to formulating predictive distributions from macroeconomic models and reconciling their implications with the fact that none of the models corresponds to reality. In doing this, it brings together and refines a number of analytical tools and uses them to sort through different approaches, understand their differences, and make practical recommendations for prediction in central banks.
We focus on three macroeconometric models: a dynamic factor model (DFM), a dynamic stochastic general equilibrium (DSGE) model, and a vector autoregression (VAR) model. We have several reasons for taking this approach. First, these models represent the three major families of predictive models used in central banks. Second, these families differ in how they use general equilibrium theory as a source of information in model specification and estimation. Third, the models take different approaches in the marshaling of prior information required to form predictions from relatively sparse data. Finally, our methodological work (Geweke & Amisano, 2011) suggests that model combination is most fruitful when the models are dissimilar. As in empirical optimal portfolio allocation, diversification works best when different asset categories have desirable features in different states of the world.
Section II provides summary detail of the three models. We focus on the same U.S. data used by Smets and Wouters (2007) , incorporating subsequent revisions and extending it through the last quarter of 2011. We study predictive performance over 184 quarters, 1966 through 2011, breaking this up into the three periods of interest described in section II. The work here is mostly based on probability distributions over a single-period (one-quarter) horizon. Posterior distributions are constructed for each sample, the first ending in 1965:4 and used for prediction of the seven aggregates for 1966:1, and the last ending in 2011:3 and used for prediction of the seven aggregates for 2011:4. In that sense, the analysis here is "out of sample," mimicking what an econometrician would do in real time. However, we do not grapple with the question of which vintage of revised data should be used in assessing the predictions, the most recent revisions available on February 16, 2012, are used for all purposes through the paper.
Section III summarizes the principal analytical tools used. Two are competing approaches to model combination, Bayesian model averaging and linear prediction pools. We use analysis of predictive variance (Geweke & Amisano, 2014) to understand the gains from using prediction pools and to interpret the superiority of full Bayesian predictive distributions to predictive distributions based on point estimates. Probability integral transform tests show that all models studied here are grossly unrealistic in particular dimensions. This is a fundamental feature in guiding approaches to predictive model combination and in explaining the relatively poor performance of Bayesian model averaging.
Section IV studies two leading methods for prediction: one based on substituting the posterior mode for the parameter vector and the other using the full Bayesian predictive distribution. In general-but not always-the latter performs much better than the former. We show that these differences can be traced to quarters that turn out to be outliers, realizations that have relatively low probability as assessed by any of the models.
Section V describes how to combine models using linear pools. The simple average of predictive distributions turns out to be very effective and imposes no computational demands beyond those required to evaluate the predictive performance of the different models. An alternative is an optimal linear pool with weights updated at the end of each quarter to combine the model predictive densities for the next quarter. This turns out to fall somewhat short of the equally weighted pool. This comparison is specific to the three models used and the data employed here and may well be attributed to the fact that we use three models that
The Review of Economics and Statistics, December 2017, 99(5): 912-925 No rights reserved. This work was authored as part of the Contributor's official duties as an Employee of the United States Government and is therefore a work of the United States Government. In accordance with 17 U.S.C. 105, no copyright protection is available for such works under U.S. law. doi:10.1162/REST_a_00655 have all held their own in the marketplace of macroeconomic prediction. Bayesian model averaging falls well short of either pool for the entire period studied, since it conditions on one of the models being fully correctly specified, an utterly unrealistic condition here. The paper concludes with a short quantitative recapitulation of the results. A separate appendix, available online, 1 contains relevant methodological and computation details that, due to space constraints, could not be included in the paper.
II. Models and Data
Some models used for macroeconomic policy are specified in order to incorporate features drawn from economic theory. Among these models, dynamic stochastic general equilibrium (DSGE) models have been widely used in many central banks to produce forecasts, historical decompositions, and counterfactual analyses. Smets and Wouters (2007) show that these models can be successfully estimated with satisfactory fit and forecasting properties. On the other hand, macroeconomic forecasting is often based on time series models that are more agnostic with respect to general equilibrium theory, such as the vector autoregression (VAR) models (Sims, 1980) . These models have a high-dimensional parameter space and typically use prior distributions. It is often said that economic policy requires considering very large amounts of economic information (Bernanke & Boivin, 2003) . Dynamic factor models (Geweke, 1977; Sargent & Sims, 1977; Stock & Watson, 2002; Forni et al., 2005) are well suited to this task. In these models, a large number of economic time series are jointly modeled as driven by a small set of persistent common factors.
Combining models of the kind used here is another theme in this literature. The first attempt in this direction appears to be Ingram and Whiteman (1994) , who linearized the mapping between DSGE and VAR parameters and then employed a prior for the VAR parameters implied by the prior distribution for the DSGE parameters. Del Negro and Schorfheide (2004) provided a hierarchical prior distribution with DSGE model restrictions on a VAR. Schorfheide, Sill, and Kryshko (2010) utilized the same approach using a DFM rather than a VAR model. Waggoner and Zha (2012) built a full mixture of a DSGE and a VAR model.
Given all these considerations, we include in our analysis three specific models representative of these classes in order to provide a compact yet representative basis to span the model set commonly used in an economic policy environment. We are not aware of previous work that combines DSGE, VAR, and DFM models simultaneously.
A. Three Models
The observable time series of interest in each of the three models are the log growth rates of real consumption, investment, income (GDP), and wages, the logarithm of a per 1 https://www.mitpressjournals.org/doi/suppl/10.1162/REST_a_00655. capita weekly hours worked index; inflation as measured by the growth rate of the GDP deflator; and the nominal Federal Funds rate.
The DFM. In a DFM a set of time series is driven by a small set of common factors and by idiosyncratic shocks. When the number of series being jointly considered is high, nonparametric estimation is often used (see Stock & Watson, 2002, and Forni et al., 2005) . In this study, we use a very small dynamic factor model, with a set of n = 12 variables that includes the seven series common to all three models. The set of additional variables, chosen to consider, in a highly stylized way, some economic phenomena that are neglected by the information set used in the other two models, encompasses stock returns, the term structure slope, the risk premium, the unemployment rate, and the rate of change of M2. With such a compact information set, inference can be entirely parametric (see Stock & Watson, 2012) , and we specify the following model for the n × 1 vector of time series y t ,
where f t is a k × 1 vector of latent factors and v t is an n × 1 vector of mutually independent idiosyncratic shocks.
The parameters are subject to several restrictions. For identification of factors, γ ij = 0 ( j > i) ; therefore, there are r = nk − k (k − 1) /2 free parameters of the matrix Γ that can be collected in the vector γ. Because the idiosyncratic shocks are independent, B j = diag b j ( j = 1, . . . , q). The shocks are Gaussian and independent:
The prior distribution has five independent components:
After preliminary investigations to settle on a satisfactory specification, 2 we chose k = 3 common factors, VAR dynamics of order p = 2, and idiosyncratic shock dynamics of order q = 2. The total number of parameters in the model is r + n + pk 2 + nq + n = 99. We use an MCMC approach 3 to simulate the posterior distributions and compute posterior modes based on recursive subsamples. 4 The DSGE model. The DSGE model we use in this study is exactly the model described in Smets and Wouters (2007) .The model has 39 free parameters with the same prior structure as in Smets and Wouters (2007) . We carry out Bayesian and posterior mode estimation by using the linearized solution and a Metropolis-Hastings algorithm, as is customary in the applied DSGE literature (An & Schorfheide, 2007) . 5
The VAR model. In the VAR, the conditional distribution of the series takes the form of a normal multivariate regression model in which the covariates consist of an intercept term and the first four lagged values of each series. Thus, the model has 29 coefficients in each of seven equations, making a total of 231 parameters, together with the conditional variance matrix. We utilize the Minnesota prior distribution (Doan, Litterman, & Sims, 1984; Litterman, 1986) , in which the coefficients are Gaussian and independent and their variances are functions of a small number of hyperparameters. In the equation for variable i, let c i denote the intercept and a ij,h the coefficient of variable j, lag h. The prior variances of these parameters are
with π 1 = .2, π 2 = .9, π 3 = 1, π 4 = 1. In this prior distribution E a ij,h = 0 for all coefficients, with the exception that E(a ii,1 ) = 1, if variable i appears in levels. In the specification used in the paper, inflation and short-term interest rate are in levels, while the remaining variables are in differences. 6 For the shocks precision matrix H, we specified a Wishart distribution with parameters ν = 9 and S set to match the OLS estimate of H based on the first subsample. The posterior simulation of the model is based on a straightforward MCMC algorithm. 7
B. Data and Periods of Interest
The series used for the DSGE and VAR models are those described in Smets and Wouters (2007) , extended through 3 See Jackson et al. (2016) for an extensive survey on Bayesian DFMs. 4 Section B.1 in the online appendix of the paper describes the MCMC algorithm used to estimate the DFM model. 5 For details, see section B.2 of the online appendix. 6 A VAR specification with all series in levels was also estimated, but it was completely dominated by the specification in differences. See section D.2 of the online appendix.
7 See section B.3 of the online appendix.
2011. The DFM utilizes five additional series: S&P 500 returns, the unemployment rate, the term premium on U.S. 
III. Analytical Methods
In order to understand the performance of macroeconometric models in prediction and to examine how an econometrician might best use the available models to form predictive distributions, we use an eclectic methodology that we describe next.
A. Bayesian Model Averaging
Bayesian model averaging is implied by the Mclosed perspective of fully subjective Bayesian inference (Bernardo & Smith, 1993) . This approach conditions on a set of models A 1 , . . . , A n , each with a parameter vec-
for a common set of observable vectors, and model prior probabilities
The laws of probability then imply the sequence of one-step-ahead predictive densities
are approximated using the recorded draws θ 
( 2 )
B. Pooling
Suppose that R 1 , . . . , R n are prediction rules, each specifying a sequence of predictive densities p (Y t ; y 1:t−1 , R i ) (t = 1, . . . , T ). A prediction rule R i is any sequence of legitimate predictive densities that depends only on information actually available at t − 1. For example, it could be the sequence
where
is the posterior mode. A linear pool of n prediction rules R 1 , . . . , R n is the sequence of predictive densities,
where w t−1 is a point in the n-dimensional unit simplex-
The subscript t − 1 indicates that w t−1 depends only on information actually available at t − 1. Arguably the simplest pool is the equally weighted pool (EWP) that specifies w t−1,i = n
Any prediction rule R formed at time t can be evaluated using the log scoring criterion
There are several compelling arguments for this rule, summarized in Geweke and Amisano (2011) .
, the sequence of predictive likelihoods for model A i , then criterion (6) is the log marginal likelihood log p (y 1:t | A i ).
An optimal prediction pool selects w * t−1 to maximize the criterion
subject to the constraint that w t−1 be in the n-dimensional unit simplex. This process generates a sequence of weight vectors and corresponding pools we refer to as a real-time optimal pool (RTOP). Because w t−1 and p (y t−1 ; y 1:t−2 , R i ) involve only information actually available at the end of t − 1, this mimics an econometric procedure carried out in real time. In order to summarize the behavior of pools over various time intervals, we refer to static optimal pools of the form
for particular choices of r and t. Note that w * 1:t−1 = w * t−1 . The log score of a static optimal pool cannot be less (and is generally greater) than the log score of the corresponding equally weighted pool. The log score of an RTOP can be less than that of the corresponding equally weighted pool. Section C.2 of the online appendix contains a step-by-step description of the sequence of computations necessary to compute predictive densities and optimal weights.
C. Analysis of Predictive Variance
The Bayesian predictive distribution decomposition (Geweke & Amisano, 2014 ) is useful to understand the relative performance of two popular approaches: the full-Bayes predictive distribution with the sequence (1) and the posterior mode, or plug-in, approach (3). Consider first the predictive distributions for a single model A i . By the law of total probability,
The first term on the right side of equation (8) is the intrinsic variance of the predictive distribution-the variance that would exist even if θ i were known, averaged over the posterior distribution of θ i . The second term on the right side of equation (8) is the extrinsic variance-the variance in the conditional mean arising from parameter uncertainty. For any pool with weights w, this analysis can be extended to remove the conditioning on model A i . From Geweke and Amisano (2014, proposition 4) , the law of total probability is
The first term on the right side of equation (9) is the intrinsic variance. The second term is the within-model extrinsic variance. The last term is the between-model extrinsic variance.
As shown in section C.1 of the online appendix, the output of the sequential posterior simulation of each model provides accurate numerical approximations of each component in equation (8) and (9).
D. Model Evaluation with Probability Integral Transforms
For each model A i and each constituent time series j, correct model specification implies 10
This hypothesis can be tested in many ways, each with its own power. We use novel probability integral transform (PIT) tests formally described in section C.2 of the online appendix. The tests are based on the distribution under the null hypothesis (10) of a set of raw moments and crossproducts, respectively, T −1 z q jt,i , and (T − )
, where q and are particular positive integers.
IV. Model Comparison and Evaluation
This section addresses some details of the task of assigning probabilities to future events using models individually. It employs the log scoring rule for model comparison and, using this criterion, shows that full Bayesian inference is decisively superior to a plug-in rule that substitutes the posterior mode θ i for the parameter vector θ i (section IVA). Such model comparison exercises do not address the calibration of models-the degree to which subjective probability distributions for events ex ante are consistent with observed frequencies ex post. PIT tests of the models (section IVB) show that predictive probabilities and realized frequencies are inconsistent in varying degrees. This finding motivates us to take up model combination methods not based on the assumption that any of the models is true in section V.
A. Bayesian Predictive Distributions and Prediction Using Posterior Modes
A formal Bayesian approach with a single model A i uses the predictive distribution (1) of Y t conditional on y 1:t−1 . Given the output θ
of a posterior simulator, predictive densities computed at observed outcomes p(y t |y 1:t−1 , A) can be obtained by numerically integrating over the posterior distribution of the parameters. We refer to this approach as full Bayes (FB). A common alternative approach is to find the posterior mode θ i (t − 1) (see equation [4] ) and then replace θ i with θ i (t − 1) in the conditional predictive density p (Y t | y 1:t−1 , θ i ) , yielding equation (3). We refer to this approach as posterior mode (PM). Whereas FB accounts for uncertainty about the parameter vector in θ i , PM ignores it. 10 Rosenblatt (1952) , Smith (1985) , and Berkowitz (2001) .
We emphasize that both approaches are fully out-of-sample procedures and can therefore be implemented in real time. Table 1A compares these approaches using the log scoring rule. The entries in the third column of the table are p (y t | y 1:t−1 , A i ), and those in the fourth column are p y t | y 1:t−1 , θ i (t − 1) , A i , the range of summation being indicated by the first column and the model A i by the second column in each case. The fifth column provides the difference in these log scores. Each row of the table also provides the weight on the full Bayes prediction rule (sixth column) and the posterior mode prediction rule (seventh column) in a static optimal pool of the two models. The right-most column indicates the log score of the optimal pool.
For the entire period, FB prediction clearly outperforms PM. The effect is smallest for the DSGE model, with successive increases for the DFM and VAR models. The same rankings occur in the premoderation and postmoderation periods, though the effects are substantially greater before than after the Great Moderation. The rankings do not characterize the Great Moderation, where differences are much smaller even though the Great Moderation period is slightly longer than the premoderation period. The optimal pools are consistent with these comparisons.
As intuition would suggest, the advantage of FB over PM increases with the number of parameters. The DSGE has 39 parameters, the DFM 99 parameters, and the VAR model 233 parameters. In terms of the decomposition of predictive variance (section IIIC), the advantage of FB over PM prediction is greater the larger is the extrinsic predictive variance component in a model. Table 2A provides the fraction of predictive variance that is extrinsic, averaged over the T = 184 predictive distributions. Without exception across the seven series, the ordering is the same as that of the difference in log scores between FB and PM shown in table 1A for the entire time period. 11 More detailed consideration of the variance decomposition, not presented, reinforces this interpretation: with all the models, the extrinsic fraction of predictive variance is lower in the Great Moderation period than it is either premoderation or postmoderation.
The full Bayes predictive distributions and posterior mode predictive distributions have no systematic differences in location, but the former are systematically more dispersed than the latter. The intrinsic component of the predictive distribution is Gaussian. The extrinsic component is not, but it appears to have broadly similar decay with increasing distance from the mode. The arithmetic of the Gaussian distribution then implies that as realizations y t are farther from the center of the predictive distribution, the corresponding log score under the PM predictive distribution decays more swiftly than it does under the FB predictive distribution. The main feature working to the disadvantage of predictive distributions based on posterior modes is their inability to account for repeated, extreme realizations of Y t relative to full Bayes predictive distributions. Extrinsic variance is the portion of the predictive variance due to parameter uncertainty.
B. Model Performance
PIT specification tests (section IIID) clearly indicate that all the models in this study are conspicuously misspecified, in that the associated one-step-ahead predictive densities are clearly not well calibrated. In the interest of space, all results of PIT tests are presented only in section D.3 of the online appendix.
The tests indicate strong evidence against correct model specification, arising more strongly in the failure to calibrate probabilities correctly on average (the moments test) than in any tendency for realizations to persist on one side of the conditional distribution rather than the other (the autocorrelation test). 12 A likely source of misspecification that is common 
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Distance between contours is 0.025 (t − r + 1). The cross indicates the equal weights pool and the star the optimal pool in a three-model combination. Squares and circles indicate, respectively, the equal weights and optimal weights in the two-model combinations.
to all models considered in this study is the assumption that the shocks are Gaussian and homoskedastic. As shown in section A of the online appendix and in many other studies, 13 this assumption is not supported by the data and is justified only for computational convenience.
Given the results of PIT tests, procedures for prediction using several models that do not invoke the condition that one of the models includes the data-generating process as a special case might produce superior predictions.
V. Model Combination
Given several alternative predictive models, it is possible to combine models to accomplish prediction more effectively than with any one model alone. The linear pool, equation (5), has been the dominant approach in the literature in combining predictive densities. Wallis (2011) reviews these approaches, including the log pools of Genest and Zidek (1986) . We find the result of McConway (1981) compelling: under mild regularity conditions, the combination must be of the form (5) if the process of combination is to be invariant with respect to any possible marginalization of the distributions involved. After summarizing the behavior of some selected static pools (section VA), we turn to three kinds of linear pools: those with equal weights (section VB), pools arising from Bayesian model averaging (section VC), and real-time optimal pools (section VD).
13 Primiceri (2005) produces convincing evidence of stochastic volatility in VAR models, while Justiniano and Primiceri (2008) and Curdia, Del Negro, and Greenwald (2012) provide similar evidence using DSGE models. McCausland (2015) shows evidence of stochastic volatility using a dynamic factor model.
A. Pools
Let f (w r:t ) denote the summation on the right side of equation (7). This function conveys the performance of any possible linear pool with constant weights over the period from r to t, using the log scoring rule to assess performance. Figure 1 depicts the function for the four periods of interest. The domain is the three-dimensional unit simplex, depicted in two dimensions in the usual way. In all four panels, the horizontal axis corresponds to the weight on the DFM model and the vertical axis to the weight on the DSGE model. Thus, the value of f (w r:t ) at the right vertex corresponds to the log score of the DFM model over the indicated period, at the upper vertex to the DSGE model, and at the origin to the VAR model. These values are indicated in table 1B.
The contours in each panel indicate [arg max w rt f (w r:t )] − f (w r:t )] and are chosen to show increments of 0.025(t − r + 1), corresponding to increments of 0.025 in the arithmetic mean of log n i=1 w i p( y s | y s−1 , A i over the period in question. An increase from one contour to the next corresponds to an increase in the proportion exp(0.025) − 1, or about 2.5%, in the geometric mean of the probability density assigned to observed events. This makes the contours directly comparable across periods of unequal length. Notice that the log score f (w r:t ) is much less sensitive to changes in w r:t near its maximum, indicated by the asterisk in each panel of figure 1, than it is to changes close to the vertices of the simplex.
B. Equally Weighted Pools
An equally weighted pool, w i = 1/3 (i = 1, 2, 3), is arguably the simplest pool that could be created. These pools are indicated by the × in each panel of figure 1. It is evident 
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Vertical lines indicate the twelve quarters for which the mean values taken over the model predictive log scores are the smallest.
that such pools improve markedly on the log score of any given model. The log score of the equally weighted pool is also close to the maximum log score indicated by the asterisk. But this maximum log score is unattainable in real time because the weight vector achieving this maximum is chosen on the basis of all the data for the period in question. This suggests that an equally weighted pool is likely to be a strong competitor for prediction using all three models. Subsequent analysis in this section verifies this conjecture. Table 1B quantifies the gains from pooling with equal weights that is evident in figure 1 . The second column is the log score of the equally weighted pool, indicated by the × in each panel of figure 1. The entries in columns 3 through 5 are the log scores of the FB variants of the indicated models (see table 1A) minus the EWP log scores. Each of the last three columns measures the value of the corresponding model in an equally weighted pool as the difference between the log score of the equally weighted pool with all three models and an equally weighted pool composed of the other two models. For example, the entry 32.10 for DFM for the whole period is the difference between the log score of the equally weighted pool (X in the upper left panel of figure 1) , and the log score of the equally weighted pool of the DSGE and VAR models (the square on the vertical axis in this panel). Clearly value measured in this way need not be positive, but it generally is. The DFM has the greatest value in every period except post moderation.
The equally weighted pool also provides a useful benchmark in understanding the gains from pooling and the reason that the DFM is the most valuable contributor to the pool. The left panels of figure 2 show the model log predictive scores in all 184 quarters. These log scores tend to move together: the correlation coefficient is over 0.9 for all pairs and is driven in large part by extreme events that are assigned low predictive probability by all three models. The right panels of the figure show the differences between model log scores and the log score of the equally weighted pool. This difference cannot exceed log 3, which is the highest value on the vertical axis in these panels. There is no lower bound.
The vertical lines in figure 2 denote the twelve quarters in which the mean predictive log score, taken over the three models, was the lowest. In these quarters, differences in model log scores also tend to be greatest, because these three models differ substantially in the probabilities they assign to rare events. This can be detected in the left column of panels but is more evident in the right column, where the equally weighted pool is used as a common benchmark. In many of these quarters, one of the models substantially outperforms the other two, leading to a log score relative to the equally weighted pool that is close to log 3 for that model, but low The DFM contributes to the pool in a manner similar to a financial asset that moves against the market. For the differences shown in the right column of panels in figure 2, the DFM is negatively correlated with both the DSGE (−0.501) and the VAR (−0.313), whereas the DSGE and VAR are positively correlated (0.268). This property of the DFM, together with its higher log score, accounts for the fact that the DFM has the highest value in the equally weighted pool (table 1B) .
This analysis tends to obscure the asymmetric behavior of the three models with respect to outlying events that is evident in figure 2 . The top panel of figure 3 highlights the different properties of the models in this dimension. It cumulates differences between the log predictive scores of the models and the log predictive score of the equally weighted pool, over quarters ordered by the mean of the log predictive score over models, lowest to highest. Thus, the twelve quarters highlighted in figure 2 correspond to the values 1 through 12 on the horizontal axis. For quarter 184, the values are those in the first row of entries in table 1B, columns 3 through 5. Through the 50 quarters with the lowest predictive log scores, the DFM dominates: its log score is very nearly that of the equally weighted pool. These same quarters account for all of the deficiency in the predictive log score of the VAR; indeed, it more than accounts for this difference because the value of the VAR performs best, relative to the EWP, in those quarters in which model log scores are highest. This is also consistent with the strong performance of the VAR relative to the other two models during the Great Moderation (see figure 1) .
The improvement in predictive log score achieved in moving from any one model to the equally weighted pool is comparable to the gain in moving from posterior mode to full Bayes predictive densities in each model. For the DFM, DSGE, and VAR models, the average gain from the former was 64.39 (minus the average of relative log scores for the entire period in table 1B), and the average gain from the latter was 75.15 (fifth column of table 1A for the entire period). Analysis of predictive variance for the pool with equal weights, equation (9), leads to the same conclusion, as indicated in table 2B.
This table reports two different approximations of the decomposition. The first one (columns 2 through 4) uses the expression
as described in section IIIC, using the equal weights w i = 1/3 (i = 1, 2, 3). This preserves the identity, equation (9), when the estimates are substituted for the population values. But this also leads to the usual downward bias in the variance estimate, which is severe here because there are only three different models. Columns 5 through 7 use w i = 1/2 (i = 1, 2, 3), which alleviates the bias. The "within" extrinsic variance is that which drove the better performance of FB log scores relative to PM log scores, as argued in section IVA; the "between" extrinsic variance is due to differences between models, which drives the improvement in the log predictive scores of the equally weighted pool relative to the individual models. The order of magnitude is similar, supporting the finding that pooling and the use of full Bayes predictive distributions are of comparable importance in improving predictions using several models.
C. Bayesian Model Averaging
Differences between models in log scores for full Bayes prediction are closely related to Bayes factors and posterior odds ratios. Precisely,
is the marginal likelihood in a model for which the prior distribution has density kernel
Then exp LS r:t (A i ) − LS r:t A j is the Bayes factor in favor of model A i over model A j , and if the prior odds ratio is 1:1, then this is also the posterior odds ratio. Thus, the differences in log scores across models in columns 2 through 4 of table 3 imply large Bayes factors in many cases; for example, for the entire period the Bayes factor in favor of the DFM model over the DSGE model is 5.24 × 10 5 , and therefore via equation (2), Bayesian model averaging (BMA) weights are often very close to 0 or 1. Table 3 provides these weights for the periods studied. In each case, the formal interpretation is that there are three models, each with a prior distribution of the form (11) where s = 1 corresponds to 1951:1 and t is the last quarter before the start of the period indicated. At the start of each period, the BMA weights are 1/3, and then as predictive likelihoods are accumulated through the period, weights move toward 0 or 1 until at the end of the period, they have the values shown in the table.
The "End of Period" entries show the BMA weights at the end of the period and the log score that results when these weights are applied to the model log scores for the entire period. This is the most commonly reported log score for BMA, but it cannot be achieved in real time. The "Average over Period" entries are based on BMA weights updated each observation in the period, with average weights shown. The log score is figured by applying the BMA weights updated through period t − 1 to the predictive densities for period t, which are then evaluated at y t .
The DFM strongly dominates the entire period and premoderation, the VAR strongly dominates the Great Moderation, and the DSGE weakly dominates the postmoderation. The fifth column of table 3 shows the corresponding log predictive scores for the Bayesian model averages. They are all lower than the log scores of the equally weighted pool.
Suppose a Bayesian econometrician maintained the hypothesis underlying BMA: that the data-generating process is exactly p Y t | Y 1:t−1 , θ * i , A i for some one of the models A i and some particular value θ * i of that model's parameter vector, though which model and which specific values of the parameter vector are unknown. Were this econometrician to have started to work at the end of 1965, using equation (11) as the kernel of her prior density, then her BMA weights would have evolved as indicated in the middle panel of figure 3. 14 The sum of the BMA weights on the DSGE and VAR models drops below 0.1 in the last quarter of 1971 and below 0.01 the following quarter, where it remains for the rest of the period. The largest sum of BMA weights on the DSGE and VAR models in the rest of the period is 0.00345 in the first quarter of 1998, and for most quarters beyond 1972:1, the sum is less than 10 −6 . This is all consistent with the typical asymptotic distribution of BMA weights outlined in section IIIA.
D. Optimal Pooling
Optimal pools can be constructed for any period as described in section IIIB, leading to the weight vector w * r:t , equation (7), and the corresponding log score for the optimal pool is then given by the summation on the right side of equation (7) evaluated at the optimal weights. These weights, and related statistics, provide useful summaries of the interaction between models in prediction over particular time periods. However, they could not have been used in real time during the period in question, and any pooling procedure that could be used would lead to a lower log score for the resulting pool. The optimal weights could be used going forward, for example, in quarter t + 1.
In each panel of figure 1 , the asterisk indicates the weights for the optimal pool formed this way, and columns 2 through 4 of table 4A provide their values. The value of the function at this point is given in column 5 of table 4A. The optimal pool could also be formed by eliminating one of the three models. In each panel of figure 1 , the circles indicate the weights in these pools. For example, if the DFM were eliminated from the pool for the entire period, then the DSGE model in the resulting optimal pool would have the weight indicated by the circle on the vertical axis of that panel. The log score function at this point is necessarily smaller than the log score function in the three-model optimal pool. It is reasonable to refer to the decrease as the value of the DFM in this pool. The last three columns in table 4A provide the values of each of the models in each of the periods studied: this is the decrease in the value of the function between the corresponding asterisk in the circle in the relevant panel of figure 1 . For the entire period, the DFM is the most valuable model, with a contribution to log score more than 2.5 times as great as the contributions of DSGE and VAR, which are in turn similar. This is due primarily to the fact that the log score of the DFM performs substantially better than do the DSGE and VAR models in quarters where realizations y t were the least probable under any model, as discussed in section VB. These contributions are concentrated in the premoderation period, driving the lower values of DFM in the other two periods. Consistent with our findings using other methods of analysis, the VAR is especially valuable during the Great Moderation. The DSGE dominates the contribution postmoderation, although effects in that period are muted by its short duration.
For practical prediction, the relevant question is how well optimal pools perform in real time. The natural way for an econometrician to use optimal pools is to compute the optimal weights based on y r:t−1 and then attach those weights to the predictive densities p (Y t | y 1:t−1 , A i ). Specifically, the econometrician finds Table 4B reports some aspects of the results of this procedure. For the period indicated in the table, r is the first quarter in the period. For each period the average weights in columns 2 through 4 are the elements of (u − r + 1) 
with w * r,r−1,i = n −1 . Thus, the log scores in this column are directly comparable to those for individual models, equally weighted pools, and Bayesian model averaging: all report results an econometrician could have achieved in real time.
Log scores of real-time optimal pools are algorithmically lower than those of static optimal pools for the same period. Comparisons of the corresponding entries in Table 4A and 4B show that the decrease is between 5 and 7 points in each period. More significant, the equally weighted pool (table 3) outperforms the real-time optimal pool in three of the four periods examined. Only in the Great Moderation, in which the three models display the greatest asymmetry (figure 1), does the equally weighted pool fall short of the real-time optimal pool.
The last three columns in 
E. Allowing for Systematic Time Variation in the Weights
An interesting question that arises from the results described in the previous subsection is whether substantial additional predictive power could be obtained by allowing for systematic time variation in the weights assigned to each model. Systematic time variation in the weights can be obtained by adopting one of the following two approaches: (a) computing optimal pooling weights on rolling windows of observations or (b) modeling weights as a stochastic process. These approaches are concisely described in section E of the online appendix and are implemented in a real-time fashion in order to allow their results to be correctly assessed in a predictive framework.
Computing real-time optimal pools with rolling windows.
Using rolling windows to compute real-time optimal pools (RTOPs) is a simple, intuitive way to recognize that the optimal way to approximate an unknown data generation process might require different weights at different times. The only choice that the researcher must provide is the length of the window used for optimal weights computations. In the absence of any guidance on this front, we compute RTOP weights based on rolling windows of different sizes: τ = 60, 80, 100, 120, 140, 160 observations. The results are fully reported in section E of the online appendix In synthesis, using very short windows yields results that are somewhat worse than those obtained using recursive samples. A very slight improvement with respect to RTOP based on recursive samples is achieved by using a forty-quarters window. It is interesting to note that all rolling samples results are clearly inferior to using EW pools. The real-time optimal weights, not shown here in the interest of space, 15 are similar to those based on recursive samples, but they exhibit larger time variation.
Modeling weights as a stochastic process. An alternative way to explicitly allow for time variation in the weights is to use a state-space approach in which component models are recursively estimated and weights are endowed with an implicit state equation of the form
where η t is a vector of stochastic disturbances. Raftery, Karny, and Ettler (2010) proposed an approximation of the projection step of the resulting filtering procedure based on 15 See section E.1 of the online appendix. a so-called forgetting factor. This approximation has been taken up in several papers (e.g., Koop & Korobilis, 2012) , and it has been dubbed dynamic model averaging (DMA). Del Negro, Hasegawa, and Schorfheide (2015) use an exact nonlinear filtering procedure, and they call their approach dynamic pooling (DP). We have applied both approaches in order to understand whether formally allowing for timevarying weights in a strictly real-time framework would help researchers obtain better forecasting results. We refer to section E in the online appendix for a full description of how the techniques have been applied to the current framework and for the full set of results. The essence is that results from both approaches seem to be broadly comparable to those of applying equal weights: in real-time, DMA (RDMA) leads to a log score equal to −1,037.10, which is marginally worse than the log score obtained with equal weights (−1,036.72), while real-time DP (RTDP) yields a log score equal to −1,034.10, a value that is marginally better than that associated with equal weights. In synthesis, implicitly or explicitly accommodating time variation in the weights with different methods does not seem to allow researchers to obtain much better results than those obtained with equal weighting. This result might not necessarily hold for any model combination application.
F. Pooling Multistep Predictive Densities
In many cases, the interest of policymakers is the evolution of key macroeconomic variables over a given future path. Hence, it is interesting to see how the models considered in this paper can be combined in order to produce an optimal approximation of the relevant multistep-ahead predictive densities. In order to provide a concrete example, pertinent to the applications documented in this paper, we assume that the analyst is interested in the levels of the series four quarters ahead. For the variables y it appearing in differences, this requires cumulating the relevant variables over the forecasting horizon, namely,ỹ it+4 =ỹ it + 4 k=1 y it+k -the level at t + 4 is the level at t plus the changes between the two dates. For the variables appearing in levels (y jt ), no transformation is required:ỹ jt+4 = y jt+4 . We then compute optimal linear pools obtained by combining model-specific recursively computed predictive densities ofỹ t+4 LS 1:t (A i ) = T s=5 log p (ỹ s |y 1:s−4 , A i ) , i = 1, 2, 3. In section F of the online appendix, we describe how to compute the relevant conditional predictive densities and report the contours of the four-step-ahead log score as functions of different values of the weights. These results show that the optimal weights based on four-step-ahead densities are skewed in favor of the VAR and the DFM models, contradicting the widely (informally) held tenet that DSGE models are particularly useful for predictions over the medium run. Also optimal pools based on a pairs of models including DSGE tend to assign higher weights to the other model in the pool.
G. Discriminating Across Models and Pools Using Root Mean Square Forecast Errors
Often models are evaluated in terms of their point forecasts, and performance measures such as root mean square forecast errors (RMSFE) are adopted. Here we report the results regarding RMSEs for one-and four-step-ahead forecasts. The h-step-ahead RMSFEs for variable j computed at time t on the basis of information available at time t and model A i is defined as RMSFE(y j,t+h |y 1:t ,
where μ (i) j,t+h|t is the MCMC estimate of the mean of the predictive density forỹ j,t+h based on information up to time t and on model A i . 16 In section F of the online appendix, we report one-step-ahead RMSFEs expressed as ratios with respect to RMSFEs of the random walk forecast ỹ j,t+h =ỹ j,t . In synthesis, 17 we see that univariate measures such as RMSFEs deemphasize differences across models or pools. We regard this as confirming that models' and pools' forecasting properties can be fully appreciated by looking at the multivariate densities for all the variables of interest.
VI. Conclusion
The principal conclusion of this work is that predictions are best formed from several macroeconomic models by pooling the Bayesian predictive distributions. We think it likely that similar findings would also emerge in other data sets, though the postwar U.S. data are unique in extent, continuity, and quality, and also with other families of models, either existing or yet to be formulated, of similar intellectual and empirical pedigree.
The procedures used here emulate what could have been done in "real time" by adding the most recent quarter's data and updating posterior distributions accordingly at the end of each quarter for the purposes of predicting the following quarter. The results do not attempt to use the data releases actually at hand each quarter; we doubt that this extension would overturn the main findings in this work.
The first part of the principal conclusion is that gains to using full Bayesian (FB) predictive distributions, as opposed to a distribution that replaces the random parameter vector with its value at the posterior mode (PM), are substantial. Looking at the top part of table 1A, we see that the difference between FM and PM predictive log score averaged over the three models is 75.15. This implies that the full Bayes a limiting value for the weight vector in the optimal pool (Geweke & Amisano, 2011) . If the econometrician knew that vector, then eventually the pool using that vector would outperform the EWP in log score. Of course, the vector is really unknown, and the RTOP uses a weight vector that changes from quarter to quarter and thereby introduces noise, especially when there are few observations. Log scores of pools are not very sensitive to weights until some of the weights approach zero, and consequently it can be the case that fixed reasonable weights outperform an effort to reoptimize the pool each quarter.
