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Abstract 
In this paper, we show that for modules over the local rings described in the title, if the radius 
of convergence of the Poincari: series is less than one, then the Betti sequence is eventually 
nondecreasing and has strong exponential growth. 
1. Introduction 
Let (R, m, k) be a commutative Noetherian local ring with maximal ideal m and 
residue field k, and let M be a finitely generated R-module. A resolution 
. . +F,AF,?+F,,+M+O 
of M by free modules of finite rank, such that d,(F,,) G mF,_ 1 for all n 2 1, is called 
a minimal free resolution. It is known to be unique up to isomorphism of complexes. 
The nth Betti number of M over R is defined to be the integer b, = b:(M) = rank F,,, 
and the sequence {bf(M)},to is called the Betti sequence of M. 
It has been asked what kind of behavior this sequence might have. The simplest case 
is when b:(M) = 0 for sufficiently large n, which is exactly the characterization of 
module of finite projective dimension. A question concerning the asymptotic proper- 
ties of the Betti sequence {b:(M)},,, is proposed by Avramov: 
Problem 1 [I, Section 51. Is the Betti sequence (b,R(M)},LO eventually nondecreas- 
ing for any finitely generated R-module M? 
Positive answers to the problem are known in the following cases: 
l (R,m) has m3 = 0 [14]. 
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l R is Golod [15]. 
l R is a Cohen-Macaulay of multiplicity 17 and edim R - depth R 2 4, or 
a Gorenstein of multiplicity I 11 and edim R-depth R 2 5 [9]. 
l R is a complete intersection [S]. 
l R = S/I, where (S,n) is a local ring and the integral closure of the ideal I is 
properly contained in the integral closure of (I :s n) [7], or I = n J for some ideal 
J of grade 22 [7,14,16]. 
If one drops the word “eventually”, then the problem has a negative answer. For 
example, in [S, Section 33 Eisenbud constructs over an artinian complete intersection 
ring of codimension at least 2, for every positive integer h, a finitely generated module 
Mh whose Betti sequence strictly decreases in the first h steps. In fact, it is noted in 
[4, Section 21 that such examples exist over any local Gorenstein ring which is not 
a hypersurface. 
In [3, p. 341, Avramov introduces another way of analyzing the asymptotic proper- 
ties of Betti sequences. A sequence {b,},zo is said to have exponential growth, if there 
are real numbers 1 < A I B such that the inequalities 
(*I A” I i bi I B” 
i=O 
hold for all sufficiently large n. If one can replace I:= o bi by b, in the inequalities (*), 
then {b,},~o is said to have strongly exponential growth. A good measure of the 
asymptotic behavior of the Betti sequence is provided by the radius of convergence pM 
of the Poincare series PC(t) = EntO b,t”. Note that p,,, > 1 if and only if M has finite 
projective dimension. 
It is known that Betti sequences are always strongly exponentially bounded from 
above (cf. e.g. [ 14, Proposition 1.11). It is proved that if R is a Golod ring ([3,2.7] and 
[15]) or if (R, m) is a ring with m3 = 0 [14, Theorem B], then any Betti sequence is 
either eventually constant or has strongly exponential growth. On the other hand, if 
R is a complete intersection, then any Betti sequence is polynomially bounded [ 111. 
The following question is also proposed by Avramov: 
Problem 2 [3,1.2]. Is the growth of the Betti sequence {b:(M)},2O either poly- 
nomially bounded or strongly exponential? 
A partial result is known: if the Poincare series is a rational function, it is proved in 
[3,2.3] that pM 2 1 if and only if {b,},20 is polynomially bounded, and pM < 1 if and 
only if it has exponential growth. This applies to the following rings: 
(a) R is one link from a complete intersection. 
(b) R is two links from a complete intersection and Gorenstein. 
(c) edim R - depth R I 3. 
(d) edim R -depth R = 4 and R is Gorenstein. 
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(e) edim R - depth R = 4 and R is a Cohen-Macaulay almost complete intersection 
which contains 3. 
More precisely, it is proved for cases (a) through (c) in [6], case (d) in [12] and case (e) 
in [13] that there exists a polynomial Den,(t)EZ[t] such that Den,(t). Pc(t)~ Z[S] 
for all finitely generated R-modules M. Thus, pM is a real root of Den,(t), cf. 
Lemma 2.1. In particular, pM can only take finitely many values. 
Furthermore, it is proved for cases (a) through (d) in [3,1.6] and case (e) in [13,5.2] 
that if (b:(M)} _ n,O is polynomial bounded, then M has finite virtual projective 
dimension in the sense of [a]. As the asymptotic behavior of the Betti sequence is 
completely known for such modules, we have the following: 
Theorem 1.1 ([2] and [S]). If R is a local ring which satisjes one of the conditions (a) 
through (e) and M is ajinitely generated R-module with the radius of convergence p = 1, 
then there is an integer d 2 1 such that lim,,,(b,/nd- ‘) > 0. 
Furthermore, there are polynomials pl, p2 with positive leading coejicients of degree 
d - 2. 
pi(n) I b,f+ 1 GW - b,R(W 5 p&) 
hold for all sujficiently large n. 0 
In this paper, we investigate the modules with radius of convergence p < 1 over 
rings satisfying one of the conditions (a) through (e). By [3], [6] and [13] Den,(t) 
belongs to one of finitely many explicitly determined types of polynomials. We carry 
out (sometimes with the help of a computer) detailed analysis of the configurations of 
roots of these polynomials, and use it to prove the following theorem: 
Theorem 1.2. If R is a local ring which satisjies one of the conditions (a) through (e) and 
M is a jinitely generated R-module with the radius of convergence p < 1, then 
lim n+m p”b, > 0. 
In particular, for any F > 0 the inequalities 
P 
-1 bf+ l(M) 
-‘I b;(M) Ip -l+& 
hold for all suficiently large n. 
As a consequence of the two theorems above, we get: 
Corollary. Problems 1 and 2 have positive answers for the rings (a) through (e). 0 
Having discussed the background of the problems studied in this paper, we 
now look at the contents. In Section 2 we analyze how the rationality of a Poincari: 
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series reflects on the growth of the Betti sequence. The main theorem is proved in 
Section 3. 
2. Rational Poincark series 
Let R be a commutative Noetherian local ring, let M be a finitely generated 
R-module with infinite projective dimension and rational Poincart series 
R;(t) = CnzO b,t” of the form f(t)/g(t) where f(t) and g(t) are relatively prime 
polynomials with integer coefficients, and let p denote the radius of convergence of the 
Poincare series P:(t). 
Lemma 2.1. For R and M as above, then g(p) = 0 and all the zeroes of g(t) on the circle 
IzI = p have multiplicity not exceeding the multiplicity ofp. 
Proof. See for example [lo, p. 6801. 0 
Lemma 2.2. For R and M as above, ifp I 1 and the multiplicity d of p is strictly bigger 
than the multiplicity of the other zeros of g(t) on the circle IzI = p, then 
b, 
lim pn rid-l > 0. 
n-30 
In particular, for any e > 0 the inequalities 
-1 b,R+ l(M) 
P -s’ b;(M) ‘P ml +& 
hold for all sufficiently large n. 
Proof. Write g(t) = (1 - aI t)dl ... (1 - a,t)d” with distinct complex numbers ai’s and 
positive integers di’s. By Lemma 2.1, we may assume l/p = al = Ia,/ = ... = [all > 
la,+, I 2 ... 2 Ias1 > 0 and d = d, > dj > 0 for 2 ~j I 1. We shall use the well-known 
expression 
b~=~l$lcijaY(n~~; ‘) CijEC, Cid, #Cl, 
which holds for all n $ 0 and is obtained by expanding P&(t) into partial fraction 
decompositions (cf., e.g. [3, p. 411). Rewrite this expression as 
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where 
d-l 
N(n) = C clj 
j= 1 
21iI1, 
with lai/all < 1 for I+ 1 5 i I S. 
Therefore, if n -+ co, then we have 
3. Proof of Theorem 1.2 
Under the hypothesis of the theorem, R cannot be a complete intersection, since in 
that case (b,R(M)},Zo h as a polynomial bound by [ll, 2.31, hence p 2 1. Furthermore, 
we notice that the Poincare series Pi(t) has the form pM(t)/Den,(t) where pM(t) and 
Den,(t) are polynomials over Z (for the cases (a) through (c) cf. [6, Section 61, for (d) 
cf. [12, Corollary D] and for (e) cf. [13,4.2]). 
By Lemma 2.1 and our assumption, we only need to be concerned about the roots 
of absolute value less than 1, hence we may delete from DenR(t) all power of 1 f t and 
get a simpler polynomial d(t) (see tables in this proof). Let d’(t) denote its derivative 
and r denote a real root of d(t), such that 0 < Y < 1. We shall prove that d’(r) # 0, i.e. 
the multiplicity of r is 1 and d(z) # 0 for all z # r with IzI = r by decomposing d(t) and 
d’(t) in suitable ways. By Lemma 2.2, this will give the desired conclusion. 
We will decompose d(t) as a product, 
d(t) = u(r)(h,(t) - h,(t))> 
where u(t) is a polynomial over Z and h,(t) and ha(t) are rational functions with the 
following properties: 
l If d(r) = 0 with 0 < r < 1, then u(z) # 0 for any z with IzI = r. 
l If h,(r) = h2(r) # 0 for some r with 0 < r < 1, then for any z with z # r and 
IzI = r, we have 
It follows that h,(z) # h*(z). Therefore we have d(z) # 0, hence DenR(z) # 0. 
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To get such decompositions, we repeatedly use the following facts which hold for 
any r 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
> 0 and all z # r with Izl = r: 
If q(t) = (a - ts)k or (1 - W)“ for some positive real numbers a, b, and positive 
integers s, k, then by direct computation we have Iq(z)/q(r)) 2 1. Furthermore, 
ifs = 1 then Iq(z)/q(r)l > 1. 
If q(t) = (a + ts)k or (1 + bts)k or (a - Pmk or (1 - bPek for some positive real 
numbers a, b, and positive integers s, k, then by direct computation we have 
Iq(z)/q(r)) I 1. Furthermore, ifs = 1 then Iq(z)/q(r)l < 1. 
If q(t) = ats for a real number a and an integer s, then Iq(z)/q(r)l = 1. 
If q(t) = q1(t) + ... + q”(t) and lqj(z)l < lqj(r)l = qj(r) for complex functions 
qj’S, then by the triangle inequality we have Iq(z)/q(r)l < 1. 
If q(t) = qI(t) ... qn(t) and lqj(z)l < (resp. >) Is;(r)1 for complex functions qj’s, 
then Iq(z)/q(r)l < (resp. >) 1. 
Case (a). From [3,p. 461, d(t) = (1 - t)” - t2 with m 2 2. Clearly, d’(r) # 0. 
Set n(t) = 1, h,(t) = (1 - t)” and h,(t) = t’. Clearly, AZ(r) # 0. By (i) and (iii), 
holds. 
Case (b). From [3,p. 461, d(t) = (1 - t)m-l - t with m 2 3. Clearly, d’(r) # 0. 
Set u(t) = 1, h,(t) = (1 - t)“ml and h2(t) = t. Clearly, h,(r) # 0. By (i) and (iii), 
holds. 
(*I 
(*I 
Case (c). Since we assume R is not a complete intersection, we have 
edim R - depth R 2 2. Three subcases arise: 
(c.1) For edim R - depth R = 2, we have d(t) = 1 - t - It2 for some 12 1 by 
[3,p. SO]. Clearly, d’(r) # 0. Set u(t) = 1, h,(t) = 1 - t and h,(t) = /t2. Clearly, 
h,(r) # 0. By (i) and (iii), (*) holds. 
For edim R - depth R = 3, by [3,p. 501, there are m 2 1+ 1 2 3, 12 p 2 0 and 
m - 12 q 2 0, such that d(t) is one of the following: 
No. Type d(t) 
(c.2) TE 
(c.3) B, G(r), WP, 4) 
1 - t - It2 - (m - 1- 3)t3 - t5 
1 - t - It2 - (m - I- p)t3 + qt4 
(c.2) Clearly, 
d’(r)=(-l+2r2 - 5r4) - (2lr - 4r2) - 3(m - I - l)r2 < 0. 
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Set u(t) = 1, h,(t) = (1 - t)(l - It’) and h2(t) = t3[(m - 3) + t2]. Clearly, 
h,(r) # 0. By (iv) and (v), (*) holds. 
(c.3) If 1 - 1 2 p, then write 
d(t) = (1 - t - t2) - [(I - I)? - pt3] - [(m - l)t3 - qt4]. 
If 1 = p 2 3, then write 
d(t) = (1 - t)(1 - 3t2) - (1 - 3)(1 - t)t2 - P[(m - 1) - qt]. 
If I= p = 2 and q 2 1, then write 
d(t) = (1 - f - 2t2 + t3 + t4) - t3[(m - 3) -(q - l)t]. 
If / = p = 2 and q = 0, then write 
d(t) = (1 - t - 2t2 + t3) -(m - 3)t3. 
In any case, by direct computation or using a computer, it is easy to see that if d(r) = 0 
and 0 < r < 1, then r < 0.62. Hence, 
d’(r) = - 1 - r(21 - 3pr) - r2 [3(m - 1) - 4qr] < 0. 
Set u(t) = 1 - t, h,(t) = 1 - It2 and h,(t) = t3(m - p - qt)(l - t)-‘. 
As m - p - qr > m - p - q 2 m - 1 - q 2 0, h,(r) # 0. Furthermore, h,(t) = 
t3[q + (m - p - q)(l - t)-‘1. By (i), (iv) and (v), (*) holds. 
case (d). As R is not a complete intersection, by [3, p. SO], there are 1 2 5 and 
12 p 2 1 such that d(t) is one of the following: 
No. Type 
(d.1) GTE 1 - 2t - (1- 2)t2 + t3 + t4 - t5 
(d.2) GGO 1 - 2t - (1- 2)t2 - 2t3 + t4 
(d.3) GWP) 1 - 2t - (1- 2)t2 + (p - 2)t3 + 2t4 - t5 
(d.1) Since 12 5, 
d’(r) = -2(1- 5)r - (2 + 6r - 3r2 - 4r3) - 5r4 < 0. 
Set u(t) = (1 - t)2, h,(t) = (1 - t3) and 
h2(t) = t’[(l- 1) - 2t + t’](l - t)_2. 
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Note that hi(r) # 0 and h,(t) = t”[l + (1 - 2)(1 - t)-2]. By (i), (ii), (iv) and (v), (*) 
holds. 
(d.2) Clearly, d’(r) # 0. 
Set u(t) = 1 - t, h,(t) = 1 - t and h2(t) = -t2[ -(I - 1) - 2t + t’](l - t)-‘. 
Note that h,(r) # 0 and 
h2(t) = -t2(1 - 4 - t)(l + 4 - t)(l - t)-’ 
= t’(Jl- 1 + t)[l + &(l - t)-‘1. 
By (i), (ii), (iv) and (v), (*) holds. 
(d.3) Write 3.d(t) - t.&(t) = 3 - 4t - 3t2 - 2t4 + 2t5 - (I - 5)t2. A computer gives 
approximate roots of the polynomial 3 - 4t - 3t2 - 2t4 + 2t5 = 0 as follows: - 1, 
-0.12 f 1.28i, 0.525, 1.724. If d(r) = d’(r) = 0 and 0 < r < 1, then r < 0.53. But 
d’(r) = -r(21- 3pr) - 2 + 4r - 6r2 + 8r3 - 5r4 < 0 
for any 0 < r < 0.53 since the polynomial -2 + 4t - 6t2 + 8t3 - 5t4 < 0 for any 
t > 0, this is absurd. 
Set u(t) = 1 - t, h,(t) = (1 - t)(l - t3) and h,(t) = t2[(1 - 1) - (p - l)t](l - t)-‘. 
Note that hI (r) # 0 and h2(t) = t2 [(p - 1) + (1- p)(l - t)-I]. Since p - 1 2 0 and 
1 - p 2 0, by (i), (ii), (iv) and (v), (*) holds. 
Case (e). From [13, Section 31, for some 1 2 2,12 p 2 0, and 3 2 q 2 2, d(t) is one of 
the following 
No. ‘Type d(t) 
(e.1) 
(e.2) 
(e.3) 
(e.4) 
(e.5) 
(e.6) 
(e.7) 
(e.8) 
(e.9) 
(e.lO) 
(e.11) 
(e.12) 
(e.13) 
A, Dc2’ 
BCPI 
CCPI 
C’2’ 
C* 
DCPI 
ECPI 
E(4) 
FCPI 
F’2’ 
F’3’ 
F’4’ 
F* 
1 - 2t - 2t2 + (6 - l)t3 - 2t4 - 2t5 + t6 
1 - 2t - 2t2 + (6 - I)t3 + (p - 3)t4 + t5 + t6 
1 - 2t - 2t2 + (6 - l)t” + (p - 3)t4 
1 - 2t - 2t2 + (6 - l)t” - t4 - t5 
1 - 2t 
1 - 2t - 2t2 + (6 - i)t3 + (p - 4)t4 - t5 + t6 
1 - 2t - 2t2 + (6 - I)t3 + (p - 5)t” - 2t5 + 2t6 
1 - 2t - 2t2 + (6 - l)t3 + (q - 5)t4 - (1 + q)t5 + (4 - q)t6 
+ (q - 2)t’ 
1 - 2t - 2t2 + (6 - I)t” + (p - 6)t4 - 4t5 + 4t6 + t’ - t* 
1 - 2t - 2t2 + (6 - l)t” - 4t4 - 5t5 + 4t6 + t’ - t* 
1 - 2t - 2t2 + (6 - l)t3 - 3t4 - 6t5 + 3t6 + 2t’ - t8 
1 - 2t - 2t2 + (6 - l)t3 - 2t4 - 7t5 + t6 + 4t’ - t9 
1 - 3t + t2 + (6 - l)t” - (9 - l)t4 - lt5 + 3t6 - t’ 
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(e.1) If 1 2 4, then 
d’(r) = -(2 + 4r - 6r2) - 3(1 - 4)r2 - 8r3 - 10r4 + 6r’ < 0. 
For 1 I 3, a computer gives approximate roots which shows that d’(r) # 0. 
Set u(t) = 1, h,(t) = (1 - t)“(l - 3t2 + t4) and h,(t) = It3. 
Note that h,(r) # 0 and h,(t) = (1 - t)‘[(3 + $)/2 - t”][(3 - &)/2 - t2]. By 
(i), (iii) and (v), (*) holds. 
(e.2) Write 4.d(t) - t.d’(t) = 4 - 6t - 4t2 + 4t3 + t5 - 2t6 - (1 - 2)t3. A computer 
gives approximate roots of the polynomial 4 - 6t - 4t2 + 4t3 + t5 - 2t6 as follows: 
-0.966, -0.664 + 1.34i, 0.572, 1.111 f 0.614i. If d(r) = d’(r) = 0 and 0 < r < 1, then 
r ==c 0.58. But 
d’(r) = -2 - 4r + 18r2 - 12r3 - 5r4 + 6r5 - r2(31 - 4pr) < 0 
for 0 -=c r < 0.75 since -2 - 4t + 18t2 - 12t3 - 5t4 + 6t5 < 0 for 0 < t < 0.76, this 
is absurd. 
Set u(t) = 1 - t, h,(t) = (1 - t)(l - 3t2 + t”) and h2(t) = t3[I - (p - 1)t - t”]. 
(1 - t)-‘. 
Note that h,(r) # 0 since (p - 1)r + r2 < (p - 1) + 1 5 1 and 
h,(t) = (1 - t)[(3 + JJ)/2 - t’lC(3 - 492 - t'l: 
h2(t) = $t”[JpijTTl+ (p - 1) + 21 
x (2 + cJ_ - (p + l)](l - t,-‘}. 
Since Jm - (p + 1) 2 0 and ~‘mi + (p - 1) > 0, by (i), (ii), (iv) 
and (v), (*) holds. 
(e.3) Write 4. d(t) - t * d’(t) = 4 - 6t - 4t2 + 4t3 - (I - 2)t3. Using a computer, we 
conclude r < 0.574 and 
d’(r) = (-2 - 4r + 18r2 - 12r3) - r2(31 - 4pr) < 0. 
Set u(t) = 1 - t, h,(t) = (1 - 3t2)(1 - t) and h,(t) = t3(r - pt)(l - t)-‘. 
Note that h2(r) # 0 and h2(t) = t”[p + (I - p)(l - t)-‘1. By (i), (ii), and (v), (*) 
holds. 
(e.4) For 12 4, it is easy to see d’(r) = -2 - 4r + 6r2 - 3(l - 4)r2 - 4r3 - 5r4 < 0 
for any 0 < r < 1. A computer gives approximate roots of d(t) when 2 I 1 I 6 as 
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follows: 
1 the zeros of d(t) 
2 0.45 -0.69 - 2.66 0.95 f os4i 
3 0.41 -0.75 -2.41 0.87 f 0.74i 
4 0.39 -0.84 -2.12 0.78 k 0.9Oi 
5 0.37 -1 - 1.74 0.68 * 1.03i 
6 0.34 - 1.25 - 0.36i - 1.25 + 0.36i 0.57 f 1.15i 
We conclude that if 2 I 1 I 6 and d(r) = 0, then r is the only root of d(t) on the circle 
IZI = Y. 
When 12 7, set u(t) = 1, h,(t) = (1 - t)‘(l - t3) and k2(t) = t2[3 + (1 - 7)t + 3t2]. 
By (i), (iv), and (v), (*) holds. 
(e.5) Obvious !! 
(e.6) Write 4’d(t) - t.&(t) = (4 - 6t - 4t2 + 4t3 + t5 - 2t6) - (1 - 2)t3. Using 
a computer, we conclude that r < 0.572 and 
d’(r) = ( - 2 - 4r + 1 8u2 - 16r3 - 5r4 + 6r5) - r2(31 - 4pr) < 0 
since -2 - 4t + 18t2 - 16t3 - 5t4 + 6t5 < 0 for 0 < t < 1.54. 
Set u(t) = 1 - t, k,(t) = (1 - t)(l - 3t2 + t4) and k2(t) = t3[1 - (p - 2)t - t2]. 
(1 - t)-‘. 
Note that k,(r) # 0 since (p - 2)r + r2 < 1 and 
k,(t) = (1 - t)[(3 + $)/2 - t2][(3 - &)/2t2]; 
k,(t) = +t3[Jm + (p - 2) + 2t] 
x (2 + [&I - 2)2 + 41- pl(l - t)_‘}. 
AS dm - p 2 0 and ,/m + (p - 2) > 0, by (i), (ii), (iv) and (v), 
(*) holds. 
(e-7) Write 4’d(t) - t.&(t) = (4 - 6t - 4t’ + 4t3 + 2t5 - 4t6) - (I - 2)t3. Using 
a computer, we conclude that r < 0.572 and 
d’(r) = (-2 - 4r + 18r2 - 20r3 - 10r4 + 12r5) - r2(31 - 4pr) < 0 
since -2 - 4t + 18t2 - 20t3 - lot4 + 12t5 < 0 for 0 < t < 1.42. 
Set u(t) = 1 - t, k,(t) = (1 - t)(l - t2)(1 - 2t2) and k2(t) = t”[I - (p - 4)t - 2t2]. 
(1 - t)-‘. 
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Note that h2(r) # 0 and 
h2(t) = $P{Joqx + (p - 4) + 4t) 
x (4 + [J_ - pl(1 - s-q. 
Since ~‘Tp-4)2+81- p 2 0 and J’m + (P - 4) > 0, by (i), (ii), (iv) and 
(v), (*) holds. 
(e.8) For 12 4, it is easy to see that 
d’(r) = -2 - 4r + 6r2 - 3(1- 4)r’ - 12r3 - 15r4 + 12r5 < 0 
or 
d’(r) = -2 - 4r + 6r2 - 3(1- 4)r* - 8r3 - 20r4 + 6r5 + 7r6 < 0. 
For 1 I 3, we check by computer that the real root r of d(t) between 0 and 1 satisfying 
d’(r) # 0. 
When q = 2, set u(t) = 1 - t, h,(t) = (1 - t)(l - t2)(1 - 2t”) and 
h,(t) = t3(l + 2t - t’)(l - t)-‘. 
Note that h2(r) # 0 and 
h2(t) = t3[1 - JE- t][l + JE- t](l - t)-’ 
= -t”[Jm - 1 + t][l + &TT(l - t)-‘1. 
By (i), (ii), (iv) and (v), (*) holds. 
When q = 3, set u(t) = (3 + $)/2 - t2, 
h,(t) = (1 - t)‘(1 - 3t2 + t4)[(3 + &)/2 - P-’ 
and 
h,(t) = t3(1 + 2t2 - t4)[(3 + J5)/2 - P-l. 
Note that h,(r) # 0 and 
h,(t) = (1 - t)2[(3 - J5)/2 - t2]; 
h2(t) = t”[JI+1- 1 + t2][m + 1 - t’][3 + $)/2 - t2)-‘] 
= +tyJm - 1 + tq 
x (1 + [l + Jiz - (3 + J5)/23 .(3 + Js - 2ty). 
As 1 2 2, 1 + m - (3 + J$2 > 0, therefore by (i), (ii), (iv) and (v), (*) holds. 
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(e.9) Write 4.Q) - t.&(t) = (4 - 6t - 4t2 + 4t3 + 4ts - 8t6 - 3t7 + 4t8) - (1- 2)t3. 
Using a computer, we conclude that r < 0.566 and 
d’(r) = (-2 - 4r + 18r2 - 24r3 - 20r4 + 24rs + 7r6 - 8r7) - r2(31 - 4pr) < 0 
since -2 - 4t + 18t2 - 24t3 - 20t4 + 24t5 + 7t6 - 8t7 < 0 for any t > 0. 
When p I 4, set u(t) = (1 - t2)2, h,(t) = (1 - t)‘(l - t’) and 
h2(t) = t3[t4 - 2t3 - 2t2 - (p - 6)t + l](l - t2)-2. 
Note that h,(r) # 0 and 
h*(t) = t3[t4 - 2t3 - 2t2 - (p - 6)t + /](I - t2)-* 
= P{l + 2t(l - t2)_’ + [(4 - p)t + (l- l)](l - tyj. 
Since 1 I 2 and 4 - p 2 0, by (i) through (v), (*) holds. 
When p > 4, we set u(t) = (1 - t)(l - t2)2, h,(t) = (1 - t)(l - t2) and 
h2(t) = t3[t4 - 2t3 - 2t2 - (p - 6)t + l](l - t2)-*(l - t)-‘. 
Note that hi(r) # 0 and 
h,(t) = t”((1 - t)-’ + 2t(l - t’)-‘(1 - t)-’ 
+ (p - 4)(1 - P-2 + (I - p + 3)(1 - t)-‘(1 - ty}. 
Since 12 p and p - 4 2 0, by (i) through (v), (*) holds. 
(e.10) For 1 2 4, it is easy to see that 
d’(r) = -2 - 4r + 6r2 - 3(1- 4)r* - 16r3 
- 25r4 + 24r5 + 7r6 - 8r7 < 0. 
For 1 I 3, a computer gives approximate roots which show that d’(r) # 0. 
Set u(t) = (1 - t2)*, h,(t) = (1 - t)‘(l - t2) and h,(t) = t3(t4 - 2t3 - t2 + 4t + I). 
(1 - tZ)-2. 
Note that h,(r) # 0 and 
h2(t) = t”[l + (1 + 2t)(l - t2)-’ + (2t2 + 2t + l- 2)(1 - t*)-*I. 
Since I- 2 2 0, by (i) through (v), (*) holds. 
(e.11) For 1 2 4, it is easy to see that 
d’(r) = -2 - 4r + 6r2 - 3(1- 4)r2 - 12r3 
- 30r” + 18r5 + 14r6 - 8r7 < 0. 
For 1 I 3, we conclude that if d(r) = 0, then d’(r) # 0 by using a computer. 
Set u(t) = 1 - t*, h,(t) = (1 - t)‘(l - t*)* and h,(t) = t”(1 + 3t - t”)(l - t2)F1. 
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Note that h,(r) # 0 and 
h2(t) = P[t + (1+ 2t)(l - P-r]. 
As before, (*) holds. 
(e.12) For 1 2 4, it is easy to see that 
d’(r) = -2 - 4r + 6r2 - 3(1- 4)r* - 8r3 
- 35r4 + 6r5 + 28r6 - 9r8 < 0. 
For 1 I 3, by a computer we conclude that d’(r) # 0. 
A computer also gives approximate roots of the polynomial u(t) = 1 - 2t - 2t2 + 
4t3 - 7t5 + t6 + 4t7 - t9 as follows: 0.4308, - 1.366 f 0.671i, -0.804 + 0.3351’, 
0.493 + 0.5951’, and 1.461 f 0.2631’. Since d(t) = v(t) + (2 - l)t”, hence if d(r) = 0 and 
0 < r < 1, then r < 0.431 and furthermore 
11 - 32’ + z41 2 1 - 3r2 - r4 > 0, for any IzI = r. 
Set u(t) = 1 - 3t2 + t4, h,(t) = (1 - t)* and h*(t) = t3(t6 - 4t4 + 5t2 + I). 
(1 - 3t2 + t4)-‘. 
Note that h 1 (r) # 0 and 
h*(t) = t3{t2.(5 - 4t2 + t4)(1 - 3t2 + t4)-’ + 1.(1 - 3t2 + t4)-‘) 
= t3{t2{1 + (4 - P)(l - 3t2 + P-l} + 1.(1 - 3t2 + P-l} 
= t3{t2{1 + (4 - t2)[(3 - $)/2 - t2]_‘[(3 + $)/2 - P-l} 
+ 1.(1 - 3t2 + P-l) 
= P{t2{1 + [(3 + JJ)/2 - t’]-‘[l + (5 + JJ)(3 - Js - 2t’]-‘1) 
+ 1.(1 - 3t2 + P-l}. 
By (i) and (v), 11 - 3z2 + z41 > 11 - 3r2 + r41 for any z # r with IzI = r, hence we 
have 
[h*(z) = lz3{z2(5 - 4z2 + z4)(1 - 3z2 + z”))‘} + I.(1 - 3z2 + z”)-‘}I 
I r3{r2(1 + I(3 + JJ)/2 - z*I-‘(1 + (5 + Js)l3 - & - 2~~1~‘)) 
+ 1(1 - 3r2 + r”)-‘} 
< r3{r2(1 + [(3 + JJ)/2 - r*]-‘[l + (5 + JJ)(3 - $ - 2r2)-‘1) 
+ 1(1 - 3r2 + r4)-l} 
= h2(r). 
Now, (*) holds. 
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(e.13) It is easy to see that 
d’(r) = (-3 + 2r + 18r2 - 36r3 + 18r’ - 7r6) - Ir2(3 - 4r + 5’) < 0 
for any O<r< 1, since -3 + 2t + 18t2 - 36t3 + 18t5 - 7t6 < 0 and 
3 - 4t + 5t2 > 0 for any t > 0. 
Set u(t) = (1 - t)2, h,(t) = (1 - t2)‘(1 - t) and 
h2(t) = t”{(l- 1)t’ - (1- 4)t + (1- l)}(l - t)-2. 
Note that h,(r) # 0 and 
IQ(t) = t”{(l- 1) + (1+ 2).t.(l - t,-‘}. 
Now, (*) holds. 0 
Note added in proof. Craig Huneke informed the author that a positive answer to 
Problem 1, when R is artinian and one of its Hilbert coefficients is not less than the 
sum of all the others, is given by C.-T. Fan in “Growth of Betti numbers over 
noetherian local rings” (Preprint). 
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