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概 要
ユビキタスコンピューティングへのコンピュータパラダイムの推移により，様々なデ
バイスがネットワーク経由で操作可能になるホームコンピューティング環境が実現さ
れつつある．ホームコンピューティング環境では家の中の様々なものが操作の対象と
なる．そのため，エンドユーザがそれらのデバイスを自由に組み合わせてアプリケー
ションを構成可能であることが要求される．従って，デバイス間の相互運用性や互換
性の向上が課題である．
同様の要件を満たしているシステムとして，WWWが挙げられる．WWWは，REST
（Representational State Transfer）と呼ばれる簡潔なモデルを基幹としており，その
成功を成し得た核となる部分は，少数セットコマンドにより実現する簡潔なインタ
フェースと，統一されたアドレス空間からなる簡潔なアーキテクチャである．WWW
はこのモデルにより，高い相互運用性と柔軟な拡張性を実現している．
そこで本論文では，ホームコンピューティング環境における相互運用性の問題に対し
て，REST を導入し，ホームコンピューティング環境においてもその簡潔なアーキテ
クチャが有用であることを検証する．具体的には，既存のホームコンピューティングミ
ドルウェアのひとつである SENCHA にRESTを導入する．設計の章では，RESTで
定義されているコンポーネント，コネクタ，データという基本要素を用いて SENCHA
を分析し，リソース，リプレゼンテーションという概念を用いて再設計を行う．
RESTの導入により，SENCHAは軽量なアーキテクチャを実現することができ，さ
らに，デバイス間のインタフェースによる依存を最小限に抑えることによって，エン
ドユーザによる自由なデバイスの構成が可能になった．メディアデータの取り扱いに
おける同期など，RESTのモデルでは網羅しきれていない部分もある一方で，ホーム
コンピューティング環境においても，RESTのモデルのように簡潔なアーキテクチャ
を導入することは充分有用であるという結論を得た．
Abstract
By the transition of the computer paradigm from the personal computing to the
ubiquitous computing, user surroundings, such as home appliances, audios, furni-
tures, come to have computational power and network capability. These enhanced
devices communicate with each other and support a sophisticated user's life. Such
an environment is called a home computing environment and in which the require-
ment for interoperability and compatibility must be ful¯lled because there are many
devices with various types and functions, and there is a requirement of the user to
construct his/her applications freely for his/her needs or tasks.
WWW(World Wide Web) is one of the system that ful¯lls a similar requirement.
The basis of WWW is simple model which is called REST(Representational State
Transfer), and the core of REST is consists of 1) genericity of interfaces which is
achieved by a few sets of command, 2) uniquely addressable resources. Thus, WWW
has achieved a high interoprability and a °exible extensibility by this model.
In this thesis, REST is introduced into the home computing environment to cope
with the problem of interoperability, and it is veri¯ed that the simple architecture of
REST is useful in the home computing environment Concretely, REST is introduced
into SENCHA that is the Home-computing middleware based on UPnP(Universal
Plug and Play). In the chapter of design, SENCHA is reconstructed by analyzing it
by using concept of basic elements de¯ned in REST architectural style; component,
connector, and data, and using abstraction of resource and representation.
As for SENCHA, the introduction of REST enables light weight architecture and
minimizes dependency of the interface. Thus, °exible composition of the devices
by the end users become possible. It can be considered that it is very useful to
introduce architecture as simple as the model of REST into the home computing
environment while it is not suitable for synchronization in the handling of the media
data.
第1章 序論
1.1 背景
情報処理技術の進歩と，コンピュータの高性能化，小型化，低価格化によって，今
日におけるコンピュータを使うスタイルも変貌を遂げてきている．かつては，ひとつ
の巨大なコンピュータを複数の端末から複数ユーザが共有するという，ユーザとコン
ピュータの関係が他対一のスタイルだったのに対し，今日ではユーザに対して一台の
コンピュータというパーソナルコンピューティング (PC)環境と呼ばれるパラダイム
が実現している．そして今，ユーザ一人に対して複数のコンピュータが利用されると
いうユビキタスコンピューティング環境 [1]のパラダイムに移行しつつある（図 1.1
参照）．
図 1.1: コンピュータ環境の変化
ユビキタスコンピューティング環境は，様々な形態のコンピュータがいたるところ
に遍在し，いつでもどこでもユーザがコンピュータを利用できる環境である．例えば，
白物家電やオーディオのような大型のものから，センサ能力1によりコンテキスト情
報を提供するイスや机などのスマートオブジェクトと呼ばれる小型のものに至るまで，
様々なものが存在する．その中でも，PC環境のパラダイムとの大きな違いは，ユー
ザがコンピュータを意識せずにコンピュータによる多様なサービスを受けることがで
きるという点である．
このような環境は，一般家庭内で実現されつつあり，コンピュータを組み込まれた
テレビやステレオなどのオーディオ機器，電子レンジや冷蔵庫，エアコンなどのいわ
ゆる情報家電と呼ばれるものも，実際に消費者の手に届くようになってきている．こ
れらは従来の電化製品のように各々が単独で動作するだけではなく，それぞれがワイ
ヤレス LANやBluetooth，IEEE1394などのネットワークを経由して協調動作するこ
とができ，今まで以上のサービスを提供することが可能である．
このような情報家電や，スマートオブジェクトなどを対象とした，一般家庭におい
て実現されるユビキタスコンピューティング環境を，我々はホームコンピューティン
1圧力，温度，加速度など，ユーザの周りの状況を把握するためのセンサ機能
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グ環境と呼んでいる．
1.2 ホームコンピューティング環境のシステム要件
上述の通り，ホームコンピューティング環境では，家電からセンサを組み込まれた
モノに至るまで様々なコンピュータが対象となる．さらに，これらのデバイスがネッ
トワークによって接続され，互いに情報をやりとりするということが重要となる．つ
まり，今まで単独で動作して目的を達成していた家電や日常のモノが，役割を変え，
新しいサービスを実現するために互いに協調することが要求されるということである．
このように，協調動作することが前提になるホームコンピューティング環境のデバイ
スは以下のような要件を満たさなくてはならない．
1.2.1 エンドユーザによる開発
ユビキタスコンピューティング環境では，コンピュータはユーザの見えるところか
ら隠れ，ユーザがコンピュータの存在を意識せずにその恩恵（サービス）を受けられ
るようになるのが，ひとつのゴールであるとされている．しかしその一方で，ユーザ
がそのサービスを自由に設定したいという要望があることも考慮しなくてはならない
[5]．
Mavrommatiは，[5]において，エンドユーザプログラミングという概念を提案して
いる．コンピュータによる処理能力や通信能力，センサ能力を得たオブジェクト (ハ
イパーオブジェクト) を対象とするユビキタスコンピューティング環境を背景として
いる．Mavrommatiは同時に，従来のオブジェクトは，設計者によって意図された使
用方法が設計時に決定され，それがオブジェクトの形状や能力に予め埋め込まれてい
るが，ユーザは実際にはそれの範疇を超えた使用法を考え出すことがあると言及して
いる2．その対象が，今までのオブジェクトからハイパーオブジェクトへと変化したと
ころで，そのようなユーザの特性は変わらないとしている．
このように，ユーザがオブジェクトの使用法に対して新しい方法を考え出すという
ことはごく自然な流れであり，少なからずそのような要求があるということが言える．
このことは，我々の想定しているホームコンピューティング環境でも同じことが言え
ると考えられる．各ユーザが自由にデバイスを接続したいという要求があると考える
のは，ごく自然なことである．言い換えると，ホームコンピューティング環境におけ
るデバイスは，使用法を限定したインタフェースを設計時に決めてしまうのではなく，
アプリケーションロジックはエンドユーザが使用時に自由に決められるようシンプル
かつ柔軟なものにする必要があると言える．
相互運用性
上記のエンドユーザプログラミングの必要性を考察すると，各デバイス間の相互運
用性は２つの理由から重要であると考えられる．１つ目の理由としては，ユーザが自
2例えば，マグカップの例を引用すると，元来はコーヒーなどの液体を保持するための道具であり，台
所と密接な関係を持つという性質を備えている．しかし，一度ユーザが変われば，マグカップはペン立
てとして使用され，台所ではなく子供部屋など他の部屋と関係を持つようになる．このように使い方は
ユーザによって新たに編み出されていくものであるとしている．
2
由にデバイスを選択し，それらを自由に組み合わせたいという要望があること．２つ
目には，ユーザの要求は様々であり，組み合わせやその接続方法は多岐に渡ると想定
される点である．
下に示す図 1.2，図 1.3の例では，監視カメラによって感知される状況の変化とい
うイベントをどのデバイスに送るかを設定した例である．図 1.2では，監視カメラの
イベントをテレビに発行し，その映像をテレビに出力するという例である．一方，図
1.3では，監視カメラのイベントをスピーカーに送る例である．後者の場合，スピー
カーは映像を表示するためのデバイスではないため，イベントを受け取るとビープ音
などによって，そのイベントの存在を知らせるというアプリケーションが考えられる．
また，図 1.2の場合も，上記の接続だけでなく，監視カメラから発行されるイベント
を受け取ったらテレビの電源をオフにするというアプリケーションも考えられる．
図 1.2: 接続例１（監視カメラ-テ
レビ）
図 1.3: 接続例２（監視カメラ-スピー
カ）
このように，全自動であるか手動であるかの手段は別としても，その下層ではデバ
イスのベンダとは別の第三者が自由にデバイス同士を結合できるメカニズムが必要に
なってくると考えられる．そのためには，予め考えうる接続のためのインタフェース
を想定し，システムを構築するというアプローチをとるのではなく，どんな組み合わ
せにも対応しうる限りなく柔軟なインタフェースを備えたシステムである必要がある．
さらに，そのインタフェースは，アプリケーションのロジックに依存しない柔軟なも
のである必要がある．
互換性
また，ホームコンピューティング環境においてユーザの操作の対象となるデバイス
では，以下の特徴も考慮しなくてはならない．
² 大型の家具やテレビ，ステレオなどの家電製品は高額なデバイスのため，一度
購入・配置されると比較的長い間使用され続ける
² 机やイス含む日常物や家具など，従来の家電製品ではなかったものにも組み込
み機器が搭載されることを想定すると，ユビキタスコンピューティング環境下
の制御対象となるデバイスの数は膨大な数にのぼる．そのため，個々の機器内
のシステムを常にアップデートし，最新の状態を保つことは困難である．
以上から，ホームコンピューティング環境では，世代を超えた新旧デバイス間の連携
が必然的に要求されることが分かる．即ち，新旧バージョンでの高い互換性が保証さ
れていることが要求される．
この互換性の問題を考察すると，長期に渡り有効なインタフェースが必要であると
考えられる．インタフェースに含まれる依存には，意味的な依存を表す実依存と，プ
ロトコルなどの人工的な依存とに分類できる．
3
例えば，電化製品を使う場合に，実依存となる部分は電力を必要としているという
事実を指す．人工的な依存というのは，電気を得るためのコンセント形状や電圧とい
うことになる．このように，実依存は環境に左右されない根本的な要求のことを指し，
人工的な依存とは，満たさなければいけない技術的要件のことを指す．
ホームコンピューティング環境を含む分散システムの場合，必要とするデータを得
る（実依存を解決する）ために，プロトコルやデータタイプ，メソッドの名前や引数
など（人工的な依存）を解決しなくてはいけない．実依存は，変化することはないが，
人工的な依存は仕様の違いや，同じ仕様でもバージョンによって変化してしまうため，
いかに長期に渡る使用に耐えうるかは，人工的な依存がどのように解決されるかに大
きく依存していると言える．
1.3 WWWにおけるRESTアーキテクチャ的スタイル
1.2節において，ホームコンピューティング環境に必要なシステム要件を挙げた．同
様の要件を満たし，実際に稼動しているシステムの例としてWWW（World Wide
Web）が挙げられる．WWW 内では，様々な組織によって管理されるサーバが存在
し，また，その中でも長期に渡り稼動しているサーバもあれば，新規にWWWのネッ
トワークに参入するサーバもある．このように，WWWは多様なノードが存在する環
境であり，それらが破綻することなく通信し，かつ，普及後 10年という年数を経ても
その機能を陳腐化させずに存続しているシステムである．
このWWWの根底にあるアーキテクチャの制約をまとめたものが，REST（REp-
resentational State Transfer）[6][7][8]である．RESTは，WWWにおける相互運用
性，拡張性，スケーラビリティなどの特筆すべき特徴を成し得た要素をソフトウェア
アーキテクチの視点からまとめ，データ，コンポーネント，コネクションの基本とな
る要素の定義と，それらの振る舞いに対する制約，そして，それらの関連をまとめた
ものである．RESTの提唱者である Fieldingは，このようなアーキテクチャに対する
制約のセットをアーキテクチャ的スタイル（Architectural Style）3と呼んでいる．
RESTは，WWWに特化したモデルではなく，RESTのアーキテクチャ的スタイル
を実現しているシステムのひとつがWWWという位置付けである．HTTPによる簡
潔なノード間インタフェースの実現と，URIによる一意なリソースの識別という簡潔
なアーキテクチャがWWWの成功を成し得た核となる部分である．
1.4 研究の目的
本論文では，前述したホームコンピューティング環境における相互運用性や互換性の
システム要件を実現するための手段として，WWWの根底となるモデルであるREST
を導入する方法を検証する．
実装は，SENCHAシステム [2][3]をRESTを適用し再構築する．SENCHAは，ホー
ムコンピューティング環境の実現を目的としたシステムであり，アーキテクチャとして
は，UPnPを基盤としたユーザ中心のアーキテクチャを採用し，デバイスコントロー
ルのメカニズムには SOAP（Simple Object Access Protocol）[18]を採用している．
3モデルと同義
4
検証は元々の SENCHAで採用されている SOAPとRESTの比較と，定性的な評価に
よって行う．
1.5 論文の構成
本論の構成は以下の通りである．
第２章 導入
本研究の核となる SENCHAと RESTについて述べる．SENCHAの説明では，
特徴・機能・アーキテクチャの他に，SOAPについても考察する．
RESTの説明では，モデルの重要な要素となるコンポーネント・コネクタ・デー
タについての説明と，リソースとリプレゼンテーションというRESTの中心的
な概念を述べる．
第３章 設計・実装
SENCHAにRESTを導入するための分析と設計，実装について述べる．
RESTで定義されているコンポーネント・コネクタ・データを元に SENCHAを
分析し，リソース，リプレゼンテーションを中心に再構築を行う．
第４章 評価・議論
定量的評価として，RESTによる実装と，SOAPによる実装との比較を行う．定
性的評価として，ホームコンピューティング環境の要件を満たしているかを考
察する．
第５章 関連研究
SENCHAと類似したアーキテクチャを持つ Jini，ICrafter，SpeakEasyの３つ
の関連研究について述べる．
第６章 結論
結論，及び今後の展望を述べ，まとめとする．
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第2章 導入
本章では，本研究の核となる SENCHAとRESTについて説明する．
2.1 SENCHA: Smart Environment for Controlling Home
Appliances
SENCHAの主な目的は，ネットワーク上に分散するデバイスを管理及び協調させ
ること（デバイスアグリゲーション）にある．SENCHAは，デバイスの発見・管理，
ユーザが操作するためのユーザインタフェース（UI）の生成，コントロールの３つの
機能によって構成される．
2.1.1 特徴
ユーザ中心のアーキテクチャ
まず，SENCHAの特筆すべき特徴として，ユーザ中心のアーキテクチャを採用し
ているという点が挙げられる．ホームコンピューティング環境におけるデバイスアグ
リゲーションを実現しようとする場合，数多くのデバイスを管理する必要がある．そ
のため，管理するためのシステムを必要とするが，多くの場合，Jini[26]やHAVi[27]
のようにホームゲートウェイサーバによってそれを実現するアプローチが主流である．
しかし，このアプローチでは，ネットワークセグメントごとにゲートウェイサーバを
設置しなくてはならず，コスト的及び技術的な負担をユーザに強いてしまうことにな
り，かつ，新しくそのサーバに管理される環境に入ってくるユーザは，環境ごとにそ
のサーバに対応するためのソフトウェアのダウンロードや設定などを強いられてしま
うため，柔軟なアプローチとは言い難い．
そこで，SENCHAでは，このようなホームゲートウェイサーバをユーザの持ち歩
くパーソナルデバイス上に配置するというユーザ中心のアーキテクチャを採用してい
る．これによって，環境ごとにユーザの設定を変更するのではなく，環境が変わって
も管理システムを携帯することによって，常に同じ設定を適応できるという利点が得
られる．
SENCHAでは，パーソナルデバイス上に配置されたシステムのことを PAC（Per-
sonal Appliance Coordinator）と呼び，PACによるコントロールの対象となるデバ
イス（情報家電，スマートオブジェクト）を総称してスマートアプライアンス，また
は，アプライアンスと呼び，パーソナルデバイス，アプライアンスをまとめてデバイ
スと呼ぶ．
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パーソナライゼイション
ホームコンピューティング環境では，ユーザの管理の対象となるデバイスは相当数
にのぼると想定される．そのため，ユーザが，数多くのデバイスの中から目的とする
デバイスを選び出すのは負担になってしまうと考えられる．このユーザビリティの問
題に対応する方法として，SENCHAではパーソナライゼーションの機構を搭載して
いる．具体的には，ユーザの嗜好や，かつての使用履歴などを元に，デバイスをコン
トロールするためのユーザインタフェース（UI）をそのユーザに適した形にカスタマ
イズする機能を提供している．
また，個々のユーザに特化したカスタマイズ機能を実現するにあたり，ユーザ中心
のアプローチがプライバシ保護の問題にも一役を担っている．パーソナライゼーショ
ンゼーションに必要なユーザの情報は，パーソナルデバイス上に保持されているもの
と想定しており，かつ，デバイスを管理するPACがパーソナルデバイス上で起動して
いることにより，ユーザの個人情報を外部に出すことなく，デバイスアグリゲーショ
ンに利用できるため，不必要な情報漏洩の回避を実現している．
コンポーネントフレームワーク
SENCHAでは，システムの構築・管理の容易性の観点から，システム構築にOSGi(Open
Services Gateway initiative)[11]の提供するコンポーネントフレームワーク（以下，
OSGiとする）を採用している．OSGiは Javaによるコンポーネントフレームワーク
で，ホームゲートウェイとなるサーバで利用されることを想定されているため，仕様
でUPnP（Universal Plug and Play）[12] やサーブレットなどの標準的なサービスも
組み込まれている．
図 2.1: OSGi概要
OSGiにおけるコンポーネントは，jarファイルによるバンドル1として実現されて
いる．また，フレームワークがコンポーネントを活性化させるためのエントリポイン
トとして，Activatorインタフェースが定義されており，このインタフェースを実装
1OSGiにおけるソフトウェアモジュールはバンドルという単位で管理される
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することにより，バンドル内で実装されているサービスの生成，登録を行えるように
なる．バンドルのサービスは，Javaのインタフェースと，それを実装するオブジェク
トによって提供される．バンドル内にActivator インタフェースを実装したクラスが
存在する場合，Activatorがそのバンドルの提供するサービスを OSGiフレームワー
クに登録し，または，フレームワークに登録されている他バンドルの提供するサービ
スの参照を得るという処理をする．Activatorが存在しない場合は，そのバンドルは
サービスは提供せず，パッケージを提供する単純なライブラリバンドルとして機能す
る（図 2.1参照）．
OSGi内部では，各バンドルが別のスレッドとして起動しているため，個々のサー
ビスのインストール・アンインストール，もしくは，スタート・ストップは動的に行
うことができる．特に，サービスの登録・削除に関するイベントなどバンドルレベル
の管理機構をOSGiフレームワークが提供しているため，ソフトウェアの管理を効率
良く行えることができる．
2.1.2 アーキテクチャ
図 2.2: SENCHA概要図
SENCHAでは基本となる技術に UPnP[12]を採用しており，Javaと OSGiフレー
ムワークを用いて実装されている．UPnPは，Universal Plug and Playの略で，プ
ラグアンドプレイの概念2をネットワークデバイスに対応させたものである．つまり，
ネットワーク機器の接続に必要な IPアドレスの設定，各種デバイスドライバのイン
ストールなどの煩雑な設定を自動化する技術である．
図 2.2にSENCHAの全体像を示す．2.1.1節で説明した通り，スマートアプライアン
スを管理する機構（PAC）はパーソナルデバイス上に配置され，それを中心としたアー
2PC上で USBや PCカードを挿した際，自動で検出し，リソースの割り当てなどの OSの設定と，
デバイスドライバのロードを自動で行うもの
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キテクチャとなっている．各スマートアプライアンスは RDF(Resource Description
Framework)[13]による特性記述ファイル内にデバイスと，そのデバイスの提供するサー
ビスに関する情報を保持している．これらの特性記述を取得するために，SENCHAで
は，UPnPの仕様で策定されている SSDP（Simple Service Discovery Protocol）[28]
を採用している．また，この特性記述内に，アプライアンスが提供するサービスのイ
ンタフェースとなるWSDL （Web Services Description Language）[14]ファイルへ
の参照も含んでいる．PACは，このWSDLファイルを参照することによって，動的
な SOAP-RPC呼び出しが可能になっている．
PAC，スマートアプライアンスそれぞれの内部設計を以下の節で説明する．
PAC (Personal Appliance Coordinator)
PACは，図 2.3に示されるように５つのコンポーネントから成り立っている．
図 2.3: PACの構造
ディスカバリ まず，ネットワーク上のデバイスを発見するための Sonarコンポーネ
ントがある．これは SSDPのプロトコルスタックを含み，UPnPの仕様に定義
されている SSDPのメッセージングを行うことが可能である．SSDPはHTTP
を拡張した UDP/IPベースのプロトコルである HTTPMU（マルチキャスト）
と HTTPU(ユニキャスト)上に構築されたプロトコルである．SSDPでは，デ
バイスがネットワークに参加した際に自分の存在をアドバタイズするための告
知（アドバタイズ），検索（サーチ），削除（ディスコネクト）の機能を定義す
るとともに，メッセージをマルチキャストするためのマルチキャストアドレス
（239.255.255.250）とマルチキャストポート（1900）を定義している3．
3このアドレスとポートは IANA（Internet Assigned Number Authority）によって予約されている
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Sonarコンポーネントは SSDPに定義された４種類のメッセージ（alive, byebye,
M-search, response）を駆使し，ネットワーク上のデバイスを発見し，そのデ
バイスの機能や属性などの情報を取得することができる．UPnPでは，デバイ
ス情報は独自のスキームによって定義されたXML記述によって表現されるが，
SENCHAでは，このデバイス記述にRDFを導入する．RDFを用いた特性記述
に関する詳細は 2.1.2節にて説明する．
UI生成 Sonarコンポーネントによって発見されたデバイスの特性記述である RDF
ファイルは，RDFDBコンポーネントによって取得・管理される．RDFDBコン
ポーネントは，Hewlett-Packard社のセマンティックWEBグループが開発した
Jena[15]を採用している．Jenaの機能としては，RDFを三つ組のステートメン
トとして処理するだけではなく，永続記憶の機能（ファイルシステム，RDF），
オントロジのためのサブシステム，SQLに類似した操作インタフェースなどの
機能を提供している．
PACは，RDFDB内の情報を用いることによって，UI（ユーザインタフェース）
を自動生成するが，このとき，コンテキスト推論コンポーネントを介すことに
より，ユーザの過去の履歴や状況，また，好みの情報を利用し，必要な情報に
絞り込むことができる．UIコンストラクタでは，HTMLによるUIを自動生成
している．
コントロール ユーザからの入力は自動生成されたHTMLよりAppliance Controller
コンポーネントに送られる．このコンポーネントは，UIからのHTTPメッセー
ジを解析し，さらに，アプライアンスのWSDLファイルを取得し，スタブオブ
ジェクトの生成，SOAP-RPCによるリモートメソッド呼び出しを実行する．
Smart Appliances
アプライアンスは以下の３つのコンポーネントによって構成される（図 2.4）．外部
に公開されるインタフェースは，Sonarコンポーネントの提供する SSDPのメッセー
ジによるインターフェースと，Apache Axisサーバ [16]によって提供される SOAPイ
ンタフェースの二つがある．
スマートアプラインスでも PACで使用している Sonarコンポーネントを使用して
いるが，使用する機能はアドバタイズのみで，他デバイスのディスカバリは行わない．
これは，アプライアンスはあくまでもサービスを提供するだけで，アプライアンスの管
理は全てPACによって行われるためである．SOAPインタフェースは，Apache Axis
によって実装されており，PACからアプライアンスを制御する際のアクセスポイント
となる．Apache AxisはサーブレットとしてTomcat[17] 4上に配置されており，受け
取ったコマンドを解析した後，適切なデバイスドライバにそのコマンドを転送するこ
とによってアプライアンスの操作をする．
また，Smart Appliancesの提供する記述ファイルには RDFとWSDLの２つがあ
る．RDFには，UPnPの記述ファイルを元にしたアプライアンスの機能やベンダ情
報，また，アクセスポイントなどの論理的な情報など，アプライアンスを理解するた
4Jakartaプロジェクトのサブプロジェクトとして開発されているオープンソースのソフトウェアで、
Javaサーブレット・JSPを処理するアプリケーションサーバ
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めのメタ情報が含まれる．一方で，WSDLファイルは，SOAPの動的なリモートメ
ソッド呼び出しを実現するためのデータタイプなどの，XMLのメッセージを Javaの
メソッド呼び出しに変換するための情報が含まれる．本実装では，Apache Axisエン
ジンによって自動生成されるWSDLファイルを使用している．WSDLの例を付録A.1
に示す．
図 2.4: スマートアプライアンスの構造
RDFによるデバイス特性記述
RDFはセマンティックWEB用に開発されたXMLを拡張した記述方式である．基
本的な概念としては，主語（Subject），述語（Predicate），目的語（Object）の３つに
より表現される5．またこの３つの組み合わせのことをステートメント（Statement），
もしくはトリプルと表現し，複数のステートメントをまとめたものをモデルとする．
SENCHAにおけるデバイスの内部情報の特性記述にはこの RDFを参考にしてい
る．特に重要な長所のひとつは，プロパティに対しても一意に定まるURI（もしくは
qauli¯ed URI）を割り当てられることである．例えば，異なるベンダが同じプロパティ
名を設定しても，URIによって識別することが可能である．また，検索に用途を限定
した場合には，グラフ構造を完全に再現する必要はなく，三者関係を扱うことによっ
て行えるという利点も備えている．
記述のフォーマットには，N-Trpiple[21]やNotation3[20]のような記述形式もある
が，これらは主に計算機による処理を念頭においてあるため，人間による可読性が低
く，関係の連鎖を把握しずらいという欠点がある．そこで，SENCHAシステムでは，
XMLによる記述を採用している．
以下の図 2.5に記述例を示す．この例では，スキーマの宣言の部分を省略している．
重要な情報としては，RDFの論理的なロケーションを含む SSDPのメッセージング
5別の表現として，Resource，Property，Literalの組み合わせが用いられる場合もある
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に必要な情報（ssdpタグ），コントロールのために必要な SOAP関連の情報（soapタ
ブ），そして，このデバイスの持っている機能の情報である（core:functionタブ）．
<!-- subject -->
<rdf:Description rdf:about="urn:sencha:Light1">
<!-- predicates and objects -->
<ssdp:serviceName>urn:sencha:Light1</ssdp:serviceName>
<ssdp:serviceType>upnp:sencha:Light</ssdp:serviceType>
<ssdp:location>:8080/axis/property.rdf</ssdp:location>
<ssdp:cacheControl>300</ssdp:cacheControl>
<core:friendlyName>Light</core:friendlyName>
<core:room>roomA</core:room>
<core:owner>all</core:owner>
<core:function rdf:resource="urn:homecomp:function:LightFunction" />
<core:functionType>Light</core:functionType>
<core:URLBase>http://localhost</core:URLBase>
<core:WEBPort>8080</core:WEBPort>
<soap:controlURL>/axis/services/LightService</soap:controlURL>
<soap:interfaceWSDL>http://localhost:8080/axis/services/LightService?wsdl</soap:interfaceWSDL>
</rdf:Description>
<rdf:Description rdf:about="urn:sencha:function:LightFunction">
<function:name rdf:resource="urn:sencha:function:LightFunction#power"/>
</rdf:Description>
<rdf:Description rdf:about="urn:sencha:function:LightFunction#power">
<function:value>on | off</function:value>
<function:mean>turn power</function:mean>
<function:method>power</function:method>
</rdf:Description>
図 2.5: アプライアンスの特性記述の例：ライト
2.1.3 SOAPの考察
2.1.2節にて述べたように，SENCHAではアプライアンスの操作のための機構とし
て SOAP-RPC を採用している．この節では，SOAPによる制限を述べる．
SOAPについて
SOAP[18]は，CORBA6[22]やDCOM 7[23] のようなプロプリエタリなプロトコル
を使用したRPC（Remote Procedure Call）の相互運用性を改善するために提案され
た仕様である．オブジェクトをXMLという汎用的な文書に直列化することによって，
ノード間の依存関係を減らし，疎結合を目指した RPCである．
また，RPCはあたかもローカルでのメソッド呼び出しのように，リモートのメソッ
ド呼び出しを実現するためのメカニズムであり，ローカルには，リモートノードの代
6Common Object Request Broker Architecture．OMGによって策定されている分散オブジェクト
の仕様．
7Distributed COM．Microsoft社の提唱している COM（Component Object Model）を分散環境
に適応した分散オブジェクトの仕様．
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理となるプロキシが設置され，リモート側にはプロキシからのメッセージを処理する
ためのスタブが必要となる．つまり，クライアントはリモートメソッドのインタフェー
スに対して事前に合意を持つ必要があり，スタブを持っている必要があるということ
である．SOAPでは，この依存関係を解決するためにWSDLを利用し，クライアン
トがスタブを自動生成する余地を与えている．これによって，インタフェースの依存
を動的に解決している．
データタイプの制限
SOAPにおける RPCは，SOAPエンベロープという XML記述によってなされる
が，扱うデータはXMLスキームによって定められているプリミティブなデータタイ
プのみである．オブジェクトも扱うことはできるが，複雑に階層化されているもの，
多次元配列などは扱えない．また，レスポンスに含まれる内部のオブジェクトを操作
することができないという欠点もある．
セキュリティ
SOAPは，HTTPや SMTPのような転送プロトコルの上層に位置するプロトコル
である．そのため，HTTPで実現しているセキュリティ機構とは別の機構を，SOAP
のレイヤでも構築する必要がある8．このような機能の追加により，SOAPは重いプ
ロトコルとなり，リソースに制限がある環境では不向きである．また，階層を増やす
ことによるシステムの脆弱性も増えるという部分も考慮しなくてはならない．
重い処理による制限
SOAPを用いた SENCHAでは，デバイス間通信がPACとスマートアプライアンス
との間に限定されているが，ユーザの要求するタスクを成し遂げるためのアプリケー
ションは，必ずアプライアンス間通信も必要になってくる．そのためには，WSDLの
解析，SOAPメッセージの生成に付随するXMLファイルの解析というオーバヘッド
の多い処理をアプライアンスに強制しなくてはならない．特に，PACでは，比較的
リソースの豊富な PDAや小型のノートパソコンなどを期待できる一方で，アプライ
アンスはリソースがまだまだ乏しいと考えられるためそのような重い処理は不向きで
ある．
バージョンによる互換性
SOAPは仕様であり，実装は各ベンダに委ねられている．そのため，過去にベン
ダ間の解釈の違いにより，相互運用性を得られなかったという問題があった9．また，
SOAPのバージョンに関しても問題がある．機能を満載した仕様である SOAPである
が，バージョン 1.1と 1.2の間では，いくつかの大きな変更がある．その中のひとつ
が，データモデルの扱いであるが，1.1では，独自のデータモデルを定義していたの
8SOAPエンベロープによるデータ転送により，HTTPの提供する機能とは別のセキュリティ対策が
必要である
9コンフォーマンステスト（適合性試験）を用意することによって改善されつつある
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に対し，1.2ではより汎用性を持たせるために XMLスキームの利用を指定している．
また，このような変更に対して，1.2の仕様では下位互換性を保つことを仕様では定
めておらず，実装者の任意によるものとなっている．つまり，完全な互換性を得られ
ない可能性を示唆していることになる．
ホームコンピューティング環境では，軽量なシステムであることが強く要求される．
また，ソフトウェアのバージョン管理が難しい環境であるため，システムの基盤となる
部分の整合性がバージョンによって左右されるのは好ましくない．このように SOAP
はホームコンピューティング環境で不向きだと判断できる点もある．
2.2 REST: Representational State Transfer
REST[6][7][8]は，Fielding 10によって提唱された，WEBアーキテクチャのモデルで
ある．WWWが広く一般に普及した後，高いスケーラビリティ，相互運用性などの成
功を成し得た基盤となる部分をソフトウェアアーキテクチャの観点からまとめたもの
である．Fieldingは，このモデルのことを，アーキテクチャ的スタイル（Architectural
Style）と呼んでいる．
REST自体は，具体的な仕様を定めているわけではなく，アーキテクチャを構成す
る要素の役割と機能の定義と，それを制限する制約のセットと，それらの要素間の関
連をまとめたWEBアプリケーションを構築する際のガイドラインの役割を担ってい
る．RESTはあくまでもモデルであるので，WEBはRESTのひとつの実装例という
ことになる．
次節では，RESTを説明する際に重要な概念となる用語の説明をする．続く，2.2.2
節でRESTを構成する基本要素であるコンポーネント，コネクタ，データの３つを説
明する．
2.2.1 RESTの用語説明
RESTにおける重要な概念であるリソースとリプレゼンテーションの説明をする．
リソース（Resource）
RESTにおけるリソースとは，情報に関する抽象化であり，名前を付けることので
きるいかなる情報もリソースとして扱うことが可能である．例えば文書であるとか，
一時的なサービス（今日の東京の天気など），複数のリソースを集めたもの，物理的
なもの（実際の人，もの）などの情報をリソースとして扱うことができる．
リプレゼンテーション（Representation）
リプレゼンテーションとは，リソースの現在の状態，もしくは意図した状態を表現
するものである．リプレゼンテーションは，HTMLなどの文書ファイル，JPEGなど
の画像ファイル，その他の音声ファイルや動画ファイルなどを用いて表現される．
10Roy T. Fielding．HTTP, URIの策定者の一人であり，Apache Software Foundation の創設者の
ひとり
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2.2.2 RESTの基本要素
RESTのアーキテクチャを定義するために，コンポーネント，コネクタ，データの
三つの基本要素が定義している．
² コンポーネント11
RESTで定めているコンポーネントとは，ネットワーク上の各ノードのことで
オリジンサーバ（origin sever），ゲートウェイ，プロキシ，ユーザエージェント
の４つのタイプがある．
オリジンサーバは，リソースに対するリプレゼンテーションのソースとなるも
のであり，ユーザエージェントはいわゆるブラウザなどのWEBクライアントの
ことを指す．プロキシとゲートウェイは，オリジンサーバ，ユーザエージェント
を仲介するコンポーネントであり，その違いはクライアントがコントロールで
きるか否かという点にある．ネットワーク，もしくはオリジンサーバによって，
仲介することを設定されるのがゲートウェイであり，ユーザによって仲介する
ことを設定されるのがプロキシである．仲介コンポーネントの目的は，他サー
ビスのインタフェースのカプセル化，データ変換，パフォーマンス向上，セキュ
リティ強化などである．
² コネクタ
コネクタは，各コンポーネントが保持している抽象的なインタフェースのことで
ある．各コンポーネントは，このコネクタを通じて他コンポーネントと通信す
る．コネクタのタイプとしては，クライアントコネクタ，サーバコネクタ，キャッ
シュコネクタ，リゾルバコネクタ，トンネルコネクタがある．
RESTにおける通信はすべてステートレス（Stateless）である．つまり，上記
のコネクタ間で転送されるリクエスト内に，コネクタがリクエストを理解する
ために必要な情報をすべて含んでいるということである．例えば，今受け取っ
たリクエストが，以前に処理したリクエストと依存関係があるというような情
報も含めることが可能である．
これによって，コネクタがリクエストを処理するにあたってアプリケーションの
状態を保持する必要がなくなり，物理リソースの節約とスケーラビリティを実
現している．また，コネクタがインタラクションの意味までを解釈せずに，イ
ンタラクションを並列に処理することができる．さらに，リクエスト内にキャッ
シュ可能などうかを判断するための情報を含ませることを強制することによる
スケーラビリティの向上などの特徴を導き出している．
² データ
RESTにおけるデータで重要な概念は，2.2.1節で述べたリソースとリプレゼ
ンテーションの２つと，リソースを一意に識別するためのリソース識別子であ
る．これらのリソース，リプレゼンテーション，リソース識別子によって構成
されるデータを分散オブジェクトにおけるデータの概念と比較すると，分散オ
ブジェクトではすべてのデータがオブジェクト内にカプセル化されているのに
11ここで使用しているコンポーネントという用語は，2.1.1節で述べた OSGi におけるコンポーネント
とは異なる．2.1.1節のコンポーネントは，ソフトウェアを管理する際のモジュールを指し，本節のコン
ポーネントは，ネットワークを構成するノードを指す．
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対し，RESTでは，すべてのデータが外部からアクセス可能であるという点が
一番の違いである．
RESTでは，データタイプに関するメタ情報を用い，表 2.1に示される３つの方
法を取り混ぜる形でデータ転送を行うことを定義している．
方法　 長所 短所
１ サーバにてデータ処理
を行い，固定された形
式でクライアントに送
信する
データの詳細をクライ
アントから隠蔽するこ
とができ，クライアン
トの実装を簡単にする
ことができる．
サーバの負担が大きい
ためスケーラビリティ
が損なわれる．
２　 　データ処理エンジン
内にデータをカプセル
化し，クライアントに送
信する．
データをデータ処理エ
ンジン内に隠蔽できる
同時に，処理機能を提供
する．
ユーザにデータ処理エ
ンジンの選択肢がなく，
ネットワークトラフィッ
クが大きくなる．
３ 　処理されていないバ
イナリデータを，メタ
情報と共にクライアン
トに送信する．
ネットワークで転送す
るデータの量を最小限
にし，サーバの負担を減
らすことによりスケー
ラビリティを得ること
ができる．また，クライ
アントは自由にデータ
処理エンジンを選択す
ることができる．
情報の隠蔽をすること
ができず，また，サー
バ，クライアントでデー
タに対する共通の理解
が必要になる．
表 2.1: データの転送方法
RESTでは，上記の３つの基本要素を定義し，制約を設けることによって，WEB
アプリケーションの振る舞いを決定している．
2.2.3 基本原理
RESTの基本となる原理は，以下の項目から成り立っている．
リソースの一意な識別
2.2.1節にて述べたように，RESTでは抽象化された情報をリソースとして扱ってい
る．WWWでは，URI（Uniform Resource Identi¯er）[24]による統一されたアドレ
ス空間を実現しており，個々のリソースにURIを指定することによって，リソースの
一意な識別が可能である．
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リプレゼンテーション（Representation）を用いたリソースの操作
RESTでは，リソースの状態をリプレゼンテーションを用いて表現すると定義して
いる（2.2.1節参照）．このリプレゼンテーションをコンポーネント間で転送すること
によって，リソースの状態を変更することができるものと定義している．
自己記述型メッセージ（Self-descriptive messages）
RESTでは，メッセージの受け取り先が受信したリクエストを理解するための情報
をすべてメッセージ内に記述している．例えば，リソース識別子，データフォーマッ
トやコントロールデータなどが含まれる．このように必要な情報がメッセージ内に記
述されることによって，サーバ側でクライアントの状態を管理する必要がなくステー
トレスな接続を実現している．
ハイパーテキストによる状態マシン（State machine）
基本原理の具体的な流れは図 2.6に示す．RESTにおけるリソースはWWWでは
WEBサーバのことを指す．リソースの状態はリプレゼンテーションという形で表され，
リプレゼンテーション内に含まれるハイパーリンクによって，WEBアプリケーション
の状態マシンを形成している．図 2.6の左の図では，クライアントがリソースに対して
リクエストを送り，リプレゼンテーションを取得した状態を示している．このように
クライアントがあるリプレゼンテーションを保持している状態が，WEBアプリケー
ションの状態を表していることになる．この状態で，ユーザがリプレゼンテーション
内のリンクをクリックし，別のURIに対してリクエストを送信すると，そのURIの指
し示すリプレゼンテーションテーションを新たに受け取り，WEBアプリケーションも
別の状態へと遷移することになる．このようにリソースを表す状態（Representational
State）を転送（Transfer）することがRESTの基本原理である．
図 2.6: Representational State Transferの原理
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2.2.4 RESTのまとめ
この節では RESTの特徴を述べた．
² コンポーネント間相互関係のスケーラビリティ
² インタフェースの汎用性
² コンポーネントの独立した配置・展開（deployment）
WWWが成功した理由は，この３つの要件を満たすべくアーキテクチャが設計され
ているためである．まず，一つ目のスケーラビリティは，ステートレスな通信による
サーバの負担の削減，キャッシュ，または，キャッシュプロキシによるネットワークト
ラフィックの削減によって実現している．二つ目のインタフェースの汎用性は，HTTP
という固定された意味を持つ少数セットのコマンドを用いることによって実現してい
る．三つ目のコンポーネントの独立した配置展開に関しては，汎用的なインタフェー
スの実現と，明確な各コンポーネントの振る舞いの定義があるために実現している．
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第3章 設計・実装
前章で説明した通り，RESTはネットワークアプリケーションを構築する際のガイ
ドラインとなるモデルである．特にデータをリソースとして表現し，固定された意味
を持つ少ないコマンドによってそのリソースを操作するということをモデル化してい
る．このモデルに従えば，スケーラビリティ，拡張性，または，独立したコンポーネ
ントの展開などが可能になるというものであった．
このモデルを SENCHAに適用することによって，簡潔にスマートアプライアンス
を実装することが可能になり，簡潔なコマンドによるコミュニケーションを利用する
ことにより，汎用的なインターフェースを実現できると考えられる．これによって，
高い相互運用性と，エンドユーザによる自由なアプリケーションの構築を実現する．
シンプルなコンポーネントとしてのデバイスの実装，シンプルなコマンドによるコ
ミュニケーションによる汎用的なインタフェースによって，高い相互運用性と，エン
ドユーザによる自由なアプリケーションの構築が可能になると考えられる．
3.1 SENCHAの再分析
この章では，SENCHAをRESTの視点から分析する．
UPnP
まず，SENCHAの根幹に位置するUPnPに着目すると，UPnP自体がRESTに近
いアーキテクチャであることがわかる．一つ目には，SSDP，GENAなどのHTTPを
拡張したプロトコルを利用している点が挙げられる．特に，デバイス発見，イベント
通知のために必要な最小限のコマンドを，拡張 HTTPコマンドとして実装している
ため，二者間のメソッド呼び出しをシンプルなものとして実現できている．二つ目に
は，UPnPデバイスの内部表現が，デバイス，サービス1共にURIによって一意に識
別できる点がRESTのモデルに則している．しかし，サービスに関しては，SOAPイ
ンタフェースを経由するため，サービスの内部に存在するデータに対してはURIでの
参照はできないという部分がRESTに則していない点といえる．
続いて，2.2.2節で説明したRESTにおける３つの基本要素の観点から分析を行う．
コンポーネント
SENCHAの対象としている環境は，現状では部屋や家などのひとつのローカルネッ
トワークによって構成される閉じた空間である．そのため，外部とのコネクションと
1ここで使用しているサービスという用語は，2.1.1節で述べた OSGiのサービスとは異なり，UPnP
デバイスが提供する「機能」のことをサービスという言葉を用いて表現する．
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なるようなプロキシ，ゲートウェイなどのコンポーネントは必要としない．
SENCHAの想定する環境は，2.1.2節で述べたように，PACとスマートアプライア
ンスによって構成される．これらを RESTの用語を用いて分類すると，PACはクラ
イアント，スマートアプライアンスは大まかに言ってサーバとしての関係になる．し
かし，スマートアプライアンス同士の関係を考察すると，対等のPeer-to-Peerの関係
であるため，スマートアプライアンスはクライアントとしての意味も持つことになる．
厳密に述べるならば，現状で実装している X10モジュール [19]を利用したライト
アプライアンスは，シリアルケーブルで接続したX10モジュールを，パーソナルコン
ピュータ（PC）を用いて制御しているという意味ではPCがゲートウェイと解釈でき
る．しかし，本論文ではスマートアプライアンスとして扱っているアプライアンスは，
物理的なデバイスではなく，論理的に表現されているアプライアンスなため，特に，
PCによるゲートウェイによって実装されているか否かの差異は扱わないものとする．
また，将来的に，デバイス操作の占有・共有や，競合解決を考慮する場合，PACが
他 PAC のプロキシとなる可能性も考えられる．
コネクタ
RESTにおけるコネクタは以下のような種類のものがあった．
² クライアントコネクタ
² サーバコネクタ
² キャッシュコネクタ
² リゾルバコネクタ
² トンネルコネクタ
まず，WWWの環境と SENCHAの環境との大きな違いを挙げると，WWWはド
キュメントなどの静的なデータを主に取り扱うため，HTTP GETコマンドが主な操
作であるのに対し，SENCHAではスマートアプライアンスをコントロールすること
を目的としているため，HTTP POSTによるコントロールが主であり，かつ，それに
よりリソースのRepresentational Stateを表すデータは動的なものになるためにキャッ
シュは使えないという点がある．唯一，静的なデータであるアプライアンスの特性記
述ファイル（RDF）に関しては，WWWのキャッシュの方法とは異なるがRDFDBに
保持されるため，SSDPのコネクタはキャッシュコネクタと考えることができる．ま
た、SSDPのコネクタは，サーチ，アドバタイズといった標準のHTTPには概念も追
加されているので，サーチコネクタ，アドバタイズコネクタが追加される．
また，前節にも述べた通り SENCHAの想定している環境ではローカルな閉じた環境
を想定しているため，リゾルバコネクタやトンネルコネクタも必要ないことが分かる．
データ
RESTにおけるデータの観点から述べると，SENCHAのデータ表現方法は，REST
のそれとほぼ同じである．スマートアプライアンス URIによって識別できるデバイ
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ス，サービスが存在し，それらを表すリプレゼンテイションがある．しかし，サービ
スに関するリプレゼンテーションは，SOAPエンベロープによって表現されており，
その内部にURIでは一意に識別できないデータ構造を持つ点が異なる．
3.2 RESTを用いた基本設計
接続の種類（コマンドの種類）とそれに対するリソースの分類を行う．
3.2.1 リソースの種類
SENCHAにおけるリソースの種類は，大きく分けて以下の３つに分類できる．
² デバイス
デバイスリソースは，デバイス全体を指すリソースで，リプレゼンテーション
は静的なRDFファイルである．RDF ファイル内にはデバイスのベンダや機能，
IPアドレスやポート番号の論理的な情報などのデバイスに関するメタ情報と，
そのデバイスが持っている機能リソースや，データシンク/ソースリソースへの
参照と，それに対するメタ情報を含んでいる．デバイスリソースのサブリソー
スとなる機能リソースのメタ情報内には，予め機能リソースの取りうる状態が
定義されている．このデバイスリソースは，静的なリプレゼンテーションしか
持ち合わせないため，POSTによるコントロールは受け付けず，GETによるリ
プレゼンテーションの取得のみを許可する．
クライアントとなる PACはこのデバイスリソースを取得し，解析することに
よって，デバイスの持っている機能を把握することが可能となる．
² 機能
機能リソースは，そのデバイスの持っている最もプリミティブなリソースとな
り，powerや channelといった最小単位の機能を表している．最小単位の機能
を表しているため，機能リソースの取り得る状態は簡単な状態遷移図として表
すことが可能である．この情報はデバイスリソースのリプレゼンテーション内
（RDF）に記述されているが，これによって，クライアントとなるPACからの
POSTによる状態変更を容易に行える．状態変更は，遷移後の状態を表す単純
な text/plainの文字列をボディとしてHTTP POSTによって転送される．
また，機能リソースには，操作可能 (controllable)なものと，イベント発行が可
能 (monitorable) なものに分類される．これらの属性もRDFファイル内に記述
され，controllableな機能リソースはPOSTによる状態変更を受け付けることが
できるリソースのことを指す．monitorableなリソースは状態変更を監視するこ
とが可能なリソースで，後述する HTTP SUBSCRIBE を受け付けることので
きるリソースである．例えば，センサを組み込まれたスマートオブジェクトが，
外部からのコントロールを受け付けず，リソースの状態が変更したというイベン
トを発行する機能リソースを持っていた場合，そのリソースには，monitorable
の属性が付加され，controllableの属性は付加されない．これらの情報も前述の
デバイスリソースであるRDFファイル内に記載される．
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² サービス
サービスリソースは，機能リソースとロジックを組み合わせており，単純な状
態遷移図では表現できないリソースと定義する．そのため，予め取りうる状態
を把握できないのでmonitorableな属性は付加することができず，POSTによ
るコントロールのみ可能である．POSTする際の引数（HTTPボディ内に含ま
れる）は複数定義することも可能である．HTTPヘッダ内のContent-Typeは，
appliacation/x-www-urlencodedを使用し，複数の「属性＝値」の組をカンマ
「,」で区切った形で表現される（3.2.3節参照）．
具体的なサービスリソースの例として，TVの「Channel Searchサービス」を
挙げる．このサービスリソースは，Channnel（機能リソース）のラッパとなっ
ており，チャンネルを順にサーチしていくサービスを提供する．サーチする際
の切り替えるタイミングを管理する「インターバル」というロジックを持って
おり，このインターバルに秒数をセットすることによって，タイミングを設定
する．デフォルトでは，全チャンネルに対してサーチを行うが，サーチするチャ
ンネルのセットを設定するための「チャンネルセット」というロジックも含む．
このようなサービスを想定する場合，POSTのボディには以下のような内容を
含むことになる．
interval=5,channel_set=4&8&10
この例が示すのは，４，８，１０の３つのチャンネルをインターバル５（単位
は TVの定義による）でサーチしていくという意味を表す．
² データシンク/データソース
データシンクやデータソースは，メディアデータを扱うリソースで，データシン
クはソースの保持しているデータへのURIを保持することができ，データソー
スは，複数のメディアデータを公開しており，データソースを指すURIのクエ
リ（例：http://some.where/data_source?foobar.mp3）で各データを参照で
きる．データソースへのGETリクエストは，保持しているリストを返すか，も
しくは，特定のデータを返し，データシンクへのGETは，現在設定されている
ソースのURIを返す．
データソースの保持するメディアデータは，対応プロトコルとMIMEタイプに
よって識別され，データシンクはプロトコルとMIMEタイプに対応できる場合
のみ，そのメディアデータを受信することができる．
これらのプロトコル，MIMEタイプと言うデータリソースに関するメタ情報も
デバイスリソースのRDFファイルに保持される．
3.2.2 通信の意味の分類
SENCHA環境において，現時点で考えうるデバイス間接続の意味を分類すると以
下の５つに分けられる．
² コントロール（HTTP POST）
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² 状態取得（HTTP GET）
² イベント通知（HTTP SUBSCRIBE）
² アドバタイズ・サーチ (HTTP NOTIFY/M-SEARCH)
² メディアデータ転送（HTTP POSTにより接続先を設定．その後の通信はデー
タリソースに依存）
RESTのモデル定義によると，必ずしもHTTPの標準のコマンドを使用するという
制約を課していない．重要なことは，固定の意味を持った少数セットコマンドによっ
てインタフェースを定義することである．つまり，SENCHAの想定しているホームコ
ンピューティング環境で必要なコマンドは，POST，GET，SUBSCRIBE，NOTIFY，
M-SEARCHの５つであると定義できる．
GET，POSTに関しては，HTTPの仕様で定義されているもので，SUBSCRIBE
はGENA(General Event Noti¯cation Architecutre)[25]によって定義されているコマ
ンドである．NOTIFY，M-SEARCHは SSDPで定義されているコマンドである．
3.2.3 リプレゼンテーション
SENCHA環境でやり取りされる通信の意味は，上記のような単純なものに限定さ
れている．そのため，扱うデータも複雑なデータ構造を持つ必要はないと解釈できる．
特に，リソースの状態を表現するためのリプレゼンテーションを表現する際に，階層構
造を持つ構造体やオブジェクトである必要はなく，純粋に文字列の持つ意味が解釈で
きれば充分と判断できる．そこで，リプレゼンテーションの表記には単純なASCII文
字列を利用する．同様の環境としては，データタイプを持たない変数や値を扱うUNIX
シェル環境が挙げられる．UNIXシェル環境では，単純な操作の組み合わせによって
処理が行われるため，変数や値がデータタイプを持たずとも破綻することなく必要な
処理を行うことができている．
MIMEタイプは，ASCII文字列の表現としてを text/plainとして扱い，複数のprop-
erty=valueのペアを扱う必要がある場合は，CGIなどで利用されているapplication/x-
www-urlencodedを使用することができる．また，メディアデータを扱う場合は，そ
のデータタイプを表現するMIMEタイプを指定する．
3.2.4 全体像
REST導入後の設計を以下の図 3.1に示す．この図では各コネクタ間の関係を示し
ている．
SENCHAにおけるコネクタは，リソースと通信の分類から，クライアントコネク
タ，サーバコネクタ，キャッシュコネクタ，サーチコネクタ，アドバタイズコネクタに
分類できる．
PAC側では，Appliance ControllerコンポーネントとUI Constructorコンポーネン
トが，REST対応のものへと変更されている．スマートアプライアンス側では，SOAP
で実装されていたサービスがリソースとして各サーブレットで実装されるようにな
り，また，サブスクリプションのためのレジストリ（図中の SubReg=Subscription
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Registry）とPublisherとしてHTTP POSTを実行するコンポーネントが追加された
点が変更点である．
図 3.1: RESTを導入した設計
[6]のRESTとの違いは，明確にクライアント/サーバの分離がなされているアーキ
テクチャではない点である．SENCHAの想定する環境では，スマートアプライアンス
の役割は単にクライアントからのコマンドを処理するサーバの役目だけではなく，他
スマートアプライアンスのためのクライアントにもなりうる，Peer-to-Peer な環境に
ある．そのため，サーバ側にもクライアントコネクタが存在する．
3.3 使用例
この節では，RESTを用いた場合の SENCHAの動作フローを示す．
コントロール
図 3.2では，初期動作からコントロールまでを示す．
まず，初期動作としては，PACが環境内に存在するアプライアンスの情報を取得し
なくてはならない．アプライアンス情報の取得には，2.1.2節で説明したように SSDP
が用いられ，PACが新たにネットワークに接続した場合はサーチが行われ，環境に新
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図 3.2: 使用例：コントロール
たなアプライアンスが追加された場合は，アプライアンスが自動的にアドバタイズす
ることによって，PACにアプライアンス情報が供給される．
PACは取得した情報を下にユーザインタフェースを生成する．現状のアプローチで
は，HTMLを生成しているが，HTTPとURLが扱えるシステムであるならば，他の
方法によって生成することも考えられる．例えば，Macromedia Flashや，Microsoft
の PowerPointなどが利用できる．
ユーザインタフェースは，機能ごとに用意され，コントロール（図 3.3参照），イ
ベント接続（図 3.4参照），データ接続用（図 3.7参照）のUIを生成している．
これによって，PACはその環境における必要な準備を終わらせたことになる．ユー
ザは，コントロールUIを操作することによって，アプライアンスをコントロールする
ことができる．実際には，HTMLからのメッセージは，PAC 上で適切な POSTメッ
セージに変換され，アプライアンス上のターゲットとなる機能リソースやサービスリ
ソースに転送される．
イベント通知接続
イベント通知接続は，イベント接続UI（図 3.4参照）によって操作される．イベン
トの発生源となるデバイスの機能リソースと，その状態を設定することによって，そ
の状態になった時にイベントを発行することができる．イベントの通知先は必ずしも
PACである必要はなく，他アプライアンスへ直接イベントを通知することが可能であ
る．この時，イベント発生源の状態が変化したという内容を通知するのではなく，イ
ベント通知先の機能リソースの状態を変更するように設計している（図 3.5参照）．こ
れによって，PACを仲介させず，直接アプライアンス間での関連付けが可能になる．
図 3.5の例では，TVのボリュームが４か５に設定された場合，ライトの電源をオン
にするという関連付けをしている例である．
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図 3.3: コントロールUI
図 3.4: イベント通知接続UI
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図 3.5: 使用例：イベント通知接続
また，このサブスクリプション（イベント購読）の情報は，PACとイベント発生源
となるアプライアンスの両者によって管理される．これによって，イベント通知先の
アプライアンスは，サブスクリプションに関しての情報を保持する必要がなく，イベ
ント発生源のアプライアンスからの通知によるコントロールなのか，PACからユーザ
が行っているコントロールなのかの区別をする必要がないというステートレスな接続
になっている．
サブスクリプションには SID2 が発行され，これにより，この SIDを所有している
PACからのみイベント通知接続の削除が可能である．また，この SIDは，イベント
発生源と通知先を一意に識別できる文字列で表現しているため，同じ組み合わせのイ
ベント通知接続は二重に設定することができないようになっている．
さらに，イベント発生源となるアプライアンスがサブスクリプション情報を管理す
るため，イベント通知接続の状態を永続させることもできる．初期設定では，サブス
クリプションを設定した PACがその環境から去ると，そのサブスクリプションは無
効になるが，図 3.4中に示す SIDをクリックすることによって永続するように設定可
能である．初期設定の状態だと，PACが再びその環境内に入ると自動的にサブスクリ
プションが再設定される．
データ転送
転送されるメディアデータは，MIMEタイプと URIのスキームによって定義され
る．データの転送に関わるアプライアンスは，データシンクとなるリソースを持って
いるか，もしくはデータソースとなるリソースを持っているアプライアンスである．
2Subscription ID
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図 3.6: 使用例：データ転送
図3.6では，PACからTV3のData Sinkリソースに対して，Media ServerのData Source
となるリソースのURLをPOSTしている（POSTのボディに Data SourceのURIを
指定)．これによってTVの Data SinkにメディアデータのURIがセットされ，データ
をプル（pull）することができる．PACからのPOSTのボディに指定されるURIのス
キームは必ずしも httpある必要はなく，Data Sourceが別のプロトコルをサポートし
ているならば，そのプロトコルをスキームに指定することも可能である．Data Sink
は指定されたプロトコルにて，Data Sourceからデータを取得することができる．こ
の後，TVのコントロールにより，Playbackリソースを playの状態に変更すること
によって，動画が再生されるという例である．コントロールは図 3.7に示す UIで行
う．図 3.7は，TVのコントロール画面を表しており，処理できるプロトコルはHTTP
で, データタイプは video/mpeg，audio/mpegである．中央のデータを選択する部分
では，プロトコルとデータタイプの条件にあてはまるメディアデータのリストが表示
される．このデータは，同じネットワークセグメント内にあるMedia Serverから提供
されている．
3.4 Javaによる仮想アプライアンス
今回の実装では，いくつかの仮想的なスマートアプライアンスを Javaによって構
築している（表 3.1参照）．
表中には示していないが，各々特性記述（RDFファイル）を保持するデバイスリ
ソース（3.2.1参照）を持っており，HTTP GETによる状態の取得はどのリソースも
3JMFによる動画再生アプリケーション
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図 3.7: データ転送UI
可能である．monitorable属性を持っているリソースはHTTP POSTによる状態変更
を受け付ける4．
また，monitorable な属性を持っているリソースはイベントを発行が可能であり，
controllableな属性を持っているリソースとイベント通知接続が可能である．イベン
ト通知接続は，monitorableなリソースのある状態を指定し（複数の状態を指定する
ことも可能），イベント通知先に controllableなリソースを指定する．このとき通知
先のリソースの状態も指定することによって，イベントが起きるとその状態をPOST
することができる．
表中に示す７つのアプライアンスがある環境を想定すると，イベント通知接続は全
部で 217通りが考えれらる5．
4TVの Data Sink リソースは，メディアデータの URIを POSTにより設定可能
5イベント発行元と通知先に同じリソースを設定できないと考える場合
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アプライアンス リソース 取り得る状態 controllable monitorable イベント通
知先数
Table Light power on, o® ○ ○ 14
brightness 1, 2, 3, 4, 5,
6
○ ○ 24
Ceiling Light power on, o® ○ ○ 14
TV power on, o® ○ ○ 14
channel 1, 3, 4, 6, 8,
10, 12
○ ○ 49
volume 1, 2, 3, 4, 5 ○ ○ 35
TV power on, o® ○ ○ 14
外部入力付き playback played,
resumed,
stoped
○ ○ 21
Data Sink (メ ディア
デ ー タ の
URI)
（○） ×
Media Server Data Source (メ ディア
データ)
× ×
Bed isSomeBodyOn true, false × ○ 16
Chair seated true, false × ○ 16
表 3.1: 仮想アプライアンス一覧
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第4章 評価・議論
本研究では，ホームコンピューティング環境における相互運用性，拡張性という要
件を満たすための手段としてRESTを導入を試みた．実際にホームコンピューティン
グ環境において RESTが有用であるかどうかを，定量的・定性的評価を用いて考察
する．
4.1 定量的評価
この節では，実際にテストを行うことによる定量的評価を行う．
4.1.1 実験環境
実験環境には，２台の PCを用い，一方を Javaで実装された仮想アプライアンス
を動作させるために使用し，もう一方をアプライアンスを操作するためのクライアン
トを動作させるために使用している．PC間の接続はクロスケーブルによって行い，
tomcatはバージョン 4.1.29，axisは 1.2RC2を使用している．
ホスト１（クライアント） 　ホスト 2（アプライアンス）
CPU celeron 800MHz Pentium III 866MHz
メモリ 384MB 384MB
OS RedHat9 RedHat9
JavaVM 1.4.2 04 1.4.2 06
NIC Intel(R) PRO/100 VE Intel(R) PRO/100 VE
表 4.1: 実験環境
4.1.2 実行時間の比較
RESTを用いた実装と，SOAPを用いた実装における実行時間の計測を行う．SEN-
CHA では，SOAPを用いた実装は tomcatを用いているが，RESTは oscarフレー
ムワークの提供する Jetty ベースのWEBサーバを用いている．しかし，今回のテ
ストでは条件を同じにするため，両者とも tomcat を使用している．アプライアン
スは，Java によって仮想的に実装されたライトを用い，SOAP 実装も REST 実装
も同じロジックを使用している．機能リソースは power のみを持っており，power
リソースの取りうる状態は onと o®の二種類がある．クライアントプログラムは事
前にこの情報を知っていると仮定し，単純な HTTPメソッドを送信するプログラム
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と，SOAPメソッドを呼び出すシンプルなクライアントによって行った．RESTク
ライアントは java.net.HttpURLConnectionクラスを使用し，SOAPクライアントは
Apache Axis[16]によって提供されるライブラリを使用しており，XMLのパーサには
xercesImpl[29]を使用している．
テスト内容は，REST，SOAP，それぞれの通信方法で状態の取得，変更（アプラ
イアンスの操作）にかかる通信時間の測定を行った．連続して送信するクエリの数を
１，５，１０，１５，２０回と変えながらテストを行い，それぞれ 30回行った結果を
平均している．図 4.1に結果を示す．
REST/SOAPのパフォーマンス比較
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図 4.1: RESTと SOAPによる通信時間の比較
図に示すように，実行結果に明らかな差がでることが分かる．SOAPによるメソッ
ド呼び出しでは，XMLにエンコードされたデータをやりとりするため，その解析を
するための時間がオーバーヘッドになって現れていると考えられる．
また，クラスのロード時間に相当な時間がかかることから（SOAPの場合 2000ミ
リ秒以上），純粋な通信時間の測定をするため，クライアント起動後の初回の通信は
測定していない．
4.1.3 メモリ容量の比較
4.1.2節のテストでは，SOAPクライアントにAxisを利用した．Axisを使う際に必
要なライブラリは以下のものがある．各 jarファイルの容量は利用しているクラスの
分のみである．
一方で，RESTを用いた実装を行う場合，必要な外部ライブラリはアプライアンス
の実装にサーブレットのライブラリ（表中の servlet.jar）が必要なだけである．SOAP
による実装では，クライアント，アプライアンス，共に上記のライブラリが必要にな
る．つまり，SOAPに比べRESTを用いることによって，大きくメモリ容量を節約で
きるということが言える．
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jarファイル名 サイズ（kb）
axis.jar 1100
jaxrpc.jar 35
commons-logging.jar 31
commons-discovery.jar 66
saaj.jar 18
servlet.jar 78
合計 1148
表 4.2: SOAP：使用パッケージ容量
4.1.4 パケットサイズ
4.1.2節のテスト行った際のパケットサイズを測定した1．表 4.3に示す通り，SOAP
を用いた場合の方がパケットサイズは大幅に大きくなっていることが分かる．これは
RESTでは単純な文字列のみを HTTPメッセージボディのコンテンツとしているの
に対して，SOAPではリクエスト，レスポンス共に SOAPエンベロープを含んでい
るためである．このように，ネットワークリソースの節約という観点から考察しても
RESTによる利点は大きいことが言える．
SOAP(bytes) REST(bytes)
リクエスト 789 291
レスポンス 684 223
表 4.3: パケットサイズの比較
4.2 定性的評価
4.2.1 ユーザによる自由な接続
ホームコンピューティング環境では，1.2.1節で示したエンドユーザプログラミング
という要求がある．ユーザの自由な解釈により，道具やものの使い方をアレンジし，
独自の方法で使用したいという要望に対応できることが必要である．
今回のREST導入によるイベント通知接続の実現により，アプライアンス同士の関
連付けを自由に行えるようになったことが，エンドユーザプログラミングに貢献して
いると考えられる．特に，UPnPで採用されているイベントシステムである GENA
（Genaral Event Noti¯cation Architecture）では，イベント通知の内容がイベント発
生源となるアプライアンスの属性と状態を通知するもので，イベント通知先のアプラ
イアンスが，その情報を解釈して，どうリアクションするか（アプリケーションのロ
ジックとなる部分）を実装時に決定しなくてはならない．つまり，イベント通知先の
アプライアンスは予めそのイベント通知を知っているという前提で，その対応を予め
1パケットサイズの比較には ethereal (http://www.ethereal.com/)を使用
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コード内に実装されていないといけないということである．そのためには，予めイベ
ントの発行者と受信者がインタフェースに同意を得ていなければならないという制約
が生まれてしまう．もしくは，両者のインタフェースを結ぶためのプログラムを作成
する必要が発生してしまう．イベントを通知された後の処理をどうするかは，ユーザ
によって異なると想定できるので，このような静的にロジックを設計に組み込んでし
まうというアプローチは，ホームコンピューティング環境には向いていないと言える．
しかし，このイベント通知の部分を，今回のRESTの実装では，イベント通知とし
てイベント通知先に取るべき状態をPOSTするという簡潔な手法ことによって実現し
ている．これによって，接続するだけでその二者間の関係の意味を定義することが可
能である（図 3.5参照）．
また，統一のアドレス空間を使用することによって，アプライアンスという粒度で
はなく，アプライアンスの持つリソース，さらにそれの取りうる状態に至るまでURI
で一意に識別することが可能であることが，上記のようなイベント通知接続の実現に
寄与していると考えられる．
今回の実装では言及しなかったが，今後，コンテキストなどの情報を扱えるように
なった場合，RESTを考慮すれば，それらも一意なURIで，デバイスの属性と同じよ
うに操作することが可能になると考えられる．これによって，揮発的なコンテキスト
情報と，デバイスのベンダによって静的に用意されている永続的な情報とを，性質の
違いを意識することなく検索できるようになる．
4.2.2 相互運用性
REST導入によるアプライアンス実装における制約は，HTTPによる入出力の機構
を備えることと，そのコマンドの意味を正確に把握することのみである．このような
シンプルなアーキテクチャを採用することによって，アプライアンスの開発者間にお
ける事前了解事項（consensus）を最小限に抑えることができたと言える．このため，
基本的な要素のみに対する制約しか存在しないため，各コンポーネント間の疎結合が
実現でき，独立したアプライアンスの開発が可能である．また，SOAPのように多く
の機能を仕様で定めていないため，2.1.3節で示したバージョン互換の問題も起こりづ
らいと考えられる．
また，アプライアンス間のインタフェースは，HTTPというシンプルなメカニズム
により実現しているため，1.2.1節で述べた人工的な依存の部分を極力減らすことに成
功している．また，実依存の部分は，明確な意味を持つHTTPコマンドによって表現
されるため，標準として受け入れらやすいと考えられる．ホームコンピューティング
環境におけるデファクトスタンダードを目指したときに，それを成し遂げやすいとも
考えられる．このことは，WWWにおけるHTTPの立場が証明している．
また，HTTPというプロトコルのみ依存しているため，実装言語に関しての制限が
ない点も，標準として各ベンダに導入する際の障壁を低くすることに貢献していると
考えられる．
4.2.3 スケーラビリティ
SENCHAの想定している環境では，PACとなるパーソナルデバイスと，環境に存
在するスマートアプライアンスの二種類があるが，PDAや小型のノートパソコンなど
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比較的豊富なリソースを期待できるパーソナルデバイスに対して，スマートアプライ
アンスのリソースは，あくまで本来の機能の付随的な意味合いで組み込みシステムを
搭載するという意味を考慮すると，豊富なリソースを期待できない．そのため，環境
全体を考えると，一番のボトルネックとなるのは，スマートアプライアンスのリソー
スの制約であると考えられる．
この背景を考慮すると，RESTを用いたアプローチの場合，複雑なデータの処理を
アプライアンスに課すこともなく，RDFファイルの解釈という最もオーバーヘッド
となる処理を，パーソナルデバイス上に集中させることにより，最もスケーラブルな
アーキテクチャとなっていると考えれる．
しかし，RESTにおけるスケーラビリティの実現の根幹にある制約は，ステートレ
スな通信を行うという部分にある．本論文では，言及しなかったが，ホームコンピュー
ティング環境では，デバイスを利用するユーザが必ず一人であるとは限らず，そのた
め，複数のユーザが存在する場合，操作が競合するのを防ぐために使用中のデバイス
を占有状態にするというアプローチが考えられる．その場合，アプライアンス側（サー
バ）で誰が使用しているかを管理しなくてはならず，この点では，RESTのモデルに
違反してしまっている．つまり，スケーラビリティを得られないということである．
しかし，ホームコンピューティング環境におけるスケーラビリティは，WWWのよう
なグローバルなものを想定しておらず，また，占有状態にあるのなら，同時に使用す
るのは一人だけなので，スケーラビリティは重要でないというようにも考えられる．
WWWというドキュメントベースの分散システムと，ホームコンピューティング環
境のコントロールベースの分散システムとの性格の違いを考えると，ユーザの情報を
サーバ側で管理しなくてはならない点など，RESTが適切でない点も存在する．
4.2.4 ユーザデバイスを介さない接続
単純なインタフェースのみを提供し，かつ，そのインタフェースにはアプリケーショ
ンのロジックを含まず，接続するコネクションに意味を持たせることによって，ラン
タイムにおけるユーザの自由な接続が可能である．また，直接アプライアンス同士の
コネクションを確立することが可能なため，ユーザがその環境に存在しなくてもアプ
ライアンス間の関係を保持することが可能である．もし，関係が永続できるならば，
例えば，違うユーザがその関係にアクセスし，どういう意味を持たしているかを検索
できるメカニズムを実装できるかもしれない．そうすれば，他ユーザの利用履歴をす
ることによって，自分のコンフィギュレーションをより発展させることができるとい
うことが考えられる．
4.3 SENCHAの将来課題
4.1，4.2節では，RESTを SENCHAに導入することの利点を導き出すことができ
た．しかし，必ずしも全てが解決されたわけではなく，解決しなければならない問題
も存在する．
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4.3.1 ボキャブラリの定義
SENCHAの本来の目的のひとつである，「ユーザの設定した環境をどこでも再現す
る」ことを達成するためには，ボキャブラリの定義が必要であると考える．現状の実
装では，イベント通知接続の情報保持に具体的な IPアドレス，リソース名を使用し
ているが，これをさらに抽象的なアプライアンスのタイプ，リソースの意味などのよ
うに汎用的な情報を用いて表現することができれば，アプリケーションテンプレート
として，他の環境でも同じ環境を再現できるようになる．スタンダードなボキャブラ
リを使用することも可能だが，それだけでは足りない可能性もあることも考慮しなく
てはならないと考えられる．
4.3.2 リソースの粒度
また，本論文でサービスリソースというものを定義したが，必ずしもこの粒度のリ
ソースを定義する必要はないと言える．3.2.1節のサービスリソースの説明で挙げた
例の場合，２つのロジックを含んでいる．このロジックをサービスのサブセットとし
て表現するのではなく，単体のリソースとして定義することによって，より汎用的な
アプリケーションの構築が可能になると考えられる．例えば，インターバルロジック
をmonitorable なリソースとして定義し，セットした秒数ごとにイベントを発行する
ものと解釈すれば，他の機能リソースとの連携が可能になる．例えば，ライトと連携
させることによって，セットした秒数ごとにライトを明滅させるといったアプリケー
ションも可能である．また，3.2.1節のサービスの例も，インターバルロジック，チャ
ンネルセットロジック，チャンネル機能リソースの３つの独立したリソースを組み合
わせることで同じサービスを表現することができる．このように粒度を最小のものに
設定すれば，ユーザによるアプリケーションの開発の自由度をさらに増すことができ
る．しかし，アプリケーション開発の自由度と，それをするための手間はトレードオ
フの関係にあるため，どのような粒度を設定すべきかは一概には言うことができない．
4.3.3 データ転送
今回のデータ転送における実装では，データシンクにソースのURIを注ぎ込む，も
しくは，データソースにシンクのURIを設定をすることによってコネクションを設定
した．この仕様の前提となっているのは，データの再生コントロールが一方に集中し
ているということである．ソースが単純にデータをWEBサーバ上で公開している，
もしくは，ストリーミング放送のような常に再生されているデータをシンクが受信し，
シンクとなるデバイスの機能を使ってコントロールする場合に使用が可能である．し
かし，ソース側からの転送と，シンク側での受信・再生の両方にコントロールが存在
する場合のように，二者間での同期が要求される場合もある．
スキームとMIMEタイプによるメディアデータの分類と，HTTPによるシンプルな
操作によって，データ転送接続を容易に行うことはできるが，その接続に対して二者
間の同期を取るという要求が出てくる場合，刻一刻と変化するストリーミングのシー
ケンシャルなイベントを管理しなくてはならない．そのため，RESTの単純なメカニ
ズムでは対応仕切れない．RESTの対応できるデータは，断続的なものに限られるた
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め，連続的なデータを扱うには Speakeasyのモバイルコードによる方法 [9]のように
別の機構を導入することが良いと考えられる．
37
第5章 関連研究
5.1 Jini
Jini[26]は Sun Microsystemsによって提唱されている仕様で，UPnPとコンセプト
を同じにするものであるが，実装言語は Javaに限定されている．また，デバイス間
のコミュニケーションは JavaRMIのメカニズムを利用しており，デバイスによって
提供されるサービス（JavaRMIのスタブ）は Lookupサーバというディレクトリサー
バによって管理されている．サービスを利用したいクライアントは，Lookupサーバ
にそのサービスを問い合わせれば良いが，登録されているサービスを利用するために
は，そのインタフェースを予め知っている必要があるため，サービス提供者と，サー
ビス利用者が強く依存してしまっているという問題がある．
5.2 ICrafter
ICrafter[4]は，スタンフォード大学における Interactive workspaceプロジェクト
にて研究されているサブプロジェクトのひとつで，環境に偏在するデバイスのアグリ
ゲーションのためのフレームワークである．特に UIの自動生成に着目しているシス
テムである．
UIの自動生成に関しては，SENCHAと同じくデバイスから提供されるサービス記
述を解釈することによって行っている．これによって，個々のコントロールのための
UI，複数のデバイスを同時にコントロールするための UIを自動生成することができ
る．しかし，複数のデバイスのコントロールは，パターンが予めインタフェースによっ
て決められている．例えば電源に関するインタフェースには，PowerSwitchInterface
という Javaのインタフェースに相当するものが用意されており，これを実装しなく
てはならない．UI generatorは，この制約を前提に，「すべての機器の電源をオフに
する」という UIを生成することができる．他の例としては，DataConsumerインタ
フェースを実装しているデバイスと，DataProducerインタフェースを実装している
デバイスを接続するなど，デバイス間の接続は設計段階でインタフェースによって決
められてしまっている．そのため，予めインタフェースとして用意されていない組み
合わせには対応できないという問題がある．例えば，テレビの電源を付けたら，天井
のライトを消す，もしくは，テレビの電源を付けたら，暗くするという組み合わせは
不可能である．他にも，ユーザの要求によって組み合わせは様々なものが考えれるこ
とを考慮すると，予めインタフェースによって組み合わせのパターンを決めてしまう
アプローチは 1.2.1節で述べたエンドユーザプログラミングの要件を満たしていない．
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5.3 SpeakEasy
SpeakEasy[9]は，XeroxのPalo Alto研究所で行われているプロジェクトで，Jiniの
ようにモバイルコードを用いた手法によって，ネットワーク内にあるコンポーネント間
の高い相互運用性を実現しようとしたフレームワークである．Jiniにおける問題点は，
5.1節にて説明したとおり，クライアントが予め利用するサービスのインタフェースを
理解していなくてはいけない点である．SpeakEasyでは，コンポーネント間のデータ
転送においてこの問題を解決し，最小限の syntaxを事前了解事項とし，semanticな
情報を自由に定義できるフレームワークを実現している．しかし，コンポーネント間
の通信はメディアデータの転送に限られ，イベント通知などの通信はサポートしてい
ないため，コンポーネント間の関連付けなどは自由に行えない．
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第6章 結論
本論文では，SENCHAというデバイスアグリゲーションを目的としたミドルウェ
アにRESTのアーキテクチャ的スタイルを導入することによって，ホームコンピュー
ティング環境におけるRESTの有用性を検証した．SOAPによる実装との比較により，
RESTを用いる方法は軽量かつ高速であることがわかり，かつ，デバイス間のインタ
フェースを固定された意味を持つHTTPによる少数セットのコマンドによって実現す
ることによって，ユーザによる自由な接続を動的に行うことを可能とした．このこと
より，ホームコンピューティング環境という分散システムの環境においても，REST
という簡潔なアーキテクチャ的スタイルは有用であると考えられる．Newmarch[10]
も，本研究と同様にUPnPにRESTを導入することを提案しており，SOAPとREST
の定量的な比較によりRESTの有用性を示している．
しかし，必ずしも RESTがすべての状況に適しているとは言い難いという点も考
慮しなくてはならない．例えばコンテキストな情報を提供するアプライアンスを考慮
する場合，発行されるイベントが必ずしも断続的なものであるとは限らない．今回の
実装においては，連続的なイベント発行に関しては言及しなかったが，シーケンシャ
ルなイベントを解釈する機構をアプライアンスに想定することは RESTの観点から
は不向きである．言葉を変えればイベントは，すべて各々の発行元で，断続的な情報
として提供されるべきである．例えば，押下型のボタンを考えた場合，「押し続ける」
という状態があるかもしれない．このような場合は，「押されている」という状態のイ
ベントを連続的に送るのではなく，「pushed」「released」の２つの状態で表現するこ
とが RESTには必要になってくる．このボタンと連携させたいアプライアンスには，
ボタンを「押した」というイベントが必要な場合と，「押されている」というイベント
が必要な場合が考えられる．REST-enabledなアプライアンスがこれらの要件に対応
するためには，イベントの種類を複数視点から用意することも必要である．これらは
REST-enabled SENCHAシステムの将来課題として提案したい．そのためには，イ
ベントの種類の分析，ボキャブラリの定義などの作業が必要とされると考えられる．
また，ホームコンピューティング環境を実現するためのミドルウェアやフレームワー
クは，本研究以外でも多数なされている．その中でもUPnPやHAVi，Jiniのような標
準的なフレームワークを連携するというアプローチも存在するが，このアプローチで
は，結局，各々のフレームワークが提供する機能を全て連携することができず，導入
のコストもかかるという欠点がある．複数のプロトコルや仕様を導入するよりも，単
一の標準を導入する方が効率が良いと言える．単一の標準となる仕様を策定すること
は，必ずしも容易なことではなく，RESTに証明されているようにシンプルなものが
デファクトスタンダードに成り得ることがWWWによって証明されている．WWW
に似たシステム要件を持つホームコンピューティング環境において，RESTという簡
潔なアーキテクチャを導入するとういアプローチは一理あると言える．
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付 録A WSDLの例
A.1 ライトアプライアンス
<?xml version="1.0" encoding="UTF-8" ?>
- <wsdl:definitions targetNamespace="http://localhost:8080/axis/services/Light"
xmlns="http://schemas.xmlsoap.org/wsdl/"
xmlns:apachesoap="http://xml.apache.org/xml-soap"
xmlns:impl="http://localhost:8080/axis/services/Light"
xmlns:intf="http://localhost:8080/axis/services/Light"
xmlns:soapenc="http://schemas.xmlsoap.org/soap/encoding/"
xmlns:wsdl="http://schemas.xmlsoap.org/wsdl/"
xmlns:wsdlsoap="http://schemas.xmlsoap.org/wsdl/soap/"
xmlns:xsd="http://www.w3.org/2001/XMLSchema">
- <wsdl:message name="getPowerResponse">
<wsdl:part name="getPowerReturn" type="xsd:string" />
</wsdl:message>
- <wsdl:message name="setPowerRequest">
<wsdl:part name="value" type="xsd:string" />
</wsdl:message>
<wsdl:message name="getPowerRequest" />
- <wsdl:message name="setPowerResponse">
<wsdl:part name="setPowerReturn" type="xsd:string" />
</wsdl:message>
- <wsdl:portType name="Light">
- <wsdl:operation name="setPower" parameterOrder="value">
<wsdl:input message="impl:setPowerRequest" name="setPowerRequest" />
<wsdl:output message="impl:setPowerResponse" name="setPowerResponse" />
</wsdl:operation>
- <wsdl:operation name="getPower">
<wsdl:input message="impl:getPowerRequest" name="getPowerRequest" />
<wsdl:output message="impl:getPowerResponse" name="getPowerResponse" />
</wsdl:operation>
</wsdl:portType>
- <wsdl:binding name="LightSoapBinding" type="impl:Light">
<wsdlsoap:binding style="rpc" transport="http://schemas.xmlsoap.org/soap/http" />
- <wsdl:operation name="setPower">
<wsdlsoap:operation soapAction="" />
- <wsdl:input name="setPowerRequest">
<wsdlsoap:body encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"
namespace="http://soap.test.sencha" use="encoded" />
</wsdl:input>
- <wsdl:output name="setPowerResponse">
<wsdlsoap:body encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"
namespace="http://localhost:8080/axis/services/Light" use="encoded" />
</wsdl:output>
</wsdl:operation>
- <wsdl:operation name="getPower">
<wsdlsoap:operation soapAction="" />
- <wsdl:input name="getPowerRequest">
<wsdlsoap:body encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"
namespace="http://soap.test.sencha" use="encoded" />
</wsdl:input>
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- <wsdl:output name="getPowerResponse">
<wsdlsoap:body encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"
namespace="http://localhost:8080/axis/services/Light" use="encoded" />
</wsdl:output>
</wsdl:operation>
</wsdl:binding>
- <wsdl:service name="LightService">
- <wsdl:port binding="impl:LightSoapBinding" name="Light">
<wsdlsoap:address location="http://192.168.123.63:8080/axis/services/Light" />
</wsdl:port>
</wsdl:service>
</wsdl:definitions>
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