In this paper, a novel MIMO Neural NARX model is used for simultaneously modeling and identifying both joints of the 2-axes PAM robot arm's inverse and forward dynamic model. The 
INTRODUCTION.
The pneumatic artificial muscle (PAM) is a flexible actuator having similar characteristics to human muscles. PAM possesses all the advantages of traditional pneumatic actuators (i.e., cheapness, light weight) and in contrast to traditional pneumatic actuator PAM has very high power/weight and power/volume ratios. Furthermore the PAM-based robot arm satisfies the requirement of great friendliness between robot actuator and human operator. Therefore PAM has been regarded during the recent decades as an interesting alternative to hydraulic and electric actuators. Nevertheless the major difficulty inherent in PAM-based actuators, as with PAMbased robot arm in general, is the problem of controlling them precisely. This is because they are highly nonlinear and time varying. Since the rubber tube and plastic sheath are continually in contact with each other and the PAM shape is continually changing, the PAM temperature varies with use, changing the properties of the actuator over time. Up to now, approaches to PAM control at very low frequency (< 1Hz) have included PID control, adaptive control [1] , nonlinear optimal predictive control [2] , variable structure control [3] [4] , gain scheduling in [5] , and various soft computing approaches including neural network Kohonen training algorithm control [6] and neuro-fuzzy/genetic control in Carbonell, et al. (2001) [7] , in Lilly and Chang (2003) [8] and so on.
Due to their highly nonlinear and time-varying parameter nature, PAM manipulator modeling and identification presents a challenging nonlinear model problem that has been approached via many methodologies. Related literature has appeared lots of ways aiming for modeling the PAM actuator such as Lilly in [1] , Medrano-Cerda in [9] , Repperger et al. in [10] , Chan, Lilly et al., (2003) in [11] and so on.
Thanks to their universal approximation capabilities, neural networks provide the implementation tool for modeling the complex input-output relations of the multiple n DOF PAM robot arm dynamics. Theoretically, neural model-based control schemes are able to solve problems like variable-coupling complexity and state-dependency [12] . During the last decade several neural network models and learning schemes have been applied to on-line learning of manipulator dynamics [12] [13] . Truc et al. in [14] applied Neuro-fuzzy Modeling and Control of Robot Manipulators for Trajectory Tracking. Ahn and Anh in [15] have optimized successfully a pseudo-linear ARX model of the PAM manipulator using genetic algorithm. These authors in [16] [17] have identified the highly nonlinear 2-axes PAM manipulator based on NARX neural model and NARX fuzzy model. Nevertheless, the drawback of all these results is considered the n-DOF manipulator as n independent decoupling joints. Consequently, all intrinsic coupling features of the n-DOF manipulator have not represented in its neural model respectively.
To overcome this disadvantage, in this paper, a new approach of recurrent neural networks, namely MIMO neural NARX model, firstly utilized in simultaneous modeling and identification of the prototype 2-axes PAM robot arm system. The results show that the novel Inverse and Forward Neural MIMO NARX Model trained by Back Propagation learning algorithm yields outstanding performance and perfect accuracy.
The rest of paper is organized as follows. Section 2 is introduced to BP learning algorithm applied to the modeling and identification of the 2-axes PAM robot arm using the neural MIMO NARX model. Section 3 presents the experimental set-up configuration for Neural MIMO NARX model identification. The results from the Inverse and Forward Neural MIMO NARX model identification of the 2-axes PAM robot arm are presented in Section 4. Finally, in Section 5 a conclusion remark is made for this paper.
IDENTIFICATION of INVERSE and FORWARD NEURAL MIMO NARX MODELS of THE 2-AXES PAM ROBOT ARM

Neural MIMO NARX Model and Back Propagation (BP) Learning Algorithm
Inverse and Forward neural MIMO NARX model used in this paper is a combination between the Multi-Layer Perceptron Neural Networks (MLPNN) structure and the Auto-Regressive with eXogenous input (ARX) model. Due to this combination, neural MIMO NARX model possesses both of powerful universal approximating feature from MLPNN structure and strong predictive feature from ARX model.
A fully connected 3-layer feed-forward MLP-network with n inputs, q hidden units (also called "nodes" or "neurons"), and m outputs units is shown in Fig. 1 . Consider an ARX model with noisy input, which can be described as 
) (
where e(t) is the white noise sequence with zero mean and unit variance; u(t) and y(t) are input and output of system respectively; q is the forward shift operator and T is the time delay. : :
We will obtain the resulting MIMO Neural NARX11 model (n a = 1, n b = 1, n k =1) with 6 inputs (u 1 , u 2 ), 2 outputs (y 1 , y 2 ) and its structure shown in Fig The class of MLPNN-networks considered in this paper is furthermore confined to those having only one hidden layer and using sigmoid activation functions:
The weights (specified by the vector θ, or alternatively by the matrices w and W) are the adjustable parameters of the network, and they are determined from a set of examples through the process called training. The examples, or the training data as they are usually called, are a set of inputs, u(t), and corresponding desired outputs, y(t).
Specify the training set by:
The objective of training is then to determine a mapping from the set of training data to the set of possible weights:
so that the network will produce predictions ) ( t y , which in some sense are "closest" to the true joint angle outputs y(t) of the PAM robot arm.
The prediction error approach, which is the strategy applied here, is based on the introduction of a measure of closeness in terms of a mean sum of square error (MSSE) criterion:
Based on the conventional error Back-Propagation (BP) training algorithms, the weighting value is calculated as follows:
with k is k th iterative step of calculation and λ is learning rate which is often chosen as a small constant value.
Concretely, the weights W ij and w jl of weighting vector θ of neural NARX are then updated as: These results of equations (8) and (9) are demonstrated as follow in case of sigmoid being activate function of hidden and output layer. Consider in case of output layer:
Error to be minimized:
Using chain rule method, we have:
From equation (10), the following equation is derived.
( ) 
Replace (12), (13), (14) to (11) and then put all to (7), the following equation is derived.
Equation (8) has been proved.
The same way for updating the weights of hidden layer, using the chain rule method, we have:
With
as sum calculation at j th node of hidden layer and 
Replace (17), (18), (19) to (16) and then put all to (7), the following equation is derived.
Equation (9) has been demonstrated. 
EXPERIMENT SET UP
Identification of Inverse and Forward Neural MIMO NARX Model
The procedure which must be executed when attempting to identify a dynamical system consists of four basic steps (Fig. 6 ):
• STEP 1 (Getting Training Data) :
The 1 st step concerning to obtain the experimental data which describing the underlying system in its entire operating region has been obtained beforehand with a proper choice of sampling frequency:
(21) {u(t)} is no longer just a set of inputs but it is now a PRBS testing signal. Likewise {y(t)} represents the measured output signal. 't' specifies sampling instant number t. If the system has more than one input and/or output, u(t) and y(t) are simply vectors. Assuming that a data set has been acquired, the next step is to select a model structure.
Unfortunately, this issue is much more difficult in the nonlinear case than in the linear case. Not only is it necessary to choose a set of regression vector but also a network architecture is required. The idea is to select the regression vector based on inspiration from linear system Proposed MIMO neural NARX model composes of:
where ϕ(t) is a vector containing the regressor, θ is a vector containing the weights and g is the function realized by the neural network.
The neural MIMO NARX model has a predictor without error feedback. This NN model type has no feedback through the choice of regression vector, which in the neural network terminology means that the networks become recurrent with future network inputs will depend on present and past network outputs.
• STEP 3 (Estimate Model):
Base on resulting weighting vector θ which is trained by Back Propagation (BP) learning algorithm, neural MIMO NARX model is estimated and determined with its concrete regression vector [na nb nk] in which n a and n b is the order of output y(z -1 ) and of input u(z -1 ) respectively, and n k is the time delay (in this paper, n k = T =1).
•
STEP 4 (Validate Model):
This step is to test the network using input data sets not used in the training process. The error is again examined as above. If it is of an acceptable value, then the network has successfully generalized and can be used with confidence as a model of the real plant. A neural MIMO NARX model is said to possess the ability of generalization when the system input-output relationship computed by the network is approximately correct for input-output patterns (test data) never used in the training of the network To realize Step 1, Fig.7 presents the PRBS input applied simultaneously to the 2 joints of the 2-axes PAM robot arm and the responding joint angle outputs collected from both of them. This experimental PRBS input-output data is used for training and validating not only the Forward neural MIMO NARX model (see Fig.7a ) but also for training and validating the Inverse neural MIMO NARX model (see Fig.7b ) of the whole dynamic two-joint structure of the 2-axes PAM robot arm. 
method is chosen as training algorithm. The training procedure uses diagrams shown in Fig.9a and 9b. Consequently, the resulting Forward and Inverse neural MIMO NARX models will be designed as to learn as close as possible all dynamically nonlinear features and coupled effects as well of the 2-axes PAM robot arm. Finally, Fig.8a and Fig.8b respectively. 
CONCLUSIONS
In 
