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EIGENVALUES OF THE SQUARED ANTIPODE IN
FINITE DIMENSIONAL WEAK HOPF ALGEBRAS
PAVEL ETINGOF
With an appendix by Gregor Schaumann
Abstract. We extend Schaumann’s theory of pivotal structures
on fusion categories matched to a module category and of module
traces to the case of non-semisimple tensor categories, and use it
to study eigenvalues of the squared antipode S2 in weak Hopf al-
gebras. In particular, we diagonalize S2 for semisimple weak Hopf
algebras in characteristic zero, generalizing the result of Nikshych
in the pseudounitary case. We show that the answer depends only
on the Grothendieck group data of the pivotalizations of the cat-
egories involved and the global dimension of the fusion category
(thus, all eigenvalues belong to the corresponding number field).
On the other hand, we study the eigenvalues of S2 on the non-
semisimple weak Hopf algebras attached to dynamical quantum
groups at roots of 1 defined by D. Nikshych and the author in
2000, and show that they depend nontrivially on the continuous
parameters of the corresponding module category. We then com-
pute these eigenvalues as rational functions of these parameters.
The paper also contains an appendix by G. Schaumann discussing
the connection between our generalization of module traces and the
notion of an inner product module category introduced in [Sch2].
1. Introduction
Let k be an algebraically closed field. Let C be a finite tensor cat-
egory over k, and M a semisimple indecomposable (left) module cat-
egory over C. Let A be a commutative semisimple algebra such that
M = A−mod, i.e., A = ⊕i∈Ik, where I is the set labeling the simple
objects Mi of M. Then the action of C on M gives rise to a tensor
functor F :M→ A−bimod, and the algebra H := EndkF is a regular
biconnected weak Hopf algebra with base A (where EndkF = EndF
is the endomorphism algebra of the composition F of F with the for-
getful functor from A-bimodules to vector spaces). Conversely, if H
is a regular biconnected weak Hopf algebra with commutative base A
then C = RepH is a finite tensor category, and M = A − mod is an
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indecomposable semisimple C-module category, and these assignments
are inverse to each other (see [N1] and [EGNO], Subsection 7.23).
Recall that H has a natural automorphism – the squared antipode
S2, which is semisimple in characteristic zero ([N1], Corollary 5.15).
Therefore, the characteristic polynomial of S2 is an invariant of the
pair (C,M). The goal of this paper is to study this invariant.
If M = Vec is the category of vector spaces, then H is a finite
dimensional Hopf algebra, and by Radford’s theorem S2 has finite order
dividing 2 dimH . In particular, the eigenvalues of S2 are roots of unity
of order dividing 2 dimH . A natural question is whether this statement
extends to the case of weak Hopf algebras.
Consider first the case when H is semisimple (i.e., C a fusion cat-
egory) and char(k) = 0. In this case, it follows from Ocneanu rigid-
ity ([EGNO], Subsection 9.1) that the eigenvalues of S2 are algebraic
numbers, but getting more detailed information about them requires
further study. When C is pseudounitary, this problem was solved by
D. Nikshych in [N2]. Namely, it is shown in [N2] that in this case the
eigenvalues of S2, while in general not roots of unity, can be computed
explicitly, and in fact depend only on the combinatorial information –
the Z+-module Gr(M) over the Grothendieck ring Gr(C) of C. More
precisely, the characteristic polynomial of S2 has the form
(1) χ(z) =
∏
i,j,k,l∈I
(z − λijkl)nijkl,
with
λijkl :=
mjml
mimk
, nijkl :=
∑
r∈J
N jriN
k
rl,
where mi are the Frobenius-Perron dimensions of Mi, J labels the
simple objects Xr of C, and
N jri := dimHom(Xr ⊗Mi,Mj).
If a fusion category C is not pseudounitary, the situation is more
complicated. So let us first assume that the squared antipode is the
conjugation by a trivial group-like element, i.e., S2(x) = gxg−1, where
g = yS(y)−1 and y ∈ As ∼= A is an invertible element of the source base
of H (this holds in all the examples we know). In this case, following
Schaumann ([Sch1]), we will say that the pivotal structure on C defined
by g is matched to the module categoryM; we show that our definition
is equivalent to that of [Sch1]. In the pseudounitary case it is shown in
[N2] that this is automatic. In general, in the matched case it follows
from [Sch1] that the characteristic polynomial of S2 is still given by
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formula (1), but with mi now being nonzero numbers such that for all
r, i we have ∑
j∈I
N jrimj = dim(Xr)mi,
where dim(Xi) is the dimension of Xi in the pivotal structure defined
by g (i.e., Nrm = dim(Xr)m, where Nr := (N
j
ri) and m = (mi)).
More precisely, the numbers mi are uniquely determined up to scaling
(as the dimension character X 7→ dim(X) occurs with multiplicity one
in the module Gr(M) ⊗ k over Gr(C) ⊗ k), and are all nonzero. We
show that this answer depends only on the global dimension dim(C) of
C and Gr(M) as a Z+-module over Gr(C).
For a general fusion category C (i.e., without assuming the existence
of a matched pivotal structure) we obtain a slightly more complicated
but similar answer (see Theorem 3.6). This answer depends only on
dim(C) and Gr(M˜) as a Z+-module over Gr(C˜), where C˜ and M˜ are
the pivotalizations of C,M.
We also extend these results to the non-semisimple case (for char(k) =
0). In this case, Ocneanu rigidity is no longer valid, and module cate-
gories over C (as well as C itself) may depend on continuous parameters.
So one may wonder if the eigenvalues of S2 may also depend on these
parameters (and hence fail to be algebraic numbers, in general). We
again consider the setting whenM is matched to the pivotal structure
on C, and show that if the dimension character occurs with multiplic-
ity (at most) one in the module Gr(M) ⊗ k over Gr(C) ⊗ k (e.g., if
Gr(M)⊗ k is a cyclic module over Gr(C)⊗ k) then this does not hap-
pen and the eigenvalues of S2 are algebraic numbers which we compute
explicitly. Namely, we show that the characteristic polynomial of S2 is
still given by (1), but with
nijkl :=
∑
q,r∈J
N jqiCqrN
k
rl,
where C = (Cqr) is the Cartan matrix of C. A similar result holds in
positive characteristic.
On the other hand, we consider the example of dynamical quan-
tum groups at roots of 1 introduced in [EN]. In this case, the pivotal
structure is matched to the corresponding module category, but the
dimension character turns out to occur more than once in the mod-
ule Gr(M) ⊗ k. As a result, the particular choice of the eigenvector
m = (mi) of Xr with eigenvalues given by this character actually de-
pends on the continuous parameter of the module category (an element
Λ of the maximal torus of the corresponding simple algebraic group),
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and we obtain a formula for the eigenvalues of S2 as rational functions
of Λ.
The organization of the paper is as follows. In Section 2 we recall
the results of Schaumann on pivotal structures matched to module
categories and extend them to the non-semisimple case. We also give
two other equivalent definitions of this notion. In Section 3 we prove
the formula for the characteristic polynomial of S2 in the case when the
dimension character occurs at most once in Gr(M)⊗ k, and use it to
obtain a formula for the characteristic polynomial of S2 for arbitrary
semisimple C,M when char(k) = 0. In Section 4 we consider the
example of dynamical quantum groups and compute the eigenvalues of
S2 in this example as rational functions of the parameters.
We note that the notion of a module trace has been generalized by
G. Schaumann to the case when C is a finite tensor category andM an
exact (not necessarily semisimple) C-module category, [Sch2]; namely,
he introduced the notion of an inner product module category ([Sch2],
Definition 5.2). Specifically, M is an inner product module category
if and only if the pivotal structure on C extends to a pivotal structure
on the category C∗opC⊕M. G. Schaumann showed that this generaliza-
tion coincides with ours when C is unimodular (i.e., the distinguished
invertible object of C is 1), up to switching the pivotal structure to
the conjugate one, and also when C∗M is unimodular, but they differ in
general. The paper contains an appendix by G. Schaumann explaining
the exact relationship between these two generalizations.
Acknowledgements. P. Etingof thanks D. Nikshych and V. Ostrik
for useful discussions and comments on the draft of this paper, and in
particular to V. Ostrik for providing the reference [Sch1]. He is also
very grateful to G. Schaumann for comments on the draft of the paper
and for contributing an appendix. The work of P. Etingof was partially
supported by the NSF grant DMS-1502244. The work of G. Schaumann
was partially supported by the stand-alone project P 27513-N27 of the
Austrian Science Fund.
2. Pivotal structures matched to a module category
We start with giving a straightforward generalization of the results
of [Sch1] to the setting of non-semisimple tensor categories in any char-
acteristic. So this subsection is essentially an exposition of the results
of [Sch1] in a slightly more general setting using a somewhat different
approach.
2.1. Definitions and examples of matched pivotal structures.
Let C be a finite tensor category over an algebraically closed field k.
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LetM be a finite semisimple indecomposable module category over C.
In other words, M is a finite semisimple category and we are given a
tensor functor F : C → EndM. Let C∗M = FunC(M,M) be the dual
category. (For basics on tensor categories, module categories and dual
categories, see [EGNO]).
Let a : Id→ ∗∗ be a tensor isomorphism, i.e., a pivotal structure on
C. Then we can canonically define an invertible object χ(a,M) ∈ C∗M
as follows. For V ∈ EndM, we may naturally identify V with V ∗∗, so
for X ∈ C we have a natural isomorphism F (X∗∗) ∼= F (X)∗∗ ∼= F (X).
Hence we have a canonical identification X∗∗⊗M ∼= X ⊗M , M ∈M.
Thus the pivotal structure a defines a functorial automorphism
a⊗ 1 : X ⊗M → X∗∗ ⊗M = X ⊗M,
i.e., an invertible module functor M→M (with the underlying addi-
tive functor being the identity). But such a functor is nothing but an
invertible object of the dual category C∗M, which we denote by χ(a,M).
Definition 2.1. We say that a is matched to M if χ(a,M) = 1.
This definition can be extended to not necessarily indecomposable
categories in an obvious way. Namely, if M = ⊕iMi and Mi are
indecomposable then a is matched toM if and only if it is matched to
each Mi.
One can reformulate this definition in terms of weak Hopf alge-
bras. (For basics on weak Hopf algebras, see [N1] and references
therein). Namely, let A be a commutative semisimple algebra such
that M = A − mod, so that EndM = A − bimod. Let F : C →
A − bimod be the corresponding tensor functor. Recall that to C,M
we can associate the biconnected regular Frobenius weak Hopf algebra
H := EndkF = EndF with bases As, At ∼= A, and C = RepH (here F
is the composition of F with the forgetful functor A−bimod→ Vec). A
pivotal structure a on C then gives rise to a grouplike element ga ∈ H
such that gaxg
−1
a = S
2(x), x ∈ H , called the pivotal element. Such
an element defines an invertible H∗-module ([N1], Section 4), which
is exactly the object χ(a,M) ∈ RepH∗op = C∗M ([ENO], p.590; [O],
Theorem 4.2; [EGNO], Example 7.12.26). 1 Thus, we have the follow-
ing proposition, giving an equivalent definition of a pivotal structure
matched to M:
Proposition 2.2. The pivotal structure a is matched to M if and only
if the corresponding pivotal element ga is a trivial grouplike element of
H, i.e., ga = yS(y)
−1 where y ∈ As is invertible.
1Note that in Example 7.12.26 of [EGNO], there is a misprint: H∗ should be
H∗op or H
∗cop.
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Another definition of a matched pivotal structure (in fact, several
equivalent definitions) is given by G. Schaumann in [Sch1]. Namely,
fix a collection of numbers m = (mi, i ∈ I) in k, and for any M ∈ M
and endomorphism f : M →M , define its trace
TrmM(f) :=
∑
i∈I
miTr(f |Hom(Mi,M)).
Definition 2.3. ([Sch1]) The trace Trm is said to be a module trace on
M with respect to a pivotal structure a on C if for any X ∈ C, M ∈M
and morphism f : X ⊗M → X ⊗M one has
TrmX⊗M (f) = Tr
m
M(TrX(f)),
where TrX(f) : M →M is the composition
M
coevX⊗1−−−−−→ X ⊗X∗ ⊗M aX⊗f−−−→ X∗∗ ⊗X∗ ⊗M evX∗⊗1−−−−→M.
Proposition 2.4. The pivotal structure a is matched to M if and only
if M admits a nonzero module trace with respect to a. In this case, the
module trace is unique up to scaling.
Proof. Suppose that a is matched to M , and let y ∈ A = As be such
that ga = yS(y)
−1 in the corresponding weak Hopf algebra H (it exists
by Proposition 2.2). Recall that A = ⊕i∈Ik, and let mi ∈ k be the
projection of y onto the i-th summand. We claim that Trm is a module
trace. Indeed, let X ∈ C and f : X ⊗Mi → X ⊗Mi be a morphism.
Then we have
Trm(f) =
∑
j∈I
βijmj,
where
βij := Tr(f |Hom(Mj ,X⊗Mi)).
It is clear that it suffices to check the module trace property for simple
M , so it is enough to check that
TrX(f) = m
−1
i
∑
j∈I
βijmj .
Let F (X) denote the A-bimodule corresponding to X . Then
F (X) = ⊕i,j∈IHom(Mj , X ⊗Mi).
Thus
X ⊗Mi = ⊕j∈IHom(Mj , X ⊗Mi)⊗Mj
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and ga = yS(y)
−1 acts on the summand Hom(Mj , X ⊗Mi) ⊗Mj by
multiplication by mjm
−1
i . Thus,
TrX(f) = Tr(f ◦ (g ⊗ 1)) = m−1i
∑
j∈I
βijmj ,
as desired.
Conversely, suppose that Trm is a nonzero module trace on M. We
claim that mi 6= 0 for all i. Indeed, if mi = 0 for some i then for any
X ∈ C, the trace of any endomorphism of X ⊗Mi is zero. But any
object ofM is a direct summand of X⊗Mi for some X , which implies
that mj = 0 for all j.
Thus, we have an invertible element y ∈ A = As whose projection to
the i-th summand of A is mi. Let g = yS(y)
−1 ∈ H . It is clear that ga
and g act naturally on Hom(Mj , X ⊗Mi) for each i, j, and the module
trace property implies that
Tr((ga − g) ◦ f |Hom(Mj ,X⊗Mi)) = 0
for any X ∈ C and f : X ⊗Mi → X ⊗Mi. This implies that ga − g
acts by zero on Hom(Mj , X⊗Mi) for all X, i, j, i.e., ga = g = yS(y)−1,
as desired.
The uniqueness of the module trace up to scaling (when it exists)
follows from the fact proved above that for a module trace, mi 6= 0 for
all i (as in [Sch1]). 
Now observe that any collection of numbers mi 6= 0 gives rise to a
functorial isomorphism φmMN : Hom(M,N)
∼= Hom(N,M)∗ for M,N ∈
M defined by the pairing Hom(M,N)⊗Hom(N,M)→ k given by
〈f, h〉 := TrmN (f ◦ h)
(note that TrmN (f ◦ h) = TrmM(h ◦ f)). Moreover, any functorial isomor-
phism Hom(M,N) ∼= Hom(N,M)∗ is uniquely obtained in this way.
Definition 2.5. A functorial isomorphism
φMN : Hom(M,N)→ Hom(N,M)∗
is said to be C-balanced (for a given pivotal structure a : X → X∗∗ on
C) if for each X ∈ C the composite isomorphism
Hom(X ⊗M,N) φX⊗M,N−−−−−→ Hom(N,X ⊗M)∗ ∼= Hom(X∗ ⊗N,M)∗
φ−1
M,X∗⊗N−−−−−→ Hom(M,X∗⊗N) ∼= Hom(X∗∗⊗M,N) ◦(aX⊗1)−−−−−→ Hom(X⊗M,N)
is the identity.
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Proposition 2.6. ([Sch1], Theorem 4.2) The isomorphism φm is C-
balanced if and only if Trm is a module trace.
Proof. The proof is the same as the proof of Theorem 4.2 in [Sch1]. 
Thus, thanks to Propositions 2.2, 2.4, 2.6 we have four equivalent
definitions of a pivotal structure matched to a module category.
Example 2.7. 1. Let C = RepH , where H is a finite dimensional
Hopf algebra over k, and M = Vec, so that F is the corresponding
fiber functor. Then a pivotal structure a is defined by a grouplike
element ga ∈ H such that gaxg−1a = S2(x), and C∗M = RepH∗op, so
χ(a,M) ∈ H is a grouplike element. Recall that an H∗op-module V
gives rise to the C-linear functor Vec→ Vec given by FV (k) = V with
the map X ⊗ V → X ⊗ V for X ∈ C defined by x ⊗ v 7→ ρ(v)(x⊗ 1),
where ρ : V → H⊗V is the left H-comodule structure attached to the
right H∗-module structure on V . Therefore, we have χ(a,M) = ga.
Thus, a is matched toM if and only if ga = 1. In this case S2 = Id, so a
is the canonical spherical structure, and C is semisimple if char(k) = 0
by the Larson-Radford theorem. In positive characteristic C need not
be semisimple (e.g., H can be a group algebra).
2. IfM = C for C semisimple then it is easy to see that χ(a,M) = 1
for any pivotal structure a, so all pivotal structures are automatically
matched to M (and the corresponding module trace is just the left
trace in C).
3. If C is semisimple and pseudounitary over k = C and a is the
canonical spherical structure on C, then a is matched toM, since S2 is
given by conjugation by a trivial grouplike element, as shown in [N2].
4. ([Sch1], Example 3.13). Let VecωG be the category of G-graded
finite dimensional vector spaces over k with associativity defined by a 3-
cocycle ω on G. Then pivotal structures on C correspond to characters
κ : G → k×. Also, indecomposable module categories over C are
M(H,ψ), where H ⊂ G is a subgroup and ψ a 2-cochain on H such
that dψ = ω|H ([EGNO], Example 9.7.2). It is not hard to show that
a is matched to M(H,ψ) if and only if κ|H = 1 (as shown in [Sch1]).
5. ([Sch1], Example 3.14). Let C be a fusion category, and C˜ be
the pivotalization of C, [EGNO], Definition 7.21.9. Thus we have a
forgetful tensor functor C˜ → C, hence C becomes a C˜-module category,
and the dual category is the semidirect product VecZ/2 ⋉ C. Let a be
the canonical pivotal structure on C˜. Then χ(a, C) is the invertible
object of VecZ/2 corresponding to the generator 1 ∈ Z/2. Thus, a is
not matched to C.
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6. If F : C → D is a pivotal tensor functor between pivotal finite
tensor categories and the pivotal structure of D is matched toM then
the pivotal structure of C is also matched to M.
2.2. Properties of mi. Let Xr be the simple objects of C and Nr be
the matrix of multiplication by Xr in the basis (Mi). Assume that C is
equipped with a pivotal structure a matched to M, and let m = (mi)
be the corresponding vector.
Proposition 2.8. ([Sch1]) One has
Nrm = dim(Xr)m.
Proof. Consider the module trace condition for the identity morphism:
TrmXr⊗Mi(Id) = Tr
m
Mi
(TrXr(Id))
for X ∈ C,M ∈M. This yields∑
j∈I
N jrimj = dim(Xr)mi,
or in the matrix form Nrm = dim(Xr)m, as desired. 
Consider now the Grothendieck group Gr(M)⊗ k as a module over
Gr(C)⊗k. Note that in characteristic zero this is a semisimple module
(even for non-semisimple C), since for k = C it has a positive def-
inite invariant Hermitian form in which Mi are orthonormal. Using
Proposition 2.8, we obtain the following proposition.
Proposition 2.9. If the pivotal structure a is matched to M then the
dimension character X 7→ dim(X) occurs in the decomposition of the
Gr(C)⊗ k-module Gr(M)⊗ k, and m is an eigenvector corresponding
to this character. Moreover, if this character occurs with multiplicity
1, then this determines m up to a scalar.
Example 2.10. If C is pseudounitary then the dimension character
occurs in Gr(M)⊗ k with multiplicity 1 by the Frobenius-Perron the-
orem, so mi = FPdim(Mi), as shown in [N2].
2.3. Tensor isomorphisms matched to a module category. Let
us generalize Definition 2.1 to more general tensor isomorphisms. Let
r ∈ Z and bX : X → X(2r) be a functorial tensor isomorphism (where
X(2r) denotes the 2r-th dual of X). Then we can define an invertible
object χ(b,M) ∈ C∗M similarly to the above.
Definition 2.11. We say that b is matched to M if χ(b,M) = 1.
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In the language of weak Hopf algebras, this means that S2r(x) =
hbxh
−1
b , where hb ∈ H is a grouplike element, and the matched condi-
tion means that hb = zS(z)
−1 is a trivial grouplike element (for some
invertible z ∈ As).
It is clear that
χ(b1 ◦ b2,M) = χ(b1,M)⊗ χ(b2,M) = χ(b2,M)⊗ χ(b1,M)
(as b1 ◦ b2 = b2 ◦ b1) so if b1, b2 are matched to M then so is b1 ◦ b2.
Example 2.12. 1. (V. Ostrik) Let bX : X → X be a tensor auto-
morphism of the identity functor of C (i.e., r = 0). Then b canonically
defines an invertible object Zb in the Drinfeld center Z(C) of C which
is 1 as an object of C (so bX is the corresponding isomorphism between
Zb⊗X and X ⊗Zb). It follows from the definition that χ(b,M) is the
image of Zb in C∗M.
2. It is easy to show that b is matched to M if and only if there is
an automorphism bM of the identity functor of M compatible with b
(which is necessarily unique and also has order d; in particular, d 6= 0
in k). In other words, b defines a faithful Z/d-grading on C, and bM
defines a compatible faithful Z/d-grading on M.
Now let a, a′ be two pivotal structures on C matched to M. Then
a′ = a ◦ b, where b is a tensor automorphism of the identity fiunctor of
C matched toM. Thus there is a compatible automorphism bM of the
identity functor ofM. Let bi be the scalar by which bM acts on Mi (a
root of unity of order dividing d). Then the numbers m′i corresponding
to the pivotal structure a′ are related to the numbers mi corresponding
to a by the formula m′i = mibi.
Example 2.13. Let C be a finite tensor category andM be a semisim-
ple indecomposable C-module category. Let D be the dual distin-
guished invertible object of C and ι : X → D−1 ⊗ X∗∗∗∗ ⊗ D be the
categorical Radford isomorphism (see [EGNO], Theorem 7.19.1). Let
d be the least common multiple of the order order of D and the order
of the (dual) distinguished invertible object of C∗M. Then the tensor
isomorphism b := ιd : X → X(4d) is matched to M. Indeed, by the
Radford S4 formula for weak Hopf algebras ([N1]), the operator S4d is
given by conjugation by a trivial grouplike element.
In particular, if C is semisimple then d = 1 ([N1]), so ι is matched to
M. In other words, in a semisimple weak Hopf algebra S4(x) = hxh−1
where h is a trivial grouplike element, as shown in [N2]. Thus, if a is a
spherical structure then χ(a,M) has order ≤ 2 (as a2 = ι).
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2.4. The dual pivotal structure on the dual category. It is shown
in [Sch1] that if C is a finite tensor category with pivotal structure a
andM a semisimple indecomposable C-module category such that a is
matched to M then the dual category C∗M acquires a canonical ”dual”
pivotal structure a, also matched to M, with the same module trace.
This gives rise to a pivotal structure on C∗opM which we will also denote
by a. An easy way to see this is to note that since in the corresponding
weak Hopf algebra H , one has S2(x) = gaxg
−1
a where ga = yS(y)
−1, a
similar formula holds in H∗ ([N1], Proposition 4.8).
For example, if M = C for C semisimple, we get a dual pivotal
structure a on C such that the left dimensions of objects with respect
to a are equal to their right dimensions with respect to a, and vice
versa. Namely, one has a = ι ◦ a−1. Thus, if a is matched to a module
category N then so is a, and a is a spherical structure if and only if
a = a. In particular, for k = C, since the left and right dimensions
are complex conjugate, we get that the left dimensions with respect to
a are complex conjugate to the left dimensions with respect to a (as
shown in [Sch1]).
Example 2.14. Let C = E ⊠ Eop and M = E for a fusion category
E . For a pair of pivotal structures a, a′ on E , denote by a ⊠ a′ the
corresponding pivotal structure on C. Then it is easy to show that
χ(a ⊠ a′,M) = Zb (see Example 2.12), where b = 1 iff a = a′. Thus
a⊠ a′ is matched to M if and only if a′ = a.
More generally, for any finite tensor category C and indecomposable
semisimple C-module M, regard M as a module over C ⊠ C∗M. Let
a, a′ be pivotal structures on C and C∗M, such that a is matched to M,
and let a ⊠ a′ be their product. Then χ(a ⊠ a′,M) is an object of
the Drinfeld center Z(C) which projects to 1 = χ(a,M) ∈ C∗M. Hence
χ(a ⊠ a′,M) = Zb for some b ∈ Aut⊗(IdC∗
M
). It is easy to show that
b = 1 iff a′ = a. Hence a⊠ a′ is matched to M if and only if a′ = a.
2.5. Matched pivotal structures for fusion categories over fields
of characteristic zero. Let C be a fusion category over a field k of
characteristic zero, and M an indecomposable semisimple C-module
category. Recall that Xr, r ∈ J denote the simple objects of C. Let
a be a pivotal structure on C and dim(Xr) be the dimension of Xr in
this pivotal structure. Let
Q :=
∑
r∈J
dim(X∗r )Xr ∈ Gr(C)⊗ k.
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It is easy to check that Q2 = dim(C)Q, where
dim(C) =
∑
r∈J
dim(Xr) dim(X
∗
r )
is the global dimension of C, which is independent on the pivotal struc-
ture a and is nonzero by [EGNO], Theorem 7.21.12.
Lemma 2.15. ([Sch1], Proposition 5.7) If a is matched toM then one
has
Tr(Q|Gr(M)) = dim(C).
Thus, Q|Gr(M) has rank 1.
Proof. By [EGNO], Proposition 7.12.28, for anyM,N, P ∈M we have
a canonical isomorphism
HomC(N,P )⊗M ∼= ∗HomC∗
M
(M,N)⊗ P.
Recall that
HomC(N,P ) = ⊕r∈JHom(Xr ⊗N,P )⊗Xr
Thus the above isomorphism can be rewritten as
⊕r∈JHom(Xr ⊗N,P )⊗Xr ⊗M ∼= ⊕r∈JHom(Xr ⊗M,N)∗ ⊗X∗r ⊗ P.
In particular, setting N = P =Mi, we get
⊕r∈JHom(Xr⊗Mi,Mi)⊗Xr⊗M ∼= ⊕r∈JHom(Xr⊗M,Mi)∗⊗X∗r⊗Mi.
Thus, summing over i, we get
⊕r∈JTr(Xr|Gr(M))Xr ⊗M ∼= ⊕r∈J,i∈IHom(Xr ⊗M,Mi)∗ ⊗X∗r ⊗Mi.
Let us regard this as an identity in Gr(M)⊗k, and letM =∑i∈I miMi,
where m = (mi) is the vector defining the module trace on M. Then
the above identity takes the form∑
r∈J
Tr(Xr|Gr(M)) dim(Xr)M =
∑
r∈J,i∈I
dim(Xr) dimHom(M,Mi)X
∗
rMi,
i.e., since [X∗r ] = [Xr]
T in the standard basis of Gr(M), we have
Tr(Q|Gr(M))M = dim(C)M,
which yields
Tr(Q|Gr(M)) = dim(C),
as desired. 
Corollary 2.16. ([Sch1]) The dimension character occurs with mul-
tiplicity 1 in the Gr(C) ⊗ k-module Gr(M) ⊗ k, so the vector m is
uniquely determined by the equation Nrm = dim(Xr)m.
Proof. This follows directly from Lemma 2.15. 
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Let m = (mi) be a vector defining a module trace on M for the
pivotal structure a on C defined in Subsection 2.4.
Proposition 2.17. We have
∑
i∈I mimi 6= 0.
Proof. Denote by (, ) the inner product on Gr(M) in which Mi are
orthonormal. Let M =
∑
i∈I miMi, M =
∑
i∈I miMi. Then we have
Q∗M = dim(C)M , hence
(M,QMj) = (Q
∗M,Mj) = dim(C)(M,Mj) = dim(C)mj ,
which implies that QMj = βjM , where
(
∑
i∈I
mimi)βj = dim(C)mj ,
implying that
∑
i∈I mimi 6= 0. 
Proposition 2.17 shows that we can normalize mi and mi so that∑
i∈I mimi = dim(C), i.e., βj = mj. This normalization is unique up
to the action of k× by m→ λm and m 7→ λ−1m. Let us make such a
normalization from now on, and call it a pivotal normalization.
Note that if k = C then a pivotal normalization can be fixed so that
mi are complex conjugate to mi, which justifies the notation. Note
also that if a is a spherical structure then there is a unique up to sign
pivotal normalization such that mi = mi (so that mi ∈ R if k = C).
Let us call such a pivotal normalization spherical.
Proposition 2.18. For a pivotal normalization, one has
dimHomC(Mi,Mj) = mimj .
Moreover, this property characterizes pivotal normalizations.
Proof. It is easy to see that dimHomC(Mi,Mj) = (Mi, QMj), but
QMj = mjM , so (Mi, QMj) = mimj . The second statement is clear.

2.6. Pivotal structures on multifusion categories and matched
pivotal structures. Let C be a fusion category over a field k of char-
acteristic zero, andM be a semisimple indecomposable C-module cat-
egory. Then D := C∗opC⊕M is a multifusion category. Namely, we have
D = D11 ⊕ D12 ⊕ D21 ⊕D22, where D11 = C, D12 = M, D21 = M∨ =
FunC(M, C) (which is the opposite category of M viewed as a right
C-module via duality), and D22 = C∗opM .
Proposition 2.19. (i) Any pivotal structure on D gives rise to a piv-
otal structure on C matched to M and a module trace on M.
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(ii) Let a be a pivotal structure on C matched to M, and fix the cor-
responding vectors m = (mi), m = (mi) using a pivotal normalization.
Then the category D has a pivotal structure which on D11 is defined by
a, on D22 by a, and the left traces on D12 and D21 are given by m, m,
respectively. Moreover, this pivotal structure is spherical if and only if
a is a spherical structure and the normalization of m, m is spherical.
Proof. (i) The pivotal structure on C is given by the restriction of the
pivotal structure on D to D11, while the module trace onM is the left
trace on D12.
(ii) In D we have Mj ⊗ M∗i = HomC(Mi,Mj) and M∗i ⊗ Mj =
HomC∗
M
(Mi,Mj), where M
∗
i is Mi viewed as an object of M∨. There-
fore, the statement follows from Proposition 2.18. 
2.7. Existence of matched pivotal structures. The following ques-
tion is raised in [Sch1].
Question 2.20. ([Sch1], end of Section 3) Let C be a fusion category
over k (and char(k) = 0). Let M be a semisimple indecomposable
C-module category. Does C admit a pivotal structure matched to M?
In other words, is S2 a conjugation by a trivial grouplike element of
the corresponding semisimple weak Hopf algebra H?
By Proposition 2.19(i), a positive answer to Question 2.20 follows
from the well known conjecture that any multifusion category admits
a pivotal structure (see [EGNO], p.180).
Note that the answer is ”yes” for spherical fusion categories C when
C∗M has no invertible objects of order 2; in this case any spherical
structure on C is automatically matched to M, as χ(a,M) = 1. For
instance, this happens if C has an odd Frobenius-Perron dimension d
(i.e., such that the norm N(d) of d is odd). Indeed, in this case the dual
category C∗M (which has the same dimension d) cannot have invertible
objects of order 2, as the order of an invertible object must divide d
([EGNO], Theorem 7.17.6).
On the other hand, if C is not semisimple, char(k) = 0 andM = Vec,
then a matched pivotal structure does not exist, since in the corre-
sponding Hopf algebra S2 6= Id (and any trivial grouplike element
equals 1 in this case).
3. Eigenvalues of S2
3.1. The case of a matched pivotal structure. Let C be a finite
tensor category, M an indecomposable semisimple C-module category,
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and a a pivotal structure on C matched to M. Let H be the corre-
sponding weak Hopf algebra, and let us compute the eigenvalues of S2
on H .
As explained above, we have S2(x) = gaxg
−1
a , where ga = yS(y)
−1 is
the pivotal element; in particular S2 is semisimple. Let mi ∈ k be the
projections of y to the summands of A.
Proposition 3.1. The characteristic polynomial of S2 : H → H has
the form
(2) χ(z) =
∏
i,j,k,l∈I
(z − λijkl)nijkl,
with
λijkl :=
mjml
mimk
and
nijkl :=
∑
q,r∈J
N jqiCqrN
k
rl,
where C = (Cqr) is the Cartan matrix of C.
Proof. Let F : C → EndM be the monoidal functor corresponding to
M, and F : C → Vec its composition with the forgetful functor. Let
Pr be the projective cover of Xr. Then the functor F is represented by
the object P := ⊕r∈JF (X∗r )⊗ Pr. Thus
H = EndF = EndP = ⊕q,r∈JF (Xq)⊗Hom(Pq, Pr)⊗ F (X∗r ).
We may view H as a bimodule over As ⊗ At, using left and right
multiplication by elements of As and At. Let ei, i ∈ A be the primitive
idempotents of As, so that S(ei) are the primitive idempotents of At.
Then for X ∈ C we have
ejF (X)ei = Hom(Mj , X ⊗Mi).
Thus,
Vijkl := ejS(ek)HeiS(el) =
⊕q,r∈JHom(Mj , Xq ⊗Mi)⊗ Hom(Pq, Pr)⊗Hom(Ml, X∗r ⊗Mk).
The operator S2 acts on the space Vijkl by the scalar
mjml
mimk
, and
dim Vijkl =
∑
q,r∈J
N jqiCqrN
k
rl = nijkl.
This implies the statement since H = ⊕i,j,k,lVijkl. 
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Example 3.2. Let Tn be the Taft Hopf algebra of dimension n
2 gener-
ated by a grouplike element g such that gn = 1 and an element x such
that xn = 0 and gxg−1 = qx, where q is a primitive n-th root of unity
(char(k) = 0). The coproduct is defined by ∆(x) = 1⊗x+x⊗g. Then
Tn contains the group algebra k[Z/n] generated by g. So we have a
tensor functor Res : C = RepTn →M = RepZ/n, in particular giving
M a structure of a semisimple C-module. We have S(x) = −xg−1,
so S2(x) = gxg−1. This implies that the element g defines a pivotal
structure on C.
We claim that this pivotal structure is matched to M. Indeed, this
follows immediately from the fact that the tensor functor Res : C →M
admits a splitting M → C coming from the natural homomorphism
Tn → k[Z/n]. The corresponding numbers mi equal qi (for the natural
labeling of objects). It is clear that the dimension character occurs in
Gr(M) with multiplicity 1, since Gr(C) = Gr(M). Thus in this case
by Proposition 3.1 the operator S2 has eigenvalues qi on H , with equal
multiplicities n3.
Corollary 3.3. If C is semisimple over a field of characteristic zero
then the characteristic polynomial of S2 on H is given by Proposition
3.1 with mi determined uniquely up to scaling by the formula
Nrm = dim(Xr)m.
Proof. This follows from Proposition 3.1 and Corollary 2.16. 
Example 3.4. Let C be a pivotal fusion category and M = C. Then
mi = di, where di = dim(Xi). Thus the characteristic polynomial of
S2 on H is
χ(z) =
∏
i,j,k,l∈J
(z − λijkl)nijkl ,
where nijkl = dimHom(Xj ⊗ Xk, Xi ⊗ Xl) and λijkl = djdkdidl is the
eigenvalue of S2 on Hom(Xj ⊗Xk, Xi ⊗Xl).
Note that this polynomial does not depend on the choice of a pivotal
structure. Indeed, any two pivotal structures a, a′ differ by a tensor au-
tomorphism b of the identity functor, so the corresponding dimensions
are related by the formula d′i = dibi, where bi = b|Xi . But if nijkl 6= 0
then bjbk = bibl, as desired.
3.2. The case of a general fusion category over a field of char-
acteristic zero. Let us now compute the eigenvalues of S2 on H in
the case when C is any fusion category over a field k of characteris-
tic zero and M is any indecomposable semisimple C-module category
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(without assuming that C has a pivotal structure). Recall that we have
a multifusion category D = C∗opC⊕M. Let D˜ be its pivotalization, defined
[EGNO], Subsection 7.21. Then D˜ is a spherical category, with D˜11 = C˜
(the pivotalization of C) and D˜12 =: M˜, which is an indecomposable
semisimple C˜-module category.
Definition 3.5. We will call M˜ the pivotalization of M.
Note that M˜ has a canonical forgetful functor M˜ →M compatible
with the forgetful functor C˜ → C. Also, by Proposition 2.9(i), the
canonical pivotal structure on C˜ is matched to M˜.
For convenience assume that k = C (this is not essential). Let X±r
be the simple objects of C˜ of positive, respectively negative dimensions
which map to Xr ∈ C under the forgetful functor. Similarly, let M±i be
the simple objects of M˜ of positive, respectively negative dimensions
which map to Mi ∈M under the forgetful functor.
Let νi = |Mi|2 > 0 be the Mu¨ger squared norms of the simple objects
of M = D12 (recall that they can be defined for any multifusion cat-
egory, see [EGNO], Definition 7.21.2). Then m±i = dimM
±
i are given
by the formula
m±i = ±
√
νi.
Let N j±ri = dimHom(X
+
r ⊗M+i ,M±j ). Let
n+ijkl :=
∑
r∈J
(N j+ri N
k+
rl +N
j−
ri N
k−
rl ),
n−ijkl :=
∑
r∈J
(N j−ri N
k+
rl +N
j+
ri N
k−
rl ).
Let
λijkl =
√
νjνk
νiνl
.
One of our main results is the following theorem.
Theorem 3.6. The characteristic polynomial of S2 on H is
χ(z) =
∏
i,j,k,l∈I
(z − λijkl)n
+
ijkl(z + λijkl)
n−
ijkl .
Proof. Let H˜ be the weak Hopf algebra attached to (C˜,M˜). We have
H˜ = ⊕i,j,k,l,s1,s2,s3,s4V s1s2s3s4ijkl ,
where sp = ± for p = 1, 2, 3, 4 and
V s1s2s3s4ijkl := ⊕r∈J,s=±Hom(Ms1j , Xsr ⊗Ms2i )⊗Hom(Ms3l , (Xsr )∗ ⊗Ms4k ).
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Moreover, it is easy to see that the space V s1s2s3s4ijkl depends up to a
natural isomorphism only on s = s1s2s3s4, so we will denote it by V
s
ijkl.
We have dim V sijkl = n
s
ijkl. By Proposition 3.1, S
2 acts on V +ijkl by the
scalar λijkl and on V
−
ijkl by −λijkl.
Now let
Vijkl = ⊕r∈JHom(Mj , Xr ⊗Mi)⊗ Hom(Ml, X∗r ⊗Mk).
Then H = ⊕i,j,k,lVijkl, and we have a natural isomorphism Vijkl ∼=
V +ijkl ⊕ V −ijkl. Moreover, it is easy to show that the squared antipode
S2 of H acts by λijkl on V
+
ijkl and by −λijkl on V −ijkl. This implies the
theorem. 
4. Eigenvalues of S2 for dynamical quantum groups at
roots of 1
4.1. The sl2-case. If the category C is not semisimple, then the di-
mension character may occur more than once in the Gr(C)⊗k-module
Gr(M)⊗ k, which leads to the non-uniqueness (even up to scaling) of
a solution m of the equations Nrm = dim(Xr)m.
As an example consider C = Rep uq(sl2) over C, where uq(sl2) is
the small quantum group at a primitive ℓ-th root of unity q = e2πis/ℓ,
−ℓ/2 < s < ℓ/2, with ℓ odd. Namely, uq(sl2) is the Hopf algebra
generated by E, F,K±1 with defining relations
KE = q2EK, KF = q−2FK, EF − FE = K −K
−1
q − q−1 ,
Eℓ = F ℓ = Kℓ − 1 = 0
with coproduct given by
∆(E) = E ⊗ 1 +K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F, ∆(K) = K ⊗K,
and the counit and antipode given by
ε(E) = ε(F ) = 0, ε(K) = 1, S(E) = −K−1E, S(F ) = −FK, S(K) = K−1.
Thus, S2(x) = K−1xK, so C has a pivotal structure defined by the
element K−1. In this case, Gr(C) has a basis X1 = 1, ..., Xℓ, where Xi
is the irreducible i-dimensional representation, and the tensor product
rule for Xi is given in [EGNO], Subsection 5.8:
X2Xi = Xi+1 +Xi−1, i ≤ ℓ− 1;X2Xℓ = 2X1 + 2Xℓ−1.
Thus Gr(C) is generated by X = X2, and we have Xj = Pj(X),
where Pj is the Chebysheff polynomial of the second kind defined by
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Pj(2 cos θ) =
sin jθ
sin θ
(note that it has integer coefficients). This implies
that Q(X) = 0, where
Q(X) = XPℓ(X)− 2Pℓ−1(X)− 2.
Writing X = z + z−1, we get
(z + z−1)(zℓ−1 + ...+ z−ℓ+1)− 2(zℓ−2 + ... + z−ℓ+2)− 2 = 0,
i.e.,
zℓ + z−ℓ − 2 = 0.
This polynomial has double roots at all ℓ-th roots of 1, which means
that Q has double roots at αj = 2 cos(πij/ℓ), j = 1, ..., (ℓ− 1)/2, and
a simple root at α0 = 2, i.e.,
Q(x) = (x− α0)
ℓ−1
2∏
i=1
(x− αj)2,
So Gr(C) = Z[x]/(Q) and the categorical dimension character corre-
sponds to evaluating at x = αs (where αs = α−s if s < 0), while
the Frobenius-Perron dimension character corresponds to evaluating
at x = α0.
Recall that we have a cyclic group Z/ℓ inside uq(sl2) generated by the
element K. Thus, Gr(C) acts naturally on Gr(RepZ/ℓ) = Z[χ]/(χℓ−1)
by x ◦ f = (χ + χ−1)f . It is easy to see that this module is just
the associated graded of Gr(C) with respect to the (2-step) radical
filtration. In particular, the categorical dimension character (unlike
the Frobenius-Perron dimension character) occurs in Gr(M)⊗C with
multiplicity 2.
Let us compute the possible vectors m. The equations for the coor-
dinates mi of m are
mj+1 +mj−1 = (q + q
−1)mj ,
where j ∈ Z/ℓ. Hence
mj = aq
j − bq−j ,
a, b ∈ C. Moreover, we must have mj 6= 0 for all j, hence Λℓ 6= 1, where
Λ = a/b ∈ CP1. Thus, up to scaling we have a 1-parameter family of
possibilities parametrized by Λ.
It turns out that all these possibilities are realized. Namely, let Λ ∈
C
∗ be not an ℓ-th root of 1, and let JΛ(λ) be the dynamical twist defined
in [EN], Example 5.1.10, and let HJΛ = HΛ be the corresponding weak
Hopf algebra ([EN], Subsection 4.2). Namely, HΛ = EndA⊗ uq(sl2) as
an algebra, where A = C[Z/ℓ] is the base, with coproduct twisted by
JΛ. It corresponds to a C-module category MΛ such that Gr(MΛ) =
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Gr(M) as a Gr(C)-module. By Theorem 5.3.2 of [EN], this weak Hopf
algebra is self-dual, i.e., HΛ ∼= H∗copΛ , so that C∗opM ∼= Cop ∼= C (as C is
braided). Since C does not have nontrivial invertible objects, we get
χ(a,MΛ) = 1 (where a is the unique ribbon pivotal structure on C),
i.e., a is matched to MΛ. Thus, S2 on HΛ is the conjugation by the
trivial grouplike element g = yS(y)−1, where y ∈ As ∼= C[Z/ℓ].
Let us compute g.
Proposition 4.1. One has
g = yS(y)−1,
where y = (y1, ..., yℓ) ∈ As and
yi = Λq
i − q−i.
In particular, the characteristic polynomial of S2 on HΛ is
χ(z) =
∏
i,j,k,l∈Z/ℓ
(
z − (Λq
j − q−j)(Λqk − q−k)
(Λqi − q−i)(Λql − q−l)
)ℓ
.
The proof of Proposition 4.1 is given in the next subsection.
Thus, unlike the semisimple case, the eigenvalues of S2 are nontrivial
functions of the continuous parameter Λ.
In particular, consider the limiting points Λ = 0,∞. At these points,
there exist limiting weak Hopf algebras H0, H∞ which correspond to
the module category M = M0 = Rep(Z/ℓ) over uq(sl2) and a similar
categoryM∞ for q replaced by q−1, obtained by twisting ofM0 by the
R-matrix of uq(sl2). In these cases, the characteristic polynomial of S
2
on HΛ is
χ(z) = (zℓ − 1)ℓ4.
4.2. The case of an arbitrary simple Lie algebra. Proposition 4.1
is a special case of Proposition 4.2 below, which applies to any simple
Lie algebra g over C. Namely, let ℓ be an odd positive integer coprime to
the determinant of the Cartan matrix of g. Let T be a maximal torus of
the simply connected group G corresponding to g, T ⊂ T the subgroup
of elements of order dividing ℓ, and Λ ∈ T . Let q be a primitive ℓ-th
root of unity. Let uq(g) be the corresponding small quantum group, [L],
with the coproduct convention of [EN], Subsection 5.1.2 For a positive
root α of g, let Λα = α(Λ). Assume that Λ
ℓ
α 6= 1 for any α. Then we
can define the dynamical twist JΛ(λ) ([EN], Proposition 5.1.9) and let
HJΛ = HΛ be the corresponding weak Hopf algebra ([EN], Subsection
2Note that in the definition of the small quantum group in [EN], 5.1, the relations
Eℓα = F
ℓ
α = 0 are accidentally omitted for non-simple roots α. However, this does
not affect the arguments in [EN].
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4.2). Namely, HΛ = EndA ⊗ uq(g) as an algebra, where A = C[T] is
the base, with coproduct twisted by JΛ. It corresponds to a C-module
category MΛ such that Gr(MΛ) = Gr(M), as a Gr(C)-module, where
M = Rep(T). By Theorem 5.3.2 of [EN], this weak Hopf algebra is
self-dual, i.e., HΛ ∼= H∗opΛ . Since C does not have nontrivial invertible
objects, we get χ(a,MΛ) = 1 (where a is the ribbon pivotal structure
on C defined by the element q−2ρ, with ρ being the half-sum of positive
roots of g), i.e., a is matched toMΛ. Thus, S2 onHΛ is the conjugation
by the trivial grouplike element g = yS(y)−1, where y ∈ As ∼= C[T].
Proposition 4.2. One has
g = yS(y)−1,
where y = (yλ) ∈ As, λ ∈ T∨ and
yλ =
∏
α>0
(Λαq
(λ,α) − q−(λ,α)),
where (, ) is the inner product on T∨ with values in Z/ℓ defined by the
Catran matrix of g. In particular, the characteristic polynomial of S2
on HΛ is
χ(z) =
∏
λ,µ,ν,κ∈T∨
(
z −
∏
α>0
(Λαq
λ − q−λ)(Λαqκ − q−κ)
(Λαqµ − q−µ)(Λαqν − q−ν)
)ℓdim g−2rankg
.
Proof. Let SΛ be the antipode of HΛ. By [EN], Remark 4.2.5,
SΛ(x) = v
−1S(x)v,
where
v =
∑
λ,µ
Eλ+µ,λ ⊗ P(λ)Pµ
and P = S(J (1)Λ )J (2)Λ (using the notation of [EN]). This implies that
S2(x) = v−1S(v)S2(x)S(v)−1v,
and
v−1S(v) =
∑
λ,µ
Eλλ ⊗ P(λ)−1S(P)(λ+ h)Pµ
We have g = q−2ρv−1S(v). Thus, the proposition follows from Proposi-
tion 2.13 in [EV] specialized to roots of unity, taking into account that
the coproduct in the quantum group used in [EV] is opposite to that
of [EN] (hence q2ρ should be replaced by q−2ρ). 
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Appendix A. Module traces and inner-product structures
by Gregor Schaumann
A.1. Serre functors. In [Sch2] a different compatibility between piv-
otal tensor categories and module categories is investigated. The goal
of this appendix is to relate module traces and these so called inner-
product structures.
Throughout this section let C be a finite tensor category over k. The
right dual x∗ of x ∈ C has the coevaluation 1→ x⊗ x∗ and C has the
dual distinguished invertible object D satisfying x∗∗∗∗ ∼= D⊗ x⊗D−1,
see [EGNO, Sec. 7.19]. Let CM be an exact left C module category.
The inner Hom Hom(−,−) of M is defined via a family of natural
isomorphisms
HomC(x,Hom(m,n))∼=HomM(x⊗m,n)
for m,n ∈ M and x ∈ C. This naturally defines a left exact functor
Hom(−,−) : Mop × M → C. Since the module category M is an
exact C-module category, the functor Hom(−,−) is also right exact
[EO, Cor. 3.15&Prop. 3.16].
This implies the existence of the following functors [FScS, Def. 4.21]:
Definition A.1. Let M be a left C-module. A right relative Serre
functor on M is an endofunctor SrM of M together with a family of
isomorphisms
(3) Hom(m,n)∗
∼=−−→ Hom(n, SrM(m)),
which are natural in m,n ∈ M.
Analogously, a left relative Serre functor SlM comes with a family of
natural isomorphisms
(4) ∗ Hom(m,n)
∼=−−→ Hom(SlM(n), m).
The relative Serre functors are twisted module functors [FScS, Lemma.
4.22], i.e. there are coherent natural isomorphisms
(5) SlM(x⊗m)∼= ∗∗x ⊗ SlM(m)
and SrM(x⊗m) ∼= x∗∗ ⊗ SrM(m) .
The Serre functors are mutually inverse: It follows from the definition
that there is a chain of natural isomorphisms
(6) Hom(SlSr(n), m) ∼= ∗ Hom(m, Sr(n)) ∼= Hom(n,m),
for all n,m ∈M. Thus we conclude from the enriched Yoneda lemma
(see e.g. [Sch2, Lemma 4.11]) that SlSr ∼= idM. Similarly, it follows
that SrSl ∼= idM.
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If M is additionally semisimple, it is also an exact module category
over Vect and thus there exists moreover the k-Serre functor Sk onM
which is defined via
(7) HomM(m,n) ∼= HomM(Sk(n), m)∗.
Then also Sk is an invertible twisted module functor with
(8) Sk(a⊗m) ∼= a∗∗ ⊗ Sk(m).
The basic relation between the two Serre functors is obtained from the
action of the dual distinguished invertible object D of C:
Proposition A.2. There is a canonical isomorphism of module func-
tors
(9) Sk ∼= D ⊗ Sl.
Proof. From [FScS, Eq (4.25)], we obtain that there is a module natural
isomorphism Sk ∼= N l, where N l is the left exact Nakayama functor.
On the other hand, Theorem 4.25 in loc. cit. shows that N l ∼= D⊗SlM
as module functors. This concludes the proof. 
The Serre functors allow to describe the double adjoints of module
functors. Denote by ∨F, F∨ the right and left adjoints of a functor F ,
respectively. They are canonically module functors, if F is a module
functor.
Proposition A.3. Let F : CM → CN be a module functor between
exact module categories. There is a natural module isomorphism
(10) F∨ ∼= SlM ◦ ∨F ◦ SrN ,
which is coherent with respect to the composition of module functors.
Proof. By [EO], F is exact and thus its adjoints exist. The isomorphism
is defined by
Hom(F∨(n), m) ∼= Hom(n, F (m)) ∼= ∗ Hom(Fm, SrN (n))
∼= ∗ Hom(m, ∨F ◦ SrN (n))
∼= Hom(SlM ◦ ∨F ◦ SrN (n), m)).
(11)
using the enriched Yoneda lemma. That it is a module natural isomor-
phism as well as its coherence follow from standard arguments. 
Thus it follows that (F∨)∨ ∼= SlN ◦ F ◦ SrM.
Using moreover that on CC, SrC = (−)∗∗, we conclude that
Corollary A.4. Let m ∈ M and Fm : CC → CM the corresponding
module functor Fm(a) = a⊗m. The double dual of Fm computes as
(12) (F∨m)
∨ ∼= FSl
M
(m).
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For a fixed finite tensor category C there is a bicategory Modex(C)
with objects exact module categories and morphism categories the cat-
egories of module functors. Every 1-morphism in Modex(C) has a left
and right dual by [EO] and Proposition A.3 allows to describe the dou-
ble dual 2-functor (−)∗∗ on Modex(C), which is the identity on objects
and the double left adjoint on functors and natural transformations, via
the Serre functors: There is a 2-functor S on Modex(C) that is defined
as the identity on objects and it maps a module functor F : CM→ CN
to S(F ) = SlN ◦F ◦SrM. On module natural transformations it is defined
analogously.
Corollary A.5. The 2-functor (−)∗∗ on Modex(C) is canonically iso-
morphic to the 2-functor S.
Assume now that C has a pivotal structure. Then the functors
Sl, Sr, Sk are canonical invertible module endofunctors of CM and it is
natural to consider compatibilities between the pivotal structure and
CM as studied in [Sch1], [Sch2] and the current article.
Definition A.6. Let (C, a) be a pivotal finite tensor category and CM
an exact module category.
(1) An inner-product module structure [Sch2, Def. 5.2] on CM is a
module natural isomorphism Sl ∼= idM.
(2) Assume that M is semisimple. A module trace on M is a
module natural isomorphism Sk ∼= idM.
It is easy to see that this is precisely the definition of module trace
of the current article.
A.2. Relating the two structures. We would like to compare these
structures in the case where they both apply, namely ifM is semisim-
ple. If C is additionally a pivotal fusion category, it is a consequence of
[Sch2, Thm 5.23] that an inner-product structure on CM is the same
as a module trace on CM.
We now clarify the difference between these structures futher using
the multi-tensor category D = EndC(CC ⊕ CM) as in Section 2.6.
In Proposition 2.19 it is shown that for semisimple C and M there
is a bijection between pivotal structures on D and pairs of a pivotal
structure on C and a module trace on M. A generalization of this
correspondence to exact module categories over finite tensor categories
is:
Proposition A.7. Let CM be an exact module category over a finite
tensor category. There is a bijection between pivotal structures on D =
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EndC(CC ⊕ CM) and pairs of a pivotal structure on C and an inner-
product module structure on M.
Proof. First note that a pivotal structure on D is the same as a pivotal
structure on the full sub-bicategory DC,M of Mod
ex(C) which has two
objects CC and CM and all higher morphisms of Modex(C) between
them.
Assume now that C is pivotal and CM has the structure of an inner-
product module category. It follows directly from [Sch2, Thm 5.13]
that DC,M is a pivotal bicategory.
On the other hand, if DC,M is pivotal, we first obtain a pivotal
structure on C. Consider next the module functors Fm : CC → CM
, c 7→ c⊗m for m ∈M. Module natural transformations between Fm
and Fn for m,n ∈ M are the same as morphisms from m to n. By
Corollary A.4, the double left dual of Fm is given by FSl
M
(m), so the
pivotal structure on D gives in particular a trivialisation of SlM, thus
an inner-product structure.
The two constructions are mutually inverse. 
To describe the analoguos correspondence for module traces on exact
module categories, we define a tensor functor φ : D → D from the
action of the dual distinguished object D as follows. Denote by Cop
the tensor category with reversed tensor product and by C∨ the dual
category with reversed arrows.
• On C ∼= EndC(CC)op, φ is defined by
(13) φ(c) = D−1 ⊗ c⊗D,
• on EndC(CM), φ is the identity,
• on FunC(CC, CM), φ is defined by Fm 7→ FD−1⊗m for Fm ∈
FunC(CC, CM) as defined above,
• on FunC(CM, CC) we define φ by φ(Gn) = GD−1⊗n for n ∈ M∨
and Gn = Hom(n,−) ∈ FunC(CM, CC).
Thus φ is the quadruple dual on C.
To see that φ is indeed a monoidal functor, consider the composite
Gn ◦ Fm = −⊗ Hom(n,m) : CC → CC. We compute
φ(Gn) ◦ φ(Fm)(1) = Hom(D−1 ⊗ n,D−1 ⊗m)
≃ D−1 ⊗ Hom(n,m)⊗D = φ(Gn ◦ Fm)(1).
(14)
On the other hand it follows that φ(Fm) ◦ φ(Gn) = Fm ◦ Gn. The
remaining coherence data of the 2-functor are obvious and the axioms
for a 2-functor follow directly. We can finally formulate:
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Proposition A.8. Let C be a finite tensor category and CM a semisim-
ple module category. There is a bijection between monoidal natural iso-
morphisms (−)∗∗ ∼= φ on D = EndC(CC ⊕ CM) and pairs of a pivotal
structure on C and a module trace on M.
Proof. Let C be pivotal and assume CM has a module trace. It follows
from Proposition A.2 that the module trace induces a module natural
isomorphism
(15) SlM
∼= D−1 ⊗−
of module endofunctors on CM (the pivotal structure is needed for
the module structure of D−1 ⊗−). Furthermore, the pivotal structure
provides a trivialisation of the relative Serre functor on CC (which is
just the double dual), thus the monoidal functor S on D from Corollary
A.5 can be described in terms of the action of the dual distinguished
object D. This produces with Corollary A.5 a monoidal isomorphism
to the functor φ.
Assume to the contrary, that a monoidal isomorphism from the dou-
ble dual to φ on D is specified. On C this produces a monoidal iso-
morphism from the quadruple dual to the double dual, thus a pivotal
structure. Since the double dual of Fm is given by FSl
M
(m), we moreover
obtain an isomorphism SlM
∼= D−1⊗−, which is a module natural iso-
morphism, thus it gives a module trace on CM, again by Proposition
A.2. 
There are two main situations in which we have a bijection between
the two structures: If C is unimodular, we use as in Section 2.4 the
notation a for the “dual” pivotal structure defined by a = ι ◦ a−1 with
ι the canonical isomorphism to the quadruple dual.
First we obtain as a consequence of Propositions A.7 and A.8:
Corollary A.9. Let C be unimodular and CM a semisimple module
category. There are bijections
{(C, a), CM inner product} ↔{pivotal structures on D}
↔{(C, a), CM module trace}(16)
Second we consider the case that the dual category is unimodular.
Proposition A.10. Assume that C∗M is unimodular. Then CM has a
module trace over (C, a) if and only if it has an inner-product structure
over (C, a).
Proof. There is an obvious generalization of the Radford theorem, see
[EGNO, Sec. 7.19], to multitensor categories and applied to D =
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EndC(CC ⊕ CM) we obtain isomorphisms
(17) m∗∗∗∗ ≃ D−1C ⊗m⊗DC∗M ,
for m ∈ M considered under the equivalence FunC(CC, CM) ∼= M
and where DC∗
M
, DC are the dual distinguished invertible objects of C∗M
and C, respectively. Suppose that C∗M is unimodular and CM is inner-
product, then using Proposition A.7, m ≃ m∗∗∗∗ ≃ D−1C ⊗m. Hence we
obtain that DC ⊗− ≃ idM as C-module functors and with Proposition
A.2 we conclude that CM has a module trace.
Conversely, if CM has a module trace, Proposition A.8 impliesm∗∗∗∗ ≃
φ2(m) = D−2C ⊗m and Equation (17) implies that DC⊗− is isomorphic
to idM as module functor, thus CM is also inner-product. 
Next we discuss situations where the two structures disagree. First
we have as a direct consequence from Proposition A.2:
Corollary A.11. If a semisimple module category CM over a pivotal
finite tensor category (C, a) admits a module trace and the module func-
tor D ⊗− : CM→ CM is not isomorphic to the identity functor as a
linear functor, CM does not admit an inner-product module structure
over any pivotal structure of C.
This situation can indeed happen:
Example A.12. Let C = RepTn and M = RepZ/n be as in the Ex-
ample 3.2, i.e. CM has a module trace over C. The dual distinguished
invertible object D of C is the one-dimensional representation with ac-
tion of g by q and x by 0. It acts non-trivially on Gr(M), thus CM
cannot admit an inner-product structure for any pivotal structure of
C.
In general for module categories from tensor functors we have:
Example A.13. Let F : C → C′ be a pivotal (exact) tensor functor
between pivotal finite categories and let C′ be semisimple. Then C′ is a
module category over C that is matched to the given pivotal structure.
It has an inner-product structure if and only if F (DC) = 1.
We do not know of an example of the converse kind that has an inner-
product structure but cannot possess a matched pivotal structure.
However, reversing Proposition A.10 we obtain:
Corollary A.14. Suppose C is unimodular and C∗M is not and suppose
(C, a) is matched to CM. Then (C, a) has an inner-product structure
over CM, but it cannot have a module trace.
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Proof. If CM has also a module trace over (C, a), it follows from Equa-
tion (17) that the action of DC∗
M
on CM is isomorphic to idM as module
functors, thus C∗M is unimodular and we have a contradiction. 
Example A.15. Example A.12 provides also a case where Corollary
A.14 applies: The category C ⊠ C∗M is not unimodular and acts on M.
The dual category is the center Z(C) = Rep(uq(sl2))⊠RepZ/n which
is unimodular and inherits a pivotal structure a from C. Then (Z(C), a)
is matched to M, while (Z(C), a) has an inner-product structure but
is not matched.
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