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SYSTEMES EXPERTS EN STATISTIQUE: RESUME 
Les systèmes informatiques en statistique sont de plus en plus utilisés par 
des personnes n'ayant qu'une faible formation en statistique. Pour éviter 
des utilisations erronées, des systèmes plus intelligents seraient souhaita-
bles. Dans ces "Systèmes Experts" (S.E.) des connaissances statistiques sont 
incorporées, sous la forme de stratégies, pour fournir une assistance à 
l'utilisateur. 
Nous présentons ici, une synthèse des idées actuelles à propos de l'utilité, 
la conception et les directions futures de ces S.E. en Statistique (S.E.S.) 
Nous avons également développé un S.E.S. capable d'aider un utilisateur 
lors de l'analyse d'une série chronologique selon la méthode B0X-JENKINS. 
Nous décrivons de manière détaillée les caractéristiques, la stratégie et 
l'architecture du système. 
EXPERT SYSTEMS IN STATISTICS ABSTRACT 
Statistical computer programs are becoming increasingly accessible to people 
with limited statistical training. To prevent misuse, more intelligent 
software is clearly needed. In these, so called, Expert Systems (E.S.), 
statistical knowledge is embedded, in the form of strategies, to provide 
guidance, explanations and other features. 
We present here a summary of current ideas about the usefulness, the design 
and the future directions of these Statistical E.S. (S.E.S.) We also built a 
S.E.S. able to help some user perform time series analysis by using 
B0X-JENKINS method. A detailed description of the characteristics, the 
strategy and the architecture of the system is given. 
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Ces quelques pages 
traitement. Elles 
d'introduction présentent le sujet de 
décrivent également le contenu du rapport 
faciliter la lecture. 
1. LE SUJET DE MEMOIRE LES SYSTEMES EXPERTS EN STATISTIQUE 
mémoire 
écrit 
et son 
pour en 
"We need to make statistical strategy available to more people to prevent 
misuse of statistical packages." [1] 
En effet, les statisticiens ont fréquemment fait remarqué que les systèmes 
statistiques actuels risquaient d'~tre mal utilisés. Ils constituent de bons 
outils numériques, mais laissent à l'utilisateur toute liberté pour choisir une 
méthode statistique, l'appliquer et interpréter les résultats. L'utilisation 
correcte de ces systèmes nécessite une stratégie statistique, c'est-à-dire une 
approche cohérente face à une tâche d'analyse de données. 
Pour mécaniser une stratégie statistique, on peut penser recourir aux 
techniques d'intelligence Artificielle Cl.A.) et donner ainsi naissance à des 
Systèmes Experts en Statistique CS.E.S.). 
A l'heure actuelle, des S.E.S. ont été développés dans le cadre de projets de 
recherche. Ils visent notamment à démontrer la possibilité d'aider un 
utilisateur à sélectionner une technique statistique appropriée, à vérifier les 
hypothèses sous-jacentes à une technique. Mais ces S.E.S ne font pas 
l'unanimité parmi les statisticiens. De plus, leur développement entraîne des 
difficultés liées à l'établissement d'une ''bonne" stratégie statistique et à sa 
représentation. C'est pourquoi, des travaux de recherche sont entrepris pour 
apporter des solutions à ces deux problèmes. 
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2. LE TRAITEMENT DU SUJET 
Ayant pour objectif général l'étude des S.E.5., nous avons procédé en deux 
étapes, l'une théorique et l'autre pratique. 
Dans un premier temps, nous avons rassemblé le maximum de documents concernant 
les S.E.S. et nous en avons fait une synthèse. Cela nous a permis de comprendre 
ce qu'il fallait attendre de ces systèmes et d'étudier certaines réalisations. 
Mais, traitant un sujet nouveau et contraversé, ces documents ne nous ont pas 
toujours paru convaincants. 
C'est pourquoi, dans un second temps, nous avons décidé de réaliser un S.E.5. 
Nous lui avons assigné un objectif limité guider un utilisateur lors de 
l'analyse d'une série chronologique selon la méthode BOX - JENKINS <B&J). Nous 
l'avons baptisé S.E.B.J. Cette étape nous a permis d'avoir une opinion sur le 
sujet qui est à la fois plus nuancée et plus personnelle qu'au terme de la 
première étape. Elle nous a également permis d'acquérir une expérience 
supplémentaire dans le développement de logiciels. 
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3. LE CONTENU DU RAPPORT 
Le rapport a été conçu de manière à reflèter notre démarche de travail et à 
présenter l'information au lecteur selon plusieurs niveaux de détails. 
Le corps du rapport comporte deux parties correspondant aux deux étapes 
décrites ci-dessus : la synthèse de l'étude théorique et la réalisation du 
S.E.8.J. Des annexes fournissent des compléments d'information de type 
théorique et méthodologique. 
Le tableau suivant fournit un guide pour une lecture efficace du rapport. 
Corps du rapport 
PREMIERE PARTIE: ETUDE THEORIQUE 
Elle donne une synthèse de ce qui a 
été publié concernant l'opportunité 
de développer des S.E.S., leur faisa-
bilité et les réalisations et travaux 
de recherche actuels. 
DEUXIEME PARTIE: DEVELOPPEMENT D'UN 
S.E.B.J. 
Après un bref rappel des principes de 
la méthode B&J, elle décrit chaque 
étape du développement du S.E.8.J. : 
les spécifications fonctionnelles, 
l'explicitation l'implémentation et 
la validation de la stratégie. 
CONCLUSIONS 
REFERENCES INTRODUCTION 
Compléments d'information 
ANNEXE 1 : LA METHODE BOX - JENJINS 
Elle fournit une synthèse détaillée 
sur les principes théoriques de la 
méthode B&J et sur son utilisation. 
ANNEXE 2: IMPLEMENTATION DE LA 
STRATEGIE 
Elle précise un certain nombre de 
procédures clés pour la réalisation 
des fonctionnalités du S.E.8.J. 
ANNEXE 3: DOSSIER CONCEPTUEL 
Elle donne les spécifications exter-
nes et internes de chaque module de 
l'architecture logicielle du S.E.B.J. 
[11 GALE W.A .• Overvtew of Art1ftctal lntalltgence and Statt ■ tlc ■ , p e 
-PREMIERE PARTIE 
ETU[)E THEORl~UE 
INTRODUCTION 
J. ANALYSE D'OPPORTUNITE 
JI. ANALYSE DE FAISABILITE 
Ill, SUJETS DE RECHERCHE 
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I N T R O D U C T I O N 
Nous avons consacré les premiers mois de travail à une recherche documentaire. 
Cette partie constitue une synthèse de nos investigations. 
Cette recherche avait pour but de mieux cerner un sujet dit "à la mode" mais 
qui, aux yeux de beaucoup, reste mal défini. Nous voulions en particulier 
connaître les motivations et les attentes des personnes intéressées par le 
sujet, mais, en tant qu'informaticien, nous voulions surtout recueillir des 
informations d'ordre conceptuel : les fonctionnalités, les choix d'architecture 
et d'implémentation de ces Systèmes Experts en Statistique. 
Nous tenons à souligner deux caractéristiques des documents consultés. D'abord, 
il existe de nombreuses divergences entre les auteurs, ensuite, les articles 
décrivant avec précision des réalisations sont extrêmement rares. Cela est 
compréhensible puisque le sujet est nouveau, mais cela ne facilite pas un 
travail de synthèse qui se veut objectif et cohérent. 
Le lecteur trouvera dans cette partie trois chapitres : 
- Le premier (1. Analyse d'opportunité) est une introduction aux S.E.S. En 
répondant à des questions générales telles que "Pourquoi un S.E.S. ?", 
"Pour qui ?", "Pour quoi faire ?", il permettra de définir ces systèmes. 
- Le second (11. Analyse de faisabilité) aborde une question plus 
controversée "Comment réaliser un S.E.S. ?" Nous y répondrons en proposant 
une démarche de développement et en décrivant quelques réalisations 
intéressantes. 
- Le troisième (111. Sujets de recherches) traite quelques projets de 
recherche en matière de développement de S.E.S. 
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! !. AN AL Y 5 E D' 0 PP OR TU NIT E i 
Ce chapitre aborde quelques questions essentielles introduisant les S.E.S. 
- Pourquoi s'intéresser à ce sujet? 
- Quels sont les objectifs de ces systèmes? 
- A qui sont-ils destinés? 
Pour répondre à ces questions, nous commençons par identifier des besoins en 
analyse statistique, nous montrons ensuite que les systèmes actuels ne 
satisfont pas totalement ces besoins, ce qui nous conduit vers la description 
de systèmes "plus intelligents". 
1. ETUDE DES BESOINS EN ANALYSE STATISTIQUE 
Après avoir expliquer en quoi consiste une analyse statistique, nous dégageons 
la principale tendance constatée. 
1.1. ANALYSE STATISTIQUE 
Une analyse statistique peut généralement se décomposer en trois phases [1]: 
- La conception: phase durant laquelle les objectifs sont établis, le 
problème formulé, une ou plusieurs méthodes statistiques 
choisies. 
- La conduite phase d'application de la (des) méthode(s) retenue(s) sur 
les données. 
- L'interprétation: phase d'analyse des résultats. 
Des retours en arrière sont possibles à l'issue de chaque phase. 
Pour mener à bien ces trois étapes, des ressources humaines et informatiques 
sont nécessaires : 
- Un expert en statistique intervient principalement lors de la conception 
de l'étude et lors de l'interprétation des résultats. 
- Un système statistique est généralement utilisé pour conduire l'analyse. 
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1.2. TENDANCE 
On constate un décalage entre le rythme de l'évolution des besoins en analyse 
statistique et le rythme d'accroissement des ressources humaines. 
En effet, il apparaît clairement que des personnes provenant de domaines très 
variés (médecins, sociologues, ..• ) auront dans les prochaines années un 
volume d'informations à analyser sans cesse croissant. Cela est principalement 
dû à l'évolution des techniques d'acquisition de données digitales et à 
l'augmentation des capacités de stockage. 
Parallèlement, le nombre d'experts en statistique semble rester constant. 
Il devient dès lors nécessaire de donner à des personnes ayant peu de 
connaissances en statistique, la possibilité de concevoir, de conduire et/ou 
d'interpréter une analyse statistique avec une assistance humaine réduite. 
Force est de constater toutefois, les dangers de cette mise à disposition :"Use 
of statistical techniques could be replaced by overuse and misuse"[2J car les 
systèmes actuels, comme nous allons le voir au point suivant, ne sont pas 
adaptés pour cette classe d'utilisateur. 
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2. ETUDE DES SYSTEMES STATISTIQUES ACTUELS 
Après avoir défini ces sytèmes, nous en soulignons quelques défauts importants. 
2. 1 • DEFINITION 
Les systèmes actuels peuvent être définis comme une collection de programmes 
fournissant aux utilisateurs un ensemble de techniques ou méthodes 
statistiques. Ces programmes sont coordonnés et l'utilisateur spécifie des 
analyses à accomplir sur ses données, généralement à l'aide d'un langage de 
commandes [3]. 
Les composants et interfaces de ces systèmes peuvent être représentés de la 
manière suivante [4] : 
STATISTICIEN 
!Système de dialogue' (lgge de cdes) 
1 1 
Base de Sys. de gestion Sys. de gestion Base de 
Données de la Base de de la Base de Méthodes 
<BD> Données (SGBD) Méthodes (SGBM> <BM) 
Figure 1.1.: Composants et interfaces d'un système statistique actuel 
Ces systèmes, dont les plus connus sont SAS, BMDP, SPSS, ... sont capables de 
réaliser des analyses très sophistiquées (la base de méthodes est fort 
développée). Ils remplacent avantageusement les deux générations de software 
qui les ont précédés la première approche fut d'écrire de simples prog~ammes 
ne réalisant qu'une technique statistique bien déterminée. Dans une seconde 
approche, l'utilisateur disposait d'une collection d'algorithmes qu'il lui 
fallait encore relier à l'aide d'un langage de programmation. 
2.2. DEFAUTS 
Durant des années, les statisticiens et programmeurs avaient comme principaux 
soucis d'améliorer la précision des calculs et de fournir le plus de méthodes 
statistiques possibles. Aujourd'hui, bien que les problèmes de précision soient 
toujours présents, d'autres préoccupations apparaissent. Outre des défauts 
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ergonomiques visibles, il semble que ces systèmes souffrent également de 
problèmes d'ordre architectural. 
2.2.1. Les défauts ergonomiques 
En matière d'ergonomie, certaines "règle d'or" sont maintenant généralement 
admises et des recommandations se dégagent [5]. Si l'on prend ces règles et 
recommandations comme critères d'évaluation ergonomique d'un système 
statistique, on relève essentiellement les défauts suivants : 
1) Manque de cohérence 
Chaque système propose un langage de commandes différent, ce qui est 
regrettable mais compréhensible. Par contre, des inconsistances au seir. d'un 
même langage pourraient être évitées telles que, par exemple, des variations 
de signification d'une commande ou d'un terme d'une situation à une autre. 
2) Pauvre gestion des erreurs 
Les erreurs numériques (telles que l'inversion d'une matrice singulière) 
et syntaxiques (telles que l'omission d'un argument dans une commande du 
langage) sont détectées et signalées à l'utilisateur. Cette signalisation 
est généralement peu compréhensible et ne contient pas d'indication 
concernant les actions correctrices. Quant aux erreurs sémantiques, (telles 
que l'application d'un test dans des conditions violant les hypothèses 
propres à ce test, ou l'inversion d'une matrice presque singulière 
entraînant des problèmes de précision), elles ne sont pas détectées et donc 
pas signalées. 
3) Importante charge de mémoire 
La maîtrise d'un système nécessite un long apprentissage. Cela est dû au 
style de dialogue utilisé (langages de commandes), à la richesse de ces 
langages (nombre important de commandes, d'arguments et d'options) mais 
également au manque de cohérence signalé plus haut. 
Heureusement, la plupart des systèmes offrent un système d'aide "online", 
mais celui-ci est souvent limité à la syntaxe du langage. 
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4) Autres défauts ergonomiques 
Rares sont les systèmes évoluant vers des techniques récentes telles un 
dialogue par manipulation directe sur des objets interactifs (fenêtres, 
menus, icônes, ..• ) à l'aide d'instruments de pointage (souris, ... ). 
De même, l'utilisation des représentations graphiques reste limitée. 
Ces caractèristiques ergonomiques permettent de tracer un profil grossier de 
l'utilisateur typique d'un système actuel en fonction des connaissances 
requises [6]. 
Le tableau suivant donne pour trois types de connaissances (syntaxiques, 
sémantiques dans le domaine informatique et sémantiques dans le domaine 
statistique) le niveau requis. Il en ressort que les systèmes actuels sont 
destinés aux experts en statistique ayant aussi de bonnes connaissances en 
informatique. 
peu beaucoup 
SYNTAXE X 
SEMANTIQUE Informatique X 
Statistique X 
Tableau I.1. : Profil de l'utilisateur d'un système statistique actuel 
Cette constatation se confirme lorsque l'on parcourt les articles décrivant ces 
systèmes·. Ainsi, par exemple, la phrase "The latest version of .•• contains 
many improvements to make it even more useful to statisticians. Enhancements 
include the calculation of ... "[7] montre bien à qui sont destinés les systèmes 
et dans quel sens vont les améliorations. 
2.2.2. Problème d'architecture 
Ces sytèmes sont de "gros logiciels", dont le développement nécessite des 
investissements lourds et dont la durée de vie est longue. Ils ont subi au 
cours de leur existence des modifications, essentiellement des extensions pour 
intégrer de nouvelles techniques statistiques. 
S'il est vrai, comme le prétend CHAMBERS [BJ, que les concepteurs de systèmes 
statistiques ont montré scepticisme et ignorance envers certains principes de 
génie logiciel, alors on comprend le souhait de MULLER [9] de voir certains 
modules des architectures classiques profondément modifiés. 
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3. VERS DES SYSTEMES STATISTIQUES PLUS INTELLIGENTS 
Tant que les systèmes statistiques étaient exclusivement utilisés par des 
experts en statistique, les défauts ergonomiques (et principalement 
l'incapacité de détecter les erreurs sémantiques) ne posaient pas trop de 
problèmes (voir 2.). Aujourd'hui ils sont fréquemment utilisés par des 
personnes ayant peu de connaissances en statistique (voir 1.). Des systèmes 
plus "intelligents" pourraient aider l'utilisateur afin de lui éviter certaines 
erreurs [ 10]. 
Partant d'un certain nombre d'améliorations souhaitables des sytèmes actuels, 
nous définissons, en termes de fonctions, une nouvelle génération de systèmes 
statistiques. 
3.1. AMELIORATIONS SOUHAITABLES 
Il faudrait bien sûr remédier aux défauts cités en 2.2. De plus, compte tenu 
des constats faits en 1.2., un effort de flexibilité nous semble également 
indispensable, d'autres améliorations sont souhaitables, nous les citerons 
rapidement. 
3.1.1. Flexibilité 
Un système sera flexible s'il offre plusieurs modes d'utilisation en fonction 
des caractéristiques de l'utilisateur. Partant d'une classification arbitraire 
des différents types d'utilisateurs, nous proposons dans le tableau suivant 
quelques fonctions à offrir à chacune des classes. 
La classification retenue est la suivante 
- utilisateur naïf : ayant peu de connaissances syntaxiques à propos du 
système et peu de connaissances sémantiques tant en 
informatique qu'en statistique. 
- expert intermittant : ayant des connaissances sémantiques mais peu de 
connaissances syntaxiques. 
- expert fréquent ayant tout type de connaissances. 
UTILISATEUR 
Naïf 
-11-
FONCTIONS OU CARACTERISTIQUES DU SYSTEME 
- Apprentissage : utilisation du système dans un mode 
tutoriel. 
- Assistance : système guidant l'utilisateur lors de son 
analyse, expliquant des concepts statistiques ou réa-
lisant une analyse de manière automatique <voir 3.2.) 
Expert - Convivialité : réduction de la quantité de connaissances 
intermittant syntaxiques : menus de commandes, manipulation directe 
écrans d'aide. 
Expert 
fréquent 
- Puissance : large éventail de fonctions statistiques 
avec un langage de commandes riche. 
- Efficacité des algorithmes et de l'interface. 
- Souplesse : possibilité d'étendre le système en inté-
grant des routines que l'utilisateur aurait lui-même 
programmées, ou de choisir parmi plusieurs algorithmes 
Tableau I.2.: Fonctions pour améliorer la flexibilité d'un système 
3.1.2. Autres améliorations 
Sans reprendre l'impressionnante liste de MULLER [11), on peut encore 
souhaiter 
- des améliorations communes à tout type de programmation telles que 
fiabilité, maintenabilité, portabilité, bonne utilisation des capacités 
des systèmes d'exploitation, 
- des améliorations propres aux applications 
de nature répétitive ou exploratoire) 
d'acquisition et de manipulation de données, 
de rapports, des représentations graphiques, 
statistiques 
telles que 
(qu'elles soient 
des facilités 
des productions automatiques 
- des améliorations concernant les configurations matérielles telles que 
des moyens de communication permettant une distribution des systèmes avec 
des postes de travail spécialisés. 
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3.2. DESCRIPTION DE SYSTEMES PLUS INTELLIGENTS 
Face à la situation décrite aux points 1. et 2., UNE solution (parmi d'autres) 
POURRAIT être l'application des techniques d'Intelligence Artificielle pour 
développer des Systèmes Experts en Statistique. Les paragraphes qui suivent 
décrivent ces S.E.S. une définition, des objectifs, des fonctionnalités et 
des contraintes sont proposées. 
Un S.E.S. est un programme informatique capable de prendre en charge ou de 
supporter des activités qui sont spécifiques à un statisticien. Pour cela, il 
utilise des connaissances statistiques [12]. 
Les composants et interfaces de ces S.E.S. peuvent être représentés de la 
manière suivante [13] : 
UTILISATEUR 
Système de dialogue 
1 1 
Base de 
Moteur d'inférence connaissances 
statistiques 
---------------------------l-----------1-----------------------------
Base de Sys. de gestion Sys. de gestion Base de 
Données de la Base de de la Base de Méthodes 
<BD) Données (SGBD> Méthodes (SGBM> <BM) 
Figure I.2.: Composants et interfaces d'un S.E.S. 
Comme pour tout autre système expert, les deux principales motivations des 
recherches en S.E.S. sont [14] : 
accumuler les connaissances d'un expert dans un système afin de les rendre 
disponibles à un utilisateur du système, 
acquérir et systèmatiser les connaissances d'un expert afin de mieux 
comprendre les mécanismes de raisonnement sous-jacents. 
Les fonctionnalités possibles d'un S.E.S. peuvent être rangées en deux 
catégories correspondant aux deux objectifs mentionnés ci-dessus des 
fonctions d'assistance, pour les différentes phases de l'analyse, et des 
fonctions d'acquisition de connaissances. 
-OBJECTIF 
Assistance 
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FONCTIONNALITES D'UN S.E.S. 
Phase de conception de l'analyse 
- Aider l'utilisateur à définir le problème, simuler une 
consultation statistique. 
- Choisir/suggérer un ou plusieurs modèles appropriés. 
- Choisir/suggérer une ou plusieurs méthodes statistiques 
Phase de conduite de l'analyse 
- Choisir/suggérer une suite d'actions à accomplir. 
- Choisir/suggérer des valeurs de paramètres. 
Phase d'interprétation des résultats 
- Expliquer la signification des résultats. 
- Choisir/suggérer des analyses complémentaires. 
Pour toutes les phases 
- Expliquer pourquoi et comment tel choix ou suggestion 
est fait. 
- Expliquer la signification d'un terme. 
Acquisition - Observer le travail d'un statisticien et le systématiser 
de - Construire à partir de cette observation une base de 
connaissances connaissances pour un système de consultation (voir la 
description du système STUDENT en III.2.) 
Tableau I.3.: Fonctionnalités possibles d'un S.E.S. 
Pour être véritablement une solution, un S.E.S. devra, en plus d'offrir les 
fonctionnalités citées, éviter les défauts des systèmes actuels (voir 3.1.) et 
notamment satisfaire les contraintes de flexibilité décrites en 3.1.1. 
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4. SYNTHESE 
Les besoins croissants en analyse statistique ne pourront être satisfaits avec 
les ressources actuelles les statisticiens restent peu nombreux et les 
software présentent certaines déficiences. Les S.E.S. constituent un nouveau 
type de ressources potentielles pour faire face à cette situation. 
Ces S.E.S. seraient caractérisés par: 
l'objectif visé assister un utilisateur et/ou acquérir des 
connaissances, 
les phases 
interprétation, 
de l'analyse supportées conception, conduite et/ou 
l'étendue des méthodes statistiques considérées, 
les fonctionnalités proposées, 
le profil de l'utilisateur naïf, expert intermittant, expert fréquent, 
les techniques d'implémentation. 
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1 JJ. AN ALYSE D E F A I S A B I L I T E ~ 
En supposant qu'il soit souhaitable de réaliser des S.E.S. tels que décrits au 
chapitre précédent, encore faut-il savoir s'il est possible de les réaliser et 
si oui, comment? 
On remarque souvent que les personnes impliquées dans un domaine de recherche 
peuvent se ranger dans l'une des catégories suivantes: 
- les penseurs constructifs, 
- les penseurs sceptiques ou destructifs, 
- les réalisateurs. 
Les recherches en S.E.S. n'échappent pas à cette règle. Par souci 
d'objectivité, nous avons reflété cette réalité dans la structure du chapitre : 
Nous commençons par donner quelques principes et recommandations concernant une 
démarche de développement, nous évoquons ensuite le débat pour ou contre 
opposant sceptiques et convaincus, nous terminons par la description et les 
enseignements à tirer de quelques réalisations intéressantes. 
1. PRINCIPES ET RECOMMANDATIONS POUR DEVELOPPER UN S.E.S 
Bien qu'aucune méthodologie n'existe, nous proposons une "démarche" de 
développement d'un S.E.S. en quatre grandes étapes : choix et spécifications, 
explicitation, implémentation et validation de la stratégie statistique. 
1.1. CHOIX ET SPECIFICATIONS 
Il est admis en I.A. 
n'est pas réalisable. 
signifie pour un S.E.S. 
qu'un système très 
Il faut restreindre 
général de 
son champ 
résolution de problèmes 
d'application, ce qui 
- Choisir quelle(s) phase(s) de l'analyse et quelle(s) méthode(s) seront 
supportées dans le but d'éviter des conflits d'expertise, on suggère de 
rechercher celles où le degré de variabilité entre les approches des 
statisticiens est faible, ou encore celles pour lesquelles il existe une 
théorie solide, reconnue [1]. 
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- Choisir un type d'utilisateur : malgré la contrainte de flexibilité (voir 
I.3.1.1.), la classe "utilisateur naïf" semble pour l'instant la plus 
intéressante. Il est cependant conseillé d'éviter les extrèmes afin de 
limiter la quantité de connaissances à considérer [2]. 
Ensuite, comme pour tout autre système logiciel, une étape importante consiste 
à spécifier les fonctionnalités du S.E.S. (voir I.3.2.). 
1.2. EXPLICITATION DE LA STRATEGIE 
1.2.1. Définition et objectifs 
Une stratégie statistique peut ~tre définie comme une description formelle des 
choix à faire, des actions à mener et des décisions à prendre pour utiliser des 
méthodes statistiques au cours d'une étude [3J. 
Plus généralement, la stratégie est le raisonnement utilisé par le statisticien 
[4]. 
La stratégie constitue une partie des connaissances de l'expert. Avant de les 
représenter, il est important de les expliciter. Selon les termes du 
statisticien J.TUKEY :"One just cannot build an expert system without thinking 
through a strategy"[5J. En I.A., cette phase est connue sous le nom "knowledge 
elicitation"[6J. 
Nous avons retenu trois approches pour décrire une stratégie, nous les avons 
baptisées respectivement "planification hiérarchique", "hiérarchie utilise" 
et "diagramme de transition" pour souligner leur similitude avec d'autres 
domaines connus en informatique [7]. 
1.2.2. Planification hiérarchique CBJ 
Si l'on considère la phase "conduite de l'analyse" pour des problèmes 
théoriques, alors celle-ci peut ~tre vue comme un ensemble de tâches à 
effectuer, la plupart des tâches peuvent ~tre décomposées en une séquence de 
sous-tâches, qui peuvent ~tre à leur tour décomposées en séquences de 
sous-tâches, etc. Ce procédé conduit à une structure hiérarchique. 
Ainsi par exemple, une représentation partielle de la tâche "régression 
linéaire" pourrait ~tre [9J: 
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PHASE CONCEPTION CONDUITE INTERPRETATION 
TACHE REGRESSION LINEAIRE 
Vérifier données estimer paramètres vérifier résidus 
données Vérifier 
manquantes?? Y 
Vérifier 
X 
Hétéroscé-
dasticité ?? 
non 
normalité?? 
Dépendance?? 
-1- J. 
::-::::::: 
Figure 11.1.: Explicitation de la stratégie: Planification hiérarchique 
?? : Sous-tâche dont le développement est conditionné par le résultat d'une 
procédure d'évaluation. Ainsi par exemple, dépendance?? sera développé 
en fonction des résultats d'un test d'autocorrélation sérielle 
<Durbin-Watson). 
Noeud terminal indiquant ce qu'il faut faire dans cette situation: 
- Soit l'expert peut donner une action systématique. Ainsi par exemple, 
si les résidus ne sont pas indépendants, l'expert indique qu'il faut 
ajouter une variable explicative au modèle (la variable dépendante 
11 laggée"). 
- Soit il ne peut pas. Dans ce cas une aide humaine est nécessaire. On 
rejoint ainsi l'idée que tout S.E.S. devrait contenir la règle "SI 
... ALORS appeler votre statisticien local" ClOJ. 
Signalons encore qu'il est conseillé de développer les sous-tâches de manière 
breadth-first et aussi loin que possible, c'est-à-dire jusqu'au moment où une 
sous-tâche décrite de manière déclarative, ne peut plus être décomposée que de 
manière procédurale. 
1.2.3. Hiérarchie utilise CllJ 
Chacune des (sous-)tâches d'une analyse peut être réalisée selon une ou 
plusieurs (sous-)stratégies. Les auteurs de cette approche suggèrent de classer 
ces (sous-)stratégies en fonction de leur niveau opérationnel. Ce procédé 
conduit également à une organisation hiérarchique. 
Ainsi par exemple, un ordre partiel des (sous-)stratégies utilisées par le 
statisticien lors d'une analyse de régression pourrait être: 
Conception 
0 
0 
0 
Analyse de 
régression 
Analyse de 
col linéarité 
1 • • • S 
Ajustement par 
moindres carrés 
Conduite 
Analyse de 
variance 
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0 0 0 
0 0 0 
Analyse 
d'hétéroscédasticité 
1 ••• S 
0 0 0 
0 0 0 
Routines numériques (opérations matricielles, ••. ) 
Routines graphiques 
Composants 
minimum d'un 
software de 
statistique 
Figure II.2.: Explicitation de la stratégie : Hiérarchie utilise 
Les niveaux opérationnels sont représentés sur l'axe vertical. 
Dans cette approche, chaque (sous-)stratégie d'analyse suppose l'existence de 
procédures aux niveaux inférieurs qu'elle peut utiliser pour atteindre son 
objectif. 
Il est possible d'identifier plusieurs stratégies alternatives pour une mime 
analyse, ce que nous avons indiqué par 51 .•• Sn sur le schéma. 
Les auteurs soulignent que les stratégies de bas niveau sont moins dépendantes 
du contexte du problème. Ceci signifie que la difficulté de représenter une 
stratégie croît avec son niveau opérationnel. 
1.2.4. Diagramme de transition 
Un processus analytique peut également itre défini sous la forme d'un graphe 
orienté, dans lequel chaque noeud correspond à une (sous-)tâche de l'analyse, 
et chaque arc définit une transition possible d'une (sous-)tâche à une autre. 
Ainsi par exemple, la tâche ''construction d'un modèle" peut itre décrite par le 
graphe suivant [12) : 
I.D. 1-------~ 
1// 
~-----:,. E. D. < 
:,. ~<====:~,__A..,... M_ ...... 
1 ,====1.-----------.V. M. 
~ 
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Avec : 
I.D. Introduction des données 
E.D. Exploration des données 
V.O. Validation des données 
S.M. 
A.M. 
V.M. 
U.M. 
Sélection d'un modèle 
Affichage du modèle 
Validation du modèle 
Utilisation du modèle 
Figure II.3. : Explicitation de la stratégie : Diagramme de transition 
Une stratégie particulière est alors définie par un chemin dans le graphe. Par 
exemple le chemin=> 
1.3. IMPLEMENTATION DE LA STRATEGIE 
Il y a plusieurs techniques pour représenter explicitement les connaissances 
stratégiques dans un software, telles que règles de production, réseaux 
sémantiques ou frames. 
Au cours d'un "workshop", la question "Quelles sont les techniques de 
représentation appropriées pour les connaissances statistiques"[13] a reçu des 
réponses aussi peu précises que 
- "Due to lack of experience, it seems to be too early to decide ••• "[14], 
- "This is not yet clear ... "[15], 
- "I really would like to know the answer to this question ... "[16] 
Pourtant, comme le fait remarqué THISTED [17], il semble clair qu'une forme de 
système de production couplé avec des frames serait un bon point de départ pour 
un S.E. en analyse de données. C'est d'ailleurs dans cette direction que vont 
les systèmes dévelopés par OLDFORD et PETERS [18] et par GALE et PREGIBON [19] 
(la description de REX en II.3.2. illustre un tel système). 
! ~ 
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Plusieurs raisons peuvent expliquer cette tendance vers les frames: 
- d'abord, parce que les recherches progressent de manière prometteuse, et 
que ces objets structurés constituent un formalisme de représentation 
riche, 
ensuite, parce que les statisticiens semblent réellement organiser leurs 
analyses selon une structure hiérarchique, ce qui se prête bien à une 
description utilisant des règles de production et des frames, 
- enfin, parce qu'un réseau de frames peut être utilisé pour générer des 
explications sémantiques (voir III.1.). 
1.4. VALIDATION DE LA STRATEGIE 
La seule manière de valider une stratégie est de la confronter avec de nouveaux 
problèmes d'analyse. Ils dévoileront certainement des limites qui nécessiteront 
de repenser la stratégie. 
Ainsi la démarche proposée est essentiellement un cycle 
Choisir et 
spécifier 
-;, Expliciter > I Implémenter f-> l .... _v_a_l_i"Td_e_r____,~:,- Ut i 1 i ser 
~---------•:----------' 
Figure II.4. : Démarche de développement d'un S.E.S. 
Ce qui est une démarche fréquente pour développer un projet informatique de 
type exploratoire. 
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2. DEBAT POUR OU CONTRE 
Nous proposons de donner ici un 
auteurs. Nous allons pour cela 
aperçu des divergences de vue 
simuler un débat entre d'une 
entre les 
part, les 
"sceptiques" et d'autre part, les "convaincus". Le tableau suivant se lit dans 
l'ordre des numéros la, lb, 2a, 2b, ..• 
AR6UMENTS DES SCEPTIQUES 
la. Les SES constituent une menace pour le travail des 
statisticiens. 
"I do not welcome this feature as I believe [S.E.S.J 
will stifle individual innovative.• [20) 
REPONSES DES CONVAINCUS 
lb. Le S.E.S. est une aide pour le statisticien. 
'The computer will in no way replace the function of 
the experienced consultant whose initiative ••• often 
leads to important discoveries.• [211 
"S.E.S., if well designed, night filter some of the more 
aundane and less important problems and then direct the 
user back to the live statistician for the more chal-
lenging ones.• [221 
2a. Il est difficile, voire impossible, d'expliciter une 2b. On peut commencer par un S.E.S. très spécialisé et 
stratégie statistique. l'étendre progressivement. 
"The problem of knowledge acquisition is particularly "Developers of a S.E.S. should therefore initially con-
difficult in the area os statistics [because] expertise centrate on tapping the knowledge of a true expert in 
can come from a number of areas,• [231 the theory and application of a specialized area.• [25) 
"I have considerable doubts of letting the computer make •s.E.S. can be built sequentially, assuming that a 
any decisions [ ••• ) Very few statistical problems are so general system structure has been established.• [2b) 
clear eut, that exactly one single course of actions is 
possible.• [24) 
3a. Les S.E.S. présentent des dangers : 
• - Inadequate statistical analysis, errors of the third 
kind (the right answer to the wrong probleal. 
- Challenging problems may no longer reach the expert. 
- New and better methods aay becoae hard to push. 
- Huaan sensitivity will be missing in the consulting 
process.• [27) 
3b. Ils présentent aussi des chances 
• - laproving the quality of statistical analysis, 
- Offering the possibility for statisticians to tackle 
more advanced problems by delegating routine work to 
S.E.S. 
- Standardizing some applications. 
- Letting non-statisticians learn about statistics."[28) 
Tableau II.1. Illustration du débat pour ou contre. 
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3. REALISATIONS INTERESSANTES 
La plupart des réalisations actuelles sont construites comme 
facilitant l'utilisation de systèmes statistiques existants. 
deux S.E.S. représentatifs de cette classe : GLIMPSE et REX. 
des interfaces 
Nous présentons 
GLIMPSE nou~ permettra d'exposer les principes et intérêts de ces 
interfaces, 
- REX nous donnera l'occasion d'étudier une architecture logicielle d'un 
S.E.S. 
Ces deux systèmes poursuivent un objectif d'assistance (voir 1.3.2.), nous 
décrivons dans le troisième chapitre un autre S.E.S. en cours de 
développement : STUDENT dont l'objectif est l'acquisition de connaissances. 
3.1. GLIMPSE [29J 
3.1.1. Présentation générale 
GLIM est un système statistique conçu pour l'ajustement et la vérification de 
modèles linéaires généralisés. 
GLIMPSE est un "Knowledge-Based Front-End" (K.B.F .E.) pour GUM 
- F.E. car il offre une aide syntaxique sur l'utilisation de GLIM, 
- K.B. car il propose également une aide sémantique. 
GLIMPSE est écrit en Prolog avec APES [30] et fonctionne sous UNIX. 
3.1.2. Structure conceptuelle d'un K.B.F.E. 
La structure conceptuelle d'un K.B.F.E. comprend trois composants 
Un statisticien abstrait 
Ce module incorpore des connaissances statistiques et des connaissances sur 
l'utilisation d'un système de statistique. Il est capable de donner des 
conseils en termes de tâches statistiques de haut niveau. 
Un traducteur 
Ce module connaît la syntaxe du langage de commandes d'un système 
statistique. Il est capable de traduire des tâches de haut niveau en 
commandes exécutables par ce système. Les tâches peuvent provenir soit du 
statisticien abstrait, soit directement de l'utilisateur. 
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Un système de statistique 
Il prend en charge les fonctions de base (les deux niveaux inférieurs de 
la hiérarchie utilise présentées en 1.1.2.) nécessaires pour l'analyse. 
Cette structure peut également se schématiser par une hiérarchie utilise 
UTILISATEUR 
i 
SATISTICIEN ABSTRAIT 
tâches de haut niveau 
TRADUCTEUR 
commandes 
jsvSTEME STATISTIQUE! 
Figure II.5.: Structure conceptuelle d'un K.B.F.E. 
3.1.3. spécifications de GLIMPSE 
GLIMPSE doit offrir les fonctionnalités suivantes : 
- donner des conseils sur les actions à entreprendre au cours d'une analyse 
(variable à inclure dans un modèle, .•. ) et sur les conclusions qui 
peuvent être tirées, 
- expliquer les conseils donnés et les termes utilisés. 
De plus, les contraintes suivantes doivent être respectées 
- les conseils donnés sont "non-autoritaires", l'utilisateur est libre de 
les accepter ou de les rejeter, 
il doit y avoir plusieurs niveaux d'utilisation pour permettre 
l'adaptation du système à divers types d'utilisateurs. 
3.1.4. Explicitation de la stratégie 
Sans détailler la stratégie incluse dans GLIMPSE signalons que la structure 
générale du processus d'analyse a été défini par un graphe orienté, qu'un 
chemin dans ce graphe détermine une stratégie d'analyse particulière, que les 
noeuds du graphe (Validation des données, Sélection de modèles, ..• ) 
correspondent à des "activités", c'est-à-dire des tâches à accomplir, et que 
pour chacune de ces activités, une stratégie plus fine a été identifiée. 
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3.1.5. Implémentation 
Le programme principal présente à l'utilisateur un menu d'actions possibles : 
Changer d'activité Demander des conseils Introduire une commande 
Si l'utilisateur demande des conseils (c'est une question au sens Prolog), le 
statisticien abstrait parcourt ses règles et deux cas peuvent se présenter : 
1) Il est capable de donner les conseils 
Dans ce cas, l'utilisateur peut 
accepter les conseils, ce qui provoque l'exécution des actions suggérées, 
- les refuser et introduire directement une commande, 
- demander une explication concernant les conseils. 
2) Ses connaissances sont insuffisantes pour répondre à la question 
Dans ce cas, GLIMPSE suppose que les 
présentes ailleurs et interroge soit 
statistique, soit l'utilisateur. 
3.1.6. Enseignements à tirer 
informations complémentaires sont 
la base de données du système 
Le caractère interface de ces K.B.F.E. fait que les systèmes statistiques 
existants sont entièrement réutilisables. 
La structure conceptuelle proposée est basée sur les principes de modularité et 
d'interface abstraite [31]. De ce fait, le statisticien abstrait pourrait être 
réutilisé avec un autre système statistique, il suffirait de modifier le 
traducteur. 
Les connaissances sont réparties entre le statisticien abstrait, l'utilisateur 
et la base de donées du système statistique. 
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3.2. REX [32J 
3.2.1. Présentation générale 
REX est une interface pour le système S, il conseille un utilisateur naïf dans 
l'analyse de problème de régression. 
Son architecture est inspirée de la structure Centaur [33), il est écrit en 
LISP et fonctionne sous UNIX. 
3.2.2. Spécifications 
REX doit être capable de 
- guider l'analyse (en vérifiant des hypothèses de régression), 
- suggérer des transformations (lorsque des hypothèses sont violées), 
- justifier ses suggestions, 
- interpréter des résultats intermédiaires et finals, 
- expliquer des concepts statistiques. 
De plus, l'ergonomie du système doit être soignée (utilisation de fenêtres, 
graphiques, ... ) 
3.2.3. Explicitation de la stratégie 
La stratégie de régression développée consiste en un planification hiérarchique 
d'hypothèses à vérifier (voir 1.1.2.). Pour chaque violation d'hypothèse, une 
transformation des données ou du modèle est considérée. Ces transformations 
constituent donc les feuilles de l'arbre. 
3.2.4. Implémentation de la stratégie 
Un moteur d'inférence a été construit pour interpréter la stratégie. Nous 
allons en donner l'architecture logicielle et les principes de fonctionnement. 
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1) Architecture logicielle 
Schématiquement, la structure modulaire de REX est la suivante 
CONTROL i---~ 
TASKS 
PROCESS FRAMES IHYPOTHESESI RULES LEXICON ~ INTERFACE 1 1 1 1 1 :7 :--, 
1 
1 PSv°DO 1 
1 
1wINnows1 1 1 1 1 
1 
1 
joA7AsEj 
CONSISTENCY UNIT 
CHECKER NUMBERS 
1 
1 - - - - .. - .. - .... - .... - - .. - .. - .... 
\} ❖ v v v 
REGRESSION REGRESSION REGRESSION 
FRAMES RULES LEXICON 
Figure II.6.: Architecture logicielle de REX 
D 
D 
Module structure de données offrant des primitives d'accès à cette 
structure. 
Module gérant les services fournis par les autres modules. 
a) Concepts préalables 
Avant de décrire chaque module, il est important de comprendre les 
concepts de base de l'architecture: 
Une tâche est une combinaison d'opérations des modules inférieurs. Tout 
ce que le statisticien veut accomplir doit ~tre codé comme une tâche. Il 
y aura par exemple des tâches pour : 
- vérifier une hypothèse, 
- présenter un message à l'utilisateur, 
- préparer un appel au système S. 
-27-
Au bas de la figure se trouvent des modules spécifiques à l'application 
régression. Ils ne font pas partie du moteur d'inférence, ce sont des 
structures de données représentant la stratégie sur lesquelles le moteur 
opère. 
Un frame est une structure de données à quatre niveaux il est composé 
de "slots", eux-mêmes composés de "facets" contenant des valeurs. 
Des types de frame ont été identifiés pour collecter des informations sur 
- les hypothèses à vérifier, 
- les transformations à appliquer en cas de violation d'hypothèses, 
- les tests à faire pour vérifier une hypothèse, 
- les graphes à présenter à l'utilisateur. 
Les slots peuvent contenir 
- des noms de frames pour former la hiérarchie exprimant la stratégie, 
- des noms de tâches, 
- des noms de règles, 
- des commandes à envoyer au système S, 
- des phrases en langue naturelle à présenter à l'utilisateur. 
Une règle est une instruction de la forme if <antécédants> then 
<conséquents>. 
Trois types de règles ont été distingués : 
- des règles de vérification d'hypothèses, 
- des règles de sélection de nouvelles hypothèses à considérer, 
- des règles de sélection d'un paramètre d'une transformation. 
b) Description des modules 
Control : Module gérant un agenda, qui est une pile de tâches à 
accomplir, et une file d'hypothèses à vérifier. 
Tasks : Module cachant les modules inférieurs et présentant un ensemble 
d'opérations de haut niveau. 
Frames: Module gérant le stockage et la consultation d'informations dans 
un frame. 
Rules: Modules utilisant les règles pour fournir les deux mécanismes de 
déduction utiles au sytème : le chaînage arrière pour établir une 
hypothèse, le chaînage avant pour sélectionner d'autres hypothèses 
ou des actions spécifiques. 
Lexicon: Module gérant un dictionnaire on-line permettant de présenter à 
l'utilisateur la définition de termes statistiques. 
Why Module gérant une liste d'événements prédéfinis et jugés 
intéressants. Ces événements sont enregistrés lorsqu'ils 
interviennent et permettent de reconstituer un texte d'explication. 
-1 ~ 
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Process Interface : Module gérant les appels au système Set à UNIX 
Windows: Module utilitaire pour interagir avec l'utilisateur. Il gère 
l'entrée et la sortie d'informations. 
Memory : Les fonctions de mémorisation sont fournies par trois modules: 
Pseudo produit des requêtes, Database stocke des relations n-aires 
sur des symboles qui sont vraies ou fausses, Unit Numbers stocke 
des valeurs numériques. 
Consistency Checker : Module vérifiant la cohérence entre des ensembles 
de frames et de règles. 
2) Fonctionnement du moteur 
Le cycle de base du moteur est le suivant 
Initialisation Placer l'hypothèse "une régression peut être faite" dans la 
file. 
Cycle Si l'agenda n'est pas vide 
Retirer et exécuter la tâche du sommet 
Sinon, si la file d'hypothèses n'est pas vide 
Retirer la première hypothèse de la file, 
Placer une tâche au sommet de l'agenda pour la vérifier. 
Sinon terminer. 
3.2.5. Enseignements à tirer 
REX est un exemple d'implémentation d'une stratégie utilisant plusieurs 
techniques de représentation des connaissances une hiérarchie de frames, des 
règles et des tâches. La simplicité relative des constructions laisse penser 
qu'un moteur semblable pourrait supporter des stratégies pour d'autres domaines 
d'analyse de données. Si cela est vrai, alors REX est une démonstration par 
construction de la faisabilité des systèmes de consultation en analyse de 
données. 
Parmi les difficultés rencontrées par les auteurs, nous retiendrons: 
- la difficulté de développer une stratégie robuste (acquisition de 
connaissances), 
la difficulté de concevoir et de réaliser un module d'explication 
satisfaisant. 
Des recherches dans ces deux domaines seraient souhaitables. Des idées seront 
proposées au chapitre III. 
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III. SUJETS D E R E C H E R C H E S 
Le développement de S.E.S. ne se fait pas sans problèmes. Parmi ceux-ci, nous 
avons relevé la difficulté d'acquérir une stratégie robuste, la difficulé de 
représenter les connaissances, et la difficulté de réaliser un module 
d'explication. 
Ces sujets font l'objet de recherches que nous allons présenter dans ce 
chapitre. Le premier sujet permet d'améliorer la qualité des explications en 
représentant explicitement les calculs statistiques au moyen d'objets 
structurés. Le second permet d'automatiser l'acquisition et l'implémentation 
d'une stratégie. 
1. AMELIORER LA QUALITE DES EXPLICATIONS [lJ 
Des S.E.S. tels que 
intelligentes pour des 
limitée en statistique. 
GLIMPSE ou REX, construits comme des interfaces 
systèmes de statistique n'ont qu'une connaissance 
Bien sûr, ils implémentent une stratégie, mais ils ne 
contiennent pas de représentation explicite de concepts statistiques. 
Ainsi, dans REX, tout calcul numérique est encodé comme une chaîne de 
caractères respectant la syntaxe du langage S. Ces chaînes de caractères sont 
des "boîtes noires" pour le S.E.S. Il ne peut pas regarder à l'intérieur pour 
voir comment elles fonctionnent. 
Un S.E.S. plus intelligent devrait ~tre capable de raisonner à propos de ses 
propres procédures de calcul. Nous allons décrire une manière de représenter 
explicitement des calculs statistiques, et nous verrons comment utiliser cette 
représentation pour générer des explications. 
1.1. REPRESENTATION DE CALCULS STATISTIQUES 
La représentation proposée est capable d'encoder deux types d'information. 
L'une est purement algébrique, nécessaire pour exécuter une procédure, l'autre 
est documentaire, utile pour fournir des explications. Nous nous intéressons 
ici à l'information de type algébrique. 
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L'information algébrique est représentée selon un réseau de structures de type 
frames. Trois types de graphes permettent de représenter des expressions, des 
variables et des opérations. 
Prenons un exemple tiré de REX. REX utilise une macro opération de S appelée 
ADDVAR. Cette macro teste si une régression peut être améliorée en ajoutant une 
variable indépendante, donnée en argument de la macro. Ainsi, pour savoir si le 
terme x.LOG(x) doit être ajouté à la regression, REX évalue l'expression 
ADDVARCx.LOGCx)). Actuellement dans REX, cela est représenté comme une chaîne 
de caractères. Avec la nouvelle représentation, schématisée ci-dessous, on 
aurait un frame nommé ADDxLOGx, connecté à deux graphes, l'un représentant la 
macro ADDVAR et l'autre l' argument : 
ADDxLOSx ADDVAR 
OP ADDVAR VALUE 
ARS ARS 
OP l OP TST AT 
ARS 
l 
ARS 
OP LO s 
ARS IARS-11<-----~ 
~<-----' 
Figure III.1. : Expression ADDxLOSx Figure III.1. Macro opération ADDVAR 
Pour simplifier, nous avons supposé que la macro ADDVAR était définie par un 
test nommé TSTAT qui s'applique à deux arguments. 
Cette représentation est intéressante car : 
- elle peut être facilement compilée en une expression d'un langage 
exécutable tel que S, 
- on peut "attacher" aux noeuds de l'information de type documentaire, utile 
pour générer des explications. 
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1.2. GENERATION D'EXPLICATIONS 
Un utilisateur pourrait souhaiter poser les questions suivantes à propos du 
test ADDxLOGx : 
- Que calcule ce test? 
Comment le calcule-t-il ? 
- Pourquoi est-il nécessaire? 
Dans le but de répondre à ces questions, on pourrait rajouter à chaque noeud du 
graphe trois slots nommés WHAT, HOW, WHY et qui contiendrait des phrases en 
langue naturelle. Ainsi par exemple, le slot WHAT du noeud ADDxLODx pourrait 
contenir : 
"Une mesure de l'amélioration qu'une transformation de la variable explica-
tive courante apporterait à la régression." 
Une méthode plus sophistiquée consisterait à générer, par défaut, des phrases 
en utilisant l'information algébrique contenue dans le graphe. 
Supposons par exemple que le slot WHAT du frame ADDxLOGx soit laissé vide, et 
que les frames ADDVAR, *,LOG, x contiennent les slots WHAT suivants 
ADDVAR Une mesure de la contribution de (ARG-1) à la régression, 
* : Le produit de <ARG-1) et <ARG-2), 
LOG Le logarithme naturel de (ARG-1), 
x La variable explicative courante. 
En utilisant le graphe, on pourrait générer une phrase pour expliquer ce que 
calcule le test ADDxLOGx. Cette phrase serait 
"Une mesure de la contribution du produit de la variable explicative 
courante et du logarithme naturel de la variable explicative courante à la 
régression." 
On remarquera que la première réponse dit bien ce que fait le test, tandis que 
la seconde dit plutôt comment il est calculé. C'est normal puisqu'on utilise 
l'information algébrique. Dès lors, si pour des raisons de performance, cette 
information algébrique était trop éloignée de la définition conceptuelle du 
terme à expliquer, on pourrait décider 
utilisé pour effectuer les calculs, et 
algébrique, mais plus proche de la 
explications. 
d'avoir deux graphes 
l'autre moins efficace 
définition et utilisé pour 
l'un efficace 
sur le plan 
générer des 
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2. AUTOMATISER L'ACQUISITION ET L'IMPLEMENTATION DE LA STRATEGIE 
Suite à l'expérience acquise en développant REX, les concepteurs ont étudié un 
autre projet, nommé STUDENT [2J, qui peut être considéré comme une extension de 
REX. Nous nous contentons de donner les objectifs et grands principes de ce 
projet. 
2.1. OBJECTIFS DE STUDENT 
La démarche de développement d'un S.E.S. suppose une collaboration entre un 
statisticien, pour expliciter la stratégie, et un ingénieur de la connaissance 
pour la représenter et développer un moteur d'inférence. 
L'objectif premier de STUDENT est de permettre à un statisticien de construire 
lui-même, un système de consultation à base de connaissances, pour une 
technique d'analyse de données, et sans se préoccuper des problèmes 
d'implémentation. Cet objectif revient à concevoir un système capable 
d'acquérir lui-même sa stratégie. 
2.2. PRINCIPES DE STUDENT 
D'après les auteurs, en se limitant à l'analyse de données, on peut fournir un 
modèle général de stratégie: on sait que l'on traite des ensembles de données, 
que l'analyse consiste à vérifier des hypothèses au moyen de tests, à effectuer 
des transformations, etc 
Dans un premier temps, un expert en I.A. construit un système de base capable 
d'acquérir des stratégies calquées sur le modèle général. L'acquisition doit 
se faire à partir d'exemples d'une noùvelle méthode d'analyse de données. Le 
système de base doit être capable : 
d'acquérir le premier exemple, 
- d'acquérir un exemple additionnel cohérent avec les précédents, 
- d'acquérir un exemple incohérent avec un précédent. 
Ensuite, deux statisticiens vont utiliser ce système de base sur des exemples 
pour acquérir une stratégie particulière. Le premier fixera les grandes lignes 
de la stratégie, le second la spécialisera à un domaine d'application 
(agriculture, .•. ) 
--
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Il en résultera un système de consultation que 
utilisateurs naïfs. 
pourront utiliser des 
Le schéma suivant compare l'utilisation d'un système de statistique seul, avec 
une interface intelligente telle que REX et avec une interface telle que 
STUDENT. Il donne également les intervenants dans la réalisation d'une 
interface. 
SYSTEME SEUL INTERFACE REX 
UTILISATEUR UT! LI SATEUR 
i i 
SYSTEME INTERFACE : <- Statisticien 
STATISTIQUE SYSTEME DE BASE et 
ET CONNAISSANCES <- Expert en I.A. 
V ! 
looNNEESI SYSTEME 
STATISTIQUE 
looNNEESI 
Figure III.2. Utilisation d'un système de statistique 
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i I N T R O D U C T 1 0 N 1 
Au cours d'un séminaire, G.LIBERT concluait son exposé sur les S.E. par la 
phrase :"Des systèmes experts, il faut cesser d'en parler, il faut en faire." 
Au terme de notre recherche documentaire, nous pensons que cette affirmation 
est particulièrement vraie pour les S.E.S. C'est pourquoi, nous avons décidé de 
poursuivre notre étude par la réalisation d'un S.E.S. 
Cette réalisation devait nous fournir des arguments complémentaires concernant 
l'opportunité et la faisabilité des S.E.S. Elle devait surtout nous apporter 
une expérience dans le développement d'un logiciel d'un type particulier. 
Nous avons choisi de réaliser un S.E.S. dont le but serait d'aider un 
utilisateur à analyser une série chronologique selon la méthode B&J. Ce domaine 
statistique a été retenu pour des raisons subjectives et objectives. Nous ne 
pouvons en effet nier notre intér~t pour la modélisation statistique. Nous 
pensons toutefois qu'un besoin existe dans ce domaine car les connaissances 
requises limitent la classe d'utilisateurs potentiels de cette méthode 
performante. De plus, nous pensons qu'un tel S.E.S est faisable car ces 
connaissances sont relativement bien formalisées et la démarche d'analyse ne 
varie guère d'un expert à l'autre. 
Le lecteur trouvera dans cette partie six chapitres : 
- Le premier (IV. La méthode BOX - JENKINS) expose très sommairement les 
fondements théoriques de la méthode B&J et ses principes d'utilisation. 
- Les chapitres suivants sont consacrés au développement du S.E.S en 
respectant la démarche en quatre étapes proposée dans la première partie : 
Choix et spécifications, Explicitation, Implémentation et Validation de la 
stratégie statistique. 
- Le dernier chapitre <IX. Critique du système) nous permettra de tirer les 
enseignements de cette expérience de réalisation. 
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~ IV. L A M E T H O D E B O X - J E N K I N S 1 
L'analyse d'une série chronologique Zt (t=l .• N) selon la méthode B&J (lJ 
consiste à construire un modèle (processus stochastique) adapté à cette série 
puis, à utiliser ce modèle à des fins de prévision. 
Ce chapitre décrit brièvement la classe de modèles considérés, la démarche à 
suivre pour construire un modèle et l'utilisation du modèle pour obtenir des 
prévisions. Pour plus de détails, le lecteur consultera l'annexe A.1. 
1. CLASSE DE MODELES 
La classe de modèles considérés permet de décrire des séries stationnaires ou 
non. Ils sont connus sous le nom de modèles "AutoRegressive Integrated Moving 
Average" (ARIMA) généralisés d'ordre (p,d,q). Ils s'écrivent : 
avec Wt processus rendu gaussien 
transformaton de Zt: 
et stationnaire par une double 
- une transformation non linéaire de paramètre 6 notée z<•> 
- une transformation en différences de paramètre d notée vaz<•> 
~P(B) opérateur autorégressif d'ordre p, 
00 terme constant, 
0q(8) opérateur moyenne mobile d'ordre q, 
at bruit blanc de distribution N(O,~M). 
Pour décrire une série saisonnière, de périodicités, la méthode considère des 
modèles multiplicatifs ARIMA d'ordre (p,d,q)x(P,D,Q). dans lesquels deux 
modèles interviennent : 
- l'un pour décrire les variations de saison à saison, c'est-à-dire entre 
Zt, Zt+s, 
- l'autre pour décrire les variations entre les valeurs successives 
Zt, Zt+:1., ••• 
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2. CONSTRUCTION D'UN MODELE 
Pour construire un modèle, BOX et JENKINS recommandent une approche itérative 
comprenant trois étapes: 
données-> Identification 
adéquates 
;, j Estimation~,. j Validation~:~ 
'----------<----------'' 
Prévision 
Figure IV.1. Démarche pour la construction d'un modèle 
2.1. IDENTIFICATION DES PARAMETRES 
L'objectif de cette étape est de trouver une sous-classe des modèles ARIMA 
généralisés qui peut être utilisée pour représenter la série Zt, tout en 
respectant un principe de parcimonie. 
On commence par rechercher les paramètres ô, s, d, D permettant de rendre la 
série gaussienne et stationnaire. 
On recherche ensuite l'ordre des modèles, c'est-à-dire les paramètres p,q et 
P,Q. 
Cette étape demande une bonne part de jugement car le choix des paramètres se 
fait essentiellement en confrontant des représentations graphiques (Range-Mean 
Plot RMP, Fonction d'AutoCorrélation ACF, Fonction d'AutoCorrélation Partielle 
PACF, •.. ) avec des comportements théoriques. 
2.2. ESTIMATION DES COEFFICIENTS 
Une fois les paramètres du modèle identifiés, on calcule des estimations pour 
les p+q+P+Q+l coefficients du modèles (les ~1, 0J) et pour rr~. 
Cette étape, totalement automatisable, peut être ignorée par l'utilisateur. 
2.3. VALIDATION DU MODELE 
Un modèle sera déclaré valide s'il n'est pas surspécifié et si les résidus 
respectent les propriétés de bruit blanc. 
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Bien qu'il existe des tests pour décider de l'adéquation d'un modèle, cette 
étape nécessite du jugement car en cas de non-adéquation, les résidus sont 
utilisés pour identifier un nouveau modèle qui peut être à son tour estimé et 
validé. 
3. GENERATION DE PREVISIONS 
Lorsque l'on dispose d'un modèle ARIMA, dont on a testé l'adéquation, on peut 
l'utiliser pour prévoir des valeurs futures de la série Zt. Des formules 
donnent : 
- Z~(h) : une estimation de Zt+h faite à l'instant t, 
- un intervalle de confiance associé à chaque prévision. 
REFERENCES CHAPITRE IV. 
ttl BOX B.E.P., JENKINB B.H., Tlme Berl•• Analyal•, Forecastlng and Conrol 
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1 V. C H □ I X E T S P E C I F I C A T I O N S 1 
La démarche de développemnt adoptée étant celle proposée en II.1. nous 
commençons par donner les caractéristiques de notre S.E. D'une manière très 
synthétique, l'objectif du système est d'assister un utilisateur naïf lors de 
l'application de la méthode B&J. 
La description qui suit comprend un structure conceptuelle, les choix et 
hypothèses faits et les spécifications fonctionnelles. 
1. STRUCTURE CONCEPTUELLE 
Le schéma suivant donne une première idée de la structure conceptuelle de S.E. 
et de son environnement. Notons que cette structure est caractérisée par 
- deux "composants" externes: un système statistique et un utilisateur, 
- trois "composants" internes: un noyau et deux interfaces. 
La justification de la structure et la description de chacun des composants 
seront données au cours des chapitres suivants. 
S.E.B.J. 
f 
INTERFACE 
SYSTEME 
SYSTEME 
ST A TI ST !QUE 
NOYAU 
1 
t 
INTERFACE 
UTILISATEUR 
UTILISATEUR 
Figure V.1. : Structure conceptuelle du S.E.B.J. 
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2. CHOIX ET HYPOTHESES 
Les choix et hypothèses faits concernant l'environnement du S.E. et le S.E. 
lui-même sont fortement guidés par les réalisations actuelles en matière de 
S.E.S. 
2.1. CARACTERISTIQUES DU S.E.B.J. 
L'objectif du système est d'assister un utilisateur lors de la phase "conduite 
de l'analyse". Ceci signifie que l'utilisateur a déjà 
- formulé le problème (modéliser une série chronologique et utiliser le 
modèle à des fins de prévision), 
- sélectionné une méthode pour le résoudre (la méthode B&J). 
Nous pensons que l'intégration de ces deux étapes préalables nécessiterait des 
connaissances et de l'expérience en matière de consultation statistique que 
nous n'avons pas. 
De plus, nous supposons que les données sont adéquates. 
2.2. CARACTERISTIQUES DE L'ENVIRONNEMENT DU S.E.B.J. 
L'environnement du S.E. est constitué d'un utilisateur et d'un système 
statistique. 
2.2.1. L'utilisateur 
Comme recommandé (voir II.1.1.) nous décidons d'écarter les extrêmes, 
c'est-à-dire que notre système n'est pas destiné: 
- aux utilisateurs ignorant tout de la statistique et de la méthode B&J car 
ceux-ci recherchent certainement, soit un système leur permettant 
d'apprendre la méthode, soit un système automatique, 
- aux utilisateurs experts qui n'ont sans doute pas besoin d'être guidés 
pour appliquer une méthode qu'ils maîtrisent. 
Notre système est plutôt destiné à des utilisateurs, certes débutants en ce qui 
concerne la méthode B&J, mais ayant des connaissances de base en statistique. 
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2.2.2. Le système statistique 
Nous supposons également que le S.E. 
quelconque, doté d'un langage de 
utiliser les services du sytème 
numérique. 
est construit sur un système statistique 
commandes, de sorte que le S.E. puisse 
sous-jacent pour ses besoins en calcul 
Cette hypothèse nous paraît légitime car : 
- les enseignements des réalisations 
penser que les capacités de calcul 
satisfaisantes et réutilisables, 
actuelles (GLIMPSE, REX) laissent 
des systèmes statistiques sont 
- notre objectif n'est pas de réaliser des routines de calcul statistique, 
mais d'étudier les spécificités des S.E.S. 
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3. SPECIFICATIONS FONCTIONNELLES 
à présent décrire les trois composants internes du S.E .B.J. en Nous allons 
termes de 
capacités 
fonctions à réaliser. 
du S.E., celles de 
Les spécifications du NOYAU décrivent les 
l'INTERFACE UTILISATEUR des contraintes 
ergonomiques et celles 
architecturale. 
de l'INTERFACE SYSTEME des contraintes d'ordre 
3. 1. LE NOYAU 
Le noyau du S.E. s'occupe de notre objectif principal : il incorpore des 
connaissances statistiques pour assister un utilisateur lors de l'application 
de la méthode B&J. Il doit ~tre capable de : 
- suggérer une séquence de tâches restant à accomplir pour analyser une 
série chronologique, 
- suggérer des valeurs de paramètres lorsque le choix de celles-ci nécessite 
du jugement de la part de l'utilisateur, 
- donner des explications sur le "pourquoi" et le "comment" d'une suggestion 
et sur des concepts statistiques propres à la méthode B&J. 
De plus, l'assistance doit ~tre non-autoritaire 
possibilité de ne pas suivre les suggestions. 
3.2. L'INTERFACE UTILISATEUR 
l'utilisateur doit avoir la 
Dans la mesure où les systèmes statistiques actuels souffrent de défauts 
ergonomiques, il nous paraît important de soigner la présentation du S.E. Le 
rôle de cette interface est précisément de gérer le dialogue entre 
l'utilisateur et le noyau du S.E. Etant donné les caractéristiques de 
l'utilisateur et les recommandations ergonomiques (1), nous souhaitons un 
dialogue : 
- contrôlé par l'utilisateur au moyen d'objets interactifs, notamment des 
"menus de commandes" et des "boîtes de dialogue" décrits dans l'annexe 
A.3. 
- offrant un système d'assistance syntaxique on-line et une bonne gestion 
des erreurs. 
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De plus, nous imposons à cette interface une contrainte supplémentaire 
facilement compréhensible: elle doit être réutilisable dans un autre contexte. 
3.3. L'INTERFACE SYSTEME 
Cette interface gère les échanges d'informations entre le système statistique 
et le noyau du S.E. Elle doit être capable 
- d'envoyer une commande exécutable par le système sous-jacent, 
- de fournir au noyau les résultats de l'exécution d'une commande. 
Nous pouvons à présent justifier la séparation proposée dans la structure 
conceptuelle 
si les exigences des utilisateurs changeaient en ce qui concerne la 
présentation du système ou, 
- si nous souhaitions ajouter ou modifier 
l'application de la méthode B&J ou encore, 
des fonctions concernant 
- si nous devions choisir un autre système statistique, 
alors, grâce à cette découpe, les modifications n'affecteraient qu'un seul 
composant. 
REFERENCES CHAPITRE V. 
tll SCHNEIDERHAN B., Da■ tgntng the Uear lnterfac• 1 Strategt•• for Effacttva Hu•an Coaputer lntaractlon 
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VI. EXPLICITATION D E L A S T R A T E G I E 
Compte tenu des spécifications du noyau du S.E., nous devons développer une 
stratégie pour construire un modèle, selon la méthode B&J et avec comme 
principal souci les phases d'identification et de validation. 
La stratégie suivante est une première proposition. Il est clair qu'elle devra 
~tre modifiée et/ou affinée ultérieurement en fonction de son efficacité. Elle 
est basée sur la théorie [lJ et sur la pratique des utilisateurs de la méthode 
B&J [2]. 
Le lecteur trouvera un schéma de synthèse de la stratégie sous forme de 
planification hiérarchique, puis les principes concernant les stratégies 
d'identification et de validation d'un modèle. Pour plus de détails 
(justifications et stratégies alternatives), il consultera l' annexe A.2. 
1. SCHEMA DE LA STRATEGIE 
Comme nous l'avons déjà signalé, la construction et l'utilisation d'un modèle 
comportent quatre étapes. 
données adéquates 
r 
HYPOTHESE 
Classe Générale de Modèles 
IDENTIFICATION 
d'un modèle candidat 
ESTIMATION 
des paramètres du modèle 
VALIDATION 
de l'adéquation du modèle 
non 
oui 
PREVISION 
à partir du modèle estimé 
Figure VI.1. Stratégie pour la construction d'un modèle 
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Nous allons à présent donner un schéma de la stratégie pour les étapes 
identification et validation. 
!DENT! FI CATION 
f t t t 
!TRACER 6RAPHE z1 VERIFIER HYPOTHESES DETERMINER HODELE ESTIMATIONS PRELIM. 
Nor111 lité 
?? 
statio narité 
d'ordre 1 ?? 
nDn ~oui 
statio narité 
d'Drdre 2 ?? 
par ie 
régulière 
pa tie 
sa1sDnnière 
te me 
constant ?? 
non saisln ?? sailon ?? non oui 
ouf7non loui 
choix rhoixl 
s,d,D d 
Figure VI.2. 
f 
VERIFIER SURSPECIFICATION 
Coeffici nts non 
significatifs?? 
oui 
suppression, 
rêestimation 
Stratégie d'identification d'un modèle 
VALIDATION 
Norm li té 
.. 111 
l'"; 
LJ 
t 
VERIFIER RESIDUS 
Indép ndance 
,.111 
l'"; 
correction, 
réestimatiDn 
Figure VI.3. : Stratégie de validation d'un modèle 
Nous convenons d'appeler une tâche, tout noeud de l'arbre de la stratégie. On 
distinguera trois types de tâches : 
- les tâches décomposables: ayant un ou plusieurs noeuds fils, 
- les tâches logiques tâches décomposables mais dont la décomposition 
dépend du résultat d'un test. Elles sont marquées par?? 
- les tâches terminales : tâches non décomposables et caractérisées par une 
procédure de traitement. Elles apparaissent au bas de la hiérarchie dans 
une petite boîte li' 11). 
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2. STRATEGIE D'IDENTIFICATION 
Pour identifier un modèle, nous commenÇons par vérifier les hypothèses de 
normalité et de stationnarité puis, nous déterminons l'ordre du modèle. 
2.1. VERIFIER LES HYPOTHESES 
2.1.1. Normalité Transformation ô 
D'après BARTLETT, pour obtenir la normalité, on regarde si la variance de la 
série dépend de la moyenne. Si ce n'est pas le cas, il n'y a pas besoin de 
transformer la série, sinon on recherche la transformation Z< 0 ·> qui stabilise 
la variance en fonction de la moyenne. 
2.1.2. Stationnarité d'ordre 1 
Ayant obtenu la normalité,nous recherchons les degrés de différenciation d et D 
tels que la moyenne de vdv0 Z< 0 ·> soit stationnaire. La détermination de d et D 
est intimement liée à la détection d'une périodes. 
Si on ne connaît pas s, et si la série n'est pas stationnaire,on procède comme 
suit 
- nous déterminons und tel que la série soit presque stationnaire, 
- nous recherchons ensuite s, 
- nous choisissons alors définitivement les valeurs de d et D. 
Si on connaît s, on choisit directement les valeurs définitives de d et D. 
Si la série est stationnaire, on recherche seulement s. 
1) Différenciation provisoire d 
Pour obtenir une première valeur de d : 
- on recherche la série vdZ< 8 > dont la variance est minimale (d'après 
ANDERSON), 
- on vérifie, au moyen d'un test de tendance, que cette valeur de d n'est 
pas trop grande (d'après LIBERT). 
2) Périodicité s 
Souvent la période est connue de l'utilisateur. Si ce n'est pas le cas, il 
procède souvent comme suit 
- il recherche les pics rk de l'ACF les plus significatifs, 
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il abandonne ceux qui sont expliqués par la partie non saisonnière du 
modèle, 
- s'il reste des rk, il regarde s'il existe un k tel que rk et rek sont 
significatifs. Si c'est le cas, s=k sinon, éventuellement il choisit s 
tel que rs soit le plus grand coefficient. 
3) Différenciation définitive d,D 
D'une manière similaire à 2), si la série est périodique, 
- on recherche la série vdvoz<s> dont la variance est minimale, 
- on vérifie que les valeurs d et D ne sont pas trop grandes. 
En pratique d et D sont inférieurs ou égaux à 2 
2.1.3. Stationnarité d'ordre 2 
L'hypothèse de stationnarité d'ordre 2 (constance dans le temps des 
coefficients d'autocorrélation) est rarement vérifiée par les utilisateurs. Ce 
problème n'est d'ailleurs pas abordé explicitement dans la littérature. 
Dans un but de prévision, LIBERT suggère de rechercher un sous-ensemble de la 
série transformée, comprenant les dernières valeurs, de longueur maximale Met 
vérifiant la stationnarité d'ordre 2. Pour cela, il utilise un test permettant 
de décider si deux ACF sont semblables ou non. 
2.2. DETERMINER UN MODELE 
La pratique montre que la plupart des séries peuvent être modélisées par des 
processus ARMA(p,q) avec p+q i 2. La démarche entreprise par un utilisateur, et 
décrite par LIBERT, est la suivante 
Il teste successivement différents modèles. Par souci de parcimonie, l'ordre 
des tests est bruit blanc, puis MA(l) et AR(l), puis MA(2) AR(2) et ARMA(l,1), 
Les tests se font en deux étapes : 
- vérifier les conditions de stationnarité et d'inversibilité des modèles, 
exprimées en fonction des coefficients d'autocorrélation, 
- comparer des coefficients des ACF ou PACF à des seuils de signification. 
Pour déterminer l'ordre de la partie saisonnière, la méthode est identique mais 
appliquée aux coefficients saisonniers. 
Enfin, un test de signification de la moyenne de la série transformée permet de 
décider s'il faut introduire un terme constant dans le modèle. 
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3. STRATEGIE DE VALIDATION 
Pour vérifier qu'un modèle n'est pas surspécifié, on teste le caractère 
significatif des coefficients ~t, eJ, en les comparant à deux fois leur erreur 
standard. 
Si un coefficient n'est pas significativement différent de zéro, on l'abandonne 
et on réestime le nouveau modèle. 
Pour vérifier l'indépendance des résidus, on teste le caractère significatif 
des coefficients d'autocorrélation des résidus. Si certains coefficients sont 
différents de zéro, on corrige le modèle et on le réestime. 
REFERENCES CHAPITRE VI. 
C1l BOX G.E.P., JENKINS 8.H., TlM■ Sarlea Analyala Foracaatln9 end Control 
LIBERT a., Analyse da 86rle ■ Chronolo;iquaa I Elaboration Automatique et Continue da Pr6vlalona 
tel Interview da BORBU A. et LIBERT a., notamment 
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1 VII. I M PL EME NT AT ION D E L A 5 T R A T E 6 I E ! 
Dans ce chapitre, nous proposons une solution pour implémenter la stratégie 
décrite. Cette solution comprend une structuration du système en composants 
(architecture logicielle) et des explications complémentaires concernant les 
modules clés de l'architecture. 
1. ARCHITECTURE LOGICIELLE 
Rappelons tout d'abord le schéma de la structure conceptuelle que nous donnions 
en V.1. 
S.E.B.J. 
t 
INTERFACE 
SYSTEME 
SYSTEME 
STATISTIQUE 
NOYAU 
1 
t 
INTERFACE 
UTILISATEUR 
UTILISATEUR 
Figure Vll.1. : Structure conceptuelle du S.E.B.J. 
Nous allons à présent détailler la structure de chacun des composants internes. 
La démarche adoptée est bien connue en génie logicielle : 
- Hiérarchisation identification des niveaux d'une hiérarchie et d'une 
relation entre les niveaux. 
- Modularisation: décomposition des niveaux en modules. 
1.1. LE NOYAU 
1.1.1. Hiérarchisation 
Nous avons identifié trois niveaux liés par une relation ''utilise". Nous les 
avons baptisés Manager, Strategy et Memory respectivement dans l'ordre 
descendant de la hiérarchie. 
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Memory Niveau comprenant 
sauvegarder des informations 
telles que : 
des modules 
à propos 
permettant 
du modèle 
de consulter et de 
en cours d'élaboration, 
- valeurs de la série, paramètres et coefficients du modèle, 
- tâches restant à accomplir, 
- détails de l'exécution de la dernière tâche, 
- explications susceptibles d'~tre données à l'utilisateur. 
Le ''secret" des modules de ce niveau est le mode de mémorisation des 
informations. Ils ont un caractère dynamique puisque les informations 
détenues sont différentes pour chaque analyse. 
Strategy Niveau comprenant des modules 
décomposables, logiques ou terminales 
c'est à dire: 
permettant d'exécuter des tâches 
car ils connaissent la stratégie, 
- la hiérarchie permettant de décomposer une tâche, 
- les tests à appliquer aux tâches logiques, 
- les traitements correspondant aux tâches terminales. 
Ce niveau utilise les services de Memory et de l'interface système. Il a un 
caractère statique puisque la stratégie est identique pour chaque analyse. 
Manager: Niveau comprenant des gestionnaires de haut niveau qui réalisent les 
fonctions visibles par l'utilisateur. Ces gestionnaires utilisent les 
services de Strategy et Memory et ceux des interfaces utilisateur et 
système. 
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1.1.2. Modularisation 
La découpe modulaire du noyau du système se présente de la façon suivante 
CDMMAND 
MANAGER 
INTERFACE 
SYSTEME 
GRAPH 
MANAGER 
MDDEL 
MEMDRY 
MODEL 
MANAGER 
WORKING 
MEMDRY 
EXPLAIN 
MANAGER 
EXPLAIN 
MEMORY 
INTERFACE 
UTILISATEUR 
Figure VII.2. Découpe modulaire du noyau du S.E.B.J. 
1) Le niveau Memory 
Les modules de ce niveau sont tous des structures de données. Les opérations 
disponibles sur les structures ont été classées en trois catégories: 
- gestion d'une structure, 
- accès aux informations d'une structure, 
- sauvegarde et mise à jour d'informations dans une structure. 
Nous donnons pour chaque structure un tableau de synthèse des opérations. 
Les paramètres soulignés sont des valeurs de retour. Les spécifications se 
trouvent en annexe A.3. 
Madel Memory 
Structure de données permettant d'accéder et de sauvegarder des 
informations concernant un modèle en cours d'élaboration : les valeurs 
des différentes séries, les paramètres du modèle déjà identifiés, les 
coefficients déjà estimés. Les opérations disponibles sont : 
-52-
SestiCtn Accès 
create mCtdel(id m) get serie(id m,id s,liste de valeurs) 
creat(serie( fiJJii, id_s, lg) ge(param( ~d:m., id), ~artm) 
get_rneff(1d_m_,id_c, 1s e de valeurs) 
Identifiant d'un modèle, 
Identifiant d'une série : Z,Y,W,a,ACF,PACF, 
Identifiant d'un paramètre : ô,s,p,d,q,P,D,a, 
Identifiant d'une série de coefficients : ar,na, 
Indices d'une série de valeurs ou de coefficients 
Sauvegarde 
put serie(id m,id s,t,valeur) 
put:param(~d:m,id:p,yaleur) 
put_cCteffl1d_m,id_c,1,valeur) 
Tableau VII.1. : Opérations du module Model Memory 
Tasks Memory 
Structure de données permettant d'accéder et de sauvegarder des 
informations concernant les tâches restant à exécuter pour élaborer un 
modèle. Ces tâches forment une pile et chacune est caractérisée par son 
nom (identification, estimation, choix_s, ..• ), son type (décomposable, 
logique, terminale), sa profondeur dans l'arbre de la stratégie 
(0,1,2, ..• ). Les opérations disponibles sont : 
Sestion Accès 
create tstacklid m,id ts) get tnamelid ts,id t,naae) 
add tasklid ts,iù tr- get:ttypelid-ts,id-t,trpe) 
del-task(id-ts,id-tl get_tlevel(iù_ts,iù_t, evel) 
ge(toptaskîid_ts~id tl 
avec id ts : Identifiant d'une pile de tâches, 
id:t : Identifiant d'une tâche. 
Sauvegarde 
add_tasklid_ts,id_tl 
Tableau VII.2. : Opérations du module Tasks Memory 
Working Memory 
Structure de données permettant d'accéder et de sauvegarder des 
informations concernant les détails de l'exécution de la dernière tâche 
de type terminal ou logique. Cette mémoire contient des informations 
telles que meilleur choix (c'est-à-dire la suggestion faite), autres 
candidats, nom du critère de choix, évaluation du meilleur choix par 
rapport aux autres candidats. Les opérations disponibles sont : 
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Gestion Accès Sauvegarde 
clean WM( l get best( liste de valeurs) put best(élém. de listel 
creatê wmserie(lî,id sl get-other!I1ste ôe valeurs) put-other(élém. de liste) 
del_wmserie(id_s - get-crit name(namel put=crit_name(namel 
get=eval=best(evail 
get_wmserie(id.::s;Tiste de val) put eval best(eval) put=wmserie(id_s,t,valeur) 
Tableau VII.3. Opérations du module Working Memory 
Exlain Memory 
Structure de données permettant d'accéder et de sauvegarder des 
informations de type explications à donner à l'utilisateur. Cette mémoire 
contient des textes (flux de caractères) précisant pourquoi telle 
suggestion est faite, comment la dernière tâche est exécutée, ce que 
signifie un concept statistique. Elle permet également de mémoriser des 
événements, c'est-à-dire des couples (item, valeur d'item) pour 
accompagner un texte (voir 2.2.). Les opérations disponibles sont : 
Gestion Accès Sauvegarde 
clean_why() get txtwhy(flux de car.) put_evtwhy(flux de car.) 
clean_how( l get-txthow(flux de car.) put_evthow(flux de car,) 
get-txtwhat!name,flux ôe car.) 
get-evtwhy( liste d'event) 
get=evthow( I1ste ô'eventl 
Tableau VII.4. Opérations du module Explain Memory 
2) Le niveau Strategy 
On trouve à ce niveau des modules de traitement. Pour effectuer ce 
traitement les modules ont besoin, en plus de leurs connaissances 
stratégiques, d'informations préalablement mémorisées. Les spécifications se 
trouvent en annexe A.3. 
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Task Executer 
Module de traitement permettant d'exécuter une tâche logique ou 
terminale. Exécuter signifie appliquer les tests et traitements de la 
stratégie. L'exécution d'une tâche a pour conséquence la mise à jour de 
toutes les mémoires. 
L'opération disponible a la forme 
execute_task(id_m,id_ts) 
Task Refiner 
Module de traitement permettant d'exécuter une tâche décomposable. 
Exécuter signifie ici remplacer la tâche par d'autres plus simples (les 
noeuds fils de l'arbre). L'exécution a pour seule conséquence la mise à 
jour de la mémoire des tâches. 
L'opération disponible a la forme 
refine_task(id_m,id_ts) 
3) Le niveau Manager 
Les modules de ce niveau implémentent les fonctions mises à la disposition 
de l'utilisateur. Ces fonctions sont : 
FILE MODEL TASKS EXPLAIN GRAPH C□MMAND 
Load Identif. Show Def (What) Series Execute 
Save Estimat. Execute Why Resid 
Val iditt Remove How Acf 
Forecas Details Pacf 
Options 
Tableau VII.5. Fonctions visibles par l'utilisateur 
File Manager 
Module permettant à l'utilisateur de manipuler des fichiers: ce sont les 
fonctions habituelles telles que charger, éditer, sauver des fichiers de 
données, 
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Madel Manager 
Module permettant à l'utilisateur d'obtenir ou de donner des informations 
concernant le modèle en cours d'élaboration. 
Identif. 
Estimat. 
Validity 
Forecast 
Task Manager 
Affichage des paramètres du modèle (ë, (p,d,q) x (P,D,Q) 5 ) 
avec possibilité de les modifier. 
Affichage des estimations des coefficients du modèle 
identifié. 
Affichage de valeurs caractérisant la validité du modèle 
estimé. 
Affichage de valeurs futures de la série. 
Module permettant à l'utilisateur de gérer les tâches 
Show 
Execute 
Remove 
Details 
Affichage des tâches restant à accomplir pour le modèle en 
cours d'élaboration. 
Ordre d'exécuter (au sens vu plus haut) la tâche suivante. 
Ordre de ne pas exécuter la tâche suivante et de la supprimer. 
Affichage des détails d'exécution de la dernière tâche. 
Explain Manager 
Module permettant à l'utilisateur de demander des explications. 
Def. Affichage d'un texte décrivant un mot-clé introduit ou sélectionné 
par l'utilisateur. 
Why Affichage d'un texte expliquant les raisons qui poussent le 
système à faire les dernières suggestions. 
How Affichage d'un texte expliquant la manière dont le système a 
procédé pour faire les dernières suggestions. 
Graph Manager 
Module permettant à l'utilisateur de demander l'affichage (sous forme 
graphique ou non) de données intéressantes les séries Z,Y,W, les 
résidus, les fonctions d'autocorrélation, ••. 
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Command Manager 
Module permettant à l'utilisateur d'entrer directement une commande 
exécutable par le système statistique sous-jacent. 
1.2. L'INTERFACE UTILISATEUR 
Pour construire notre interface, nous nous sommes inspirés de quelques guides 
de construction d'interface homme-machine [1]. Nous avons notamment repris des 
idées concernant des niveaux d'abstraction pour établir une hiérarchie 
"utilise", concernant les applications extensibles pour développer une 
interface réutilisable et concernant la programmation par événement. 
1.2.1. Hiérarchisation 
Nous avons défini des niveaux d'abstraction, liés par une relation "utilise" et 
permettant de cacher la diversité de l'environnement matériel/système 
d'exploitation et la diversité des utilisateurs. Les niveaux retenus sont, dans 
l'ordre descendant de la hiérarchie et sous le niveau "application" (niveau 
Manager du noyau du S.E.) 
I/0", "Devices Control". 
"Di a log Contro l", "Structured I /0", "elementary 
Devices Central : Ce niveau assure l'indépendance matérielle. Il comprend des 
modules d'interface entre les niveaux supérieurs de la hiérarchie et les 
périphériques d'entrée-sortie. 
Elementary I/0 Niveau comprenant des modules d'entrée-sortie de bas niveau 
offrant des services tels que édition et affichage d'une ligne de texte, 
Structured I/0 Niveau comprenant des modules d'entrée-sortie de haut niveau. 
Les objets actuellement disponibles sont des menus déroulants et des boîtes 
de dialogue, dont la description se trouve en annexe A.3. 
Dialog Control Niveau assurant le lien entre les fonctions de l'application 
(le niveau Manager du noyau du S.E.) et leur présentation à l'utilisateur. 
Ce contrôle se fait au moyen d'objets structurés. 
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1.2.2. Modularisation 
Nous donnons à présent la découpe modulaire de l'interface. Par souci de 
clarté, nous l'avons quelque peu simplifiée en omettant le niveau "Elementary 
I/0". Le lecteur intéressé par les spécifications externes de chaque module 
consultera l' annexe A.3. 
f 
PULL-DOWN 
MENU 
DISPLAY 
CONTROL 
DIALOG CONTROL 
KEYBOARD 
CONTROL 
t 
DIALOG 
BOX 
DISK 
CONTROL 
Figure VII.6. : Découpe modulaire de !'Interface Utilisateur 
1.2.3. Principes de fonctionnement 
Plutôt qu'une description des modules, nous préférons exposer les principes de 
fonctionnement d'un dialogue. 
D'après les spécifications, nous souhaitions un dialogue contrôlé par 
l'utilisateur. Voici, dans les grandes lignes, comment il se déroule. 
L'utilisateur manifeste ses intentions au moyen "d'événements de bas niveau" 
tels que touche au clavier, Lorsqu'ils interviennent, ces événements sont 
analysés par le "Dialog Control". Suite à l'analyse, le "Dialog Control" 
déclenche éventuellement un serveur spécialisé dans la manipulation d'ojets 
interactifs (menu, boîte, .•• ), lequel renvoie l'événement sous forme 
abstraite, c'est-à-dire enrichi d'un code. D'après ce code, le "Dialog Control" 
détermine le point d'entrée dans l'application à utiliser pour prendre en 
charge l'événement. 
Lorsque l'application doit prendre l'initiative du dialogue (demander des 
informations à l'utilisateur), elle le fait également au moyen d'événements 
analysés par le "Dialog Control". 
Ces interactions peuvent se schématiser de la manière suivante 
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APPLI CAT ION INTERFACE UTILISATEUR 
MANAGER DIALOG CONTROL SERVEURS 
\Jj\\flMltt 0 ~· 1 événef!). de 1 rn>i>rn>iii lidlinllm. ...-:)· MumluM 
nr@miu bas n1veau 1 !lifü!llfüllll JhMmk': 
1 ~mmr:m1m y événem. 1 <: fülllllfüfüll lfülfüfüMl 
W!Wn!lllll 1
abstrait }::};rmrm~~ 
.. Uï .... t Mi!fülmfü 
Figure VII.7. Principe de fonctionnement de l'Interface Utilisateur 
1.3. L'INTERFACE SYSTEME 
L'interface système n'a pas été découpée en modules. En effet, nous avons 
simulé la présence d'un système statistique. Tous les besoins en calcul 
numérique (calcul de variance, tests statistiques, ... ) ont été implémentés par 
des procédures regroupées dans un module appelé SYSTEME. 
Cette solution est évidemment provisoire. 
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2. REALISATION DES FONCTIONNALITES 
La réalisation des deux principales fonctionnalités du système (voir V.3.1.), 
suggérer des valeurs de paramètres ou des tâches et donner des explications, 
mérite quelques commentaires. En terme de génie logiciel, nous nous intéressons 
ici à la conception détaillée de quelques modules clés. 
2.1. SUGGERER DES VALEURS DE PARAMETRES OU DES TACHES 
Pour les tâches décomposables, le problème est trivial. Par contre, pour chaque 
tâche logique et terminale, il nous faut des règles ou une procédure traduisant 
la stratégie (voir VI.). Ces procédures doivent fournir une "suggestion'' (une 
tâche terminale ou des valeurs de paramètres) et une liste, éventuellement vide 
"d'autres possibilités". Ces procédures se trouvent regroupées dans le module 
"Tasks Executer" et sont connues par lui seul. 
Nous allons donner un exemple d'une telle procédure pour une tâche logique 
(test d'une transformation ô) et pour une tâche terminale (choix du degré de 
différenciation). Pour les autres tâches, le lecteur consultera l' annexe A.2. 
2.1.1. Test d'une transformation G 
Spécification: 
PRE Z[l .. NJ série observée. 
POST la procédure détermine si oui ou non la variance de la série est 
fonction de la moyenne. 
Pri ne ipe : 
Initialisation k := partie entière de JN 
lg := partie entière de N/k 
Traitement 
Terminaison 
- Découper le série Zen k sous-séries de longueur lg. 
- Calculer moyenne et variance de chaque sous-série. 
- Calculer le coefficient de corrélation rentre les moyennes 
et les variances. 
Si r t- 0 alors "suggestion" := effectuer tâche choix ô. 
"autre possibilité" := ne pas l'effectuer. 
Sinon "suggestion" et "autre possibilité" sont inversées. 
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Commentaires: 
Les valeurs de k et lg ont été choisies de manière à réaliser un compromis 
entre bonne estimation des moyennes et variances et bonne estimation der. 
- Ne connaissant pas la distribution de r, nous décidons arbitrairement de 
fixer à [-0.2 0.2) l'intervalle en dehors duquel r sera considéré 
différent de O. 
- Cette procédure a l'avantage d'être simple. Si elle devait se révéler 
inefficace, on la remplacerait par un test plus rigoureux (par exemple le 
test de BARTLETT décrit dans l'annexe A.2.). 
2.1.2. Choix du degré de différenciation d 
Spécification : 
PRE Y[l .. NJ série observée transformée (2< 6 >), 
POST la procédure détermine le degré d pour que la série vdY ait une 
moyenne stationnaire. 
Principe: 
Initialisation / 
Traitement Pour d : == 0, 1 , 2 
Calculer v(d) 
- Retenir d tel que v(d) est minimum. 
Tant que d>O 
- Appliquer le test de tendance sur vd- 1Y 
- si tendance alors terminer sinon d := d-1 
Terminaison "suggestion" := la valeur de d retenue. 
"autres possibilités" := les deux valeurs écartées. 
Commentaires: 
Le test de tendance retenu est celui de MANN [2) 
Pour toute valeur d'une série Yt, soit nt, le nombre de données Yu qui le 
précéde <s<t) telles que y.<Yt, La quantité T = ~nt est, sous l'hypothèse 
<Ho) d'absence de tendance, distribuée asymptotiquement comme une loi 
normale N<m,rr) avec 
m = n(n-1 )/4 
rr2 = n<n-1)(2n+5)/72 
Dès lors, soit u(T) = <T-m)/rr, si u(T) > Q(N(0,1),a) on peut rejeter Ho. 
Nous choisirons a= 0.05 et donc Q(N(0,1),a) = 1.96 
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2.2. DONNER DES EXPLICATIONS 
L'utilisateur peut demander trois types d'explications (voir V.3.1.) que nous 
avons appelés "What", "Why" et "How". 
2.2.1. What : Définir des concepts 
Puisque les utilisateurs ne sont pas des experts, ils souhaiteront certainement 
recevoir des explications sur des concepts statistiques utilisés par le 
système. La fonction "What" demande à l'utilisateur un mot, si ce mot fait 
partie d'un dictionnaire prédéfini, 
définissant le terme. 
alors le système affiche un texte 
La réalisation d'une telle fonctionnalité n'est pas très compliquée. Nous 
pensons qu'un fichier séquentiel, contenant les définitions, indexé par un 
ensemble de mots clés pourrait convenir. Pour retrouver une définition, il 
suffirait de comparer le mot introduit par l'utilisateur à l'ensemble des mots 
clés. 
Schématiquement, le principe est le suivant 
ACF Mot introduit par l'utilisateur 
Table d'index 
ACF 
1 
, 
~ Pointeurs vers le 
dictionnaire des 
concepts statistiques 
> Ensemble des mots clés 
,. 
> 
Dictionnaire des concepts 
ACF : Fonction d'autocorrélation 
L'ACF est •.• 
Figure VII.B. : Principe des explications de type What. 
2.2.2. Why How: Expliquer une suggestion 
Notre système est capable de faire des suggestions. Pour rendre celles-ci 
convaincantes, il nous paraît essentiel qu'il puisse les justifier. Une 
justification pourrait ~tre composée d'un texte et d'une liste d'événements 
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- Le texte expliquerait la manière de procéder (How>, c'est-à-dire une 
traduction en langue naturelle des règles et procédures implémentant la 
stratégie. (voir VII.2.1. et A.2.). 
- La liste serait un ensemble d'événements jugés intéressants (Why), 
intervenus lors de l'exécution des règles ou procédures. 
La fonction How peut ~tre implémentée d'une façon similaire à la fonction What. 
A chaque noeud logique et terminal de l'arbre de la stratégie correspondrait un 
texte. On y accéderait en recherchant dans un index des identifiants des 
noeuds, celui qui correspond au noeud courant. 
Schématiquement cela donne : 
Choix_dl Identifiant du noeud courant 
Table d'index 
Choix_d 
1 
> Pointeurs vers le 
fichier des textes 
"How". 
~ Ensemble des identifiants 
des noeuds de l'arbre. 
Fichier des textes "How" 
.,. 
,. Choix de d : 
Pour déterminer le degré de 
différenciation, je procède 
comme suit 
Figure VII.9. : Principe des explications de type How. 
La fonction Why se différencie des deux précédentes car ce type d'explication 
ne peut ~tre défini une fois pour toute, elle dépend de l'exécution de la 
procédure. 
Si un événement est un couple (item, valeur d'item), la procédure d'exécution 
pourrait s'occuper de mettre à jour la liste d'événements et la fonction Why 
n'aurait plus qu'à affichar cette liste. 
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3. AUTRES CHOIX D'IMPLEMENTATION 
Pour des raisons de disponibilité du matériel, nous avons développé le S.E.B.J. 
sur micro-ordinateur et sous MS-DOS. 
Le langage de programmation utilisé est le C. 
données en IX.2. 
REFERENCES CHAPITRE IX. 
Les raisons de ce choix sont 
Cll SCHNEIDERHAN B., Denignln; the Uaer Interface I Stratagie• for Effective Human Computer Interaction 
tel Ta■ t décrit dan■ LIBERT a., Analy ■a da Série■ ChronoloQiquee I Elaboration Autoaatique et Continua da Pr6vlatona 
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~ VIII. V ALIDA TI D N D E L A S T R A T E G I E i 
Nous avons soumis au système plusieurs séries. Dans ce chapitre, nous 
présentons en détail les suggestions qu'il fait concernant l'identification 
d'un modèle pour l'une d'entre elles. Le modèle suggéré sera comparé avec le 
modèle proposé par un expert humain. Pour les autres séries testées, nous 
donnons un tableau de synthèse comparant les paramètres identifiés par les 
experts humains et par le S.E.8.J. 
1. LA SERIE 
Nous avons choisi d'analyser en détail la série "International Airline 
Passengers" tirée de BOX, JENKINS (1]. Il s'agit de 144 observations reprenant 
le nombre total mensuel de passengers pour les vols internationaux de janvier 
1949 à décembre 1960. La présence évidente de plusieurs phénomènes (tendance, 
saisonnalité, ••• ) laisse penser qu'il s'agit d'un bon premier test pour la 
stratégie. Graphiquement, la série se présente de la façon suivante. 
INTERNATIONAL AIRLINE PASSENGERS 
,..._ 500 Ill 
~ 
al 
~ 
0 400 ~ 
'-" 
,-._ 
.... 
'-" 
N 300 
t. 
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2. IDENTIFICATION D'UN MODELE 
2.1. LES SUGGESTIONS DU S.E.B.J. 
Les suggestions faites par le S.E.B.J., pour l'identification d'un modèle, 
résultent de l'exécution des procédures décrites dans l'annexe 2. 
2.2.1. TRANSFORMATION o 
Test de normalité la corrélation entre 
sous-séries vaut 0.97. 
moyennes 
Le test 
et variances de 12 
Choix de ô 
échoue et le système 
suggère de transformer la série. 
la corrélation minimum entre moyennes et variances est atteinte 
pour ô=-0.25, valeur que le système suggère. 
2.2.2. DIFFERENCIATIONS ET SAISONNALITE: s,d,D 
Test de ~endance le test de MANN détecte une tendance et le système suggère 
de chercher la valeur des paramètres s,d et D. 
Choix de d 
Choix des 
Choix de d,D 
le critère de variance minimum donne d=l. 
la procédure heuristique appliquée à la série VYt donne les 
ensembles suivants: 
A={4,B,12,16,20,24,32} 
8={12} 
le système suggère donc s=12. 
le critère de variance minimum donne d=D=l. Les 
tendance appliqués à V1eYt et VYt sont significatifs. 
suggère donc d=D=l. 
tests de 
Le sytème 
2.2.3. STATIONNARITE D'ORDRE 2: M 
Choix de M par la procédure implémentée, le système propose de retenir les 93 
dernières valeurs de la série. Au delà, une différence 
significative apparaît entre les ACF. 
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2.2.4. ORDRE DU MODELE: p,g,P,Q 
Choix de p,q le premier et unique modèle vérifiant les 
stationnarité et d'inversibilté et retenu comme 
ARMA(l,1). 
hypothèses de 
CANDIDAT est un 
Choix de P,Q deux modèles sont CANDIDATS (ARMA<O,1> et ARMA(l,O)). Le modèle 
ARMA<O,1) est CHOISI. 
2.2. COMPARAISON AVEC L'IDENTIFICATION DES EXPERTS 
Les experts humains, en l'occurrence BOX et JENKINS, proposent le modèle 
<O,1,l)x(O,1,l)ie pour la série (ln Zt> Cl]. 
Il y a donc deux différences par rapport aux suggestions du S.E.B.J.: l'une 
concerne le paramètre ô et l'autre le paramètre p. 
2.2.1. ô=-0.25 DU ô=O? 
Il n'y a pas de justification économique pour choisir une valeur plutôt qu'une 
autre. Si l'on retient ô=O, il subsiste une dépendance entre moyennes et 
variances de ln Zt. 
La différence provient de l'application de deux méthodes: le maximum de 
vraisemblance d'un côté et la stabilisation de la variance de l'autre. Nous ne 
sommes pas en mesure de décider laquelle est la plus efficace. 
2.2.2. p=l DU p=O? 
La différence n'est pas définitive. On peut supposer que lors de la phase de 
validation le S.E.B.J. constaterait que son modèle est sur-spécifié (0 1 non 
significatif) et qu'il proposerait un nouveau modèle (O,1,l)x(O,1,1)1e 
comparable à celui préconisé par les experts humains. 
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3. SYNTHESE DES RESULTATS 
La stratégie du S.E.B.J. ayant passé son premier test avec succès, nous avons 
soumis au système d'autres séries, également tirées de BOX, JENKINS [lJ. Le 
tableau suivant résume les résultats obtenus et permet une comparaison avec les 
modèles identifiés par les experts humains. 
SERIE IDENTIFICATION B~J IDENTIFICATION S.E.B.J. 
ô 
pour Z t(p,d,qlx(P,D,Dl. pour Zt
8
> (p,d,qlx(P,D,Dl. ô pour Z t(p,d,qlx(P,D,Dl. pour Z\.
6 > (p,d,qlx(P,D,Dl • 
B 1 
E 1 
ou 
F 1 
6 0 
Avec B 
E 
(0, 1, 1l -1 ( 0, 1, 1 l 
(2,0,0) (2,0,0) (3,0,0) 
(2,0,0) 1 (2,0,0) 
( 0, 1, 1) X ( 011, 1) 12 -0.25 
IBM Common Stock Closing Prices 
WOLFER Sunspot Numbers : Yearly 
(2,1,0) 
(1,1,1lx(0,1,1l 12 
Daily ; 255 observations 
100 observations 
F Yields from Batch Chemical Process ; 70 observations 
G International Airline Passengers : Monthly ; 144 observations 
REFERENCES CHAPITRE IX. 
C1l BOX 8.E.P., JENKJNS 8.H., Tima Sert•• Analyets, Forecaattng •nd Control, p 531, p 303. 
JENKINS G.H., Foracaetln; SeMlnar1 Untvartate Stochaetlc Nodale 
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IX. CRITIQUE D U S Y S T E M E 
Cette critique du système est organisée comme un débat dans lequel une personne 
pose des questions et nous y répondons pour défendre et justifier des choix, ou 
pour reconnaître les faiblesses du système. 
Nous aborderons successivement trois questions :"Le système est-il vraiment 
expert ?", "Le choix du langage C est-il judicieux ?", "Le système a-t-il des 
lacunes?". 
1. SYSTEME EXPERT OU NON? 
1.1. QUESTION 
Le système présenté est-il vraiment un système expert? 
En effet, l'architecture rappelle plus un logiciel "classique'', on n'y retrouve 
pas des modules tels que Base de Connaissances, Moteur d'inférence. 
1.2. REPONSE 
Il nous semble que la définition d'un S.E. repose sur ses caractéristiques 
fonctionnelles, c'est-à-dire ses capacités d'imiter le comportement humain et 
d'expliquer son raisonnement. La manière de réaliser ces fonctions (base de 
connaissances ou non, représentation déclarative ou procédurale, ..• ) ne fait 
pas, à notre avis, partie de cette définition. 
Il est vrai que la démarche de conception s'appuie sur des principes de génie 
logiciel qui conduisent à une architecture assez classique. Cependant, on peut 
retrouver dans notre système des similitudes avec des techniques d'I.A. Ces 
similitudes sont : une recherche dans un espace d'états, une approche réduction 
de problèmes et une hiérarchie de frames. 
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1) Une recherche dans un espace d'états 
Rappelons que, selon cette approche, un problème à résoudre est un 
quadruplet <S,I,F,OP> 
avec s un ensemble d'états constituant un espace de recherche, 
I un ensemble d'états initiaux tels que I C s 
F un ensemble d'états finals, vérifiant une condition et tel que 
F C s 
OP: un ensemble d'opérateurs permettant de passer d'un état de S à un 
autre. 
Dans notre cas, on peut considérer qu'un état est un modèle 
~P<B>Wt = 80 + 8q<B>at pour un série Zt donnée et caractérisé par 
<ô,s,p,d,q,P,D,Q). Dès lors on aurait 
S : l'ensemble de tous les états otenus en combinant les différentes 
valeurs possibles des paramètres (l'espace est énorme). 
I la série Zt c'est-à-dire l'état <1,O,O,O,O,O,O,O>. 
F un ensemble d'états tels que at soit un bruit blanc 
OP: un ensemble d'opérateurs tels que "transformer(ô)", "différen-
cier(d)", ... que l'on devrait spécifier plus précisément. 
Dans notre système, il y a bien cette notion d'état présente dans le module 
Model Memory, et la stratégie peut être vue comme des heuristiques 
permettant d'orienter la 
exhaustive. 
recherche et d'éviter ainsi une recherche 
2) Une approche réduction de problèmes 
Selon cette approche, un problème à résoudre est un quadruplet <P,Pr,Po,OP> 
avec p . un ensemble de problèmes. . 
Pr: un ensemble de problèmes primitifs tels que Pr c P 
Po: le problème à résoudre tel que Po c P 
OP: un ensemble d'opérateurs de réduction permettant de décomposer un 
problème en problèmes plus simples. 
La stratégie développée n'est rien d'autre qu'un arbre de réduction dans 
lequel on a : 
P l'ensemble des tâches statistiques. 
Pr: l'ensemble des tâches de type terminal. 
Po: le problème "Analyser une série". 
OP: opérateurs qui consistent simplement à remplacer une tâche par 
d'autres. 
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Remarquons tout~fois que dans la plupart des systèmes de résolution de 
problèmes par réduction, l'arbre est potentiellement beaucoup plus grand et 
les problèmes primitifs beaucoup plus simples. 
3) Une hiérarchie de frames 
Les trois modules Tasks Memory, Tasks Executer et Tasks Refiner sont 
équivalents à un module qui contiendrait toute la connaissance sur les 
tâches, sous la forme d'une hiérarchie de frames. Dans un tel module, un 
frame serait une structure de données du type suivant 
task_frame: 
task id un identifiant de la tâche. 
task_type le type décomposable, logique ou terminal. 
task sub la liste des tâches "filles" si la tâche 
est décomposable ou logique. 
task exe une procédure d'exécution si la tâche est 
logique ou terminale. 
Figure VIII.1. Structure d'un frame pour représenter une tâche 
On pourrait également y incorporer un quatrième module (Explain Memory) en 
ajoutant au frame des slots "task_how", "task_why". Ces idées rejoignent la 
technique d'implémentation de REX (voir II.3.2.) et les propositions de 
ELLMAN en matière d'explication (voir III.1.). 
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2. POURQUOI LE LANGAGE C? 
2. 1. QUESTION 
Le langage de programmation choisi (langage C) n'est pas vraiment orienté I.A., 
contrairement à LISP ou PRDLDG. Alors pourquoi ce choix? 
2.2. REPONSE 
Les caractéristiques des connaissances à représenter nous ont fait opter pour 
un langage riche en structures de contrôle. Parmi cette classe, le langage C 
possède certains attributs qui nous ont paru intéressants. Cela ne veut pas 
dire que le langage C soit, de manière générale, un "bon'' langage pour 
développer un S.E.S., nous citerons quelques caractéristiques d'un tel 
langage. 
1) Caractéristiques des connaissances à représenter 
On distingue généralement deux types de connaissance une connaissance 
dite déclarative, qui peut être caractérisée comme une connaissance sans 
information de contrôle, notamment sans information sur une séquence 
d'exécution [lJ, et une connaissance dite procédurale. 
Une grande partie de la connaissance qui nous intéresse ici est de type 
procédural. En effet, la démarche d'analyse d'une série chronologique est 
bien connue, elle peut être représentée sous forme d'un algorithme. De plus, 
les tâches logiques et terminales contiennent aussi des informations de 
contrôle. C'est pourquoi, nous avons décidé de représenter la connaissance à 
l'aide d'un langage riche en structures de contrôle. 
2) Caractéristiques intéressantes du langage C 
Nous avons également choisi le langage C pour : 
- ses qualités d'effficacité et de portabilité, 
- ses possibilités de contrôler le matériel, ce qui est indispen-
sable pour réaliser une interface utilisateur, 
- le développement qu'il connaît actuellement. 
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3) Caractéristiques d'un langage pour développer un S.E.S. 
Pour être un bon outil de développement d'un S.E., un langage devrait, à 
notre avis, avoir au moins les propriétés suivantes : 
- il devrait supporter les structures de listes et d'arbres, car ce sont 
des objets commodes pour y mémoriser des informations (base de 
connaissances ou autres), 
- il devrait supporter les fonctions récursives, car la récursion est un 
bon moyen pour construire des chaînes d'inférence. 
Pour développer un S.E.S., on souhaitera également la caractéristique 
suivante 
- il devrait supporter des outils mathématiques de haut-niveau et 
efficaces. 
Des langages tels que LISP ou PROLOG offrent certainement les deux premières 
caractéristiques, mais pas le troisième. Or celle-ci était indispensable 
pour développer notre S.E.B.J. 
Le langage C ne supporte pas directement des structures de type liste, mais 
moyennant un effort de programmation, de tels objets peuvent être 
construits. 
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3. QUELLES SONT LES FAIBLESSES DU SYSTEME? 
3. 1. QUESTION 
Les auteurs de REX (voir II.3.2.) soulevaient deux difficultés rencontrées lors 
du développement de leur système: 
- l'explicitation d'une stratégie robuste, 
- la réalisation d'un module d'explication. 
Ces deux points sont-ils satisfaisants pour le S.E.B.J. présenté? 
3.2. REPONSE 
3.2.1. Amélioration de la stratégie 
La stratégie ne pourra être considérée 
confrontée à un grand nombre d'exemples. 
sensiblement améliorée. 
satisfaisante qu'après l'avoir 
Toutefois, elle pourrait déjà être 
Dans l'annexe A.2. nous avons suggéré des alternatives pour implémenter les 
tâches logiques et terminales. Notre système serait plus "intelligent" s'il 
connaissait toutes ces possibilités et s'il était capable d'en choisir une pour 
exécuter une tâche. 
Dans l'état actuel, la stratégie est beaucoup trop rigide. La contrainte de 
flexibilité décrite en I.3.1.1. n'est pas respectée. En effet, le fait 
d'expliciter la stratégie sous la forme d'une planification hiérarchique 
détermine une séquence unique de tâches à accomplir. Le système serait plus 
souple s'il permettait à l'utilisateur de définir une autre séquence. Nous 
pensons dès lors qu'il serait préférable d'expliciter la stratégie sous la 
forme d'un graphe de transitions. Il définirait les transitions possibles entre 
les diverses tâches. Un tel graphe pourrait être : 
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A • I. t-----. Avec 
A. I. Analyse Initiale 
Tendance, saisonnalité, ..• 
.-----+---)· V.N. Vérification de normalité 
v.s. Vérification de stationnarité 
1.0. Identification de l'ordre 
E.F. Estimation des coefficients 
V.M. Validation du modèle 
:,-~ G.P. Génération de prévisions 
ij Chemin suivi par défaut par le système 
G.P. 1---~ 
Cette façon de voir la stratégie est certainement plus réaliste. Un chemin dans 
le graphe définit une stratégie particulière. C'est d'ailleurs sous cette forme 
qu'ont été epxlicitées les stratégies de GLIMPSE [2] et du système A4 [3]. 
Elle implique toutefois une gestion beaucoup plus compliquée des tâches: il ne 
suffit plus de savoir "ce qu'il reste à faire", il faut aussi savoir "ce qui a 
déjà été fait" et "ce que l'on peut encore faire". 
3.2.2. Amélioration des explications 
Dans bien des cas, il serait souhaitable qu'une explication de type Why soit 
accompagnée d'un graphique. Ainsi par exemple, pour justifier une valeur du 
paramètre ô, le système pourrait afficher deux Range-Mean-Plot, l'un avant la 
transformation ô et l'autre après. 
REFERENCES CHAPITRE IX, 
[1l SCHOR H.J •• Daclarattva KnowledQ• Programming I Daclaratlv• batter than procadural, p 37 
tel WOLBTENHDLHE D,E,,NELDER J.A., A front end for 8LIH 
t3J STREITBERB B.,NAEVE P., A moda ■ tly intelligent ■ y ■ tem for 1dent1f1cat1on, a ■ t1mat1on and foraca ■ ting of univariate 
ttma neri•• , A4 ARlNA, artificiel 1ntelliQence, and APLe 
CO~CLUSIO~S 
= 
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Pour conclure ce travail, nous voudrions donner une réponse personnelle à 
quelques questions fréquemment abordées dans la littérature. 
1. UN S.E.S. EST-CE UTILE ET EST-CE FAISABLE? 
"Dans l'absolu c'est certainement utile, mais, à cause de quelques obstacles 
techniques, ce qui est actuellement faisable n'est pas très utile." 
Il est clair et indiscutable que les systèmes statistiques actuels sont conçus 
pour des statisticiens. Cela signifie que, s'il est vrai qu'à l'avenir, ils 
seront utilisés par d'autres classes d'utilisateurs, alors ils devront subir 
des améliorations. Ces améliorations concernent notamment l'ergonomie des 
systèmes et leur capacité de protéger l'utilisateur contre les erreurs 
sémantiques. Dans l'absolu, c'est-à-dire abstraction faite de toute contrainte, 
on peut imaginer des systèmes intelligents, incorporant des connaissances 
statistiques, des stratégies le.Li~ permettant d'assister efficacement un 
utilisateur. Dans ce contexte, un S.E.S. est certainement utile. 
Mais dans la réalité, il faut tenir compte de certaines contraintes : la plus 
importante est, à notre avis, la difficulté d'expliciter une stratégie 
statistique. Ceci a pour conséquence que les S.E.S. actuellement réalisables 
concernent des domaines statistiques très spécialisés. Dans ces conditions, un 
S.E.S. perd une partie de son utilité. 
En effet, un utilisateur soucieux d'acquérir un système pourrait baser sa 
décision sur le tableau simpliste suivant : 
SYSTEMES ACTUELS SYSTEMES EXPERTS 
AVANTAGES Généralité Sécurité d'utilisation 
INCONVENIENTS Difficulté d'utilisation Spécificité 
Nous pensons que dans bien des cas, l'attrait de la généralité l'emporterait. 
Cela dit, ne soyons pas pessimstes, un S.E.S, m~me limité à un petit domaine 
est un premier pas dans la bonne direction. Regardons plutôt le chemin qui 
reste à parcourir. 
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2. QUE RESTE-T-IL A FAIRE? 
"Il faut étendre les domaines d'application des S.E.S. et les développer dans 
un but commercial." 
Si l'on reprend les phases d'une analyse statistique {1) Conception de 
l'analyse, {2) Conduite de l'analyse et (3) Interprétation des résultats, il 
apparaît que les phases (1) et {3) ont fait l'objet de très peu de recherches. 
La première fait souvent intervenir des connaissances extra statistique et l'on 
peut comprendre qu'elle soit inappropriée pour un S.E.S. Pour la dernière, par 
contre, il y a un besoin urgent d'idées et de travaux. Quant aux systèmes qui 
abordent la seconde phase, leur couverture est souvent minimale. Ainsi par 
exemple, si l'on considère les interfaces intelligentes (soit REX) pour des 
systèmes statistiques (soit 5), elles ne couvrent qu'une infime partie des 
possibilités du système {l'analyse de régression). 
La direction nous est donnée par TUKEY "A separate system for each area of 
technique is all that Will be feasible for a while ... When and if the time 
cornes for systems to move closer together, this is likely to happen by bringing 
a variety of systems into a common environment rather than into a common 
system." [1] 
La plupart des S.E.S. développés jusque maintenant l'ont été dans le but de 
démontrer leur faisabilité. Il serait bon de tester ces prototypes auprès de 
leurs utilisateurs potentiels afin de voir si effectivement ils sont bien 
acceptés et s'il y a lieu d'envisager une commercialisation. Aucun document 
consulté ne fait état d'un quelconque test d'acceptation. 
Et si tout ceci était fait, que deviendraient les systèmes actuels? 
3. QUEL EST L'AVENIR DES SYSTEMES ACTUELS? 
"Idéalement, il serait préférable de concevoir des systèmes entièrement 
nouveaux, mais pour des raisons économiques, les systèmes actuels ont encore de 
longues années à vivre." 
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En ce qui concerne les choix de conception d'un S.E.S., deux grandes tendances 
s'opposent soit on développe une interface intelligente pour un système 
existant, soit on développe un S.E.S. qui a ses propres routines de calcul. 
Idéalement, il semble préférable que le S.E.S puisse disposer de ses propres 
routines numériques. En effet, cela lui permet de raisonner et de fournir à 
l'utilisateur des explications plus détaillées. Un gain d'efficacité devrait 
également en résulter. 
Mais dans la réalité, les sommes d'ores et déjà investies dans les systèmes 
actuels sont telles qu'il est vraisemblable qu'un choix économique favorisera 
les interfaces intelligentes. 
4. QUELS SONT LES POINTS CLES DANS LE DEVELOPPEMENT D'UN S.E.S. ? 
"Les conditions de succès d'un S.E.S. sont 
- une bonne définition des utilisateurs potentiels, 
- une bonne stratégie statistique, 
- une implémentation flexible." 
Une "bonne" définition de l'utilisateur doit préciser son niveau de 
connaissances sémantiques. Tout ce qu'il peut ne pas connaître définit ce que 
le S.E.S doit être capable d'expliquer. Son niveau de connaissances définit 
également un style d'interaction. Pour le développement du S.E.8.J., la 
définition de l'utilisateur s'est révélée bien insuffisante. 
Une "bonne" stratégie statistique, ce n'est pas forcément une méthode qui 
conduit à coup sûr à la meilleure solution. Une bonne stratégie serait plutôt 
une stratégie capable de traiter, c'est-à-dire donner une ou plusieurs 
solutions pour XX¼ des nouveaux problèmes qu'on lui soumettrait et qui 
connaîtrait ses limites en détectant les (100-XX)¼ qu'elle ne peut pas traiter. 
Une excellente valeur de XX serait par exemple 90. Il est clair que ce point 
clé nécessite la participation des statisticiens. Selon cette règle, la 
stratégie du S.E.B.J. n'est pas "bonne" : même si l'on n'a pas mesuré la valeur 
de XX, on peut déjà affirmer que le S.E.B.J. ne connaît pas ses limites. 
Une implémentation flexible signifie notamment la possibilité de modifier la 
stratégie. Nous avons déjà critiqué le S.E.B.J. sur ce point (voir IX.3.). 
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Nous terminerons par cette phrase encourageante de PREGIBON "Vou will be 
successful to the extent that you persevere. This may mean throwing away your 
first try and starting over again even after investing many man-hours. Do not 
give up. Vou will find the going easier the second time through. Easier yet the 
third. And easier yet the •.• "[2J 
REFERENCES CONCLUSION 
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1 1 N T R □ D U C T 1 0 N 1 
Cette annexe présente la méthode d'analyse de séries chronologiques de BOX 
JENKINS. Il s'agit d'un résumé détaillé des fondements théoriques qui ont été 
exposés dans 
BOX G.E.P., JENKINS G.M. 
Time Series Analysis Forecasting and Control 
Holden Day, 1976 
Dans cette introduction, nous allons donner quelques 
valables pour toute technique de prévision. Nous verrons 
la méthodes BOX - JENKINS par rapport à ces principes. 
schématisant la démarche préconisée par les auteurs, 
servira de guide pour la suite de l'exposé. 
1. LA PREVISION STATISTIQUE 
1.1. DESCRIPTION DU PROBLEME 
Données Une série chronologique (ou temporelle). 
principes généraux 
comment caractériser 
Nous terminerons en 
ce schéma nous 
C'est-à-dire un ensemble d'observations générées 
séquentiellement dans le temps. La série peut en principe 
être continue ou discrète, mais en pratique, on dispose d'un 
ensemble discret de N observations. Nous noterons également 
z. l'observation au temps t. 
Objectif Z'.(h) : Une fonction donnant les valeurs futures de la série. 
C'est à dire prévoir, sur base des observations disponibles à 
l'instant t, la valeur de la série que l'on observerait au 
temps t+h : Zt+h pour h=l,2, ••. 
1.2. CARACTERISTIQUES D'UNE TECHNIQUE DE PREVISION 
Afin d'atteindre son objectif, une technique de prévision construit un 
modèle pour expérimenter la réalité. Ce modèle est construit en faisant 
l'hypothèse qu'il existe une loi sous-jacente aux données, et selon un 
critère de précision. Les autres caractéristiques d'une technique sont son 
coût, son horizon temporel et son degré d'applicabilité. 
.... 
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1.2.1. Les types de modèles 
D'une manière générale, on peut identifier trois classes non disjointes de 
modèles : 
(1) Le modèle en série chronologique : 
Il n'admet que deux variables, celle que l'on cherche à prévoir et la 
période de temps à laquelle on se réfère . 
(2) Le modèle causal 
Il admet que la valeur d'une variable est fonction de plusieurs autres 
variables. 
(3) Le modèle statistique 
Il utilise les procédés de l'analyse statistique pour identifier le 
modèle et pour déterminer le degré d'exactitude des prévisions. 
1.2.2. La loi ou relation sous-jacente 
Toutes les méthodes de prévision admettent l'existence d'une certaine loi ou 
relation qui peut être identifiée et utilisée comme base dans 
l'établissement de la prévision. Les quatre types de lois considérés 
habituellement et que l'on peut combiner sont : 
( 1 ) Une loi horizontale la série est stationnaire 
( 2) Une loi saisonnière la série fluctue de manière régulière 
(3) Une loi cyclique idem (2) 
(4) Une loi de tendance la série marque une croissance ou décroissance 
générale avec le temps. 
1.2.3. La précision de la technique 
L'hypothèse fondamentale impliquée par une technique de prévision est que la 
valeur réelle observée sera déterminée par une loi et par l'intervention du 
hasard : 
réel= loi+ hasard 
La présence du terme aléatoire implique 
valeurs prévues et valeurs observées, 
exactement la loi sous-jacente: 
qu'il subsistera 
et ce ,même si 
un écart entre 
l'on identifie 
Un but commun est de maximiser la précision, le plus souvent en rendant 
minimum la moyenne des carrés des écarts. Une technique précise est capable, 
non seulement de prédire la loi, mais aussi de s'adapter à une modification 
de la loi. 
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1.2.4. Le coût de la technique 
Trois aspects de coût interviennent dans l'application d'une méthode de 
prévision: 
(1) Les coûts de développement du modèle 
(2) Le coût de stockage des données 
(3) Les coûts d'exploitation. 
1.2.5. L'horizon temporel et le degré d'applicabilté 
Les deux derniers critères (que nous regroupons) permettant de différencier, 
voire d'évaluer, plusieurs techniques de prévision sont: 
(1) L'horizon temporel pour lequel le modèle est valable 
long terme. 
(2) L'aptitude à l'application pratique de la méthode 
développement, interprétation des résultats, 
1.3. PARTICULARITES DE LA METHODE B&J 
1.3.1. Caractéristiques 
court, moyen, 
temps de 
En reprenant les critères énoncés ci-dessus, on peut caractériser la méthode 
B&J comme suit 
(1) Modèle: - statistique, en série chronologique, 
- statistique, causal (nous n'en parlerons pas) 
(2) Loi : les quatre types de loi sont combinés. 
(3) Précision: elle est souvent reconnue comme étant la plus précise tant 
pour prédire la loi que les "tournants". 
(4) Coût : le coût de la méthode est assez élevé et ce, dans chacun des 
trois aspects. 
(5) Horizon: la méthode est plus adaptée pour les prévisions à court ou 
moyen terme. 
(6) Applicabilité: les limites viennent du fait que c'est une méthode 
sophistiquée dont les principes sont difficiles à 
saisir. 
1.3.2. Idées de base de la méthode 
Processus stochastique 
Un phénomène statistique qui évolue dans le temps selon une loi de 
probabilité est appelé un processus stochastique. 
Pour analyser une série temporelle, on la considère comme la réalisation 
d'un processus stochastique. 
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Filtre linéaire 
Les modèles stochastiques employés sont basés sur l'idée que la série 
Zt peut ~tre générée à partir d'un processus stochastique particulier 
appelé bruit blanc et noté at• 
Un bruit blanc est une séquence de variables aléatoires: 
at, at+1, at+e., ... de distribution fixe et supposée N(O,rrQ) 
Le bruit blanc at génère la série Zt suite à l'application d'un filtre 
linéaire. 
Bruit Blanc at Série Zt Filtre Linéaire 
~(B) 
------------.> 
Eviter les décisions arbitraires 
Contrairement à beaucoup d'autres approches, 
arbitraires, par exemple concernant : 
qui font des choix 
- la nature de la fonction de prévision, 
- une fonction de pondération, 
la méthode B&J fournit des outils d'aide à la décision permettant 
d'orienter ces choix. 
De plus, la technique met l'accent sur un principe de 
consiste à n'inclure dans le modèle que le minimum 
nécessaires. 
2. CONSTRUCTION D'UN MODELE 
2. 1. PRINCIPES 
parcimonie qui 
de paramètres 
l'approche itérative pour construire un modèle de prévision selon la méthode 
B&J comporte les étapes suivantes: 
(1) Considérer une classe de modèles suffisamment générale pour s'adapter 
aux situations rencontrées dans la pratique. 
(2) Identifier des sous-classes de modèles 
La série est analysée et un (ou plusieurs) modèle(s) suggéré(s). 
(3) Estimer (ajuster) le modèle 
Le modèle suggéré est ajusté aux données et ses paramètres estimés. 
(4) Vérifier l'adéquation du modèle 
Si le modèle est adéquat, on peut passer à l'étape suivante, sinon les 
causes d'inadéquation sont diagnostiquées et l'on retourne à l'étape (2) 
(5) Utiliser le modèle pour de la prévision. 
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2.2. SCHEMA DE PRINCIPE 
HYPOTHESE 
Classe Générale de Modèles 
IDENTIFICATION <. 
d'un modèle candidat 
ESTIMATION 
des paramètres du modèle 
VERIFICATION 
de l'adéquation du modèle 
1 
non 
oui 
PREVISION 
à partir du modèle estimé 
1 
V 
:3. CONTENU 
Nous allons suivre ce schéma en présentant 
modèles que nous considérons, ensuite nous 
étapes de la construction d'un modèle. 
d'abord la classe générale de 
traitons séparémént chacune des 
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I • C L A S S E 6 E N E R A L E D E 
M O D E L E S S T O C H A S T I Q U E S 
1. CONCEPTS PREALABLES 
1.1. PROCESSUS STATIONNAIRE 
Une classe très particulière de processus stochastiques, appelés processus 
stationnaires, est basée sur l'hypothèse que le processus est dans un "état 
d'équilibre statistique". 
De manière plus formelle : un processus est stationnaire si ses propriétés 
sont insensibles à un changement d'origine temporelle. Exprimé en terme de 
distribution de probabilité conjointe 
P ( Zt 1 , • , • , Ztm) = P ( Zt l +k , • • • , Ztm+k) 
En particulier (m=l), l'hypothèse de stationnarité implique que le processus 
a : 
une moyenne constante niveau autour duquel il fluctue, 
une variance constante: mesure de la variation autour de la moyenne 
1.2. FONCTION D'AUTOCORRELATION (A.C.F.> 
On définit le coefficient d'autocorrélation au lag k Roi, en utilisant des 
paires de valeurs <Zt , Zt+i,> de la série séparées par un intervalle (lag) 
constant k 
La fonction d'autocorrélation Ro(k) reprend le coefficient d'autocorrélation 
pour différentes valeurs du lag k. 
Propriétés du coefficient Rok : 
. -1 < Ro~, < 1 
. si Rok >> 0 il y a une relation positive (variation dans le m~me sens) 
entre les paires de valeurs. 
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1.3. FONCTION D'AUTOCORRELATION PARTIELLE <P.A.C.F.) 
Considérons les 
autorégressifs) 
Zt = 0:1.1Zt·--1 
Zt = 0e1Zt-1 
+ 
+ 
Zt = 0(31Zt-1 + 
Zt = QJ~,1Zt--1. + 
processus suivants (que nous appelerons 
at 
QJe2 Zt--e + at 
QJa2 Zt-a + 0ssZt-:l:I + at 
... + 01,1,Zt--k + at 
plus tard 
alors la séquence 011 , QJel=!, , QJ~,1, , définit la fonction 
d'autocorrélation partielle pour différentes valeurs de k. 
1.4. NOTATIONS 
Les concepts que nous venons de présenter sont des caractéristiques 
théoriques d'un processus. En pratique, on ne peut qu'estimer les valeurs de 
ces caractéristiques à partir des valeurs disponibles de la série. Nous 
noterons : 
Valeur théorique Estimation 
Moyenne ~., ~;, 
Ecart-type cr"' cr;, 
A.C.F. Ro(k) r(k) 
P.A.C.F. 0(kk) QJ'(kk) 
Nous voudrions également introduire deux opérateurs qui seront fort utilisés 
par la suite: 
B Backward Shift Operator 
BZt = Zt-1 
V : Backward Difference Dperator 
VZ-t, = z'b - Z'b-1 = <1-B)Zt 
V"Zt = = ( 1-8) nz'b 
v .. Zt = Zt - Z'b-• = < 1-B•)Zt 
Enfin nous convenons de noter 
Zt la série qui correspond aux observations brutes (tout à fait 
quelconque) 
Wt une série stationnaire (réalisation d'un processus stationnaire) 
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2. MODELE LINEAIRE POUR SERIE STATIONNAIRE 
Nous avons déjà mentionné que l'on considérait une série comme le résultat d'un 
filtre linéaire appliqué à un bruit blanc. 
2.1. FILTRE LINEAIRE GENERAL 
2.1.1. Deux formes équivalentes 
(1) Filtre '>f(B) 
avec Wt = Wt - ~w 
~(B) = 1 + '>f1B + ~eB 8 + .•• 
(2) Filtre n<B) 
2.1.2. Conditions de stationnarité et d'inversibilité 
Admettons sans plus d'explications pour l'instant que 
le processus linéaire Wt = ~(Blat est stationnaire si la série '>f(B) 
converge pour tout jBlil 
le processus linéaire n<B>Wt = at est inversible si la série n(B) 
converge pour tout IBlil 
Nous illustrerons ces conditions dans le paragraphe suivant. 
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2.2. FILTRES LINEAIRES PARTICULIERS 
2.2.1. Modèle auto-régressif d'ordre p: AR(p) 
Le premier processus d'utilité pratique est obtenu en considérant le modèle 
en filtre n(B) avec un nombre fini p de paramètres: c'est le modèle AR(p) 
qui s'écrit : 
2.2.2. Modèle mgving-average d'ordre q: MA(g) 
Un second 
filtre -1/(B) 
s'écrit 
processus intéressant est obtenu en considérant le modèle en 
avec un nombre fini q de paramètres: c'est le modèle MA(q) qui 
2.2.a. Modèle auto-régressif moving-average d'ordre p,q: ARMA<p,g) 
Les deux modèles précédents peuvent se combiner pour donner le modèle 
ARMA(p,q) qui s'écrit : 
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2.2.4. Conditions de stationnarité et d'inversibilité 
<1> Condition de stationnarité pour un processus AR 
Soit le modèle AR(l) : (1 - 01B>Wt = at 
W1 = 01Wo 
We. = 01W 1 
= YrWo 
Wt = Ql1 Wt-1 + at 
= 01Wo + 01- 1 a1 + 01-eae + ••• + at 
On peut assurer la stationnarité de ce processus en imposant que 
Ql1 soit compris entre -1 et 1. Si ce n'était pas le cas, Wt serait 
principalement influencé par les événements les plus lointains Wo et a1 . 
Par, contre imposer -1<01<1 revient à accorder plus d'importance aux 
événements récents at, ce qui paraît raisonnable. 
Une autre façon d'exprimer cette condition est de dire que les racines 
de l'équation 
1 - 01B = 0 
avec B considéré comme variable, doivent être en dehors de l'intervalle 
[-1,lJ. 
Si l'on prend la condition générale de stationnarité exprimée en 1.2., 
il faut que la série 
~(B) = (1 - 0 1 B>- 1 = tQl~Bj (j=O .. m) 
converge pour !B!il. 
La condition sera satisfaite pour 
intuitif que nous avions trouvé. 
IQli!<l. C'est bien le résultat 
(2) Condition d'inversibilité pour un processus MA 
Un raisonnement semblable appliqué au modèle MA<l) conduit à la 
conclusion que 81 doit satisfaire -1<01<1 
(3) Généralisation 
Les conditions de stationnarité 
ARMA<p,q) seront satisfaites pour 
complexes) de 
0"'(8) = 0 
8q (8) = 0 
et d'inversibilité d'un processus 
autant que les racines (réelles ou 
soient situées en dehors du cercle unitaire. 
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2.3. RESULTATS THEORIQUES: SYNTHESE 
Processus AR(pl Processus HA(ql Processus ARMA(p,ql 
Modèle Gp (BlWt = at 8q1 (BlWt = at 8q1 (BJflp(BlWt = at 
Wt = Q; 1!Blat Wt = 8q!Blat Wt = Q; 1!Bl8q!Blat 
Série : en 11 finie infinie infinie 
en V infinie finie infinie 
Stationnarité racines de (lp(Bl = 0 toujours stationnaire racines de (IP(Bl = 0 
en dehors du cercle unit. en dehors du cercle unit, 
lnvertibilité toujours inversible racines de 8q(B) = 0 racines de 8q(BJ = 0 
en dehors du cercle unit. en dehors du cercle unit. 
A.C.F, infinie : décroissance finie : q valeurs infinie : décroissance 
- exponentielle différentes de 0 - exponentielle 
- exp. avec altern. signe - exp. avec altern. signe 
- en forme vague sinus - en forme vague sinus 
P.A.C.F. finie : p valeurs infinie : décroissance infinie : décroissance 
différentes de 0 - exponentielle - exponentielle 
- exp. avec altern. signe - exp. avec altern. signe 
- en forme vague sinus - en forme vague sinus 
3. MODELE LINEAIRE POUR SERIE NON STATIONNAIRE HOMOGENE 
En pratique, les séries sont rarement stationnaires. Toutefois, elles 
présentent souvent une homogénéité en ce sens que l'on peut se ramener à une 
série stationnaire en analysant la série "différenciée". Un modèle peut alors 
'ètre construit. 
..... 
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3.1. MODELE AUTO-REGRESSIF INTEGRATED MOVING-AVERAGE: ARIMA<p,d,q) 
3.1.1. Cas simple: d=l 
So i t 1 a sér i e Z t 
Elle n'est pas stationnaire, mais mis à part une translation verticale, une 
partie de la série ressemble fort à une autre. On dit que Zt est 
stationnaire dans ses différences premières. C'est à dire que la série 
est stationnaire. 
On pourra utiliser un modèle ARMA<p,q) pour représenter Wt, 
Zt sera représentée par un modèle ARIMA<p,d,q) où d=l et signifie que l'on 
considère non pas les valeurs brutes mais les différences premières. 
3.1.2. Généralisation 
Si Zt est la série dont on souhaite représenter le comportement, alors on 
suppose que la série en d• différence vdZt = Wt est stationnaire et peut 
être représentée par un modèle du paragraphe II.1.2.2. 
Le modèle pour Zt est un ARIMA<p,d,q) et s'écrit : 
3.2. EXTENSION DU MODELE 
3.2.1. Terme constant 
Il est parfois nécessaire d'introduire un terme constant dans le modèle. La 
forme la plus générale du ARIMA(p,d,q) est donc 
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3.2.2. Transformation préalable 
L'applicabilité du modèle peut être considérablement étendue si l'on admet 
la possibilité de transformation non linéaire de la série Zt, 
Le but d'une transformation est d'éviter que l'amplitude de la variation 
des observations autour de la moyenne dépende de cette valeur moyenne. 
Les transformations proposées dépendent d'un paramètre ô, à déterminer 
Y t = Z't 
Y t = ln( Zt l 
pour ô'i-0 
pour ô=O 
L'analyse porte ensuite sur la série transformée Yt 
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Il. CONS TRUC TI ON D'UN 
M O D E L E S T O C H A S T l Q U E 
1. IDENTIFICATION D'UN MODELE 
Les méthodes d'identification sont des procédures grossières appliquées à un 
ensemble de données pour indiquer le type de modèle qui semble adéquat pour 
représenter les données. 
Dans notre cas, l'objectif est d'obtenir une idée de la valeur des paramètres 
- ô pour identifier une transformation préalable, 
- p,d,q pour identifier une sous-classe de modèles hors de la famille 
générale ARIMA(p,d,q) 
De plus, il est intéressant d'obtenir des estimations initiales des valeurs des 
paramètres ~1 , ej avant la phase d'estimation proprement dite. 
C'est une étape qui demande une bonne part de jugement les choix se font 
essentiellement en confrontant des représentations graphiques tirées des 
observations (A.C.F., P.A.C.F., ... ) avec des résultats théoriques. 
1.1. CHOIX D'UNE TRANSFORMATION PREALABLE: ô 
1.1.1. Méthode rigoureuse 
C'est une méthode assez lourde qui consiste à : 
Pour différentes valeurs de ô 
- ajuster un modèle à zc.s·> = (Z5 - 1 )/(ôZ9 6 - 1 ) 
avec Z = données brutes 
Z9 = moyenne géométrique de la série 
zcc•> = Z ln(Z) 
- calculer la somme des carrés des résidus S.s-
Choisir ô pour lequel S<5" est minimum. 
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1.1.2. Méthode graphique: Range-Mean Plot 
Heureusement, une simple analyse graphique peut souvent suggérer une 
transformation. 
La méthode consiste à "saucissonner" la série en plusieurs 
chacune des portions on calcule la moyenne et l'écart 
minimale et maximale. On obtient donc des paires (mean, 
peut représenter sur un graphique. 
La forme du graphe suggère ô 
range 
mean 
1.2. IDENTIFICATION DU DEGRE DE DIFFERENCE 
portions, pour 
entre la valeur 
range) que l'on 
On 
leur 
utilise la 
A.C.F. 
propriété suivante 
diminuera rapidement 
des modèles 
à partir 
stationnaires ARMA(p,q) 
d'un lag k "raisonnablement 
grand". 
La méthode consiste donc à examiner l'A.C.F. des séries Zt, VZt, vnzt, 
On suppose que le degré de différence d, nécessaire pour obtenir une série 
stationnaire, a été atteint lorsque l'A.C.F. de Wt = vdZt diminue assez 
rapidement. 
En pratique d vaut 0,1,ou 2 et il est suffisant d'inspecter r(k) pour ki20. 
1.3. IDENTIFICATION DU PROCESSUS STATIONNAIRE ARMA RESULTANT: p,q 
Après avoir décidé quel d utiliser, on identifie p et q en examinant 
simultanément les A.C.F. et P.A.C.F. et on les compare au comportement 
théorique des A.C.F. et P.A.C.F. des processus les plus courants en 
pratique. 
Le tableau suivant est particulièrement utile: il donne le comportement 
des A.C.F. et P.A.C.F. d'un processus ARIMA(p,d,q) pour des valeurs 
courantes de pet q : 
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Ordre (1,d,O) (0, d, 1) 
Ro(k) décrois. exponentielle seul Ro 1 -:/- 0 
0(kk) seul (J 11 t 0 décrois. à domin. expon. 
Ordre (2,d,O) (O,d,2) 
Ro(k) décrois. exponentielle, seuls Rou Roe -:/- 0 
décrois en vague sinus 
0(kk) seu 1 s <311 , llee -t 0 décrois. à domin. expon. 
décrois en vague sinus 
Ordre ( 1,d, 1) 
Ro(k) décrois. exponentielle après le premier lag 
0(kk) décrois. à domin. expon. après le premier lag 
Encore plus utile serait la traduction de ce tableau en graphes typiques 
pour les processus courants. 
Pour pouvoir juger si les coefficients d'autocorrélation et 
d'autocorrélation partielle s'annulent effectivement après un certain lag, 
on calcule les erreurs standards de la manière suivante : 
cr 7 [rk) = 1/4n. {1 + 2.(rt + r~ + ••• + r~)) pour k>q 
pour k>p (on fait l'hypothèse que le processus est 
autorégressif d'ordre p) 
En pratique, on considérera comme significativement t O les valeurs qui 
sortent de l'intervalle [-2cr',2cr'J. 
1.4. CHOIX D'INCORPORER UN TERME CONSTANT 
Pour décider de l'incorporation d'une constante 80 dans le modèle, on 
applique la règle suivante: 
Si d=O alors on inclut d'office une constante 
Si d.U alors 
calculer~~: moyenne de Wt = ~dZt 
. calculer cr'(~:,)= 1/.Jn. cr:., • .J{l + 2.(r1 + re + ... )} 
si O ! [~~ ± 2cr'(~~)J 
alors introduire une constante 
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1.5. ESTIMATION INITIALE DES PARAMETRES D, 8 
A titre indicatif, nous donnons dans le tableau suivant les équations et 
conditions qui permettent de calculer des estimations préliminaires pour les 
paramètres du modèle identifié. Nous avons noté R1, les coefficients 
théoriques de l'A.C.F. (Ro(k)). 
Ordre (1,d,O) (O,d,1) 
Equations <211 = R1 -81 
R1 = 
1 + 8! 
Conditions -1 < (21 l < 1 -1 < 81 < 1 
Ordre (2,d,O) (O,d,2) 
Equations R 1 ( 1-Re) -8 l ( 1 - 8e) 
(21 l = R1 = 
1 - R! 1 + 8! + 8~ 
Re - R 12 -8e 
<21e = Re = 
1 - R! 1 + 8! + 8~ 
Conditions -1 < <21e < 1 -1 < 8e < 1 
<21e + ~l < 1 81 + 8e < 1 
<21e - ~l < 1 8e - 81 < 1 
Ordre (1,d,1) 
Equations ( 1 - 81 .<211) (01 - 01 > 
R1 = 
1 + 8! - 2.01.81 
Re = R 1 .<211 
Conditions -1 < <211 < 1 
-1 < 81 < 1 
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2. ESTIMATION DU MODELE 
Cette étape a pour but d'obtenir des estimations efficaces des paramètres du 
modèle identifié. 
Les méthodes utilisées consistent à déterminer p+q+l paramètres<~;, e~ , rr;) 
de manière à : 
- soit maximiser une fonction de vraisemblance, 
- soit minimiser la somme des carrés des écarts entre valeurs observées et 
valeurs estimées. 
Nous ne détaillerons pas ces méthodes, qui sont tout à fait automatisables. 
Nous supposons qu'un programme informatique nous fournit, pour le modèle 
identifié, les résultats suivants: 
- les estimations des paramètres: 0~ , e~, 
- les écarts-types de ces paramètres, 
- les corrélations entre ces paramètres, 
- l'estimation de la variance résiduelle <rr;)e. 
3. VERIFIATION DU MODELE 
L'objectif de cette étape est de décider si le modèle ajusté est adéquat ou 
non. S'il ne l'est pas, un but complémentaire est de savoir comment il faut 
le modifier pour une nouvelle itération. C'est une étape qui demande à nouveau 
du jugement. 
Deux techniques sont utilisables: 
- la sur-spécification d'un modèle, 
- la vérification appliquée aux résidus du modèle ajusté. 
3.1. SUR-SPECIFICATION 
Le principe de cette technique consiste à ajuster un modèle plus élaboré, 
contenant des paramètres supplémentaires. 
Le modèle initial sera adéquat si le modèle plus élaboré n'apporte pas 
d'amélioration sensible. 
On remarquera que cette méthode n'est pas très ,·igoureuse comment savoir 
"dans quelle direction" il faut augmenter le modèle? C'est pourquoi, il est 
nécessaire de recourir à une méthode plus générale. 
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3.2. VERIFICATION APPLIQUEE AUX RESIDUS 
Le principe est le suivant si le modèle ajusté est adéquat, alors les 
résidus at doivent avoir les propriétés d'un bruit blanc 
- ils suivent une distribution N<O,~;) 
- ils sont non corrélés. 
Dans cette 
hypothèse, 
nécessaire. 
technique, les résidus sont analysés 
mais ils sont également utilisés pour 
pour vérifier cette 
corriger le modèle si 
3.2.1. Vérification de l'adéquation 
(1) Graphe des résidus avec des limites de contrôle à± 2a~ 
C'est une première étape indispensable qui 
at sont normalement distribués: il ne faut 
significatifs. 
(2) Calculer l'A.C.F. des résidus: rk(a') 
permet de 
pas (ou très 
juger si les 
peu) de pics 
Si le modèle ajusté est 
les rk(a') doivent itre 
lors, on peut utiliser 
soit individuellement. 
correct, des résultats théoriques montrent que 
non corrélés et distribués selon N(0,1/4n). Dès 
les rk(a') de deux manières: soit globalement , 
(a) Globalement : test du xe 
Supposons que l'on ait 
d'autocorrélation rk(a'). 
modèle est adéquat 
calculé les K 
11 est possible 
Q = n. {r'i,(a') + ... + r~(a')} 
premiers coefficients 
de montrer que, si le 
est approximativement distribué selon un chi carré 
xa<K-p-q> 
On peut donc adopter la règle suivante (test d'hypothèse) 
Soit Ho les résidus sont non corrélés 
. X~: la valeur critique théorique du x• à 
v degrés de liberté et au seuil~ 
. Q: la valeur calculée par la formule ci-dessus. 
Alors: • Si Q<X~: on accepte Ho 
• Sinon: on rejette Ho 
(b) Individuellement 
Un graphe des rk(a') avec des limites de contrôle à± 2/4n permet de 
juger si les résidus sont distribués selon N(0,1/4n) : il ne faut 
pas (ou très peu) de pics significatifs. 
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3.2.2. Utilisation des résidus pour modifier le modèle 
Soit le modèle initial 
Supposons encore que les résidus bt ne satisfont pas l'hypothèse de bruit 
blanc. Dès lors, on identifie un second modèle pour la série bt : 
En éliminant bt entre les deux équations, on obtient un nouveau modèle 
qui peut être à nouveau estimé puis vérifié. 
3.3. TESTS COMPLEMENTAIRES 
Dans certains cas, le seul fait d'écrire 
simplifications. 
3.3.1. En omettant des paramètres non significatifs 
Soit le modèle ARIMA(0,1,2) 
"lZt = ( 1 - .86B + .02ae>at 
(±.10) (±.06) 
L'écart-type de 
€le suggère que 1 'on 
AR I MA< 0 , 1 , 1 ) • 
3.3.2. En éliminant des opérateurs redondants 
Soit le modèle ARIMA<2,1,1) 
(1 - 1.10B + .28BEl)VZt 
(1 - .70B)(l - .40B)VZt 
= (1 - .65B>at 
= (1 - .65B>at 
essaie 
le modèle suggère des 
un modèle plus simple 
Dans un souci de parcimonie, on devrait essayer un modèle plus simple 
AR I MA ( 1 , 1 , 0 ) . 
3.3.3. Choix entre modèles· concurrents 
Lorsque plusieurs modèles semblent adéquats, on les compare sur les critères 
suivants: 
- Variance résiduelle 
- Nombre de paramètres 
- Valeur calculée du xe 
la plus petite possible, 
le plus petit possible, 
le plus petit possible. 
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4. PREVISION 
Le but de cette étape est d'utiliser un modèle ARIMA dont on a testé 
l'adéquation pour prévoir des valeurs futures de la série temporelle. En 
d'autres termes nous cherchons: 
- Zt(h) : une prévision de Zt+h faite à l'instant t 
- un intervalle de confiance associé à chaque prévision. 
4.1. LA FONCTION DE PREVISION 
4.1.1. Principe 
Soit le modèle ajusté 
avec Q(B) = ~(B)vd 
Ce modèle peut s'écrire, en remplaçant t par t+h 
Les deux résultats théoriques suivants permettent de calculer les prévisions 
(1) La meilleure prévision, faite en t, pour l'époque t+h, est l'espérance 
mathématique de Zt+h conditionnée par la connaissance de tous les Z 
jusqu'au temps t. Nous noterons cela 
Ce qui permet d'écrire 
[Zt+hJ: Z~(h) : û1CZt+h-1J + 
- 81Cat+h-1J -
+ Ûp+dCZt+h-p-dJ 
- 89 [at+n-9 J + Cat+nJ 
(2) On utilisera les règles de calcul suivantes: 
[ z t-j] = Zt-.1 
CZt+JJ = Zt(j) 
Cat-JJ = àt-j 
[at+J J = 0 
= Zt-j - Zt-J--t(l) 
j=0,1,2, •• 
j=l,2, •• 
j =O, 1, 2, .. 
j=l,2, •. 
Ce qui permet de calculer les Zt(h) de manière récursive dans l'ordre 
Zt ( 1 ) , Zt ( 2 > , 
! t 
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4. 1.2 Exemple 
Soit un modèle ARIMA(2,0,0) estimé comme suit 
(1 - 1.88 + .882 lZt+h = aa+h 
Zt+h = l.BZt+M-1 - .BZt+h-e + at+h 
Les prévisions que l'on peut générer sont 
Z ~ ( 1 ) = 1 • BZ t - • BZ t - 1 
Zt ( 2) = 1 • BZt ( 1 ) - • BZt 
4.2. LES INTERVALLES DE CONFIANCE 
4.2.1. Principe 
Réécrivons le modèle sous la forme d'une somme pondérée infinie de aJ. 
C'est à dire en utilisant le filtre linéaire V(B) : 
Zt+h = at+h + V1aa+h-1 + ... + Y-h-1 aa+1 + Vhat + 
Zt(h) = Y-ti a. + ... 
ea(h) = Zt+h - Zt(h) 
= at+h + V 1a t+h-1 + ... + Y-h-lat+l 
<r' (h) = 4 ( 1 + VFf. + . . . + Vti-~) . (J"; 
On prendra comme intervalle de confiance (l.C.) au seuil~ 
Zt+h(±) = Z~(h) ± ~€/S • <r' (h) 
avec ~E/e donné par la distribution normale réduite, et valant 1.96 au 
seuil ~=5¼ 
4.2.2. Exemple 
Reprenons le modèle 
(1 - 1.8B + .88 2 )Zt+1 = at+1 
(1) On commence par calculer les 
coefficients dans 
VJ en 
0(8)(1 + Y-1B + VeB 2 + ••• ) = 8(8) 
On obtient ainsi 
V-r:, = 1 
V-1 = 1. 8 
V-J = l.BVJ-1 - .BY-J-e 
faisant correspondre les 
(2) On peut alors calculer un I.e., ainsi au seuil de 5¼ 
Za+e<±) = Z~(2) ± 1.96 4( 1 + 1.8 2 ) • <r~ 
1 t ----= 
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111. MODELES S A 1 S O N N I E R S 
En pratique, les séries que l'on doit analyser présentent 
récurrent qui apparaît pour une certaine périodicité 
phénomène annuel pour des données de ventes mensuelles 
période s=12. 
souvent un phénomène 
s. Par exemple, un 
se traduira par une 
On peut encore utiliser les méthodes décrites jusqu'ici pour analyser de telles 
séries, dites saisonnières. 
1. LE MODELE MULTIPLICATIF 
Supposons que l'on analyse une série dont les données sont des ventes 
mensuelles, de telle sorte que s=12 
1.1. MODELE POUR LES VARIATIONS D'ANNEE A ANNEE 
Une observation pour un mois particulier, soit avril, peut être liée avec 
les observations des mois d'avril précédents par un modèle de la forme : 
avec v .. = 1 - 8"' 
Un modèle similaire peut relier les observations faites pour les mois de 
mars, .•. Il est habituellement raisonnable de faire l'hypothèse que les P+Q 
coefficients ~t , eJ sont identiques pour ces s modèles. 
1.2. MODELE POUR LES VARIATIONS DE MOIS A MOIS 
Les résidus (e~ pour avril, e~-1 pour mars, ..• ) sont généralement corrélés. 
Pour permettre cette dépendance, un second modèle est introduit, il a la 
forme 
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1.3. MODELE GENERAL 
En éliminant le terme et entre ces deux modèles, on obtient le modèle 
multiplicatif général, qui s'écrit 
On parlera d'un modèle ARIMA d'ordre (p,d,q)x(P,D,Q). 
2. CONSTRUCTION D"UN MODELE SAISONNIER 
Les méthodes décrites en II. CONSTRUCTION D'UN MODELE STOCHASTIQUE peuvent 
s'appliquer pour analyser une série saisonnière réaliste. 
= 
1 = 
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1 JV. UT J L J SA T 1 0 N D E L A M E T H O D E i 
Dans ce chapitre, nous proposons de synthétiser les fondements théoriques,pour 
les rendre utilisables en pratique. Pour cela, nous reprenons les différentes 
étapes de la construction d'un modèle, nous les décomposons en sous-étapes, et 
nous assemblons ces sous-étapes sous la forme d'un organigramme. 
En d'autres 
raisonnement 
modèle. 
Dans ce schéma 
termes, le but est de représenter sous une forme simple, le 
qu'un utilisateur de la méthode doit suivre pour construire un 
Il Il représente une étape principale dans la construction d'un modèle, 
D représente une sous-étape totalement automatisable, 
:-----: 
représente une sous-étape nécessitant du jugement de la part de 
:-----: l'utilisateur. 
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Données 
y 
adéquates en entrée 
t 
IDENTIFICATION 
l TRACER graphe Zt 
:--------------------------------------: 
IDEE : besoin de transformation? 
. est-ce stationnaire? 
. y-a-t-il saisonnalité? 
:--------------------------------------: 
1 TRACER Range-Mean-Plot 1 
:----------------------------------------------! 
: CHOISIR le paramètre de transformation: o : 
:----------------------------------------------: 
CALCULER la série transformée: Yt = Z< 8 > 
CALCULER les ACF et PACF de Yt et des 
TRACER séries différenciées (v,v 2 , ••• ,Vw,vv., ... ) 
:-----------------------------------------------------------------------: 
CHOISIR des degrés de différenciation pour obtenir la stationnarité 
Si saison: choix de s,d,D dans vdv~ 
Sinon : choix de d 
:-----------------------------------------------------------------------! 
:-----------------------------------------------------------------------: 
CHOISIR un ou plusieurs modèle(s) ARMA(p,q) 
choisir p,q d'après les caractéristiques des ACF et PACF 
des séries différenciées retenues, 
décision d'inclure ou non une constante, 
Si saison: choisir modèle ARMA(P,Q) 
:-----------------------------------------------------------------------
CALCULER des estimations préliminaires pour les paramètres 
~t, eJ des modèles identifiés 
= 
-Al.27-
ESTIMATION 
CALCULER les estimations 
VALIDATION 
1 TRACER 
. des paramètres 0t, ej 
de leur écart-type 
• de la variance résiduelle rr! 
graphe des résidus at 
:---------------------------------------: 
! IDEE : distribution normale? (a) ! 
:---------------------------------------: 
j CALCULER et TRACER ACF des résidus 
:---------------------------------------! 
! IDEE : . distribution normale ? 
. résidus corrélés? (b) ! 
:---------------------------------------: 
1 CALCULER valeur du X2 
:---------------------------------------: 
! IDEE : . résidus corrélés ? ( C) ! 
:---------------------------------------; 
:---------------------------------------: 
: DECIDER modèle adéquat? non 
: ___________ •n_fonction_de_<a)(b)(c> ____ :==i============:=1 
:-------------------------------: 
oui 
RE-IDENTIFICATION : 
• appliquée aux résidus :-O 
• incorporée dans le modèle! 
:-------------------------------: 
PREVISION 
:-----------------------------------------: 
CHOISIR l'origine des prévisions 
. les échéances à prévoir 
• les limites de probabilités 
:-----------------------------------------: 
CALCULER • les valeurs futures Zt(h) 
• les intervalles de confiance 
FIN 
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l N T R O D U C T l O N 
Dans cette annexe, nous reprenons la stratégie statistique (proposée dans le 
rapport en VI.> pour l'analyse des séries chronologiques selon la méthode B&J. 
Rappelons que cette stratégie comprend des tâches décomposables, logiques et 
terminales. L'exécution d'une tâche logique doit permettre au système de 
suggérer l'exécution ou non d'une tâche terminale tandis que l'exécution d'une 
tâche terminale débouche sur la suggestion de valeurs de paramètres. 
Pour chaque tâche logique et terminale de la stratégie d'identification, nous 
donnons une procédure permettant d'exécuter la tâche. Le lecteur trouvera donc 
pour chaque étape de la stratégie: 
- L'objectif de l'étape, 
- Le test, implémentant la tâche logique, 
- Le choix, implémentant la tâche terminale. 
Nous citerons plusieurs procédures possibles et nous spécifierons plus 
précisément celle que nous avons retenue. 
f-----z 
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I. L A S T R A T E 6 I E 
Nous rappelons, sous sa forme graphique, la stratégie proposée dans le rapport 
en VI. 
La démarche de construction d'un modèle est la suivante 
HYPOTHESE 
Classe Générale de Modèles 
IDENTIFICATION < 
d'un modèle candidat 
ESTIMATION 
des paramètres du modèle 
VALIDATION 
de l'adéquation du modèle 
1 
non 
oui 
PREVISION 
à partir du modèle estimé 
1 
V 
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La stratégie d'identification propsée est (Figure A2.1) 
TRACER GRAPHE Z 
Nor111alité 
?? 
non 
VERIFIER HYPOTHESES 
stationnarité 
d'ordre 1 ?? 
"'l--~ oui 
saison?? saison?? 
ouihnon oui 
choix l'"'i1 l'"'si1 s,d,D d 
IDENTIFICATION 
stationnarité 
d'ordre 2 ?? 
non 
rq 
par ie 
régulière 
DETERMINER MODELE 
partie 
sa i sc,nn i ère 
ESTIMATIONS PRELIH. 
terme 
constant?? 
oui 
La stratégie de validation proposée est (Figure A2.2) 
VERIFIER SURSPECIFICATION 
Coefficients non 
significatifs?? 
oui 
suppression, 
réesti111ation 
VALIDATION 
Noraali té 
oui 
LJ 
VERIFIER RESIDUS 
Indépendance 
r., :# 0 ?? 
oui 
correction, 
réesti11ation 
Nous allons à présent détailler les tâches logiques (noeuds??) et terminales 
(noeuds IY) de la stratégie d'identification. 
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II. P A R A M E T R E D E T R A N S F O R M A T I O N 
1. OBJECTIF 
La méthode B&J fait l'hypothèse que la série Zt est 
processus stochastique de loi Normale. Si ce n'est 
transformation non linéaire de Zt de paramètre ô doit 
Al.I.3.2.) 
2. TEST: normalité?? 
2.1. PROCEDURES POSSIBLES 
La décision 
BARTLETT : 
normalité. 
d'effectuer une transformation 
une variance stable en fonction de 
2.1.1. Méthode graphique 
est basée 
la moyenne 
la réalisation d'un 
pas le cas, une 
~tre appliquée. (voir 
sur un résultat de 
entraîne souvent la 
On peut appliquer la méthode du Range-Mean-Plot (voir Al.II.1.1.) pour voir si 
la variance de k sous-séries dépend de la moyenne. 
Inconvénient : Une méthode graphique ne permettrait pas au système de faire une 
suggestion, elle nécessiterait l'intervention de l'utilisateur. 
De plus, la méthode ne précise pas la valeur de k. 
2.1.2. Test de BARTLETT 
BARTLETT a introduit une statistique permettant de tester l'égalité des 
variances de k sous-séries. Ce test est fréquemment utilisé en économétrie pour 
détecter l'hétéroscédasticité. En associant à la série i, n1 observations de 
variance égale à s:, il considère 
avec N = r n1 su= variance de la série complète 
C = 1 + {1/3.(k-1)}.{r(l/n1) - 1/N} 
Si les observations suivent une loi Normale, et sous l'hypothèse d'égalité des 
variances, La approximativement une distribution X~k-1>• 
Inconvénient Implémenter un test du X2 n'est pas trivial et, comme en 2.1.1., 
la méthode ne précise pas les valeurs de k et n1. 
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2.2. PROCEDURE RETENUE 
La procédure retenue est proche de la méthode graphique, mais elle introduit 
des heuristiques pour remédier aux inconvénients. 
2.2.1. Spécification 
PRE Z[l .. NJ série observée. 
POST la procédure détermine si, oui ou non, la variance de la série est 
fonction de la moyenne. 
2.2.2. Principe 
Initialisation k := partie entière de 4N 
lg := partie entière de N/k 
Traitement 
Terminaison 
- Découper le série Zen k sous-séries de longueur lg. 
- Calculer moyenne et variance de chaque sous-série. 
- Calculer le coefficient de corrélation rentre les moyennes 
et les variances. 
Si r-/: 0 alors "suggestion" := effectuer tâche choix ô. 
"autre possibilité" := ne pas l'effectuer. 
Sinon "suggestion" et "autre possibilité" sont inversées. 
2.2.3. Commentaires 
Les valeurs de k et lg ont été choisies de manière à réaliser un compromis 
entre bonne estimation des moyennes et variances et bonne estimation der. 
- Ne connaissant pas la distribution der, nous décidons arbitrairement de 
fixer à [-0.2: 0.2) l'intervalle en dehors duquel r sera considéré-/: O. 
- Cette procédure a l'avantage d'~tre plus simple que le test de BARTLETT et 
plus rigoureuse que la méthode graphique. 
3. CHOIX DU PARAMETRE ô 
3.1. PROCEDURES POSSIBLES 
3.1.1. Méthodes rigoureuses 
BOX et JENKINS ont proposé une méthode (voir Al.II.1.1.) qui choisit un ô 
minimisant la somme des carrés des résidus d'un modèle. BOX et COX Cl) ont 
proposé de choisir ô par la méthode du maximum de vraisemblance. 
Inconvénient : Ces méthodes consomment beaucoup de temps calcul. 
3.1.2. Méthode graphique 
La méthode du Range-Mean-Plot peut indiquer un paramètre de transformation 
(voir Al.II.1.1.). 
Inconvénient: Cette méthode manque de précision. 
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3.2. PROCEDURE RETENUE 
La procédure retenue est fort semblable à la procédure de test, mais elle 
s'applique pour différentes valeurs de ô. 
3.2.1. Spécification 
PRE 
POST 
Z[l .• NJ série observée. 
ô: valeur du paramètre de transformation des Zen Z< 6 > qui stabilise 
la variance en fonction de la moyenne. 
3.2.2. Principe 
Initialisation k := partie entière de 4N 
lg := partie entière de N/k 
Traitement Pour différentes valeurs de ô 
- Découper le série Z< 6 > en k sous-séries de longueur lg. 
- Calculer moyenne et variance de chaque sous-série. 
- Calculer le coefficient de corrélation r(ô) entre les 
moyennes et les variances. 
- Retenir ô qui fournit la valeur minimale de jr(ô) 1 
Terminaison "suggestion" := ô. 
"autres possibilités'' := tous les ô tels que jr<ô) 1 < 0.2. 
3.2.3. Commentaires 
- Nous décidons de faire varier ô de -1 à +1 par pas de 0.25. Si la valeur 
de ô retenue donne un jr<ô>j grand ()0.2) alors la procédure est 
réexécutée avec un pas de 0.1. Nous réalisons ainsi un compromis entre 
précision et efficacité. 
REFERENCES CHAPITRE Il. 
[Il BOX a.E.P., COX D.R. 1 An Analyala of Traneforaatlon• 
.... 
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~ Ill. DEGRE D E D I F F E R E N C I A T I O N 
1. OBJECTIF 
Une seconde hypothèse doit être vérifiée pour appliquer la méthode B&J : la 
série Zt est la réalisation d'un processus stochastique stationnaire. Si ce 
n'est pas le cas, une transformation en différences de Zt de paramètre d doit 
être appliquée. (voir Al. I.3.1.). 
Dans un premier temps, on s'intéresse à la stationnarité de la moyenne, et on 
détermine und provisoire (ne tenant pas compte d'une éventuelle périodicité). 
2. TEST: stationnarité 1 ?? 
2.1. PROCEDURES POSSIBLES 
La décision de différencier la série est basée sur la détection d'une tendance. 
2.1.1. Tests de tendance 
Plusieurs tests permettent de détecter la présence d'une tendance. SPEARMAN 
propose de calculer un coefficient de corrélation entre la série t et une série 
dérivée de Zt. KENDALL suggère un test similaire, il est décrit ci-dessous. 
Dans le même ordre d'idée, il est possible de découper la série en k 
sous-séries et de tester l'égalité des moyennes. 
2.1.2. Décroissance de l'ACF 
L'ACF d'un processus non stationnaire décroît lentement vers O. Il est possible 
de tester cette décroissance soit visuellement, soit en comparant les premiers 
r1-r. à une limite. 
Inconvénient : - Une méthode graphique 
l'utilisateur et/ou 
nécessiterait l'intervention de 
- comme le montre LIBERT, la décroissance 
coefficients de l'ACF peut révéler aussi bien 
non stationnaires que stationnaires. 
2.2. PROCEDURE RETENUE 
des premiers 
des processus 
La procédure retenue est un test de tendance. Nous avons choisi celui de 
KENDALL (test de MANN) car il est simple et efficace. Le test est le suivant 
Pour toute valeur d'une série Yt, soit nt, le nombre de données Y. qui la 
précède <s<t) telles que y.<Yt. La quantité T = Lnt est, sous l'hypothèse (Ho) 
d'absence de tendance, distribuée asymptotiquement comme une loi normale N(m,u) 
avec 
m = n(n-1)/4 
u2 = n(n-1)(2n+5)/72 
= 
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2.2.1. Spécification 
PRE 
POST 
Y[l .. NJ série observée normalisée (Z< 6 >) 
la procédure détecte la présence ou non d'une tendance dans la série 
Y. 
2.2.2. Principe 
Initialisation / 
Traitement : - Calculer nt, T 
Terminaison 
- Calculer m, cr 
- Calculer u(T) = (T-m)/cr 
Si 1u<T>I > Q(N<0,1),<X) 
alors "suggestion" := effectuer tâche choix ô. 
"autre possibilité" := ne pas l'effectuer. 
Sinon "suggestion" et "autre possibilité" sont inversées. 
2.2.3. Commentaires 
- Nous fixons par défaut <X à 0.05 et donc Q(N(0,1),<X) à 1.96. 
3. CHOIX DU PARAMETRE d 
3.1. PROCEDURES POSSIBLES 
3.1.1. Décroissance de l'ACF 
BOX et JENKINS recommândent de choisir le plus petit d tel que l'ACF de 
vdzun décroisse rapidement vers O. 
Inconvénient : Outre ceux cités en 2.1.2., cette méthode n'est pas très 
précise. 
3.1.2. Variance minimale 
ANDERSON préconise de choisir comme valeurs de d et D celles qui fournissent la 
variance de vdv0 Z< 8 > minimale. On pourrait se contenter pour l'instant de 
minimiser la variance de vdZ< 6 >. 
Inconvénient LIBERT montre que l'application de cette méthode peut conduire à 
retenir und trop grand. 
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3.2. PROCEDURE RETENUE 
La procédure retenue utilise le critère d'ANDERSON mais vérifie, par un test de 
tendance, que le d retenu n'est pas trop grand. 
3.2.1. Spécification 
PRE 
POST 
Y[l •• NJ série observée transformée (Z<•>) 
d : valeur du paramètre de transformation des Y en -.;;dY qui 
assure la stationnarité de la moyenne. 
3.2.2. Principe 
Initialisation: / 
Traitement : Pour d := 0,1,2 
Terminaison 
- Calculer v(d) 
- Retenir d tel 
Tant que d>O 
variance de vdY 
que v(dl est minimum. 
- Appliquer le test de tendance de MANN sur vd-iy 
- si tendance alors terminer sinon d := d-1 
"suggestion" := la valeur de d retenue. 
"autres possibilités'' := les deux valeurs écartées. 
-A2. 10-
IV. PERIODICITE s 
1. OBJECTIF 
Si une série est périodique, la méthode B&J peut encore s'appliquer en 
utilisant un modèle multiplicatif <p,d,q)x(P,D,Q)u (voir Al.III.1). Cela 
suppose de pouvoir déterminer le paramètre saisonniers. 
2. TEST: saisonnalité?? 
Nous ne connaissons pas de moyen de répondre à la question 
est-elle oui ou non périodique?'' sans répondre également à "et 
période?". Dès lors, pour cette étape, nous ne séparerons pas la 
et terminale nous chercherons d'office le paramètre s et 
décidons que le phénomène est périodique. 
3. CHOIX DU PARAMETRE s 
3.1. PROCEDURES POSSIBLES 
3.1.1. Connaissance à priori 
"Telle série 
quel le est 1 a 
tâche logique 
si s;t:O, nous 
BOX et JENKINS considèrent que la période est connue de l'utilisateur. 
Eventuellement, cette connaissance peut être confirmée par les coefficients de 
l'ACF s'ils sont significatifs aux lags ks (k=l,2, .•• ). 
Inconvénient : Les rôles sont inversés par rapport à la démarche souhaitée : 
ici, c'est l'utilisateur qui suggère et le système qui confirme. 
3.1.2. Tests de détection 
LIBERT présente deux tests pour détecter la présence d'une période. Le premier 
est une analyse de la variance appliquée, pour diverses valeurs des, au 
tableau Z(i,j) = Zt+<J-1>• (i!s ; j!N/s) et teste un "effet colonne". On 
retient comme valeur des, si elle existe, celle qui conduit à une influence 
significative de l'effet colonne. 
Le second ajuste à la série, pour diverses valeurs de s, un modèle purement 
périodique et teste la valeur du modèle. Parmi les modèles retenus, on choisit 
s qui conduit à la plus faible variance des résidus. 
Inconvénient : Le premier 
s'applique 
test ne semble pas 
aux séries purement 
très efficace, 
périodiques. 
le second 
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3.2. PROCEDURE RETENUE 
La procédure retenue est une heuristique proche de la démarche suivie par un 
utilisateur qui interprète une ACF. Elle est justifiée par LIBERT. 
3.2.1. Spécification 
PRE W[l •• NJ série observée transformée (vdz<•>) 
dl •• KJ ACF de W 
POST s : valeur 
série W. 
de la période d'un phénomène saisonnier présent dans la 
s=O si un tel phénomène n'est pas présent. 
3.2.2. Principe 
Initialisation : / 
Traitement : - Chercher les rk significatifs et 
Terminaison 
Abandonner ceux expliqués par la partie régulière. 
A= {k: 2<k<N/4 ; lr•<l > 3/.JN) 
A= A\ {k: lrkl < max( lrk-1!, lr1r.+1!) + 0.5/.JN) 
Si A=~ s=O Terminer 
Si A={k) s=k Terminer 
- Chercher les r1r. les plus significatifs 
rM = max( lr1r.l> pour kEA 
B =A\ {k: rkl < lrMI - 0.5/.JN} 
Si B={M} s=M Terminer 
- Chercher les re1r. significatifs 
C = B \ {k: 1re1r.l < 3/.JN} 
Si C={k} s=k Terminer 
- Chercher les ~:1r. significatifs et 
Retenir celui qui fournit le Ir•,! maximum 
D = C \ {k: 1~t,1r.l < 2/.JN} 
Si D=~ s=O Terminer 
Sinon s=M tel que rM = max(lrkl> pour kEA 
Si s=O "suggestion" := pas de phénomène saisonnier. 
"autres possibilités" :=AU BUC 
Sinon "suggestion" := phénomène saisonnier de périodes. 
"autres possibilités" :=AU 8 U CU D 
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V. DEGRES D E D I F F E R E N C I A T I O N : d, D 
1. OBJECTIF 
A ce stade, on sait que la sériez<•> n'est pas stationnaire et qu'elle est 
périodique de période s. On recherche un d et D définitifs assurant la 
stationnarité de la moyenne de la série vdvoz<•>. Les procédures possibles 
ont été exposées au chapitre III., nous décrivons uniquement les procédures 
retenues. 
2. TEST: tendance saisonnière?? 
Avant tout, on regarde s'il est nécessaire de rechercher D. Cela revient à 
détecter une tendance saisonnière en appliquant le test de MANN sur les données 
distantes des intervalles de temps. 
2.1. Spécification 
PRE 
POST 
Y[l •. NJ série observée normalisée (Z<•>) 
s : valeur de la période 
la procédure détecte la présence ou non d'une tendance saisonnière 
dans la série Y. 
2.2. Principe 
Initialisation / 
Traitement : Pour i:=1 .. s 
Terminaison 
- Appliquer MANN à la série Y1, Yt+•' 
- Calculer n = nombre de rejets de Ho ("Absence de tendance") 
Si n < s/2 
alors "suggestion" := effectuer choix d,D. 
"autre possibilité" := ne pas l'effectuer. 
Sinon "suggestion" := ne pas l'effectuer 
(d inchangé et D:=0) 
"autre possibilité" := effectuer choix d,D. 
3. CHOIX DES PARAMETRES d,D 
La procédure est comparable à celle destinée à choisir und provisoire 
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3.1. Spécification 
PRE 
POST 
Y[l .• N] série observée transformée (Z 1 •>1 
s: valeur de la période 
d,D: valeurs des paramètres de transformation des Y en vdv0Y qui 
assurent la stationnarité de la moyenne. 
3.2. Principe 
Initialisation: / 
Traitement : Pour D := 0,1,2 
Pour d := 0,1,2 
- Calculer v(d,Dl variance de vdv0Y 
- Retenir d,D tel que v(d,D) est minimum. 
Tant que d>O et pas fin 
- Appliquer le test de tendance de MANN sur vd- 1 v0 Y 
- si tendance alors fin sinon d := d-1 
Tant que D>O et pas fin 
- Appliquer le test de tendance de MANN sur ~v0 - 1 y 
- si tendance alors fin sinon D := D-1 
Terminaison "suggestion" := les valeurs de d,D retenues. 
"autres possibilités" := les quatre valeurs écartées. 
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i YI. LONGUEUR D E L A S E R I E 
1. OBJECTIF 
Après avoir obtenu la stationnarité de la moyenne, il faut encore obtenir la 
stationnarité de la variance. Pour cela, on analyse la constance dans le temps 
de l'ACF. Si cette stationnarité n'est pas vérifiée, nous cherchons la plus 
grande sous-série, de longueur Men partant de la fin, qui assure la constance 
dans le temps des coefficients de l'ACF. 
2. TEST stationnarité 2 ?? 
Nous ne connaissons pas de test. Nous supposerons donc que la série n'est pas 
stationnaire d'ordre 2 et appliquerons d'office la procédure de choix du 
paramètre M. Si la série est stationnaire d'ordre 2, cette procédure devrait 
trouver M=N. 
3. CHOIX DU PARAMETRE M 
3.1. PROCEDURES POSSIBLES 
Bien que le problème ne soit pas abordé explicitement, BOX et JENKINS proposent 
pour une série particulière de déterminer M arbitrairement. Ce n'est évidemment 
pas satisfaisant. 
LIBERT propose une solution par l'analyse en composantes principales dans 
laquelle les observations sont des sous-séries de longueurs différentes et les 
variables des coefficients d'ACF. Les distances entre observations sont 
interprétées comme des différences entre les ACF. Bien qu'intéressante sur le 
plan théorique, nous ne retenons pas cette méthode car elle entraîne un 
important surcroît de calculs. 
3.2. PROCEDURE RETENUE 
La procédure retenue est basée sur un test de comparaison de deux ACF proposé 
par LIBERT. 
3.2.1. Spécification 
PRE 
POST 
W[l .• NJ série observée transformée (normale et stationnaire) 
M : longueur maximale de la sous-série WCN-M+l •• NJ respectant 
l'hypothèse de stationnarité d'ordre 2. 
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3.2.2. Principe 
Initialisation M := 60 
f := 3 
Traitement 
Terminaison 
Calculer R1 : ACF de WCN-M+l •• NJ 
Tant que pas fin 
- M := M+f 
- Calculer r1 ACF de WCN-M+l .. NJ 
Comparer R1 et r1 
a:= r(R1 - r1> 9 / rR: 
si a>0.2 M := M-f; fin 
"suggestion" := conserver les M dernières observations 
"autres possibilités" := fZ) 
3.2.3. Commentaires 
- Nous initialisons arbitrairement M à 60 et f à 3 car 60 valeurs nous 
semblent un minimum pour appliquer la méthode B&J et il nous faut réaliser 
un compromis entre précision et rapidité. 
- Nous fixons également arbitrairement à 16 le nombre de coefficients 
intervenant dans le calcul de a et à 0.2 le seuil de signification de a. 
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VII. 0 R D R E D U M O D E L E : p,q,P,Q 
1. OBJECTIF 
Les hypothèses de normalité et de stationnarité étant vérifiées, nous pouvons 
chercher l'ordre d'un modèle ARMA (p,q)x(P,Q). approprié. 
2. PROCEDURES POSSIBLES 
STREITBERG a introduit pour le système A4 [lJ une procédure pour déterminer 
l'ordre d'un modèle. En voici les grandes lignes. Pour différentes valeurs de p 
et q, on construit une matrice dont les éléments sont des coefficients de 
corrélation entre deux vecteurs extraits de la série transformée 
(wi, •. • ,Wp+1> et (Wq+1' • •• ,Wq+p+1> 
La position d'un bloc de O dans la matrice permet de déterminer l'ordre du 
modèle. 
Bien qu'intéressante, cette méthode n'est pas intuitive et nous n'avons pas de 
renseignement sur son efficacité. C'est pourquoi, nous lui préférerons une 
démarche plus proche de celle de l'utilisateur. 
3. PROCEDURE RETENUE 
La procédure retenue est celle proposée par LIBERT. Le principe est de tester 
successivement les modèles bruit blanc, puis MA(l) et AR(l), puis MA(2), AR(2) 
et ARMA(l,1) et de retenir le premier modèle qui convient. Avant de spécifier 
la procédure principale, nous devons spécifier deux sous-programmes : l'un pour 
déterminer si un modèle est CANDIDAT et l'autre pour CHOISIR un modèle parmi 
plusieurs modèles candidats. 
3.1. PROCEDURE CANDIDAT 
3.1.1. Spécification 
PRE 
POST 
W[l .• NJ série observée transformée (normale et stationnaire) 
p,q: entier tels que OSp+qS2 
La procédure détermine si oui ou non un modèle ARMA(p,q) est adapté à 
la série W. 
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3.1.2. Principe 
Initialisation: / 
Traitement : - Vérifier les conditions de stationnarité et d'inversibilité. 
Cela se fait en comparant certains rk à une valeur. 
- Tester le caractère significatif de certains coefficients 
d'autocorrélation. 
Terminaison Répondre "oui" si les deux tests précédents sont acceptés et 
"non" dans le cas contraire. 
3.1.3. Commentaires 
- Le détail des coefficients à consulter et leur seuil de signification se 
trouve dans LIBERT [2]. 
3.2. PROCEDURE CHOIX 
3.2.1. Spécification 
PRE W[l .• NJ série observée transformée (normale et stationnaire) 
{(p,q)) un ensemble de modèles testés et retenus comme candidats. 
POST (p,q) : un modèle parmi l'ensemble des modèles candidats, le plus 
approprié à la série W. 
3.2.2. Principe 
Nous choisissons le modèle pour 
d'ordre immédiatement supérieur à 
théorique. 
3.3. PROCEDURE PRINCIPALE 
3.3.1. Spécification 
lequel 
p+q est 
le coefficient d'ACF ou 
le plus proche de 
W[l .• NJ série observée transformée (normale et stationnaire) 
de PACF 
la valeur 
PRE 
POST p,q : entier tels que 0Sp+q52. La procédure détermine plusieurs 
modèles appropriés à la série W et suggère l'un d'entre eux. 
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3.3.2. Principe 
Initialisation: / 
Traitement : Pour i := 0,1,2 
Terminaison 
- Appliquer CANDIDATS à tous les ARMA(p,q) tels que p+qsi 
- Si plusieurs candidats 
Appliquer CHOIX et retenir (p,q) 
terminer 
Si 1 candidat 
retenir (p,q) 
terminer 
"suggestion" := (p,q) retenu s'il existe 
"Autres possibilités" := la liste des candidats. 
3.1.3. Commentaires 
- Pour déterminer l'ordre de la partie saisonnière, nous utilisons la m~me 
méthode mais appliquée aux coefficients saisonniers des ACF et PACF. 
REFERENCES CHAPITRE VII. 
[11 STREIT8ER8 B. 1 Vactor Correlatlona of Tlaa Sarlee 
tel LIBERT a. a Analyea da Séria• Chronologique• 1 Elaboration Autoaatique et Continua de Prévisions, p 1é8 1 169, 171 
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1 1 N T R □ D U C T I D N 1 
Cette annexe est un dossier conceptuel détaillé du S.E.8.J. Après avoir rappelé 
l'architecture logicielle du système, nous détaillerons chaque module de la 
hiérarchie. 
Pour chaque module nous donnons lorsque cela se justifie 
- une brève description du module, 
- les constantes symboliques utilisées dans le programme, 
- les structures de données, 
- la liste des primitives externes et internes, 
- les spécifications des primitives externes. 
Le niveau de détail de ce dossier se situe donc entre des spécifications 
externes et des spécifications internes. 
ARCHITECTURE LOGICIELLE 
La structure conceptuelle du S.E.B.J. est faite de trois composants 
- un noyau organisé en trois niveaux : 
. Niveau Manager 
Niveau Strategy 
• Niveau Memory 
une interface utilisateur organisée en cinq niveaux 
• Niveau Dialog Control 
. Niveau Structured I/0 
Niveau Elementary I/0 
• Niveau Devices Control 
. Niveau Utility 
- une interface système 
STRUCTURE CONCEPTUELLE 
S.E.B.J. 
f 
INTERFACE 
SYSTEME 
SYSTEME 
STATISTIQUE 
1 
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NOYAU 
1 
1 
t 
INTERFACE 
UTILISATEUR 
UTILISATEUR 
Figure A3.1. Structure conceptuelle du S.E.B.J. 
ARCHITECTURE DU NOYAU 
COMMAND 
MANAGER 
~ 
'' 
INTERFACE 
SYSTEME 
GRAPH 
MANAGER 
'' 
MODEL 
MEMORY 
Figure A3.2. 
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MODEL TASKS 
MANAGER MANAGER 
1 1 1 
1 1 1 
+ + 
TASKS TASKS 
EXECUTER REFINER 
1 1 1 
1 
+ + 
WORKING TASKS 
MEMORY MEMORY 
Découpe modulaire du noyau du S.E.B.J. 
EXPLAIN 
MANAGER 
-
,,, ' 
EXPLAIN 
MEMDRY 
t 
INTERFACE 
UTILISATEUR 
1 ' i 
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ARCHITECTURE DE L'INTERFACE UTILISATEUR 
PULL-DOWN 
MENU 
+ ,v 
DISPLAY 
CONTROL 
1 
DIALOG CONTROL 
,v 
INPUT/OUTPUT 
t 
KEYBOARD 
CONTROL 
DIALOG 
BOX 
1 
UTILITIES 
I 
DISK 
CONTROL 
Figure A3.3. Découpe modulaire de l'interface Utilisateur 
L'INTERFACE SYSTEME 
L'interface n'a pas été découpée en modules. En effet, nous avons simulé la 
présence d'un système statistique. Tous les besoins en calcul numérique (calcul 
de variance, tests statistiques, .•. ) ont été implémentés par des procédures 
regroupées dans un module appelé SYSTEME. 
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i 1. NIVEAU M A N A G E R ~ 
Ce niveau 
fonctions 
commandes. 
est composé de 
visibles par 
1. FILE MANAGER 
1.1. DESCRIPTION 
gestionnaires 
l'utilisateur 
Gérant des fichiers de données. 
de 
par 
haut niveau qui 
l'intermédiaire 
réalisent les 
des menus de 
Réalisation des sous titres du titre FILE du menu principal, propres au noyau. 
C'est à dire: - Load 
- Save 
1.2. STRUCTURES DE DONNEES 
Un fichier de données est un flux de caractères, il est composé de 2 parties : 
- les caractères suivant @ID permettent d'identifier une série à modéliser, 
- les caractères suivant @DATA représentent les valeurs de la série 
@ID 
name 
type 
length 
@DATA 
value 
f* Nom de la série, de longueur< NAMELEN *f 
/* Type des données (INT ou FLOAT) *f 
f* Nombre de valeurs dans la partie @DATA (long de la série) *f 
/* Valeurs de la série dans l'ordre chronologique 
1.3. LISTE DES PRIMITIVES 
1.3. 1. EXTERNES 
voici file_load(void); 
1.3.2. INTERNES 
char 
int 
voici 
int 
int 
float 
char 
*get_filename(void); 
fget_ID(FILE *f); 
fget_DATA(FILE *f,int id_m); 
fget_lg(FILE *f); 
fget_type(FILE *f); 
fget_value(FILE *f); 
*fget_string(FILE *f); 
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1.4. SPECIFICATION DES PRIMITIVES 
void file_load(void); 
PRE : . / 
POST: . Demande à l'utilisateur un nom de fichier de données, 
. Utilise Model Memory pour créer un modèle et une série Z pour 
stocker les données du fichier, 
. Utilise Tasks Memory pour créer une pile de tâches associée au 
modèle créé, et place la tâche "ANALYSIS". 
2. MODEL MANAGER 
2.1. DESCRIPTION 
Gérant des modèles. 
Réalisation des sous titres du titre MDDEL du menu principal. 
C'est à dire : - Identif. 
- Estimat. 
- Validity 
- Forecast 
2.2. LISTE DES PRIMITIVES 
EXTERNES 
voici model identif(void) 
2.3. SPECIFICATION DES PRIMITIVES 
voici model_identif(void); 
PRE : . 
POST: . Si ! id_m: exist_model(id_m) et current_model(id_m) 
Alors affichage de l'identité du modèle (Nom et longueur de la 
série) et des paramètres déjà identifiés, avec possibilité de 
les changer, 
Sinon message d'erreur. 
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3. TASKS MANAGER 
3.1. DESCRIPTION 
Gérant des tâches statistiques à accomplir. 
Réalisation des sous titres du titre TASKS du menu principal. 
C'est à dire: - Show 
- Execute 
- Remove 
Details 
3.2. LISTE DES PRIMITIVES 
EXTERNES 
voici tasks_show(voidl; 
voici tasks_execute(voidl; 
voici tasks_remove(voidl; 
3.3. SPECIFICATION DES PRIMITIVES 
voici tasks_show(voidl; 
PRE : / 
POST: . Si ! id_ts: exist_tstack(id_tsl et current_tstack(id_ts) 
Alors affichage de toutes les tâches restant à exécuter dans la 
pile courante, 
Sinon message d'erreur. 
voici tasks_execute(voidl; 
PRE: . / 
POST: . Si ! id_ts: exist_tstack(id_tsl et current_tstack(id_tsl 
et not_empty(id_tsl 
Alors la tâche en haut de la pile id_ts est exécutée en utilisant 
• task_refine si la toptask est décomposable, 
• task_exe sinon 
Sinon message d'erreur. 
voici tasks_remove(voidl; 
PRE: . / 
POST: . Si ! id_ts: exist_tstack(id_tsl et current_tstack(id_tsl 
et not_empty(id_ts) 
Alors la tâche en haut de la pile id_ts est enlevée 
Sinon message d'erreur 
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4. EXPLAIN MANAGER 
4.1. DESCRIPTION 
Gérant des explications à donner à l'utilisateur. 
Réalisation des sous titres du titre EXPLAIN du menu principal. 
C'est à dire : - Def (What) 
- How 
- W,y 
4.2. CONSTANTES SYMBOLIQUES 
4.3. STRUCTURES DE DONNEES 
4.4. LISTE DES PRIMITIVES 
4.4.1. EXTERNES 
4.4.2. INTERNES 
4.5. SPECIFICATION DES PRIMITIVES 
5. GRAPH MANAGER 
DESCRIPTION 
Gérant de l'affichage des données. 
Réalisation des sous titres du titre GRAPH du menu principal. 
C'est à dire: - Series 
- Resid 
- Acf 
- Pacf 
- QJtions 
Ce module n'a pas encore été implémenté. 
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6. COMMAND MANAGER 
DESCRIPTION 
Gérant des commandes à envoyer au système statistique. 
Réalisation des sous_titres du titre COMMAND menu principal 
C'est à dire: - Execute 
Ce module n'a pas encore été implémenté. 
7. HELP MANAGER 
7.1. DESCRIPTION 
Module de gestion d'un help online. 
7.2. STRUCTURES DE DONNEES 
7 .2. 1. PRINCIPE 
Un fichier d'aide est un fichier texte structuré en "thèmes", chaque "thème" 
contient des ''pages". Concrètement les thèmes correspondent aux choix proposés 
à l'utilisateur dans le titre HELP du menu; les pages sont les blocs 
d'information présentés à l'utilisateur en une fois. Pour indiquer cette 
structure, des commandes de contrôle apparaissent dans le fichier texte. Les 
commandes doivent apparaître seules sur une ligne 
@THEME Indique le début d'un nouveau thème. 
@PAGE : Indique le début d'une nouvelle page. 
Un programme (helpndx.exe) lit ce fichier texte et produit un fichier d'index 
contenant un identifiant de page et un pointeur vers cette page. 
Une procédure lit ce fichier d'index et initialise une table d'index permettant 
d'accéder directement à chaque page du fichier d'aide, à la suivante et à la 
précédente. 
7.2.2. TRADUCTION C 
struct POl{ 
int 
long 
struct PDl 
struct POl 
no_page; 
offset; 
*prec; 
*suiv;}; 
typedef struct POl PD; 
static PO *indextable[NB_THEME_HELPJ; 
struct POf{ 
int no_page; 
long offset;}; 
I* STRUCTURE DE LA TABLE D'INDEX *I 
I* Numéro d'une page du fichier *I 
I* Distance (en bytes) ¼ au début *I 
I* Pointeur vers la page précédante*/ 
I* Pointeur vers la page suivante *I 
I* STRUCTURE DU FICHIER D'INDEX 
I* Numéro d'l page du fichier d'aide *I 
/* Distance (en bytes) ¼ au début *I 
-7.3. LISTE DES PRIMITIVES 
7.3.1 EXTERNES 
voici init_help(void); 
voici get_help(int choix); 
voici helpdirect(void); 
7.3.2 INTERNES 
init_helpmenu(void); 
init_helpindex(void); 
init_helpbuffer(char *scrbuf); 
*openhelpwindow(void); 
*openhelpbuffer(void); 
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voici 
voici 
voici 
char 
char 
PO 
voici 
voici 
*chercherpo(int choix, int page>; 
fillhelpwindow(PO *curpo, char *scrbuf, 
movefileptr(PO *curpo, FILE *f); 
7.4. SPECIFICATION DES PRIMITIVES 
voici init_help(void); 
PRE: . Table d'index 
FILE *f); 
- HELP.NDX : vérifie les POST de l'utilitaire HELPNDX.EXE 
- En particulier : NB_THEME_HELP records de HELP.NDX vérifient 
no_page == O. 
POST: . indextable[NB_THEME_HELPJ initialisé 
Tout i est relié à 1 élément d'une chaîne AV/AR de PO 
void get_help(int choix); 
PRE: . indextable[J initialisé: <- HELP.NDX <- HELP.TXT 
• 0 <=choix< NB_THEME_HELP 
POST: . Pour le thème choisi : 
- Affichage de l'écran d'aide correspondant à (thème,page 0) 
- Attend instruction de l'utilisateur 
PGDN,PGUP pour "voyager" dans HELP.TXT 
ESC pour sortir 
void helpdirect(void); 
PRE : • 
POST: • 
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Il. N I V E A U S T R A T E G V 
On trouve à ce niveau des modules de traitement ayant des connaissances sur la 
stratégie statistique. 
1. TASKS EXECUTER 
1.1. DESCRIPTION 
Module de traitement capable d'exécuter une tâche de type logique ou terminale. 
L'exécution d'une tâche logique ou terminale donne lieu à une suggestion. Pour 
une tâche logique la suggestion prend la forme: 
Suggestion: Exécuter ou non une tâche terminale. 
Pour une tâche terminale, la suggestion prend la forme 
Best La "meilleure" valeur pour un paramètre, 
Others: Une liste de "bonnes" valeurs pour ce paramètre. 
1.2. LISTE DES PRIMITIVES 
EXTERNES 
void execute task(int id_ts); 
1.3. SPECIFICATION DES PRIMITIVES 
void execute_task(int id_ts); 
PRE: . id_ts: exist_tstack(id_ts) et not_empty(id_ts) et 
get_tasktype(get_toptask(id_ts)) = LOGIC ou TERMIN 
POST: . Exécute la tâche au sommet de la pile id_ts. 
2. TASKS REFINER 
2.1. DESCRIPTION 
Module de traitement capable d'exécuter une tâche de type décomposable. 
L'exécution d'une tâche décomposable a pour effet de remplacer cette tâche par 
d'autres plus simples. 
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2.2. LISTE DES PRIMITIVES 
EXTERNES 
void refine task(int id_ts); 
2.3. SPECIFICATION DES PRIMITIVES 
void refine_task(int id_ts); 
PRE : . id ts exist_tstack(id_ts) et not_empty(id_ts) et 
get_tasktype(get_toptask(id_ts)) = DECDMP 
POST: . Remplace la tâche au sommet de la pile id_ts par l'ensemble de ses 
fils. 
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III. NIVEAU M E M O R Y 
Les modules de ce niveau sont des structures de données permettant d'accéder et 
de sauvegarder des informations. 
1. MODEL MEMORY 
1.1. DESCRIPTION 
Module structure de données permettant d'accéder et de sauvegarder des 
informations concernant les modèles en cours d'élaboration. 
1.2. CONSTANTES SYMBOLIQUES 
Identifiants 
des séries 
SERIE_Z 
SERIE_Y 
SERIE_W 
SERIE_A 
SERIE_ACF 
SERIE_PACF 
Identifiants des 
coefficients 
COEFF_AR 
COEFF_MA 
1.3. STRUCTURE DE DONNEES 
1.3. 1. PRINCIPE 
Identifiants des 
paramètres ô,s (p,d,q)x(P,D,Q) 
PARAM_s 
PARAM_l 
PARAM_p 
PARAM_d 
PARAM_q 
PARAM_P 
PARAM_D 
PARAM_Q 
La mémoire peut contenir plusieurs modèles formant une chaîne et identifiés par 
un numéro. Chaque modèle est caractérisé par 8 séries de valeurs et 8 
paramètres. 
..... 
==== 
1.3.2. SCHEMA DE LA STRUCTURE 
~ ENTREE DES MODELES 
11' 1' 1' r> 1 
1111111 
[> 
SERIES 
Y W a MA 
l~~I SERIE_2 
L>I l~~I SERIE_Y 
L>I l~~I COEFF_MA 
1.3.3. TRADUCTION C 
typedef struct( 
int type; 
int lg; 
float *val;} serie; 
typedef struct( 
float l; 
struct ID( 
int p[NBPARAM-lJ;} param; 
int id_m; 
char nametNAMELENJ; 
serie *serie; 
param *param; 
struct ID *m_s;}; 
typedef struct ID model; 
typedef struct( 
int nb_m; 
model *ml;}modell; 
-A3.14-
r>siS MODELES 
L,O PARAMETRES 
I* STRUCTURE SERIE 
I* Type de la série: INT ou FLOAT */ 
I* Longueur N de la série *I 
I* Pointeur vers la première valeur*/ 
I* STRUCTURE PARAMETRE 
/* Valeur du paramètre ô 
I* Valeur des autres paramètres 
I* STRUCTURE MODELE 
I* Identifiant du modèle 
I* Nom associé au modèle 
I* Pointeur vers la série observée *I 
I* Pointeur vers les param identif *I 
I* Pointeur vers le modèle suivant *I 
/* STRUCTURE D'ENTREE DES MODELES *I 
I* Nombre de modèles en cours */ 
/* Pointeur vers le premier modèle *I 
1.4. LISTE DES PRIMITIVES 
1.4.1. EXTERNES 
init_modmem(void); 
create_model(char *name); 
set_default_m(int id_m); 
get_default_m(void); 
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void 
int 
void 
int 
void 
float 
int 
int 
float 
void 
void 
void 
create_serie(int id_m, int id_s, int type, int lg); 
*get_serie(int id_m, int id_s); 
get_serielg(int id_m, int id_s); 
get_param(int id_m, int id_p); 
get_param_l(int id_ml; 
put_serie(int id_m, int id s, int t, float val); 
put_param(int id_m, int id_p, int val); 
put_param_l(int id_m, float val); 
1.4.2. INTERNES 
model *search_model(int id_m); 
1.5. SPECIFICATION DES PRIMITIVES 
void init_modmem(void); 
PRE : . / 
POST: . Initialise le module 
int create_model(char *name); 
PRE: 
POST: 
name Chaîne de char telle que len(name)SNAMELEN 
id_m Identifiant d'un nouveau modèle créé et initialisé. Si 
l'opération a réussi id_m>O sinon id_m=O 
char *get_modelname(int id_m) 
PRE: id m exist_model(id m) 
POST: name Nom du modèle identifié par id m 
void set_default_m(int id_m); 
PRE: . id_m: exist_model(id_m) 
POST: . Le modèle identifié par id m est sélectionné par défaut 
int get_default_m(void); 
PRE : . / 
POST: id m Identifiant du modèle sélectionné par défaut 
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voici create_serie(int id_m, int id_s, int type, int lgl; 
PRE: 
POST: 
id m exist model(id m) 
-id s exist_serie(id_m,id_s) et get_serielg(id_sl>O 
Crée une structure capable de recevoir une série de type type, de 
longueur lg, l'attache au modèle id_m en tant que série id_s 
float *get_serie(int id_m, int id_s); 
PRE: id_m exist_model(id_m) 
id s exist serie(id m,id s) 
POST: . renvoie un tableau contenant la série id_s du modèle id_m 
int get_serielg(int id_m, int id_s); 
PRE: id m exist model(id m) 
- - -id s exist_serie(id_m,id_s) 
POST: . renvoie la longueur de la série id_s du modèle id_m 
int get_param(int id_m, int id_p); 
PRE: id_m 
id_p 
exist model(id m) 
exist_param(id_m,id_p) 
POST: . renvoie la valeur du paramètre id_p du modèle id_m 
float get_param_l(int id_m); 
PRE: . id_m: exist_model(id_m) 
POST: . renvoie la valeur du paramètre PARAM_l du modèle id_m 
voici put_serie(int id_m, int id_s, int t, float val); 
PRE: 
POST: 
id_m 
id s 
t 
val 
exist model(id m) 
-
exist_serie(id_m,id_s) 
0 i t i get_serielg(id_m,id_s) 
Réel qcq 
get_serie(id_m, id s, t) = val 
voici put_param(int id_m, int id_p, int val); 
PRE: 
POST: 
id_m 
id_p 
val 
exist_model(id_m) 
exist_param(id_m,id_p) et (id_p != PARAM 1) 
Entier qcq 
get_param(id_m, id_p) = val 
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void put_param_l(int id_m, float val); 
PRE: id_m 
val 
exist model(id m) 
- -
réel quelconque 
POST: get_param_l(id_m, id_p) = val 
2. WORKING MEMORY 
2.1. DESCRIPTION 
Module structure de données permettant d'accéder et de sauvegarder des 
informations concernant les détails de l'exécution de la dernière tâche (de 
type logique ou terminale). 
2.2. STRUCTURE DE DONNEES 
2.2. 1. PRINCIPE 
La mémoire est constituée de 2 parties, l'une est dynamique et est composée de 
séries de valeurs qu'il est possible de créer pour y stocker des résultats 
intermédiaires. Les séries sont organisées selon une chaîne. L'autre est 
statique et reçoit les résultats significatifs de l'exécution d'une tâche. 
2.2.2. SCHEMA DE LA STRUCTURE 
~--EN_T_R_E_E_D~E LA PARTIE DYNAMIQUE 
>szl SERIES 
>1 l~~I SERIE 1 
-
> 1 l~~I SERIE_2 
=== 
2.2.3. TRADUCTION C 
I* DYNAMIC PART*/ 
struct S{ 
int id_s; 
typedef 
typedef 
static 
int lg; 
float *val; 
struct S *s_s;); 
struct s wm_serie; 
struct{ 
wm 
-
serie *sl; 
wm 
-
serie *sn; )wm_serin; 
wm serin w· 
-
' 
2.3. LISTE DES PRIMITIVES 
2.3.1. EXTERNES 
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I* STRUCTURE SERIE (DYNAMIQUE) *I 
I* Identifiant de la série *I 
I* Longueur de la série *I 
I* Pointeur vers la première valeur *f 
I* Série suivante dans la chaîne *I 
f* ENTREE DE LA PARTIE DYNAMIQUE *f 
f* Pointeur vers la première série *f 
I* Pointeur vers la dernière série *f 
voici 
int 
float 
int 
voici 
voici 
init_workmem(void); 
create_wmserie(int lg); 
*get_wmserie(int id_s); 
get_wmserielg(int id_s); 
put_wmserie(int id_s, int 
del_wmserie(int id_s); 
t, float val); 
2.3.2. INTERNES 
wm_serie *search_wmserie(int id_s); 
2.4. SPECIFICATION DES PRIMITIVES 
voici init_workmem(void); 
PRE : . / 
POST: . Initialise le module 
int create_wmserie(int lg); 
PRE : . 1 g : 1 g > O 
POST: id s Identifiant d'une structure créée capable de recevoir une 
série de valeurs de longueur lg 
float *get_wmserie(int id_s); 
PRE: . id_s: existe_wmserie(id s) 
POST: . val : renvoie le premier élément du tableau contenant la série id_s 
int get_wmserielg(int id_s); 
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PRE : id_s : existe_wmserie(id_s) 
POST: lg : renvoie la longueur de la série id_s 
void put_wmserie(int id_s, int t, float val); 
PRE : . id s 
t 
val 
existe_wmserie(id_s) 
O<= t (lg(id_m,id_s) 
valeur quelconque (réelle) 
POST: . get_wmserie(id_s, t) = val 
void del_wmserie(int id_s); 
PRE: . id_s : exist_wmserie(id s) 
POST: . Libère la zone réservée pour contenir la série de valeurs id_s 
3. TASKS MEMORY 
3.1. DESCRIPTION 
Structure de données permettant d'accéder et de sauvegarder des informations 
concernant les tâches celles restant à accomplir pour élaborer les modèles en 
cours et celles faisant partie de la stratégie. 
3.2. CONSTANTES SYMBOLIQUES 
Identifiants des tâches 
ANALYSIS A_IDENT A_ESTIM A_VALID A_FORECAST 
AI_CHECK AI_ORDER AI_ESTIM AV_OCHECK AV_RCHECK 
AIC_STAT1 AIC_STAT2 AIO_pq AIO_PQ AIO_CONST 
AVR_NORM AVR_CORR AICS_SEAS AICN_FIXl AICS_FIXd 
AICS_FIXdD AICS_FIXM 
Types de tâche 
DECDMP 
LOGIC 
I* Tâche de type décomposable 
I* Tâche de type logique 
TERMIN I* Tâche de type terminal 
3.3. STRUCTURE DE DONNEES 
3. 3. 1. PRINCIPE 
AI_SHOW_Z 
AIC_NORM 
AVO_SIGN 
AICS_FIXs 
Cette mémoire contient des piles de tâches. Les piles sont enchaînées les unes 
aux autres. Les tâches d'une pile sont reliées par un chaînage avant arrière. 
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3.3.2. SCHEMA DE LA STRUCTURE 
L ENTREE DES PILES DE TACHES 
> ..---,-....,..........--.--,,___ _ ___. > 1 1 1 1 1 1 1 l~' _ ___.r> pl 
>16 
>~ TACHE N 
TACHE 1 
3.3.3. TRADUCTION C 
struct T{ 
int id_t; 
struct T *t_p;}; 
struct T *t_s;}; 
typedef struct T task; 
struct TS{ 
int id_ts; 
int nb_t; 
task Hl; 
task *tn; 
struct TS *ts_s;}; 
typedef struct TS tstack; 
typedef struct{ 
tstack Hsl; 
int nb_ts;}tstackl; 
PILES DE TACHES 
/* STRUCTURE TACHE 
f* Identifiant de la tâche dans une pile 
f* Tâche juste en-dessous sur la pile 
I* Tâche juste au-dessus sur la pile 
I* STRUCTURE PILE DE TACHES 
f* Identifiant de la pile de tâches 
I* Nombre de tâches dans la pile 
f* Pointeur vers la première tâche de la pile 
f* Pointeur vers la dernière tâche de la pile 
I* Pointeur vers la pile suivante 
*I 
*I 
*f 
*I 
*I 
*I 
/* STRUCTURE D'ENTREE DANS LES PILES *f 
I* Pointeur vers la première pile de tâches *I 
I* Nombre de piles de tâches *f 
3.4. LISTE DES PRIMITIVES 
3.4.1. EXTERNES 
init_taskmem(void); 
create_tstack(int id_m>; 
get_tstackmodel(int id_ts>; 
set_default_ts(int id_ts); 
get_default_ts(void); 
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voici 
int 
int 
voici 
int 
int 
voici 
int 
int 
int 
int 
char 
int 
int 
add_task(int id_ts, int id_t>; 
remove_task(int id_ts>; 
get_tstacklevel(int id_ts); 
get_toptask(int id_ts>; 
get_firsttask(int id_ts); 
get_nexttask(int id_ts, int id_t>; 
*get_taskname(int id_t>; 
get_tasktype(int id_t>; 
get_tasklevel(int id_t>; 
3.4.2. INTERNES 
tstack *search_tstack(int id_ts>; 
task *search_task(int id_ts, int id_t>; 
3.5. SPECIFICATION DES PRIMITIVES 
void init_taskmem(void); 
PRE : . / 
POST: . Initialise le module 
int create_tstack(int id_m>; 
PRE: id_m: exist_model(id_m) et 1exist_tstack(id_m) 
POST: . id_ts: identifiant d'une nouvelle pile de tâches associée au modèle 
id_m. exist_tstack(id_ts) 
int get_tstackmodel(int id_ts>; 
PRE: id ts exist tstack(id ts) 
POST: id m Identifiant du modèle associé à la pile id ts 
voici set_default_ts(int id_ts); 
PRE:. id_ts: exist_tstack(id ts) 
POST: . La pile id_ts est sélectionnée par défaut *f 
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int get_default_ts(void); 
PRE : . / 
POST: id ts Identifiant de la pile sélectionnée par défaut 
int add_task(int id_ts, int id_t); 
PRE: id_ts 
id t 
exist tstack(id ts) 
- -Identifiant d'une tâche connue par le système 
POST: . id_t : Identifiant de la nouvelle tâche ajoutée au sommet de la pile 
id_ts. exist_task(id_ts,id_t) 
voici remove_task(int id_ts); 
PRE: . id_ts: exist_tstacklid_ts) et not_emptylid_ts) 
POST: Enlève la tâche au sommet de la pile id_ts. 
1exist_task(id_ts, top_task(id_ts)) 
int get_tstacklevel(int id_tsl; 
PRE: 
POST: 
id ts 
nb t 
exist tstack(id ts) 
Nombre de tâches dans la pile id ts 
int get_toptask(int id_ts); 
PRE: 
POST: 
id ts 
id t 
exist_tstack(id_ts) et get_tstacklevellid_ts) > 0 
Identifiant de la tâche au sommet de la pile 
int get_firsttasklint id_tsl; 
PRE: 
POST: 
id ts 
id t 
exist_tstack(id_ts) et get_tstacklevel(id_ts) > 0 
Identifiant de la tâche au bas de la pile 
int get_nexttasklint id_ts, int id_tl; 
PRE: id ts exist tstack(id tsl 
POST: id t Identifiant de la tâche au-dessus de celle identifiée par 
lid_ts,id_tl. D si (id_ts,id_t) est la top task 
char *get_tasknamelint id_t); 
PRE:. id_t : exist_tasklid t> 
POST: • name : Nom de la tâche identifiée par ( id_ts, id_tl 
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int get_tasktype(int id_ts,int id_t); 
PRE: id t exist task(id t) 
POST: type Type <DECDMP,LDGIC,TERMIN) de la tâche identifiée par 
(id ts, id_t) 
- int get_tasklevel(int id_ts,int id_t); 
PRE: id t exist task(id t) 
1 == 
POST: level Niveau dans l'arbre de la tâche identifiée par (id_ts, id t) 
4. EXPLAIN MEMORY 
4.1. DESCRIPTION 
4.2. CONSTANTES SYMBOLIQUES 
4.3. STRUCTURES DE DONNEES 
4.4. LISTE DES PRIMITIVES 
4.4.1. EXTERNES 
4.4.2. INTERNES 
4.5. SPECIFICATION DES PRIMITIVES 
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IV. NIVEAU D I A L O G C O N T R O L 
Niveau assurant le lien entre les fonctions de l'application (le niveau Manager 
du noyau) et leur présentation à l'utilisateur. Ce lien se fait au moyen 
d'objets structurés. 
1. MAIN 
1.1. DESCRIPTION 
Coordinateur général de toutes les fonctions du système 
En particulier : - Fl donne accès au HELP 
- F9 donne accès au menu principal 
- Alt+ car donne accès au menu identifié par car. 
1.2. LISTE DES PRIMITIVES 
1. 2. 1 . EXTERNES 
void m_init(void); 
voici m_loop(void); 
voici m_termin(void); 
1.2.2. INTERNES 
voici mi_menu(void); 
void mi_screen(void); 
void ml_dofkey(int key); 
void ml_doalt(int key); 
void ml_docde(int choix); 
1.3. SPECIFICATION DES PRIMITIVES 
void m_init(void); 
PRE: . Routine exécutée avant tout autre. 
POST: . Initialise tous les modules et les variables externes. 
void m_loop(voidl; 
PRE : . / 
POST: Boucle principale de prise en charge et d'analyse des événements 
provenant de l'utilisateur. Les seuls événements actuellement 
considérés sont les touches clavier. 
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voici m_termin(void); 
PRE: Routine exécutée après tout autre. 
POST: Effectue les opérations de terminaison pour tous les modules. 
-A3.26-
V. NIVEAU A P P L I C A T I O N 
Niveau prenant en charge des fonctions visibles par l'utilisateur mais propres 
à l'interface utilisateur. 
1. FILE 
1.1. DESCRIPTION 
Réalisation des sous titres du titre FILE du menu principal pris en charges par 
l'interface utilisateur. 
C'est à dire: - Dir 
- Change dir 
- Osshell 
- Quit 
1.2. LISTE DES PRIMITIVES 
1.2. 1. EXTERNES 
voici changedir(voidl; 
voici osshell(voidl; 
1. 2. 2. INTERNES 
static int dos_cmd(voidl; 
static int get_comspec(char *bufferl; 
1.3. SPECIFICATION DES PRIMITIVES 
void changedir(voidl; 
PRE : . / 
POST: Affiche le directory courant • 
• Permet l'édition de ce directory • 
• Si le directory est modifié et valide le directory édité devient 
courant. 
voici osshell(voidl; 
PRE:./ 
POST: Effectue une sortie provisoire de l'application vers le système 
d'exploitation. Pour revenir à l'application taper la commande EXIT. 
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VI. NIVEAU S T R U C T U R E D I/0 
Niveau comprenant des modules d'entrée/sortie de haut niveau. Les objets 
actuellement disponibles sont des menus déroulants et des boîtes de dialogue. 
1. MENU 
1.1. DESCRIPTION 
Module de gestion de menus déroulants. 
1.2. STRUCTURES DE DONNEES 
1.2. 1. PRINCIPE 
Un menu est une structure de données contenant des titres, contenant eux-mêmes 
des sous-titres. Titres et sous-titres sont organisés selon des anneaux 
bidirectionnels. 
A l'utilisation les noms des titres sont affichés en permanence à l'écran. Sur 
demande, l'utilisateur peut dérouler un titre, c'est-à-dire afficher les noms 
de ses sous-titres sur une colonne sous le titre et sélectionner un sous-titre 
correspondant à un traitement. 
1.2.2. SCHEMA DE LA STRUCTURE 
MENU 
1 
-> 
< 
> 1 > 
1 
V V 
V A 
Q 
1.2.3. SCHEMA DE LA PRESENTATION 
DISK MDDEL 
ldenti f. 
Estimat. 
Val idi ty 
Forecast 
TASKS EXPLAIN 
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<J I' > 
SOUS-TITRES 
(ligne des titres) 
(colonne des 
sous-titres) 
TITRES 
1.2.4. TRADUCTION C 
struct SH 
char *nom; 
int num; 
struct ST *st_s; 
struct ST *st_p; 
) ; 
typedef struct ST s_titre; 
struct T{ 
char 
int 
int 
int 
char 
*nom; 
num; 
int 
struct T 
struct T 
s_titre 
X j 
nb_st; 
*chx; 
larg; 
*t_s; 
H_p; 
*st_l; 
); 
typedef struct T titre; 
struct M{ 
int 
int 
int 
char 
titre 
) ; 
x; 
y; 
nb_t; 
*chx; 
*t_l; 
typedef struct M menu; 
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/* STRUCTURE SOUS-TITRE 
I* Nom du sous-titre *I 
I* Num d'ordre (10) du ss-titre dans le titre 
I* Pointeur vers le ss-titre suivant *I 
I* Pointeur vers le ss-titre précédent *I 
I* STRUCTURE TITRE 
I* Nom du titre *I 
I* Num d'ordre (lO) du titre dans le menu *I 
f* Abscisse du premier car. du nom du titre*/ 
f* Nombre de sous-titre dans le titre *I 
f* Chaîne des premièrs car. des ss-titres *f 
I* Largeur du cadre contenant les ss-titres*/ 
f* Pointeur vers le titre suivant *I 
I* Pointeur vers le titre précédent *f 
I* Pointeur vers le premier sous-titre *f 
I* STRUCTURE MENU 
f* Abscisse du premier car du premier titre*/ 
f* Ordonnée de la ligne des titres *f 
f* Nombre de titres dans le menu *f 
I* Chaîne des premiers car. des titres *f 
f* Pointeur vers le premier titre *f 
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1.3. LISTE DES PRIMITIVES 
1.3.1. EXTERNES 
menu *create_menu(int x, int y); 
titre *add_titre(menu *m, char *nom); 
s_titre *add_stitre(titre *t, char *nom); 
voici 
titre 
titre_menu(menu *ml; 
*set_titre(menu *m, int key); 
titre *reset_titre(menu *ml; 
s_titre *set_s_titre(titre *t, int key>; 
s_titre *reset_stitre(titre *t>; 
int existe_titre(menu *m, int key); 
int get_chxcde(menu *m, titre *t, s_titre *sl; 
voici maj_ts(titre **tp, s_titre **sp, int choix); 
1. 3. 2. INTERNES 
char 
voici 
titre 
*deroule_titre(int y, titre *tl; 
enroule_titre(char *scrcopy, int y, titre *t); 
*maj_titre(titre *t, int keyl; 
voici allumes titre(int y, titre *t, s_titre *sl; 
voici eteind s titre(int y, titre *t, s_titre *sl; 
s titre *maj_s_titre(titre *t, s_titre *s, int keyl; 
1.4. SPECIFICATION DES PRIMITIVES 
menu *create_menu(int x, int yl; 
PRE: . x,y : coordonnées du premier titre du menu 
POST: . m: initialisé: Renvoie un pointeur vers une structure menu créée 
et initialisée. 
titre *add titre(menu *m, char *nom); 
PRE: . m: initialisé 
• nom: chaîne quelconque de caractères 
POST: . t : initialisé: Renvoie un pointeur vers une structure titre créée 
et initialisée. 
Cette structure est associée au menu m (dernier titre) et est 
identifiée par nom. 
s_titre *add_stitre(titre *t, char *nom); 
PRE : • t : initialisé 
POST: 
• nom: chaîne quelconque de caractères 
st : initialisé Renvoie un pointeur vers une structure s_titre 
créée et initialisée. 
Cette structure est associée au titre t (dernier s_titre) et est 
identifiée par nom. 
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voici titre_menu(menu *ml; 
PRE: 
POST: 
m: initialisé. 
Affichage des noms des titres associés à m sur 1 ligne à partir de 
(m->x,m-)y) 
L'espace entre 2 titres est fixé par SEPAR 
titre *set titre(menu *m, int key); 
PRE : . m : in i t i a 1 i sé 
key : code ASCII d'un char€ m->chx 
POST: Renvoie un ptr vers le premier titre de m dont t->nom[OJ = key 
titre *reset_titre(menu *ml; 
PRE: . m: initialisé 
POST: Renvoie un ptr vers le premier titre du menu m 
s_titre *set s titre(titre *t, int key); 
PRE: . t : initialisé 
• key: code ASCII d'un char€ t-)chx 
POST: Renvoie un ptr vers le premiers titre de t dont st->nom[OJ = key 
s titre *reset_stitre(titre *t); 
PRE : . t : in i t i a 1 i sé 
POST: Renvoie un ptr vers le premiers titre du titre t 
int existe titre(menu *m, int key); 
PRE : . m : in i t i a 1 i sé 
• key : code ASCII d'un char quelconque 
POST: . Renvoie VRAI s'il existe un titre de m identifié par le caractère 
key , FAUX sinon. 
int get_chxcde(menu *m, titre *t, s_titre *s); 
PRE: . m 
t 
initialisé 
initialisé 
s initialisé 
POST: . Déroule t 
• Allumes 
• Attend le choix de l'utilisateur 
ESC: Abandon sans action 
Cursor+CR: Changement de titre ou sous titre actif 
Char : Changement de sous titre actif 
• Enroule le titre actif 
• Renvoie un identifiant du choix <t,s) 
-1 : si ESC 
s->num: sinon : 8 bits gauche identifient t 
8 bits droite identifient s 
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voici maj_ts(titre **tp, s_titre **sp, int choix); 
PRE:. tp: Hp: initialisé 
. sp: *sp: initialisé 
choix : identifiant (t,s) 
POST: *tp, *SP mis à jour : en sortie, ils pointent respectivement vers 
le titre et sous titre identifiés par choix. 
2. DIALOG BOX 
2.1. DESCRIPTION 
Module de gestion des boîtes de dialogue. 
2.2. STRUCTURES DE DONNEES 
2 .2. 1. PRINCIPE 
Un boîte de dialogue est une structure de données contenant 
et valeurs d'item) et des boutons. Champs et boutons sont 
données organisées selon des anneaux bidirectionnels. 
des champs (items 
des structures de 
A l'utilisation, la boîte apparaît à l'écran comme un cadre découpé en 
plusieurs zone une pour un titre, une pour les champs et une pour les 
boutons. Sur demande, l'utilisateur peut sélectionner un champ pour éditer sa 
valeur d'item ou un bouton correspondant à un traitement. 
2.2.2. SCHEMA DE LA STRUCTURE 
BOITE DE DIALOGUE 
V V 
V "' V "' 
CHAMPS Q Q BOUTONS 
2.2.3. SCHEMA DE LA PRESENTATION 
( 1) 
( 2) (3) 
2.2 •• 4. TRADUCTION C 
struct B{ 
char 
int 
struct B 
struct B 
*label; 
num; 
*b_s; 
*b_p; 
} ; 
typedef struct B button; 
struct F{ 
char 
int 
int 
*label; 
num; 
len; 
char 
struct F 
struct F 
item[ ITEMLENJ; 
*f_s; 
*f_p; 
} ; 
typedef struct F field; 
struct X{ 
int 
int 
int 
int 
int 
int 
char 
int 
int 
button 
field 
} ; 
X 1 j 
yl; 
dxl; 
dx2; 
dx3; 
dy; 
titre[TITRELENJ; 
nb b· 
- ' 
nb f• 
- ' 
*b 1 • 
- ' 
*f 1· 
- ' 
typedef struct X box; 
( 4) 
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( 1) zone titre 
(2) zone label items 
(3) zone valeur items 
(4) zone label boutons 
I* Label du bouton 
I* Num. d'ordre (10) du bouton dans la boîte 
I* Pointeur vers le bouton suivant *I 
I* Pointeur vers le bouton précédent *I 
I* Label du champ *I 
I* Num. d'ordre (10) du champ dans la boîte 
I* Longueur maximale de l'item *I 
I* Valeur de l'item *I 
I* Pointeur vers le champ suivant *I 
I* Pointeur vers le champ précédent *I 
I* Abs. du coin sup. gauche de la boîte *I 
I* □rd. du coin sup. gauche de la boîte *I 
I* Largeur des espaces réservés au labels *I 
I* des items, aux valeurs des items et aux *I 
I* labels des boutons. *I 
I* nb de lignes de la boîte= max(nb_b,nb_f) 
I* Titre de la boîte *I 
I* Nombre de boutons dans la boîte 
I* Nombre de champs dans la boîte 
I* Pointeur vers le premier bouton 
I* Pointeur vers le premier champ 
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2.3. LISTE DES PRIMITIVES 
2. 3. 1. EXTERNES 
box *create_box(int xl, int yl, char *titre>; 
button *add_but(box *x, char *label); 
field *add_field(box *x, char *label, int len, va list arg_list, .•• ); 
int out_box(box *x); 
2 .3.2. INTERNES 
char *display_box(box *x>; 
voici allume_but(int x, int y, button *b); 
void eteind_but(int x, int y, button *b); 
button *maj_but(box *x, button *b, int key); 
voici del_box(char *scrcopy, box *x>; 
2.4. SPECIFICATION DES PRIMITIVES 
box *create_box(int xl, int yl, char *titre); 
PRE : X 1, y 1 
titre 
coordonnées du coin supérieur gauche de la boîte 
chaîne de char telle que strlen(titre)<TITRELEN 
POST: . x : créé et initialisé. Renvoie un pointeur vers une structure de 
données de type box initialisée. Le titre de x est titre. Un bouton 
ESC est ajouté à toute boîte. 
button *add_but(box *X, char *label); 
PRE: . x : initialisé 
. label : chaîne quelconque de caractères 
POST: • b : créé et initialisé, Renvoie un pointeur vers un structure button 
initialisée. b est associé à x et porte le label label. 
field *add_field(box *x, char *label, int len, va_list arg_list, .•• ) 
PRE : . x : in i t i a 1 i sé 
• label, item : chaîne quelconque de caractères 
• len: entier<= ITEMLEN 
arg_list : liste de deux arguments 
et une valeur d'item. Les règles 
printf() du langage C. 
un format typé (control string) 
sont celles de la primitive 
POST: . f : créé et initialisé. Renvoie un pointeur vers une structure field 
initialisée. f est associé à x, porte le label label, et contient un 
item dont le type et la valeur sont définis dans arg_list et de 
longueur maximale len. 
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int out_box(box *xl; 
PRE: x : initialisé 
POST: . Affiche la boîte x et ses composants (field et buttonl 
Attend les instructions de l'utilisateur (choix d'un bouton) 
• Renvoi le numéro de bouton choisi et détruit la boîte. Le bouton ESC 
a toujours me numéro O. 
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VII. NIVEAU E L E M E N T A R V I/0 
Niveau comprenant des modules d'entrée/sortie de bas niveau. Les spécifications 
externes des primitives de ces modules n'ont pas été reprises dans ce dossier. 
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1. OUTPUT 
1.1. DESCRIPTION 
Gestion des sorties écran de bas niveau 
Cela comprend : - affichage de cadres, 
- gestion des messages textuels, 
gestion de l'indicateur d'état. 
1.2. CONSTANTES SYMBOLIQUES 
COORDONNEES 
XlMSGl 
X2MSG1 
XlMSG2 
X2MSG2 
YMSG 
XlSTATUS 
X2STATUS 
YSTATUS 
MESSAGES 
MSGF1F9 
MSGWAITCMD 
MSGPRESSCR 
MSGPRESSESC 
1.3. STRUCTURES DE DONNEES 
struct msgstack{ 
char *msg; 
struct msgstack *prec;}; 
typedef struct msgstack MS; 
STATUS 
ERRDR 
READY 
WAIT 
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1.4. LISTE DES PRIMITIVES 
1.4. 1. EXTERNES 
voici init_output(void); 
voici frame ( i nt xl,int yl,int 
voici stdmsgl(int msgl); 
voici stdmsg2(int msg2); 
voici wr i temsg 1 ( char *strl); 
voici writemsg2(char *Str2) j 
voici clearmsgl(void); 
voici clearmsg2(void); 
voici clearmsg(void); 
voici savemsgl (voici); 
voici savemsg2(void); 
voici restoremsg(void); 
voici writestatus<int code); 
voici clearstatus(void); 
1.4.2. INTERNES 
voici initmsgstatus(void); 
2. INPUT 
2.1. DESCRIPTION 
x2, int y2); 
Gestion des entrées écran de bas niveau 
Cela comprend : - entrée d'une chaîne avec possibilités d'édition 
2.2. LISTE DES PRIMITIVES 
EXTERNES 
voici 
voici 
int 
voici 
initedit(void); 
clearedit(char *string); 
editstring(char *s,char *legal,int 
indicins(int ins); 
maxlength); 
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VIII. NIVEAU D E V I C E S C O N T R O L 
Ce niveau comprend des modules d'interface entre les niveaux supérieurs de la 
hiérarchie et les périphériques d'entrée/sortie. Les spécifications externes 
des primitives de ces modules n'ont pas été reprises dans ce dossier. 
1. DISK 
1.1. DESCRIPTION 
Gestion du contrôleur de disques. 
1.2. LISTE DES PRIMITIVES 
EXTERNES 
char *getdir(char *path); 
2. DISPLAY 
2.1. DESCRIPTION 
Gestion du contrôleur d'écran. 
2.2. CONSTANTES SYMBOLIQUES 
Des constantes symboliques ont été définies pour: 
- les couleurs, 
- les attributs vidéo, 
- les modes vidéo. 
2.3. LISTE DES PRIMITIVES 
EXTERNES 
voici init_display(void); 
setvideomode(int mode); 
setcursor(int 11,int 12); 
gotoxy(int x,int y); 
wherex(void); 
wherey(voidl; 
setvideopage(int pagel; 
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voici 
voici 
voici 
int 
int 
voici 
voici 
voici 
voici 
voici 
int 
int 
int 
void 
int 
void 
voici 
char 
void 
void 
scroll(int dir,int lines,int attr,int xl,int yl,int x2,int y2); 
scrollup(int lines,int xl,int yl,int x2,int y2>; 
scrolldown(int lines,int xl,int yl,int x2,int y2>; 
clrscr(int xl,int yl,int x2,int y2>; 
whatatcurs(void); 
getcharatcurs(void); 
getattratcurs(void); 
dot(int x,int y>; 
getvideomode(void); 
writevideomem(int x, int y, char *str>; 
fillattr(char attr, int x,int y, int nb>; 
*savescreen(int xl, int yl, int x2, int y2); 
restorescreen(char *scrcopy, int xl, int yl, int x2, int y2>; 
refreshscreen(char *scrcopy, int xl, int yl, int x2, int y2); 
3. KEVBRD 
3.1. DESCRIPTION 
Gestion du clavier. 
3.2. CONSTANTES SYMBOLIQUES 
Des constantes symboliques ont été définies pour différencier les touches 
particulières du clavier. 
3.4. LISTE DES PRIMITIVES 
EXTERNES 
int getkey(void); 
int is_F_key(int key>; 
int is_curs_key(int key>; 
-A3.41-
IX. NIVEAU UT ILI T Y 
Niveau comprenant des modules d'utilité générale. 
1. UTILITAIRES GENERAUX 
DESCRIPTION 
Module contenant des macros d'utilité générale 
is_in(v,x1,x2l 
cursornorm 
cursoroff 
cursoredit 
cursorins 
beep 
2. ERROR 
2.1. DESCRIPTION 
Module de gestion des erreurs quelle que soit leur origine <HARD ou SOFTl. 
2.2. CONSTANTES SYMBOLIQUES 
IGNORE 0 
RETRY 1 
ABDRT 2 
2.3. STRUCTURES DE DONNEES 
struct DDSERRDR{ 
int exterror; 
char class; 
char action; 
char locus;}; 
typedef struct DOSERRDR DE; 
extern int errno; 
extern char *sys_errlist[J; 
extern int sys_nerr; 
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2.4. LISTE DES PRIMITIVES 
2. 4. 1. EXTERNES 
void init_error(void); 
int harderrorhandler(int errval, int ax, int bp, int si); 
void stderrorhandler(void); 
2.4.2. INTERNES 
char *suggestaction(char action); 
void harderrormsg(int code); 
void writeerrormsg(char *msgl, char *msg2); 
void clearerrormsg(void); 
2.5. SPECIFICATION DES PRIMITIVES 
void init_error(void); 
PRE: . Routine appelée une fois avant l'exécution de tout autre susceptible 
de provoquer une erreur. 
POST: . Etablit une routine de gestion des erreurs futurs. 
int harderrorhandler(int errval, int ax, int bp, int si); 
PRE: Routine appelée par MS-DOS lors d'un erreur HARD (int 24) 
. errval : code de l'erreur : 0 •• 12 (low byte of DI reg) 
. ax : valeur du registre AX positionné par MS-DOS 
~ 0 si disk errer (ax & OxOOFF = failing drive number) 
< 0 si device errer 
• bp, si valeur des registres BP,SI positionnés par MS-DOS 
Pointent vers le "device driver header of the failing 
drive" 
POST: . Recherche toute l'information sur l'erreur 
• Affiche deux messages: 
- msgl : ce que l'utilisateur est censé faire, 
- msg2 : information concernant l'erreur 
. Attend une intervention de l'utilisateur (ESC) 
• Renvoie le code de l'erreur 
void stderrorhandler(void); 
PRE: Routine appelée si une erreur est détectée de manière SOFT 
POST: Recherche toute l'information sur l'erreur 
. Affiche deux messages : 
- msgl : ce que l'utilisateur est censé faire, 
- msg2: information concernant l'erreur 
• Attend une intervention de l'utilisateur (ESC) 
! 
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