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We study the bifurcation diagrams of positive solutions of the
multiparameter p-Laplacian problem
{(
ϕp
(
u′(x)
))′ + fλ,μ(u(x))= 0, −1< x < 1,
u(−1) = u(1) = 0,
where p > 1, ϕp(y) = |y|p−2 y, (ϕp(u′))′ is the one-dimensional
p-Laplacian, fλ,μ(u) = g(u, λ) + h(u,μ), and λ > λ0 and μ > μ0
are two bifurcation parameters, λ0 and μ0 are two given real
numbers. Assuming that functions g and h satisfy hypotheses
(H1)–(H3) and (H4a) (resp. (H1)–(H3) and (H4b)), for ﬁxed μ > μ0
(resp. λ > λ0), we give a classiﬁcation of totally eight qualitatively
different bifurcation diagrams. We prove that, on the (λ,‖u‖∞)-
plane (resp. (μ,‖u‖∞)-plane), each bifurcation diagram consists
of exactly one curve which is either a monotone curve or has
exactly one turning point where the curve turns to the right. Hence
the problem has at most two positive solutions for each λ > λ0
(resp. μ > μ0). More precisely, we prove the exact multiplicity of
positive solutions. In addition, for all p > 1, we give interesting
examples which show complete evolution of bifurcation diagrams
as μ (resp. λ) varies.
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We study the bifurcation diagrams of positive solutions of the multiparameter p-Laplacian bound-
ary value problem
{(
ϕp
(
u′(x)
))′ + fλ,μ(u(x))= 0, −1< x < 1,
u(−1) = u(1) = 0, (1.1)
where p > 1, ϕp(y) = |y|p−2 y, (ϕp(u′))′ is the one-dimensional p-Laplacian, the nonlinearity
fλ,μ(u) = g(u, λ) + h(u,μ),
g ∈ C([0,∞) × [λ0,∞)) ∩ C2((0,∞) × (λ0,∞)), h ∈ C([0,∞) × [μ0,∞)) ∩ C2((0,∞) × (μ0,∞)), and
λ > λ0 and μ > μ0 are two bifurcation parameters, λ0 and μ0 are two given real numbers. We
assume that functions g and h satisfy hypotheses (H1)–(H3) and (either (H4a) or (H4b)):
(H1) g(0, λ) = h(0,μ) = 0 for λ λ0 and μμ0. g(u, λ0) 0 for u > 0. For ﬁxed u > 0, g(u, λ) is
strictly increasing in λ  λ0 and limλ→∞ g(u, λ) = ∞. Also, h(u,μ0)  0 for u > 0. For ﬁxed
u > 0, h(u,μ) is strictly increasing in μμ0 and limμ→∞ h(u,μ) = ∞.
(H2) (p− 1)g(u, λ0)− u ∂ g∂u (u, λ0) 0 for u > 0. For ﬁxed u > 0, (p− 1)g(u, λ)− u ∂ g∂u (u, λ) is strictly
increasing in λ λ0 and
lim
λ→∞
[
(p − 1)g(u, λ) − u ∂ g
∂u
(u, λ)
]
= ∞.
Also, (p − 1)h(u,μ0) − u ∂h∂u (u,μ0) 0 for u > 0. For ﬁxed u > 0, (p − 1)h(u,μ) − u ∂h∂u (u,μ) is
strictly decreasing in μμ0 and
lim
μ→∞
[
(p − 1)h(u,μ) − u ∂h
∂u
(u,μ)
]
= −∞.
(H3) For any ﬁxed numbers λ > λ0 and μ > μ0, (p − 1) fλ,μ(u) − u f ′λ,μ(u) has at most one posi-
tive zero. Moreover, if (p − 1) fλ,μ(u) − u f ′λ,μ(u) has exactly one positive zero at some γλ,μ ,
then (p − 2) f ′λ,μ(γλ,μ)− γλ,μ f ′′λ,μ(γλ,μ) > 0, and u[(p − 1) fλ,μ(u)− u f ′λ,μ(u)] is increasing on
(γλ,μ,∞).
(H4a) For any ﬁxed μ > μ0,
(p − 1) fλ0,μ(u) − u f ′λ0,μ(u) < 0 on (0,∞).
(H4b) For any ﬁxed λ > λ0,
(p − 1) fλ,μ0(u) − u f ′λ,μ0(u) > 0 on (0,∞).
Note that suppose functions g and h satisfy hypotheses (H1)–(H3) and (either (H4a) or (H4b))
for p > 1, we allow that the function (p − 2) f ′λ,μ(u) − u f ′′λ,μ(u) has inﬁnitely many zeros on (0,∞),
which implies that fλ,μ(u) may have inﬁnitely many inﬂection points on (0,∞) for p = 2.
This research is motivated by papers by Ambrosetti et al. [1], Caldwell et al. [3,2], and Wang and
Yeh [11]. Ambrosetti et al. [1] studied the combined effects of concave and convex nonlinearities on
the exact structure of solutions for the elliptic Dirichlet problem
{
u + λuq + μur = 0 in Ω,
(1.2)
u = 0 on ∂Ω,
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0 < q < 1 < r. For μ > 0, they obtained the existence of two positive solutions of (1.2) for small
λ > 0 by using sub- and supersolutions and variational arguments. When Ω is any ball in RN (N  1)
and 0 < q < 1 < r  N∗ (note that N∗ = (N + 2)/(N − 2) for N  3 and N∗ = ∞ for N = 1,2), they
conjectured that, there exists λ∗ = λ∗(μ) > 0 such that (1.2) has exactly two positive solutions uλ , vλ
with uλ < vλ for 0< λ < λ∗; see [1, Fig. 1]. When Ω = BN is the unit ball in RN (N  1) and 0< q <
1 < r  N∗ , applying an approach based on the bifurcation theory, Korman [4] proved the existence
of some λ∗ = λ∗(μ) > 0 such that (1.2) has exactly two positive solutions for 0 < λ < λ∗ , exactly one
positive solution for λ = λ∗ , and no positive solution for λ > λ∗ . Note that Tang [8] obtained a similar
result for N  3. Also, when N = 1, Sanchez and Ubilla [7] obtained the exact multiplicity result for
the p-Laplacian problem of (1.2).
Caldwell et al. [3] studied positive solutions of the two-parameter Laplacian problem
{
u′′(x) + λg(u(x))+ μh(u(x))= 0, −1< x < 1,
u(−1) = u(1) = 0, (1.3)
where μ > 0, λ > 0, h(0) < 0, h is sublinear, g(0) > 0, and g is superlinear. By applying a time-map
method, for ﬁxed μ > 0, they proved existence, multiplicity and nonexistence of positive solutions
of (1.3) for ranges of λ. They also obtained numerical results on complete evolution of bifurcation
diagrams, as μ varies.
Recently, Caldwell et al. [2] extended the results of [3] and they studied the existence and nonex-
istence of classical positive solutions for multiparameter elliptic problem
{
u(x) + λg(u(x))+ μh(u(x))= 0 in Ω,
u = 0 on ∂Ω.
Wang and Yeh [11] studied positive solutions of the p-Laplacian Dirichlet problem
{(
ϕp
(
u′(x)
))′ + λg(u(x))+ h(u(x))= 0, −1< x < 1,
u(−1) = u(1) = 0, (1.4)
where p > 1, g,h ∈ C[0,∞)∩ C2(0,∞), and λ > 0 is a bifurcation parameter. Under suitable hypothe-
ses on g and h, they gave a complete classiﬁcation of bifurcation diagrams, and they proved that, on
the (λ,‖u‖∞)-plane, each bifurcation diagram consists of exactly one curve which is either a mono-
tone curve or has exactly one turning point where the curve turns to the right. More precisely, they
proved the exact multiplicity of positive solutions for each λ > 0. See [11, Theorems 2.1 and 2.2] for
details.
In this paper, to state our main results more precisely, for p > 1, λ  λ0 and μ  μ0, we ﬁrst
deﬁne some notations as follows:
Cp = (p − 1)
(
π
p
csc
π
p
)p
,
mgλ0 = lim
u→0+
g(u, λ)/up−1 ∈ [0,∞], mgλ∞ = lim
u→∞ g(u, λ)/u
p−1 ∈ [0,∞],
m
hμ
0 = lim
u→0+
h(u,μ)/up−1 ∈ [0,∞], mhμ∞ = lim
u→∞h(u,μ)/u
p−1 ∈ [0,∞],
Fλ,μ(u) =
u∫
0
fλ,μ(t)dt, Gλ(u) =
u∫
0
g(t, λ)dt, Hμ(u) =
u∫
0
h(t,μ)dt,
θ fλ,μ (u) = pFλ,μ(u) − u fλ,μ(u), θgλ (u) = pGλ(u) − ug(u, λ), θhμ(u) = pHμ(u) − uh(u,μ),
(1.5)
K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599 1571Tλ,μ(α) =
(
p − 1
p
)1/p α∫
0
[
Fλ,μ(α) − Fλ,μ(u)
]−1/p
du for 0< α < ∞, (1.6)
T λ,μ0 = lim
α→0+
Tλ,μ(α) ∈ [0,∞], T λ,μ∞ = lim
α→∞ Tλ,μ(α) ∈ [0,∞]. (1.7)
For λ λ0 and μμ0, by (1.5) and (H1), we compute that, if u > 0,
θ ′gλ (u) =
∂
∂u
θgλ (u) = (p − 1)g(u, λ) − u
∂ g
∂u
(u, λ),
θ ′hμ(u) =
∂
∂u
θhμ(u) = (p − 1)h(u,μ) − u
∂h
∂u
(u,μ),
θ ′fλ,μ (u) =
∂
∂u
θ fλ,μ (u) = θ ′gλ (u) + θ ′hμ(u) = (p − 1) fλ,μ(u) − u f ′λ,μ(u),
θ ′′gλ (u) =
∂
∂u
θ ′gλ (u) = (p − 2)
∂ g
∂u
(u, λ) − u ∂
2g
∂u2
(u, λ),
θ ′′hμ(u) =
∂
∂u
θ ′hμ(u) = (p − 2)
∂h
∂u
(u,μ) − u ∂
2h
∂u2
(u,μ),
θ ′′fλ,μ (u) =
∂
∂u
θ ′fλ,μ (u) = θ ′′gλ (u) + θ ′′hμ(u) = (p − 2) f ′λ,μ(u) − u f ′′λ,μ(u).
And
θ ′fλ,μ (0) = θ ′gλ (0) = θ ′hμ(0) = 0.
If g , h satisfy (H1)–(H3) and (H4a), for ﬁxed μ > μ0, we deﬁne
Cμ+ =
{
inf{λ > λ0: θ ′fλ,μ (u) > 0 on (0,∞)} if {λ > λ0: θ ′fλ,μ (u) > 0 on (0,∞)} 	= ∅,
∞ if {λ > λ0: θ ′fλ,μ (u) > 0 on (0,∞)} = ∅,
Cμ− =
{
sup{λ > λ0: θ ′fλ,μ (u) < 0 on (0,∞)} if {λ > λ0: θ ′fλ,μ (u) < 0 on (0,∞)} 	= ∅,
λ0 if {λ > λ0: θ ′fλ,μ (u) < 0 on (0,∞)} = ∅,
Uμ0 =
{
λ > λ0: m
gλ
0 +m
hμ
0 < Cp
}
, Uμ∞ =
{
λ > λ0: m
gλ∞ +mhμ∞ < Cp
}
,
V μ0 =
{
λ > λ0: m
gλ
0 +m
hμ
0 > Cp
}
, V μ∞ =
{
λ > λ0: m
gλ∞ +mhμ∞ > Cp
}
,
λˆ =
⎧⎪⎪⎨
⎪⎪⎩
supUμ0 if 0m
gλ0
0 +m
hμ
0  Cp and U
μ
0 	= ∅,
λ0 if 0m
gλ0
0 +m
hμ
0  Cp and U
μ
0 = ∅,
λ0 − 1 if Cp <mgλ00 +m
hμ
0 ∞,
(1.8)
λˇ =
⎧⎪⎪⎨
⎪⎪⎩
inf V μ0 if 0m
gλ0
0 +m
hμ
0  Cp and V
μ
0 	= ∅,
∞ if 0mgλ00 +m
hμ
0  Cp and V
μ
0 = ∅,
λ0 − 1 if Cp <mgλ00 +m
hμ
0 ∞,
(1.9)
λ˜ =
⎧⎪⎪⎨
⎪⎪⎩
supUμ∞ if 0m
gλ0∞ +mhμ∞  Cp and Uμ∞ 	= ∅,
λ0 if 0m
gλ0∞ +mhμ∞  Cp and Uμ∞ = ∅,
λ − 1 if C <mgλ0 +mhμ ∞,
(1.10)0 p ∞ ∞
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⎧⎪⎪⎨
⎪⎪⎩
inf V μ∞ if 0m
gλ0∞ +mhμ∞  Cp and V μ∞ 	= ∅,
∞ if 0mgλ0∞ +mhμ∞  Cp and V μ∞ = ∅,
λ0 − 1 if Cp <mgλ0∞ +mhμ∞ ∞.
(1.11)
Analogically, if g , h satisfy (H1)–(H3) and (H4b), for ﬁxed λ > λ0, we deﬁne
Cλ+ =
{
sup{μ > μ0: θ ′fλ,μ (u) > 0 on (0,∞)} if {μ > μ0: θ ′fλ,μ (u) > 0 on (0,∞)} 	= ∅,
μ0 if {μ > μ0: θ ′fλ,μ (u) > 0 on (0,∞)} = ∅,
Cλ− =
{
inf{μ > μ0: θ ′fλ,μ (u) < 0 on (0,∞)} if {μ > μ0: θ ′fλ,μ (u) < 0 on (0,∞)} 	= ∅,
∞ if {μ > μ0: θ ′fλ,μ (u) < 0 on (0,∞)} = ∅,
Uλ0 =
{
μ > μ0: m
gλ
0 +m
hμ
0 < Cp
}
, Uλ∞ =
{
μ > μ0: m
gλ∞ +mhμ∞ < Cp
}
,
V λ0 =
{
μ > μ0: m
gλ
0 +m
hμ
0 > Cp
}
, V λ∞ =
{
μ > μ0: m
gλ∞ +mhμ∞ > Cp
}
,
μˆ =
⎧⎪⎪⎨
⎪⎪⎩
supUλ0 if 0m
gλ
0 +m
hμ0
0  Cp and Uλ0 	= ∅,
μ0 if 0mgλ0 +m
hμ0
0  Cp and Uλ0 = ∅,
μ0 − 1 if Cp <mgλ0 +m
hμ0
0 ∞,
(1.12)
μˇ =
⎧⎪⎪⎨
⎪⎪⎩
inf V λ0 if 0m
gλ
0 +m
hμ0
0  Cp and V λ0 	= ∅,
∞ if 0mgλ0 +m
hμ0
0  Cp and V λ0 = ∅,
μ0 − 1 if Cp <mgλ0 +m
hμ0
0 ∞,
(1.13)
μ˜ =
⎧⎪⎪⎨
⎪⎪⎩
supUλ∞ if 0m
gλ∞ +mhμ0∞  Cp and Uλ∞ 	= ∅,
μ0 if 0mgλ∞ +mhμ0∞  Cp and Uλ∞ = ∅,
μ0 − 1 if Cp <mgλ∞ +mhμ0∞ ∞,
(1.14)
μ¯ =
⎧⎪⎪⎨
⎪⎪⎩
inf V λ∞ if 0m
gλ∞ +mhμ0∞  Cp and V λ∞ 	= ∅,
∞ if 0mgλ∞ +mhμ0∞  Cp and V λ∞ = ∅,
μ0 − 1 if Cp <mgλ∞ +mhμ0∞ ∞.
(1.15)
In Theorem 2.1 stated in Section 2, assuming that fλ,μ(u) = g(u, λ) + h(u,μ) satisﬁes (H1)–(H3)
and (H4a), for ﬁxed μ > μ0, we give a classiﬁcation of totally eight qualitatively different bifurcation
diagrams of (1.1) by modifying the time-map techniques applied to prove [11, Theorems 2.1 and 2.2].
We prove that, on the (λ,‖u‖∞)-plane, each bifurcation diagram consists of exactly one curve which
is either a monotone curve or has exactly one turning point where the curve turns to the right; see
Fig. 1 depicted below. Hence (1.1) has at most two positive solutions for each λ > λ0. More precisely,
we prove the exact multiplicity of positive solutions of (1.1) for each λ > λ0. We give a complete
classiﬁcation of bifurcation diagrams of (1.1) as follows (see Theorem 2.1 and Figs. 1 and 2):
Case 1. Cp m
gλ0
0 +m
hμ
0 . (In this case, there exists no positive solution for (1.1).)
Case 2. 0mgλ00 +m
hμ
0 < Cp and λ˜ C
μ
− . In this case, we classify all possible subcases as follows:
(i) λ˜ = λ0 − 1 (see Fig. 1(i)),
(ii) λ0  λ˜ Cμ− (see Fig. 1(ii)).
K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599 1573Fig. 1. Classiﬁed eight bifurcation diagrams of (1.1) under (H1)–(H3) and (H4a) for ﬁxed μ > μ0; see Theorem 2.1.
Case 3. 0mgλ00 +m
hμ
0 < Cp and C
μ
− < λ˜∞. In this case, we classify all possible subcases as follows:
(iii) λˆ < Cμ+ and λˆ > λ˜ (see Fig. 1(iii)),
(iv) λˆ < Cμ+ and λˆ = λ˜ (see Fig. 1(iv)),
1574 K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599Fig. 2. Classiﬁed eight bifurcation diagrams of (1.1) for ﬁxed μ > μ0 drawn on the (λˆ, λ˜)-plane under (H1)–(H3) and (H4a) and
when 0mgλ00 +m
hμ
0 < Cp . Slash-lined regions represent regions of nonexistence of positive solutions of (1.1).
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(vi) λˆ Cμ+ and λ˜ < ∞ (see Fig. 1(vi)),
(vii) λˆ < Cμ+ and λ˜ = ∞ (see Fig. 1(vii)),
(viii) λˆ Cμ+ and λ˜ = ∞ (see Fig. 1(viii)).
Analogically, in Theorem 2.2 stated in Section 2, assuming that fλ,μ(u) = g(u, λ)+h(u,μ) satisﬁes
(H1)–(H3) and (H4b), for ﬁxed λ > λ0, we give a classiﬁcation of totally eight qualitatively different
bifurcation diagrams of (1.1). We prove that, on the (μ,‖u‖∞)-plane, each bifurcation diagram con-
sists of exactly one curve which is either a monotone curve or has exactly one turning point where the
curve turns to the right; see Fig. 3 depicted below. Hence (1.1) has at most two positive solutions for
each μ > μ0. More precisely, we prove the exact multiplicity of positive solutions of (1.1) for each
μ > μ0. We give a complete classiﬁcation of bifurcation diagrams of (1.1) as follows (see Theorem 2.2
and Figs. 3 and 4):
Case 1. Cp mgλ∞ +mhμ0∞ . (In this case, there exists no positive solution for (1.1).)
Case 2. 0mgλ∞ +mhμ0∞ < Cp and μˆ Cλ+ . In this case, we classify all possible subcases as follows:
(i) μˆ = μ0 − 1 (see Fig. 3(i)),
(ii) μ0  μˆ Cλ+ (see Fig. 3(ii)).
Case 3. 0  mgλ∞ + mhμ0∞ < Cp and Cλ+ < μˆ  ∞. In this case, we classify all possible subcases as
follows:
(iii) μ˜ < Cλ− and μ˜ > μˆ (see Fig. 3(iii)),
(iv) μ˜ < Cλ− and μ˜ = μˆ (see Fig. 3(iv)),
(v) μ˜ < Cλ− and μ˜ < μˆ < ∞ (see Fig. 3(v)),
(vi) μ˜ Cλ− and μˆ < ∞ (see Fig. 3(vi)),
(vii) μ˜ < Cλ− and μˆ = ∞ (see Fig. 3(vii)),
(viii) μ˜ Cλ− and μˆ = ∞ (see Fig. 3(viii)).
The paper is organized as follows. Section 2 contains statements of Theorems 2.1 and 2.2 and the
corresponding examples. Section 3 contains some lemmas and remarks needed to prove Theorems 2.1
and 2.2. Section 4 contains the proofs of Theorems 2.1 and 2.2.
2. Main results
The main results in this paper are next Theorems 2.1 and 2.2 in which we study the exact mul-
tiplicity of positive solutions of (1.1) for all cases classiﬁed in Section 1. In particular, Theorem 2.1
extends [11, Theorems 2.1 and 2.2] for (1.4) to multiparameter problem (1.1).
Theorem 2.1. (See Figs. 1 and 2.) Consider (1.1) where fλ,μ(u) = g(u, λ) + h(u,μ), g ∈ C([0,∞) ×
[λ0,∞))∩ C2((0,∞)× (λ0,∞)), h ∈ C([0,∞)×[μ0,∞))∩ C2((0,∞)× (μ0,∞)), and g,h satisfy (H1)–
(H3) and (H4a). Let μ > μ0 be ﬁxed, then:
(I) If Cp m
gλ0
0 +m
hμ
0 , then (1.1) has no positive solution for all λ > λ0 .
(II) Suppose that 0mgλ00 +m
hμ
0 < Cp and λ˜ C
μ
− .
(i) (See Fig. 1(i).) If λ˜ = λ0 − 1, then λ0 < λˆ < Cμ+ , and (1.1) has exactly one positive solution uλ for
λ0 < λ < λˆ, and no positive solution for λ λˆ. Moreover,
1576 K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599Fig. 3. Classiﬁed eight bifurcation diagrams of (1.1) under (H1)–(H3) and (H4b) for ﬁxed λ > λ0; see Theorem 2.2.
(a) For λ0 < λ1 < λ2 < λˆ, ‖uλ1‖∞ > ‖uλ2‖∞ .
(b) Let u be a positive solution of (1.1). Then there exists a unique positive number A∗ satisfying
Tλ0,μ(A
∗) = 1 such that ‖u‖∞ < A∗ , limλ→λ+0 ‖uλ‖∞ = A
∗ , and lim
λ→λˆ− ‖uλ‖∞ = 0.
(ii) (See Fig. 1(ii).) If λ0  λ˜  Cμ− , then λ˜ < λˆ < C
μ
+ , and (1.1) has exactly one positive solution uλ for
min{Cμ−, λ¯} < λ < λˆ, and no positive solution for λ0 < λmin{Cμ−, λ¯} and λ λˆ. Moreover,
K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599 1577Fig. 4. Classiﬁed eight bifurcation diagrams of (1.1) for ﬁxed λ > λ0 drawn on the (μ˜, μˆ)-plane under (H1)–(H3) and (H4b) and
when 0mgλ∞ +mhμ0∞ < Cp . Slash-lined regions represent regions of nonexistence of positive solutions of (1.1).
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(b) limλ→min{Cμ−,λ¯}+ ‖uλ‖∞ = ∞ and limλ→λˆ− ‖uλ‖∞ = 0.
(III) Suppose that 0mgλ00 +m
hμ
0 < Cp and C
μ
− < λ˜∞.
(iii) (See Fig. 1(iii).) If λˆ < Cμ+ and λˆ > λ˜, then there exists λ∗ ∈ (λ0, λ˜) such that (1.1) has exactly
two positive solutions uλ , vλ with uλ < vλ for λ∗ < λ < λ˜, exactly one positive solution uλ for
λ = λ∗ and λ˜ λ < λˆ, and no positive solution for λ0 < λ < λ∗ and λ λˆ. Moreover, if we denote
vλ∗ = uλ∗ when λ = λ∗ , then:
(a) For λ∗  λ1 < λ2 < λˆ, ‖uλ1‖∞ > ‖uλ2‖∞ .
(b) For λ∗  λ1 < λ2 < λ˜, ‖vλ1‖∞ < ‖vλ2‖∞ .
(c) lim
λ→λˆ− ‖uλ‖∞ = 0 and limλ→λ˜− ‖vλ‖∞ = ∞.
(iv) (See Fig. 1(iv).) If λˆ < Cμ+ and λˆ = λ˜, then there exists λ∗ ∈ (λ0, λˆ) = (λ0, λ˜) such that (1.1) has
exactly two positive solutions uλ , vλ with uλ < vλ for λ∗ < λ < λˆ (= λ˜), exactly one positive
solution uλ for λ = λ∗ , and no positive solution for λ0 < λ < λ∗ and λ λˆ (= λ˜). Moreover, if we
denote vλ∗ = uλ∗ when λ = λ∗ , then:
(a) For λ∗  λ1 < λ2 < λˆ (= λ˜), ‖uλ1‖∞ > ‖uλ2‖∞ and ‖vλ1‖∞ < ‖vλ2‖∞ .
(b) lim
λ→λˆ− ‖uλ‖∞ = 0 and limλ→λ˜− ‖vλ‖∞ = ∞.
(v) (See Fig. 1(v).) If λˆ < Cμ+ and λˆ < λ˜ < ∞, then λˆ > Cμ− , and there exists λ∗ ∈ (λ0, λˆ) such that (1.1)
has exactly two positive solutions uλ , vλ with uλ < vλ for λ∗ < λ < λˆ, exactly one positive solution
vλ for λ = λ∗ and λˆ λ < λ˜, and no positive solution for λ0 < λ < λ∗ and λ λ˜. Moreover, if we
denote uλ∗ = vλ∗ when λ = λ∗ , then:
(a) For λ∗  λ1 < λ2 < λˆ, ‖uλ1‖∞ > ‖uλ2‖∞ .
(b) For λ∗  λ1 < λ2 < λ˜, ‖vλ1‖∞ < ‖vλ2‖∞ .
(c) lim
λ→λˆ− ‖uλ‖∞ = 0 and limλ→λ˜− ‖vλ‖∞ = ∞.
(vi) (See Fig. 1(vi).) If λˆ Cμ+ and λ˜ < ∞, then λˆ λˇ < λ˜, and (1.1) has exactly one positive solution
uλ for λˇ < λ < λ˜, and no positive solution for λ0 < λ λˇ and λ λ˜. Moreover,
(a) For λˇ < λ1 < λ2 < λ˜, ‖uλ1‖∞ < ‖uλ2‖∞ .
(b) lim
λ→λˇ+ ‖uλ‖∞ = 0 and limλ→λ˜− ‖uλ‖∞ = ∞.
(vii) (See Fig. 1(vii).) If λˆ < Cμ+ and λ˜ = ∞, then λˆ > Cμ− , and there exists λ∗ ∈ (λ0, λˆ) such that (1.1)
has exactly two positive solutions uλ , vλ with uλ < vλ for λ∗ < λ < λˆ, exactly one positive solution
vλ for λ = λ∗ and λˆ  λ < ∞, and no positive solution for λ0 < λ < λ∗ . Moreover, if we denote
uλ∗ = vλ∗ when λ = λ∗ , then:
(a) For λ∗  λ1 < λ2 < λˆ, ‖uλ1‖∞ > ‖uλ2‖∞ .
(b) For λ∗  λ1 < λ2 < ∞, ‖vλ1‖∞ < ‖vλ2‖∞ .
(c) lim
λ→λˆ− ‖uλ‖∞ = 0 and limλ→∞ ‖vλ‖∞ = ∞.
(viii) (See Fig. 1(viii).) If λˆ  Cμ+ and λ˜ = ∞, then (1.1) has exactly one positive solution uλ for
λˇ < λ < ∞, and no positive solution for λ0 < λ λˇ. Moreover,
(a) For λˇ < λ1 < λ2 < ∞, ‖uλ1‖∞ < ‖uλ2‖∞ .
(b) lim
λ→λˇ+ ‖uλ‖∞ = 0 and limλ→∞ ‖uλ‖∞ = ∞.
Theorem 2.2. (See Figs. 3 and 4.) Consider (1.1) where fλ,μ(u) = g(u, λ) + h(u,μ), g ∈ C([0,∞) ×
[λ0,∞))∩ C2((0,∞)× (λ0,∞)), h ∈ C([0,∞)×[μ0,∞))∩ C2((0,∞)× (μ0,∞)), and g,h satisfy (H1)–
(H3) and (H4b). Let λ > λ0 be ﬁxed, then:
(I) If Cp mgλ∞ +mhμ0∞ , then (1.1) has no positive solution for all μ > μ0 .
(II) Suppose that 0mgλ∞ +mhμ0∞ < Cp and μˆ Cλ+ .
(i) (See Fig. 3(i).) If μˆ = μ0 − 1, then μ0 < μ˜ < Cλ− , and (1.1) has exactly one positive solution uμ for
μ0 < μ < μ˜, and no positive solution for μ μ˜. Moreover,
(a) For μ0 < μ1 < μ2 < μ˜, ‖uμ1‖∞ < ‖uμ2‖∞ .
(b) Let u be a positive solution of (1.1). Then there exists a unique positive number B∗ satisfying
Tλ,μ0 (B
∗) = 1 such that ‖u‖∞ > B∗ , limμ→μ+ ‖uμ‖∞ = B∗ , and limμ→μ˜− ‖uμ‖∞ = ∞.0
K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599 1579(ii) (See Fig. 3(ii).) If μ0  μˆ Cλ+ , then μˆ < μ˜ < Cλ− , and (1.1) has exactly one positive solution uμ for
min{Cλ+, μˇ} < μ < μ˜, and no positive solution for μ0 < μmin{Cλ+, μˇ} and μ μ˜. Moreover,
(a) For min{Cλ+, μˇ} < μ1 < μ2 < μ˜, ‖uμ1‖∞ < ‖uμ2‖∞ .
(b) limμ→min{Cλ+,μˇ}+ ‖uμ‖∞ = 0 and limμ→μ˜− ‖uμ‖∞ = ∞.
(III) Suppose that 0mgλ∞ +mhμ0∞ < Cp and Cλ+ < μˆ∞.
(iii) (See Fig. 3(iii).) If μ˜ < Cλ− and μ˜ > μˆ, then there exists μ∗ ∈ (μ0, μˆ) such that (1.1) has exactly
two positive solutions uμ , vμ with uμ < vμ for μ∗ < μ < μˆ, exactly one positive solution vμ for
μ = μ∗ and μˆ  μ < μ˜, and no positive solution for μ0 < μ < μ∗ and μ  μ˜. Moreover, if we
denote uμ∗ = vμ∗ when μ = μ∗ , then:
(a) For μ∗ μ1 < μ2 < μˆ, ‖uμ1‖∞ > ‖uμ2‖∞ .
(b) For μ∗ μ1 < μ2 < μ˜, ‖vμ1‖∞ < ‖vμ2‖∞ .
(c) limμ→μˆ− ‖uμ‖∞ = 0 and limμ→μ˜− ‖vμ‖∞ = ∞.
(iv) (See Fig. 3(iv).) If μ˜ < Cλ− and μ˜ = μˆ, then there existsμ∗ ∈ (μ0, μˆ) = (μ0, μ˜) such that (1.1) has
exactly two positive solutions uμ , vμ with uμ < vμ for μ∗ < μ < μˆ (= μ˜), exactly one positive
solution vμ for μ = μ∗ , and no positive solution for μ0 < μ < μ∗ and μ μˆ (= μ˜). Moreover, if
we denote uμ∗ = vμ∗ when μ = μ∗ , then:
(a) For μ∗ μ1 < μ2 < μˆ (= μ˜), ‖uμ1‖∞ > ‖uμ2‖∞ and ‖vμ1‖∞ < ‖vμ2‖∞ .
(b) limμ→μˆ− ‖uμ‖∞ = 0 and limμ→μ˜− ‖vμ‖∞ = ∞.
(v) (See Fig. 3(v).) If μ˜ < Cλ− and μ˜ < μˆ < ∞, then μ˜ > Cλ+ , and there exists μ∗ ∈ (μ0, μ˜) such that
(1.1) has exactly two positive solutions uμ , vμ with uμ < vμ for μ∗ < μ < μ˜, exactly one positive
solution uμ for μ = μ∗ and μ˜  μ < μˆ, and no positive solution for μ0 < μ < μ∗ and μ  μˆ.
Moreover, if we denote vμ∗ = uμ∗ when μ = μ∗ , then:
(a) For μ∗ μ1 < μ2 < μˆ, ‖uμ1‖∞ > ‖uμ2‖∞ .
(b) For μ∗ μ1 < μ2 < μ˜, ‖vμ1‖∞ < ‖vμ2‖∞ .
(c) limμ→μˆ− ‖uμ‖∞ = 0 and limμ→μ˜− ‖vμ‖∞ = ∞.
(vi) (See Fig. 3(vi).) If μ˜ Cλ− and μˆ < ∞, then μ˜ μ¯ < μˆ, and (1.1) has exactly one positive solution
uμ for μ¯ < μ < μˆ, and no positive solution for μ0 < μ μ¯ and μ μˆ. Moreover,
(a) For μ¯ < μ1 < μ2 < μˆ, ‖uμ1‖∞ > ‖uμ2‖∞ .
(b) limμ→μ¯+ ‖uμ‖∞ = ∞ and limμ→μˆ− ‖uμ‖∞ = 0.
(vii) (See Fig. 3(vii).) If μ˜ < Cλ− and μˆ = ∞, then μ˜ > Cλ+ , and there exists μ∗ ∈ (μ0, μ˜) such that
(1.1) has exactly two positive solutions uμ , vμ with uμ < vμ for μ∗ < μ < μ˜, exactly one positive
solution uμ for μ = μ∗ and μ˜ μ < ∞, and no positive solution for μ0 < μ < μ∗ . Moreover, if
we denote vμ∗ = uμ∗ when μ = μ∗ , then:
(a) For μ∗ μ1 < μ2 < ∞, ‖uμ1‖∞ > ‖uμ2‖∞ .
(b) For μ∗ μ1 < μ2 < μ˜, ‖vμ1‖∞ < ‖vμ2‖∞ .
(c) limμ→∞ ‖uμ‖∞ = 0 and limμ→μ˜− ‖vμ‖∞ = ∞.
(viii) (See Fig. 3(viii).) If μ˜  Cλ− and μˆ = ∞, then (1.1) has exactly one positive solution uμ for
μ¯ < μ < ∞, and no positive solution for μ0 < μ μ¯. Moreover,
(a) For μ¯ < μ1 < μ2 < ∞, ‖uμ1‖∞ > ‖uμ2‖∞ .
(b) limμ→μ¯+ ‖uμ‖∞ = ∞ and limμ→∞ ‖uμ‖∞ = 0.
We next give an example to Theorem 2.1 (resp. Theorem 2.2), which rigorously shows complete
evolution phenomena of bifurcation diagrams of (1.1), as μ (resp. λ) varies. The proofs of the two
examples given are easy but tedious; we omit them. Note that, for p > 1, the number
a = a(p) ≡ Cp − 1= (p − 1)
(
π
p
csc
π
p
)p
− 1> 0
by some numerical simulation.
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g(u, λ) = (4kλ + 1)u + (4kλ + 8λ + 1)
4(u + 1) u
p−1 and h(u,μ) = 3[(4μ + 3)u + 2]
4(3u + 2) u
p−1,
where μ > μ0 = 0 is an evolution parameter and λ > λ0 = 0 is a bifurcation parameter. We compute
that mgλ0 = (k + 2)λ + 1/4, mgλ∞ = kλ + 1/4, m
hμ
0 = 3/4, and m
hμ∞ = μ + 3/4.
Case 1. For any k ∈ (0,∞), we have
λˆ = λˇ = a
k + 2 , λ˜ = λ¯ =
⎧⎨
⎩
a−μ
k > 0 if μ ∈ (0,a),
0 if μ = a,
−1 if μ ∈ (a,∞),
and λ0 = 0 < Cμ− = μ/3 < 3μ/4 = Cμ+ . Since λ˜ < ∞, we obtain complete evolution phenomena of six
different bifurcation diagrams of (1.1) as positive μ varies:
(i) (See Fig. 1(i).) For μ ∈ (a,∞), then g,h satisfy (H1)–(H3) and (H4a) with λ˜ = −1.
(ii) (See Fig. 1(ii).) For μ ∈ [ 3ak+3 ,a], then g,h satisfy (H1)–(H3) and (H4a) with λ0 = 0 λ˜ = a−μk 
μ/3= Cμ− . (Note that, in this subcase, Cμ− = λ¯ if μ = 3ak+3 and Cμ− > λ¯ if 3ak+3 < μ a.)
(iii) (See Fig. 1(iii).) For μ ∈ ( 2ak+2 , 3ak+3 ), then g,h satisfy (H1)–(H3) and (H4a) with Cμ− = μ/3 <
a−μ
k = λ˜ < ∞, λˆ = ak+2 < 3μ/4= Cμ+ and λˆ = ak+2 > a−μk = λ˜.
(iv) (See Fig. 1(iv).) For μ = 2ak+2 , then g,h satisfy (H1)–(H3) and (H4a) with Cμ− = μ/3 < a−μk =
λ˜ < ∞, λˆ = ak+2 < 3μ/4= Cμ+ and λˆ = ak+2 = a−μk = λ˜.
(v) (See Fig. 1(v).) For μ ∈ ( 4a3k+6 , 2ak+2 ), then g,h satisfy (H1)–(H3) and (H4a) with Cμ− = μ/3 <
a−μ
k = λ˜ < ∞, λˆ = ak+2 < 3μ/4= Cμ+ and λˆ = ak+2 < a−μk = λ˜ < ∞.
(vi) (See Fig. 1(vi).) For μ ∈ (0, 4a3k+6 ], then g,h satisfy (H1)–(H3) and (H4a) with Cμ− = μ/3 < a−μk =
λ˜ < ∞ and λˆ = ak+2  3μ/4= Cμ+ .
Case 2. For k = 0, we have mgλ0 = 2λ+1/4, mgλ∞ = 1/4, m
hμ
0 = 3/4, m
hμ∞ = μ+3/4, and Uμ∞ = (λ0,∞).
Hence
λˆ = λˇ = a
2
, λ˜ =
{∞ if μ ∈ (0,a),
0 if μ = a,
−1 if μ ∈ (a,∞),
λ¯ =
{∞ if μ ∈ (0,a],
−1 if μ ∈ (a,∞),
and λ0 = 0 < Cμ− = μ/3 < 3μ/4 = Cμ+ . Since λ0 = 0 and λ˜ ∈ {−1,0,∞}, we obtain complete evolution
phenomena of four different bifurcation diagrams of (1.1) as positive μ varies:
(i) (See Fig. 1(i).) For μ ∈ (a,∞), then g,h satisfy (H1)–(H3) and (H4a) with λ˜ = −1.
(ii) (See Fig. 1(ii).) For μ = a, then g,h satisfy (H1)–(H3) and (H4a) with λ0 = λ˜ = 0 < μ/3 = Cμ− .
(Note that Cμ− < λ¯ in this subcase.)
(iii) (See Fig. 1(vii).) For μ ∈ (2a/3,a), then g,h satisfy (H1)–(H3) and (H4a) with Cμ− = μ/3< λ˜ = ∞
and λˆ = a/2< 3μ/4= Cμ+ .
(iv) (See Fig. 1(viii).) For μ ∈ (0,2a/3], then g,h satisfy (H1)–(H3) and (H4a) with Cμ− = μ/3< λ˜ = ∞
and λˆ = a/2 3μ/4= Cμ+ .
Example of Theorem 2.2. (See Figs. 3 and 4.) Let p > 1 and k 0. Let
g(u, λ) = 3[2u + (4λ + 3)]up−1 and h(u,μ) = (4kμ + 8μ + 1)u + (4kμ + 1)up−1,
4(2u + 3) 4(u + 1)
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that mgλ0 = λ + 3/4, mgλ∞ = 3/4, m
hμ
0 = kμ + 1/4, and m
hμ∞ = (k + 2)μ + 1/4.
Case 1. For any k ∈ (0,∞), we have
μ˜ = μ¯ = a
k + 2 , μˆ = μˇ =
⎧⎨
⎩
a−λ
k > 0 if μ ∈ (0,a),
0 if μ = a,
−1 if μ ∈ (a,∞),
and μ0 = 0 < Cλ+ = λ/3 < 3λ/4 = Cλ− . Since μˆ < ∞, we obtain complete evolution phenomena of six
different bifurcation diagrams of (1.1) as positive λ varies:
(i) (See Fig. 3(i).) For λ ∈ (a,∞), then g,h satisfy (H1)–(H3) and (H4b) with μˆ = −1.
(ii) (See Fig. 3(ii).) For λ ∈ [ 3ak+3 ,a], then g,h satisfy (H1)–(H3) and (H4b) with μ0 = 0 μˆ = a−λk 
λ/3= Cλ+ . (Note that, in this subcase, Cλ+ = μˇ if λ = 3ak+3 and Cλ+ > μˇ if 3ak+3 < λ a.)
(iii) (See Fig. 3(iii).) For λ ∈ ( 2ak+2 , 3ak+3 ), then g,h satisfy (H1)–(H3) and (H4b) with Cλ+ = λ/3< a−λk =
μˆ < ∞, μ˜ = ak+2 < 3λ/4= Cλ− and μ˜ = ak+2 > a−λk = μˆ.
(iv) (See Fig. 3(iv).) For λ = 2ak+2 , then g,h satisfy (H1)–(H3) and (H4b) with Cλ+ = λ/3 < a−λk =
μˆ < ∞, μ˜ = ak+2 < 3λ/4= Cλ− and μ˜ = ak+2 = a−λk = μˆ.
(v) (See Fig. 3(v).) For λ ∈ ( 4a3k+6 , 2ak+2 ), then g,h satisfy (H1)–(H3) and (H4b) with Cλ+ = λ/3< a−λk =
μˆ < ∞, μ˜ = ak+2 < 3λ/4= Cλ− and μ˜ = ak+2 < a−λk = μˆ < ∞.
(vi) (See Fig. 3(vi).) For λ ∈ (0, 4a3k+6 ], then g,h satisfy (H1)–(H3) and (H4b) with Cλ+ = λ/3 < a−λk =
μˆ < ∞ and μ˜ = ak+2  3λ/4 = Cλ− .
Case 2. For k = 0, we have mgλ0 = λ+ 3/4, mgλ∞ = 3/4, m
hμ
0 = 1/4, m
hμ∞ = 2μ+ 1/4, and Uλ0 = (μ0,∞).
Hence
μ˜ = μ¯ = a
2
, μˆ =
{∞ if μ ∈ (0,a),
0 if μ = a,
−1 if μ ∈ (a,∞),
μˇ =
{∞ if λ ∈ (0,a],
−1 if λ ∈ (a,∞),
and μ0 = 0< Cλ+ = λ/3< 3λ/4= Cλ− . Since μ0 = 0 and μˆ ∈ {−1,0,∞}, we obtain complete evolution
phenomena of four different bifurcation diagrams of (1.1) as positive λ varies:
(i) (See Fig. 3(i).) For λ ∈ (a,∞), then g,h satisfy (H1)–(H3) and (H4b) with μˆ = −1.
(ii) (See Fig. 3(ii).) For λ = a, then g,h satisfy (H1)–(H3) and (H4b) with μ0 = μˆ = 0 < λ/3 = Cλ+ .
(Note that Cλ+ < μˇ in this subcase.)
(iii) (See Fig. 3(vii).) For λ ∈ (2a/3,a), then g,h satisfy (H1)–(H3) and (H4b) with Cλ+ = λ/3 < μˆ = ∞
and μ˜ = a/2< 3λ/4 = Cλ− .
(iv) (See Fig. 3(viii).) For λ ∈ (0,2a/3], then g,h satisfy (H1)–(H3) and (H4b) with Cλ+ = λ/3< μˆ = ∞
and μ˜ = a/2 3λ/4= Cλ− .
3. Some remarks and lemmas
In Theorem 2.1, the notations Cμ+ , C
μ
− , λˆ, λˇ, λ˜ and λ¯ are essential, which are used to classify the
bifurcation diagrams of (1.1) (see Figs. 1 and 2). Also, in Theorem 2.2, the notations Cλ+ , Cλ− , μˆ, μˇ, μ˜
and μ¯ are essential, which are used to classify the bifurcation diagrams of (1.1) (see Figs. 3 and 4). We
state some related properties to these notations in Remarks 1–7 stated below. Remarks 1–5 provide
some related properties of λˆ, λˇ, λ˜, λ¯, μˆ, μˇ, μ˜ and μ¯; and Remarks 6 and 7 provide some related
properties of Cμ+ , C
μ
− , Cλ+ and Cλ−; we omit the proofs.
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which improves [9, Theorem 5] for p = 2 and extends the result from p = 2 to any p > 1, is the key
lemma in the proofs of Theorems 2.1 and 2.2. Lemmas 3.2 and 3.3 state some properties of the time
map Tλ,μ(α) deﬁned in (1.6) for (1.1).
Remark 1. It can be easily proved that:
(i) By (H2) and since θgλ (0) = θhμ(0) = 0, we obtain that, for ﬁxed u ∈ (0,∞), θgλ (u) is strictly
increasing in λ  λ0 and limλ→∞ θgλ (u) = ∞, and θhμ(u) is strictly decreasing in μ  μ0 and
limμ→∞ θhμ(u) = −∞.
(ii) By (H1) and (H2), g(u, λ0)/up−1 is decreasing in u > 0 and h(u,μ0)/up−1 is increasing in
u > 0. In addition, for any λ > λ0 and μ > μ0, g(u, λ)/up−1 is strictly decreasing in u > 0 and
h(u,μ)/up−1 is strictly increasing in u > 0. So 0mgλ∞ <mgλ0 ∞ and 0m
hμ
0 <m
hμ∞ ∞ for
any λ > λ0 and μ > μ0.
Remark 2. By (H1) and Remark 1(ii), it can be easily proved that:
(i) mgλ0 and m
gλ∞ are both increasing in λ  λ0. Also, mgλ0 is left continuous in λ > λ0 if m
gλ
0 	= ∞,
and mgλ∞ is right continuous in λ λ0.
(ii) m
hμ
0 and m
hμ∞ are both increasing in μμ0. Also, m
hμ
0 is right continuous in μμ0, and m
hμ∞ is
left continuous in μ > μ0 if m
hμ∞ 	= ∞.
Remark 3. By (H1) and Remark 1(ii), we obtain that:
(i) limλ→∞mgλ0 = ∞. Hence, for ﬁxed μ > μ0, we have λˆ λˇ < ∞ by the deﬁnitions of λˆ and λˇ in
(1.8) and (1.9). In addition, λ˜ λ¯ by the deﬁnitions of λ˜ and λ¯ in (1.10) and (1.11).
(ii) limμ→∞m
hμ∞ = ∞. Hence, for ﬁxed λ > λ0, we have μ˜ μ¯ < ∞ by the deﬁnitions of μ˜ and μ¯ in
(1.14) and (1.15). In addition, μˆ μˇ by the deﬁnitions of μˆ and μˇ in (1.12) and (1.13).
Consider the p-Laplacian two point boundary value problem
{(
ϕp
(
u′(x)
))′ + σ f (u(x))= 0, −1< x < 1,
u(−1) = u(1) = 0, (3.1)
where p > 1 and f ∈ C[0,∞)∩C2(0,∞) satisﬁes f (u) > 0 for u > 0. Let F (u) ≡ ∫ u0 f (t)dt and θ(u) ≡
pF (u) − u f (u). The time map formula for problem (3.1) takes the form as follows:
σ 1/p =
(
p − 1
p
)1/p α∫
0
[
F (α) − F (u)]−1/p du ≡ T (α) for 0< α < ∞, (3.2)
see [10, Eq. (1.6)]. Positive solutions u of (3.1) correspond to ‖u‖∞ = α and T (α) = σ 1/p . Thus to
study the number of positive solutions of (3.1) is equivalent to study the shape of the time map T (α)
on (0,∞).
Lemma 3.1. Consider (3.1). Let p > 1. Suppose that f ∈ C[0,∞) ∩ C2(0,∞) satisﬁes
(i) f (0) = 0, f (u) > 0 for u > 0,
(ii) (p − 1) f (u) − u f ′(u) has exactly one positive zero at some γ , (p − 2) f ′(γ ) − γ f ′′(γ ) > 0, and
u[(p − 1) f (u) − u f ′(u)] is increasing on (γ ,∞).
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0< lim
α→0+
T (α) =
(
Cp
m0
)1/p
∞, 0< lim
α→∞ T (α) =
(
Cp
m∞
)1/p
∞, (3.3)
and T (α) has exactly one critical point, a minimum, on (0,∞).
Proof. Eq. (3.3) follows by [10, Lemma 4.1(ii)]. We next prove that T (α) has exactly one critical point,
a minimum, on (0,∞) as follows.
By (3.2), we compute that
T ′(α) =
(
p − 1
pp+1
)1/p 1
α
α∫
0
θ
(F )(p+1)/p
du (3.4)
and
T ′′(α) =
(
p − 1
pp+1
)1/p 1
α2
α∫
0
− p+1p (θ)( f˜ ) + F (ψ)
(F )(2p+1)/p
du, (3.5)
where F = F (α) − F (u), θ = θ(α) − θ(u),  f˜ = α f (α) − u f (u), and ψ = αθ ′(α) − uθ ′(u), see
[11, Eqs. (3.5) and (3.6)]. By (3.4) and (3.5), we obtain
T ′′(α) + p + 1
α
T ′(α) =
(
p − 1
pp+1
)1/p 1
α2
α∫
0
p+1
p (θ)
2 + F (ψ)
(F )(2p+1)/p
du

(
p − 1
pp+1
)1/p 1
α2
α∫
0
ψ(α) − ψ(u)
(F )(p+1)/p
du, (3.6)
where ψ(u) = uθ ′(u) = u[(p − 1) f (u) − u f ′(u)], cf. [11, inequality (3.7)].
By assumption (ii), we have
{
θ ′(u) = (p − 1) f (u) − u f ′(u) < 0 on (0, γ ),
θ ′(u) = (p − 1) f (u) − u f ′(u) > 0 on (γ ,∞), (3.7)
and
ψ ′(u) = uθ ′′(u) + θ ′(u) 0 on (γ ,∞).
In addition, since ψ(γ ) = γ θ ′(γ ) = 0 and ψ ′(γ ) = γ θ ′′(γ ) = γ [(p − 2) f ′(γ ) − γ f ′′(γ )] > 0, there
exists γ1 > γ such that
ψ(u) = uθ ′(u)ψ(γ1) > 0 on (γ1,∞).
So
θ(u) − θ(γ1) =
u∫
γ
θ ′(t)dt 
u∫
γ
ψ(γ1)
t
dt → ∞ as u → ∞,1 1
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⎧⎨
⎩
θ(u) = pF (u) − u f (u) < 0 on (0, δ),
θ(δ) = pF (δ) − δ f (δ) = 0,
θ(u) = pF (u) − u f (u) > 0 on (δ,∞).
(3.8)
So by (3.4), (3.7) and (3.8), we obtain that
{
T ′(α) < 0 for α ∈ (0, γ ],
T ′(α) > 0 for α ∈ [δ,∞).
Hence T (α) has at least one critical point, a local minimum, on (γ , δ). We then prove that T (α) has
at exactly one critical point, a minimum, on (γ , δ).
It is easy to see that
ψ(0) = ψ(γ ) = 0,
ψ(u) = uθ ′(u) < 0 on (0, γ ).
In addition, ψ(u) is increasing on (γ ,∞) by assumption (ii). So for any ﬁxed α ∈ (γ , δ),
{
ψ(α) > ψ(u) for u ∈ (0, γ ],
ψ(α)ψ(u) for u ∈ (γ ,α).
So by (3.6),
T ′′(α) + p + 1
α
T ′(α) > 0 for α ∈ (γ , δ).
That is, if α∗ is a critical point of T (α), then T ′′(α∗) > 0 and hence T (α∗) is a local minimum. Thus
T (α) has exactly one critical point, a minimum, on (γ , δ). 
For ﬁxed numbers λ > λ0 and μ > μ0, suppose that u(x)(= uλ,μ(x)) is a positive solution of
(1.1) with ‖u‖∞ = α. Recall that Fλ,μ(u) =
∫ u
0 fλ,μ(t)dt . In (3.1), let σ = 1 and f (u) = fλ,μ(u), then
F (u) = Fλ,μ(u). Then by (1.6) and (3.2), positive solution u(x) of (1.1) corresponds to ‖u‖∞ = α and
Tλ,μ(α) =
(
p − 1
p
)1/p α∫
0
[
Fλ,μ(α) − Fλ,μ(u)
]−1/p
du = 1. (3.9)
By (1.7), (3.9) and [10, Lemma 4.1(ii)], either (for any λ λ0, μ > μ0) or (for any λ > λ0, μμ0),
we have
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
T λ,μ0 = lim
α→0+
Tλ,μ(α) =
(
Cp
mgλ0 +m
hμ
0
)1/p
,
T λ,μ∞ = lim
α→∞ Tλ,μ(α) =
(
Cp
mgλ∞ +mhμ∞
)1/p
.
(3.10)
Thus we have the results in next two remarks; we omit the proofs.
Remark 4. By (3.10), Remarks 1(ii) and 2(i)–(ii), we obtain that:
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λ,μ
0 and T
λ,μ∞ are both decreasing in λ λ0, T λ,μ0 is left continuous in λ > λ0,
and T λ,μ∞ is right continuous in λ λ0.
(ii) For ﬁxed λ > λ0, T
λ,μ
0 and T
λ,μ∞ are both decreasing in μ  μ0, T λ,μ0 is right continuous in
μμ0, and T λ,μ∞ is left continuous in μ > μ0.
Remark 5. By Remark 4(i)–(ii) and the deﬁnitions of λˆ, λˇ, λ˜, λ¯, μˆ, μˇ, μ˜ and μ¯ in (1.8)–(1.15), we
obtain that:
(i) For ﬁxed μ > μ0,
(a1) If λ0 < λˆ = λˇ < ∞, then T λ,μ0 > 1 for λ ∈ [λ0, λˆ), T λ,μ0  1 for λ = λˆ (= λˇ), and T λ,μ0 < 1 for
λ ∈ (λˇ,∞).
(a2) If λ0 < λˆ < λˇ < ∞, then T λ,μ0 > 1 for λ ∈ [λ0, λˆ), T λ,μ0  1 for λ = λˆ, T λ,μ0 = 1 for λ ∈ (λˆ, λˇ],
and T λ,μ0 < 1 for λ ∈ (λˇ,∞).
(b1) If λ0 < λ˜ = λ¯ < ∞, then T λ,μ∞ > 1 for λ ∈ [λ0, λ˜), T λ,μ∞  1 for λ = λ˜ (= λ¯), and T λ,μ∞ < 1 for
λ ∈ (λ¯,∞).
(b2) If λ0 < λ˜ < λ¯ < ∞, then T λ,μ∞ > 1 for λ ∈ [λ0, λ˜), T λ,μ∞ = 1 for λ ∈ [λ˜, λ¯), T λ,μ∞  1 for λ = λ¯,
and T λ,μ∞ < 1 for λ ∈ (λ¯,∞).
(ii) For ﬁxed λ > λ0,
(a1) If μ0 < μˆ = μˇ < ∞, then T λ,μ0 > 1 for μ ∈ [μ0, μˆ), T λ,μ0  1 for μ = μˆ (= μˇ), and T λ,μ0 < 1
for μ ∈ (μˇ,∞).
(a2) If μ0 < μˆ < μˇ < ∞, then T λ,μ0 > 1 for μ ∈ [μ0, μˆ), T λ,μ0 = 1 for μ ∈ [μˆ, μˇ), T λ,μ0  1 for
μ = μˇ, and T λ,μ0 < 1 for μ ∈ (μˇ,∞).
(b1) If μ0 < μ˜ = μ¯ < ∞, then T λ,μ∞ > 1 for μ ∈ [μ0, μ˜), T λ,μ∞  1 for μ = μ˜ (= μ¯), and T λ,μ∞ < 1
for μ ∈ (μ¯,∞).
(b2) If μ0 < μ˜ < μ¯ < ∞, then T λ,μ∞ > 1 for μ ∈ [μ0, μ˜), T λ,μ∞  1 for μ = μ˜, T λ,μ∞ = 1 for
μ ∈ (μ˜, μ¯], and T λ,μ∞ < 1 for μ ∈ (μ¯,∞).
In the next two remarks, we state some related properties of Cμ+ , C
μ
− , Cλ+ and Cλ− .
Remark 6. By (H2) and (H3), we obtain that:
(i) Both numbers Cμ− and Cλ+ are ﬁnite.
(ii) For ﬁxed μ > μ0, C
μ
+ = min{λ > λ0: θ ′fλ,μ (u) > 0 on (0,∞)} if C
μ
+ 	= ∞, and Cμ− = max{λ > λ0:
θ ′fλ,μ (u) < 0 on (0,∞)} if C
μ
− 	= λ0.
(iii) For ﬁxed λ > λ0, Cλ+ = max{μ > μ0: θ ′fλ,μ (u) > 0 on (0,∞)} if Cλ+ 	= μ0, and Cλ− = min{μ > μ0:
θ ′fλ,μ (u) < 0 on (0,∞)} if Cλ− 	= ∞.
Remark 7. It can be easily proved that:
(i) For ﬁxed μ > μ0, we have λ0  Cμ− < C
μ
+ ∞ by (H4a), Remark 6(i), (ii) and the deﬁnitions of
Cμ+ and C
μ
− .
(ii) For ﬁxed λ > λ0, we have μ0  Cλ+ < Cλ− ∞ by (H4b), Remark 6(i), (iii) and the deﬁnitions of
Cλ+ and Cλ− .
Lemma 3.2. Consider (1.1) where fλ,μ(u) = g(u, λ) + h(u,μ), g ∈ C([0,∞) × [λ0,∞)) ∩ C2((0,∞) ×
(λ0,∞)), h ∈ C([0,∞) × [μ0,∞)) ∩ C2((0,∞) × (μ0,∞)), and g,h satisfy (H1). Then:
(i) For ﬁxed numbers α > 0 and μ > μ0 , Tλ,μ(α) is a continuous function of λ  λ0 and
limλ→∞ Tλ,μ(α) = 0.
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limμ→∞ Tλ,μ(α) = 0.
Proof. (i) First, for ﬁxed numbers α > 0 and μ > μ0, by (3.9),
Tλ,μ(α) =
(
p − 1
p
)1/p α∫
0
[
Fλ,μ(α) − Fλ,μ(u)
]−1/p
du
=
(
p − 1
p
)1/p
α
1∫
0
[
Fλ,μ(α) − Fλ,μ(αv)
]−1/p
dv
=
(
p − 1
p
)1/p
α
1/2∫
0
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv +
(
p − 1
p
)1/p
α
1∫
1/2
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv
= I(λ) + J (λ),
where
I(λ) ≡
(
p − 1
p
)1/p
α
1/2∫
0
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv,
J (λ) ≡
(
p − 1
p
)1/p
α
1∫
1/2
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv.
We deﬁne
Jn(λ) =
(
p − 1
p
)1/p
α
1−1/n∫
1/2
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv.
For every ﬁxed λ∗0  λ0, Jn(λ) is continuous on [λ0, λ∗0]. In addition, for λ ∈ [λ0, λ∗0],
∣∣ Jn(λ) − J (λ)∣∣=
(
p − 1
p
)1/p
α
1∫
1−1/n
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1∫
1−1/n
[ α∫
αv
h(s,μ)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1∫
1−1/n
[
mμα(1− v)
]−1/p
dv
(
where mμ ≡ min
u∈[ 12α,α]
h(u,μ)
)
=
(
(p − 1)αp−1
pmμ
)1/p[ −p
p − 1 (1− v)
p−1
p
]∣∣∣∣
1
1−1/n
=
(
(p − 1)αp−1
np−1pm
)1/p p
p − 1 → 0 as n → ∞.μ
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I(λ) is continuous on [λ0, λ∗0]. Hence Tλ,μ(α) is a continuous function of λ λ0.
Next, for ﬁxed numbers α > 0 and μ > μ0, let mλ = minu∈[ 12α,α] g(u, λ), then mλ is increasing in
λ λ0 and limλ→∞mλ = ∞ by (H1). Since
I(λ) =
(
p − 1
p
)1/p
α
1/2∫
0
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1/2∫
0
[ α∫
αv
g(s, λ)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1/2∫
0
[ α∫
1
2α
g(s, λ)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1/2∫
0
(
mλα
2
)−1/p
dv
=
(
(p − 1)αp−1
2p−1pmλ
)1/p
→ 0 as λ → ∞
and
J (λ) =
(
p − 1
p
)1/p
α
1∫
1/2
[ α∫
αv
fλ,μ(s)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1∫
1/2
[ α∫
αv
g(s, λ)ds
]−1/p
dv

(
p − 1
p
)1/p
α
1∫
1/2
[
mλα(1− v)
]−1/p
dv
=
(
(p − 1)αp−1
pmλ
)1/p[ −p
p − 1 (1− v)
p−1
p
]∣∣∣∣
1
1/2
=
(
(p − 1)αp−1
2p−1pmλ
)1/p p
p − 1 → 0 as λ → ∞,
we obtain limλ→∞ Tλ,μ(α) = 0 for ﬁxed numbers α > 0 and μ > μ0.
(ii) The proof of part (ii) is very similar to that of part (i); we omit it. 
Consider (1.1) where fλ,μ(u) = g(u, λ) + h(u,μ), g ∈ C([0,∞) × [λ0,∞)) ∩ C2((0,∞) × (λ0,∞)),
h ∈ C([0,∞)×[μ0,∞))∩C2((0,∞)× (μ0,∞)), and g,h satisfy (H1). Assume that for any λ > λ0 and
μ > μ0, Tλ,μ(α) has exactly one critical point, a minimum at some αλ,μ on (0,∞). Let
m(λ,μ) ≡ Tλ,μ(αλ,μ) = min
α∈(0,∞) Tλ,μ(α). (3.11)
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(λ0,∞)), h ∈ C([0,∞) × [μ0,∞)) ∩ C2((0,∞) × (μ0,∞)), and g,h satisfy (H1). Then:
(i) For any ﬁxed μ > μ0 , assume that there exist λ0 < λ1 < λ2 such that
(a) for λ1  λ λ2 , Tλ,μ(α) has exactly one critical point, a minimum, at some αλ,μ on (0,∞),
(b) m(λ2,μ) < 1<m(λ1,μ),
(c) 0< inf{αλ,μ | λ ∈ [λ1, λ2]} sup{αλ,μ | λ ∈ [λ1, λ2]} < ∞.
Then there exists a unique λ∗ ∈ (λ1, λ2) such that m(λ∗,μ) = 1.
(ii) For any ﬁxed λ > λ0 , assume that there exist μ0 < μ1 < μ2 such that
(a) for μ1 μμ2 , Tλ,μ(α) has exactly one critical point, a minimum, at some αλ,μ on (0,∞),
(b) m(λ,μ2) < 1<m(λ,μ1),
(c) 0< inf{αλ,μ | μ ∈ [μ1,μ2]} sup{αλ,μ | μ ∈ [μ1,μ2]} < ∞.
Then there exists a unique μ∗ ∈ (μ1,μ2) such that m(λ,μ∗) = 1.
Proof. (i) By assumption (c), we set positive numbers α1 = infλ∈[λ1,λ2] αλ,μ and α2 = supλ∈[λ1,λ2] αλ,μ .
If α1 = α2, then αλ,μ = α1 = α2 for all λ∈ [λ1, λ2]. By assumption (b), Tλ1,μ(α1) = Tλ1,μ(αλ1,μ) > 1
and Tλ2,μ(α1) = Tλ2,μ(αλ2,μ) < 1. So, by Lemma 3.2(i) and the Intermediate Value Theorem, there
exists λ∗ ∈ (λ1, λ2) such that m(λ∗,μ) = Tλ∗,μ(αλ∗,μ) = Tλ∗,μ(α1) = 1. By (H1), fλ,μ(α) = g(α,λ) +
h(α,μ) is strictly increasing in λ λ0, hence Tλ,μ(α) is strictly decreasing in λ λ0 by (1.6) and by
modifying a comparison theorem of [5, Theorem 2.3]. Thus for any ﬁxed μ > μ0, m(λ,μ) is strictly
decreasing in λ ∈ [λ1, λ2], hence λ∗ is unique.
While if α1 < α2, we ﬁrst show that m(λ,μ) is continuous on [λ1, λ2] as follows. By the above
analysis, for ﬁxed numbers α > 0 and μ > μ0, Tλ,μ(α) is a strictly decreasing, continuous function of
λ λ0. So for any ﬁxed λ′ ∈ [λ1, λ2], by the Dini Theorem (see e.g. [6, p. 195]), it is easy to see that
lim
λ→λ′
(
min
α∈[α1,α2]
Tλ,μ(α)
)
= min
α∈[α1,α2]
Tλ′,μ(α). (3.12)
Since for any λ ∈ [λ1, λ2], the minimum of Tλ,μ(α) occurs at αλ,μ ∈ [α1,α2]. So
m(λ,μ) = min
α∈(0,∞) Tλ,μ(α) = minα∈[α1,α2] Tλ,μ(α) for λ ∈ [λ1, λ2]. (3.13)
By (3.12) and (3.13), limλ→λ′ m(λ,μ) =m(λ′,μ). Hence m(λ,μ) is continuous on [λ1, λ2]. By assump-
tion (b) and the Intermediate Value Theorem, there exists λ∗ ∈ (λ1, λ2) such that m(λ∗,μ) = 1. Since
for any ﬁxed μ > μ0, m(λ,μ) is strictly decreasing in λ ∈ [λ1, λ2], λ∗ is unique.
(ii) The proof of part (ii) is analogical to that of part (i); we omit it. 
4. Proofs of Theorems 2.1 and 2.2
Recall that, for ﬁxed numbers λ > λ0 and μ > μ0, positive solution u(x)(= uλ,μ(x)) of (1.1) corre-
sponds to ‖u‖∞ = α, and satisﬁes (3.9)
Tλ,μ(α) =
(
p − 1
p
)1/p α∫
0
[
Fλ,μ(α) − Fλ,μ(u)
]−1/p
du = 1.
By the above and (3.4), we have
T ′λ,μ(α) =
(
p − 1
pp+1
)1/p 1
α
α∫
0
θ fλ,μ (α) − θ fλ,μ (u)
[Fλ,μ(α) − Fλ,μ(u)](p+1)/p du, (4.1)
where θ fλ,μ (u) = pFλ,μ(u) − u fλ,μ(u) is deﬁned in (1.5).
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We ﬁrst prove part (I) with Cp m
gλ0
0 +m
hμ
0 . Since θ
′
fλ0,μ
(u) = (p − 1) fλ0,μ(u) − u f ′λ0,μ(u) < 0 for
u > 0 by (H4a), so Tλ0,μ(α) is strictly decreasing in α > 0 by (4.1). Also, by (3.10) and the assumption
that Cp m
gλ0
0 +m
hμ
0 , we obtain that Tλ0,μ(α) < T
λ0,μ
0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p  1 for all α > 0. Now, for
any λ > λ0,
fλ,μ(u) = g(u, λ) + h(u,μ) > g(u, λ0) + h(u,μ) = fλ0,μ(u) for u > 0
by (H1). So Tλ,μ(α) < Tλ0,μ(α) < 1 for all α > 0 by (1.6). Thus (1.1) has no positive solution for all
λ λ0. So part (I) holds.
To prove parts (II) and (III), we study the shape and asymptotic behaviors of Tλ,μ(α) for every
λ λ0. First, similarly as we did in part (I), we obtain that
(1) For λ = λ0, Tλ0,μ(α) is strictly decreasing in α > 0 by (H4a) and (4.1). In addition,
1< T λ0,μ0 =
(
Cp
m
gλ0
0 +m
hμ
0
)1/p
∞ and 0 T λ0,μ∞ =
(
Cp
m
gλ0∞ +mhμ∞
)1/p
< ∞
by (3.10), Remark 1(ii), and the assumption that 0mgλ00 +m
hμ
0 < Cp .
We then study the shape and asymptotic behaviors of Tλ,μ(α) for every λ > λ0. We recall that
λ0  Cμ− < C
μ
+ ∞
by Remark 7(i), and write (λ0,∞) = (λ0,Cμ−] ∪ (Cμ−,Cμ+) ∪ [Cμ+,∞).
For λ0 < λ Cμ− , we have θ ′fλ,μ (u) < 0 for u > 0 by Remark 6(ii). Then T
′
λ,μ(α) < 0 for all α > 0
by (4.1). So we obtain
(2) For λ0 < λ Cμ− , Tλ,μ(α) is strictly decreasing in α > 0. In addition,
0 T λ,μ∞ =
(
Cp
mgλ∞ +mhμ∞
)1/p
< T λ,μ0 =
(
Cp
mgλ0 +m
hμ
0
)1/p
< ∞
by (3.10) and Remark 1(ii).
For Cμ− < λ < C
μ
+ , by (H3) and the deﬁnitions of C
μ
+ and C
μ
− and since θ fλ,μ (0) = 0, there exist
positive numbers δλ,μ > γλ,μ such that
⎧⎪⎪⎨
⎪⎪⎩
θ ′fλ,μ (u) < 0 on (0, γλ,μ),
θ ′fλ,μ (γλ,μ) = 0,
θ ′fλ,μ (u) > 0 on (γλ,μ,∞),
(4.2)
⎧⎨
⎩
θ fλ,μ (u) < 0 on (0, δλ,μ),
θ fλ,μ (δλ,μ) = 0,
θ fλ,μ (u) > 0 on (δλ,μ,∞),
(4.3)
and limu→∞ θ fλ,μ (u) = ∞, cf. the proof of Lemma 3.1.
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is strictly decreasing on [γλ,μ,∞). So
0 lim
u→0+
fλ,μ(u)/u
p−1, lim
u→∞ fλ,μ(u)/u
p−1 < ∞. (4.4)
By (H1), (H3), and (4.2)–(4.4), for Cμ− < λ < C
μ
+ , we obtain that fλ,μ(u) satisﬁes all assumptions in
Lemma 3.1. Thus, by Lemma 3.1, we obtain
(3) For Cμ− < λ < C
μ
+ , Tλ,μ(α) has exactly one critical point, a minimum, at some αλ,μ on (0,∞). In
addition,
0< T λ,μ0 =
(
Cp
mgλ0 +m
hμ
0
)1/p
< ∞ and 0< T λ,μ∞ =
(
Cp
mgλ∞ +mhμ∞
)1/p
< ∞
by (3.10) and Remark 1(ii).
For Cμ+  λ < ∞, we have θ ′fλ,μ (u) > 0 for u > 0 by Remark 6(ii). Then T ′λ,μ(α) > 0 for all α > 0
by (4.1). So we obtain
(4) For Cμ+  λ < ∞, Tλ,μ(α) is strictly increasing in α > 0. In addition,
0 T λ,μ0 =
(
Cp
mgλ0 +m
hμ
0
)1/p
< T λ,μ∞ =
(
Cp
mgλ∞ +mhμ∞
)1/p
< ∞
by (3.10) and Remark 1(ii).
Next, for Tλ,μ(α) with λ λ0, we have the following properties (5) and (6):
(5) For ﬁxed α > 0, Tλ,μ(α) is a continuous function of λ  λ0, limλ→λ+0 Tλ,μ(α) = Tλ0,μ(α) and
limλ→∞ Tλ,μ(α) = 0 by Lemma 3.2(i).
(6) For λ0  λ1 < λ2, Tλ1,μ(α) > Tλ2,μ(α) for all α > 0 by (1.6) and by modifying a comparison
theorem of [5, Theorem 2.3], since
fλ1,μ(u) = g(u, λ1) + h(u,μ) < g(u, λ2) + h(u,μ) = fλ2,μ(u) for u > 0.
Recall (3.11) that
m(λ,μ) = Tλ,μ(αλ,μ) = min
α∈(0,∞) Tλ,μ(α).
Suppose that m(λ2,μ) < 1 < m(λ1,μ) for some numbers λ1, λ2 satisfying C
μ
− < λ1 < λ2 < C
μ
+ . By
(H2) and Remark 1(i), we obtain that, for ﬁxed u > 0, functions θ fλ,μ (u) = θgλ (u) + θhμ(u) and
θ ′fλ,μ (u) = θ ′gλ (u) + θ ′hμ(u) are both strictly increasing in λ  λ0. So positive numbers γλ,μ and δλ,μ
are both strictly decreasing in λ λ0 by (4.2) and (4.3), respectively. It is clear that, for Cμ− < λ < C
μ
+ ,
the unique (positive) critical point αλ,μ of Tλ,μ(α) satisﬁes γλ,μ < αλ,μ < δλ,μ , cf. Lemma 3.1. Hence
0< γλ2,μ
= inf{γλ,μ ∣∣ λ ∈ [λ1, λ2]}
 inf
{
αλ,μ
∣∣ λ ∈ [λ1, λ2]}
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{
αλ,μ
∣∣ λ ∈ [λ1, λ2]}
 sup
{
δλ,μ
∣∣ λ ∈ [λ1, λ2]}
= δλ1,μ < ∞.
Then by Lemma 3.3(i) and property (3), we obtain
(7) If m(λ2,μ) < 1 < m(λ1,μ) for some numbers λ1, λ2 satisfying C
μ
− < λ1 < λ2 < C
μ
+ , then there
exists a unique λ∗ ∈ (λ1, λ2) ⊂ (Cμ−,Cμ+) such that m(λ∗,μ) =minα∈(0,∞) Tλ∗,μ(α) = 1.
By properties (1)–(4) and (6), we obtain that T λ,μ0 is right continuous for λ ∈ [λ0,Cμ+) and left
continuous for λ ∈ (Cμ+,∞), and T λ,μ∞ is left continuous for λ ∈ (λ0,Cμ−] and right continuous for
λ ∈ [Cμ−,∞). In addition, by Remark 4(i), we obtain
(8) T λ,μ0 is continuous for λ ∈ [λ0,Cμ+) and left continuous for λ ∈ [Cμ+,∞), T λ,μ∞ is continuous for
λ ∈ [λ0,Cμ−] and right continuous for λ ∈ (Cμ−,∞).
If λˆ = λ0, by the deﬁnition of λˆ in (1.8), we have mgλ0 + m
hμ
0  Cp for all λ > λ0, and hence
T λ,μ0 = ( Cpmgλ0 +mhμ0
)1/p  1 for all λ > λ0. In addition, by property (8), ( Cp
m
gλ0
0 +m
hμ
0
)1/p = T λ0,μ0 =
limλ→λ+0 T
λ,μ
0  1. This contradicts the assumption that m
gλ0
0 + m
hμ
0 < Cp . Thus by Remarks 3(i)
and 4(i), we obtain
(9) λ0 < λˆ < ∞, T λ,μ0 and T λ,μ∞ are both decreasing in λ λ0, and limλ→∞ T λ,μ0 = 0.
In addition, by the deﬁnitions of λˆ, λˇ, λ˜, λ¯ in (1.8)–(1.11), property (8) and Remark 5(i), we have
(10) If λˆ ∈ (λ0,Cμ+), then T λ,μ0 > 1 for λ ∈ [λ0, λˆ), T λ,μ0 = 1 for λ ∈ [λˆ, λˇ], and T λ,μ0 < 1 for λ ∈ (λˇ,∞).
Similarly, if λ¯ ∈ (λ0,Cμ−], then T λ,μ∞ > 1 for λ ∈ [λ0, λ˜), T λ,μ∞ = 1 for λ ∈ [λ˜, λ¯], and T λ,μ∞ < 1 for
λ ∈ (λ¯,∞).
By the above analysis for Tλ,μ(α), we are in a position to prove parts (II) and (III).
Proof of part (II)(i). Since λ˜ = λ0 − 1, by the deﬁnition of λ˜ in (1.10), we obtain Cp <mgλ0∞ +mhμ∞ ∞.
So by the assumption that 0mgλ00 +m
hμ
0 < Cp , we obtain
(i)(11) 0 T λ0,μ∞ = ( Cp
m
gλ0∞ +mhμ∞
)1/p < 1< T λ0,μ0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p ∞.
By properties (1)–(4), (6), (8)–(10), and (i)(11), we have
(i)(12) λ0 < λˆ < C
μ
+ . In addition, for λ λˆ, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(6), (8)–(10), (i)(11), (i)(12), and (3.9), we obtain immediately the exact mul-
tiplicity result in part (II)(i) and the results in parts (II)(i)(a)–(b).
Proof of part (II)(ii). Since λ0  λ˜ Cμ− , by the deﬁnition of λ˜ in (1.10) and by Remark 1(ii), we obtain
0<m
gλ0∞ +mhμ∞  Cp . So by property (1) and the assumption that 0mgλ00 +m
hμ
0 < Cp , we obtain
(ii)(11) 1 T λ0,μ∞ = ( Cp
m
gλ0 +mhμ
)1/p < T λ0,μ0 = ( Cp
m
gλ0 +mhμ
)1/p ∞.
∞ ∞ 0 0
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(iia)(12) 1 T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p < T λ,μ0 = ( Cpmgλ0 +mhμ0
)1/p for λ0  λ λ¯ and T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p < 1
for λ > λ¯.
By properties (1)–(4), (6), (8)–(10), (ii)(11), (iia)(12), and Remark 3(i), we have
(iia)(13) λ0  λ˜ λ¯ < λˆ < Cμ+ .
In addition,
(iia)(14) for λ0 < λ λ¯, Tλ,μ(α) > 1 for all α > 0; and for λ λˆ, Tλ,μ(α) < 1 for all α > 0.
We next consider the case (iib) Cμ− < λ¯. By the deﬁnition of λ¯ in (1.11) and by Remark 1(ii), we
obtain 0<mgλ∞ +mhμ∞  Cp for λ0 < λ Cμ− , and by property (2),
(iib)(12) 1 T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p < T λ,μ0 = ( Cpmgλ0 +mhμ0
)1/p for λ0 < λ Cμ− .
By properties (1)–(4), (6), (8)–(10), (ii)(11), and (iib)(12), we have
(iib)(13) λ˜ Cμ− < λˆ < C
μ
+ , and T λˆ,μ(α) has exactly one critical point, a minimum, on (0,∞).
In addition,
(iib)(14) for λ0 < λ Cμ− , Tλ,μ(α) > 1 for all α > 0; and for λ λˆ, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(6), (8)–(10), (ii)(11), (iia)(12)–(14), (iib)(12)–(14), and (3.9), we obtain imme-
diately the exact multiplicity result in part (II)(ii) and the results in parts (II)(ii)(a)–(b).
Proof of part (III)(iii). Since Cμ− < λ˜ < ∞, λˆ < Cμ+ and λˆ > λ˜, we have Cμ− < λ˜ < λˆ < Cμ+ . By the deﬁnition
of λ˜ (Uμ∞ 	= ∅) in (1.10) and by Remarks 1(ii) and 2(i), we obtain 0<mgλ0∞ +mhμ∞ < Cp . So by property
(1) and the assumption that 0mgλ00 +m
hμ
0 < Cp , we obtain
(iii)(11) 1< T λ0,μ∞ = ( Cp
m
gλ0∞ +mhμ∞
)1/p < T λ0,μ0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p ∞
and
(iii)(12) T
λˆ,μ(α) and T λ˜,μ(α) both have exactly one critical point, a minimum, on (0,∞) since Cμ− <
λ˜ < λˆ < Cμ+ .
By properties (1)–(3), (5), (6), (8)–(10) and (iii)(11), (iii)(12), there exist two numbers λ1, λ2 sat-
isfying Cμ− < λ1 < λ2 < C
μ
+ such that m(λ2,μ) < 1 <m(λ1,μ). So property (7) holds. In addition, we
have
(iii)(13) for λ∗  λ λ˜, Tλ,μ(α) has exactly one critical point, a minimum, on (0,∞),
and
(iii)(14) for λ0 < λ < λ∗ , Tλ,μ(α) > 1 for all α > 0; and for λ λˆ, Tλ,μ(α) < 1 for all α > 0.
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result in part (III)(iii) and the results in parts (III)(iii)(a)–(c).
Proof of part (III)(iv). Since Cμ− < λ˜ < ∞, λˆ < Cμ+ and λˆ = λ˜, we have Cμ− < λ˜ = λˆ < Cμ+ . By the deﬁnition
of λ˜ (Uμ∞ 	= ∅) in (1.10) and by Remarks 1(ii) and 2(i), we obtain 0<mgλ0∞ +mhμ∞ < Cp . So by property
(1) and the assumption that 0mgλ00 +m
hμ
0 < Cp , we obtain
(iv)(11) 1< T λ0,μ∞ = ( Cp
m
gλ0∞ +mhμ∞
)1/p < T λ0,μ0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p ∞,
and
(iv)(12) T
λˆ,μ(α) (= T λ˜,μ(α)) has exactly one critical point, a minimum, on (0,∞) since Cμ− < λ˜ =
λˆ < Cμ+ .
By properties (1)–(3), (5), (6), (8)–(10) and (iv)(11), (iv)(12), there exist two numbers λ1, λ2 sat-
isfying Cμ− < λ1 < λ2 < C
μ
+ such that m(λ2,μ) < 1 <m(λ1,μ). So property (7) holds. In addition, we
have
(iv)(13) for λ∗  λ λˆ (= λ˜), Tλ,μ(α) has exactly one critical point, a minimum, on (0,∞),
and
(iv)(14) for λ0 < λ < λ∗ , Tλ,μ(α) > 1 for all α > 0; and for λ λˆ (= λ˜), Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(10), (iv)(11)–(14), and (3.9), we obtain immediately the exact multiplicity
result in part (III)(iv) and the results in parts (III)(iv)(a)–(b).
Proof of part (III)(v). Since Cμ− < λ˜ < ∞, by the deﬁnition of λ˜ (Uμ∞ 	= ∅) in (1.10) and by Remarks 1(ii)
and 2(i), we obtain 0 < m
gλ0∞ + mhμ∞ < Cp . So by property (1) and the assumption that 0  mgλ00 +
m
hμ
0 < Cp , we obtain
(v)(11) 1< T λ0,μ∞ = ( Cp
m
gλ0∞ +mhμ∞
)1/p < T λ0,μ0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p ∞.
By property (9) and the assumption that λˆ < Cμ+ , we have λ0 < λˆ < C
μ
+ . So by properties (2), (3),
(9) and since λˆ < λ˜, we have
(v)(12) Cμ− < λˆ < C
μ
+ , T λˆ,μ(α) has exactly one critical point, a minimum, on (0,∞).
By properties (1)–(3), (5), (6), (8)–(10) and (v)(11), (v)(12), there exist two numbers λ1, λ2 satis-
fying Cμ− < λ1 < λ2 < C
μ
+ such that m(λ2,μ) < 1 < m(λ1,μ). So property (7) holds. In addition, we
have
(v)(13) for λ∗  λ λˆ, Tλ,μ(α) has exactly one critical point, a minimum, on (0,∞),
and
(v)(14) for λ0 < λ < λ∗ , Tλ,μ(α) > 1 for all α > 0; and for λ λ˜, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(10), (v)(11)–(14), and (3.9), we obtain immediately the exact multiplicity
result in part (III)(v) and the results in parts (III)(v)(a)–(c).
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and 2(i), we obtain 0 < m
gλ0∞ + mhμ∞ < Cp . So by property (1) and the assumption that 0  mgλ00 +
m
hμ
0 < Cp , we obtain
(vi)(11) 1< T λ0,μ∞ = ( Cp
m
gλ0∞ +mhμ∞
)1/p < T λ0,μ0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p ∞.
By the assumption that λˆ Cμ+ , λ˜ < ∞, Remark 3(i) and properties (1)–(4), (6), (8), (9), we have
(vi)(12) Cμ+  λˆ λˇ < λ˜ < ∞, and T λˆ,μ(α), T λˇ,μ(α) and T λ˜,μ(α) are all strictly increasing in α > 0.
In addition,
(vi)(13) for λ0 < λ λˇ, Tλ,μ(α) > 1 for all α > 0; and for λ λ˜, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(6), (8), (9), (vi)(11)–(13), and (3.9), we obtain immediately the exact multi-
plicity result in part (III)(vi) and the results in parts (III)(vi)(a)–(b).
Proof of part (III)(vii). Since λ˜ = ∞, by the deﬁnition of λ˜ (Uμ∞ 	= ∅) in (1.10) and by Remarks 1(ii)
and 2(i), we obtain 0 < mgλ∞ +mhμ∞ < Cp for all λ  λ0. So by property (1) and the assumption that
0mgλ00 +m
hμ
0 < Cp , we obtain
(vii)(11) 1< T λ0,μ∞ = ( Cp
m
gλ0∞ +mhμ∞
)1/p < T λ0,μ0 = ( Cp
m
gλ0
0 +m
hμ
0
)1/p ∞,
and
(vii)(12) T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p > 1 for all λ > λ0.
By property (9) and the assumption that λˆ < Cμ+ , we have λ0 < λˆ < C
μ
+ . So by properties (2), (3),
(9) and (vii)(12), we have
(vii)(13) Cμ− < λˆ < C
μ
+ , T λˆ,μ(α) has exactly one critical point, a minimum, on (0,∞).
By properties (1)–(3), (5), (6), (8)–(10), and (vii)(11)–(13), there exist two numbers λ1, λ2 satisfying
Cμ− < λ1 < λ2 < C
μ
+ such that m(λ2,μ) < 1<m(λ1,μ). So property (7) holds. In addition, we have
(vii)(14) for λ∗  λ λˆ, Tλ,μ(α) has exactly one critical point, a minimum, on (0,∞),
and
(vii)(15) for λ0 < λ < λ∗ , Tλ,μ(α) > 1 for all α > 0.
So, by properties (1)–(10), (vii)(11)–(15), and (3.9), we obtain immediately the exact multiplicity
result in part (III)(vii) and the results in parts (III)(vii)(a)–(c).
Proof of part (III)(viii). Since λ˜ = ∞, by the deﬁnition of λ˜ (Uμ∞ 	= ∅) in (1.10) and by Remarks 1(ii)
and 2(i), we obtain 0 < mgλ∞ +mhμ∞ < Cp for all λ  λ0. So by property (1) and the assumption that
0mgλ00 +m
hμ
0 < Cp , we obtain
(viii)(11) 1< T λ0,μ∞ = ( Cp
m
gλ0 +mhμ
)1/p < T λ0,μ0 = ( Cp
m
gλ0 +mhμ
)1/p ∞,
∞ ∞ 0 0
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(viii)(12) T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p > 1 for all λ > λ0.
By the assumption that λˆ Cμ+ , Remark 3(i) and properties (1)–(4), (6), (8), (9), we have
(viii)(13) Cμ+  λˆ λˇ < ∞, T λˆ,μ(α) and T λˇ,μ(α) are both strictly increasing in α > 0.
In addition,
(viii)(14) for λ0 < λ λˇ, Tλ,μ(α) > 1 for all α > 0.
So, by properties (1)–(6), (8), (9), (viii)(11)–(14), and (3.9), we obtain immediately the exact multi-
plicity result in part (III)(viii) and the results in parts (III)(viii)(a)–(b). 
Proof of Theorem 2.2. In this proof, we always assume that λ > λ0 is ﬁxed.
First, the proof of part (I) is similar to that of part (I) of Theorem 2.1; we omit it.
To prove parts (II) and (III), we study the shape and asymptotic behaviors of Tλ,μ(α) for every
μμ0. Applying similar arguments used to show properties (1)–(4) in the proof of parts (II) and (III)
of Theorem 2.1, we have the following properties (1)–(4):
(1) For μ = μ0, Tλ,μ0 (α) is strictly increasing in α > 0. In addition,
0 T λ,μ00 =
(
Cp
mgλ0 +m
hμ0
0
)1/p
< ∞ and 1< T λ,μ0∞ =
(
Cp
mgλ∞ +mhμ0∞
)1/p
∞.
(2) For μ0 < μ Cλ+ , Tλ,μ(α) is strictly increasing in α > 0. In addition,
0 T λ,μ0 =
(
Cp
mgλ0 +m
hμ
0
)1/p
< T λ,μ∞ =
(
Cp
mgλ∞ +mhμ∞
)1/p
< ∞.
(3) For Cλ+ < μ < Cλ− , Tλ,μ(α) has exactly one critical point, a minimum, at some αλ,μ on (0,∞). In
addition,
0< T λ,μ0 =
(
Cp
mgλ0 +m
hμ
0
)1/p
< ∞ and 0< T λ,μ∞ =
(
Cp
mgλ∞ +mhμ∞
)1/p
< ∞.
(4) For Cλ− μ < ∞, Tλ,μ(α) is strictly decreasing in α > 0. In addition,
0 T λ,μ∞ =
(
Cp
mgλ∞ +mhμ∞
)1/p
< T λ,μ0 =
(
Cp
mgλ0 +m
hμ
0
)1/p
< ∞.
Next, for Tλ,μ(α) with μμ0, we have the following properties (5) and (6):
(5) For ﬁxed α > 0, Tλ,μ(α) is a continuous function of μ  μ0, limμ→μ+0 Tλ,μ(α) = Tλ,μ0 (α) and
limμ→∞ Tλ,μ(α) = 0 by Lemma 3.2(ii).
(6) For μ0  μ1 < μ2, Tλ,μ1 (α) > Tλ,μ2 (α) for all α > 0 by (1.6) and by modifying a comparison
theorem of [5, Theorem 2.3], since
fλ,μ1 (u) = g(u, λ) + h(u,μ1) < g(u, λ) + h(u,μ2) = fλ,μ2 (u) for u > 0.
1596 K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599Next, we obtain property (7) for which the proof is very similar to that of property (7) of part (II)
of Theorem 2.1; we omit it. Note that, in the proof of property (7), we need to apply Lemma 3.3(ii)
instead of Lemma 3.3(i).
(7) If m(λ,μ2) < 1 <m(λ,μ1) for some numbers μ1, μ2 satisfying Cλ+ < μ1 < μ2 < Cλ− , then there
exists a unique μ∗ ∈ (μ1,μ2) ⊂ (Cλ+,Cλ−) such that m(λ,μ∗) =minα∈(0,∞) Tλ,μ∗(α) = 1.
By properties (1)–(4) and (6), we obtain that T λ,μ0 is left continuous for μ ∈ (μ0,Cλ+] and right
continuous for μ ∈ [Cλ+,∞), and T λ,μ∞ is right continuous for μ ∈ [μ0,Cλ−) and left continuous for
μ ∈ (Cλ−,∞). In addition, by Remark 4(ii), we obtain
(8) T λ,μ0 is continuous for μ ∈ [μ0,Cλ+] and right continuous for μ ∈ (Cλ+,∞), T λ,μ∞ is continuous for
μ ∈ [μ0,Cλ−) and left continuous for μ ∈ [Cλ−,∞).
If μ˜ = μ0, by the deﬁnition of μ˜ in (1.14), we have mgλ∞ + mhμ∞  Cp for all μ > μ0, and hence
T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p  1 for all μ > μ0. In addition, by property (8), ( Cp
m
gλ∞ +mhμ0∞
)1/p = T λ,μ0∞ =
limμ→μ+0 T
λ,μ∞  1. This contradicts the assumption that mgλ∞ + mhμ0∞ < Cp , thus by Remarks 3(ii)
and 4(ii), we obtain
(9) μ0 < μ˜ < ∞, T λ,μ0 and T λ,μ∞ are both decreasing in μμ0, and limμ→∞ T λ,μ∞ = 0.
In addition, by the deﬁnitions of μˆ, μˇ, μ˜, μ¯ in (1.12)–(1.15), property (8) and Remark 5(ii), we
have
(10) If μˇ ∈ (μ0,Cλ+], then T λ,μ0 > 1 for μ ∈ [μ0, μˆ), T λ,μ0 = 1 for μ ∈ [μˆ, μˇ], and T λ,μ0 < 1 for μ ∈
(μˇ,∞). Similarly, if μ˜ ∈ (μ0,Cλ−), then T λ,μ∞ > 1 for μ ∈ [μ0, μ˜), T λ,μ∞ = 1 for μ ∈ [μ˜, μ¯], and
T λ,μ∞ < 1 for μ ∈ (μ¯,∞).
By the above analysis for Tλ,μ(α), we are in a position to prove parts (II) and (III).
Proof of part (II)(i). Since μˆ = μ0 −1, by the deﬁnition of μˆ in (1.12), we obtain Cp <mgλ0 +m
hμ0
0 ∞.
So by the assumption that 0mgλ∞ +mhμ0∞ < Cp , we obtain
(i)(11) 0 T λ,μ00 = ( Cp
m
gλ
0 +m
hμ0
0
)1/p < 1< T λ,μ0∞ = ( Cp
m
gλ∞ +mhμ0∞
)1/p ∞.
By properties (1)–(4), (6), (8)–(10), and (i)(11), we have
(i)(12) μ0 < μ˜ < Cλ− . In addition, for μ μ˜, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(6), (8)–(10), (i)(11), (i)(12), and (3.9), we obtain immediately the exact mul-
tiplicity result in part (II)(i) and the results in parts (II)(i)(a)–(b).
Proof of part (II)(ii). Since μ0  μˆ Cλ+ , by the deﬁnition of μˆ in (1.12) and by Remark 1(ii), we obtain
0<mgλ0 +m
hμ0
0  Cp . So by property (1) and the assumption that 0m
gλ∞ +mhμ0∞ < Cp , we obtain
(ii)(11) 1 T λ,μ00 = ( Cp
m
gλ
0 +m
hμ0
0
)1/p < T λ,μ0∞ = ( Cp
m
gλ∞ +mhμ0∞
)1/p ∞.
We now consider the case (iia) Cλ+  μˇ. By properties (2) and (10), we have
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)1/p < T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p for μ0  μ  μˇ and T λ,μ0 =
(
Cp
m
gλ
0 +m
hμ
0
)1/p < 1 for all μ > μˇ.
By properties (1)–(4), (6), (8)–(10), (ii)(11), (iia)(12), and Remark 3(ii), we have
(iia)(13) μ0  μˆ μˇ < μ˜ < Cλ− .
In addition,
(iia)(14) for μ0 < μ μˇ, Tλ,μ(α) > 1 for all α > 0; and for μ μ˜, Tλ,μ(α) < 1 for all α > 0.
We next consider the case (iib) Cλ+ < μˇ, by the deﬁnition of μˇ in (1.13) and by Remark 1(ii), we
obtain 0<mgλ0 +m
hμ
0  Cp for μ0 < μ Cλ+ , and by property (2),
(iib)(12) 1 T λ,μ0 = ( Cpmgλ0 +mhμ0
)1/p < T λ,μ∞ = ( Cp
m
gλ∞ +mhμ∞
)1/p for μ0 < μ Cλ+ .
By properties (1)–(4), (6), (8)–(10), (ii)(11), and (iib)(12), we have
(iib)(13) μˆ Cλ+ < μ˜ < Cλ− , Tλ,μ˜(α) has exactly one critical point, a minimum, on (0,∞).
In addition,
(iib)(14) for μ0 < μ Cλ+ , Tλ,μ(α) > 1 for all α > 0; and for μ μ˜, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(6), (8)–(10), (ii)(11), (iia)(12)–(14), (iib)(12)–(14), and (3.9), we obtain imme-
diately the exact multiplicity result in part (II)(ii) and the results in parts (II)(ii)(a)–(b).
Proofs of parts (III)(iii)–(v). The proof of part (III)(iii) (resp. part (III)(iv), part (III)(v)) is similar to that
of Theorem 2.1(III)(v) (resp. part (III)(iv), part (III)(iii)); we omit it.
Proof of part (III)(vi). Since Cλ+ < μˆ < ∞, by the deﬁnition of μˆ (Uλ0 	= ∅) in (1.12) and by Remarks 1(ii)
and 2(ii), we obtain 0 < mgλ0 + m
hμ0
0 < Cp . So by property (1) and the assumption that 0  m
gλ∞ +
m
hμ0∞ < Cp , we obtain
(vi)(11) 1< T λ,μ00 = ( Cp
m
gλ
0 +m
hμ0
0
)1/p < T λ,μ0∞ = ( Cp
m
gλ∞ +mhμ0∞
)1/p ∞.
By the assumptions that μ˜ Cλ− and μˆ < ∞, Remark 3(ii) and properties (1)–(4), (6), (8), (9), we
have
(vi)(12) Cλ−  μ˜ μ¯ < μˆ < ∞, and Tλ,μ˜(α), Tλ,μ¯(α) and Tλ,μˆ(α) are all strictly decreasing in α > 0.
In addition,
(vi)(13) for μ0 < μ μ¯, Tλ,μ(α) > 1 for all α > 0; and for μ μˆ, Tλ,μ(α) < 1 for all α > 0.
So, by properties (1)–(6), (8), (9), (vi)(11)–(13), and (3.9), we obtain immediately the exact multi-
plicity result in part (III)(vi) and the results in parts (III)(vi)(a)–(b).
1598 K.-C. Hung, S.-H. Wang / J. Differential Equations 246 (2009) 1568–1599Proof of part (III)(vii). Since μˆ = ∞, by the deﬁnition of μˆ (Uλ0 	= ∅) in (1.12) and by Remarks 1(ii)
and 2(ii), we obtain 0 <mgλ0 +m
hμ
0 < Cp for all μμ0. So by property (1) and the assumption that
0mgλ∞ +mhμ0∞ < Cp , we obtain
(vii)(11) 1< T λ,μ00 = ( Cp
m
gλ
0 +m
hμ0
0
)1/p < T λ,μ0∞ = ( Cp
m
gλ∞ +mhμ0∞
)1/p ∞,
and
(vii)(12) T λ,μ0 = ( Cpmgλ0 +mhμ0
)1/p > 1 for all μ > μ0.
By property (9) and the assumption that μ˜ < Cλ− , we have μ0 < μ˜ < Cλ− . So by properties (2), (3),
(9) and (vii)(12), we have
(vii)(13) Cλ+ < μ˜ < Cλ− , Tλ,μ˜(α) has exactly one critical point, a minimum, on (0,∞).
By properties (1)–(3), (5), (6), (8)–(10), and (vii)(11)–(13), there exist two numbers μ1, μ2 satis-
fying Cλ+ < μ1 < μ2 < Cλ− such that m(λ,μ2) < 1 <m(λ,μ1). So property (7) holds. In addition, we
have
(vii)(14) for μ∗ μ μ˜, Tλ,μ(α) has exactly one critical point, a minimum, on (0,∞),
and
(vii)(15) for μ0 < μ < μ∗ , Tλ,μ(α) > 1 for all α > 0.
So, by properties (1)–(10), (vii)(11)–(15), and (3.9), we obtain immediately the exact multiplicity
result in part (III)(vii) and the results in parts (III)(vii)(a)–(c).
Proof of part (III)(viii). Since μˆ = ∞, by the deﬁnition of μˆ (Uλ0 	= ∅) in (1.12) and by Remarks 1(ii)
and 2(ii), we obtain 0 <mgλ0 +m
hμ
0 < Cp for all μμ0. So by property (1) and the assumption that
0mgλ∞ +mhμ0∞ < Cp , we obtain
(viii)(11) 1< T λ,μ0∞ = ( Cp
m
gλ∞ +mhμ0∞
)1/p < T λ,μ00 = ( Cp
m
gλ
0 +m
hμ0
0
)1/p ∞,
and
(viii)(12) T λ,μ0 = ( Cpmgλ0 +mhμ0
)1/p > 1 for all μ > μ0.
By the assumption that μ˜ Cλ− , Remark 3(ii) and properties (1)–(4), (6), (8), (9), we have
(viii)(13) Cλ−  μ˜ μ¯ < ∞, Tλ,μ˜(α) and Tλ,μ¯(α) are both strictly decreasing in α > 0.
In addition,
(viii)(14) for μ0 < μ μ¯, Tλ,μ(α) > 1 for all α > 0.
So, by properties (1)–(6), (8), (9), (viii)(11)–(14), and (3.9), we obtain immediately the exact multi-
plicity result in part (III)(viii) and the results in parts (III)(viii)(a)–(b). 
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