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abstract: We consider the equations of motion for an incompressible Non-Newtonian fluid in a
bounded Lipschitz domain G ⊂ Rd during the time interval (0, T ) together with a stochastic pertur-
bation driven by a Brownian motion W. The balance of momentum reads as
dv = divS dt− (∇v)v dt+∇π dt+ f dt+ Φ(v) dWt,
where v is the velocity, π the pressure and f an external volume force. We assume the common power
law model S(ε(v)) =
(
1 + |ε(v)|
)p−2
ε(v) and show the existence of weak (martingale) solutions pro-
vided p > 2d+2
d+2 . Our approach is based on the L
∞-truncation and a harmonic pressure decomposition
which are adapted to the stochastic setting.
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1. Introduction
The flow of a homogeneous incompressible fluid in a bounded Lipschitz body G ⊂ Rd, (d = 2, 3),
during the time interval (0, T ) is described by the following set of equations on Q := (0, T )×G (see
for instance [4])1 

−ρ∂tv + divS = ρ(∇v)v +∇π − ρf in Q,
div v = 0 in Q,
v = 0 on ∂G,
v(0, ·) = v0 in G.
(1.1)
Here the unknown quantities are the velocity field v : Q → Rd, Q := (0, T ) × G, and the pressure
π : Q → R. The functions f : Q → Rd represent a system of volume forces, v0 : G → Rd the initial
datum, S : Q → Sd is the stress deviator2 and ρ > 0 the density of the fluid. Equation (1.1)1 and
(1.1)2 describe the conservation of balance and the conservation of mass respectively. Both are valid
for all homogeneous liquids and gases. In order to describe a specific fluid one needs a constitutive law
which relates the stress deviator S to the symmetric gradient ε(v) := 12
(
∇v +∇vT
)
of the velocity
v. In the easiest case this relation is linear, i.e.,
S = S(ε(v)) = νε(v), (1.2)
where ν > 0 is the viscosity of the fluid. In this case we have divS = ν∆v and (1.1) are the
classical Navier-Stokes equations. Its mathematical observation started with the work of Leray and
Ladyshenskaya (see [30] and for a more recent approach [23, 24]). The existence of a weak solution
(where derivatives are to be understood in a distributional sense) can be shown by nowadays standard
arguments. However the regularity (i.e. the existence of a strong solution) is still open.
Only fluids with simple molecular structure e.g. water, oil and certain gases fulfil a linear relation
such as (1.2). Those who does not are called Non-Newtonian fluids (see [2]). A special class among
1For a better understanding of the problem we start with a survey about the deterministic problem but the topic of
the paper is the corresponding SPDE.
2Sd:=space of all symmetric d× d matrices; the full stress tensor is σ = S− piI.
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these are generalized Newtonian fluids. Here the viscosity is assumed to be a function of the shear
rate |ε(v)| and the constitutive relations reads as
S(ε(v)) = ν(|ε(v)|)ε(v). (1.3)
An external force can produce two different reactions:
• The fluid becomes thicker (for example batter): the viscosity of a shear thickening fluid is an
increasing function of the shear rate;
• The fluid becomes thinner (for example ketchup): the viscosity of a shear thinning fluid is a
decreasing function of the shear rate.
The power-law model for Non-Newtonian respectively generalized Newtonian fluids
S(ε(v)) = ν0
(
1 + |ε(v)|
)p−2
ε(v) (1.4)
is very popular among rheologists. Here ν0 > 0 and p ∈ (1,∞) are specified by physical experiments.
An extensive list for specific p-values for different fluids can be found in [4]. Apparently many inter-
esting p-values lie in the interval [ 32 , 2].
The mathematical discussion of power-law models started in the late sixties with the work of Lions and
Ladyshenskaya (see [30]-[32] and [33]). Due to the appearance of the convective term the equations
for power law fluids (the constitutive law is given by (1.4)) significantly depend on the value of p. The
first results were achieved by Ladyshenskaya and Lions for p ≥ 3d+2
d+2 (see [30] and [33]). They show
the existence of a weak solution in the space
Lp(0, T ;W 1,p0,div(G)) ∩ L
∞(0, T ;L2(G)).
In this case it follows from parabolic interpolation that v ⊗ v : ε(v) ∈ L1(Q). So the solution is
also a test-function and the existence proof is based on monotone operator theory and compactness
arguments.
This results were improved by Wolf [41] to the case p > 2d+2
d+2 via L
∞-truncation. In this situation we
have that (∇v)v ∈ L1(Q) and therefore we can test with functions from L∞(Q). The basic idea (which
was already used in the stationary case in [21] together with the bound p ≥ 2d
d+1 ) is to approximate v
by a bounded function vλ which is equal to v on a large set and its L
∞-norm can be controlled by λ.
Wolf’s result was improved to p > 2d
d+2 in [16] and [7] by the Lipschitz truncation method. Under this
restriction to p we have v ⊗ v ∈ L1(Q) which means we can test by Lipschitz continuous functions.
So one has to approximate v by a Lipschitz continuous function vλ which is quite challenging in the
parabolic situation.3
From several points of view it is reasonable to add a stochastic part to the equation of motion.
• It can be understood as a turbulence in the fluid motion (see [34]).
• It can be interpreted as a perturbation from the physical model.
• Apart from the force f we are observing there might be further quantities with a (usually small)
influence on the motion.
We are therefore interested in the set of equations:4

dv = divS dt− (∇v)v dt+∇π dt+ f dt+ Φ(v)dWt in Q,
div v = 0 in Q,
v = 0 on ∂G,
v(0) = v0 in G,
(1.5)
with S given by (1.4). We assume that W is a Brownian motion with values in a Hilbert space (see
section 2 for details) . We suppose that Φ growths linearly - roughly speaking |Φ(v)| ≤ c(1 + |v|) and
3The easier steady case was observed in [22] and [15]
4We neglect physical constants for simplicity.
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|Φ′(v)| ≤ c (for a precise formulation see (2.8) in section 2). The idea behind this is an interaction
between the solution and the random perturbation caused by the Brownian motion. For large values
of |v| we expect a larger perturbation than for small values.
There is a huge literature regarding the existence of weak solutions to the stochastic Navier-Stokes
equations starting with the paper [5] by Bensoussan and Temam. For a recent overview we refer to
[18]. However there seems to be a very limited knowledge about the Non-Newtonian fluid problem.
In [9] a bipolar shear thinning fluid is observed. The authors of [9] assume the constitutive relation
S = ν0
(
1 + |ε(v)|
)p−2
ε(v) − ν1∆ε(v),
where ν0, ν1 > 0 and 1 < p ≤ 2. Compared with our model this results in an additional bi-Laplacian
∆2v in the equations of motion. This gives enough initial regularity to argue directly with monotone
operators without using any form of truncation. Moreover, the main part of the equation is linear
thus there is no problem with going to the limit in the approximated equation.
A further observation of stochastic power law fluids is done in [42] and [40]. Following the approach in
[36] they consider periodic boundary conditions and obtain existence for p ≥ 95 (in dimension 3). The
restriction to a periodic boundary allows them to test the equation by the Laplacian of the solution
(without using cut-off functions), which is not possible in general. Moreover, in [42] and [40] there is
no interaction between the solution and the Brownian motion, modelled via the function Φ in (1.5)
which be quite reasonable also form the physical point of view.
We will investigate an existence theory which removes all this drawbacks. Our final result is the
existence of a martingale weak solution to (1.5) with S given by (1.4) in the sense of Definition 1
provided p > 2d+2
d+2 . This solution is weak both in the analytical sense and in the probabilistic sense.
The precise statement can be found in Theorem 3 in the next session. In fact, we extend the results
from [41] to the stochastic fashion where the solution space is
L2(Ω,F ,P;L∞(0, T ;L2(G))) ∩ Lp(Ω,F ,P;Lp(0, T ;W 1,p0,div(G))).
Our procedure is as follows: After a precise formulation of the stochastic background in section 2
we investigate the pressure. As usual the pressure disappears in the weak formulation (see definition
1) but can be reconstructed. Following the ideas from [41] we relate to each term in the equation a
pressure part. So also a stochastic part of the pressure is included. In section 4 we study auxiliary
problems which are stabilized by adding a large power of v. This approach is based on the Galerkin
method.
In section 5 we prove the main theorem. Here we follow the approach in [41] adapted to the stochastic
fashion. The problems are as usual the convergences in the nonlinear parts of the approximated system.
We have to combine the techniques from nonlinear PDEs with stochastic calculus for martingales. Note
that it is not possible to work directly with test functions. Instead of this we apply Itoˆ’s formula to
certain functions of v. Finally we use monotone operator theory combined with L∞-truncation to
justify the limit procedure in the nonlinear tensor S.
2. Probability framework & main theorem
Let (Ω,F ,P) be a probability space equipped with a filtration {Ft, 0 ≤ t ≤ T }, which is a non-
decreasing family of sub-σ-fields of F , i.e. Fs ⊂ Ft for 0 ≤ s ≤ t ≤ T . We further assume that
{Ft, 0 ≤ t ≤ T } is right-continuous and F0 contains all the P-negligible events in F .
For a Banach space (X, ‖ · ‖X) we denote by for 1 ≤ p <∞ by Lp(Ω,F ,P;X) the Banach space of all
measurable function v : Ω→ X such that
E
[
‖v‖pX
]
<∞,
where the expectation is taken w.r.t. (Ω,F ,P).
Let U be a Hilbert space with orthonormal basis (ek)k∈N and let L2(U,L2(G)) be the set of Hilbert-
Schmidt operators from U to L2(G). Define further the auxiliary space U0 ⊃ U as
U0 :=
{
e =
∑
k
αkek :
∑
k
α2k
k2
<∞
}
,
‖e‖2U0 :=
∞∑
k=1
α2k
k2
, e =
∑
k
αkek.
(2.6)
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Throughout the paper we consider a cylindrical Wiener process W = (Wt)t∈[0,T ] on (Ω,F , (Ft),P)
which has the form
Wσ =
∑
k∈N
ekβk(σ) (2.7)
with a sequence (βk) of independent real valued Brownian motions on (Ω,F , (Ft),P). The embedding
U →֒ U0 is Hilbert-Schmidt and trajectories of W are P-a.s. continuous (see [12]) with values in U0.
Now ∫ t
0
ψ(σ) dWσ , ψ ∈ L
2(Ω,F ,P;L2(0, T ;L2(U,L
2(G)))),
ψ progressively measurable, defines a P-almost surely continuous L2(Ω) valued Ft-martingale.5 More-
over, we can multiply with test-functions since∫
G
∫ t
0
ψ(σ) dWσ ·ϕ dx =
∞∑
k=1
∫ t
0
∫
G
ψ(σ)(ek) ·ϕ dxdβk(σ), ϕ ∈ L
2(G),
is well-defined.
We suppose the following linear growth assumptions on Φ (following [25]): For each z ∈ L2(G) there
is a mapping Φ(z) : U → L2(G) defined by Φ(z)ek = gk(z(·)). In particular, we suppose that
gk ∈ C1(Rd) and the following conditions for some L ≥ 0∑
k∈N
|gk(ξ)| ≤ L(1 + |ξ|),
∑
k∈N
|∇gk(ξ)|
2 ≤ L, ξ ∈ Rd. (2.8)
Not that the first assumption in (2.8) is slightly stronger than∑
k∈N
|gk(ξ)|
2 ≤ L(1 + |ξ|2), ξ ∈ Rd,
supposed in [25] and additionally implies
sup
k∈N
k2|gk(ξ)|
2 ≤ c(1 + |ξ|2). (2.9)
Now we are ready to give a precise formulation of the meaning of solutions.
Definition 1 (Solution). Let Λ0,Λf be Borel probability measures on L
2
div(G) and L
2(Q) respectively.
Then (
(Ω,F , (Ft),P),v,v0, f ,W)
is called a martingale weak solution to (1.5) with S given by (1.4) with the initial datum Λ0 and
right-hand-side Λf provided
(a) (Ω,F , (Ft),P) is a stochastic basis with a complete right-continuous filtration,
(b) W is an (Ft)-cylindrical Wiener process,
(c) v ∈ L2(Ω,F ,P;L∞(0, T ;L2(G))) ∩ Lp(Ω,F ,P;Lp(0, T ;W 1,p0,div(G))) is progressively measurable,
(d) v0 ∈ L2(Ω,F0,P;L2(G)) with Λ0 = P ◦ v
−1
0 ,
(e) f ∈ L2(Ω,F ,P;L2(Q)) is adapted to (Ft) and Λf = P ◦ f−1,
(f) for all ϕ ∈ C∞0,div(G) and all t ∈ [0, T ] there holds P-a.s.∫
G
v(t) ·ϕ dx+
∫ t
0
∫
G
S(ε(v)) : ε(ϕ) dxdσ −
∫ t
0
∫
G
v ⊗ v : ε(ϕ) dxdσ
=
∫
G
v0 · ϕdx+
∫
G
∫ t
0
f · ϕdxdσ +
∫
G
∫ t
0
Φ(v) dWσ · ϕ dx.
5for stochastic calculus in infinite dimensions we refer to [12]
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Remark 2. • As we are looking for martingale solutions (weak solutions in the probabilistic sense)
we can only assume the laws of v0 and f .
Theorem 3 (Existence). Assume (1.4) with p > 2d+2
d+2 as well as (2.8) and (2.9). Suppose further
that ∫
L2
div
(G)
∥∥u∥∥β
L2(G)
dΛ0(u) <∞,
∫
L2(Q)
∥∥g∥∥β
L2(Q) dΛf (g) <∞, (2.10)
with β := max
{2(d+2)
d
,
p(d+2)
d
}
. Then there is a martingale weak solution to (1.5) in the sense of
Definition 1.
Remark 4. • By Theorem 3 we extend the results from [41] to the stochastic fashion where we
can consider arbitrary bounded Lipschitz domains and allow a nonlinear dependence between the
solution and the stochastic perturbation. The bound p > 85 (if d = 3) includes a wide range of
Non-Newtonian fluids.
• It is not clear if it is possible to improve the result from Theorem 3 to p > 2d
d+2 as in the
deterministic case. The papers [16] and [7] use the Lipschitz truncation method. Despite the
L∞-truncation the Lipschitz truncation is not only nonlinear but also nonlocal (in space-time in
the parabolic case). So it seems to be impossible to perform the testing with it via Itoˆ’s formula.
• Condition (2.10) ensures the existence of higher moments for initial datum and right-hand-side.
3. Pressure decomposition
In this section we introduce the pressure and decompose it in way that every part of the pressure
corresponds to one term in the equation. The following theorem generalizes [41][Thm. 2.6] to the
stochastic case.
Theorem 5.
Let (Ω,F , (Ft),P) be a stochastic basis, u ∈ L2(Ω,F ,P;L∞(0, T ;L2(G))), H ∈ Ls(Ω,F ,P;Ls(Q)) for
some s > 1, both adapted to (Ft). Moreover, let u0 ∈ L2(Ω,F0,P;L2div(G))
and Φ ∈ L2(Ω,F ,P;L∞(0, T ;L2(U,L2(G)))) progressively measurable such that∫
G
u(t) · ϕ dx+
∫ t
0
∫
G
H : ∇ϕ dxdσ =
∫
G
u0 ·ϕ dx+
∫
G
∫ t
0
ΦdWσ · ϕ dx
holds for all ϕ ∈ C∞0,div(G). Then there are functions πH, πh and πΦ adapted to (Ft) such that
a) We have ∆πh = 0 and there holds for χ := min {2, s}
E
[ ∫
Q
|πH|
s dxdt
]
≤ cE
[ ∫
Q
|H|s dxdt
]
,
E
[
sup
(0,T )
∫
G
|πΦ|
2 dx
]
≤ cE
[
sup
(0,T )
‖Φ‖2L2(U,L2(G))
]
,
E
[
sup
(0,T )
∫
G
|πh|
χ dx
]
≤ cE
[
1 + sup
(0,T )
∫
G
|u|2 dx+ sup
(0,T )
‖Φ‖2L2(U,L2(G))
]
+ cE
[ ∫
G
|u0|
2 dx+
∫
Q
|H|s dxdt
]
.
b) There holds∫
G
(
u(t)−∇πh(t)
)
·ϕ dx+
∫ t
0
∫
G
H : ∇ϕ dxdσ −
∫ t
0
∫
G
πH divϕ dxdσ
=
∫
G
u0 · ϕdx+
∫
G
πΦ(t) divϕ dx+
∫
G
∫ t
0
ΦdWσ ·ϕ dx
for all ϕ ∈ C∞0 (G). Moreover, we have πh(0) = πH(0) = πΦ(0) = 0 P-a.s.
5
Remark 6. If we put the pressure terms together by
π(t) = πh(t) + πΦ(t) +
∫ t
0
πH dσ
then there holds π ∈ Lχ(Ω,F ,P;L∞(0, T ;Lχ(G))).
Proof. Let u be a weak solution to∫
G
u(t) · ϕ dx+
∫ t
0
∫
G
H : ∇ϕ dxdσ =
∫
G
u0 ·ϕ dx+
∫ t
0
∫
G
ΦdWσ · ϕ dx
for all ϕ ∈ W 1,χ
′
0,div(G). Then there is a unique function π(t) ∈ L
χ
0 (G) with π(0) = 0 such that∫
G
u(t) ·ϕ dx+
∫ t
0
∫
G
H : ∇ϕ dxdσ
=
∫
G
π(t) divϕ dx+
∫
G
u0 · ϕ dx+
∫
G
∫ t
0
ΦdWσ ·ϕ dx
for all ϕ ∈ W 1,χ
′
0 (G). This is a consequence of the well-known Theorem by De Rahm. We will show
π ∈ Lχ(Ω,F ,P;L∞(0, T ;Lχ(G))). (3.11)
The measurability of π follows from the equation. For the boundedness we write the equation as∫
G
π(t)ϕdx =
∫
G
(
u(t)− u0
)
· B(ϕ) dx−
∫ t
0
∫
G
H : ∇B(ϕ) dxdσ
+
∫
G
∫ t
0
ΦdWσ · B(ϕ) dx, B(ϕ) := BogG
(
ϕ− (ϕ)G
)
,
for all ϕ ∈ C∞0 (G) with the Bogovski˘ı-operator BogG (see [6]). Here (ϕ)G denotes the mean value of
the function ϕ over G. This yields
π(t) = B∗
(
u(t)− u0
)
−
∫ t
0
(
∇B
)∗
H dσ +
∫ t
0
B∗ΦdWσ,
where B∗ denotes the adjoint of B with respect to the L2(G) inner product. Using continuity of B∗
from L2(G) to L2(G) and
(
∇B
)∗
from Ls(G) to Ls(G) (which follows from the properties of BogG)
we have we have
E
[
sup
(0,T )
∫
G
|π|χ dx
]
≤ cE
[
sup
(0,T )
∫
G
|u|2 dx+
∫
G
|u0|
2 dx+
∫ T
0
‖Φ‖2L2(U,L2(G)) dt
]
+ cE
[
1 +
∫
Q
|H|s dxdt
]
, (3.12)
and so (3.11) holds. Note that the estimate of the stochastic integral is a consequence of the infinite-
dimensional Burgholder-Davis-Gundi inequality (and the continuity of B∗ on L2(G)).
We decompose pointwise on Ω× (0, T )
π = π0 + πh,
π0 := ∆∆
−2
G ∆π, πh := π − π0.
Here ∆−2G denotes the solution operator to the bi-Laplace equation w.r.t. zero boundary values for
function and gradient. Since the operator ∆∆−2G ∆ is continuous from L
χ(G) to Lχ(G) (see [35])
inequality (3.12) holds true if π is replaced by π0 or πh. We gain for all ϕ ∈ C∞0 (G)∫
G
π0(t)∆ϕdx = −
∫
G
∫ t
0
H : ∇2ϕdxdσ +
∫
G
∫ t
0
ΦdWσ · ∇ϕdx. (3.13)
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Note that π0(t) ∈ ∆W
2,χ
0 (G) is uniquely determined as the solution to the equation above.
There is a function πH ∈ ∆W
2,q
0 (G) such that∫
G
πH(t)∆ϕdx = −
∫
G
H : ∇2ϕdx
for all ϕ ∈ C∞0 (G). The measurability of πH follows from the measurability of the r.h.s. and we have
on account of the solvability of the bi-Laplace equation (see [35])∫
G
|πH|
s dx ≤ c
∫
G
|H|s dx P⊗ L1 − a.e.
which implies ∫
Ω×Q
|πH|
s dxdt dP ≤ c
∫
Ω×Q
|H|s dxdt dP.
Moreover, we define πΦ(t) := π0(t)−
∫ t
0
πH dσ ∈ ∆W
2,χ
0 (G). This is the unique solution to∫
G
πΦ(t)∆ϕdx =
∫
G
∫ t
0
ΦdWσ · ∇ϕdx, ϕ ∈ C
∞
0 (G). (3.14)
Note that we can write (3.14) as∫
G
πΦ(t)ϕdx =
∫
G
∫ t
0
ΦdWσ · ∇
(
∆−2∆ϕ
)
dx
for all ϕ ∈ C∞0 (G) since πΦ(t) ∈ ∆W
2,χ
0 (G). Introducing the operator D := ∇∆
−2
G ∆ : L
2(G) →
W
1,2
0 (G) we have
D,D∗ : L2(G)→ L2(G) (3.15)
and hence P × Ld+1-a.e. πΦ(t) =
∫ t
0 D
∗ΦdWσ. This yields by the infinite-dimensional Burgholder-
Davis-Gundi inequality and (3.15)
E
[
sup
(0,T )
∫
G
|πΦ|
2 dx
]
≤ cE
[
sup
(0,T )
‖D∗Φ‖2L2(U,L2(G))
]
≤ cE
[
sup
(0,T )
‖Φ‖2L2(U,L2(G))
]
.
Finally, we see that π˜0(t) := πΦ(t) +
∫ t
0
πH dσ solves (3.13) and there holds π˜0(t) ∈ ∆W
2,χ
0 (G) which
implies
π0(t) = πΦ(t) +
∫ t
0
πH dσ.
Therefore we have the equation claimed in b).
Corollary 7.
Let the assumptions of Theorem 5 be satisfied. There is Φπ ∈ L2(Ω,F ,P;L∞(0, T ;L2(U,L2loc(G))))
progressively measurable such that∫
G
πΦ(t) divϕdx =
∫
G
∫ t
0
Φπ dWσ ·ϕ dx, ϕ ∈ C
∞
0 (G).
Let G′ ⋐ G, then Φπ satisfies ‖Φπek‖L2(G′) ≤ c(G′) ‖Φek‖L2(G) for all k, i.e. we have P⊗ L1-a.e.
‖Φπ‖L2(U,L2(G′)) ≤ c(G
′) ‖Φ‖L2(U,L2(G)).
If we assume that Φ satisfies (2.8) then there holds
‖Φπ(u1)− Φπ(u2)‖L2(U,L2(G′)) ≤ c(G
′) ‖u1 − u2‖L2(G)
for all u1,u2 ∈ L2(G).
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Proof. From the proof of Theorem 5 we gain for any ϕ ∈ C∞0 (G)∫
G
πΦ(t) divϕ dx =
∫
G
∫ t
0
ΦdWσ · ∇
(
∆−2∆divϕ
)
dx
=
∑
k
∫
G
∫ t
0
Φek dβk · ∇
(
∆−2∆divϕ
)
dx
=
∑
k
∫
G
∫ t
0
∇∆∆−2 divΦek dβk ·ϕ dx
=
∫
G
∫ t
0
∇∆∆−2 divΦdWσ ·ϕ dx.
This yields the first claim by setting Φπ = ∇∆∆−2 divΦ. The rest is a consequence of local regularity
theory for the bi-Laplace equation.
Remark 8. If the boundary of G is smooth then the statement of Corollary 7 holds globally (i.e. we
can replace G′ by G). In this case the operator ∇∆∆−2 div is continuous on L2(G) (see [10], section
2.2, or [11]).
Corollary 9.
Let the assumptions of Theorem 5 be satisfied. Then we have for all β ∈ [1,∞)
E
[
sup
(0,T )
∫
G
|πh|
χ dx
]β
≤ cE
[
sup
(0,T )
∫
G
|u|2 dx+ sup
(0,T )
‖Φ‖2L2(U,L2(G))
]β
+ cE
[
1 +
∫
G
|u0|
2 dx+
∫
Q
|H|s dxdt
]β
provided the r.h.s. is finite.
Corollary 10.
Let the assumptions of Theorem 5 be satisfied. Assume further that we have the decomposition
H = H1 +H2,
where H1 ∈ L
s1(Ω×Q,P⊗ Ld+1) and H2,∇H2 ∈ L
s2(Ω×Q,P⊗ Ld+1). Then we have
πH = π1 + π2
and it holds for all β <∞ and all G′ ⋐ G
E
[ ∫
Q
|π1|
s1 dxdt
]β
≤ cE
[ ∫
Q
|H1|
s1 dxdt
]β
,
E
[ ∫
Q
|π2|
s2 dxdt
]β
≤ cE
[ ∫
Q
|H2|
s2 dxdt
]β
,
E
[ ∫ T
0
∫
G′
|∇π2|
s2 dxdt
]β
≤ cE
[ ∫
Q
|H2|
s2 + |∇H2|
s2 dxdt
]β
.
Proof. π1 and π2 are the unique solutions (defined P⊗ L1-a.e.) to∫
G
π1(t)∆ϕdx = −
∫
G
H1 : ∇
2ϕdx,∫
G
π2(t)∆ϕdx = −
∫
G
H1 : ∇
2ϕdx,
in the spaces ∆W 2,s10 (G) and ∆W
2,s2
0 (G). This gives immediately the claimed estimates (see [41],
Lemma 2.3, for more details).
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4. The approximated system
We stabilize the equation by adding a large power of the velocity. For α > 0 we study the system

dv = divS(ε(v)) dt − α |v|q−2v dt+∇π dt
− div
(
v ⊗ v
)
dt+ f dt+ Φ(v) dWt
v(0) = v0
, (4.16)
depending on the law Λf on L
2(Q) and Λ0 on L2div(G). In fact, we fix some f ∈ L
2(Ω,F ,P;L2(Q))
with Λf = P ◦ f
−1 and some v0 ∈ L2(Ω,F0,P;L2div(G)) with Λ0 = P ◦v
−1
0 . By enlarging the filtration
(Ft) we can assume that f is adapted to it. We choose q ≥ max{2p′, 3} thus the solution is also an
admissible test function. We expect a solution v in the space
Vp,q :=L
2(Ω,F ,P;L∞(0, T ;L2(G))) ∩ Lq(Ω×Q;P⊗ Ld+1)
∩ Lp(Ω,F ,P;Lp(0, T ;W 1,p0,div(G))).
We will try to find a solution by separating space and time via a Galerking-Ansatz which yields an
approximated solution by solving an ordinary stochastic differential equation.
There is a sequence (λk) ⊂ R and a sequence of functions (wk) ⊂W
l,2
0,div(G), l ∈ N, such that
6
i) wk is an eigenvector to the eigenvalue λk of the Stokes-operator in the sense that:
〈wk,ϕ〉W l,2
0
= λk
∫
G
wk ·ϕ dx for all ϕ ∈W
l,2
0,div(G),
ii)
∫
G
wkwm dx = δkm for all k,m ∈ N,
iii) 1 ≤ λ1 ≤ λ2 ≤ ... and λk →∞,
iv) 〈 wk√
λk
, wm√
λm
〉
W
l,2
0
= δkm for all k,m ∈ N,
v) (wk) is a basis of W
l,2
0,div(G).
We choose l > 1 + d2 such that W
l,2
0 (G) →֒ W
1,∞(G). We are looking for an approximated solution
vN of the form
vN =
N∑
k=1
cNi wk = C
N ·wN , wN = (w1, ...,wN ),
where CN = (cNi ) : Ω× (0, T )→ R
N . Therefore, we would like to solve the system (k = 1, ..., N)∫
G
dvN ·wk dx+
∫
G
S(ε(vN )) : ε(wk) dxdt+ α
∫
G
|vN |q−2vN ·wk dxdt
=
∫
G
vN ⊗ vN : ∇wk dxdt+
∫
G
f ·wk dxdt+
∫
G
Φ(vN ) dWNσ ·wk dx,
vN (0) = PNv0. (4.17)
Here PN : L2div(G)→ XN := span {w1, ...,wN} is the orthogonal projection, i.e.
PNu =
N∑
k=1
〈u,wk〉L2wk.
The equation above is to be understood P a.s. and for a.e. t and we assume
WN (σ) =
N∑
k=1
ekβk(σ) = e
N · βN (σ).
6see [36], appendix
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It is equivalent to solving {
dCN =
[
µ(t,CN )
]
dt+Σ(CN ) dβNt
CN (0) = C0
(4.18)
with the abbreviations
µ(CN ) =
(
−
∫
G
S(CN · ε(wN )) : ε(wk) dx +
∫
G
(CN ·wN )⊗ (CN ·wN ) : ∇wk dx
)N
k=1
−
(
α
∫
G
|CN ·wN |q−2(CN ·wN ) ·wk dx
)N
k=1
+
(∫
G
f(t) ·wk dx
)N
k=1
,
Σ(CN ) =
(∫
G
Φ(CN ·wN )el ·wk dx
)N
k,l=1
,
C0 =
(
〈v0,wk〉L2(G)
)N
k=1
.
If both µ and Σ are globally Lipschitz continuous one could quote the classical existence theorems for
SDEs from [3] and [19, 20]. This is not given in our situation, so we apply more recent results from
[38], Thm. 3.1.1. In the following we will check the assumptions. we have by the monotonicity of S(
µ(t,CN )− µ(t, C˜N )
)
·
(
CN − C˜N
)
= −
∫
G
(
S(ε(vN ))− S(ε(v˜N ))
)
:
(
ε(vN )− ε(v˜N )
)
dx
+
∫
G
(
vN ⊗ vN − v˜N ⊗ v˜N
)
:
(
ε(vN )− ε(v˜N )
)
dx
≤
∫
G
(
vN ⊗ vN − v˜N ⊗ v˜N
)
:
(
ε(vN )− ε(v˜N )
)
dx.
If |CN | ≤ R and |C˜N | ≤ R there holds(
µ(t,CN )− µ(t, C˜N )
)
·
(
CN − C˜N
)
≤ c(R,N)|CN − C˜N |2.
Here we took into account boundedness of wk and ∇wk. This implies weak monotonicity in the sense
of [38], (3.1.3) using Lipschitz continuity Σ in CN , cf. (2.8). On account of
∫
G
vN⊗vN : ε(vN ) dx = 0
there holds
µ(t,CN ) ·CN = −
∫
G
S(ε(vN )) : (ε(vN ) dx+
∫
G
f(t) · vN dx ≤ c (1 + ‖f(t)‖2‖v
N‖2)
≤ (1 + ‖f(t)‖2)(1 + ‖v
N‖2) ≤ c (1 + ‖f(t)‖2)(1 + |C
N |2)
So we have using the linear growth of Σ which follows from 2.8
µ(CN ) ·CN + |Σ(CN )|2 ≤ c(+‖vN‖22)
(
1 + |CN |2
)
.
As the integral
∫ T
0
(1+‖f(t)‖2) dt is finite P-a.s. this yields weak coercivity in the sense of [38], (3.1.4).
We obtain a unique strong solution CN ∈ L2(Ω,F ,P;L∞(0, T )) to the SDE (4.18).
We obtain the following a priori estimate.
Theorem 11. Assume (1.4) with p ∈ (1,∞), (2.8), q ≥ {2p′, 3} and∫
L2
div
(G)
∥∥u∥∥2
L2(G)
dΛ0(u) <∞,
∫
L2(Q)
∥∥g∥∥2
L2(Q) dΛf (g) <∞. (4.19)
Then there holds uniformly in N :
E
[
sup
t∈(0,T )
∫
G
|vN (t)|2 dx+
∫
Q
|∇vN |p dxdt+ α
∫
Q
|vN |q dxdt
]
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≤ c
(
1 +
∫
L2
div
(G)
∥∥u∥∥2
L2(G)
dΛ0(u) +
∫
L2(Q)
∥∥g∥∥2
L2(Q) dΛf (g)
)
,
where c is independent of α.
Proof. We apply Itoˆ’s formula to the function f(C) = 12 |C|
2 which shows
1
2
‖vN (t)‖2L2(G) =
1
2
‖CN (0)‖2L2(G) +
N∑
k=1
∫ t
0
cNk d(c
N
k )σ +
1
2
N∑
k=1
∫ t
0
d〈cNk 〉σ
=
1
2
‖PNv0‖
2
L2(G) −
∫ t
0
∫
G
S(ε(vN )) : ε(vN ) dxdσ
− α
∫ t
0
∫
G
|vN |q dxdσ +
∫ t
0
∫
G
f · vN dxdσ (4.20)
+
∫
G
∫ t
0
vN · Φ(vN ) dWNσ dx+
1
2
∫
G
∫ t
0
d
〈∫ ·
0
Φ(vN ) dWN
〉
σ
dx.
Here we used dvN =
∑N
k=1 dc
N
k wk,
∫
G
vN ⊗ vN : ∇vN dx = 0, property (ii) of the base (wk) and
dcNk = −
∫
G
S(ε(vN )) : ε(wk) dxdt− α
∫
G
|vN |q−2vN ·wk dxdt
+
∫
G
vN ⊗ vN : ∇wk dxdt+
∫
G
f ·wk dxdt+
∫
G
Φ(vN ) dWNt ·wk dx.
Now we can follow, building expectations and using (1.4) together with Korn’s inequality, that
E
[ ∫
G
|vN (t)|2 dx+
∫ t
0
∫
G
|∇vN |p dxdσ + α
∫ t
0
∫
G
|vN |q dxdσ
]
≤ c
(
1 + E
[
‖v0‖
2
L2(G)
]
+ E
[
J1(t)
]
+ E
[
J2(t)
]
+ E
[
J3(t)
])
.
Here we abbreviated
J1(t) =
∫ t
0
∫
G
f · vN dxdσ,
J2(t) =
∫
G
∫ t
0
vN · Φ(vN ) dWNσ dx,
J3(t) =
∫
G
∫ t
0
d
〈∫ ·
0
Φ(vN ) dWN
〉
σ
dx.
Straightforward calculations show on account of (2.7) and (2.8)
E[J3] = E
[ N∑
i=1
∫ t
0
∫
G
|Φ(vN )ei|
2 dxdσ
]
≤ E
[ ∞∑
i=1
∫ t
0
∫
G
|gi(v
N )|2 dxdσ
]
≤ E
[
1 +
∫ t
0
∫
G
|vN |2 dxdσ
]
.
Using Young’s inequality we gain for arbitrary δ > 0
E[J1] ≤ δE
[ ∫ t
0
∫
G
|vN |2 dxdσ
]
+ c(δ)E
[ ∫ t
0
∫
G
|f |2 dxdσ
]
.
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Clearly, we have E[J2] = 0. So interchanging the time-integral and the expectation value and applying
Gronwall’s Lemma leads to
sup
t∈(0,T )
E
[∫
G
|vN (t)|2 dx
]
+ E
[ ∫
Q
|∇vN |p dxdt
]
≤ cE
[
1 +
∫
G
|v0|
2 dx+
∫
Q
|f |2 dx
]
.
(4.21)
We want to interchange supremum and expectation value. Similar arguments as before show by (4.21)
E
[
sup
t∈(0,T )
∫
G
|vN (t)|2 dx
]
(4.22)
≤ cE
[
1 +
∫
G
|v0|
2 dx+
∫
Q
|f |2 dx+
∫ T
0
∫
G
|vN |2 dxdt
]
+ E
[
sup
(0,T )
|J2(t)|
]
.
On account of Burgholder-Davis-Gundi inequality, Young’s inequality and (2.8) we gain7
E
[
sup
t∈(0,T )
|J2(t)|
]
= E
[
sup
t∈(0,T )
∣∣∣∣
∫ t
0
∫
G
vN · Φ(vN ) dxdWNσ
∣∣∣∣
]
= E
[
sup
t∈(0,T )
∣∣∣∣
∫ t
0
∑
i
∫
G
vN · Φ(vN )ei dxdβi(σ)
∣∣∣∣
]
= E
[
sup
t∈(0,T )
∣∣∣∣
∫ t
0
∑
i
∫
G
vN · gi(v
N ) dxdβi(σ)
∣∣∣∣
]
≤ cE
[ ∫ T
0
∑
i
(∫
G
vN · gi(v
N ) dx
)2
dt
] 1
2
≤ cE
[(∫ T
0
( N∑
i=1
∫
G
|vN |2 dx
∫
G
|gi(v
N )|2 dx
)
dt
] 1
2
≤ cE
[
1 +
∫ T
0
(∫
G
|vN |2 dx
)2
dt
] 1
2
≤ δ E
[
sup
t∈(0,T )
∫
G
|vN |2 dx
]
+ c(δ)E
[
1 +
∫ T
0
∫
G
|vN |2 dxdt
]
.
This finally proves the claim for δ sufficiently small using (4.21) as well as Λ0 = P ◦ v
−1
0 and Λf =
P ◦ f−1.
Theorem 12. Assume (1.4) with p ∈ (1,∞), (2.8), q ≥ {2p′, 3} and (4.19).
a) There is a martingale weak solution(
(Ω,F , (F t),P),v,v0, f ,W)
to (4.16) in the sense that
i) (Ω,F , (F t),P) is a stochastic basis with a complete right-continuous filtration,
ii) W is an (F t)-cylindrical Wiener process,
iii) v ∈ Vp,q is progressively measurable, where
Vp,q :=L
2(Ω,F ,P;L∞(0, T ;L2(G))) ∩ Lq(Ω×Q;P⊗ Ld+1)
∩ Lp(Ω,F ,P;Lp(0, T ;W 1,p0,div(G))).
7Note that the paths of vN in L2(G) are continuous in time P-a.s.
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iv) v0 ∈ L
2(Ω,F0,P;L2(G)) with Λ0 = P ◦ v
−1
0 ,
v) f ∈ L2(Ω,F ,P;L2(Q)) is adapted to (F t) with Λf = P ◦ f
−1,
vi) for all ϕ ∈ C∞0,div(G) and all t ∈ [0, T ] there holds P-a.s.∫
G
v(t) · ϕdx+
∫ t
0
∫
G
S(ε(v)) : ε(ϕ) dxdσ + α
∫ t
0
∫
G
|v|q−2v ·ϕ dxdσ
=
∫ t
0
∫
G
v ⊗ v : ε(ϕ) dxdσ +
∫
G
v0 ·ϕ dx+
∫
G
∫ t
0
f ·ϕ dxdσ +
∫
G
∫ t
0
Φ(v) dWσ · ϕ dx.
b) There holds
E
[
sup
t∈(0,T )
∫
G
|v(t)|2 dx+
∫
Q
|∇v|p dxdt+ α
∫
Q
|vN |q dxdt
]
≤ c
(
1 +
∫
L2
div
(G)
∥∥u∥∥2
L2(G)
dΛ0(u) +
∫
L2(Q)
∥∥g∥∥2
L2(Q) dΛf (g)
)
.
where c is independent of α.
Proof. From the a priori estimate in Theorem 11 we can follow the existence of functions v ∈ Vp,q
and functions s˜ and S˜ such that (after passing to a not relabeled subsequence)
vN ⇁ v in Lp(Ω,F ,P;Lp(0, T ;W 1,p0 (G))),
vN ⇁ v in Lq(Ω,F ,P;Lq(Q)),
s(vN )⇁ s˜ in Lq
′
(Ω,F ,P;Lq
′
(Q)),
S(ε(vN ))⇁ S˜ in Lp
′
(Ω,F ,P;Lp
′
(Q)),
S(ε(vN ))⇁ S˜ in Lp
′
(Ω,F ,P;Lp
′
(0, T ;W−1,p
′
0 (G))).
(4.23)
Moreover, there are V˜ and Φ˜ (recall (2.8) and Theorem 11) such that
vN ⊗ vN ⇁ V˜ in L
q
2 (Ω,F ,P;L
q
2 (Q)),
Φ(vN )⇁ Φ˜ in L2(Ω,F ,P;L2(0, T ;L2(U,L
2(G)))).
(4.24)
We want to establish
V˜ = v ⊗ v, Φ˜ = Φ(v). (4.25)
This will be a consequence of some compactness arguments.
We will follow ideas from [25], section 4. We consider ϕ ∈ C∞0,div(G) and gain by (4.17)∫
G
vN (t) ·ϕ dx =
∫
G
vN (t) · PNl ϕ dx
=
∫
G
v0 · P
N
l ϕ dx+
∫ t
0
∫
G
HN : ∇PNl ϕdxdσ +
∫
G
∫ t
0
Φ(vN )dWNσ · P
N
l ϕ dx,
HN := −S(ε(vN )) +∇∆−1s(vN ) + vN ⊗ vN −∇∆−2f .
Here PNl denotes the projection into XN with respect to the W
l,2
0,div(G) inner product. From the a
priori estimates in Theorem 11 and the growth conditions for S following from (1.4) and s we gain
HN ∈ Lp0(Ω×Q;P⊗ Ld+1), p0 := min
{
p′, q′,
q
2
}
> 1, (4.26)
uniformly in N . Let us consider the functional
H (t,ϕ) :=
∫ t
0
∫
G
HN : ∇PNl ϕ dxdσ, ϕ ∈ C
∞
0,div(G).
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Then we deduce from (4.26) and the embeddingW l˜,p0(G) →֒ W l,20 (G) for l˜ ≥ l+d
(
1+ 2
p0
)
the estimate
E
[∥∥H ∥∥
W 1,p0 ([0,T ];W
−l˜,p0
div
(G))
]
≤ c.
For the stochastic term we quote from [25], proof of Lemma 4.6, for some µ = µ(d, p) > 0
E
[∥∥∥ ∫ t
0
Φ(vN ) dWNσ
∥∥∥
Cµ([0,T ];L2(G))
]
≤ c
(
1 +
∫
Ω×Q
|vN |q dxdt dP
)
≤ c.
This is a consequence of Theorem 11, q > 2 and assumption (2.8). Combining the both informations
above shows
E
[
‖vN‖
Cµ([0,T ];W
−l˜,p0
div
(G))
]
≤ c. (4.27)
and also for some λ > 0
E
[
‖vN‖
Wλ,p0(0,T ;W
−l˜,p0
0,div
(G))
]
≤ c. (4.28)
An interpolation with Lp0(0, T ;W 1,p00,div(G)) yields on account of (5.43) for some κ > 0 (see [1], Thm.
5.2)
E
[
‖vN‖Wκ,p0 (0,T ;Lp0
div
(G))
]
≤ c. (4.29)
So, we have
Wκ,p0(0, T ;Lp0div(G)) ∩ Vp,q →֒→֒ L
r(0, T ;Lrdiv(G))
compactly for all r < q. We will use this embedding in order to show compactness of vN . We consider
the path space
V := Lr(0, T ;Lr(G)) ⊗ C([0, T ], U0)⊗ L
2
div(G) ⊗ L
2(Q)
Here we will use the following notations:
• νvN is the law of v
N on Lr(0, T ;Lr(G));
• νW is the law of W on C([0, T ], U0), where U0 is defined in (2.6);
• νm is the joint law of vN , W, v0 and f on V .
We consider the ball BR in the space Wκ,p0(0, T ;L
p0
div(G)) ∩ Vp,q and gain for its complement B
C
R by
Theorem 11 and (5.54)
µvN (B
C
R) = P
(
‖vN‖Wκ,p0(0,T ;Lp0
div
(G)) + ‖v
N‖Vp,q ≥ R
)
≤
1
R
E
[
‖vN‖Wκ,p0(0,T ;Lp0
div
(G)) + ‖v
N‖Vp,q
]
≤
c
R
.
So for a fixed η > 0 we find R(η) with
µum(BR(η)) ≥ 1−
η
4
.
Since also the law µW is tight as being a Radon measure on the Polish space C([0, T ], U0), there exists
a compact set Cη ⊂ C([0, T ], U0) such that µW(Cη) ≥ 1 −
η
4 . For the same reason we find compact
subsets of L2div(G) and L
2(Q) with such that their measures (Λ0 and Λf ) are smaller than 1 −
η
4 .
Hence, we can find a compact subset Vη ⊂ V such that νm(Vη) ≥ 1 − η. Thus,
{
νN , N ∈ N
}
is
tight in the same space. Prokhorov’s Theorem (see [27], Thm. 2.6, p. 7) therefore implies that νN
is also relatively weakly compact. This means we have a weakly convergent subsequence with limit
ν. Now we use Skorohod’s representation theorem (see [27], Thm. 2.7, p. 9) to infer the existence of
a probability space (Ω,F ,P), a sequence (vN ,WN ,vN0 , f
N ) and (v,W,v0, f) on (Ω,F ,P) both with
values in V such that the following holds
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• The laws of (vN ,WN ,vN0 , f
N ) and (v,W,v0, f) under P coincide with ν
N and ν.
• We have the convergences
vN −→ v in Lr(0, T ;Lr(G)),
WN −→W in C([0, T ], U0),
vN0 −→ v0 in L
2(G),
fN −→ f in L2(0, T ;L2(G)),
P-a.s.
• The convergences in (4.23) and (4.24) remain valid for the corresponding functions defined on
(Ω,F ,P). Moreover, we have for all α <∞∫
Ω
(
sup
[0,T ]
‖WN (t)‖αU0
)
dP =
∫
Ω
(
sup
[0,T ]
‖W(t)‖αU0
)
dP.
After choosing a subsequence we gain by Vitali’s convergence Theorem
WN −→W in L2(Ω,F ,P;C([0, T ], U0)), (4.30)
vN −→ v in Lr(Ω×Q;P⊗ Ld+1), (4.31)
vN0 −→ v0 in L
2(Ω×G,P⊗ Ld+1), (4.32)
fN −→ f in L2(Ω×Q,P⊗ Ld+1), (4.33)
for all r < q. Now we introduce the filtration on the new probability space. We denote by rt the
operator of restriction to the interval [0, t] acting on various path spaces. In particular, if X stands
for one of the path spaces Lr(0, T ;Lr(G)), L2(Q) or C([0, T ], U0) and t ∈ [0, T ], we define
rt : X → X |[0,t], f 7→ f |[0,t]. (4.34)
Clearly, rt is a continuous mapping. Let (F t) be the P-augmented canonical filtration of the process(
v, f ,W
)
, respectively, that is
F t = σ
(
σ
(
rtv, rtf , rtW
)
∪
{
N ∈ F ; P(N) = 0
})
, t ∈ [0, T ].
Now are going to show that the approximated equations also hold on the new probability space. We
use a general and elementary method that was recently introduced in [37] and already generalized to
different settings (see for instance [25]). The keystone is to identify not only the quadratic variation
of the corresponding martingale but also its cross variation with the limit Wiener process obtained
through compactness. First we notice that WN has the same law as W. As a consequence, there
exists a collection of mutually independent real-valued (F t)-Wiener processes (β
N
k
)k such thatW
N =∑
k β
N
k
ek, i.e. there exists a collection of mutually independent real-valued (F t)-Wiener processes
(β
k
)k≥1 such that W =
∑
k βkek. We abbreviate W
N,N :=
∑N
k=1 ekβ
N
k
. Let us now define for all
t ∈ [0, T ] and ϕ ∈ C∞0,div(G) the functionals
M(vN ,v0, f)t =
∫
G
vN (t) ·ϕ dx−
∫
G
v0 ·ϕ dx+
∫ t
0
∫
G
vN ⊗ vN : ∇PNϕ dxdσ
+
∫ t
0
∫
G
S(ε(vN )) : ε(PNϕ) dxdσ +
∫ t
0
∫
G
f · PNϕ dxdσ,
N(vN )t =
N∑
k=1
∫ t
0
(∫
G
gk(v) · PNϕ dx
)2
dσ,
Nk(v
N )t =
∫ t
0
∫
G
gk(v) · PNϕ dxdσ,
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let M(vN ,v0, f)s,t denote the increment M(v
N ,v0, f)t −M(vN ,v0, f)s and similarly for N(vN )s,t
and Nk(v
N )s,t. Note that the proof will be complete once we show that the process M(v
N ) is an
(F t)-martingale and its quadratic and cross variations satisfy, respectively,
〈M(vN ,v0, f )〉 = N(v
N ), 〈M(vN ,v0, f), βk〉 = Nk(v
N ). (4.35)
Indeed, in that case we have〈
M(vN ,v0, f)−
∫ ·
0
∫
G
Φ(vN ) dWN,N · PNϕdx
〉
= 0 (4.36)
which yields the desired equation on the new probability space. Let us verify (4.35). To this end, we
claim that with the above uniform estimates in hand, the mappings
(vN ,v0, f) 7→M(v
N ,v0, f)t, v
N 7→ N(vN )t, v
N 7→ Nk(v
N )t
are well-defined and measurable on a subspace of the path space where the joint law of (vN ,v0, f ) is
supported, i.e. the uniform estimates form Theorem 11 hold true. Indeed, in the case of N(ρ,q)t we
have by (2.8) and the continuity of PN in L2(G)
N∑
k=1
∫ t
0
(∫
G
gk(v
N ) · PNϕdx
)2
dσ ≤ c(ϕ)
∞∑
k=1
∫ t
0
∫
G
|gk(v
N )|2 dxdσ
≤ c(ϕ)
(
1 +
∫
Q
|vN |2 dxdt
)
which is finite. M(ρ,v,q) and Nk(ρ,v)t can be handled similarly and therefore, the following random
variables have the same laws
M(vN ,v0, f) ∼M(v
N ,v0, f ),
N(vN ) ∼ N(vN ),
Nk(v
N ) ∼ Nk(v
N).
Let us Now fix times s, t ∈ [0, T ] such that s < t and let
h : V
∣∣
[0,s]
→ [0, 1]
be a continuous function. Since
M(vN ,v0, f)t =
∫ t
0
∫
G
Φ(vN ) dWNσ · PNϕ dx =
N∑
k=1
∫ t
0
∫
G
gk(v
N ) · PNϕ dxdβk
is a square integrable (Ft)-martingale, we infer that
[
M(vN ,v0, f)
]2
−N(vN ), M(vN )βk −Nk(v
N ),
are (Ft)-martingales. Let rs be the restriction of a function to the interval [0, s]. Then it follows from
the equality of laws that
E
[
h
(
rsv
N , rsW
N , rsf ,v0
)
M(vN ,v0, f)s,t
]
= E
[
h
(
rsv
N , rsW
N , rsf ,v0
)
M(vN ,v0, f)s,t
]
= 0,
E
[
h
(
rsv
N , rsW
N , rsf ,v0
)(
[M(vN ,v0, f)
2]s,t −N(v
N )s,t
)]
= E
[
h
(
rsv
N , rsW
N , rsf ,v0
)(
[M(vN ,v0, f)
2]s,t −N(v
N )s,t
)]
= 0,
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E[
h
(
rsv
N , rsW
N , rsf ,v0
)(
[M(vN ,v0, f)β
N
k
]s,t −Nk(v
N )s,t
)]
= E
[
h
(
rsv
N , rsW
N , rsf ,v0
)(
[M(vN ,v0, f)βk]s,t −Nk(v
N )s,t
)]
= 0.
So we have shown (4.35) and hence (4.36). This means on the new probability space (Ω,F ,P) we have
the equations (k=1,...,N)∫
G
dvN ·wk dx+
∫
G
S(ε(vN )) : ε(wk) dxdt+ α
∫
G
|vN |q−2vN ·wk dxdt
=
∫
G
vN ⊗ vN : ∇wk dxdt+
∫
G
f ·wk dxdt+
∫
G
Φ(vN ) dWN,Nσ ·wk dx,
vN (0) = PNv0. (4.37)
and the convergences
vN ⇁ v in Lp(Ω,F ,P;Lp(0, T ;W 1,p0 (G))),
vN ⇁ v in Lq(Ω,F ,P;Lq(Q)),
s(vN )⇁ s(v) in Lq
′
(Ω,F ,P;Lq
′
(Q)),
S(ε(vN ))⇁ S˜ in Lp
′
(Ω,F ,P;Lp
′
(Q)),
S(ε(vN ))⇁ S˜ in Lp
′
(Ω,F ,P;Lp
′
(0, T ;W−1,p
′
0 (G))),
vN ⊗ vN ⇁ v ⊗ v in L
q
2 (Ω,F ,P;L
q
2 (Q)),
Φ(vN )⇁ Φ(v) in L2(Ω,F ,P;L2(0, T ;L2(U,L
2(G)))).
(4.38)
We gain from (4.30)–(4.38) the limit equation
∫
G
v(t) · ϕ dx+
∫ t
0
∫
G
S˜ : ∇ϕ dxdσ +
∫ t
0
∫
G
s(v) ·ϕ dxdσ (4.39)
+
∫ t
0
∫
G
v ⊗ v : ∇ϕ dxdσ =
∫ t
0
∫
G
f · ϕ dxdσ +
∫
G
∫ t
0
Φ(v) dWσ ·ϕ dx
for all ϕ ∈ C∞0,div(G). The limit in the stochastic term needs some explanations. We have the
convergences
WN −→W in C([0, T ], U0),
Φ(vN) −→ Φ(v) in L2(0, T ;L2(U,L
2(G))),
in probability. For the second one we use (2.8) and (4.31). These convergences imply
∫ t
0
Φ(vN ) dWNσ −→
∫ t
0
Φ(v) dWσ in L
2(0, T ;L2(G))
in probability by [13], Lemma 2.1. So we can pass to the limit in the stochastic integral.
Now, it remains to show
S˜ = S(ε(v)). (4.40)
We will apply monotone operator theory to verify (4.40). Equation (4.39) implies using
∫
G
v ⊗ v :
∇v dx = 0
1
2
‖v(t)‖2L2(G) =
1
2
‖v0‖
2
L2(G) −
∫ t
0
∫
G
S˜ : ε(v) dxdσ −
∫ t
0
∫
G
s(v) · v dxdσ
+
∫ t
0
∫
G
f · v dxdσ +
∫
G
∫ t
0
v · Φ(v) dWσ dx+
1
2
∫
G
∫ t
0
d
〈∫ ·
0
Φ(v) dW
〉
σ
dx.
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Here we applied Itoˆ’s formula to f(w) = 12‖w‖
2
L2(G). Subtracting this from the formula for ‖v
N (t)‖2
L2(G)
and applying expectation shows
E
[ ∫
Q
(
S(∇vN )− S(∇v)
)
: ∇
(
vN − v
)
dxdσ
]
+ E
[∫
Q
(
s(vN )− s(v)
)
:
(
vN − v
)
dxdσ
]
=
1
2
E
[
−
∫
G
|vN (T )|2 dx+
∫
G
|v(T )|2 dx+
∫
G
|PNvN0 |
2 dx −
∫
G
|v0|
2 dx
]
+ E
[∫
Q
(
S˜− S(ε(vN))
)
: ε(v) dxdσ −
∫
Q
S(ε(v)) : ε
(
vN − v
)
dxdσ
]
+ E
[∫
Q
(
s(v)− s(vN )
)
: v dxdσ −
∫
Q
s(v) ·
(
vN − v
)
dxdσ
]
+ E
[∫
Q
f · (vN − v) dxdσ +
1
2
∫
G
∫ T
0
d
〈∫ ·
0
Φ(vN ) dWN,N
〉
σ
dx
]
−
1
2
E
[∫
G
∫ T
0
d
〈∫ ·
0
Φ(v) dW
〉
σ
dx
]
.
Letting N →∞ shows using (4.38) and monotonicity of S
lim
N
(
E
[∫
Q
(
S(ε(vN ))− S(ε(v))
)
: ε
(
vN − v
)
dxdt
]
≤
1
2
lim
N
E
[∫
G
∫ T
0
d
(〈∫ ·
0
Φ(vN ) dWN,N
〉
σ
−
〈∫ ·
0
Φ(v) dW
〉
σ
)
dx
]
.
Here we used lim infN E
[ ∫
G
(
|vN (T )|2 − |v(T )|2
)
dxdσ
]
≥ 0 which follows by lower semi-continuity
and weak convergence of vN (T ). On account of (4.30) and (4.31) together with (2.8) we gain for the
last integral
E
[∫
G
∫ T
0
d
〈∫ ·
0
Φ(vN ) dWN,N
〉
σ
dx
]
−→ E
[ ∫
G
∫ T
0
d
〈∫ ·
0
Φ(v) dW
〉
σ
dx
]
, N →∞.
We finally obtain
lim
N→∞
E
[ ∫
Q
(
S(ε(vN ))− S(ε(v))
)
: ε
(
vN − v
)
dxdt
]
= 0.
As a consequence of the monotonicity of S and s we have established
ε(vN ) −→ ε(v) P⊗ Ld+1-a.e..
This implies (4.40) and the proof of Theorem 12 is hereby complete.
Remark 13. According to the remarks in [27] (beginning of the proof of Thm. 2.7. on p. 9) it is
possible to choose the new probability space as
(Ω,F ,P) = ([0, 1);B[0, 1);L1);
especially it does not depend on the choice of α.
Corollary 14. Let the assumptions of Theorem 12 be satisfied and in addition∫
L2
div
(G)
∥∥u∥∥β
L2(G)
dΛ0(u) <∞,
∫
L2(Q)
∥∥g∥∥β
L2(Q) dΛf (g) <∞,
for some β ≥ 2. Then there is a martingale weak solution (4.16) such that
E
[
sup
t∈(0,T )
∫
G
|v(t)|2 dx+
∫
Q
|∇v|p dxdt+ α
∫
Q
|v|q dxdt
] β
2
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≤ cE
[
1 +
∫
L2
div
(G)
∥∥u∥∥2
L2(G)
dΛ0(u) +
∫
L2(Q)
∥∥g∥∥2
L2(Q)
dΛf (g) dxdt
] β
2
,
where c is independent of α.
Proof. Taking the supremum w.r.t. time and the β2 -th power of (4.20) implies
1
2
E
[
sup
(0,T )
∫
G
|vN (t)|2 dx
] β
2
+ E
[ ∫ T
0
∫
G
|∇vN |p + α|vN |q dxdσ
] β
2
≤ cE
[
1 +
∫
G
|v0|
2 dx+
∫ T
0
∫
G
|f ||vN | dxdσ
] β
2
+ cE
[
sup
(0,T )
∣∣∣ ∫
G
∫ t
0
vN · Φ(vN ) dWNσ dx
∣∣∣]
β
2
+ cE
[ ∫
G
∫ T
0
d
〈∫ ·
0
Φ(vN ) dWN
〉
σ
dx
] β
2
.
Obviously it holds
E
[ ∫ T
0
∫
G
|f ||vN | dxdσ
] β
2
≤ cE
[∫ T
0
(∫
G
|vN |2 dx
) β
2
dσ
]
+ cE
[∫
Q
|f |2 dxdt
] β
2
.
Moreover, we have as a consequence of Burgholder-Davis-Gundi inequality, (2.8) and Young’s inequal-
ity (similarly to the proof of Theorem 11)
E
[
sup
t∈(0,T )
|K(t)|
] β
2
:= E
[
sup
t∈(0,T )
∣∣∣ ∫ t
0
∫
G
vN · Φ(vN ) dxdWNσ
∣∣∣]
β
2
= E
[
sup
t∈(0,T )
∣∣∣ ∫ t
0
∑
i
∫
G
vN · gi(v
N ) dxdβi(σ)
∣∣∣]
β
2
≤ cE
[ ∫ T
0
∑
i
(∫
G
vN · gi(v
N ) dx
)2
dt
] β
4
≤ cE
[(∫ T
0
( N∑
i=1
∫
G
|vN |2 dx
∫
G
|gi(v
N )|2 dx
)
dt
] β
4
≤ cE
[
1 +
∫ T
0
(∫
G
|vN |2 dx
)2
dt
]β
2
≤ δ E
[
sup
t∈(0,T )
∫
G
|vN |2 dx
] β
2
+ c(δ)E
[
1 +
∫ T
0
∫
G
|vN |2 dxdt
] β
2
.
So we have shown (choosing δ small enough)
E
[
sup
t∈(0,T )
(∫
G
|vN (t)|2 dx
) β
2
]
+ E
[ ∫
Q
|∇vN |p + α|vN |q dxdt
] β
2
≤ cE
[
1 +
∫
G
|v0|
2 dx+
∫
Q
|f |2 dxdt+ cE
[∫ T
0
(∫
G
|vN |2 dx
) β
2
dσ
]
.
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Gronwall’s Lemma implies
E
[
sup
t∈(0,T )
∫
G
|vN (t)|2 dx
] β
2
+ E
[ ∫
Q
|∇vN |p + α|vN |q dxdt
] β
2
≤ cE
[
1 +
∫
G
|v0|
2 dx+
∫
Q
|f |2 dxdt
] β
2
(4.41)
which gives the claimed inequality.
5. Non-stationary flows
In this section we prove Theorem 3. The proof is divided in several steps. First we approximate
the equation by an equation satisfying the assumptions from the last section. Due to Theorem 11 we
have a solution to this approximated system. Then we obtain a priori estimates and follow the weak
convergence of a subsequence. In the second step we prove compactness of the approximated velocity.
In order to pass to the limit in the nonlinear stress deviator we use the L∞-truncation and monotone
operator theory.
Step 1: a priori estimates and weak convergence
Let us consider the equation

dv = divS(ε(v)) dt − 1
m
|v|q−2v dt+∇π dt
− div
(
v ⊗ v
)
dt+ f dt+ Φ(v) dWt
v(0) = v0
. (5.42)
By Theorem 11 and Theorem 12 for α = 1
m
we know that there a martingale solution(
(Ω,F , (Ft),P),v
m,vm0 , f
m,W)
to (5.42) with vm ∈ Vp,q, Λ0 = P◦ (vm0 )
−1 and Λf = P◦ (fm)−1 (we skip the underlines for simplicity).
To be precise there holds for all ϕ ∈ C∞0,div(G)∫
G
vm(t) · ϕ dx+
∫ t
0
∫
G
S(ε(vm)) : ε(ϕ) dxdσ +
1
m
∫ t
0
∫
G
|vm|q−2vm ·ϕ dxdσ
=
∫ t
0
∫
G
vm ⊗ vm : ε(ϕ) dxdσ +
∫
G
vm0 ·ϕ dx+
∫
G
∫ t
0
fm · ϕdxdσ +
∫
G
∫ t
0
Φ(vm) dWσ · ϕ dx.
Note that due to remark 13 the probability space can be choosen independently of m. The same is
true for the Brownian motion W. Theorem 11 yields uniform estimates for vm in
L2(Ω,F ,P;L∞(0, T ;L2(G))) ∩ Lp(Ω,F ,P;Lp(0, T ;W 1,p0,div(G))).
Using Corollary 14 and the assumptions on Λf and Λ0 in (2.10) we even gain
E
[
sup
t∈(0,T )
(∫
G
|vm(t)|2 dx
) β
2
]
+ E
[ ∫
Q
|∇vm|p +
|vm|q
m
dxdt
] β
2
≤ c(β). (5.43)
This implies together with a parabolic interpolation and the choice of β
E
[ ∫
Q
|vm|r0 dxdt
]
≤ c for all r0 := p
d+ 2
d
(5.44)
uniformly in m. From this, (5.43) and the assumption p > 2d+2
d+2 we gain
E
[ ∫
Q
|vm ⊗ vm|p0 +
∫
Q
|∇
(
vm ⊗ vm
)
|p0 dxdt
]
≤ c (5.45)
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for some p0 > 1. We obtain limit functions v, S˜, V, Φ˜ such that after passing to subsequences
vm ⇁ v in L
β
2
p(Ω,F ,P;Lp(0, T ;W 1,p0,div(G))),
vm ⇁ v in Lβ(Ω,F ,P;Lr(0, T ;L2(G))) ∀r <∞
1
m
|vm|q−2vm → 0 in L
β
2
q′ (Ω,F ,P;Lq
′
(Q)),
S(ε(vm))⇁ S˜ in Lp
′
(Ω,F ,P;Lp
′
(Q)),
S(ε(vm))⇁ S˜ in Lp
′
(Ω,F ,P;Lp
′
(0, T ;W−1,p
′
(G))),
vm ⊗ vm ⇁ V in Lp0(Ω,F ,P;Lp0(0, T ;W 1,p0(G))),
Φ(vm)⇁ Φ˜ in Lβ(Ω,F ,P;Lr(0, T ;L2(U,L
2(G)))) ∀r <∞.
(5.46)
Moreover, we know
v ∈ Lβ(Ω,F ,P;L∞(0, T ;L2(G)),
Φ˜ ∈ Lβ(Ω,F ,P;L∞(0, T ;L2(U,L2(G)))).
In order to introduce the pressure we set
Hm1 := S(ε(v
m)),
Hm2 := ∇∆
−1fm +∇∆−1
( 1
m
|vm|q−2vm
)
+ vm ⊗ vm,
Φm := Φ(vm).
Using Theorem 5, Corollary 7 and Corollary 10 we obtain functions πmh , π
m
1 , π
m
2 adapted to (Ft) and
Φmπ progressively measurable such that∫
G
(
vm −∇πmh
)
(t) · ϕ dx
=
∫
G
vm0 · ϕdx −
∫
G
∫ t
0
(
Hm1 − π
m
1 I
)
: ∇ϕ dxdσ +
∫
G
∫ t
0
div
(
Hm2 − π
m
2 I
)
·ϕ dxdσ
+
∫
G
∫ t
0
Φm dWσ ·ϕ dx+
∫
G
∫ t
0
Φmπ dWσ ·ϕ dx. (5.47)
The following bounds hold uniformly in m8
Hm1 ∈ L
β
2
p′(Ω,F ,P, Lp
′
(Q)),
Hm2 ∈ L
p0(Ω,F ,P, Lp0(0, T ;W 1,p0(G))),
Φm ∈ Lβ(Ω,F ,P, L∞(0, T ;L2(U,L2(G)))).
(5.48)
We have the same uniform bounds for the pressure functions
πmh ∈ L
β(Ω,F ,P, L∞(0, T ;L2(G))),
πm1 ∈ L
β
2
p′(Ω,F ,P, Lp
′
(Q)),
πm2 ∈ L
p0(Ω,F ,P, Lp0(0, T ;W 1,p0(G)))),
Φmπ ∈ L
β(Ω,F ,P, L∞(0, T ;L2(U,L2(G)))).
(5.49)
Here we used Corollary 7 and Corollary 10. For the harmonic pressure we obtain using regularity
theory for harmonic functions and Corollary 9
πmh ∈ L
β(Ω,F ,P;Lr(0, T ;W k,∞loc (G))) (5.50)
8Here we use the continuity of ∇∆−1 from Lp0(G) to W 1,p0(G).
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for all k ∈ N. After passing to subsequences (not relabeled) we have the following convergences (where
r <∞ is arbitrary)
πmh ⇁ πh in L
β(Ω,F ,P;Lr(0, T ;W k,rloc (G))),
πm1 ⇁ π1 in L
β
2
p′(Ω,F ,P, Lp
′
(Q)),
πm2 ⇁ π2 in L
p0(Ω,F ,P, Lp0(0, T ;W 1,p0(G)))),
Φmπ ⇁ Φπ in L
β(Ω,F ,P, Lr(0, T ;L2(U,L
2(G)))).
(5.51)
In the following we need to show that the limit functions in (5.46) satisfy V = v ⊗ v and Φ˜ = Φ(v)
hold. We will realize this by compactness arguments and a change of the probability space similar to
the proof of Theorem 12. After this, in a final step, we will show S˜ = S(ε(v)).
Step 2: compactness
Now we will show compactness of vm where we follow ideas from [25], section 4. In order to include
the pressure in the compactness method we have to deal with weak convergences. This situation is
not covered by the classical Skorokhod Theorem. However, a generalization of it – the Jakubowski-
Skorokhod Theorem, see [28] – applies to quasi-polish spaces (also used in [8]). This includes weak
topologies of Banach spaces.
First we deduce from (5.42)-(5.44)
E
[∥∥∥vm(t)− ∫ t
0
Φ(vm) dWσ
∥∥∥
W 1,p0 ([0,T ];W
−1,p0
div
(G))
]
≤ c.
For the stochastic term we quote from [25], proof of Lemma 4.6, for some µ = µ(d, p) > 0
E
[∥∥∥ ∫ t
0
Φ(vm) dWσ
∥∥∥
Cµ([0,T ];L2(G))
]
≤ c
(
1 +
∫
Ω×Q
|vm|r0 dxdt dP
)
≤ c.
This is a consequence of (5.43), with r0 > 2 and assumption (2.8). Combining the both informations
above shows
E
[
‖vm‖
Cµ([0,T ];W
−1,p0
div
(G))
]
≤ c. (5.52)
and also for some λ > 0
E
[
‖vm‖
Wλ,p0(0,T ;W
−1,p0
div
(G))
]
≤ c. (5.53)
An interpolation with Lp0(0, T ;W 1,p00,div(G)) yields on account of (5.43) for some κ > 0 (see [1], Thm.
3.1)
E
[
‖vm‖Wκ,p0 (0,T ;Lp0
div
(G))
]
≤ c. (5.54)
As a consequence of p > 2d+2
d+2 we have
Wκ,p0(0, T ;Lp0div(G)) ∩ L
p(0, T ;W 1,p0,div(G)) →֒ L
r(0, T ;Lrdiv(G))
compactly for all r < pd+2
d
. We will use this embedding in order to show compactness of vm. Similarly,
we argue for the harmonic pressure πmh . We have compactness of the embedding
L∞(0, T ;L2(G)) ∩ {∆u(t) = 0 for a.e. t} →֒ Lr(0, T ;Lrloc(G))
which follows from local regularity theory for harmonic functions and Lebesgue’s Theorem about
dominated convergence (cf. [41], (4.24)).
We consider th path space
V :=Lr(0, T ;Lrdiv(G))⊗ L
r(0, T ;Lrloc(G))⊗
(
Lp
′
(Q), w
)
⊗
(
Lp0(0, T ;W 1,p0(G))), w
)
⊗
(
Lr(0, T ;L2(U,L
2(G))), w
)
⊗ C([0, T ], U0)⊗ L
2(G)⊗ L2(Q)
We will use the following notations (w refers to the weak topology):
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• νvm is the law of vm on Lr(0, T ;Lr(G));
• νπm
h
is the law of πmh on L
r(0, T ;Lrloc(G));
• νπm
1
is the law of πm1 on
(
Lp
′
(Q), w
)
;
• νπm
2
is the law of πm2 on
(
Lp0(0, T ;W 1,p0(G))), w
)
;
• νΦmπ is the law of Φ
m
π on
(
Lr(0, T ;L2(U,L
2(G))), w
)
;
• νW is the law of W on C([0, T ], U0), where U0 is defined in (2.6);
• νm is the joint law of vm, πmh , π
m
1 , π
m
2 , Φ
m
π , W, v0 and f on V .
We need to show tightness of the measure νm.
We consider the ball BR in the space Wκ,p0(0, T ;L
p0
div(G)) ∩ L
p(0, T ;W 1,pdiv (G)) and obtain for its
complement BCR by (5.44) and (5.54)
νvm(B
C
R) = P
(
‖vm‖Wκ,p0 (0,T ;Lp0
div
(G)) + ‖v
m‖Lp(0,T ;W 1,p
div
(G)) ≥ R
)
≤
1
R
E
(
‖vm‖Wκ,p0 (0,T ;Lp0
div
(G)) + ‖v
m‖
Lp(0,T ;W 1,p
div
(G))
)
≤
c
R
.
So for a fixed η > 0 we find R(η) with
νvm(BR(η)) ≥ 1−
η
8
.
Using (5.50) we can show that also the law of πmh is tight; i.e. there exists a compact set Cπ ⊂
Lr(0, T ;Lrloc(G)) such that νπmh (Cπ) ≥ 1 −
η
8 . Due to the reflexivity of the corresponding spaces we
find compact sets for πm1 , π
m
2 and Φ
m
π with measures greater or equal then 1−
η
8 . The law νW is tight
as it coincides with the law of W which is a Radon measure on the Polish space C([0, T ], U0). So,
there exists a compact set Cη ⊂ C([0, T ], U0) such that νWm(Cη) ≥ 1 −
η
8 . By the same argument
we can find compact subsets of L2div(G) and L
2(Q) such that their measures (Λ0 and Λf ) are smaller
than 1 − η8 . Hence, we can find a compact subset Vη ⊂ V such that ν
m(Vη) ≥ 1 − η. Thus,
{νm, m ∈ N} is tight in the same space. On account of the Jakubowski-Skorohod Theorem [28] we
can infer the existence of a probability space (Ω,F ,P), a sequence (vN , πmh , π
m
1 , π
m
2 , Φ
m
π ,W
m,vm0 , f
m)
and (v, πh, π1, π2, Φπ,W,v0, f) on (Ω,F ,P) both with values in V such that the following holds
• The laws of (vm, πmh , π
m
1 , π
m
2 , Φ
m
π ,W
m,vm0 , f
m) and (v, πh, π1, π2, Φπ,W,v0, f) under P coincide
with νm and ν := limm ν
m.
• We have P-a.s. the weak convergences
πm1 ⇁ π1 in L
p′(Q),
πm2 ⇁ π2 in L
p0(0, T ;W 1,p0(G))),
Φmπ ⇁ Φπ in L
r(0, T ;L2(U,L
2(G))).
• We have P-a.s. the strong convergences
vm → v in Lr(0, T ;Lr(G)),
πmh → πh in L
r(0, T ;Lrloc(G)),
Wm →W in C([0, T ], U0),
vm0 → v0 in L
2(G),
fm → f in L2(0, T ;L2(G)).
• We have for all α <∞∫
Ω
(
sup
[0,T ]
‖Wm(t)‖αU0
)
dP =
∫
Ω
(
sup
[0,T ]
‖W(t)‖αU0
)
dP.
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On account of the equality of laws we gain the weak convergences
πm1 ⇁ π1 in L
p′(Ω,F ,P, Lp
′
(Q),
πm2 ⇁ π2 in L
p0(Ω,F ,P, Lp0(0, T ;W 1,p0(G))),
Φmπ ⇁ Φπ in L
p0(Ω,F ,P, Lr(0, T ;L2(U,L
2(G)))),
after choosing a subsequence, and by Vitali’s convergence Theorem the strong convergences
Wm −→W in L2(Ω,F ,P;C([0, T ], U0)), (5.55)
vm −→ v in Lr(Ω×Q;P⊗ Ld+1), (5.56)
∇kπmh −→ ∇
kπh in L
r(Ω× (0, T )×G′;P⊗ Ld+1), (5.57)
vm0 −→ v0 in L
2(Ω×G,P⊗ Ld+1), (5.58)
fm −→ f in L2(Ω×Q,P⊗ Ld+1), (5.59)
for all r < pd+2
d
and all G′ ⋐ G. For the harmonic pressure we used local regularity theory for
harmonic maps. This implies for all α <∞
vm ⊗ vm ⇁ v ⊗ v in Lp0(Ω,F ,P, Lp0(0, T ;W 1,p0(G))),
Φ(vm)⇁ Φ(v) in Lβ(Ω,F ,P, Lα(0, T ;L2(U,L
2(G)))),
Φπ(v
m)⇁ Φπ(v) in L
β(Ω,F ,P, Lα(0, T ;L2(U,L
2(G)))).
(5.60)
Again we define (F t) be the P-augmented canonical filtration of the process (v, πh, π1, π2, Φπ,W, f),
respectively, that is
F t = σ
(
σ
(
rtv, rtπh, rtπ1, rtπ2, rtΦπ, rtW, rtf) ∪
{
N ∈ F ; P(N) = 0
})
, t ∈ [0, T ].
As done in the proof of Theorem 12 (but using test-functions from C∞0 (G) instead of C
∞
0,div(G)) we
can show that the equation also hold on the new probability space, i.e. we have P ⊗ L1-a.e. for all
ϕ ∈ C∞0 (G)∫
G
(
vm −∇πmh
)
(t) · ϕ dx
=
∫
G
vm0 · ϕdx −
∫
G
∫ t
0
(
Hm1 − π
m
1 I
)
: ∇ϕ dxdσ +
∫
G
∫ t
0
div
(
Hm2 − π
m
2 I
)
·ϕ dxdσ
+
∫
G
∫ t
0
Φ(vm) dWσ ·ϕ dx+
∫
G
∫ t
0
Φmπ dWσ · ϕ dx
using the abbreviations
Hm1 := S(ε(v
m)),
Hm2 := ∇∆
−1fm +∇∆−1
( 1
m
|vm|q−2vm
)
+ vm ⊗ vm.
From the convergences above we gain the limit equation (using again [13], Lemma 2.1, for the conver-
gence of the stochastic integral)∫
G
(
v −∇πh
)
(t) ·ϕ dx
=
∫
G
v0 ·ϕ dx−
∫
G
∫ t
0
(
H1 − π1I
)
: ∇ϕ dxdσ +
∫
G
∫ t
0
div
(
H2 − π2I
)
· ϕ dxdσ
+
∫
G
∫ t
0
Φ(v) dWσ · ϕdx+
∫
G
∫ t
0
Φπ dWσ ·ϕ dx
(5.61)
for all ϕ ∈ C∞0 (G), where
H1 := S˜, H2 := ∇∆
−1f + v ⊗ v.
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It remains to show S˜ = S(ε(v)). Now we let
Gm1 := S(ε(v
m))− S˜,
Gm2 := ∇∆
−1(fm − f)+∇∆−1( 1
m
|vm|q−2vm
)
+ vm ⊗ vm − v ⊗ v,
Φm :=
(
Φ(vm),−Φ(v)
)
, Φmϑ :=
(
Φπ(v
m),−Φπ(v)
)
,
ϑmh = π
m
h − πh, ϑ
m
1 = π
m
1 − π1, ϑ
m
2 = π
m
2 − π2.
The following convergences are true
vm − v⇁ 0 in L
β
2
p(Ω,F ,P, Lp(0, T ;W 1,p0 (G))),
vm − v⇁ 0 in Lβ(Ω,F ,P, Lr(0, T ;L2(G))) ∀r <∞,
Gm1 ⇁ 0 in L
β
2
p′(Ω,F ,P, Lp
′
(Q)),
Gm2 ⇁ 0 in L
p0(Ω,F ,P, Lp0(0, T ;W 1,p0(G))),
Φm − Φ ⇁ 0 in Lβ(Ω,F ,P, Lr(0, T ;L2(U,L
2(G)))) ∀r <∞.
(5.62)
where Φ = (Φ(v),−Φ(v)). We have the same convergences for the pressure functions:
ϑmh → 0 in L
β(Ω,F ,P, Lr(0, T ;W k,rloc (G))) ∀r <∞,
ϑm1 ⇁ 0 in L
β
2
p′(Ω,F ,P, Lp
′
(Q)),
ϑm2 ⇁ 0 in L
p0(Ω,F ,P, Lp0(0, T ;W 1,p0(G))),
Φmϑ − Φϑ ⇁ 0 in L
β(Ω,F ,P, Lr(0, T ;L2(U,L
2(G)))) ∀r <∞.
(5.63)
Moreover, we have
ϑmh ∈ L
β(Ω,F ,P, L∞(0, T ;L2(G))),
Φm ∈ Lβ(Ω,F ,P, L∞(0, T ;L2(U,L2(G)))),
Φmϑ ∈ L
β(Ω,F ,P, L∞(0, T ;L2(U,L2(G)))),
(5.64)
uniformly in m.
The difference of approximated equation and limit equation reads as∫
G
(
vm − v +∇ϑmh
)
(t) ·ϕ dx
=
∫
G
(
vm(0)− v0
)
· ϕ dx−
∫
G
∫ t
0
(
Gm1 − ϑ
m
1 I
)
: ∇ϕ dxdσ +
∫
G
∫ t
0
div
(
Gm2 − ϑ
m
2 I
)
· ϕ dxdσ
+
∫
G
∫ t
0
Φm d(Wmσ ,Wσ) · ϕ dx+
∫
G
∫ t
0
Φmϑ d(W
m
σ ,Wσ) ·ϕ dx. (5.65)
for all ϕ ∈ C∞0 (G). In the following we will show that S˜ = S(ε(v)) holds which will finish the
proof of Theorem 3. Therefore we introduce the sequence um := vm −∇ϑmh and the double sequence
um,k := um − uk, m ≥ k, for which we have the convergences
um ⇁ 0 in Lp(Ω,F ,P, Lp(0, T ;W 1,p0 (G))), (5.66)
um → 0 in Lr(Ω× (0, T )×G′;P⊗ Ld+1), (5.67)
and the equation∫
G
um,k(t) ·ϕ dx =
∫
G
u
m,k
0 · ϕ dx
−
∫
G
∫ t
0
(
G
m,k
1 − ϑ
m,k
1 I
)
: ∇ϕ dxdσ +
∫
G
∫ t
0
div
(
G
m,k
2 − ϑ
m,k
2 I
)
·ϕ dxdσ
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+∫
G
∫ t
0
Φm,k d(Wmσ ,W
k
σ) ·ϕ dx+
∫
G
∫ t
0
Φ
m,k
ϑ d(W
m
σ ,W
k
σ) ·ϕ dx (5.68)
for all ϕ ∈ C∞0 (G). All involved quantities with superscript
m,k are defined analogously to um,k by
taking an appropriate difference.
Step 3: monotone operator theory and L∞-truncation
By density arguments we are allowed to test with ϕ ∈ W 1,p0 ∩ L
∞(G). Since the function v(ω, t, ·)
does not belong to this class, the L∞-truncation was used for the deterministic problem (see [21] for
the steady case and [41] for the unsteady problem). We will apply a variant of it adapted to the
stochastic fashion.
We define hL and HL, L ∈ N0, by
hL(s) :=
∫ s
0
ΨL(θ)θ dθ, HL(ξ) := hL(|ξ|),
ΨL :=
L∑
ℓ=1
ψ2−ℓ , ψδ(s) := ψ(δs),
where ψ ∈ C∞0 ([0, 2]), 0 ≤ ψ ≤ 1, ψ ≡ 1 on [0, 1] and 0 ≤ −ψ
′ ≤ 2. Now we consider for η ∈ C∞0 (G)
the function
fL(v) :=
∫
G
ηHL(v) dx
and apply Itoˆ’s formula (see Lemma 15). This yields
∫
G
ηHL(u
m,k(t)) dx =fL(u
m,k(0)) +
∫ t
0
f ′L(u
m,k) dum,k +
1
2
∫ t
0
f ′′L(u
m,k) d〈um,k〉σ
=
∫
G
ηHL(u
m
0 − u
k
0) dx
−
∫
G
∫ t
0
η
(
G
m,k
1 − ϑ
m,k
1 I
)
: ∇
(
ΨL(|u
m,k|)um,k
)
dxdσ
−
∫
G
∫ t
0
(
G
m,k
1 − ϑ
m,k
1 I
)
: ∇η ⊗ΨL(|u
m,k|)um,k dxdσ
+
∫
G
∫ t
0
ηΨL(|u
m,k|) div
(
G
m,k
2 − ϑ
m,k
2 I
)
· um dxdσ
+
∫
G
∫ t
0
ηΨL(|u
m,k|)um,k ·
(
Φ(vm,k) dWmσ − Φ(v
k) dWkσ
)
dx
+
∫
G
∫ t
0
ηΨL(|u
m,k|)um,k ·
(
Φϑ(v
m,k) dWmσ − Φϑ(v
k) dWkσ
)
dx
+
1
2
∫
G
∫ t
0
ηD2HL(u
m,k) d
〈∫ ·
0
Φ(vm) dWm −
∫ ·
0
Φ(vk) dWk
〉
σ
dx
+
1
2
∫
G
∫ t
0
ηD2HL(u
m,k) d
〈∫ ·
0
Φϑ(v
m) dWm −
∫ ·
0
Φϑ(v
k) dWk
〉
σ
dx
=:(O) + (I) + (II) + (III) + (IV ) + (V ) + (V I) + (V II).
Equation (5.58) and um(0) − uk(0) = vm(0) − vk(0) (see Theorem 5 b) imply that E
[
(O)
]
→ 0 if
m, k →∞. The aim of the following observations is to show that the expectation values of (II)−(V I)
vanish for m, k →∞ which gives the same for (I). By monotone operator theory this yields ε(vm)→
ε(v) a.e. Although the rough ideas are clear their rigorous proof is quite technical.
By construction of ΨL we obtain, after passing to a subsequence,
ΨL(|u
m,k|)um,k −→ 0 in Lr(Ω×Q,P× Ld+1), m, k → 0, (5.69)
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for all r < ∞ (first, we have boundedness in Lr, then the strong convergence follows in combination
with (5.56)). This implies
E
[
(II)
]
, E
[
(III)
]
−→ 0, m, k →∞,
as a consequence of (5.62) and (5.63). Since E[(IV )] = E[(V )] = 0 only (V I) and (V II) remain. We
gain as |D2HL| ≤ c(L) that
(V I) ≤ c
d∑
ℓ=1
∫
G
∫ t
0
d
〈∫ ·
0
(
Φ(vm)− Φ(vk)
)
dWm
〉ℓℓ
σ
dx
+ c
d∑
ℓ=1
∫
G
∫ t
0
d
〈∫ ·
0
Φ(vk) d
(
Wm −Wk
)〉ℓℓ
σ
dx
+ c
d∑
ℓ=1
∫
G
∫ t
0
d
〈∫ ·
0
(
Φ(vm)− Φ(vk)
)
dWm
)
,
∫ ·
0
(
Φ(vk) d
(
Wm −Wk
)〉ℓℓ
σ
dx
≤ c
d∑
ℓ=1
∫
G
∫ t
0
d
〈∫ ·
0
(
Φ(vm)− Φ(vk)
)
dWm
〉ℓℓ
σ
dx
+ c
d∑
ℓ=1
∫
G
∫ t
0
d
〈∫ ·
0
Φ(vk) d
(
Wm −Wk
)〉ℓℓ
σ
dx
=: c(V I)1 + c(V I)2.
We have by (2.8) and (5.56)
E
[
(V I)1
]
≤ cE
[ ∫ t
0
‖Φ(vm)− Φ(vk)‖2L2(U,L2(G)) dσ
]
≤ cE
[ ∫ t
0
∫
G
|vm − vk|2 dxdσ
]
−→ 0, m, k → 0.
Moreover, since vk ∈ L2(Ω×Q,P⊗ Ld+1) uniformly in k we obtain by (2.9) and (5.55)
E
[
(V I)2
]
= E
[∫ T
0
∑
i
(∫
G
|gi(v
k)|2 Var
(
βm
i
(1)− βk
i
(1)
)
dx
)
dt
]
≤ E
[∫ T
0
(∫
G
sup
i
i2|gi(v
k)|2 dx
)
dt
]∑
i
1
i2
Var
(
βm
i
(1)− βk
i
(1)
)
≤ cE
[∫ T
0
∫
G
(
1 + |vk|2
)
dxdt
]
E
[
‖Wm −Wk‖2C([0,T ],U0)
]
−→ 0, m, k →∞.
As a consequence of Corollary 7 (and the usage of the cut-off function η) we know that Φϑ inherits
the properties of Φ, so (V II) can be estimated following the same ideas. Plugging all together, we
have shown
lim sup
m,k
E
[ ∫
Q
η
(
S(ε(vm))− S(ε(vk))
)
: ΨL(|u
m,k|)ε(um,k) dxdσ
]
≤ lim sup
m,k
E
[ ∫
Q
η
(
S(ε(vm))− S(ε(vk))
)
: ∇
{
ΨL(|u
m,k|)
}
⊗ um,k dxdσ
]
+ lim sup
m,k
E
[∫
Q
η ϑ
m,k
1 div
(
ΨL(|u
m,k|)um,k
)
dxdσ
]
.
(5.70)
Now we want to show that the r.h.s. is bounded in L. Since div um,k = 0 there holds
lim sup
m,k
E
[∫
Q
η ϑ
m,k
1 div
(
ΨL(|u
m,k|)um,k
)
dxdσ
]
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= lim sup
m,k
E
[∫
Q
η ϑ
m,k
1 ∇
{
ΨL(|u
m,k|)
}
· um,k dxdσ
]
.
So, by (5.62) and (5.63), we only need to show
∇ΨL(|u
m,k|)um,k ∈ Lp(Ω×Q,P⊗ Ld+1) (5.71)
uniformly in L, m and k to conclude
lim sup
m,k
E
[ ∫
Q
η
(
S(ε(vm))− S(ε(vk))
)
: ΨL(|u
m,k|)ε(um,k) dxdσ
]
≤ K. (5.72)
We have for all ℓ ∈ N0∣∣∇{ψ2−ℓ(|um,k|)}um,k∣∣ ≤ ∣∣ψ′2−ℓ(|um,k|)um,k ⊗∇um,k∣∣
≤ −2−ℓ|um,k|ψ′(2−ℓ|um,k|)|∇um,k|
≤ c|∇um,k|χAℓ ,
Aℓ :=
{
2ℓ < |um,k| ≤ 2ℓ+1
}
.
This implies
∣∣∇ΨL(|um,k|)um,k∣∣ ≤ L∑
ℓ=0
∣∣∇{ψ2−ℓ(|um,k|)}um,k∣∣
≤ c
L∑
ℓ=0
∣∣∇um,k∣∣χAℓ ≤ c|∇um,k|.
This yields (5.71) and hence also (5.72) is shown. Now we consider
ΣL,m,k := E
[∫
Q
η
(
S(ε(vm))− S(ε(vk))
)
: ΨL(|u
m,k|)ε(um,k) dxdσ
]
.
On account of (5.72) we have ΣL,m ≤ K independent from L and m. Thus, using Cantor’s diagonal-
izing principle we gain a subsequence with
σℓ,ml,kl := E
[ ∫
Q
η
(
S(ε(vml))− S(ε(vkl))
)
: ψ2−ℓ(|u
ml,kl |)ε(uml,kl) dxdσ
]
−→ σℓ, ℓ ∈ N0,
for l →∞. We know as a consequence of the monotonicity of S that σℓ ≥ 0 for all ℓ ∈ N. Moreover,
σℓ is increasing in ℓ. This implies on account of (5.72)
0 ≤ σ0 ≤
σ0 + σ1 + ...+ σℓ
ℓ
≤
K
ℓ
for all ℓ ∈ N. Hence we have σ0 = 0 and therefore
E
[ ∫
Q
(
S(ε(vm))− S(ε(vk))
)
: ψ1(|u
m,k|)ε(um,k) dxdσ
]
−→ 0, m, k → 0.
Due to (5.57) we infer
E
[ ∫
Q
(
S(ε(vm))− S(ε(vk))
)
: ψ1(|u
m,k|)ε(vm,k) dxdσ
]
−→ 0, m, k→ 0, (5.73)
For θ ∈ (0, 1) we obain
E
[ ∫
Q
((
S(ε(vm))− S(ε(vk))
)
: ε(vm,k)
)θ
dxdσ
]
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=∫
Ω×Q
χ{|um,k|>1}
((
S(ε(vm))− S(ε(vk))
)
: ε(vm,k)
)θ
dxdσ dP
+
∫
Ω×Q
χ{|um,k|≤1}
((
S(ε(vm))− S(ε(vk))
)
: ε(vm,k)
)θ
dxdσ dP
=: (A) + (B).
By (5.66) and (5.67) there holds
(A) ≤ P⊗ Ld+1
(
[|um,k| ≥ 1]
)1−θ(∫
Ω×Q
(
S(ε(vm))− S(ε(vk))
)
: ε(um,k) dxdσ dP
)θ
≤ c
(
E
[ ∫
Q
|um − uk|2 dxdσ
])1−θ
−→ 0, m, k → 0,
where we took into account Ho¨lder’s inequality. Since (B) also vanishes for m, k → 0 by (5.73) we
finally have shown
E
[ ∫
Q
((
S(ε(vm))− S(ε(vk))
)
: ε
(
vm − vk
))θ
dxdσ
]
−→ 0, m, k → 0,
for all θ < 1. The monotonicity of S implies that ε(vm) is Cauchy sequence P⊗ Ld+1-a.e. The limit
function therefore exists P ⊗ Ld+1 but has to be equal to ε(v) on account of (5.62)1. This justifies
the limit procedure in the energy integral, e.g. S˜ = S(ε(v)) is shown and the proof of Theorem 3 is
therefore complete.
6. Appendix: Itoˆ’s formula in infinite dimensions
In this section we establish a version of Itoˆ’s formula which holds for weak solutions of SPDE’s on
a probability space (Ω,F ,P). Let u ∈ Vp,q with p, q ∈ (1,∞) be a solution to the system∫
G
u(t) ·ϕ dx =
∫
G
u0 ·ϕ dx+
∫ t
0
∫
G
H : ∇ϕ dxdσ
+
∫ t
0
∫
G
h · ϕ dxdt+
∫
G
∫ t
0
ϕ · ΦdWσ dx
(6.74)
for all ϕ ∈ C∞0 (G), where W is given by (2.7). We assume
(I1) u0 ∈ L2(Ω,F0,P;L2(G));
(I2) H ∈ Lp
′
(Ω,F ,P;Lp
′
(Q)) adapted to (Ft);
(I3) h ∈ Lq
′
(Ω,F ,P;Lq
′
(Q)) adapted to (Ft);
(I4) Φ ∈ L2(Ω,F ,P;L2(0, T ;L2(U,L2(G)))) progressively measurable.
Lemma 15 (Itoˆ’s Lemma). Let
f : L2(G)→ R, v 7→
∫
G
F (x,v) dx,
where F ∈ C2(G× Rd) has the following properties: for all (x, ξ) ∈ G× Rd we have
• |DξF (x, ξ)| ≤ c(1 + |ξ|) and |D2ξ(x, ξ)| ≤ c;
• |DxDξF (x, ξ)| ≤ c(1 + |ξ|).
Let u ∈ Vp,q with p, q ∈ (1,∞) be a solution to (6.74) under (I1)-(I4). Then there holds
f(u(t)) =f(u(0)) +
∫ t
0
f ′(u) du+
1
2
∫ t
0
f ′′(u) d〈u〉σ ,
where the term f ′(u) du has to be understood as an appropriate duality product.
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Proof. We follow the ideas of [14], Prop. 1. We replace ϕ with the mollification ϕ̺, where ̺ <
dist(spt(ϕ), ∂G). This yields
u̺(t) = (u0)̺ −
∫ t
0
divH̺ dσ +
∫ t
0
h̺ dσ +
∑
k
∫ t
0
(Φk)ρ dβk,
where Φk := Φek a.e. on G. So we can apply the common finite-dimensional Itoˆ formula to the
real-valued process t 7→ f(u̺(t)) and gain
f(u̺(t)) =f(u̺(0)) +
∫ t
0
f ′(u̺) du̺ +
1
2
∫ t
0
f ′′(u̺) d〈u̺〉σ. (6.75)
Here we have for w ∈ L2(G)
f ′(w)ϕ =
∫
G
DξF (x,w) · ϕ dx, ϕ ∈ L
2(G),
f ′′(w)(ϕ,ψ) =
∫
G
D2ξF (x,w)(ϕ,ψ) dx, ϕ,ψ ∈ L
2(G).
The process t 7→ 〈u̺〉t is the quadratic variation of uρ with values in N (L2(G))(the set of nuclear
operators on L2(G)).
As a consequence of the convergence properties of the convolution a passage to the limit in (6.75)
implies the claim (see [14] for more details).
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