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ABSTRACT. The objective of this paper is to discuss some invariants of
singularities of algebraic schemes over fields of positive characteristic, and
to show their usefulness for the simplification of singularities. We focus
here on invariants that arise in an inductive manner, namely, by succes-
sive elimination of variables. When applied to a hypersurface singularity,
they lead to a refinement of the notion of multiplicity. The Weierstrass
Preparation Theorem allows us to express the equation defining the hy-
persurface as a polynomial equation; in this case, the new invariants can
be defined, in some way, from the coefficients of this polynomial, and
hence this theorem enables us to define invariants in one variable fewer.
In this paper, we present a generalized form of the Weierstrass Prepa-
ration Theorem that enables us to eliminate several variables at once, and
to define invariants in this more general setting.
This leads to the definition of inductive invariants that refine the mul-
tiplicity in the hypersurface case. In addition, they provide a refinement
of the Hilbert-Samuel stratification for the non-hypersurface case.
Finally, the paper includes some applications of these invariants to the
open problem of resolution of singularities.
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1. INTRODUCTION
1.1. In 1964, Hironaka proved resolution of singularities over fields of
characteristic zero in his celebrated paper [28, 29]. Herein, he first quantified the
singularities making use of the Hilbert-Samuel function. More precisely, a singular
variety X is stratified in accordance with the Hilbert-Samuel function attached to
its points. Roughly speaking, each stratum is given by the points that have the
same function.
Hironaka proved that this invariant (the worst Hilbert-Samuel function cor-
responding to points in X) can be improved by applying suitable transformations,
and that resolution of singularities is achieved by successive applications of this
procedure.
The significant step in his proof consists in proving that the worst Hilbert-
Samuel function can be improved. To this end, he makes use of local arguments,
and assumes that locally at a given point x ∈ X, there is an immersion X ⊂ W ,
where W is a regular variety. If I denotes the ideal defining X at OW,x he con-
structs, at the completion OˆW,x, finitely many elements {h1, . . . , hs} and positive
integers {n1, . . . , ns}, so that each hi has multiplicity ni at OˆW,x, and the com-
pletion of the Hilbert-Samuel stratum is given by
H =
⋂
{w ∈ W ′ | ordw(hi) ≥ ni},
whereW ′ = Spec(OˆW,x). In particular, a regular center Y is locally included in the
Hilbert-Samuel stratum of X ⊂ W if and only if its pull-back at W ′, say Y ′, is an
equimultiple center for each hypersurface defined by hi = 0. He shows that the
so-called idealistic exponent (e.g., {h1, . . . , hs} and {n1, . . . , ns}) can be chosen so
that if {h(1)1 , . . . , h
(1)
s } denote the strict transforms at W
′(1), obtained by blowing
up Y ′, then the pullback to W
′(1) of the Hilbert stratum of the strict transform of
X is defined by
H (1) =
⋂
{w ∈ W
′(1) | ordw(h
(1)
i ) ≥ ni}.
In addition, Hironaka shows that {h1, . . . , hs} and {n1, . . . , ns} can be chosen
so that this condition holds after one applies any sequence of blow-ups at centers
included in the Hilbert-Samuel stratum.
This argument provides a local reduction to the hypersurface case, and the
advantage is that the law of transformation of a hypersurface is easy to handle.
A resolution of an idealistic exponent consists of the construction of a sequence
of monoidal transformations so that the final transform, for instance,H (r), where
H (r) =
⋂
{w ∈ W
′(r) | ordw(h
(r)
i ) ≥ ni},
is empty. This would lead to an improvement of the worst Hilbert-Samuel stra-
tum, at least locally above x ∈ X.
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In addition, Hironaka assigns to an idealistic exponent the notion of max-
imal contact, consisting in part of a regular system of parameters of OˆW,x (e.g.,
{z1, . . . , zτ}) that is obtained from the data. The regular variety {z1 = 0, . . . , zτ =
0} has the property that it contains the Hilbert-Samuel stratumH , for instance,
H ⊆ {z1 = 0, . . . , zτ = 0} =
⋂
{w ∈ W ′ | ordw(zi) ≥ 1},
and that the inclusion is preserved by the previous kind of monoidal transforma-
tions.
This inclusion is crucial in Hironaka’s induction on the dimension of the
ambient space, as it enables him to construct a resolution of an idealistic exponent.
Let us indicate that this construction of the idealistic exponents at the com-
pletion (and of their resolution at this setting) was sufficient to obtain the non-
constructive proof presented in [28, 29].
In 1975, in [23], Giraud partially extended the previous results to the case of
positive characteristic: given a point x ∈ X, and an immersion X ⊂ W in a regular
variety, he constructed at OˆW,x a presentation (see [23, Definition 3.1]):
• An idealistic exponent given by elements h1, . . . , hs and integers n1,
. . . , ns , such that each hi has multiplicity ni at OˆW,x, and the Hilbert-
Samuel stratum is H =
⋂
{w ∈ W ′ | ordw(hi) ≥ ni}, where, again,
W ′ = Spec(OˆW,x);
• A part of a regular system of parameters {z1, . . . , zτ} of OˆW,x;
• Elements f1, . . . , fτ of order pei , certain powers of the characteristic, such
that, if the base field is perfect, then Inx(fi) = Z
pei
i ∈ gr(OˆW,x), where
Zi = Inx(zi).
In this setting, the polynomials fj mimic the role of the maximal contact given by
Hironaka, since the pullback of the Hilbert-Samuel stratum fulfills
H ⊆
⋂
{w ∈ W ′ | ordw(fi) ≥ pei}.
Moreover, if Y is a regular subvariety included in the Hilbert-Samuel stratum, and
Y ′ is as before, Giraud proves that the previous inclusion is stable under a blow-up
along Y ′, for instance,
H (1) ⊆
⋂
{w ∈ W
′(1) | ordw(f
(1)
i ) ≥ p
ei},
where the f (1)i are the strict transforms of the fi at W
′(1).
Let us indicate that the previous elements z1, . . . , zτ are given with prescribed
properties: the initial forms Zi = Inx(zi) describe the ridge of the tangent cone,
which is a subspace included in TX,x. In addition, Giraud adds to this data a
formally smooth morphism from W ′ to a formally smooth scheme of dimension
d−τ. This morphism is in some natural way transversal to the idealistic exponent,
and this transversality is preserved by blow-ups that are defined as above.
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In 1977, Hironaka showed that {h1, . . . , hs} and {n1, . . . , ns} can be con-
structed, within the conditions introduced by Giraud, but now at the henseliza-
tion of OW,x (see [33]). This is a result of Aroca that applies to varieties defined
over perfect fields, and allows one to show that all the previous data hold at a
suitable e´tale neighborhood of x ∈ W . Therefore, Giraud’s presentations can be
developed within the class of schemes of finite type over a perfect field.
The results in this paper are related in many ways to those of Giraud, although
we also make use of the existence of idealistic exponents in e´tale topology. Our
motivation is Hironaka’s treatment of idealistic exponents in characteristic zero. In
this case, he constructs a maximal contact variety of dimensiond−τ. Moreover, he
defines a new idealistic exponent in this smaller-dimensional regular variety. It is
in terms of these restricted data that he defines a function, called here H-ord(d−τ)
(see [33, Proposition 8]). We also refer to Theorem 11.1 and Definition 11.8 in
[35] for Hironaka’s definition of these functions in the context of local analytic
spaces.
In this paper, we reproduce, at least partially, this strategy in characteristic p,
with some essential differences: we make use, as in Giraud’s approach, of suitable
transversal projections from a regular variety of dimension d to one of dimension
d− τ, together with a form of elimination of variables. A second ingredient, also
crucial for the construction of our extended function H-ord(d−e), will be the Gen-
eralized Preparation Theorem (see Theorem 6.5). This theorem will encompass
all the data in Giraud’s presentations, and will allow us to improve the form of
Giraud’s functions fi.
In fact, the transversal projection and the preparation theorem enable us to
present the fi as polynomials. Moreover, the fi are of the form
fi(zi) = z
pei
i + a
(i)
1 z
pei−1
i + · · · + apei ,
where the a(i)j now involve only d − τ-variables, and Inx(zi) = Zi, 1 ≤ i ≤ τ,
define the ridge of the tangent cone at the given point. We will show that the
presentations given in this form are also stable under monoidal transformations.
Thus, in our approach, the notion of restriction is replaced by that of projec-
tions. This is done in such a way that, when specialized to characteristic zero, we
recover Hironaka’s original H-ord(d−τ) function.
As indicated, the invariants to be introduced here will be obtained by succes-
sive elimination of variables. They will generalize, at least for the case of elim-
ination of one variable, invariants that were already treated in pioneering works
of Cossart and Moh. This will also provide a refinement of the Hilbert-Samuel
stratification for a scheme of finite type over a perfect field.
Finally, in Section 7, some numerical conditions involving these invariants will
be discussed. We will ultimately show that, when these conditions hold, the worst
Hilbert-Samuel stratum can be simplified by means of permissible transformations
(blow-ups along centers included in a Hilbert-Samuel stratum).
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1.2. The form of elimination to be considered makes use of the Weierstrass
Preparation Theorem. Fix a closed point x ∈ X, where X denotes a hypersurface
embedded in a smooth d-dimensional ambient scheme over a perfect field k (e.g.,
V (d)). Let the multiplicity of X at x be n. The Weierstrass Preparation Theorem
asserts that, at a suitable e´tale neighborhood of V (d) at x, one can define a smooth
morphism (e.g., V (d)
β
-→ V (d−1)) so that the ideal of the hypersurface X is spanned
by a monic polynomial, for instance,
f (z1) = z
n
1 + a1z
n−1
1 + · · · + an ∈ OV (d−1)[z1].
Here, {z1 = 0} is a section of β, the coefficients lie in the smooth scheme V (d−1),
and {z1} can be extended to a regular system of parameters in OV (d) ,x. These
coefficients involve one variable less, so there is a form of elimination of z1 in this
approach. Despite the fact that such a polynomial is not intrinsic to x ∈ X, there
is significant information of the singularity encoded in the coefficients, used here
to define some invariants of the singularity (X,x).
The τ-invariant at a point x ∈ X, defined in terms of the ridge of the tangent
cone, is a positive integer that indicates the number of variables that can be natu-
rally eliminated, at least for the purpose of simplifying the singularity. We present
a generalized form of the Weierstrass Preparation Theorem, which fits better in
this frame, in which τ variables are to be eliminated (τ ≥ 1). To illustrate this
fact, assume that τ ≥ 2, in this case this invariant, indicates that one can eliminate
two variables simultaneously. The usual Weierstrass Preparation Theorem would
provide a smooth morphism at an e´tale neighborhood of x (e.g., V (d)
β
-→ V (d−1)),
together with two monic polynomials, for example,
f1(z1) = z
n
1 + a1z
n−1
1 + · · · + an ∈ OV (d−1)[z1],
and
f2(z2) = z
m
2 + b1z
m−1
2 + · · · + bm ∈ OV (d−1)[z2].
The drawback of this outcome is that the coefficients of both polynomials lie
in V (d−1), whereas we would like to eliminate simultaneously the two variables
z1 and z2. We circumvent this difficulty by presenting a suitable generalization
of the Weierstrass Preparation Theorem, which enables us to construct a smooth
morphism (e.g., V (d)
β
-→ V (d−2)), defined at an e´tale neighborhood of x, so that
the ideal of the two equations can be expressed by monic polynomials of the form
f1(z1) = z
n
1 + a1z
n−1
1 + · · · + an ∈ OV (d−2)[z1],
and
f2(z2) = z
m
2 + b1z
m−1
2 + · · · + bm ∈ OV (d−2)[z2].
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Here, z1 and z2 can be chosen so that z1 = 0 and z2 = 0 are two different sections
of β, and {z1, z2} can be extended to a regular system of parameters inOV (d) ,x (see
Proposition 6.1).
The advantage of this new formulation over the previous one is that the coef-
ficients of both polynomials lie in a smooth scheme of dimension d−2 (involving
two variables fewer). Moreover, when Hironaka’s invariant is r , the generalized
Weierstrass Preparation Theorem (Theorem 6.5) allows us to find r monic poly-
nomials, all with coefficients in a smooth scheme of dimension d− r (involving r
variables fewer).
Some applications of this form of the Preparation Theorem will be addressed
in the last part of Section 6 and Section 7. There, we extend the main results in
[6], in particular, the definition of the H-functions (see Definition 6.10), treated
in the cited paper for the case τ = 1. These H-functions will be used to formulate
the notion of strong monomial case (Definition 7.1), and also to show that the
simplification of singularities is possible in such case (see Theorem 7.3). The
latter is a natural extension of [6, Theorem 8.14].
Another application of the generalized Preparation Theorem is the resolution
of singularities of two-dimensional schemes (Theorem 7.4) by blowing up at reg-
ular centers. This result is an extension of the resolution of surfaces embedded in
three-dimensional spaces, as was proved in [7].
The notion of invariant, as used in Hironaka’s work, has a very precise mean-
ing and special features. This will be discussed at the beginning of the next sec-
tions. These features will also hold for those invariants introduced in this work.
In particular, they will inherit properties as that of equivariance.
Let us indicate that the invariants attached to a polynomial at a point in Theo-
rem 4.10 and Corollary 4.11 are also treated by Cossart-Piltant in [16, Definition
2.15], and studied there in a more general context, including the arithmetic case.
We also refer to the work of Kawanoue-Matsuki ([38], [39]) for other invariants
attached to singularities in positive characteristic.
2. SOME BASICS AND AN OVERALL VIEW OF THE PAPER
2.1. Hironaka proved resolution of singularities in characteristic zero in
[28,29]. His proof is existential, whereas we are going to discuss here constructive,
or algorithmic, proofs of this theorem.
As a first approach, an algorithm of resolution of singularities would be a
procedure in which once a variety is fixed, the result is a unique sequence of trans-
formations, and the final transform of the variety is smooth:
X
input
+3 Algorithm
output
+3 X
π1
←- X1 ←- · · ·
πr
←- Xr .
It is natural to require some properties for this algorithm, such as the following:
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• Compatibility with isomorphisms: Fix two schemes X and Y and assume
that θ : X -→ Y is an isomorphism of schemes. Once we fix a smooth
subscheme C ⊂ X, we can consider the blow-up along C (e.g., X
πC
←---------------X1).
On the other hand, consider the blow-up along θ(C) (e.g., Y
πθ(C)
←------------------------ Y1).
This gives rise to a square diagram
X
θ ≅

X1
πCoo
θ1≅

Y Y1 .
πθ(C)
oo
Having this in mind, it is quite predictable to require the algorithm of res-
olution to be compatible with isomorphisms, namely, that the sequences
of transformations assigned by the algorithm to Y and to X should be
related in this manner (by considering the fiber product).
• Compatibility with restriction to open subsets
• Compatibility with smooth morphisms.
The last two properties can be explained in the same way we have described the
compatibility with isomorphisms.
These properties are known to hold for constructive resolutions ([46]). There
are multiple forms to create an algorithm (and in fact, there are many of them).
The importance of the notion of compatibility with isomorphisms was indi-
cated by Hironaka in [33]. However, this concept evolves from the theory of Trees,
Groves, and Polygroves, developed by Hironaka in earlier publications (see, e.g.,
[32]). These ideas are the starting point for the concept of “invariant” as used by
Hironaka. They play a relevant role in the globalization of local data (e.g., [30]).
An invariant function will be a function defined in points of a variety that fulfills
the natural properties of the previous discussion: namely,
• Two isomorphic varieties will have the same invariant function. In other
words, if X
θ
-→ Y is an isomorphism of varieties, and iX , iY are the corre-
spondent invariant functions, then iX(x) = iY (θ(x)).
• There will be good behavior with restriction to open sets and with e´tale
topology.
A first example of an invariant function is the Hilbert-Samuel function that
we will discuss below.
Remark 2.1. An algorithm of resolution of singularities is our first example
of invariant function. Despite the fact that the Hilbert-Samuel function is an
invariant function, it is not enough to prove resolution of singularities; however, it
will be the first step in the search for an algorithm. In fact, algorithms of resolution
are given as a suitable refinement of the Hilbert-Samuel function (see [8], [19],
[45], [50]).
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2.2. Let X ⊂ V (d) be a hypersurface embedded in a d-dimensional smooth
scheme over a perfect field k. An upper semi-continuous function, for instance,
mult : X -→ Z,
is defined by setting mult(x) as the multiplicity of X at x.
If b ∈ Z denotes the highest value achieved by this function, then the set of
b-fold points (e.g., X(b) = {x ∈ X |mult(x) = b}) is closed. We encompass this
situation in a more general setting that leads us to the notion of pairs, as follows.
Pairs: Set, as before, V (d) a d-dimensional smooth scheme over a perfect field k.
Fix a non-zero sheaf of ideals (e.g., J ⊂ OV (d)), and a positive integer b. Here,
(J, b) is called a pair. It defines a closed subset in V (d), called the singular locus of
(J, b), for example,
Sing(J, b) = {x ∈ V (d) | νx(J) ≥ b},
where νx(J) denotes the order of J in regular local ring OV (d),x . When J = I(X)
and X is a hypersurface, the singular locus Sing(J, b) is the set of b-fold points of
X.
Let Y be a smooth irreducible subscheme included in Sing(J, b), and let
V (d)
πY
←------------- V (d)1 denote the monoidal transformation with center Y . Note that
there is a factorization of the form
JO
V
(d)
1
= I(H)bJ1,
where H = π−1Y (Y) denotes the exceptional hypersurface. This defines a new pair
(J1, b), called the transform of (J, b). Similarly, an iteration of transformations,
for instance,
(2.1) (J, b) (J1, b) (Jr , b)
V (d) V
(d)
1
πYoo · · ·
πY1oo V (d)r ,
πYr−1oo
can be defined by setting V (d)i
πYi
←---------------V (d)i+1 as the transformation with smooth centers
Yi ⊂ Sing(Ji, b). Let Hi+1 denote the new exceptional hypersurface in V
(d)
i+1.
We shall always assume that such sequences are defined in such a way that
the strict transforms of the r exceptional hypersurfaces (e.g., {H1, . . . ,Hr}) have
normal crossings in V (d)r . A sequence of transformation, as above, is said to be a
resolution if, in addition, Sing(Jr , b) = ∅.
In the case of hypersurfaces, a resolution of the pair (I(X), b) defines an elim-
ination of the b-fold points of X by blowing up centers included in the successive
b-fold points of the strict transforms of the hypersurface.
Our strategy to define a refinement of the multiplicity will be accomplished
in steps. A first approach is to search for functions defined on the class of pairs,
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namely, functions defined in some prescribed way along the closed sets defined by
pairs.
For more general varieties X ⊂ V (d), one can work with the Hilbert-Samuel
function. Consider, at each closed point ξ ∈ X, the graph of the Hilbert-Samuel
function at the local ring OX,ξ. This is a function from N to N, so the graph is an
element of NN, which we consider with the lexicographic ordering. It is possible
to extend this function to non-closed points, for example,
HSX : X → NN,
in such a way that it is upper semicontinuous. The stratification on X defined
by this function is called the Hilbert-Samuel stratification (each stratum is called a
Hilbert-Samuel stratum). Consider maxHSX to be the maximum value of HSX ,
and denote by MaxHSX the maximum stratum of the Hilbert-Samuel function
(e.g., MaxHSX = {ξ ∈ X | HSX(ξ) = maxHSX}). In the same way as with
the multiplicity for a hypersurface discussed before, Hironaka defines a pair (J, b)
with the following properties:
(1) MaxHSX = Sing(J, b).
(2) Any sequence of transformations of pairs
(2.2) V (d) V
(d)
1
πYoo · · ·
πY1oo V
(d)
r
πYr−1oo
(J, b) (J1, b) (Jr , b)
will induce a sequence of transformations over X, for instance,
(2.3) V (d) V (d)1
πYoo · · ·
πY1oo V (d)r
πYr−1oo
X X1 Xr
,
and moreover, the equality
(2.4) MaxHSXi = Sing(Ji, b)
holds for any index i < r .
Note that if (2.2) is a resolution of the pair (J, b), namely, if Sing(Jr , b) = ∅,
then the maximum value of the Hilbert-Samuel function drops at Xr for the in-
duced sequence (2.3). Thus, resolution of pairs leads to improvement of the max-
imum value of HSX ; moreover, Hironaka proves that resolution of singularities is
achieved by iterating this procedure.
Problem. We have fixed X ⊂ V (d) and attached to it a pair (J, b). Assume now
that one considers a different embedding of X (e.g., X ⊂ V ′(d)) with the same dimen-
sion d. Suppose there is a new pair (J′, b′) that fulfills the two previous properties.
It is natural to require that the induced transformations defined over X, defined by a
resolution of (J, b), be the same as that obtained by a resolution of (J′, b′).
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In order to address these questions, we define an algorithm of resolution of
basic objects. Namely, we define a totally ordered set Γ , and, for each pair (J, b),
an upper semi-continuous function δ(J,b) : Sing(J, b) -→ Γ , so that the closed
stratum corresponding to the biggest value (e.g., Maxδ(J,b)) is regular, and such
that a resolution of the pair is achieved by successive blow-ups at such stratum.
Requirement. The requirement we impose on an algorithm is now clear:
given X ⊂ V (d) and a pair (J, b), and given X ⊂ V ′(d) and a pair (J′, b′), both in
the previous conditions for the same X, we require that the sequence of transfor-
mations defined over X by the resolution of (J, b) be the same as that defined by
the resolution of (J′, b′).
Note here that (2.4) allows us to define these functions on
MaxHSXi(= Sing(Ji, b) = Sing(J
′
i , b
′)).
The requirement is fulfilled if the induced functions over X are independent of
the pairs (J, b) and (J′b′) described before, and if this fact is preserved by the
prescribed blow-ups.
A first step in the definition of this algorithm, subject to this requirement, is
given by Hironaka’s function.
Remark 2.2. Hironaka defines a function ord(J,b) : Sing(J, b) -→ Q by
ord(J,b)(ξ) =
νξ(J)
b
,
where νξ(J) is the order of ideal J in the regular local ring OV (d),ξ . Recall that
Sing(J, b) =MaxHSX = Sing(J′, b′).
A remarkable property of this function, to be discussed below, is that
(2.5) ord(J,b)(ξ) = ord(J′,b′)(ξ)
for any ξ ∈MaxHSX . This fact leads to the definition of the function
ord(d)X : MaxHSX -→ Q.
This key observation ensures that if the algorithm, namely Γ and the functions
δ(J,b) : Sing(J, b) -→ Γ , are defined in terms of Hironaka’s function, then the
requirement is automatically fulfilled.
This is precisely how algorithms of resolution in characteristic zero are defined.
2.3. On the equality (2.5) and the property of equivariance.
Definition 2.3. Fix a point x ∈ Sing(J, b). A marked sequence over x is given
by the following:
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(1) A sequence of transformations
(2.6) V (d) V
(d)
1
π1oo · · ·
π2oo V (d)ℓ
πℓ−1oo
(J, b) (J1, b) (Jℓ, b)
where the center of the transformation πj is included in Sing(Jj−1, b);
(2) A collection of points x0, . . . , xℓ, where
πi(xi) = xi−1 and x0 = x.
To be precise, in the previous sequence of transformations, one can intercalate
other morphisms like restrictions to open sets or multiplications by affine spaces.
We refer to [5] for more details on this notion.
Remark 2.4 (Theoretical observation on Hironaka’s set). From the marked
sequences over ξ, one can read the rational number ord(J,b)(ξ). More precisely,
this is given by codimxi(Sing(Ji, b)) in V
(d)
i .
Some consequences.
• Note here that any marked sequence over ξ of the form (2.6) induces a
sequence of embedded transformations over X, for instance,
V (d) V
(d)
1
π1oo · · ·
π2oo V (d)ℓ
πℓ−1oo
X X1 Xℓ,
and a collection of points xi ∈ Xi, where πi(xi) = xi−1 and x0 = ξ.
The previous observation can be reformulated in such a way that the
rational number ord(J,b)(ξ) is given by codimxi(MaxHSXi) in V
(d)
i . In
particular, we then have ord(J,b)(ξ) = ord(J′b′)(ξ) via the identifications
Sing(Ji, b) =MaxHSXi = Sing(J
′
i , b
′).
• Let α : X -→ Y be an isomorphism of schemes. We had the data
X ⊂ V (d), and the pair (J, b). The isomorphism α provides an inclu-
sion Y ⊂ V (d), and the same pair (J, b) is a representative of MaxHSY .
The previous observation implies that ordY (α(ξ)) = ordX(ξ).
• As we said before, any algorithm of resolution of a basic object using this
order function will inherit the property of equivariance.
• The functions or invariant functions described in this paper are defined in
a way analogous to that of Hironaka’s inductive functions, so they inherit
all the good properties described before.
2.4. The order function, and lower-dimensional H-functions. An exam-
ple of a function on the class of pairs is Hironaka’s τ-function. For each pair
(J, b), over V (d), a lower semi-continuous function
τ(J,b) : Sing(J, b) -→ Z≥0
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is defined (or, say, (−1) · τ(J,b) is upper semi-continuous). The value we have at
x ∈ Sing(J, b) (e.g., τ(J,b)(x)) is an integer encoding fundamental information.
When x is a closed point in V (d), then grM(OV (d),x) is a polynomial ring over
a perfect field, and τ(J,b)(x) is defined as the least number of variables required to
express the homogenous ideal spanned by (J +Mb+1)/Mb+1.
In practical terms, and for the sake of resolution, the invariant τ(J,b)(x) indi-
cates the number of variables that can be eliminated. This claim will be clarified
below, but let us indicate some properties that support it.
In the case of characteristic zero, given that x ∈ Sing(J, b), and if we set
e = τ(J,b)(x), there is then a smooth subscheme of dimension d− e inside V (d)
(e.g., V (d−e) ⊂ V (d)), together with a pair (J¯, b′), with the property that a resolu-
tion of (J¯, b′) defines a resolution of (J, b).
This construction can be done in a neighborhood of x. The advantage of
this reformulation is that J¯ is an ideal in V (d−e), and hence involves e variables
less. The underlying idea is, of course, that the smaller the dimension of V (d−e)
is, the easier it is to construct a resolution. Here, V (d−e) is defined so that, locally,
Sing(J, b) ⊂ V (d−e), and moreover, Sing(J, b) = Sing(J¯, b′).
Example 2.5. In the case of f = y2 + z3 + x7 ∈ k[x,y, z], the τ invariant
of the pair (〈f 〉,2) is in this case equal to 1 at the origin, and y is the variable
that can be eliminated. Here, we have that V (d−e) = V (2) = Spec(k[x, z]), and
(J¯, b′ = (〈z3 + x7〉,2).
We now introduce one of the main objects of interest in this work, the so-
called r -dimensional H-functions
H-ord(r)(J,b) : Sing(J, b) -→ Q.
These functions are somehow subordinated to the previous τ-function. In fact,
if e = τ(J,b)(x), then at least e variables can be eliminated. In this case, we
shall define functions H-ord(r)(J,b) at a suitable neighborhood of x, but only for
d− e ≤ r ≤ d.
For the case r = d, the function H-ord(d)(J,b) is always defined. In this case,
H-ord(d)(J,b) = ord
(d)
(J,b), where
ord(d)(J,b) : Sing(J, b) -→ Q with ord
(d)
(J,b)(y) =
νy(J)
b
for y ∈ Sing(J, b), and νy(J) denotes the order of J in OV (d),y . Thus, the
d-dimensional function coincides with Hironaka’s well-known order function,
namely, ord(J,b). One checks easily that ord(J,b) is upper semi-continuous.
A property of these functions H-ord(r)(J,b) is that they are constantly equal to 1
at points of Sing(J, b), in a neighborhood of x, except for
(2.7) H-ord(d−e)(J,b) : Sing(J, b) -→ Q.
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When the characteristic is zero, H-ord(d−e) admits the following description: set
V (d−e) ⊂ V (d) and (J¯, b′), as above. Recall that Sing(J, b) = Sing(J¯, b′), and set
(2.8) H-ord(d−e)(J,b) (y) =
νy(J¯)
b′
,
for y ∈ Sing(J, b), where νy(J¯) denotes the order of J¯ at OV (d−e),y . This local
description, which holds only in characteristic zero, indicates that (2.7) is upper
semi-continuous.
The previous definition makes use of the existence of hypersurfaces of maxi-
mal contact, which is a particular feature of characteristic zero. In the case of pos-
itive characteristic, H-ord(d−e)(J,b) (y) does not admit a local description as in (2.8).
Moreover, it will be shown that function (2.7) is no longer upper semi-continuous
(see Example 2.9).
2.5. Objective of this work. We shall indicate later how H-ord(d−e)(J,b) (y) is
defined over fields of positive characteristic. The behavior of this function is rather
untraceable. It has been studied in previous works (e.g., [42], [43] [11], [14],
[15], [26]), but only as a refinement of hypersurface singularities. Our results here
are directed towards singularities of arbitrary schemes over perfect fields, and the
outcome is a refinement of the Hilbert-Samuel stratification.
Set r = d − e. As previously indicated, in general the functions H-ord(r)(J,b) :
Sing(J, b) -→ Q are not upper semi-continuous; one cannot expect a nice induc-
tive formulation, as that in (2.8), which is valid only in characteristic zero. In this
paper, we show that this lack of semicontinuity can be somehow bounded; to this
end, we present two functions on pairs: the roof function, for instance,
R(r)(J,b) : Sing(J, b) -→ Q,(2.9)
and the floor function, for instance,
F (r)(J,b) : Sing(J, b) -→ Q.(2.10)
Both R(r)(J,b) and F
(r)
(J,b) are upper semi-continuous functions, and
Fr(J,b) ≤ H-ord
(r)
(J,b) ≤ R
(r)
(J,b).
In characteristic zero we get an equality on the right-hand side. In particular,
ord(r)(J,b) is upper semi-continuous.
The objective of this paper is to explore these functions in positive charac-
teristic, and to show that resolution of pairs (J, b) is attained when one of the
inequalities is an equality.
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The roof functions R(r) will be discussed in 2.12, and the floor functions F (r)
in 2.14. Some indications on the behavior of the H-functions H-ord(r)(J,b) will be
discussed in 2.15.
A precise formulation of the previous statement is given in Theorem 2.13. A
first step in this direction requires a harmless reformulation, in which pairs are
replaced by Rees algebras (see 2.6). The advantage of this reformulation is that
each algebra can be naturally enlarged to a new algebra that is enriched by the
action of differential operators. These are called differential Rees algebras, which
have been recently studied, because of the strong properties they have, by several
authors such as Hironaka, Kawanoue-Matsuki, and Włodarczyk (e.g., [36], [38],
[39], [47], [48], [9], [6], [51]). Moreover, for the purpose of our study, we can
always restrict attention to these algebras compatible with differential operators.
2.6. From pairs to Rees algebras. A pair over V (d) can be viewed as an
algebra. A Rees algebra over V (d) is an algebra of the form G =
⊕
n∈N InW
n,
where I0 = OV (d) and each In is a coherent sheaf of ideals. Here, W denotes a
dummy variable introduced to keep track of the degree, so G ⊂ OV (d)[W] is an
inclusion of graded algebras. It is always assumed that, locally at any point of V (d),
G is a finitely generated OV (d) -algebra. Specifically, when one restricts to an affine
set, there are local generators (e.g., {fn1 , . . . , fns}), so that
G = OV (d)[fn1W
n1 , . . . , fnsW
ns] (⊂ OV (d)[W]).
We now define the singular locus of G =
⊕
InWn to be the closed set
Sing(G) := {x ∈ V (d) | νx(In) ≥ n for each n ∈ N}.
Fix a monoidal transformation V (d)
πC←-------------- V (d)1 with center C ⊂ Sing(G). For
all n ∈ N, there is a factorization of the form
InOV (d)1
= I(H1)
n · I(1)n ,
where H1 = π
−1
C (C) denotes the exceptional hypersurface. This defines a Rees
algebra over V (d)1 (e.g., G1 =
⊕
n∈N I
(1)
n Wn), called the transform of G. This
transformation will be denoted by
(2.11) G G1
V (d) V
(d)
1
πCoo
.
A sequence of transformations will be denoted by
(2.12) G G1 Gr
V (d) V
(d)
1
πCoo · · ·
πC1oo V (d)r ,
πCr−1oo
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and herein we always assume that the exceptional locus of the composite mor-
phism V (d) ←- V (d)r (e.g., {H1, . . . ,Hr}) is a union of hypersurfaces with only
normal crossings in V (d)r . A sequence (2.12) is said to be a resolution of G if, in
addition, Sing(Gr ) = ∅.
A pair (J, b) over V (d) defines an algebra, for instance,
G(J,b) = OV (d)[JW
b].
Note here that Sing(J, b) = Sing(G(J,b)); moreover, if we consider G = G(J,b) in
(2.11), then G1 = G(J1,b), where (J1, b) denotes the transform of (J, b). Thus,
algebras appear as a naive reformulation of pairs, and a resolution of G(J,b) is the
same as a resolution of (J, b). Furthermore, all the previous discussion, developed
in terms of pairs, has a natural analog for Rees algebras. We first discuss, briefly,
the formulation of the τ-invariant for algebras over V (d).
2.7. Hironaka’s τ-invariant. Fix a Rees algebra G over V (d) and a closed
point x ∈ Sing(G). Recall that the tangent space at x is
TV (d) ,x = Spec(grM(OV (d),x)).
An homogeneous ideal is attached to G at the closed point x (e.g., Inx(G)), is
included in grMx (OV (d),x), and is defined as homogeneous ideal generated by
the class of In at the quotient Mnx/M
n+1
x , for all n. The tangent cone at x (e.g.,
CG(x) ⊂ TV (d) ,x) will be the cone defined by this homogeneous ideal. There is a
largest subspace, denoted by LG , which is included and acting by translations on
CG. This linear space is called the space of vertices of CG(x). Finally, the τ-invariant
at a closed point is defined by setting τG(x) (= τG,x) to be the codimension of
LG,x in TV (d) ,x . Here, we are going to consider the τ-invariant only at closed
points x. In this setting, whenever x is closed, τG(x) is the fewest number of
variables required to express generators of the ideal Inx(G) in the polynomial ring
grM(OV (d) ,x).
For the particular case of G = G(J,b), we thus get τG(x) = τ(J,b)(x) at any
x ∈ Sing(J, b) = Sing(G).
2.8. Rees algebras and differential structure. There are various advantages
in formulating invariants in terms of Rees algebras as opposed to formulating them
in terms of pairs. One of these advantages arises when one studies Rees algebras
with a natural compatibility with differential operators.
A Rees algebra G =
⊕
n≥0 InW
n over V (d) is said to be a differential Rees
algebra if, locally (e.g., over any open affine set) Dr (In) ⊂ In−r , for any index n
and for any differential operator Dr of order r < n.
If this property holds for all k-linear differential operators, then we say that G
is an absolute differential Rees algebra over the smooth scheme V (d). It is convenient
to extend the previous definition to the relative context, for example, when a
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smooth morphism V (d)
β
-→ V (d
′) is fixed. If the previous property holds for
differential operators which are OV (d′)-linear, or, for instance, β-relative operators,
then G is said to be a β-relative differential Rees algebra, or simply β-differential.
Proposition 2.6 ([47, Theorems 3.2 and 4.1]). Every Rees algebra G over V (d)
admits an extension to a new Rees algebra (e.g., G ⊂ Diff(G)), so that Diff(G) is a
differential Rees algebra. It has the following properties:
(1) Diff(G) is the smallest differential Rees algebra containing G.
(2) Sing(G) = Sing(Diff(G)).
(3) The equality in (2) is preserved by transformations. In particular, any resolu-
tion of G defines a resolution of Diff(G), and the converse holds.
The property in (3) says that, for the sake of defining a resolution of G, we
may always assume that it is a differential Rees algebra. This is an important
reduction because, as we shall see, differential Rees algebras have very powerful
properties. Further details can be found in [47].
2.9. Transversal projections and elimination. Once we fix a closed point
x ∈ V (d), it is very simple to construct, for any positive integer d′ ≤ d, a smooth
scheme V (d
′) together with a smooth morphism β : V (d) -→ V (d
′) (a projection),
at least when we restrict V (d) to an e´tale neighborhood of x. The claim follows,
essentially, from the definition of smoothness. In fact, (V (d), x) is an e´tale neigh-
borhood of (A(d),O), and plenty of smooth morphisms (i.e., plenty of surjective
linear transformations) (A(d),O) -→ (A(d
′),O) can be constructed. Note that if
{x1, . . . , xd} is a regular system of parameters at OV (d),x , then (V
(d), x) is an e´tale
neighborhood of A(d)k = Spec(k[x1, . . . , xd]) at the origin.
Furthermore, given a subspace S of dimension d−d′ in TV (d) ,x , one can easily
construct V (d
′) and a smooth β : V (d) -→ V (d
′) so that ker(d(β)x) = S (here,
d(β)x : TV (d),x → TV (d′),β(x) is a surjective linear transformation).
Fix now a differential Rees algebra over V (d) and a closed point x ∈ Sing(G).
Recall here that τG(x) = e is the codimension of LG,x (⊂ CG,x) in the tangent
space. Set d′ so that d ≥ d′ ≥ d− e.
For d′ in these conditions, we say that a smooth morphism β : V (d) -→ V (d
′)
is transversal to G at x if
ker(dβ)x ∩LG,x =O.
This condition is open (it holds at points in a neighborhood of x), and a
smooth morphism β : V (d) -→ V (d
′) is said to be transversal to G, if this condition
holds at any point of Sing(G).
Since G is a differential Rees algebra, it is, in particular, a β-differential Rees
algebra.
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Proposition 2.7. Assume that β : V (d) -→ V (d
′) is transversal to G, and that G
is β-differential. Then, a Rees algebra RG,β is defined over V (d
′), for instance,
(2.13) G RG,β
V (d)
β
// V (d
′)
(i.e.,RG,β ⊂ OV (d′)[W]), with the following properties:
(1) The natural lifting ofRG,β (e.g., β∗(RG,β)) is a subalgebra of G ([48, The-
orem 4.13]).
(2) β(Sing(G)) ⊂ Sing(RG,β); moreover, β|Sing(G) : Sing(G) -→ Sing(RG,β)
defines a set theoretical bijection of Sing(G) with its image ([48, 1.15 and
Theorem 4.11], or [9, 7.1]).
(3) Given a smooth sub-scheme Y ⊂ Sing(G), β(Y) (⊂ Sing(RG,β)) is isomor-
phic to Y . In particular, Y defines a transformation of G and also of RG,β
([9, Theorem 9.1 (i)]).
(4) A smooth center Y ⊂ Sing(G) defines a commutative diagram
(2.14) G G1
V (d)
β

V (d)1
πYoo
β1
V (d−1) V
(d−1)
1
πβ(Y)
oo
RG,β (RG,β)1
where G1 and (RG,β)1 denote the transforms of G and RG,β, respectively
([9, Theorems 10.1 and 9.1]). Here, β1 is defined in the restriction of V
(d)
1
to a neighborhood of Sing(G1), and this diagram has the following properties:
(4a) V (d)1
β1
-→ V (d
′)
1 is transversal to G1 and G1 is β1-differential. In partic-
ular, we get
G1 RG1,β1
V (d)1
β1 // V (d
′)
1
.
(4b) (RG,β)1 coincides with the algebra RG1,β1 , defined by β1.
The algebra RG,β over V (d
′) defined by a transversal β : V (d) -→ V (d
′) as in
(2.13) is called the elimination algebra of G defined by β.
2.10. The previous proposition says that, given β : V (d) -→ V (d
′) transver-
sal to G, and if G is a β-differential Rees algebra (e.g., if G is an absolute differ-
ential Rees algebra), then an arbitrary sequence of monoidal transformations, for
instance,
(2.15) G G1 Gr
V (d) V
(d)
1
πYoo · · ·
πY1oo V (d)r ,
πYr−1oo
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gives rise to a diagram, for instance,
(2.16) G G1 Gr
V (d)
β

V (d)1
πYoo
β1

. . .
πY1oo V (d)r
βr

πYr−1oo
V (d
′) V (d
′)
1
πβ(Y)
oo · · ·
πβ1(Y1)oo V (d
′)
r
πβr−1(Yr−1)oo
RG,β (RG,β)1 (RG,β)r ,
where the following hold:
(1) For any index i, there is an inclusion (RG,β)i ⊂ Gi.
(2) Every βi is transversal to Gi, and Gi is βi-differential.
(3) V (d
′)
i
πβ(Yi)
←------------------------- V (d
′)
i+1 denotes the transformation with center βi(Yi) that is
isomorphic to Yi.
(4) (RG,β)i = RGi,βi where the latter denotes the elimination algebra of Gi
with respect to βi.
(5) βi(Sing(Gi))⊂Sing((RG,β)i), and βi|Sing(Gi) : Sing(Gi) -→βi(Sing(Gi))
is an identification. In the characteristic zero case, the previous inclusions
are equalities, but in positive characteristic, in general, only the inclusion
holds.
Remark 2.8. It is convenient to consider the Rees algebra G to be differential
in the formulation of 2.10. We know this can be done since G and its differential
closure lead to the same resolution (see Proposition 2.6). In fact, in this case,
locally at any closed point x ∈ Sing(G), one can construct a smooth scheme
V (d
′) and a smooth morphism β : V (d) -→ V (d
′), and then G will always be a
β-differential Rees algebra. In fact, an absolute differential Rees algebra is always
relative differential for any smooth morphism β : V (d) -→ V (d
′).
2.11. Order and lower-dimensional H-functions and Rees algebras. Fix
a Rees algebra G =
⊕
InWn over a d-dimensional smooth scheme V (d). Lower
dimensional H-functions
H-ord(r)(G) : Sing(G) -→ Q≥0
will be defined for r in a certain range d′ ≤ r ≤ d (for some d′ ≤ d). For r = d,
the function H-ord(d) is usually denoted simply by “ord”; we will use this notation
in this work. In this case,
(2.17) ord(G)(x) =min
{
νx(In)
n
| n ∈ N
}
,
with x ∈ Sing(G).
Some Characteristic Free Invariants of Singularities 375
Facts.
• If τG(x) ≥ 1, then the function is constantly equal to 1 in an open neigh-
borhood of x.
• If τG(x) ≥ e, then, in a neighborhood of x, the functions are defined
in a range d − e ≤ r ≤ d. Moreover, H-ord(r)(G) is equal to 1 in a
neighborhood of x for r ≥ d− e+ 1.
• A particular feature is that, in general, the function ord(G) is upper semi-
continuous.
• In contrast, if τG(x) ≥ e > 0, the function H-ord
(d−e)(G) might not be
upper semi-continuous. The following example illustrates this fact.
Example 2.9. Fix f = zp + xyp ∈ k[x,y, z] with k a perfect field of
characteristic p > 0. In this example, the H-function will be exactly (p+ 1)/p in
any closed point of the form (x,y, z) = (λ,0,0). Nevertheless, the value of the
H-function at the generic point of the line y = z = 0 will be 1.
2.12. On the upper-bound function. Fix a differential Rees algebra G. Let e
be a positive integer, and assume that τG(x) ≥ e at any closed point x ∈ Sing(G),
so that the function Ord(d−e)(G) : Sing(G) -→ Q≥0 will be defined. We also
make use of the property (1) in Proposition 2.7 to define, for a given sequence of
transformations (2.15), new functions:
Ord(d−e)(Gi) : Sing(Gi) -→ Q≥0.
To this end, fix β : V (d) -→ V (d
′) transversal to G for d′ = d− e. This induces a
sequence (2.16). Set, for each index i ≤ r ,
Ord(d−e)(Gi)(x) = ord((RG,β)i)(βi(x)).
In 2.13, we indicate some general properties of the function ord((RG,β)).
Claim 2.10. The function H-ord(d−e)(Gi)(x) will be defined so that, for any
x ∈ Sing(G),
H-ord(d−e)(Gi)(x) ≤ Ord
(d−e)
(Gi)(x).
That is, the upper semi-continuous function Ord(d−e) will provide an upper bound
for our H-function.
2.13. Note that the functions Ord(d−e)(Gi) have been studied in [9]. The
main results are as follows:
(1) The functions are intrinsic to the sequence of transformations (2.15).
Namely, they are independent of the choice of the transversal morphism
β : V (d) → V (d
′) in (2.16) ([9, Theorem 10.1]).
(2) The functions H-ord(d−e)(G) and Ord(d−e)(G) coincide if the charac-
teristic is zero. In particular, the function H-ord(d−e)(G) is upper semi-
continuous in such a case.
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(3) It is proved in [9, Part 5 and 10.4] that, up to an induction hypothesis on
d−e, a sequence (2.16) can be constructed so that either the singular locus
of the transform is empty, the τ-invariant increases, or the elimination
algebra (RG,β)r is monomial, that is, it is defined by an invertible sheaf of
ideals supported on the exceptional locus, for instance,
(2.18) (RG,β)r = OV (d−e)r [I(H1)
α1 . . . I(Hr )
αrW s],
where Hi is the strict transform of the exceptional component introduced
by πβi−1(Yi−1).
Remark 2.11. In characteristic zero, it is easy to extend a sequence that is
monomial (in the sense of (2.18)) to a resolution of singularities. This exten-
sion can be constructed by choosing centers in a simple combinatorial manner.
However, this is not the case in positive characteristic, which is quite a bit more
involved (see Theorem 2.13).
2.14. On the lower-bound function and tamed H-functions. A remark-
able property of the H-functions, which was studied in [6, 7.4], is that they enable
us to assign, to a sequence of transformations of G, a monomial algebra that turns
out to be a useful tool in the study of singularities. The monomial algebra assigned
to (2.16) is
(2.19) MrW s = OV (d−e)r [I(H1)
h1 . . . I(Hr)
hrW s],
where each exponent hi is defined by setting, for i = 0, . . . , r − 1,
hi+1
s
= H-ord(d−e)(Gi)(ξYi)− 1,
where ξYi denotes the generic point of Yi.
Claim 2.12. The following inequalities hold for any sequence such as that on
(2.15):
ord(MrW s)(x) ≤H-ord
(d−e)(Gr )(x) ≤ Ord
(d−e)(Gr )(x),
and for all x ∈ Sing(Gr ).
This indicates that at least our untraceable H-function fits between two upper
semi-continuous functions. The next theorem gives conditions under which the
H-function has a nice and tame behavior. Moreover, when these conditions hold,
this leads to a resolution of the algebra.
Theorem 2.13. Fix a differential Rees algebra G. Fix a positive integer e, and
assume, as in 2.12, that τG(x) ≥ e at any closed point x ∈ Sing(G). Consider
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a sequence of transformations (2.16) with the property in (2.18), namely, that the
elimination algebra is monomial. SetMrW s as in (2.19). If, for any x ∈ Sing(Gr ),
(2.20) H-ord(d−e)(Gr )(x) = ord(MrW
s)(x),
then the combinatorial resolution of MrW s can be lifted to a sequence of monoidal
transformations over Gr , for instance,
(2.21) G G1 Gr GN
V (d) V
(d)
1
πYoo · · ·
πY1oo V (d)r
πYr−1oo · · ·
πYroo V (d)N ,
πYN−1oo
which is either a resolution of G (i.e., Sing(G) = ∅), or is a case where the τ-invariant
improves, that is, τGN (x) ≥ e + 1 at any closed point x ∈ Sing(GN) (improvement
of the τ-invariant).
This theorem extends [6, Theorem 8.13], where the case e = 1 is treated. The
theorem and its proof will be addressed here in Theorem 7.3 (see also Remark 7.2).
Definition 2.14. When the setting of Theorem 2.13 holds, namely, when the
equality in (2.20) holds at any x ∈ Sing(Gr ), then Gr is said to be in the strong
monomial case (in other words, H-ord(d−e)(Gr ) is tamed ).
2.15. On the definition of the functionsH-ord(d−e). We have indicated, so
far, that these H-functions will be bounded between two upper semi-continuous
functions. The results in this paper aim to compute explicitly the function in
positive characteristic. This will be achieved through the notion of presentations,
which we discuss below.
To clarify our strategy, let us first indicate what is known in the case e = 1
(d− e = d− 1). Given a diagram as (2.16), locally at any point x ∈ Sing(Gr ), a
presentation is defined as
(2.22) P = P(βr , z, fn(z)),
where
• {z = 0} is a βr -section (i.e., {z = 0} is a section of βr : V
(d)
r -→ V
(d′)
r ).
• fn(z) = zn + a1zn−1 + · · · + an ∈ OV (d−1)[z] and fn(z)W
n ∈ Gr .
Moreover, a presentation can be defined at x so that
(2.23) H-ord(d−1)(Gr )(x) = min
1≤j≤n
{νβr (x)(aj)
j
,ord((RG,β)r )(βr (x))
}
.
In fact, the presentations of the form (2.22) were the tool which led us to
the proof of Theorem 5.10 for the case e = 1 (see [6, Theorem A.7]). We shall
indicate in 6.2 how the previous result will lead to the following statement.
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Suppose that d′ = d− e now for e > 1. Locally, at any x ∈ Sing(Gr ), there
is a presentation, for instance,
P = P(βr , z1, . . . , ze, gn1(z1), . . . , gne(ze)),
where
• {z1 = · · · = ze = 0} is a βr -section.
• gni(zi)W
ni ∈ Gr , and for each index, these functions are of the form
(2.24)
gn1(z1) = z
n1
1 + a
(1)
1 z
n1−1
1 + · · · + a
(1)
n1 ∈ OV (d−1)[z1],
gn2(z2) = z
n2
2 + a
(2)
1 z
n2−2
2 + · · · + a
(2)
n2 ∈ OV (d−2)[z2],
...
gne(zr ) = z
ne
r + a
(e)
1 z
ne−1
r + · · · + a
(e)
ne ∈ OV (d−e)][ze].
However, this kind of presentation is not well suited to obtain an expression
as that in (2.23), since the coefficients are not all in dimension d− e.
In this paper, we overcome this difficulty by proving the existence of the so-
called simplified presentations, for instance,
sP = sP(βr , z1, . . . , ze, fn1(z1), . . . , fne(ze)),
which fulfill the following additional condition:
(2.25)
fn1(z1) = z
n1
1 + a
(1)
1 z
n1−1
1 + · · · + a
(1)
n1 ∈ OV (d−e)[z1],
fn2(z2) = z
n2
2 + a
(2)
1 z
n2−2
2 + · · · + a
(2)
n2 ∈ OV (d−e)[z2],
...
fne(zr ) = z
ne
r + a
(e)
1 z
ne−1
r + · · · + a
(e)
ne ∈ OV (d−e)][ze].
These simplified presentations are, to some extent, a generalization of the Weier-
strass Preparation Theorem. Note that, as opposed to (2.24), all coefficients are
now in dimension d−e; that is, a(i)ji ∈ OV (d−e) . This latter property will enable us
to extend the previous assertion, namely, that the value of the H-function at x is
(2.26) H-ord(d−e)(Gr )(x) = min
1≤ji≤ni
1≤i≤e
νβr (x)(a
(i)
ji
)
ji
,ord((RG,β)r )(βr (x))
 .
Construction of this kind of presentation appears in Theorem 6.5. Simplified
presentations will allow us to view each equation in (2.25) as a polynomial in one
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different variable. By using this latter fact, the arguments known for d′ = d − 1
(namely (2.23)) will be extended to arbitrary d′ (e.g., (2.26)).
In particular, these simplified presentations will be used to extend the main
results in [6, Main Theorem 1 and Theorem 8.13], and give numerical condi-
tions in terms of the H-functions, under which the sequence (2.16) can be easily
extended to a resolution.
The main tool used throughout this paper comprises the differential Rees
algebras and their properties. The hope is that a better understanding of these
algebras will lead to the conditions in Theorem 2.13, and hence to resolution of
singularities. Here, we mean “resolution” in the sense of Hironaka, namely by
successive blow-ups along centers included in the closed Hilbert-Samuel stratum
(i.e., not in the simplified form introduced in [21]).
In [7], the resolution of surfaces embedded in a three-dimensional ambient
space is proved. The techniques developed in this paper will enable us to extend
this result to prove the embedded resolution of a two-dimensional scheme em-
bedded in arbitrary dimension (see Theorem 7.4). This last result has also been
obtained by other authors in [1], [13] (arithmetic case!), and [18].
3. WEAK EQUIVALENCE
3.1. The word invariant was already used in the previous discussion. Hi-
ronaka provides this notion with a very precise meaning, which is also related to
his notion of equivalence. This notion is discussed below.
In fact, here an invariant of a singular point will be a value assigned to it, and
subject to very precise conditions expressed in terms of this equivalence. It will
be proved that the value of the H-function at a singular point, discussed in this
paper, fulfills these conditions.
Briefly speaking, the equivalence imposes conditions that are related to the
form of compatibility with monoidal transformations and smooth morphisms.
3.2. Fix on the smooth scheme V (d) a set of smooth hypersurfaces with
normal crossings (e.g., E = {H1, . . . ,Hr}). Let G =
⊕
InWn be a Rees algebra
over V (d), and let
(3.1) V (d)
π
←- U
be a smooth morphism.
There is a natural notion of pull-backs of the Rees algebra G and the set E, for
instance, to a Rees algebra GU and a set EU . Here, EU is the collection obtained as
the pull-backs of the hypersurfaces in E. The Rees algebra GU is defined by setting
GU =
⊕
(In)UWn to be the natural lifting of G to U . This notion of pull-back
will be denoted by
V (d) U
πoo
G, E GU , EU .
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Observe here that the singular locus of the Rees algebra G is compatible with
pull-backs; that is,
Sing(GU) = π−1(Sing(G)).
Definition 3.1. Given G and E as above, a local sequence of G and E is a
sequence
V (d) V˜
(d)
1
π1oo · · ·
π2oo V˜ (d)r
πroo
G, E G1, E1 Gr , Er
where each V˜ (d)i
πi+1
←------------------- V˜ (d)i+1 is either a pull-back or a monoidal transformation
along a center Ci ⊂ Sing(Gi) that has normal crossing with the union of the
exceptional hypersurfaces in Ei, for i = 0, . . . , r −1. In this latter case, we set Ei+1
to be the union of the strict transforms of hypersurfaces in Ei, together with the
exceptional locus of the monoidal transformation.
Definition 3.2. Fix two Rees algebras G and G′ and a set of exceptional hyper-
surfaces E in the smooth scheme V (d). We say that G and G′ are weakly equivalent
if
(i) Sing(G) = Sing(G′);
(ii) a local sequence of G, for instance,
V (d) V˜
(d)
1
π1oo · · ·
π2oo V˜ (d)r
πroo
G, E G1, E1 Gr , Er ,
defines a local sequence of G′ (and vice-versa), and Sing(Gi) = Sing(G
′
i)
for i = 0, . . . , r .
Remark 3.3. The notion of the weak equivalence is preserved by a local se-
quence; namely, if G and G′ are weakly equivalent as before, then also their trans-
forms Gr and G′r are weakly equivalent.
A first example of equivalence arises when we consider the integral closure of
a Rees algebra G. In fact, if G˜ denotes the integral closure of G, then G˜ is again
a Rees algebra. The following theorem includes a relation of weak equivalence
between G and G˜.
Theorem 3.4.
(1) Fix two Rees algebras G and G˜ with the same integral closure. Then, G and
G˜ are weakly equivalent.
(2) Fix a Rees algebra G. Let Diff(G) be the differential Rees algebra attached to
G (see 2.8). Then, G and Diff(G) are weakly equivalent.
Proof.
(1) See [22, Proposition 5.4].
(2) This property is also known as Giraud’s lemma (for more, see [22,
Theorem 4.1]). ❐
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3.3. We address here the notion of invariant, as needed in our development.
Given G over V (d), an invariant attached to x ∈ Sing(G) is a value (e.g., γ(x,G))
that is subject to the condition
(∗) γ(x,G) = γ(x,G′)
whenever G and G′ are weakly equivalent when restricted to some neighborhood
of x.
A first example of invariant is that of the value τG(x) in 2.7 (see also [44] and
[4]). It will be proved here in Theorem 6.9(1) that the value H-ord(r)(G)(x) is
an invariant, for any point x ∈ Sing(G).
4. THE SLOPE OF A HYPERSURFACE AND THE WEAK EQUIVALENCE
In this section, we restrict attention to the description of the (d− 1)-dimensional
H-function at a point in the highest multiplicity locus of a hypersurface. In such
a context, this value, introduced by Hironaka, is a rational number that is defined
as an optimal slope. We present here the slope as a refinement of the multiplicity
at the point (see Definition 4.1). First, this will be done in terms of a transver-
sal projection; then, it will be shown to be independent of the choice of such a
projection (Theorem 4.10).
4.1. Slope of a monic polynomial. Fix a hypersurface X embedded in a
smooth scheme V (d) and a closed n-fold point x of X (i.e., a point of multiplicity
n). After suitable restriction, in e´tale topology, a smooth morphism V (d)
β
-→
V (d−1) can be defined so that X is expressed by a monic polynomial of degree n,
of the form
(4.1) fn(z) = zn + a1zn−1 + · · · + an ∈ OV (d−1)[z],
where z is a global section of OV (d) , and z = 0 is a β-section. We abuse notation
and say that z is a transversal section of β. This says that, after suitable restriction
in e´tale topology, both at x and β(x), the restricted map β|X
(4.2) X


//
β|X ""D
DD
DD
DD
DD
V (d)
β

V (d−1)
is finite. Thus, locally at any y ∈ V (d−1), we may view X as defined by the monic
polynomial in (4.1). In particular, the fiber over y (e.g., β−1(y)) is given by
f¯n(z) = zn + a¯1zn−1 + · · · + a¯n ∈ k(y)[z], where k(y) is the residue field at
the point.
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To simplify notation, let fnWn denote the Rees algebra OV (d)[fn(z)W
n].
Note that Sing(fnWn) is the set of n-fold points of the hypersurface. Here, we
will assume that Sing(fnWn) has no components of codimension one in V (d),
and this will ensure that fn(z) ≠ zn for any expression as (4.1).
Definition 4.1. Assume, as before, that X is defined by the monic polynomial
in (4.1). The slope of fn(z)Wn at y ∈ V (d−1) is the rational number
(4.3) Sl(fn(z)W
n)(y) = min
1≤j≤n
{
νy(aj)
j
}
.
Geometrically, the slope defined by the equation (4.1) is the biggest rational
number q so that all pairs (νy(aj),n − j) lie above the line through (0, n) and
(nq,0):
n
n− 1
n− ℓ
n− j
0
nq
(νy(a1),n− 1)
(νy(aℓ),n− ℓ)
(νy(aj),n− j)
(νy(an),0) .
✛ q ✲
Changes on the variable z imply changes on (4.1), and hence on the value
(4.3). We aim to find the biggest possible value of the slope at the fixed point y .
A first step in this direction will be addressed in Remark 4.6.
The following technical lemma and remark gather some results to be used in
this and further sections, which will be needed to establish the optimality of the
rational number.
Lemma 4.2 (Zariski’s Multiplicity Lemma [52, Chapter VIII Section 10,
Corollary 1 to Theorem 24]). Let fn be as in (4.1), with X defined as in (4.2).
Then, the following hold:
(1) Fix y ∈ β(Sing(fnWn)). Then, f¯n(z) = (z − α¯)n ∈ k(y)[z], for a
suitable α¯ ∈ k(y), the residue field at OV (d−1),y . In particular, the fiber
β−1(y) has a unique point which is rational.
(2) Assume that C ⊂ Sing(fnWn) is smooth and irreducible. β(C) is smooth
and, moreover, β|C induces an isomorphism β
∣∣
C
: C
≅
-→ β(C) (see Propo-
sition 2.7 (3)). In particular, if V (d−1) is affine, there is a global section
α ∈ OV (d−1) so that (z −α) ∈ I(C) ⊂ OV (d) .
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(3) Let C′ be a smooth and irreducible component of β(Sing(fnWn)). There
is a unique irreducible component C ⊂ Sing(fnWn) such that β(C) = C′.
Moreover, C and C′ are isomorphic, and hence C is smooth.
Further details can be found in [48], [49], and [9]. In fact, parts (1), (2), and
(3) are a byproduct of the Zariski Multiplicity Lemma. Note that (1) says that
β|Sing(fnWn) : Sing(fnW
n) -→ β(Sing(fnWn)) is a set theoretical bijection, and
that corresponding points have the same residue field. Part (2) and the first half
of part (3) follow essentially from this fact. As for the second half of part (3), note
that β|C : C -→ β(C) = C′ is a finite birational morphism, and that C′ is normal.
Remark 4.3.
(1) Fix y ∈ V (d−1). Let f¯n(z) = zn+ a¯1zn−1+· · ·+ a¯n ∈ k(y)[z] be the class
of fn(z) on the fiber. Then, Sl(fn(z)Wn)(y) = 0 if and only if f¯n(z) 6= zn.
When y ∈ β(Sing(fnWn)), then f¯n(z) = (z − α¯)n. A suitable change of
variables of the form z1 = z + γ, with γ ∈ OV (d−1) ,y , can be defined with the
property that γ¯ = α¯ in k(y). In particular, the restriction to the fiber over y is
f¯ ′n(z1) = z
n
1 , and hence Sl(f
′
n(z1))(y) > 0. Moreover, we claim that in this case
Sl(f ′n(z1))(y) ≥ 1. To check this, notice that the condition Sl(f
′
n(z1))(y) > 0
implies there is a unique point of X = V(f ′n(z1)) (e.g., y
′ ∈ V (d)) dominating y .
If {x1, . . . , xℓ} is a regular system of parameters at OV (d−1) ,y , then {z1, x1, . . . , xℓ}
is a regular system of parameters at OV (d),y ′ . As f
′
n(z1) has multiplicity n at
OV (d),y ′ , it follows that f
′
n(z1) = z
n
1 + b1z
n−1 + · · · + bn ∈ 〈z1, x1, . . . , xℓ〉
n,
and hence each bi ∈ 〈x1, . . . , xℓ〉i.
(2) We fix x ∈ C ⊂ Sing(fnWn) and set x = β(x). One can argue as in
Lemma 4.2(2) to show that after a suitable change of the form z1 = z − α, with
α ∈ OV (d−1) ,x, one obtains Sl(f
′
n(z1)W
n)(y) > 0. Here, y denotes the generic
point of β(C). In particular, Sl(f ′n(z1)W
n)(y) ≥ 1.
(3) The previous discussion applies also when we fix x ∈ C′ ⊂ β(Sing(fnWn)),
with C′ smooth and irreducible. In fact, a suitable change of variables of the
form z1 = z + α with α ∈ OC′,x (locally at x) can be considered so that
Sl(f ′n(z1)W
n)(y) > 0, where y denotes the generic point of C′. Moreover,
part (1) implies that Sl(f ′n(z1)W
n)(y) ≥ 1.
We will now provide a criterium that will ensure conditions under which the
rational number Sl(fn(z)Wn)(y) is optimal.
Definition 4.4. Fix a hypersurface embedded in a d-dimensional scheme,
X ⊂ V (d), a smooth morphism V (d)
β
-→ V (d−1), and a transversal parameter z so
that fn(z) = zn+a1zn−1+· · ·+an ∈ OV (d−1)[z] defines the hypersurface X after
a suitable restriction. Fix y ∈ V (d−1), and set q = Sl(fn(z)Wn)(y) ∈ Q. Let
rj = νy(aj) (j = 1, . . . , n) denote the order of each coefficient at OV (d−1),y . Fix a
regular system of coordinates atOV (d−1),y (e.g., {x1, . . . , xℓ−1}). At the completion
(e.g., OˆV (d−1),y = k(y)Jx1, . . . , xℓ−1K), define fn(z) = z
n + aˆ1zn−1 + · · · + aˆn,
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with
aˆj =
∑
i≥rj
Aij ∈ k(y)Jx1, . . . , xℓ−1K,
where Aij is a homogeneous polynomial of degree i in the variables x1, . . . , xℓ−1.
Here, ℓ = d− 1 if y is a closed point in V (d).
The weighted initial form of fn(z) (over y) is defined as
(4.4) w-iny(fn(z)) =
∑
0≤j≤n
A
jq
j Z
n−j ∈ gr(OV (d−1) ,y)[Z],
where each Ajqj is weighted homogeneous of degree jq, and where A
jq
j = 0 if
jq 6∈ Z.
Note that w-iny(fn(z)) is defined in gr(OV (d−1) ,y)[Z], and it is weighted
homogeneous of degree nq if Z is given weight q and each Xi = In(xi) has weight
1 for i = 1, . . . , d− 1. To ease notation, we provide z with weight q and each xi
with weight 1 at the ring of formal power series.
Remark 4.5. Suppose that Sl(fn(z)Wn)(y) = 0. Then, w-iny(fn(z)) is
weighted homogeneous of degree 0 if z is endowed with weight q = 0 and each
xi is given weight 1. In such a case, w-iny(fn(z)) is defined in k(y)[Z], and
there is a natural identification of this polynomial with the equation that defines
the fiber of the hypersurface over the point y , namely, w-iny(fn(z)) = f¯n(Z) ∈
k(y)[Z], where f¯n(z) is the equation that defines the fiber.
Remark 4.6. Note that in (4.4) we have A00 = 1, and hence w-iny(fn(z)) is
a monic polynomial of degree n. Moreover, we claim that w-iny(fn(z)) 6= Zn.
In fact, one can check that w-iny(fn(z)) is an n-th power if and only if
w-iny(fn(z)) = (Z + A)n for some A ∈ gr(OV (d−1) ,y). In this case, A must
be homogeneous of degree q. If this occurs, then q ∈ Z, and hence there is an
element α ∈ OV (d−1) ,y so that Iny(α) = A. The change of variables z1 = z + α
gives rise to a strictly higher slope, that is, Sl(f ′n(z1)W
n)(y) > Sl(fn(z)Wn)(y).
The previous discussion shows that a change of the form z1 = z + α can
increase the slope if and only if w-iny(fn(z)) is an n-th power.
As Sing(fnWn) has no components of codimension 1 in V (d), by assumption,
one can check that after finitely many changes of the variable z as above, we may
assume that w-iny(fn(z)) is not an n-th power. This leads to the following
definition.
Definition 4.7. A monic polynomial fn(z) is said to be in normal form at a
point y ∈ V (d−1) if the weighted initial form w-iny(fn(z)Wn) is not an n-th
power at gr(OV (d−1) ,y)[Z].
Proposition 4.8. Fix a point y ∈ V (d−1) and a polynomial
fn(z) = z
n + a1z
n−1 + · · · + an ∈ OV (d−1)[z]
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that is in normal form at y ; that is, assume that z is such that w-iny(fn(z)) is
not an n-th power at gr(OV (d−1) ,y)[Z]. Then, y ∈ β(Sing(fnWn)) if and only if
q = Sl(fn(z)Wn)(y) ≥ 1.
Proof. If y ∈ β(Sing(fnWn)), and sincew-iny(fn(z)) is not ann-th power,
then Sl(fn(z)Wn)(y) > 0. Under these conditions, Remark 4.3(1) says that
Sl(fn(z)Wn)(y) ≥ 1.
Conversely, suppose that Sl(fn(z)Wn)(y) ≥ 1. Lemma 4.2(1) says that
Sl(fn(z)Wn)(y) > 0 implies there is a unique point (e.g., y ′ ∈ X = V(fn(z)))
dominating y . Fix a regular system of parameters {x1, . . . , xℓ} at OV (d−1),y , and
recall that {z,x1, . . . , xℓ} is a regular system of parameters at OV (d),y ′ . Finally, the
condition Sl(fn(z)Wn)(y) ≥ 1 implies that νy(ai) ≥ i, and hence that y ′ is an
n-fold point of X. ❐
Remark 4.9. We let the assumptions be as in (4.2), where we have that
fn(z) = zn + a1zn−1 + · · · + an ∈ OV (d−1,y)[z]. A function, for instance,
qβ : Sing(fnWn) -→ Q>0, will be defined by setting
qβ(x) := max
z1
{Sl(fn(z1)Wn)(β(x))},
where z1 = z + α for all possible choices of α ∈ OV (d−1) ,β(x) (see Remark 4.3(1)).
Note that, if fn(z) is in normal form at β(x), then Remark 4.6 ensures that
qβ(x) = Sl(fn(z)Wn)(β(x)).
Theorem 4.10. Fix a projection V (d)
β
-→V (d−1) together with a monic polynomial
fn(z) = zn + a1zn−1 + · · · + an ∈ OV (d−1)[z], where {z = 0} is a section of β.
Consider a point x ∈ Sing(fnWn), and assume that fn(z) is in normal form at
β(x). Let q denote the slope of fn(z) at β(x). The rational number q is completely
characterized by the weak equivalence class of the algebra G = OV (d)[fnWn] in a
neighborhood of x.
Corollary 4.11. Fix a hypersurface X ⊂ V (d) of maximum multiplicity n, and
two projections β : V (d) -→ V (d−1) and β′ : V (d) -→ V ′(d−1), each in the setting of
(4.2). For any n-fold point x ∈ X,
qβ(x) = qβ′(x).
Proof. The rational number qβ(x) is completely determined in terms of the
weak equivalence class of G = OV (d)[fnW
n] at x, and therefore it is independent
of the chosen projection. ❐
Proof of Theorem 4.10. The proof of this theorem is based on the so-called
Hironaka trick (see [20, 7.1]).
Set x = β(x). As x ∈ Sing(fnWn), Lemma 4.2(1) then says that we have
f¯n(z) = (z − α¯)n (with α ∈ k(x)). Here, f¯n(z) denotes the restriction to the
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fiber over x. Since fn(z) is a normal form at x, Remark 4.3(1) ensures that
α¯ = 0, and hence z vanishes at x. A regular system of parameters {x1, . . . , xℓ}
at OV (d−1),x can be extended to a regular system of parameters {z,x1, . . . , xℓ} at
OV (d),x. Note also that x ∈ Sing(fnW
n), so νx(aj) ≥ j for j = 1, . . . , n.
Express the monic polynomial as fn(z) = zn + aˆ1zn−1 + · · · + aˆn at the
completion OˆV (d),x , and set
aˆj = A
jq
j + A˜j ∈ k(x)Jx1, . . . , xℓK,
where Ajqj is homogeneous of degree jq and A˜j has order > jq. Here, A
jq
j = 0 if
jq 6∈ Z. Recall that fn(z) is in normal form, that is, that
(4.5) w-inx(fn(z)) = Zn +
n∑
j=1
A
jq
j Z
n−j ∈ grx(OV (d−1))[Z]
is not an n-th power. Denote by rj = νx(aj) (j = 1, . . . , n) the order of each
coefficient at OV (d−1),x. Note that A
jq
j = 0 if rj/j > q.
Stage A: Let V (d) × A1 denote the product of V (d) with the affine line. The
projection on the first coordinate enables us to take the pull-back of fn(z), in a
neighborhood of (x,0) ∈ V (d) ×A1. The natural extension
(4.6) V (d) ×A1
β×id
-----------------------→ V (d−1) ×A1
is a smooth morphism that maps (x,0) to (x,0). The natural identification of
w-in(x,0)(fn(z)) withw-inx(fn(z)) guarantees that w-in(x,0)(fn(z)) is not an
n-th power. This identification together with Remark 4.3(1) ensures that
Sl(fn(z)Wn)((x,0)) = Sl(fn(z)Wn)(x) = q ≥ 1.
Fix coordinates {z,x1, . . . , xe, t} locally at (x,0); here, {z,x1, . . . , xe} is the
regular system of parameters at OV (d),x mentioned before. Consider the monoidal
transformation with center p0 = (x,0), and let p1 be the intersection of the new
exceptional hypersurface (e.g., H1), with the strict transform of x ×A1.
The point p1 can be identified with the origin of the Ut-chart, where we have
Ut = Spec(k[z/t, . . . , xe/t, t]). Now set
f (1)n (z1) = z
n
1 + t
r1−1a˜(1)1 z
n−1
1 + · · · + t
rn−na˜(1)n
at the completion of the local ring of at p1, and check that
trj−ja˜(1)j z
n−j
1 = t
rj−j(A
jq
j + t
γj A˜j)z
n−j
1
with γj > 0 for j = 1, . . . , n. Here, z1 = z/t and a˜
(1)
j is the strict transform
of aˆj .
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This process can be iterated N-times, defining a sequence of monoidal trans-
formations at p1, . . . , pN−1, where each pj is the point of intersection of the new
exceptional component (e.g., Hj) with the strict transform of x ×A1.
The final strict transform of fn(z) at the Ut-chart is given by
(4.7) f (N)n (zN) = z
n
N + t
N(r1−1)a˜(N)1 z
n−1
N + · · · + t
N(rn−n)a˜(N)n ,
where
tN(rj−j)a˜(N)j z
n−j
N = t
N(rj−j)(A
jq
j + t
γ′j A˜j)z
n−j
N
with γ′j > 0 for j = 1, . . . , n.
It may occur after this process of monoidal transformations that the set
{f (N)n = 0} ∩ HN is a two-codimensional component of the n-fold points of
{f (N)n = 0}. In that case, we fix N sufficiently large, and look for the largest
number of successive monoidal transformations that can be defined with center in
codimension 2. We explain below how these centers will be chosen for this new
sequence of transformations.
The proof will also show that the rational number q can be characterized in
terms of these monoidal transformations.
Stage B: First, consider the monoidal transformation along the center 〈zN , t〉, if
such a center is permissible. Denote zN/t by zN+1 at the Ut-chart. The transform
is
f (N+1)n (zN+1) = z
n
N+1 + t
N(r1−1)−1a˜(N+1)1 z
n−1
N+1 + · · · + t
N(rn−n)a˜(N+1)n ,
where
tN(rj−j)−ja˜(N+1)j z
n−j
N+1 = t
N(rj−j)−j(A
jq
j + t
γ′′j A˜j)z
n−j
N+1
with γ′′j > 0 for j = 1, . . . , n.
After applying ℓ monoidal transformations along centers of codimension 2
of the form 〈zN+i, t〉, the exponent of t in each coefficient is N(rj − j) − ℓj.
Therefore, 〈zN+ℓ, t〉 is a permissible center whenever N(rj − j) − ℓj ≥ j for all
j ∈ {1, . . . , n}. In particular, this condition requires that
ℓ ≤ min
1≤j≤n
{
N
(
rj
j
− 1
)
− 1
}
= N(q − 1)− 1.
The geometric interpretation of the previous sequence of ℓ-monoidal trans-
formations can be described as follows: set XN = {f
(N)
n = 0} (see (4.7)), and let
HN denote the exceptional hypersurface t = 0. The sequence we have previously
constructed can be expressed in terms of the diagram
(4.8)
XN XN+1 XN+ℓ
V (d+1)N
πN+1
←----------------------V (d+1)N+1
πN+2
←---------------------- · · ·
πN+ℓ
←---------------------- V (d+1)N+ℓ ,
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where, if HN+i+1 denotes the exceptional hypersurface of πN+i, then the centers
of these monoidal transformations are defined by XN+i+1 ∩HN+i+1.
Let β˜ denote the morphism V (d)×A1 -→ V (d−1)×A1 in (4.6). This morphism
has a natural lifting to the sequence of monoidal transformations of length N in
Stage A, and also to the sequence (4.8). This is guaranteed by Proposition 2.7(3).
In particular, for each index i = 0, . . . , ℓ, the previous sequence defines morphisms
(4.9) β˜N+i : V
(d+1)
N+i -→ V
(d)
N+i.
Set
(4.10) ℓN = ⌊N(q − 1)− 1⌋.
We finally claim that, for ℓ = ℓN , we have that XN+ℓ ∩HN+ℓ is not a permissible
center for XN+ℓ (see (4.8)).
In fact, whenever Nq 6∈ Z, and after applying ℓN monoidal transformations
along these centers of codimension 2, one gets that V(〈zN+ℓN , t〉) ⊂ XN+ℓN and
0 < Sl(f (N+ℓN)n Wn)(ξH) < 1. Thus, HN+ℓN = {t = 0} cannot be a component
of β˜N+ℓ(Sing(f
(N+ℓN)
n Wn)) (see Proposition 4.8).
On the other hand, if Nq ∈ Z, then N(q − 1) − 1 is a positive integer. In
this case, after applying N(q − 1)− 1 monoidal transformations along these two-
codimensional centers, the final strict transform of f (N)n (z) is given by
f
(N+ℓN)
n (z) = z
n
N+ℓN
+ tN(r1−q)a˜
(N+ℓN)
1 z
n−1
N+ℓN
+ · · · + tN(rn−qn)a˜
(N+ℓN)
n
at the chart of interest. We claim that XN+ℓN ∩HN+ℓN is not a permissible center.
We note that Sl(f (N+ℓN)n (zN+ℓN )W
n)(ξH) = 0. Remark 4.5 now shows that
w-inξH (f
(N+ℓN)
n (zN+ℓN )) can be identified with the equation defining the fiber
over ξH :
f (N+ℓN)n (zN+ℓN )
∣∣
t=0 = z
n
N+ℓN
+
n∑
j=1
A
jq
j z
n−j
N+ℓN
.
The expression of the right-hand side can be identified with w-inx(fn(z)) in a
natural way (see (4.5)). As we assume that w-inx(fn(z)) is not an n-th power,
Proposition 4.8 together with Remark 4.3(3) ensure that HN+ℓN is not a compo-
nent of β˜N+ℓN (Sing(f
(N+ℓN)
n Wn)).
In Remark 4.12 we will apply the following discussion to show that q is totally
characterized by Hironaka’s weak equivalence class of the n-fold points of the
hypersurface {fn = 0}. Notice that the construction of the sequences in Stage A
and Stage B, together with (4.10), leads to the equality
❐(4.11) lim
N→∞
ℓN
N
= q − 1.
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Remark 4.12. We claim that the rational number q can be expressed in terms
of Hironaka’s weak equivalence class. Recall here that the weak equivalence class
of fnWn is defined in the context of k-algebras of finite type, whereas the local
rings OV (d),x are not within this class.
The claim is straightforward when the point x is closed. As this function is
not upper semicontinuous, it requires some clarification if x ∈ Sing(fnWn) is
not a closed point. Let Y denote the variety with generic point x. Since the weak
equivalence class allows restriction to open sets, we may assume that Y is smooth.
Fix a closed point p at Y and fix local coordinates {z,x2, . . . , xd} at OV (d),p,
so that {x2, . . . , xd} is a regular system of parameters at OV (d−1),β(p). We may
assume, applying Lemma 4.2(2), the following:
(1) I(Y) = 〈z,x2, . . . , xℓ〉.
(2) f = zn + a1zn−1 + · · · + an.
(3) I(β(Y)) = 〈x2, . . . , xℓ〉.
In particular, grI(β(Y))(OV (d−1) ,β(p)) = Oβ(Y),β(p)[X2, . . . , Xℓ]. Set x = β(x), and
let k(x) be the quotient field of Oβ(Y),β(p).
Note that w-inY (fn) ∈ grI(β(Y))(OV (d−1) ,β(p)) can be naturally identified
with w-inx(fn) via the inclusion grI(β(Y))(OV (d−1),β(p)) ⊂ grk(x)(OV (d) ,x). In
this setting, one can check that the sequences of transformations used in the pre-
vious proof to determine the rational number q are expressed in terms of the weak
equivalence class of fnWn. This proves the claim for the case in which x is a
non-closed point of X.
5. SLOPE OF A REES ALGEBRA AND
THE (d− 1)-DIMENSIONAL H-FUNCTION (τ ≥ 1)
5.1. We rephrase the results and invariants discussed in Section 4 but now
in the context of Rees algebras. Here, Theorem 5.10 parallels Theorem 4.10 in
the previous section.
Throughout the section, we fix a Rees algebra G =
⊕
InWn over V (d), and
assume that τG ≥ 1 along closed points of Sing(G). Consider a transversal projec-
tion V (d)
β
-→ V (d−1), and assume in addition that G is a β-differential Rees algebra
(see 2.8).
Notation 5.1. Given two Rees algebras G1 and G2 defined over a smooth
scheme V , we denote by G1 ⊙ G2 the smallest Rees algebra containing both of
them.
Proposition 5.2 (Local presentation). Fix a closed point x ∈ Sing(G) for
wich G is simple, and a locally defined V (d)
β
-→ V (d−1), transversal to G at x (see
2.9). Assume that G is a β-relative differential Rees algebra. Fix fnWn ∈ G so that
fn has order n at OV (d),x . Assume that fn = fn(z) is a monic polynomial of degree
n in OV (d−1) ,β(x)[z], where z is a β-section. Then, in a neighborhood of x, G has the
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same integral closure as
(5.1) OV (d)[fn(z)W
n,∆jz(fn(z))Wn−j]1≤j≤n−1 ⊙ β∗(RG,β),
where ∆jz are suitable β-differential operators of order j. Moreover, RG,β is non-zero
whenever Sing(G) is not of codimension one in V (d).
Proof. See [6, Proposition 2.11]. ❐
Remark 5.3. The differential operators ∆jz in the previous proposition are the
operators obtained by the Taylor morphism: this is a morphism of S-algebras (e.g.,
Tay : S[Z] -→ S[Z, T]), defined by setting Tay(Z) = Z + T (Taylor expansion).
Here,
Tay(f (Z)) = f (Z + T) =
∑∆r (f (Z))T r ,
and these operators ∆r : S[Z] -→ S[Z] are defined by this morphism. It is well
known that {∆0,∆1, . . . ,∆r} is a basis of the free module of S-differential oper-
ators of order r . The same applies here for OV (d−1)[z]: the set {∆0z,∆1z, . . . ,∆rz}
spans the sheaf of differential operators of order r relative to the smooth morphism
β : V (d) -→ V (d−1). Moreover, as V (d) is e´tale over V (d−1) × A1, the previous set
also generated Diffrβ (β-linear differential operators of order r ).
Definition 5.4 (Presentations). Fix, after suitable restriction in e´tale topol-
ogy, a projection V (d)
β
-→ V (d−1) transversal to a simple β-relative differential Rees
algebra G. Assume that Sing(G) has no components of codimension one and that
the following apply:
(i) There is a β-section z (or global section so that {dz} is a basis of the
locally free module of β-differentials, e.g., Ω1β).
(ii) There is an element fn(z)Wn ∈ G, where fn(z) is a monic polynomial
of order n, for instance,
fn(z) = z
n + a1z
n−1 + · · · + an ∈ OV (d−1)[z],
where each ai is a global function on V (d−1).
In this case, Proposition 5.2 holds; namely, G has the same integral closure as
(5.2) OV (d)[fn(z)W
n,∆jz(fn(z))Wn−j]1≤j≤n−1 ⊙ β∗(RG,β).
Here, we say that β : V (d) -→ V (d−1), the β-section z, and the polynomial
fn(z) = zn + a1zn−1 + · · · + an define a presentation of G. These data will be
denoted by
(5.3) P(β : V (d) -→ V (d−1), z, fn(z) = zn + a1zn−1 + · · · + an),
or simply by P(β, z, fn(z)).
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Definition 5.5. Fix a Rees algebra G and a presentation P(β, z, fn(z)). De-
fine the slope of G relative to P at a point y ∈ V (d−1) as
Sl(P)(y) := min
1≤j≤n
{
νy(aj)
j
,ord(RG,β)(y)
}
= min{Sl(fn(z)W
n)(y),ord(RG,β)(y)}.
Remark 5.6. A change of variables of the form z1 = z + α, α ∈ OV (d−1) (a
global section of V (d−1)), gives rise to a new presentation defined in a natural way,
for instance, P1 = P1(β, z1, f ′n(z1)).
Assume first that Sl(P)(y) = Sl(fn(z)Wn)(y) < ord(RG,β)(y). In this
case, there is a change of the form z1 = z+α, so that the new presentation P1 has
bigger slope at y if and only if w-iny(fn(z)) is an n-th power (see Remark 4.6).
On the other hand, if Sl(P)(y) = ord(RG,β)(y), the slope at y cannot
increase by any change of the presentation of this type.
Definition 5.7. Fix a Rees algebra G. A presentation P = P(β, z, fn(z)) is
said to be in normal form at y ∈ V (d−1) if one of the following two conditions
holds:
• Either Sl(P)(y) = ord(RG,β)(y),
• Or Sl(P)(y) = Sl(fn(z)Wn)(y) < ord(RG,β)(y) and w-iny(fn(z))
is not an n-th power.
Remark 5.8. Fix, as in Definition 5.2, a Rees algebra G and a transversal
projection V (d)
β
-→ V (d−1), and assume now that we fix a point y ∈ β(Sing(G)).
Suppose that we are given two different presentations P1 = P1(β, z, fn(z)) and
P2 = P2(β, z′, gm(z′)), both in normal form at y . Theorem 5.10 will show that
Sl(P1)(y) = Sl(P2)(y).
Moreover, it will show that this rational number is indeed independent of the
chosen projection β.
The following result parallels Proposition 4.8.
Proposition 5.9. Let G be a Rees algebra, and let P = P(β, z, fn(z)) be a
presentation. Fix a point y ∈ V (d−1), and assume that P is in normal form at y .
Then, y is a point of β(Sing(G)) if and only if Sl(P)(y) ≥ 1.
Proof. First, assume that Sl(P)(y) ≥ 1. Denote by x ∈ V (d) the unique
point of the fiber β−1(y) defined by z = 0. Fix a regular system of parameters
{x1, . . . , xℓ} at OV (d−1) ,y . Since Sly(P) ≥ 1, then νy(aj) ≥ j (for j = 1, . . . , n)
and ord(RG,β)(y) ≥ 1. Set P = 〈z,x1, . . . , xℓ〉, and note that fn(z) ∈ Pn.
Check now that V(〈z,x1, . . . , xℓ〉) ⊂ Sing(G) (see also Proposition 2.7(2)).
For the converse, assume that y ∈ β(Sing(G)) (⊂ Sing(RG,β)). In this case,
ord(RG,β)(y) ≥ 1. Since P is in normal form at y , one of the following two
cases can occur:
392 ANGE´LICA BENITO & ORLANDO E. VILLAMAYOR U.
(1) Sl(P)(y) = ord(RG,β)(y) ≥ 1.
(2) Sl(P)(y) = Sl(fn(z)Wn)(y) < ord(RG,β)(y) and w-iny(fn(z))
is not an n-th power.
Then, Proposition 4.8 ensures that Sl(P)(y) ≥ 1. ❐
Theorem 5.10. Fix a Rees algebra G, and assume that τG ≥ 1 along closed
points of Sing(G). Fix a point x ∈ Sing(G), and consider a presentation P =
P(β, z, fn(z)) that is in normal form at β(x).
Then, the rational value Sl(P)(β(x)) is completely characterized by the weak
equivalence class of G in a neighborhood of x.
Proof. Recall that Sl(P)(x) = min{Sl(fn(z)Wn)(x),ord(RG,β)(x)}. We
proceed in two stages.
• First, assume that q := Sl(fn(z)Wn)(x) < ord(RG,β)(x). In this case, we will
argue as in Theorem 4.10 to prove our claim. In our coming discussion, we make
use of the fact that the transformation law ofRG,β is the law defining Rees algebras
(see (2.11)).
Fix the same notation as in the proof of Theorem 4.10, and consider N-
monoidal transformations at p0, p1, . . . , pN−1 followed by ℓN transformations at
codimension 2, where
ℓN =
{
⌊N(q − 1)− 1⌋ if Nq 6∈ Z,
N(q − 1)− 1 if Nq ∈ Z.
We claim that the highest possible number of transformations defined by blowing-
up centers of codimension 2 (in the sense of Stage B) is exactly this number ℓN
(which is completely characterized by N and q).
The sequence of N + ℓ monoidal transformations
G′ G1 GN GN+1
V (d) ×A1 V
(d+1)
1
πp0oo · · ·
πp1oo V (d+1)N
πpN−1oo V (d+1)N+1
oo · · ·oo
GN+ℓ
· · · V (d+1)N+ℓ
oo
(see (2.12)) gives rise to
V (d−1) ×A1 V
(d)
1
oo . . .oo V (d)N
oo oo
R′G,β (RG,β)1 (RG,β)N
V (d)N+1 · · ·
oo V (d)N+ℓ
oo
(RG,β)N+1 (RG,β)N+ℓ
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together with morphisms β˜i : V
(d+1)
i -→ V
(d)
i (see (4.9)). In addition, each
(RG,β)i is also defined as the elimination algebra of Gi via βi (see (3) in (2.16)).
Denote by H the exceptional hypersurface introduced by the last of these
transformations. Set (RG,β)′ = (RG,β)N+ℓ. Check that our assumption ensures
that the slope at the generic point of H (e.g., ξH) is
Sl(P′)(ξH) = Sl(f ′n(z)W
n)(ξH) < ord((RG,β)′)(ξH),
where P′ = P′(β′, z′, f ′n(z
′)) is a presentation given by the transform at V (d+1)N+ℓ .
In the case where Nq 6∈ Z, we have
0 < Sl(P′)(ξH) = Sl(f ′n(z
′)Wn)(ξH) < 1,
soH is not a component of β′(Sing(G′)) (see Proposition 5.9 and Remark 4.3(3)).
On the contrary, if we assume now that Nq ∈ Z, then
Sl(P′)(ξH) = Sl(f ′n(z
′)Wn) = 0.
Remark 4.5 ensures that w-inξH(f
′
n(z
′)) can be identified with the equation
defining the fiber over ξH , that is,, f ′n(z
′)|H , which can be naturally identified
with w-inx(fn(z)). The hypothesis ensures that w-inx(fn(z)) is not an n-th
power, so Proposition 5.9 and Remark 4.3(3) apply here to show that H is not a
component of β′(Sing(G′)).
• Second, to finish the proof, assume now that Sl(P)(x) = ord(RG,β)(x). Check
that Sl(P′)(ξH) = ord((RG,β)′)(ξH) < 1 after the transformations indicated
before, and hence that H is not a component of β′(Sing(G′)).
The previous discussion shows that the value Sl(P)(β(x)) is totally charac-
terized by the weak equivalence class of G by arguing as was done in (4.11). ❐
Corollary 5.11. Let G be a Rees algebra. Assume that τG ≥ 1 along a closed
point of Sing(G). Fix a point x ∈ Sing(G), and consider two different presentations
P1 = P(β1, z1, f1(z1)) and P2 = P(β2, z2, f2(z2)) that are in normal form at
β1(x) and β2(x), respectively. Then,
Sl(P1)(β1(x)) = Sl(P2)(β2(x)).
Proof. The proof follows straightforwardly from Theorem 5.10. ❐
The previous discussion leads to the following definition.
Definition 5.12. Fix a Rees algebra G, and assume that τ ≥ 1 along Sing(G).
A function with rational values, called the (d − 1)-dimensional H-function, for
instance,
H-ord(d−1)(G)(−) : Sing(G) -→ Q≥0,
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is defined by setting
H-ord(d−1)(G)(x) := Sl(P)(β(x))(5.4)
= min
1≤j≤n
{
νβ(x)(aj)
j
,ord(RG,β)(β(x))
}
at any point x ∈ Sing(G), where P = P(β, z, fn(z) = zn + a1zn−1 + · · · +an)
is a presentation in normal form at β(x).
Corollary 5.11 (or Theorem 5.10) ensures that the previous function is well
defined. Namely, it is intrinsic to G, with independence of β and of the presenta-
tions. Further corollaries can be stated as follows.
Corollary 5.13.
(1) Recall that two Rees algebras G and G′ with the same integral closure are
also weakly equivalent. In particular, Sing(G) = Sing(G′), and both H-
functions coincide; that is,H-ord(d−1)(G)(x) = H-ord(d−1)(G′)(x) at any
point x ∈ Sing(G) = Sing(G′).
(2) A similar statement holds for the Rees algebras G and Diff(G) (see 2.8).
In fact, both are weakly equivalent; thus, at any point x ∈ Sing(G) =
Sing(Diff(G)),
H-ord(d−1)(G)(x) = H-ord(d−1)(Diff(G))(x).
6. SIMPLIFIED PRESENTATIONS AND
THE (d− r)-DIMENSIONAL H-FUNCTIONS (τ ≥ r )
6.1. Let G be a differential Rees algebra over V (d), as defined in 2.8. Fix a
closed point x ∈ Sing(G), and assume that τG,x ≥ r . A notion of presentations
was introduced in Definition 5.4 for the case r = 1 in terms of suitable morphisms
V (d) -→ V (d−1). These presentations were, in turn, the tool that enabled us to de-
fine the H-functions in the (d−1)-dimensional case: namely, H-ord(d−1)(G)(x).
In this section, we address the general case τG,x ≥ r . In 6.2, we initiate the dis-
cussion of presentations that will lead to the definition of a function in terms of a
smooth morphism V (d)
β
-→ V (d−r). In Theorem 6.5, it is proved that such pre-
sentations can be chosen in a simplified form, called simplified presentation. The
generalized Weierstrass Preparation Theorem to be discussed in this section will
be the key tool for this simplification.
The lower-dimensional H-functions will be introduced in Definition 6.10.
They will appear as the most natural extension of Definition 5.12 to the case
r > 1. The value H-ord(d−r)(G)(x) will be defined, first, in terms of simplified
presentations, and finally Theorem 6.9(1) will prove that this value is an invariant,
and hence that it is independent of any choice.
These functions will lead to some applications in singularity theory which will
be addressed in Section 7.
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6.2. The case τ ≥ 2. Let G be a differential Rees algebra. Fix a closed point
x ∈ Sing(G). Suppose τG,x ≥ 2, and fix a transversal projection V (d)
β
-→ V (d−2)
(see 2.9). We will proceed essentially in two steps. We shall first indicate how to
construct a factorization of the form
(6.1) V (d)
β1
yyss
ss
ss
s
β

V (d−1)
β2 %%K
KK
KK
KK
V (d−2) .
This diagram will allow us to define a coarse presentation in the setting of
(2.24). We then proceed in a second step to construct a suitable change of the
previous factorization of β. This last step will finally enable us to define a simpli-
fied presentation in the sense of (2.25).
In this first step, we make use of [4, Theorem 6.4], which ensures that if
τG,x ≥ 2, then τRG,β1 ,β1(x) ≥ 1. This will enable us to apply twice Proposition
5.2. Note here that the existence of β1 and β2 together with 5.2 will provide us
with a coarse presentation, so that G will have the same integral closure as the
algebra
OV (d)
[
hℓ(z1)W
ℓ,∆j1z1(hℓ(z1))W ℓ−j1 , gm(z2)Wm,∆j2z2(gm(z2))Wm−j2] 1≤j1≤ℓ−1
1≤j2≤m−1
⊙ β∗(RG,β)
(see Notation 5.1), where
hℓ(z1) ∈ OV (d−1)[z1] and gm(z2) ∈ OV (d−2)[z2]
are monic polynomials on the transversal sections z1 and z2, respectively. Let us
draw attention to the fact that the coefficients of hℓ(z1) are in OV (d−1) , whereas we
aim to define a notion of slope involving polynomials with coefficients in OV (d−2)
(simultaneous elimination of two variables).
This is the second step addressed in the next proposition. It is proved that,
locally in e´tale topology, there is a simplified presentation, so that G and
OV (d)
[
f ′n(z
′
1)W
n,∆j1z′1(f ′n)Wn−j1 , g′m(z′2)Wm,∆j2z′2(g′m)Wm−j2]1≤j1≤n−1
1≤j2≤m−1
⊙ β∗(RG,β)
have the same integral closure, where
f ′n(z
′
1) ∈ OV (d−2)[z
′
1] and g
′
m(z
′
2) ∈ OV (d−2)[z
′
2]
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are monic polynomials on sections z′1 and z
′
2, respectively. Note that now both
are polynomials with coefficients in OV (d−2) . The strategy used to accomplish this
second step will be done by changing the factorization of β in (6.1).
Proposition 6.1. Let G be a differential Rees algebra, and let x ∈ Sing(G) be a
closed point at which τG,x ≥ 2. Then, at a suitable neighborhood of x, a transversal
morphism (e.g., V (d)
β
-→ V (d−2)) can be constructed in such a way that the following
hold:
(1) There are global sections z1, z2, and {dz1,dz2} is a basis of the module of
β-differentials, for instance, Ω1β;
(2) There are two elements fnWn, gmWm ∈ G of the form
fn(z1) = z
n
1 + a1z
n−1
1 + · · · + an ∈ OV (d−2) ,β(x)[z1],(∗∗)
gm(z2) = z
m
2 + b1z
m−1
2 + · · · + bm ∈ OV (d−2) ,β(x)[z2],(∗)
and G has the same integral closure as
OV (d)
[
fn(z1)W
n,∆αz1(fn)Wn−α, gm(z2)Wm,∆γz2(gm)Wm−γ]1≤α≤n−11≤γ≤m−1(6.2)
⊙ β∗(RG,β).
Here, RG,β denotes the elimination algebra, and ∆jzi are as in Remark 5.3. In addi-
tion,RG,β is non-zero whenever Sing(G) is not of codimension two locally at x.
Definition 6.2 (Simplified presentations for τ ≥ 2). Let the setting be as
above. We say that
(6.3) sP(β, z1, z2, fn(z1), gm(z2))
defines a simplified presentation of G.
Idea of the proof of Proposition 6.1. Fix x ∈ Sing(G), so that τG,x ≥ 2. We
will first indicate how to produce a diagram as (6.1). Once this task is achieved,
we will construct a scheme V (d−1)2 , and two smooth morphisms V
(d) δ1-→ V (d−1)2
and V (d−1)2
δ2
-→ V (d−2), so that the following diagram commutes:
(6.4) V (d)
β1
zzuu
uu
uu
uu δ1
$$I
II
II
II
I
β

V (d−1)1
β2 $$I
II
II
II
I
V (d−1)2
δ2zzuu
uu
uu
uu
V (d−2) .
The triangle in the right-hand side will be better suited for our purpose as we will
see in the following steps.
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Step 1: We shall first construct a morphism β : V (d) -→ V (d−2) together with a
diagram (6.1), and with the following condition:
- There is an element hℓW
ℓ ∈ G so that hℓ is a monic polynomial on
z of degree ℓ, for instance,
hℓ(z) = z
ℓ + c1z
ℓ−1 + · · · + cℓ ∈ OV (d−1)1 ,β1(x)
[z],
where z is a global section, so that {dz} is a basis of the module of β1-
differentials.
Denote byRG,β1 (⊂ OV (d−1)1 [W]) the elimination algebra corresponding to β1.
This is a simple algebra at β1(x) ∈ Sing(RG,β1). We know that τRG,β1 ,β1(x) ≥ 1,
since τG,x ≥ 2, as was previously indicated. Therefore, we have the following:
(∗)
∥∥∥∥∥∥∥∥∥∥∥∥∥
There is an element gmWm ∈ RG,β1 so that gm is a monic poly-
nomial of degree m, for instance,
gm(z2) = z
m
2 + b1z
m−1
2 + · · · + bm ∈ OV (d−2) ,β(x)[z2],
where z2 is a global section and {dz2} is a basis of the module
of β2-differentials. Hence, {dz,dz2} is a basis of the module of
β-differentials.
Step 2: Here, we will address the construction of a smooth scheme V (d−1)2 , to-
gether with morphisms V (d)
δ1
-→ V (d−1)2 and V
(d−1)
2
δ2
-→ V (d−2), so as to complete
the diagram (6.4). The functions fn(z1) and gm(z2), with the conditions speci-
fied in Proposition 6.1, will arise from the construction of the right-hand side in
(6.4).
Step 1 provides us with an element gm(z2)Wm ∈ RG,β1 . Via the natural
inclusion RG,β1 ⊂ G (see Proposition 2.7(1)), the element gm(z2)W
m ∈ G. The
smooth scheme V (d−1)2 will be constructed below so as to dominate V
(d−2) and
so that z2 6∈ OV (d−1)2
. Moreover, a smooth morphism δ1 : V (d) -→ V
(d−1)
2 will be
constructed with the condition that gm(z2) ∈ OV (d−1)2
[z2], and that z2 defines a
section for δ1. Here, {dz2} will be a basis for the module of δ1-differentials.
As τG,x ≥ 2, we know that τRG,δ1 ,δ1(x) ≥ 1 ([4, Theorem 6.4]). This ensures
the existence of the following:
(∗∗)
∥∥∥∥∥∥∥∥∥∥
an element fnWn ∈ RG,δ1 which is a monic polynomial, that is,
fn(z1) = z
n
1 + a1z
n1−1
1 + · · · + an ∈ OV (d−2)[z1],
where again z1 is a global section so that {dz1} is a basis of Ω1δ2 ,
and hence {dz1,dz2} defines a basis of Ω1β.
Finally, check that if we succeed in the development of the previous steps,
then fn(z1) and gm(z2) will fulfill the condition of the Proposition 6.1. ❐
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Proof. Here, we construct (6.4) with the previously required conditions. E´tale
topology will be used throughout this proof, so let us specify some well-known
properties of e´tale maps.
Fix a smooth scheme V , and suppose we are given a scheme W and a smooth
morphism
V
γ

W.
This setting is preserved in e´tale topology when an e´tale map W ′
e // W is
considered. In fact, a commutative diagram arises by taking fiber products:
V ′
e′ //
γ′

V
γ

W ′
e // W,
where V ′
e′ // V is an e´tale map, and V ′
γ′
// W ′ is smooth. This says that
the construction of a scheme W and a smooth morphism γ is preserved in e´tale
topology, but only when lifting e´tale maps in the previous sense (from down-up).
This will be the key point for the construction of the schemes and morphisms
previously mentioned. Recall our general strategy:
Step 1: First, construct the left-hand side of (6.4), namely, the smooth schemes
V (d−1)1 , V
(d−2) and the morphisms β1 and β2 with the required conditions.
Step 2: Once the previous data is fixed, complete the diagram (6.4) (the right-
hand side) in such a way that the polynomials fn(z1) and gm(z2) can be chosen
as in Proposition 6.1.
To show this, we proceed in two stages:
(1) By assumption τG,x ≥ 2 (≥ 1), one can find a regular system of parameters
{x1, . . . , xd} at OV (d) ,x, and an element hℓW
ℓ ∈ G so that
hℓ|x1=···=xd−1=0 = u · x
ℓ
d
for some unit u ∈ OV (d)/〈x1, . . . , xd−1〉.
Consider the smooth morphism
V (d)

A
(d−1)
k
= Spec(k[X1, . . . , Xd−1])
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defined by Xi ֏ xi for i = 1, . . . , d − 1. Let (B,N) be the henselization of
the local ring k[X1, . . . , Xd−1]〈X1,...,Xd−1〉. This defines Spec(B) -→ A
(d−1)
k . Up to
multiplication by a unit, the element hℓ is a monic polynomial of degree ℓ, that is,
hℓ(z) = z
ℓ + c1z
ℓ−1 + · · · + cℓ ∈ B[z].
Now, replace A(d−1)k by a suitable e´tale neighborhood V
(d−1)
1 where all the coeffi-
cients ci are global sections. Define β1 by taking the fiber product. We abuse the
notation and set β1 : V (d) -→ V
(d−1)
1 .
Let RG,β1 denote the elimination algebra with respect to β1. Since we have
τG,x ≥ 2, then again τRG,β1 ,β1(x) ≥ 1, and we repeat the previous argument to
define a scheme (e.g., V (d−2)) together with a smooth morphism β2, so that a
given element gmWm ∈ RG,β1 of orderm can be expressed as a monic polynomial
gm(z2) = z
m
2 + b1z
m−1
2 + · · · + bm ∈ OV (d−2)[z2].
This construction might force us to replace the previous scheme V (d−1)1 by an
e´tale neighborhood; in particular, V (d) is replaced by an e´tale neighborhood. Set
β = β2 ◦ β1.
(2) Fix a regular system of parameters {x1, . . . , xd−2} at OV (d−2),β(x). It extends
to {x1, . . . , xd−2, z, z2}, which is a regular system of parameters at OV (d),x . Set
A1 = Spec(k[T]). We now define a smooth morphism
V (d)
δ′1

V (d−2) ×A1
with the condition that pr1 ◦δ
′
1 yields β = β2 ◦ β1; here, pr1 is the projection in
the first coordinate. The map δ′1 is uniquely determined if T is identified with the
element z. Note that OV (d−2) ⊂ OV (d−2)×A1 , and hence gm(z2) ∈ OV (d−2)×A1[z2].
Moreover, check that z2 is a global section so that {dz2} defines a basis of Ω1δ′1 .
LetH := RG,δ′1 ⊂ OV (d−2)×A1[W] denote the elimination algebra with respect
to δ′1. Again, since τG,x ≥ 2, then τH ,δ′1(x) ≥ 1. The same arguments used before
ensure that the following exist:
• an e´tale neighborhood of V (d−2), say V ′(d−2);
• a smooth morphism V (d−1)2
δ2
-→ V ′(d−2) (here, V (d−1)2 is an e´tale
neighborhood of V (d−2) ×A1);
• an element fnWn ∈H (⊂ G) that can be expressed as
(∗∗) fn(z1) = z
n
1 + a1z
n1−1
1 + · · · + an ∈ OV ′(d−2)[z1],
with the required properties.
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This settles construction of diagram (6.4), and the two polynomials fn(z1)
and gm(z2) fulfill the conditions of Proposition 6.1. ❐
Definition 6.3. Fix a Rees algebra G so that τG,x ≥ 2 at any closed point
x ∈ Sing(G), and a simplified presentation, for instance,
sP = sP(β, z1, z2, fn1(z1), fn2(z2)),
as in (6.3). The slope of G relative to sP at a point y ∈ V (d−2) is defined as
Sl(sP)(y) := min
1≤j1≤n1
1≤j2≤n2
{
νy(aj1)
j1
,
νy(bj2)
j2
,ord(RG,β)(y)
}
.
Here, νy denotes the order at the regular local ring OV (d−2) ,y , and ordRG,β is the
order function of the Rees algebra RG,β as defined in (2.17).
Definition 6.4. Let G be a Rees algebra, so that τG,x ≥ 2 for all x ∈ Sing(G).
A simplified presentation sP = sP(β, z1, z2, fn1(z1), fn2(z2)) is said to be in
normal form at y ∈ V (d−2) if one of the following conditions hold:
• Either Sl(sP)(y) = ord(RG,β)(y),
• Or Sl(sP)(y) = Sl(fn1(z1)W
n1)(y) < ord(RG,β)(y) and the weighted
initial form w-iny(fn1(z1)) is not an n1-th power,
• Or Sl(sP)(y) = Sl(fn2(z2)W
n2)(y) < ord(RG,β)(y) and the weighted
initial form w-iny(fn2(z2)) is not an n2-th power.
It will be shown in Theorem 6.9 that the rational number Sl(sP)(y) is en-
tirely determined by the weak equivalence class of G, whenever sP is in normal
form at y ∈ β(Sing(G)). This will lead to the definition of an H-function along
points of Sing(G).
6.3. The general case τ ≥ e. We address here the case τ ≥ e, now for
arbitrary e. It parallels the previous results for e = 2, and generalizes, to some
extent, the Weierstrass Preparation Theorem.
Theorem 6.5. Let G be a Rees algebra such that τG,x ≥ e at a closed point
x ∈ Sing(G). Then, at a suitable e´tale neighborhood of x, a transversal morphism,
for instance, V (d)
β
-→ V (d−e), can be defined together with the following:
• global functions z1, . . . , ze such that {dz1, . . . ,dze} forms a basis of Ω1β
(module of β-relative differentials);
• integers n1, . . . , ne ∈ Z>0;
• elements fn1W
n1 , . . . , fneW
ne ∈ G, where
(6.5)
fn1(z1) = z
n1
1 + a
(1)
1 z
n−1
1 + · · · + a
(1)
n1 ∈ OV (d−e)[z1],
...
fne(ze) = z
ne
e + a
(e)
1 z
ne−1
r + · · · + a
(e)
ne ∈ OV (d−e)[ze]
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(for some a(j)i global functions on V
(d−e)). Moreover, the previous data can be defined
with the condition that G has the same integral closure as
(6.6) OV (d)[fni(zi)W
ni ,∆jizi(fni(zi))Wni−ji]1≤ji≤ni−1
i=1,...,e
⊙ β∗(RG,β).
Here, RG,β ⊂ OV (d−e)[W] is the elimination algebra defined in terms of β as in
Proposition 2.7, and ∆jzi are as in Remark 5.3.
Proof. The proof follows from a natural extension of the arguments in the
proof of Proposition 6.1. ❐
Definition 6.6. (Simplified presentations). Let the setting be as in Theo-
rem 6.5. The data
(6.7) sP(β, z1, . . . ze, fn1(z1), . . . , fne(ze))
that fulfills the conditions of Theorem 6.5 are said to be a simplified presentation.
The following definitions extend those in 6.3 and 6.4.
Definition 6.7. Let G be a differential Rees algebra G so that τG,x ≥ e at a
closed point x ∈ Sing(G). Fix, at a neighborhood of x, a simplified presentation,
for instance, sP = sP(β, z1, . . . , ze, fn1(z1), . . . , fne(ze)), as in (6.7). The slope
of G relative to sP at a point y ∈ V (d−e) is the rational number defined as
(6.8) Sl(sP)(y) := min
1≤ji≤ni
1≤i≤e
νy(a
(i)
ji
)
ji
,ord(RG,β)(y)
 .
Definition 6.8. Let G be a differential Rees algebra in the conditions of the
previous definition. A simplified presentation sP = sP(β, zi, fni(zi))1≤i≤e is said
to be in normal form at y ∈ V (d−e) if one of the following conditions holds:
• Either Sl(sP)(y) = ord(RG,β)(y),
• Or Sl(sP)(y) = Sl(fni(zi)W
ni)(y) < ord(RG,β)(y) for some index
1 ≤ i ≤ e, and w-iny(fni(zi)) is not an ni-th power.
The next theorem will show that, given a simplified presentation sP in normal
form at y ∈ β(Sing(G)), the rational value Sl(sP)(y) is an invariant (indepen-
dent of the presentation).
Theorem 6.9. Let G be a β-differential Rees algebra (e.g., a differential Rees
algebra) with the property that τG ≥ e along closed points in Sing(G). Fix a point
x ∈ Sing(G), and assume that there is a simplified presentation sP that is in normal
form at β(x) (see Definition 6.8).
(1) The rational number q = Sl(sP)(β(x)) in (6.8) is entirely determined by
the weak equivalence class of G.
(2) G and OV (d)[fn1W
n1 , . . . , fnrW
ne]⊙ β∗(RG,β) are weakly equivalent.
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Proof.
(1) The proof is similar to that of Theorem 5.10, if we consider now, in Stage B,
blow-ups at centers of codimension e+ 1 instead of codimension 2.
(2) Theorem 6.5 ensures that sP can be chosen so that G has the same integral
closure as
G1 = OV (d)[fni(zi)W
ni ,∆jizi(fni(zi))Wni−ji]1≤ji≤ni−1
i=1,...,e
⊙ β∗(RG,β).
Theorem 3.4(1) asserts that G and G1 are weakly equivalent. Finally, Theorem
3.4(2) ensures that G1 and OV (d)[fn1W
n1 , . . . , fneW
ne] ⊙ β∗(RG,β) are weakly
equivalent. ❐
Definition 6.10. First, assume the conditions of Theorem 6.9. Then, the
(d− e)-dimensional H-function H-ord(d−e)(G) : Sing(G) -→ Q≥0 is defined by
setting
H-ord(d−e)(G)(x) = Sl(sP)(β(x)),
where sP is a simplified presentation which is in normal form at β(x).
Theorem 6.9 ensures this value is well defined, namely, that it is independent
of the choice of the smooth morphism β and of the simplified presentation.
7. MAIN PROPERTIES OF H-FUNCTIONS AND PROOF OF
THEOREM 2.13
7.1. A particular kind of simplified presentations: p-presentations. The
form of elimination of a variable we use here is largely sustained on the presence of
a polynomial that is monic on this variable, namely, on the Weierstrass Preparation
Theorem. Moreover, the elimination algebras that appear in our discussions are
defined in terms of these monic polynomials. An example of this fact arises already
in Theorem 6.5.
Of particular interest will be the case in which the degrees of these monic
polynomials are given by powers of the characteristic: namely, when ni = pℓi in
(6.5), where p denotes the characteristic of the underlying field. In fact, in this
case, there is a surprising interplay between the coefficients of these polynomials
and the elimination algebra, which we will indicate below.
Fix a d-dimensional scheme V (d) smooth over a perfect field k together with
a differential Rees algebra (e.g., G) over V (d). Fix a transversal projection V (d)
β
-→
V (d−1). As G is a differential algebra, it is also a β-differential algebra (see 2.9). In
this case, we will indicate that, locally at any point x ∈ Sing(G), the β-differential
structure of G will allow us to consider a simplified presentation sP with inte-
gers of the form n1 = pℓ1 ≤ n2 = pℓ2 ≤ · · · ≤ ne = pℓe , where p denotes
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the characteristic of k. These particular simplified presentations will be called
p-presentations, and will be denoted by
(7.1) pP = pP(β, zi, fpℓi (zi) = z
pℓi
i + a
(i)
1 z
pℓi−1 + · · · + apℓi )1≤i≤e.
The exponents ℓ1 ≤ ℓ2 ≤ · · · ≤ ℓe are closely related to invariants studied by
Hironaka in [34], and are also related to other invariants introduced by Kawanoue
and Matsuki in [38], [39], and [40].
The notion of p-presentations was introduced in [6] for the case e = 1. They
were denoted by
pP = pP(β : V (d) -→ V (d−1), z, fpℓ(z) = z
pℓ + a1z
pℓ−1 + · · · + apℓ),
and it was shown there that the following hold:
(1) Given x ∈ Sing(G), the p-presentation can be modified into a new p-
presentation that is in normal form at β(x) (see Definition 5.7).
(2) The value of the H-function is given by
(7.2) H-ord(d−1)(G)(x) = min
{
νβ(x)(apℓ)
pℓ
,ord(RG,β)(β(x))
}
,
where we have the right-hand side defined in terms of a p-presentation
pP = pP(β, z, fpℓ(z)) in normal form at β(x) (see [6, Theorem 4.6
and Corollary A.9]).
This simplifies the expression in (5.4), as only the coefficient apℓ appears in
this formulation. Surprisingly, the contribution of the intermediate coefficients
of fpℓ(z) = z
pℓ + a1zp
ℓ−1 + · · · + apℓ is somehow encoded in the elimination
algebraRG,β.
The previous two properties extend easily to the general case τ ≥ e via Theo-
rem 6.5 together with presentations as in (7.1). Namely, we have the following:
(1) Given x ∈ Sing(G), the p-presentation pP in (7.1) can be modified into
another p-presentation, which is in normal form at β(x). Let us empha-
size here that p-presentations are particular forms of simplified presenta-
tions.
(2) Assume now that pP is in normal form at β(x); then,
(7.3) H-ord(d−e)(G)(x) = min
1≤j≤e

νβ(x)(a
(j)
p
ℓj
)
pℓj
,ord(RG,β)(β(x))
 .
7.2. p-presentations and monoidal transformations. Thus far, G has been
assumed to be a differential Rees algebra. It is in this context in which Theo-
rem 6.5 applies, namely, that the theorem ensures simplified presentations exist
for these Rees algebras.
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A natural notion of transformation of a p-presentation was studied for the
case e = 1 in [6]. There, given a p-presentation of G over V (d) (for instance,
pP = pP(β, z, fpℓ)), a new p-presentation (e.g., pP1 = pP1(β1, z1, f
(1)
pℓ
)) is
defined in terms of pP and of the monoidal transformation. This is denoted by
pP pP1
V (d) V
(d)
1 .
oo
The simplified presentations given by Theorem 6.5 enables us to extend the previ-
ous discussion to the case τ ≥ e for presentations in the setting of (7.1). In other
words, the previous discussion applies for a presentation once we fix a sequence of
transformations (2.16). This will enable us to attach a simplified presentation to
Gr , locally at x ∈ Sing(Gr ), in terms of βr , and this will be achieved by successive
“transformations.”
The result in Theorem 6.9 has now a natural formulation for the βr -differen-
tial Rees algebra Gr in (2.16). In addition, Definition 6.10 can also be stated for
Gr . Consequently, the (d− e)-dimensional H-function of Gr , for instance,
H-ord(d−e)(Gr ) : Sing(Gr ) -→ Q≥0,
can be defined, and again Theorem 6.9 applies to ensure the function is intrinsic.
7.3. On tamed H-functions and the proof of Theorem 2.13. We address
here the proof of Theorem 2.13. First, we introduce the notion of strong mono-
mial case in Definition 7.1, which will encode the numerical conditions in (2.20).
Once this point is settled, the statement of Theorem 2.13 will be reformulated in
Theorem 7.3.
As a first step, recall the construction of the monomial algebra introduced in
(2.19), where a monomial algebra, for instance,
(7.4) MrW s = OV (d−e)r [I(H1)
h1 . . . I(Hr)
hrW s],
is assigned to any sequence (2.16) by setting, for i = 0, . . . , r − 1,
(7.5)
hi+1
s
= H-ord(d−e)(Gi)(ξYi)− 1,
and where ξYi denotes the generic point of Yi, the center of the monoidal trans-
formation.
Definition 7.1. Let G be a Rees algebra so that τG(x) ≥ e at any closed
point x ∈ Sing(G). Let the setting be as in 2.10, and assume that (2.16) is
defined so that the elimination algebra of Gr is monomial in the sense of (2.18).
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The Rees algebra Gr is said to be in the strong monomial case if, at any closed point
x ∈ Sing(Gr ),
(7.6) H-ord(d−e)(Gr )(x) = ord(MrW s)(x).
Remark 7.2. In [6, Theorem 8.5 and Remark 8.6], it is proved that the
condition ord(MrW s)(x) = H-ord
(d−1)(Gr )(x) = ord((RG,β)r )(βr (x)) holds
if and only ifMrW s = (RG,β)r , and this ensures the existence of a hypersurface
of maximal contact locally at the point (case e = 1). The extension of this fact to
the general case is straightforward.
Theorem 7.3. Let the setting be as in Definition 7.1. Assume that Gr is in the
strong monomial case at any closed point x ∈ Sing(Gr ). Then, any combinatorial
resolution ofMrW s can be lifted to a sequence of monoidal transformations over Gr ,
for instance,
(7.7) G G1 Gr GN
V (d) V
(d)
1
πYoo · · ·
πY1oo V (d)r
πYr−1oo · · ·
πYroo V (d)N ,
πYN−1oo
which is either a resolution of G (i.e., Sing(G) = ∅) or τGN (x) ≥ e+ 1 at any closed
point x ∈ Sing(GN) (improvement of the τ-invariant).
Proof. We consider here the situation where τGr ,x ≥ e for all closed points
x ∈ Sing(Gr ), and we will study the closed points x where τG,x = e. Our
proof will strongly rely on the existence of p-presentations (see 7.1), for instance,
sP = sP(β, zi, fpℓi (zi) = z
pℓi
i + a
(i)
1 z
pℓi−1 + · · · + apℓi )1≤i≤e, which we may
assume, in addition, are in normal form at β(x) (x ∈ Sing(Gr )).
First, assume, as we previously indicated, that the elimination algebra of Gr is
monomial, namely, that
(7.8) (RG,β)r = OV (d−e)r [I(H1)
α1 . . . I(Hr )
αrW s].
The monomial algebra MrW s in (7.4) relates to the p-presentation in the
following manner:
• a(i)ji W
ji ∈ MrW s for ji = 1, . . . , pℓi , i = 1, . . . , e. This means that
the coefficients a(i)ji W
ji are in the integral closure ofMrW s . We express
this fact by saying thatMrW s divides the coefficients.
• MrW s divides the elimination algebra (RG,β)r in (7.8) (i.e., hi ≤ αi
for i = 1, . . . , r ). This fact is guaranteed by (7.5) and (7.3), together with
the law of transformations for Rees algebras.
Let us address now the numerical conditions defined in terms of the H-
functions H-ord(d−e) at points of Sing(Gr ). First, recall the formulation of the
H-function in (7.3) that relies only on the elimination algebra or on the constant
terms of the e polynomials (e.g., a(i)
pℓi
).
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The following two cases can occur:
(A) Assume that H-ord(d−e)(Gr )(x) = ord((RG,β)r )(βr (x)) at x ∈ Sing(Gr ).
In this case, Remark 7.2 says that MrW s = (RG,β)r ; this, in turn, ensures that
all coefficients a(i)ji W
ji ∈ (RG,β)r . These conditions, together with the fact that
fpℓi (zi)W
pℓi ∈ Gr , say that, up to integral closure, ziW ∈ Gr for i = 1, . . . , e. In
particular, this guarantees that z1 = · · · = ze = 0 has maximal contact with Gr
at x, and hence in an open neighborhood of x. Therefore, at a neighborhood of
x the theorem can be dealt with as in the case of characteristic zero.
(B) Assume that H-ord(d−e)(Gr )(x) < ord((RG,β)r )(βr (x)) at x ∈ Sing(Gr ).
Then, there is an index j for which
H-ord(d−e)(Gr )(x) =
νβr (x)(a
(j)
p
ℓj
)
pℓj
(= ord(MrW s)(x)).
This equality shows that a(j)
p
ℓj
Wp
ℓj
= MrW s , meaning that both algebras have
the same integral closure. This ensures that, up to multiplication by a unit, a
(j)
p
ℓj
can be taken as a monomial.
Fix now a smooth permissible center C with generic point y , so that x ∈ C.
A property of p-presentations is that they can be chosen so as to be in normal
form simultaneously at x and y (see [6, Proposition 5.8]). We now compute
H-ord(d−e)(Gr )(y). We claim that, for the same index j as we have taken before,
H-ord(d−e)(Gr )(y) =
νβr (y)(a
(j)
p
ℓj
)
pℓj
In fact, ord(MrW s)(y) = νβr (y)(a
(j)
p
ℓj
)/pℓj , and since all coefficients and the
elimination algebra are divisible byMrW s , we have
H-ord(d−e)(G)(y) = min
1≤j≤e

νβr (y)(a
(j)
p
ℓj
)
pℓj
,ord((RG,β)r )(βr (x))

=
νβr (y)(a
(j)
p
ℓj
)
pℓj
.
To summarize, there is a particular index j with the following properties:
• j provides the value of the H-function at x and at y . Namely,
H-ord(d−e)(G)(x) =
νβr (x)(a
(j)
p
ℓj
)
pℓj
and H-ord(d−e)(G)(y) =
νβr (y)(a
(j)
p
ℓj
)
pℓj
.
• The role of this j is stable under transformations.
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In this way, Theorem 6.5 reduces the proof of this theorem to the case of only
one index (e.g., j), which leads us to consider the algebra
G′r = OV (d)r [fpℓj (zj)W
p
ℓj
,∆pℓj−i(f
p
ℓj (zj))W
p
ℓj−1
]
1≤i≤p
ℓj−1
⊙ (RG,β)r .
Recall we assumed that τGr ,x = e. The theorem of elimination of variables, to-
gether with the previous discussion, ensures that τG′r ,x = 1, and moreover, that G
′
is in the strong monomial case. This is the setting in which [6, Theorem 8.14] ap-
plies; this last theorem is the particular case of Theorem 7.3, which applies for Rees
algebras with τ-invariant equal to 1. It ensures that after a sequence ofN−r trans-
formations, the final algebra G′N is resolved, or τG′N ,x′ ≥ 2 for all x
′ ∈ Sing(G′N).
This sequence of transformations is permissible for Gr . Moreover, it will guarantee
that either GN is resolved, or τGN ,x′′ ≥ e+ 1 for all x
′′ ∈ Sing(GN). ❐
7.4. Application to embedded resolution of two-dimensional schemes.
We can now extend the embedded resolution of surfaces treated in [7] for the hy-
persurfaces case to prove embedded desingularization of arbitrary two-dimensional
schemes (over perfect fields). This provides a desingularization of two-dimensional
schemes a la Hironaka, namely, by applying successive monoidal transformations
along the highest Hilbert-Samuel stratum.
Theorem 7.4. Given a reduced two-dimensional scheme X over a perfect field,
there is a sequence of monoidal transformations
X
πC1←------------------X1 ←- · · ·
πCn
←-------------------Xn,
where each center of the blow-up Ci is so that Ci ⊂ MaxHSXi (here, MaxHSXj
denotes the maximum Hilbert-Samuel stratum of Xj), such that
(i) Xn is a smooth embedded desingularization of X, which modifies only the
singular points of X.
(ii) The exceptional locus of the composition map X π←- Xn has only simple nor-
mal crossings.
Essential concepts of the proof.
(1) Consider an embedding of X in a smooth d-dimensional scheme (e.g.,
X ⊂ V (d)). In this setting, Hironaka attaches to the maximum Hilbert-
Samuel stratum (e.g., MaxHSX) an algebra G.
(2) As X is a two-dimensional scheme; then, τG,x ≥ d−2 at any closed point
of x ∈ Sing(G) =MaxHSX . See [10, Proposition 11.4].
(3) Our generalized Weierstrass Preparation Theorem in 6.5, and correspond-
ing H-functions in 6.10, let us extend the discussion in [7, Section 4]. ❐
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