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Heavy element production in the Universe is dependent upon α capture reactions. Their
measurement can help to explain discrepancies in stellar models and observation. In this
thesis two key alpha capture reactions have been investigated, 15N(α,γ)19F and 17O(α,n)20Ne.
The latter through 20Ne(d,p)21Ne for the study of the 17O(α,n)20Ne / 17O(α,γ)21Ne reaction
rate ratio.
19F can be observed in galactic absorption spectra, its abundance is not however well
understood. The first directly measured direct capture measurement of 15N(α,γ) has been
conducted in inverse kinematics using the DRAGON recoil separator. A measurement of the
1.323 MeV 15N+α resonance was made extracting a resonance strength of 0.92±0.11 eV.
In massive stars heavy elements are formed through the s-process, the rate of which is
dependent on the neutron flux. The 16O(n,γ) reaction is known to occur at a significant rate.
Hence, the neutron poisoning effectiveness of 16O is dependent upon the reaction rate ratio
of 17O(α,n)20Ne and 17O(α,γ)21Ne.
The 20Ne(d,p) transfer reaction has been used as a mechanism for populating states
with large neutron widths in 21Ne; those important for 17O(α,n)20Ne. The measurement
was conducted using TUNLs split-pole spectrograph to populate states inside the Gamow
window.
Significant reductions of state energy uncertainties inside the Gamow window have oc-
curred. Transferred angular momenta were found by comparison with states of known Jπ as
well as comparison with outputs from FRESCO. Partial widths were extracted using a weakly
bound extrapolation. Reaction rates were calculated using the RatesMC reaction rate code.
Presented is a revision to the 17O(α,n)20Ne and 17O(α,γ)21Ne reaction rate ratio. A decrease
in the previously accepted effectiveness of 16O as a neutron poison is found, suggesting an
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Chapter 1
Introduction and Background Theory
Nuclear Astrophysics aims to explain the origin and behaviour of nuclei in the Universe. The
field of nuclear astrophysics bridges a substantial gap between, on one hand; Astronomy and
Astrophysics and on the other; Nuclear physics.
Efforts to measure stellar properties have been ongoing for thousands of years from Baby-
lonian astronomy and early Greek astronomy [1]. Potentially one of the most famous dis-
coveries in astronomy was that of Galileo Galilei in January 1610, when he discovered and
witnessed the motion of Jupiters “stars”. Recent technological advancements have allowed
Astronomy to progress rapidly, today producing more detailed data than ever before on re-
gions of the Universe previously unexplored. Through the study of cosmological phenomena,
today it is widely accepted that the Universe was created in the big bang.
The subatomic particle make-up was a disputed topic, until in 1911 Rutherford published
a paper [2] describing an experimentally validated model. Atoms were proved to have a dense
core, today known as the nucleus. In this thesis it is the nuclei, consisting of positively charged
protons and neutral neutrons that form the basis for the studies of element production.
By comparing observations of stellar abundances to models, discrepancies may be identi-
fied to obtain knowledge on the most significant reactions to measure from an astrophysical
perspective. This thesis shall focus on two important α-capture reactions.
1.1 Nucleosynthesis
Nucleosynthesis is the creation of nuclei, which are produced through several mechanisms. In
this thesis particular interest is paid to the formation of heavier nuclei inside stellar systems.
The burning of Hydrogen to form Helium is the first building block for heavier element
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formation in stars. The simultaneous collision of 4 protons, or equivalently 4 1H nuclei
would not occur frequently enough to produce sufficient energy to explain the luminosity of
stars [3]. It can however, in part, be explained by the proton-proton chain and the CNO,
carbon-nitrogen-oxygen cycle.
1.1.1 CNO cycle
The CNO cycle is a catalytic process to fuse hydrogen in to helium. A star with Carbon,
Nitrogen or Oxygen present can burn hydrogen through the CNO process. Due to its cat-
alytic nature the star requires little of the CNO catalysts to conduct hydrogen burning at
a significant level, as ultimately, the amount of CNO material will remain unchanged. This
process is particularly important inside AGB, asymptotic giant branch stars.
The four CNO cycles can be seen in figure 1.1. Note how all cycles fuse 4 protons into
a 4He nucleus. Each cycle in the CNO consist of one (p,α) reaction, three proton captures
and two β+ decays.
Figure 1.1: The four CNO cycles. Note that while the catalysts may vary in each version of
the cycle, the outcome in each is identical.
1.1.2 S-process
Charged particle reactions are limited in what masses they can produce due to the increase
in Coulomb repulsion with increasing proton number of the reactants. The heaviest elements
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formed by fusing charged nuclei are found in the iron region. The s-process, also known as
the slow neutron capture process, allows heavier element production due to the absence of
the Coulomb barrier. The s-process produces n-nuclei close to the valley of stability. The
neutron captures occur at a comparatively slow rate relative to the β− decay, meaning that
many of the nuclei produced by the s-process are stable. A sample of this process can be seen
in figure 1.2. Nuclei further from the valley of stability on the neutron rich side are formed
through the r-process, rapid neutron capture process, whereby the environment dictates that
the neutron capture rate is fast relative to the β decay rate.
Figure 1.2: S-process path shown on an extract of the nuclear chart, notice its path close
to the line of stability. Furthermore inset top left is a plot of nuclear abundance relative to
silicon and showing the iron abundance peak and the abundance peaks formed by the s and
r-processes. Figure from Kappeler et al. [4].
In the s-process the competition between beta decay and neutron capture reactions are
approximately balanced and when the branching ratio allows so the pathway may β-decay or
neutron capture. This leads to a split in the s-process path, this can be seen multiple times
in figure 1.2. Note the abundance plot and how the s-process peaks at three distinct points.
These represent the nuclei with neutron numbers of 50, 82 and 126, these are those with full
neutron shells, more commonly referred to as magic numbers.
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The s-process is divided into three categories: the weak s-process, the main s-process
and the strong s-process. The weak and main s-process occur in stars of mass, M > 8 Msun,
1.3 Msun ≤ M ≤ 8 Msun respectively. The strong s-process occurs in AGB stars with low
metallicity. The weak s-process is most important for the massive stars that are studied
here and is responsible for producing nuclei from iron to strontium [5]. The s-process rate
is dependant upon both the availability of seed nuclei and neutron flux in the environment.
The 20Ne(d,p) measurement in this thesis aims to help explain neutron abundance in massive
stars. An explanation of its importance to the neutron flux can be seen in section 1.2.2.
1.2 Astrophysical environments
1.2.1 AGB stars
Those AGB stars, discussed here for the purposes of 19F production typically have a mass
Msun ≤M≤ 7 Msun. These are considered low and intermediate mass AGB stars [6]. An AGB
star has a core of 12C and 16O formed through helium burning. This C-O core is surrounded
by a helium shell which is then covered in a hydrogen shell. As the C-O core increases in
size, during helium burning so the outwards radiative pressure becomes insufficient to obtain
the stars physical size so it contracts and the hydrogen shell begins burning. The He burning
restarts as the star shrinks and this causes an increase in outwards pressure, so the star
expands and the process starts again with helium burning. The expansion and contraction
continues in a cyclic fashion.
19F can be observed in stars of varying metallicity, such as [Fe/H] = -1.27 to -2.06 [7]. Its
importance is due to being one of the observables in galactic absorption spectra [8]. Spectral
lines provide information on the content of 19F across galactic material, the abundance of
which cannot be explained, and its exact origins are poorly understood [7]. Federman et
al. [8] presented the first measurement using FUSE, Far Ultraviolet Spectroscopic Explorer
to measure the Fluorine abundance. Abia et al. [6] studied the fluorine abundances inside
AGB stars, the content of which is not completely understood either. By Lucatello et al. [7]
it has further been noted that upper limits of fluorine for low-mass (2Msun), low metallicity
AGB models are not in agreement. It is important to obtain further information on 19F
creation at relevant temperatures, for AGB stars this occurs between the temperatures of
20 MK [9] upto 200 MK [10].
Further understanding of the abundance of 19F may also enable more accurate modelling
of core-collapse supernovae, novae and Wolf-Rayet stars. Wolf-Rayet stars are very massive
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stars that are rich in CNO material [7] and typically have a mass of 25-30 Msun. Many
Wolf-Rayet stars are stars that have passed through the red supergiant phase [11]. Fluorine
may also be produced in White Dwarf mergers [12]. Note however 19F has only been proven,
and witnessed to be produced in AGB stars. There has been disagreement with theory and
observation [13] [14] on the abundance.
The abundance of any element depends on its production and destruction/decay rate.
For 19F, which is stable, its destruction depends largely on the proton and alpha cap-
ture rates. In AGB stars 19F destruction depends on the reaction rates of 19F(α,p)22Ne
[14], 19F(p,α)16O and 19F(n,γ)20F(β)20Ne [15]. The production of 19F can be dependent
upon 14N from the CNO cycle; providing temperatures are high enough, around 100 MK;
so 14N(α,γ)18F(β+ν)18N(p,γ)19F [9]. It can also be formed through 15N(α,γ)19F [16] via di-
rect capture or through the 364 keV resonance [10]. The CNO cycle provides 13C which can
then react via 13C(α,n)16O. The neutrons this produces then react via 14N(n,p)14C. This
13C(α,n)16O reaction can be considered to be absorbing α particles, but more importantly,
producing protons, inside the helium burning shell so that 14N(α,γ)18F(β+)18O(p,α)15N(α,γ)19F
can occur [17], where the 15N(α,γ)19F reaction rate can ultimately change the abundance of
19F.
The 15N(α,γ)19F reaction occurs in the He burning region [17] during the thermal pulses.
This reaction may proceed through a resonance or direct capture. The direct capture reaction
has never been directly measured before until this work, so it contributes significantly to the
uncertainty of 19F abundance.
1.2.2 Massive stars
Massive stars can be considered the main source of heavy element production in the Universe
[18]. For this reason alone studies offer an important and exciting opportunity to explain
element production in the Universe and also its make-up. As explained by Zinnecker and
Yorke [18] the elements produced in massive stars are ejected into the Universe through,
amongst other things, expanding hydrogen regions and supernovae explosions.
Massive stars are so named as they are more massive than main sequence stars. Their
exact formation mechanism is a point of research in itself, they are thought to be formed
through two key mechanisms [19].
• Either they form in a similar process as a main sequence star, where material collapses
under its own gravity. The collapse causes an increase in pressure in turn causing rapid
temperature increase and so burning begins inside the core of the newly formed stellar
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object. Molecules break down and become nuclei as the material begins to contract.
Note that in this formation method the initial mass of the mass collapse is correlated
with the final mass of the star.
• The competing theory is that several smaller stellar bodies in a cluster compete for
matter, eventually those smaller stellar objects accrete the material from smaller stars
due to their weaker gravitational fields. The mass of the massive star formed this way
has no dependence upon the initial mass as the accretion process is ongoing. However
when a star reaches ∼ 10Msun the outward radiation pressure halts further mass gain.
Accretion induced collisions in a dense young stellar cluster were shown by Bonnell et
al. [20] to bypass this issue to allow formation of more massive stars.
Initially, as with main sequence stars a massive star is largely hydrogen and so the nu-
cleosynthesis occurs through hydrogen burning, via the CNO cycle. The inward pressure of
the outer layers due to the high mass of the star causes fusion beyond carbon to occur. The
heaviest nuclei are found in the core of the massive star, which towards the end of its burning
phase will be predominantly iron. At this point the star will exhibit an onion like structure
with lighter nuclei towards the outside of the star.
The formation of heavier elements beyond iron in massive stars through the s-process
is heavily reliant upon the abundance of neutrons. These neutrons come largely from
22Ne(α,n)25Mg. Where the 22Ne is made from converted CNO material, especially 14N [21].
It must be noted that CNO material is catalytically used in Hydrogen burning, as such it
must be present in the initial composition of the star.
22Ne(α,n)25Mg is also in competition with other α-capture reactions, such as 22Ne(α,γ)25Mg,
the latter not yielding a neutron for the s-process [22] [23]. The removal of α particles from
the system effectively inhibits the s-process.
There is competition between 56Fe for neutrons and other lighter nuclei. 56Fe is the
starting point for the s-process and is frequently referred to as the s-process seed. Here we
shall investigate one of these key competing neutron absorption reactions.
From helium burning 12C is created and in-turn this may proceed via 12C(α,γ)16O, forming
16O. 16O can react via 16O(n,γ)17O, hence absorbing a neutron. The reaction at this point
has removed one available neutron from the system that is no longer free for the s-process.
17O may proceed via 17O(α,γ)21Ne or 17O(α,n)20Ne. With the latter returning the neutron
absorbed by 16O back into the star, hence no neutron has been “lost” from the star. If a
capture of a neutron occurs onto an isotope at a significant rate and it is not later returned to
the star then that isotope can be described as a neutron poison. The ratio at which these two
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reactions, 17O(α,γ)21Ne and 17O(α,n)20Ne occur directly affects the number of free neutrons
for the s-process, and hence to what extent 16O is a neutron poison.
There are two key reasons for a nucleus being a significant neutron poison. Firstly, the
neutron capture cross-section must be high enough. As discussed later the spectroscopic
factor for the 17O ground state as 16O+n is large and this is suggestive that the 17O nucleus
resembles closely that of 16O+n. Those states where the capture is likely may have a larger
spectroscopic factor. The second reason for a nucleus being a notable neutron poison is that
it must exist in significant quantities. As discussed by Taggart et al. [24] 16O is produced in
significant quantities inside the star and, as discussed earlier, it only relies on the production
of 12C and 4He. Pignatari et al. [5] further detail the large abundance of 16O present in this
stellar environment.
The existence of 16O does not depend on the initial metallicity of the star because its
formation depends solely on the occurrence of the He burning phase. With decreasing heavy
s-process seed nuclei flux within a star, so the efficiency of 16O as a neutron poison increases
due to the lack of competing neutron absorption reactions.
The ratio of 17O(α,γ)21Ne and 17O(α,n)20Ne will still ultimately dictate to what extent
16O is a neutron poison. Figure 1.3 shows the effect of simply changing the 17O(α,γ) rate
by a factor of 10, or equivalently changing the ratio of 17O(α,γ)21Ne and 17O(α,n)20Ne by a
factor of 10.
Note that without the inclusion of rotation induced mixing the production ratio of s-
process nuclei is far under predicted. The difference between a rotation inclusive model,
circles and diamonds, compared to the model with varied 17O(α,n)20Ne ratio is somewhat
extraordinary. A well defined definition of this ratio could help explain s-process production
and ultimately heavy element formation in massive stars. The mixing of the Hydrogen and
Helium burning layers allows production of 22Ne. Hence, rotation increases the rate of the
s-process, especially at low Z [25].
It must be noted that production of the neutron poison 16O does not depend on the
initial metallicity of the star as it is produced during the helium burning phase through
12C(α,γ). So, in a star with reduced metallicity the neutron capture efficiency of 16O increases
due to reduced competition from the s-process and its seed nuclei. The importance of the
17O(α,n)20Ne / 17O(α,γ)21Ne ratio is highlighted by Rayet and Hashimoto [26].
During the work presented in this thesis the intermediate nucleus, 21Ne was studied. It
was populated through a neutron transfer using the reaction 20Ne(d,p)21Ne. This work con-
tributes to the understanding of the 17O(α,n)20Ne reaction rate and hence the 17O(α,n)20Ne
/ 17O(α,γ)21Ne ratio. Performing the 20Ne(d,p)21Ne reaction populated states in 21Ne, in-
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Figure 1.3: Production factors for nuclei formed inside a massive star, figure from
Frischknecht et al. [25]. Triangles represent a model without rotation, here nuclei formed
by the s-process are insufficiently produced. Circles and diamonds represent a model that
includes rotation. Stars represent a model in which the 17O(α,γ) rate is reduced by a factor
of 10 and has the same rotation as the diamonds. vini represents the initial velocity at the
stars surface, and vcrit the critical surface rotation velocity which is the surface velocity where
the gravity at the equator equals the force required to stop the loss of matter from the stars
surface [25].
cluding those with largest neutron widths, discussed in section 2. The reaction most strongly







The reaction cross-section provides a measure of the likelihood of a reaction to occur and is
fundamental in making measurements within nuclear physics. The formula to calculate the





where NR refers to the number of outgoing resultant particles, recoils, from a given reaction
per unit time, NB the number of beam particles per unit time, NT the number of target
particles per area2 and ε is the total efficiency, including all experimental efficiencies. Where
the values for number of recoil and beam particles must be measured over the same time
period.
The cross-section of a narrow resonance is described by the Breit Wigner cross-section as





(2Jt + 1)(2Jp + 1)
Γα(E)Γγ(E)
(Er − E)2 + (Γ(E)2 )2
(2.2)
where λ is the de Broglie wavelength of the resonance; J , Jt, Jp are the total angular momenta
of the resonance and that of the target and projectile respectively; Γent(E) and Γexit(E) are
the partial widths of the entrance and exit channels respectively; and Er and E are the
resonance energy and particle energy respectively.
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It must be noted that, except in specific circumstances reactions are seldom isotropic
which leads to a dependence on the angle for the reaction cross-section, the differential cross-
section. When calculating transferred angular momenta for reactions one must consider the
differential cross-section which is the cross-section per unit solid angle as described in eqn.









where dΩ refers to the solid angle coverage and NR(Ω) indicates the dependence of NR on
the angle relative to the beam. The differential cross-section varies with angle θ, where θ is
the angle of the outgoing resultant particles trajectory compared to the ingoing trajectory.
The function with which the differential cross-sections vary depend primarily on the trans-
ferred angular momentum and hence the populated state. Using the differential cross-section,
predictions can be made about the transfer of angular momentum during a reaction.
2.1.2 Gamow window
To measure nuclear reactions at astrophysically relevant reaction energies the energy range
which is most relevant for the stellar environment must be calculated. The Gamow window is
the energy range at which most nuclear reactions will occur for a given stellar temperature. It
is the product of the Maxwell Boltzmann distribution of particle energies and the probability
of tunnelling through the Coulomb barrier. The centroid and width of the Gamow window
are calculated in keV by using equations 2.4 and 2.5 respectively.
EG = 1.22× (Z21Z22µT 26 )
1
3 (2.4)
∆EG = 0.749× (Z21Z22µT 56 )
1
6 (2.5)
where Z1 and Z2 are the reactants atomic numbers; T6 the environment temperature in MK





where m1 and m2 are the two reactants masses. The calculation of the Gamow window
allows the determination of the energy range of resonances for a given reaction that, from an
astrophysics perspective, is most important.
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2.1.3 S-factor
The cross-section, σ, as in eqn. 2.1, can be rescaled so that Coulomb repulsion is excluded,
this is called the S-factor. It can be defined as in eqn. 2.7 [3].
S(E) = Ee2πησ(E) (2.7)







where Z1 and Z2 are the charges of the two incident particles, µ is the reduced mass and E
is the energy with which they collide in MeV.
2.1.4 Resonance strength
The resonance energies that are most important from an astrophysics perspective are found
inside the Gamow window. To understand which of this subset of resonances dominate their
reaction rates must be found. Reaction rates are determined using the resonance strength,
ωγ. For 17O(α,n)20Ne the reaction rate can be seen in eqn. 2.9 and the equivalent for
17O(α,γ)21Ne in eqn. 2.10.
ωγ(α,n) =
2J21Ne + 1










where J21Ne, J17O and Jα are the total angular momenta of: the populated state in
21Ne, 17O
and α respectively. Γtotal represents the total width and is the sum of each channels partial
width. Partial widths are the contribution a given channel makes towards the total width
and is representative of the probability a state may be formed or proceed through a given
channel.
The astrophysically important ratio of ωγ for 17O(α,γ)21Ne and ωγ for 17O(α,n)20Ne
requires both equations 2.9 and 2.10. Should a partial width, Γx, in either of these cases be
much larger than the others so the denominator, Γtotal, tends to equal to that of the much
larger partial width and so γ reduces to a single partial width on the numerator, cancelling
the denominator. In the case of ωγ(α,n) the discovery that a state has Γn much larger than
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Γα so eqn. 2.9 can be reduced to eqn. 2.11.
ωγ(α,n) = ωΓα (2.11)
In the case of a thick target as with the 15N(α,γ)19F experiment, where an entire resonance
is contained within a target so the resonance strength can be found using eqn. 2.12 as seen










where εtotal is the total efficiency. In eqn. 2.12 ζ refers to the stopping power and this is given
by eqn. 2.14. The target stopping power is calculated using the reciprocal target density and
the rate of beam energy loss.





















where σ is the cross-section given by eqn. 2.2 and the integral over all energies. If the
resonances are narrow such that the penetrabilities and particle energies change negligibly
over the resonance width so eqn. 2.15 can be simplified to the narrow resonance reaction








where kb is the Boltzmann constant, T the temperature, ~ the reduced Planck’s constant,
ωγ is the resonance strength and Er the resonance energy.
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2.2 Nuclear theory
Key nuclear quantum numbers include principal quantum number, n, total angular momen-
tum, j, and orbital angular momentum quantum number, l, the nucleon spin, s and the parity
of a state, π. Angular momentum quantum number l, is the quantum mechanical equivalent
to classical angular momentum given by r×p. l may assume only integer values and orbitals
can be labelled by their angular momentum as s, p, d... for corresponding l=0,1,2... respec-
tively. The coupling of angular momentum, l, and spin, s forms j, the coupling of these two
to form the latter can be seen in figure 2.1.
Figure 2.1: An example of angular momentum and spin coupling, diagram from Krane [28].
The coupling of the l and s to form j and their vector addition defines specific values
that are allowed for the total angular momentum. An alpha particle has a ground state of
0+ due to its two neutron, two proton arrangement. The pairing of the protons and the
pairing of the neutrons means there is no net spin, s. The plus denotes the positive parity
of the arrangement. Parity refers to the nature of its wavefunction, for a given function,
f(x), f(x) = f(−x) refers to positive parity and negative parity f(−x) = −f(x), or more
specifically in quantum mechanics we refer to the wavefunctions and so f(x)→ ψ(x). Parity
of a given state, π can be found using eqn. 2.17.
π = (−1)l (2.17)
where l is the angular momentum of a given state. It must be noted that the parity of a
collection of wavefunctions, such as the 4He case, is related to the product of the individual
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wavefunctions. Hence for any nucleus, such as 20Ne, that has an even number of protons and
an even number of neutrons the ground state will always have j = 0 and positive parity.
The 0+ of 20Ne makes the prediction of possible state angular momenta in 21Ne somewhat
simple. If the transferred angular momentum in 20Ne(d,p), ∆l is even (or 0) so the parity
of the composite 21Ne nucleus is positive and if ∆l is odd so the composite nucleus parity
is negative. For a ∆l of 0 the resultant state in 21Ne must be j=1/2+, where the 1/2 comes














































Table 2.1: Transferred angular momentum in the transfer reaction 20Ne(d,p), ∆l, total an-
gular momentum and parity of possible 21Ne states.
2.2.1 Spectroscopic factors and partial widths
In this work typically C2S is discussed, which is the Spectroscopic factor, S, in product with
the Clebsch-Gordon coefficient squared, C2. The Clebsch-Gordon coefficient arises from the
coupling of the isospin [29] and relates to how momentum can be coupled to form the desired
state momentum. C2S can be considered the probability of nucleons arranging themselves
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like a given final state or equivalently the single particle state, as such it can be written as
in eqn. 2.18 [3].
Γ = C2SΓsp (2.18)
Or more colloquially, how much the final state behaves like its constituent nuclei. So
in the important case in this work, 20Ne(d,p)21Ne, how much 21Ne behaves like 20Ne+n.
Predictions for the spectroscopic factor are somewhat difficult. It should be noted that for
the 21Ne ground state the spectroscopic factor for 20Ne(d,p) is 0.11 [30]. Due to the 0+ nature
of 20Ne and hence its even-even arrangement the spectroscopic factor of 0.11 for 20Ne(d,p) is
much smaller than that which would be intuitively predicted, this is potentially suggestive of
a deformed nucleus. The first 21Ne excited state spectroscopic factor is 3.7 [30]. This implies
that relative to the ground state the first excited state of 21Ne represents a 20Ne+n nucleus
arrangement more closely. However the equivalent spectroscopic factor for the addition of
the neutron to the 0+ ground state of 16O, making 17O, is 0.9 [31], implying that 17O nucleus
ground state represents a nucleus that resembles closely that of 16O+n. The latter is not so
surprising given the closed shell nature of the 16O nucleus.
By obtaining the experimental differential cross-sections and scaling the single particle
width, the value of C2S is obtained. The neutron widths for each state can be extracted





where r is the reaction radius, P the penetrability factor and θ2sp(r) the square of the single
particle radial wavefunction at radius, r. The penetrability of the Coulomb and centrifugal





where k denotes the channels wavenumber, r the interaction radius, F and G are Coulomb
wavefunctions, representing the regular and irregular components. It can be seen as in Iliadis
[3] that despite the lack of Coulomb barrier an l=0 transfer for a neutron has an energy
dependence of approximately E
1
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2.2.2 Wigner limit
The Wigner limit is the maximum possible value a reduced partial width γ2 may take and is







where γ represents a reduced partial width which relates to a partial width by eqn. 2.22.
Γ = 2Pγ2 (2.22)
2.2.3 Optical model
To extract a C2S, spectroscopic factor, and hence find a partial width for a given state a
comparison between the measured differential cross-section of a state and a calculation of the
differential cross-section for the case where 21Ne wavefunction is comprised entirely of a 20Ne
wavefunction and a neutron wavefunction, also known as the single particle wavefunction, is
required. To calculate this we can use the optical model.
The optical model treats the beam particle as an incoming planar wave and the target
nucleus as a spherical, partially opaque object. Using typical notation, as in Krane [28],
the scattering can be represented as a potential, U(r), of two components, a real part, V (r)
that represents the elastic scattering component and an imaginary part that represents the
absorption, W (r). These components can then further be broken down, comparably as in
Koning and Delaroche [34], or where some of the potentials in this work are extracted from,
as in Varner et al. [35]. The potentials consist of a volume potential, a surface potential and
a spin-orbit potential. These were extracted from literature based on appropriate interaction
energies. The potentials were used in the input file for the DWBA, Distorted Wave Born
Approximation code FRESCO [36].
The overlaps take into account the overlap of the wavefunctions between key clusters
such as the overlap of the neutron and proton in the deuteron and the overlap between the
neutron and 20Ne in forming 21Ne. Where the angular momentum transferred, and possible
21Ne states can be defined as in table. 2.1.
Also important to note is the number of radial nodes in the wavefunction. In FRESCO
we include the centroid as a node, including, counter-intuitively the centre of the s, or l=0
orbital, which very strictly speaking does not contain a node at r=0.
Considering the shell model structure, the number of wavefunction nodes is dependant
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upon the principal quantum number and must be calculated for the resulting 21Ne nucleus
considering the transferred angular momenta values of the neutron.
Elaboration on the values used in the FRESCO calculation for the optical potentials,
radius of interaction and other key parameters are discussed later in section 10.9. In order
to calculate the single particle differential cross-sections FRESCO uses the DWBA. This as-
sumes the core, previously described here as an optically opaque object, causes a perturbation




Measured reaction cross-sections already existed for 15N(α,γ)19F, however, prior to this work
the direct capture cross-section had never been directly measured and a 40 % uncertainty has
been adopted [37]. There were also unresolved discrepancies between measurements of the
1.323 MeV resonance with regards to both its width and its energy. The 19F level scheme
can be seen in figure 3.1 from Lennarz [38], where the α separation energy is 4.0138 MeV.
This allows identification of the Gamow window, shaded in figure 3.1 and hence which states
are most likely to be populated inside the stellar environment. In this work measurement
inside the Gamow window did not occur. Instead the measurement addressed the 1.323 MeV
resonance discrepancies and direct capture cross-sections were extracted.
There are several previous measurements of the 15N(α,γ)19F reaction. In 1969 Aitken et
al. [39] measured 13 new resonances in 15N + α, including a measurement of the 1.323 MeV
resonance, measured as the Eα = 1.681 MeV. The target was a solid tantalum backed tita-
nium nitride target using a beam of 4He with currents upto 100µA. Carbon build-up would
have been significant due to this beam current. The build-up of carbon was reduced using
a liquid nitrogen cooling system. ωγ was found to be 1.30±0.20 eV for the 1.323 MeV en-
ergy resonance. Aitken et al. [39] used the 14N(α,γ)18F 1.532 MeV energy resonance from
Price [40, 41] applying the Snover correction [42], which yielded an ωγ of 1.24±0.10 eV for
the comparison 14N+α resonance. The comparison point used here was later shown to be
unreliable as Dixon and Storey [43] used an ωγ of 1.34±0.11 eV for the same energy 14N+α
comparison resonance in 1971. The reliability of the relative comparison resonance brings
into question this measurement.
In 1971 Dixon and Storey measured the 15N(7Li,t)19F reaction [43]. Three measurements
of the 1.323 MeV energy 15N+α resonance were conducted. These consisted of a comparison
of 14N(α,γ)18F and 15N(α,γ)19F, a comparison of the relative strength of 15N(p,αγ)12C and
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Figure 3.1: 19F states where the Gamow window at 200 MK is highlighted, figure from
Lennarz [38].
the third was an absolute measurement of the resonance strength.
A titanium nitride solid target with cooling ring was used and a helium beam of energy
1.68 MeV whose integral was found using a current integrator, accurate to 2%. The γ-ray
germanium detector had a resolution of 2.8 keV at 1.332 MeV and was calibrated using the
23Na(p,γ)24Mg reaction at Ep=1416 keV, as it produces three γ energies with known ratios.
The stopping power in the nitride target is difficult to predict but required to calculate the
resonance strength as seen in equations 2.12 and 2.14. Dixon and Storey note that at the α
energies used it was preferable according to earlier literature to adopt proton stopping powers
and then from these calculate the alpha stopping powers. They note that Chu and Powers
[44] had measured the stopping powers of α particles in titanium from 0.4-2 MeV, which were
utilised, and higher energies used the proton stopping power adjustment. This method and
other data at 9-10 MeV allowed stopping powers with 5% accuracy to be calculated.
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The target was found to have a 15N/14N ratio of 0.35±0.02 and was found to be 30 keV
deep. They found the ratio of the ωγ(19F Eα=1.68 MeV)/ωγ(
18F Eα=1.53 MeV) = 1.21±0.11.
Dixon et al. used a measurement of the 18F resonance strength from Parker et al. [45] as
1.60±0.13 eV. They corrected this using the Chu and Powers [44] stopping power measure-
ment, resulting in a corrected value of 1.34±0.11 eV. This is the comparison point that dif-
fers from the Aitken work [39]. Using this first comaprison method they find the resonance
strength of the Eα=1.53 MeV resonance, 1.323 MeV resonance as 1.62±0.20 eV.
The second method compared the 15N+α 1.323 MeV energy resonance strength with the
15N(p,αγ)12C resonance at Ep=0.898 MeV. The target had to be thicker due to the reduced
energy losses of protons and the beam current used was restricted to 0.1µA so the detectors
did not have to be moved between the 15N(α,γ)19F and the 15N(p,αγ)12C measurement.
Note that Dixon and Storey were unable to ascertain whether their comparison point of the
15N(p,αγ)12C reaction resonance strength at Ep = 0.898 MeV was in the lab or centre of mass
frame, they assumed the latter. The resonance strength used was from Gorodetzky et al. [46]
as 480±48 eV. Three targets were used and the average ωγ obtained for the 1.323 MeV energy
resonance was 1.72±0.20 eV, with a spread in target yield of 20% and resonance strengths
of 10%. Note the uncertainty in the comparison point and the potentially incorrect frame of
reference.
Efficiency calibrations of the detectors were made using a 60Co source for the absolute
measurement. Due to the dependency of the resonance strength on the stopping powers
the target composition must be known accurately. Assuming a 1:1 ratio of N:Ti in the
target so the resonance strength was found to be 1.03, 1.12 and 1.19 eV for each target.
It is noted that with a lower ratio of 15N to Ti so the resonance strength would increase.
Due to the disagreement between the relative measurements and the absolute measurements
the target content was scrutinised further. The make-up of the target was tested using
several previously measured comparison reactions. 14N(α,γ)18F was used to search for the
Eα=1.53 MeV resonance which was not found so the amount of
14N was assumed negligible
compared to the amount of 15N. The levels of oxygen, titanium and carbon were checked,
though the authors note the target sustained substantial carbon deposition. The 15N was
found to comprise 0.79±0.13 of the target. This target correction, based on the resonance
strength measurements of others, changes the absolute ωγ from 1.19 eV to 1.5±0.3 eV.
In 1996 Oliveira et al. [47] published the results of an experiment where they performed
a transfer reaction using the reaction 15N(7Li,t)19F at Orsay. Detection was via a split-pole
spectrometer, used to detect the forward tritons. Differential cross-section distributions were
extracted for states in 19F. Oliveira et al. state that the selection of an enriched 15N gas target
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was due to early, solid target experiments being problematic due to carbon contamination.
Beam current was monitored using a Faraday cup behind the nickel exit window. Further
monitoring occurred using the off-axis Si detector, which detected elastically scattered beam
particles. The particles produced could exit via a mylar window into the split-pole spectro-
graph. The experiment had an approximate resolution of 100 keV so resolving some of the
19F states such as those at 4.033 MeV, 3.999 MeV and 3.908 MeV wasn’t possible.
The calibration was based on other 19F levels and was deemed straightforward by Oliveira
et al. due to spectra with minimal background and a broad range of 19F states upto 5 MeV.
The 4.378 MeV energy state was seen in each spectrum but was weakly populated. Reso-
nances with energies of 0.536 MeV and 0.542 MeV were treated as a single resonance, two
levels at 0.634 MeV as well as 0.669 MeV were also seen, these were also treated as a single
resonance. A weak peak was seen corresponding to the 1.093 MeV 15N+α resonance. Oliveira
et al. also find the spin parity of the 4.378 MeV energy state to be 7/2+ using a comparison
of differential cross-sections with PTOLEMY and DWUCK 5 calculations. The fit of the
4.378 MeV is shown below in figure 3.2 at 15◦ in the centre of mass frame. Note how despite
experimental resolution the peak is resolvable from the neighbouring peaks. A resonance
strength, ωγ, of 6+6−3 × 10−9 eV was extracted for this 0.364 MeV resonance.
Figure 3.2: Part of the energy spectrum showing the 4.378 MeV state at 15◦ in the centre of
mass frame from Oliviera et al. [47].
Due to the resolution of the detector it was not possible to resolve the 4.550 MeV and
4.556 MeV or the 4.648 MeV and 4.683 MeV states, 4.378 MeV and 5.107 MeV were also
measured, an extract of the spectra can be seen in figure 3.2. The 1.323 MeV resonance was
not measured here.
In 2002 Wilmes et al. [16] measured the 15N(α,γ)19F reaction. A 15N enriched gas
target was used, utilising the Rhinocerous target setup [48] and Dynamitron accelerator at
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Stuttgart supplying a He+ beam. The target was a differentially pumped gas target with the
ion beam passing axially, perpendicular to the gas inlet jets. Target pressures were typically
at ∼0.75 Torr. The beam was monitored using surface barrier detectors, detecting elastically
scattered beam from the target. γ-rays were detected using two high purity germanium
detectors. The efficiency of detection was predicted using a Geant simulation with known
and proven reliability from previous measurement comparison.
Amongst the measurement of 14 resonances was the 1.323 MeV energy 15N+α resonance.
The parity of the populated 5.337 MeV state in 19F was confirmed as positive and the spin
parity assigned as 1
2
+
. The resonance strength, ωγ was found to be 1.69±0.14 eV and the
width, Γ found to be 1.3±0.5 keV with the γ partial width, Γγ found to be 1.69±0.14 eV,
thus as stated by Wilmes et al. Γα ≈ Γ for this resonance. The measured 5.337 MeV energy
19F state can be seen in figure 3.3.
Figure 3.3: Resonances of 5.337 MeV and 5.501 MeV and corresponding cross-sections. Figure
adapted directly from Wilmes et al. [16].
The direct capture was also calculated around the 5.537 MeV 19F state as seen in figure
3.3. It was noted that when off resonance the tails of the 5.337 MeV and the 5.501 MeV
dominate the region and as such the tails produce an energy dependent cross-section. Due
to the resonance tails a true direct capture in this energy region is hard to measure.
Di Leva et al. [27] used ERNA, the European Recoil separator for Nuclear Astrophysics in
2017 to measure the 15N(α,γ)19F reaction. The previously measured resonances at 1.323 MeV
and 1.487 MeV were measured. They extracted the Γα and Γγ, finding agreement for the
1.487 MeV resonance widths with previous measurements. The 1.323 MeV measurement
yielded significant characteristic differences to previous measurements. Di Leva et al. found
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the resonance to have an energy of 1.3314± 0.0016 MeV, not the previous value of 1.323 MeV.
This previous value of 1.323 MeV for the resonance energy can be seen in Tilley et al. [49]
as Ex =5.337± 0.002 MeV.
Similarly to this DRAGON measurement the ERNA measurement was conducted in in-
verse kinematics with a 4He windowless gas target and a 15N beam. The beam energy was
checked using a 90◦ analysing magnet. This beam bending also removed significant beam
contamination, including those of similar mass-charge ratio to Fluorine recoils.
The gas cell of ERNA is differentially pumped with an effective length of 300 mm. With
this length of gas cell the angular acceptance was poor, so the gas cell was sectioned, reducing
the effective length of the gas cell, containing (0.54±0.03)×1018 atoms/cm2. An Argon gas
post target component was used to ensure that the recoils reached a charge state equilibrium,
regardless of reaction coordinates within the target. This Argon gas component’s effective
thickness was measured using a 19F2+ beam. The Helium gas target pressure was 4 mbar,
equivalently ≈ 3 Torr, which gave a total target thickness of (0.54± 0.03)×1018 atoms/cm2.
The charge state fraction for 19F ions were characterised and the separation of 19F ions
and 15N beam examined. Di Leva et al. [27] gives an example of a ∆E-E spectrum equivalent,
as seen in figure 3.4. The 19F ions could be effectively separated from the beam.
Figure 3.4: Sample ∆E-E spectrum showing ion identification. Figure from Di Leva et al.
[27]
Di Leva et al. [27] described the reaction yield as in eqn. 3.1.
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where Np is the number of
15N ions onto the target; Φq is the
19F charge state fraction
probability, with charge state q+; TRMS is the separator recoil transmission in charge state
q+; η is the detection efficiency; the integral is over the entire target, with the limits being
the energy at the front and back of the target; ε(E) is the stopping power of the 15N ions
in the 4He gas target. With the extraction of all these properties the cross-section σ(E) can
be found. The stopping power over the target changes negligibly and as such Di Leva et al.
took an average value of 77.2 keV cm2/1018 atoms.
The Breitt-Wigner cross section was calculated using the Breitt-Wigner formula as in
eqn. 2.2 [27]. The result of the Di Leva et al. [27] measurement can be seen in table 3.1. Di
Leva et al. conclude that the Γα values found increased the contribution to the reaction rate
by approximately 15 % at astrophysically relevant energies.
1323 keV resonance 1487 keV resonance
Er keV 1331.4 ± 1.6 1486.1 ± 1.9
Γγ 1.62 ± 0.09 2.2 ± 0.2
Γα 2.51 ± 0.10 6.0 ± 0.3
Table 3.1: Results from 2017 Di Leva et al. [27] measurement using ERNA for two key
resonances.
In summary two contradicting measurements exist for the 1.323 MeV energy 15N+α reso-
nance, with ambiguity in both its energy and its strength. Note also how minimal information
is available on the direct capture cross-sections of 15N(α,γ)19F as it is yet to be measured





DRAGON, Detector of Recoils And Gammas Of Nuclear reactions is located in the Isotope
Separation And Accelerator hall I, ISAC−I facility at TRIUMF. The production of the stable
15N beam was conducted using the OffLine Ion Source, OLIS [50]. To produce the beam a
15N enriched gas bottle supplied the 15N which was injected into a plasma chamber, where
magnetic fields confined the plasma. The plasma chamber was split into high and low electron
energy regions. Electrodes extracted the positively charged beam [50]. OLIS was located just
upstream of the Radio Frequency Quadropole, RFQ, which upon extraction from OLIS was
the next point of beam acceleration. The layout of ISAC−1 is depicted in figure 4.1.
The RFQ raised the beam energy and requires charge/mass ≥ 1/30. This allowed energy
boosting on nuclei with 2 keV/u by 75 times, upto 150 keV/u [52]. The RF buncher operated
at 11.66 MHz, which equates to a period of approximately 86 ns.
After the RFQ the beam then passed into a 105 MHz Drift-Tube Linac; DTL, where
the level of acceleration is variable and the A/q of the beam is between 3 and 6. By using
alternate polarity across the drift tubes so the ions were attracted to the end of the drift tube
arrangement, as such the ions gained energy through the series of drift tube charge cycles.
This has the potential to raise the beam energy to between 0.15 MeV/u and 1.8 MeV/u [53].
Throughout the beam delivery process quadrupoles allowed the beam to be focused axially
and the dipoles allowed steering of the charged ions to allow path manipulation through the
facility. It must be noted in this case all ions that were still within the beam were those with
the same or similar mass/charge ratio. Hence few of these contaminants were present at the
beam destination, into the target of DRAGON. Typical beam intensities were 1011 to 1012
45
Chapter 4. 15N(α,γ)19F Experimental Technique
Figure 4.1: A three dimensional representation of ISAC−1 from Ball et al. [51]. DRAGON
is located centrally within ISAC-1.
particles per second.
4.2 DRAGON
DRAGON is a recoil separator and separates particles on mass/charge ratio. During the
experiment it separated out ions using 2 electric dipoles and 2 magnetic dipoles achieving high
levels of beam suppression. This allowed separation of non select recoil ions. A schematic
of DRAGON can be seen in figure 4.2 with the paths of select ions traversing the recoil
separator depicted.
For electric and magnetic dipoles the separation occurred through eqn. 4.1. Eqn. 4.2
shows the Lorentz force on a particle traversing an electromagnetic field. The force applied
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Figure 4.2: A schematic of DRAGON from Hutcheon et al. [54] with minor adaptations.
Examples of ion trajectories are shown. MD and ED stand for magnetic and electric dipoles
respectively.
was related to the particle path by eqn. 4.3.
F = QE (4.1)
where F is the force applied to the particle, E the Electric field strength and Q the charge
of the beam particle.
F = Q(E + v×B) (4.2)
where v is the velocity of the beam particle and B is the magnetic field strength.
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where r is the particle trajectory arc radius.
The magnetic fields were measured using an NMR probe. Upon achievement of the desired
field strength the fields were locked and hence consistent through a run, with drifts on the
order of 0.01 G. Field strengths were selected by directing the particles down the centre of a
pair of slits. Hence with negligible unexpected charge selected recoil losses, i.e. effectively all
selected recoils of a given mass-charge ratio passed through DRAGON as seen in figure 4.2.
DRAGON was designed with the first magnetic dipole upstream of the first electric dipole
to allow selection on charge states exiting the gas target through the first magnetic dipole,
hence reducing the chance of ions striking other dipoles [54]. The undesired particles with
charge states not selected are stopped on the slits, represented by the single lines perpendic-
ular to the particles traversing dragon in figure 4.2. The first slits, the charge state selection
slits, are located directly after MD1 and the mass selection slits after ED1. As explained in
Hutcheon et al. [54] the order of the magnetic and electric dipoles was chosen as the particles
require 3 charge state changes with residual gas in the separator rather than the two as in
the second configuration considered. The second considered order was: magnetic dipole, two
electric dipoles then magnetic dipole. Note that MD1 and MD2 bend the ions through 50◦
and 75◦ respectively [54], hence requiring increased bending of particles downstream in the
separator than upstream.
The arrangement of the quadrupoles and sextupoles allowed effective focusing of ions.
The quadrupoles allowed focusing of the ions into an achromatic arrangement with sextupoles
used to correct for aberration [54]. The aberration correction discussed here is akin to the
correction required in telescopic systems.
The arrangement described above is also discussed by Hutcheon et al. [55] in the context of
its rejecting power of beam particles. Hutcheon et al. [55] explain it is expected in α-capture
reactions the beam suppression is in the order of 1012 to 1013 for beam energies between
0.75 MeV/u upto 1.25 MeV/u. This level of rejection efficiency allows DRAGON to perform
experiments involving relatively low cross-sections by utilising higher beam intensities than
would be possible with a less efficient separator.
4.2.1 Charge state selection
The charge state of the recoils was selected based on three main criteria. The recoil separator
must be able to bend the selected charge state of the recoils adequately to reach the DSSSD,
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double sided silicon strip detector. Secondly, the beam and any main contaminants should
have a significantly different mass to charge ratio to the recoils to avoid significant beam
transmission through to the DSSSD and hence increasing DAQ busy time. Thirdly, the charge
state selected for the recoils should be a significant fraction of the charge state distribution.
Here all selected charge states represented a fraction greater than 35% of the total charge.
The charge states were selected based on the work of Liu [56]. For the analysis and extraction
of cross-sections and the resonance strength measured charge state fractions of 19F in He gas
were used.
4.2.2 Target chamber and gas cell
The target chamber contained a differentially pumped windowless gas cell. The dimensions
of which consisted of a 0.6 cm diameter entrance aperture and a 0.8 cm exit, with physical
length of 11 cm. Because the gas cell is differentially pumped the ends of the gas have a
decreasing pressure, hence the effective length was a better measure of the target length.
The length of the target at central gas pressure can be found to be 12.3 ± 0.4 cm [54]. The
contents of the gas cell were contained in a thin walled aluminium box, thin to minimise the
energy loss of reaction γ-rays. The design of the gas cell allowed the γ-ray detector array to
have good spacial coverage of around 80% [54], these can be seen depicted in figure 4.4. The
target gas was circulated using a series of Roots blower pumps and cooled via an LN2 cooled
zeolite trap and passed back into the gas cell. This maintained gas pressure consistency to
1% [54]. A schematic of the target gas cell can be seen in figure 4.3.
The pressure within the gas target was set to contain the resonance of interest ensuring
the energy loss over the target provided enough energy loss such that the it encompassed
both tails of the resonance sufficiently.
4.2.3 BGO array
The Bismuth Germanate, BGO array consisted of 30 hexagonal detectors, arranged in a
closely packed configuration as depicted in figure 4.4. These were located around the gas cell
to detect γ-rays as seen in figure 4.4. Hutcheon et al. [54] found that for γ-rays with energy
between 1 and 10 MeV they have a detection efficiency of 45% to 60%. This is largely due
to BGO having a high proton number and hence good photon absorption qualities. Each of
the 30 detectors consisted of a BGO crystal of diameter 55.8 mm and width 76 mm coupled
to a 51 mm diameter photomultiplier tube [54].
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Figure 4.3: Diagram of gas target adapted from Hutcheon et al. [57]. The beam entered
from the right and leaves to the left. The gas was pumped in from below.
Each BGO detector had a photomultiplier tube, PMT. When the BGO, a scintillator,
emits photons, due to the interaction with an incident γ-particle, photons are then passed to a
photo-cathode. From here electrons were released, these photo-electrons then struck dynodes,
which were biased so that the photo-electron triggers a cascade of secondary electrons, or
equivalently an avalanche. These electrons were then collected on the anode and registered
as a signal.
4.2.4 Surface barrier detectors
The silicon p-n type surface barrier detectors can be seen circled in the top left of figure 4.3.
These monitored elastically scattered beam particles, which allowed relative beam intensity
monitoring. Solely using a Faraday cup before and after a run would have introduced large
uncertainties in the beam current during a measurement where cup measurements are not
possible. Using the elastic scattering rate onto these detectors alongside the absolute Faraday
cup readings allowed a scaling of the elastic scattered particles to beam current. Then these
detectors were used to monitor the beam current, checking for intensity fluctuations during
a run.
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Figure 4.4: Schematic diagram of the DRAGON BGO detectors. Left: A cut-away 3D
schematic of the DRAGON BGO detectors from Hutcheon et al. [54]. Right: 2D cutaway
from Hutcheon et al. [57]. Note the dashed lines represent the outline of the gas target
system, as seen in figure 4.3, relative to the location of the BGO detector array.
The make-up of a surface barrier detector comprises of n-type silicon, with excess electrons
and with p-type silicon, with a lack of electrons or, equivalently, an excess of holes. These
layers are separated by a depletion layer, or barrier. Upon contact with particles of sufficient
energy the electrons traverse the depletion region and as such a current is induced in the
circuit. This current is registered as a count, the stronger the signal produced the greater
the energy of the incident particle.
4.2.5 Recoil detection: DSSSD
The DSSSD, Double Sided Silicon Strip Detector was a gridded type detector, from here
referred to as a DSSSD. The DSSSD formed the sole direct detection mechanism for recoils
in this DRAGON run.
The DSSSD was located at the focal plane at the downstream end of DRAGON and
was positioned perpendicular to the path of recoils that traverse DRAGON. This orientation
maximised the detection area available and hence the geometric efficiency. The gridded
DSSSD meant the pick-up regions were effectively comprised of 16 strips on the front and 16
on the back. Those on the back were perpendicular to both the beam and the front strips.
The combination of the perpendicular strips allowed the determination of recoil position on
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the 49.5 mm by 49.5 mm DSSSD with thickness 300µm. The DSSSD is of “Tengblad” [58]
or equivalently, Micron W1(G) type and can be seen in fig.4.5. This style of detector allows
the contact layer to be replaced with a grid covering a minimal area of the detector, hence
reducing the dead layer thickness [58]. It should be noted the typical bias voltage for this
detector is 60 V with a leakage current in the region of 400 nA.
Figure 4.5: Figure from Tengblad et al. [58]. a) shows the detector in ∆E-E arrangement
b) Shows the ∆E component as presented by Tengblad et al. [58]. Note the pick-up strips
covering part of the detector surface, note that DRAGON uses a 300µm thick version.
Particles striking the 3% pick-up region covered by the electrical pick-ups could still be
detected, but they left a reduced total energy in the detector strips. This 3% pick-up region
produces a secondary peak of recoils in the DSSSD, this can also be seen in Yorkston et
al. [59]. These regions were required to separate the strips to allow for position sensitivity.
Furthermore this position sensitivity allowed the tune of DRAGON to be checked such that
recoils were striking the center of the DSSSD, if this was not the case the tune was adjusted.
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4.2.6 Timing
The separator time of flight was the time taken for a particle to travel from the target through
the full length of DRAGON onto the DSSSD. This was measured from the γ-detectors to the
DSSSD. The separator time of flight is used for particle identification. The separator time
of flight cut was based on the beam RF period, directly linked to the frequency of the RFQ.
It should be noted the micro channel plate detectors are normally also used to aid iden-
tification of the recoils. These were not used during this measurement due to excessive noise
from their circuit, ranging in frequency but on the order of ∼60 Hz. The origin of this noise
was not known. The lack of micro channel plate detectors had no impact on the analysis in
this case as the beam and recoil species were separable using other methods.
4.2.7 Tuning DRAGON and beam energy
The ion beam, in this case 15N3+, on the order of 1012 particles per second, was first
tuned through DRAGONs gas target. This process was completed for each beam energy
of 4541(1) keV, 4544(1) keV 5742(1) keV, 5709(1) keV, 6284(2) keV and 8166(43) keV in the
lab frame. The transmission through the target was measured; firstly by measuring the
collected charge on the Faraday cup upstream of DRAGON, using FC4 and then charge
collected on the other side of the gas target, on FC1. Target transmission was then found
by comparing FC1 and FC4. The ratio of which yielded a target beam transmission value.
This was typically in the region of 90% and was measured for each energy. Beam may have
been lost due to scattering through the gas target and some beam particles will not have
been axially aligned.
By adjusting the strengths of the fields of MD1, ED1, MD2 and ED2 in order beam
species were progressed through DRAGON towards the DSSSD. This gave a tune for 15N to
use for scaling to the 19F ions. Each charge slit pair was used to aid with beam progress
through DRAGON. The beam was then attenuated before checking the detector response
and beam position on the DSSSD. The attenuation was to avoid ion damage of the silicon
detector. The tune was then scaled to recoils, meaning the tune was adjusted for the 19F
in the chosen charge state, here, 3+ or 4+. It must be noted that the recoils pattern of the
DSSSD was checked on-line where there were sufficient recoils to do so.
The beam was accelerated to the required energy and checked upstream of DRAGON on
the PRAGUE magnet. MD1 in conjunction with the NMR probe were used to check the
beam energy more precisely. The beam was tuned through the gas cell without gas and was
bent using MD1, through a field measured by the NMR probe, and passed centrally through
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the charge slits. The strength of the magnetic field created by MD1 allowed the calculation







where cmag is a constant of value 48.23 MeV T
−2, E the kinetic energy of the beam particle
and A its mass in atomic mass units. Similarly the exit energy of the beam after the gas
target was found by repeating the process with the helium gas in the gas cell at the pressure
for the run. This energy loss measurement was repeated whenever the pressure in the gas
cell or beam energy was changed. The calculation of these two beam energy values; with gas
in and gas out of the target; allowed the energy loss across the gas cell to be calculated using
eqn. 4.5.
∆E = Ebeamin − Ebeamout (4.5)
Whilst the energy loss through the gas cell was not completely linear, at the beam energies
used here with their energy loss, the assumption can be made that the energy loss through





or equivalently can be found using eqn. 4.7.




The beam spread/spatial profile also allowed troubleshooting of the beam when tuning.
If the beam was significantly spread it was rectification using the quadropoles. If significant





In order to extract a meaningful cross-section the number of beam particles for each run,
and therefore the number of beam particles for each group of runs must be determined. The
most simple method for finding Nbeam for a run is to scale FC4 readings to account for run
time and the target transmission. For example:
Nbeam = εtNFC4∆t (5.1)
where εt is the target transmission efficiency, NFC4 is the average number of beam particles
that arrived on FC4 per second in the 120 second period; and ∆t is the length of time of the
run. It is important to note that NFC4 is a calculated value found by dividing the current
per second on FC4 by qe, where q is the beam charge state.
This method is not suitable for the final analysis but acted as a useful comparison point by
which to compare the R-factor method, described later. The scaling method is not suitable
as it assumes that the first 120 seconds of a run are representative of an entire run and that
the mean charge collection per second over an entire run is identical to the first 120 seconds.
The R-factor method was used due to it containing information from over the entire run, and
as such a more reliable representation of the beam particles through the target during runs.
This is necessary to account for variations in beam current during a run.
For the R-factor method the surface barrier detectors were utilised. A relationship be-
tween the FC4 readings and the surface barrier detectors was established. It was assumed
that the FC4 reading and surface barrier detectors scale with each other as the surface barrier
detectors recorded elastically scattered beam particles, rather than total beam particles that
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traversed the target.
The absolute normalisation factor between beam current and elastically scattered beam









where the energy of the beam is assumed to be Ecentre and can be found as in eqn. 4.7. P is
the average pressure of the gas target, I is the beam current as measured on FC4 and Np the
number of scattered particles during time ∆t. The pressures used during the experiment can
be seen in table 5.1. The larger uncertainty on the highest direct capture energy was caused









956.4 0.2 6.11 0.02
957.1 0.2 6.11 0.05
1202.5 0.3 6.06 0.05
1209.5 0.3 4.12 0.06
1323.6 0.3 7.23 0.06
1720 9 6.78 0.02
Table 5.1: Beam energies with corresponding gas target pressures.
The R-factor is then used to calculate the number of beam particles, Nbeam as seen in









It can be seen in table 5.2 that the beam intensity is relatively stable, with agreement
within errors from averaging the FC4 current integration method and the R-factor method.
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956.4(2) 9.65E+15 3.0E+14 9.74E+15 2E+13 0.9
957.1(2) 1.39E+17 6.7E+15 1.3446E+17 7E+13 3.0
1202.5(3) 3.39E+16 5.6E+15 3.40E+16 7E+14 0.4
1209.5(3) 3.01E+16 1.9E+15 2.936E+16 8E+13 2.5
1323.6(3)∗ 5.70E+14 1.9E+13 5.63E+14 3E+12 1.3
1720(9) 5.81E+15 5.8E+13 5.83E+15 1E+13 0.3
Table 5.2: Calculated Nbeam values using the R-factor method, the simple scaling method and
the percentage difference. Nbeamσ is the standard deviation between each runs cup readings
for the given beam energy, i.e. a measure of fluctuation between Faraday cup readings, not
the total uncertainty. ∗resonance beam energy.
5.2 Recoil extraction and particle identification
The number of 19F nuclei reaching the DSSSD for each target centroid beam energy must be
found. Those nuclei reaching the detector of undesired species must be removed, this includes
15N nuclei, colloquially referred to as “leaky beam”. DRAGON is an effective recoil separator
and as such the quantity of leaky beam is minimal, but nevertheless its removal is important.
The process for removing the contaminants at the DSSSD comprises of, a separator time of
flight cut, a DSSSD energy cut, a BGO threshold and a surface barrier trigger, all discussed
here.
5.2.1 RF period
The RF period peak can be fitted as seen in figure 5.1 and yields a result of 86.89(2) ns for
this case of the resonance and similarly for other beam energies. This peak represents the
time between the leading edges of two adjacent beam bunches, or equally, the time period of
the beam.
5.2.2 Separator time of flight
The separator time of flight cut uses the time period of the beam, found to be 86.89 ns. To
obtain an effective cut the time taken for the beam to traverse through DRAGON, from
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Figure 5.1: RF peak fitted giving a centroid of 86.89(2) ns, matching the frequency of the
RFQ.
the target chamber through to the DSSSD was found. Fitting the separator time of flight
allows extraction of a mean flight time through DRAGON. As an example figure 5.2 shows
the separator time of flight for the 1323 keV CoM measurement energy.
A cut is made based on the separator time of flight spectrum fit outcome and the radio
frequency period peak fit. A separator time of flight cut is made based on lower separator
time of flight centroid - 1.5×RF period and the higher separator time of flight centroid +
1.5×RF period. This is a very conservative cut to ensure particles travelling through the
separator with similar velocity are not discounted at this stage. This cut was to ensure there
are no particles travelling through the separator that have significantly dissimilar velocity,
such that they could not possibly be 19F.
5.2.3 Surface barrier trigger latch
In the case of the lowest direct capture beam energy, 957 keV/u, the separator time of flight
was not trivial to fit, due to significant background in the separator time of flight spectrum
as seen in figure 5.3. A filter was made by ignoring those events where the surface barriers
triggered the DAQ and only using those events where the DSSSD triggered the DAQ. This
method proved to be effective in reducing background in this spectrum as seen in figure 5.4.
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Figure 5.2: Separator time of flight for the 1323 keV CoM measurement energy, note the
asymmetrical fashion of the peak and the apparent double gaussian.
This cleaner spectrum can then be fitted as in figure 5.4. The time of flight peak location
was approximated by comparison with other beam energies. After the surface barrier trigger
latch was applied the fitted peak was also the only significant peak seen in the separator
time of flight spectrum. From this fit only the peak centroid was extracted. The apparent
fluctuation across bins is due to the statistical fluctuation from such low count statistics,
rebinning yields little variation in centroid.
Removal of such a large number of counts was considered with care as to ensure no 19F
recoils were lost. By comparing the DSSSD spectrum with no cuts and the DSSSD spectrum
with the surface barrier detector trigger latch allowed identification of what the energy of the
particles removed in the DSSSD. Figure 5.5 shows how the DSSSD spectrum was prior to
applying the surface barrier detector trigger and figure 5.6 after. Note how from before and
after the trigger latch was applied i.e. from figure 5.5 to figure 5.6, primarily the counts with
DSSSD energy of 0 keV/u were removed. This comparison assures that no valid 19F recoil
counts were lost during the surface barrier trigger latch implementation.
59
Chapter 5. 15N(α,γ)19F Data Analysis
Separator TOF [ns]

















Figure 5.3: Separator time of flight for the 957 keV centre of mass measurement energy, note
the lack of significant identifiable peak.
5.2.4 BGO threshold
A BGO threshold was applied during the analysis stage to ensure removal of any low energy
background in the detector. Figure 5.7 shows the BGO spectrum after applying the separator
time of flight cut without a threshold applied. There were not any low energy counts whose
removal could be justified, hence in the unique case of the 1323 keV CoM measurement energy
no further BGO threshold was applied beyond the experimental threshold.
In the cases of other beam energies a conservative threshold of 1 MeV was applied. At all
energies except for the 1720 keV CoM measurement energy runs the BGO threshold removed
no counts. For the measurement at an energy in the centre of mass frame of 1720 keV only
an isolated, single count was removed. An example of the cut spectrum for the 957 keV CoM
measurement energy can be seen in figure 5.8.
Unfortunately channel 23, corresponding to a detector at ∼3 cm was removed from the
analysis as its energy spectrum did not match that of other channels. The plot seen in
figure 5.9 shows each channel along with energy of γ-rays detected. Note how all runs
were comparable whereas channel 23 appears to have significantly higher energies and the
distribution somewhat random.
As an aside it can be useful to view the BGO hit patterns to check for symmetry, especially
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Figure 5.4: The separator time of flight spectrum for the 957 keV centre of mass measurement
energy using the surface barrier trigger latch, fitted. Note only the centroid is used from this
low statistic fit.
DSSSD Front Energy [channel]
















Figure 5.5: DSSSD spectrum for the 957 keV centre of mass measurement energy.
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Figure 5.6: DSSSD spectrum for the 957 keV centre of mass measurement energy with surface
barrier detector trigger.
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Figure 5.7: BGO spectrum with separator time of flight cut applied for the grouped runs at
the 1323 keV CoM measurement energy.
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Figure 5.8: BGO spectrum with separator time of flight cut applied for the grouped runs at
the 957 keV centre of mass measurement energy with 1 MeV BGO threshold applied.
Energy [MeV]




























Figure 5.9: Individual BGO detector hit energies for the 1323 keV CoM measurement energy.
Note the comparable energy distributions for all channels except for channel 23.
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in the case of the 1323 keV CoM resonance energy measurement. In figures 5.10 and 5.11 two
examples of hit patterns can be seen. The fluctuation witnessed in the 1720 keV centre of
mass beam energy BGO hit pattern appears within statistical fluctuation of symmetric and
the resonance energy hit pattern of the BGO array appears symmetric. The centering here
suggests the resonance is centred well inside the target. Note the intensity at ∼3 cm is lower
than would be expected due to the removal of channel 23 as explained earlier.
BGO position from target centre [cm]











Figure 5.10: BGO hit patterns for the highest direct capture energy of 1720 keV in the centre
of mass frame.
5.2.5 DSSSD energy cut
As discussed in section 4.2.5 the DSSSD is gridded. Particles that travel through the seg-
mentation pick-up regions in the front detector will have reduced energy relative to those
that travel, desirably, directly through the detector, due to losing energy travelling through
the pick-up material. Hence the DSSSD fits must be made considering both the main peak
and also those counts that traverse through the surface covered by the gridded region. As
such the two Gaussian peaks fitted allowed for a 3.5σ variation off peak, hence cut at pick-
up particle energy centroid - 3.5σgridded−strip and main particle energy centroid + 3.5σmain,
where σgridded−strip and σmain are the standard deviation of the gridded energy and main peak
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Figure 5.11: BGO hit patterns for the resonance beam energy of 1323 keV in the centre of
mass frame.
respectively. The identification of the gridded peak was checked using the definition of the
gridded region in equations 5.5 and 5.6.
Nmain ≈ 97% (5.5)
Ngridded ≈ 3% (5.6)
where Ngridded and Nmain are the number of recoils in the gridded peak and the main peak
respectively. Using the fitted double gaussian these peak integrals were found to be of
96.4% and 3.6% for Nmain and Ngridded respectively, for the resonance measurement. These
percentages of area are useful in certifying the peak identified is the peak of the gridded
region. Figure 5.12 shows the main peak and the gridded region peak fitted for a beam
energy of 1323 keV in the centre of mass frame. It also shows those counts removed by the
DSSSD cut.
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Coincident recoils with dsssd cut
Coincident recoils
Figure 5.12: DSSSD spectrum for a beam energy of 1323 keV in the centre of mass frame,
with BGO and separator time of flight cuts included.
5.2.6 Combining cuts
The final number of 19F recoils was extracted using a combination of all the aforementioned
cuts. The cuts on the resonance data can be seen in figure 5.13. The singles, blue, represents
all particles detected by the DSSSD, including 19F, leaky beam and any other background
counts. The red represents all coincidence events with the BGO cut. Few counts are removed
when separator time of flight (TOF) is included. Finally the DSSSD cut removes those counts
with energies significantly different from the gridded region events and the main 19F events.
Table 5.3 shows a summary of the number of extracted recoils in each case. It was
decided that the 956 keV CoM measurement energy measurement would be removed due to
only comprising of 2 counts and as such high statistical fluctuation, as seen in table 5.4,
rendering the measurement, relative to the 957 keV CoM measurement, unreliable. Despite
being close in beam energy the two measurements were not combined due to the large error
on 2 counts relative to the 18 counts at the 957 keV CoM measurement energy.
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Coincidences with BGO cut
Coincident recoils with BGO and Separator TOF cut
Coincident recoils with BGO, Separator TOF and DSSSD cut
Figure 5.13: DSSSD spectrum for a beam energy of 1323 keV in the centre of mass frame,














Table 5.3: 19F counts extracted for each beam energy. ∗resonance beam energy
5.2.7 Low count statistics and the central confidence interval
For low number of recoils such as for the lower direct capture energies, especially at the
beam energy of 303 keV/u it is not acceptable to use
√
N as the statistical uncertainties
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become asymmetric. At low N, particularly N< 100 the poisson distribution may not be
approximated by a normal distribution. To investigate the difference between the
√
N and
the central confidence interval, CCI, the statistical uncertainty in the recoils was found for
68.27%, or 1σ. 2σ is included as a comparison point with the 1σ central confidence interval.
Note, as expected, that 2σ contains less than double the 1σ central confidence interval across
all N tested here.
The results may appear different to the results displayed in some literature such as Feld-
man and Cousins [60], however those are for the confidence interval, which is solely a one
sided interval. The literature confidence interval results cannot be compared with the
√
N
method due to the central confidence interval nature of
√
N . The results of the calculation
completed here can be seen in table 5.4. So the central confidence interval values are the
plus and minus values from N at which there is a 68.27% or 95% probability that the actual
N lies between the two. In the case of N=2 with a 95% central confidence interval there is a

























2 5.22 1.76 2.64 1.29 1.41 46.43 9.63
18 10.45 7.33 5.32 4.20 4.24 20.25 -1.02
125 23.93 20.95 12.21 11.17 11.18 8.43 -0.09
209 30.34 27.38 15.48 14.45 14.46 6.61 -0.05
282 34.91 31.96 17.81 16.78 16.79 5.71 -0.08
5009 140.67 137.76 71.78 70.77 70.77 1.40 -0.01
Table 5.4: Uncertainty method comparison for various values of N; using central confidence
interval for 2σ, 1σ and
√
N .
It can be seen that as N becomes large so the validity of using
√
N in place of the central
confidence interval is increased, i.e the percentage difference between counts assuming a
normal distribution in place of a poisson distribution decreases. Using table 5.4 it is also
apparent that even with 5009 counts an asymmetric nature is still present, as the upper bound
differs from
√
N by 1.40%, whereas in the lower limit there is no significant difference. As
expected when N is small, larger error in the uncertainty is induced by using
√
N , certainly
for N=2 and N=18 the root N method yields a misleading and invalid statistical uncertainty
value.
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5.3 Efficiencies
With the attainment of the number of recoils as in table 5.4 it is necessary to find what portion
of the number of produced 19F recoils have been detected. Each detection point, component
of the equipment, has an associated efficiency, the amount of 19F that is successfully processed
relative to the 19F produced. This section will cover the attainment of each of the necessary
efficiencies.
The BGO array efficiency was measured using a Geant simulation, this was carried out
by a collaborator, A. Lennarz. Where the appropriate decay schemes were selected that
best represented and contributed to the BGO spectra. The BGO array had one detector
that failed in channel 23. The cause of this was undiagnosed and so the Geant simulation
was adapted to remove the single failed detector as well as the detector in channel 23 that
had a dissimilar energy spectrum and so the geant simulation was used to produce a new
γ-ray detection efficiency. In principle removal of detectors only reduced the coverage of the
detectors and hence the BGO array geometric efficiency. The geant simulation yielded BGO
array detector efficiencies as seen in table 5.5. It should be noted a simple arithmetic mean
of the decay branch efficiencies was taken, this was shown to be within 2% of a reference












302.91 0.52 0.05 0.70581 4×10−5
380.61 0.54 0.05 0.70811 4×10−5
382.81 0.54 0.05 0.71508 4×10−5
418.94∗ 0.59 0.06 0.72927 4×10−5
544.40 0.57 0.06 0.73311 4×10−5
Table 5.5: Uncertainties for all beam energies for BGO detection efficiency and livetime of
the DAQ, data acquisition system. ∗resonance beam energy.
Livetime refers to the fraction of time the data acquisition system is able to record in-
coming signals, at times this system will be busy processing signals. These “lost” signals
were accounted for using the livetime efficiencies as seen in table 5.5. Livetimes were cal-
culate by comparing the DAQ busytime with the runtime. The busytime and runtime are
automatically collected for each individual run.
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The DSSSD detection efficiency is 0.962 ± 0.004 [61], this is assumed to be the same
across all beam energies tested here. Furthermore it was assumed that the detector was
isotropically efficient across all detector segments. Transmission of recoils through DRAGON
is particularly effective and transmission rates are effectively 100% [54].
The charge state fraction of 19F ions can be calculated using equation 5.7 from the thesis
of W.Liu [56].







with q̄ being the average equilibrium charge state; E the projectile energy and E′ = 0.067635
MeV/u; Zp is the atomic number of helium, 2; A, B and γ are fit parameters from the thesis
of W.Liu and have values of 1.1326, 0.3449 and 0.44515 respectively for a Helium gas target.
Equation 5.7 will yield an average charge state however to obtain charge state fractions the





where appropriate values of d1 and w were found by Liu to be 0.23675 and 0.54772 respec-
tively. With this known distribution so the charge state fraction for a given charge state can












302.91 3 0.483 0.024 0.435 0.044
380.61 3 0.476 0.024 0.433 0.043
382.81 3 0.473 0.024 0.433 0.043
418.94∗ 4 0.413 0.021 0.383 0.045
544.40 4 0.501 0.025 0.454 0.038
Table 5.6: Calculated and measured charge state fraction for the selected 19F tune through
DRAGON. ∗resonance beam energy.
The calculated charge states are marginally outside the error boundaries of the measured
charge states. It must be noted that the calculated value CSFs error consist of a 5% error. It
is possible that this is an underestimated uncertainty on the theoretical values as in the thesis
of Liu [56]. The CSFs used for efficiency calculations and ultimately to yield a cross-section
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are the experimental values.
It must be noted that after the main experiment the charge state fractions were measured
for 19F as discussed in the thesis of Lovely [62]. Whilst this part of the experiment and analysis
was not conducted by myself, DRAGON was again used to measure the CSF. As described by
Lovely, 19F was passed into the DRAGON gas target through 4He and then bent using MD1.
The strength of the field on MD1 was varied to allow measurement of the fraction of particles
at a given charge state. The work of Lovely [62] did produce some revised parameters to
those of Liu [56].
The total efficiency can be found by combining the CSF, Livetime, BGO efficiency and




Cross-sections were extracted using the number of recoils, number of target particles, number
of beam particles, total efficiency and calculated using eqn. 2.1. Table 6.1 shows the measured













957.1 0.2 3.51×10−10 9.8×10−11 1.17×10−10
1202.5 0.3 1.60×10−8 3.7×10−9 3.7×10−9
1209.5 0.3 1.57×10−8 2.9×10−9 2.9×10−9
1323.6∗ 0.3 1.96×10−5 2.9×10−6 2.9×10−6
1720 9 9.9×10−8 1.6×10−8 1.6×10−8
Table 6.1: Cross-sections measured for 15N(α,γ)19F along with their asymmetric uncertainties
with a central confidence interval equivalent to 1σ at 68.27%. ∗resonance beam energy.
The large error on the highest energy direct capture energy was due to issues with the
NMR probe and as such the field through which the beam passed was not known to the same
level of accuracy as in other runs, as such this beam error carries a larger error. As expected
relative to the direct capture measurements the resonance has a higher cross-section by several
orders of magnitude. From the cross-sections S-factors were calculated as seen earlier in eqn.
2.7 and are shown in table 6.2.
The 1323 keV energy resonance strength was found using eqn. 2.12 using the thick target
assumption. The resonance strength was found to be 0.92±0.11 eV using a beam energy of
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957.1 0.2 28.7 8.0 9.6
1202.5 0.3 108.9 25.2 25.3
1209.5 0.3 100.6 18.3 18.7
1323.6∗ 0.3 51172 7671 7672
1720 9 24.3 3.8 3.9
Table 6.2: S-Factors for 15N(α,γ)19F along with their uncertainties.
1323.6(3) keV. At this beam energy the resonance was contained with the target, between an




The direct capture cross-section of 15N+α was measured directly for the first time at energies
of 956.4(2) keV, 957.1(2) keV, 1202.5(3) keV, 1209.5(3) keV and 1720(9) keV in the centre of
mass frame. It was decided due to obtaining two different target centroid energies at∼957 keV
that the 956.4(2) keV energy measurement with two counts was removed due to large statisti-
cal uncertainty compared with the group of runs at 957.1(2) keV with 18 counts. The resulting
direct capture cross-sections were 3.51+1.17−0.98× 10−10b, 1.60± 0.37× 10−8b, 1.57± 0.29× 10−8b
and 9.9±1.6×10−8b for centre of mass energies of 957.1(2) keV, 1202.5(3) keV, 1209.5(3) keV






ωγ for the 1323 keV energy resonance was found to be 0.92±0.11eV. This value can be seen
relative to previous literature values and the average of all DRAGON runs of the 1323 keV
energy 15N+α resonance in figure 7.1. It can be seen that the DRAGON measurement
analysed here yields a lower resonance strength than literature. Here each resonance relative
to the DRAGON measurement will be discussed.
Aitken et al. [39] conducted a relative measurement with which the DRAGON measure-
ments agree. Its reliance upon the 14N+α 1.532 MeV energy resonance comparison point
from Price [40] [41] using the Snover correction [42] must be questioned. The disagreement
between the 14N+α resonance strength in the work of Aitken et al. [39] and that of Dixon and
Storey [43], 1.24±0.10 eV and 1.34±0.11eV respectively, calls into question the validity the
use of this resonance as a comparison point. The comparison resonance had been measured
as 1.60±0.13 eV by Parker [45] and corrected by both Aitken et al. and Dixon and Storey
due to the proposed corrections by Chu and Powers [44] to the stopping powers.
The comparison method used by Aitken was chosen as the quantity of 15N in the solid
target need not be known, just the ratio of 15N and 14N. Therefore the scaling with such a
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Figure 7.1: From left to right resonance strengths for: work completed and presented here;
other DRAGON runs analysed by A. Lennarz et al.; Aitken et al. [39]; Dixon and Storey [43],
their average including the scaled measurements and corrected absolute measurement, their
raw absolute measurement, their absolute measurement with correction applied; Wilmes et
al. [16]; and far right, Di Leva et al. [27].
resonance strength as 14N+α removes dependence on understanding of the absolute nitrogen
content within the target.
Dixon and Storey [43] conducted three measurements, the first one using the same scaling
comparison of 14N(α,γ) as used by Aitken et al. [39]. The second measurement by Dixon and
Storey used the 15N(p,αγ)12C reaction, utilising the strong Ep = 0.898 MeV energy
15N+p
resonance, which at the time was believed to have a strength of 480±48 eV, although Dixon
and Storey note there is uncertainty around the Gorodetzky [46] reference frame for this
resonance strength. This 15N+p resonance was later remeasured by Zijderhand and Van Der
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Leun [63] and in 2010 this resonance was measured again to be at 897 keV with a resonance
strength of 362±20 eV by Marta et al. [64]. Using the 15N(p,αγ)12C resonance strength of
362 eV from Marta et al. this rate would be corrected to 1.3 eV, hence aligning much better
with the DRAGON measurement.
The third method for resonance extraction by Dixon and Storey was a direct measure-
ment. Measured three times at 1.03, 1.12 and 1.19 eV respectively these measures would also
show agreement with the DRAGON measurement. However the authors believed this to be
incorrect due to the disagreement with the relative measurements at the time and applied
a correction to their target content. The resonances stated before assumed that the ratio
of Ti to Ni in the target was equal. The target analysis was extensive comparing resonance
strengths to extract target content, it must be noted this method has significant depen-
dence on other previous measurements. Dixon and Storey concluded the resonance to have
a strength of 1.64±0.16 eV. The correction to the 15N(p,αγ)12C resonance strength brought
the measurement inline with the DRAGON measurement and the absolute measurement
had further dependencies on other resonance reaction rates. The average of the Dixon and
Storey measurement as they presented it can be seen in figure 7.1 as well as the first absolute
measurement and their corrected target measurement.
In 2002 Wilmes et al. [16] measured the 1323 keV energy 15N+α resonance to have a
strength of 1.69±0.14 eV, which was in agreement with the average Dixon and Storey [43]
measurement when they applied their correction. In the Wilmes et al. measurement the
gamma ray HPGe detectors efficiencies were calculated using geant simulations and these
were checked using 27Al(p,γ)28Si. It seems unlikely that efficiencies of detectors were the
reason for the higher resonance strength when compared with the DRAGON result presented
here. The reaction is noted by Wilmes et al. to be isotropic due to the 1/2− spin parity
of the 15N and the 1/2+ of 19F. The uncertainties presented by Wilmes et al. are relatively
small and the final uncertainty less than 10%. Furthermore, their branching ratios to the
1/2+ 5.337 MeV energy state in 19F are all in agreement with previous literature [49]. The
difference between the Wilmes et al. [16] measurement and the measurement conducted here
remains unexplained.
Di Leva et al. [27] measured the previously measured 1323 keV energy resonance at an
energy of 1.3314(16) MeV with a Γα of 2.51±0.10 keV compared to the width from Wilmes
et al. of 1.3±0.5 keV [16].
Due to the disagreement between this DRAGON measurement and the Wilmes et al. [16]
measurement for the resonance strength the containment of the resonance within the target
was also checked for the literature energy value of 1323 keV for both the Wilmes and Di Leva
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widths, both were contained well within the target and can be seen in figure 7.2.




































Figure 7.2: The resonance contained within the DRAGON gas target for run 7086. Using
the 1323 keV centroid and the widths from both Wilmes [16] and Di Leva [27].
The resonance energy found by Di Leva et al. [27] was tested using DRAGON. By pushing
the 1323 keV resonance largely out of the target and remeasuring at a higher energy with
target energy range from 1.325 MeV to 1.358 MeV in the CoM frame, this analysis was done
by A.Lennarz on run number 7065. This increased beam energy yielded a resonance strength
of 0.29±0.03 eV. The fraction within the target of the resonance for each beam energy can
be seen in figure 7.3. This concludes the new resonance energy proposed by Di Leva et al.
[27] is likely incorrect when compared with the DRAGON data, where the original energy is
supported.
Given the resonance energy discrepancy from the Di Leva et al. [27] measurement and
the discrepancies with the comparison resonance strengths, and in some cases, supersession,
for the Aitken et al. [39] and the Dixon and Storey measurements [43] a current resonance
strength could be found using the weighted average of the further DRAGON measurement
and the Wilmes et al. [16] measurement. However the discrepancy between these two mea-
surements should be further investigated.
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Figure 7.3: Higher energy run of 7065 and the two centroids 1323 keV and 1331.4 keV both




Multiple measurements have occurred aiming to measure the 17O(α,n)20Ne / 17O(α,γ)21Ne
reaction rate ratio to measure the effectiveness of 16O as a neutron poison. Few have however
successfully made measurements inside the Gamow window. The work of this thesis focuses
on the 17O(α,n)20Ne reaction, or more specifically extracting properties of states with large
neutron widths in the Gamow window for 17O+α.
The 21Ne level scheme as accepted by literature [30] before the measurement conducted
here can be seen in figure 8.1 where the neutron separation energy is 6.76116(4) MeV and
Qα=7.34793(4) MeV. The energy region of interest, informed by the Gamow window, is at
7.645-7.835 MeV for a temperature of 200 MK and 7.728-7.995 MeV for a temperature of
300 MK in 21Ne. Given the massive star environment of 200-300 MK the adopted energy
region of interest in 21Ne is 7.645-7.995 MeV and can be seen shaded green in figure 8.1. It
must be noted that states near the outside of this range could contribute to the reaction rate,
hence here we measured above and below the Gamow window also. In figure 8.1 the notation
used by NNDC [30] is adopted where unconfirmed Jπ are shown in parenthesis.
In 2013 Best et al. [65] conducted a measurement of 17O(α,n)20Ne at the University
of Notre Dame. The experiment consisted of an α beam onto a solid Ta2O5 target, made
using Ta backing and passing 17O enriched H2O across it. Unlike a previous measurement
in the thesis of Denker [66] Best et al. notes they improved their reliability by reducing the
background from 18O(α,n)21Ne by having a target containing only 0.4% 18O.
Detection was via two layers of axially aligned 3He neutron detectors which utilised the
3He(n,p) reaction with a Q-value of 764 keV. Their final physical location was decided by
placing the detector in the location of maximum neutron flux before the measurement. It
must be noted that there was no information collectable on the neutron energies due to
the moderator absorbing much of the energy of the neutrons. In reality the inability to
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Figure 8.1: 21Ne states across the Gamow window with state energies as accepted by literature
[30]. The Gamow window can be seen shaded green.
obtain neutron energies likely had little impact on the experiment output as the experiment
scanned across beam energies with a 2 keV uncertainty, hence having neutron energies would
have only made identifying background neutrons from other reactions easier. Background
reactions were considered, especially the 13C(α,n)16O reaction. The efficiency of the neutron
detectors was found using the reaction 51V(p,n)51Cr, utilising a vanadium target to detect
the isotropically distributed neutrons. The efficiencies found from this experiment were
supported by simulation.
In the experiment of Best et al. [65] the 21Ne intermediate nucleus may decay via two
neutron channels; n0 or n1γ, whose branching ratios are known. Alongside these two reactions
of interest there was also measurable background as seen in figure 8.2.
Having subtracted the background neutrons an R-Matrix calculation was run using Azure
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Figure 8.2: Neutron yield for each component, note ntotal = n0+n1. Figure from Best et al.
[65]
[67]. Cross-sections and resonance energies were extracted. The fit of the R-Matrix code to
the experimental data for the two neutron reaction channels can be seen in figure 8.3. The
extracted state energies have a 2 keV uncertainty derived from the uncertainty in the beam
energies. The numerous measurements over each resonance that were made justify this
uncertainty.
Figure 8.3: R-Matrix fit of the two neutron decay channels. Figure from Best et al. [65]
Combination of all uncertainties for both channels and their combination ultimately led
to the total rate uncertainty giving an S-factor uncertainty of 18%. Best et al. measured
down to the top of the Gamow window, with their lowest measured state at 8.069 MeV.
DWUCK4 [68] was used to evaluate widths inside the Gamow window. Spectroscopic
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factors of 0.01 were assumed as no experimental partial widths were available. Assumptions
were also made that if a state has a given neutron width then the (α,γ) channel was likely
to be highly suppressed.
Figure 8.4 shows the effect of the new Best et al. [65] rates compared with using the
NACRE [69] and Caughlan et al. [70] rates with a correction applied from Descouvemont
[71, 65]. The difference in the (α,γ)/(α,n) ratio is less than a factor of 2. This does cause
the s-process yields to vary dramatically, as seen in figure 8.4. From Best et al. it is clear
there is a need for measurement of the properties of the lower lying Gamow window states.
Figure 8.4: Effects on element abundance of Best rates and the previous rates. Note CF88,
represents the comparison point of (α,γ) from the work of Caughlan et al. [70] scaled by the
factor of 1000 from Descouvemont et al. [71] described by Best et al. [65] for the (α,γ). The
(α,n) comparison point is from a compilation, NACRE [69] using unpublished data. Figure
from Best et al. [65]
In 2011 Best et al. [72] made the first measurement of the reaction 17O(α,γ)21Ne. It
used the same beam and target setup and was similar to that in the 2013 work of Best et
al. [65]. The experiment was well shielded to isolate the 45◦ off-axis germanium detector
from background radiation. It was noted that the content of 18O in the target was around
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0.4% and that 18O(α,n) is strongly populated. To remove this contamination 18O(α,n) was
measured using the same setup and subtracted from the 17O(α,γ) data, hence effectively
removing the contamination from the data.
The energy was stepped in intervals less than 10 keV to scan across states above the
Gamow window. Interestingly the work of Best et al. [72] supports the reaction rate of
Caughlan and Fowler [70], not the theoretical rate of Descouvemont [71]. Best et al. [72]
are cautious with their initial reaction rate stating that they did only measure three reso-
nances. States in 21Ne with energies between 7.960 MeV to 8.645 MeV that were not seen
were concluded as having a smaller (α,γ) strength than was detectable. Best et al. com-
ment that these weaker resonances proceeding via 17O(α,γ) could also have contributions
of around ∼10% to the reaction rate. The conclusion of this publication, prior to the 2013
Best et al. paper [65] was that the (α,γ) channel appears competitive with that of the (α,n)
channel. The main drawback of this 2011 Best et al. work was the narrow range over which
the measurements were made and the limited resonances measured.
In 2019 Taggart et al. [24] conducted a direct measurement of 17O(α,γ)21Ne in inverse
kinematics using an 17O beam and a helium gas target at DRAGON. The experimental setup
of DRAGON is discussed earlier in this work in chapter 4 during the 15N(α,γ) experimental
chapter. A beam of 17O3+ was used and DRAGON tuned for 21Ne. The ionisation chamber
at the focal plane detector was used allowing an extraction of ∆E-E for each incident particle
and the MCPs, micro channel plate detectors were included, which yielded effective particle
identification.
Efficiencies were extracted similarly to in chapter 5 with charge state fractions extracted
using the work of Liu et al. [56]. Measurements were taken at several energies with resonance
strengths found for four resonances as seen in table 8.1. It must be noted that the 633 keV
resonance measurement has potentially 3 resonances inside the target and as such this is
actually a summation of all three.
The work here resulted in a reaction rate for 17O(α,γ) which is two to three orders of
magnitude smaller that that of Caughlan et al. [70]. Inside the Gamow window the main
difference between the Taggart et al. [24] measurement and the Best et al. [72] measurement
lies in the prediction of the contribution of the 305 keV resonance, at 7.653 MeV in 21Ne. The
result of this measurement inside the Gamow window can be seen in figure 8.5. The red line
was to illustrate the difference in the predictions of Best if the 305 keV resonance is weaker
than was predicted and assumed in Best et al. [65].
In summary figure 8.5 from Taggart et al. [24] shows a dramatic change in the production
of s-process nuclei due to the change in 17O(α,n)20Ne / 17O(α,γ)21Ne reaction rate ratio. This
83




ωγ (meV) ωγ (meV) from
Best et al. [72]
633 7.981∗ (4.0+3.1−2.0)×10−3
721 8.069 (8.7+7.0−3.7)×10−3
810 8.159 5.4±0.8 7.6±0.9
1122 8.470 1.4±0.3 1.2±0.2
Table 8.1: Energies in CoM, respective 21Ne energies, resonance strengths and previous values
from Best et al. in 2011 [72]. ∗May contain two other resonances. Table adapted from Taggart
et al. [24].
Figure 8.5: Current predictions of heavy element production due to the s-process compared
with the work of Best et al. [65] in fast rotating massive stars. Figure from Taggart et al.
[24] with minor adaptation.
calls for further measurement inside the Gamow window to obtain further knowledge of the
21Ne states involved, including their partial widths and hence reaction rates.
Direct measurements across the entirety of the Gamow window have not been made
using 17O+α. However 20Ne(d,p) as measured in this work populated states within the
window, hence allowing extraction of neutron partial widths. This reaction method has been
utilised before, in 1970 when Howard et al. [73] measured the 20Ne(d,p)21Ne reaction using
a 16.4 MeV beam of deuterons onto a 200 Torr 20Ne gas target contained with foil windows.
Measurements were made from 10◦ up to 150◦ in the lab frame. The detector used was of
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∆E-E configuration and as such allowed particle identification.
Differential cross-sections were extracted and compared with DWBA differential cross-
sections produced using the code JULIE, as referred to by Satchler [74]. Howard et al. [73]
show the optical potentials used in their model. Howard et al. do not reach 21Ne state energies
that are within the Gamow window, they do however measure and analyse the 6.606 MeV
state. The differential cross-section plot as in figure 8.6 shows the differential cross sections
relative to the DWBA calculation.
Figure 8.6: Measured differential cross-section values for the 6.606 MeV state and the fitted
DWBA l=2 output. Figure from Howard et al. [73].
In 1980 Stanford and Quin [75] studied levels of 21Ne using a polarized deuteron beam at
10 MeV into a 99% enriched gaseous 20Ne target. Detection was through four detectors each
behind collimating slits such that the solid angle was known, the detectors had a 100 keV
resolution. Whilst Stanford and Quin did not populate states in the Gamow window they
did measure states that are also seen in the measurement discussed here and as such offers
a comparison point. Of particular interest is the 6.609 MeV state, identified then as the
6.605 MeV state and its prevalence as seen in figure 8.7 was used in this work to identify it
as a suitable calibration state.
Stanford and Quin show some of their optical model parameters, used also in presented
DWBA outputs for extraction of spectroscopic factors and transferred l values. The DWBA
code used was DWUCK2 [76]. They show the DWBA output with their 6.61 MeV data, as
seen in figure 8.8. Notice how the data appears to have the rough shape of an l=2 transfer,
not however completely conclusive.
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Figure 8.7: Spectra of 21Ne, note the population of the 6.605 MeV peak, later measured as
6.609 MeV. Figure from Stanford and Quin et al. [75]
Figure 8.8: Measured differential cross-section values for the 6.61 MeV state and the DWBA
outputs. Figure from Stanford and Quin et al. [75].
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The previous work leaves significant opportunity for improvement of the rate by mea-
surement of state properties of states that are within the Gamow window. Figure 8.5 shows
the dramatic effect on heavy element production through the s-process with changes to the
17O(α,n)20Ne / 17O(α,γ)21Ne reaction rate. In the work presented here states in 21Ne will be






The production of the deuteron beam occured in a Direct Extraction Negative Ion Source
(DENIS). This source could produce a beam of negative deuterons at a rate of 30µA with
an energy of 50 keV [77]. An electrical arc was made between a cathode and an anode using
a 150 V potential. The region between the anode and cathode was filled with deuterium and
hydrogen gas, this was pumped to maintain pressure at around 0.01 Torr [77].
Deuterons were accelerated to an energy of 13.984MeV using a terminal voltage of 6.992MV
through the TUNL Cyclo-Graaff. This beam energy was chosen based on the ability to popu-
late states in the Gamow window on the focal plane. This was the maximum energy possible
without significant breakdown inside the accelerator. Figure 9.1 shows the method of ac-
celeration of the deuterons. The chains consisted of electronically isolated pellets that are
charged by driving the electrons from the pellet. As these pellets move through the centre
of the accelerator the pellets become negatively charged. The initial acceleration of the 2H−
ions occurred alongside the first chain, these 2H− ions then passed through a stripping foil,
creating 2H+ ions, which were then accelerated alongside the second chain. The accelerator
was designed such that the high voltage is located centrally and the external terminals are
grounds. Due to the charge of the beam ions acceleration occurs effectively twice. As such
the potential difference felt by the beam ions was twice the voltage that is induced on the
high voltage terminal.
The accelerated deuterons passed through two 90◦ magnets. This technique ensured
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Figure 9.1: Schematic of deuteron acceleration in Van de Graff accelerator from the Thesis
of A. H. Couture [77].
the beam was as close to mono-energetic as possible and species with differing magnetic
rigidity, or equivalently mass-charge ratio would have been removed from the beam. As such
effectively mono-energetic deuterons arrived at the target chamber.
Typical beam intensities were 300-575 nA. However, with the detector at its most forward
angle, 10.6◦ in CoM, 10◦ in the lab frame, the beam intensity was reduced significantly,
to approximately 90 nA. This was due to significant beam passing through to the detector
causing electrical break-down. The final beam on target for each measurement was extracted
using the integral of charge on the target ladder.
9.2 Split-pole spectrograph
The reactants left the target and proceeded through the exit aperture which had a solid
angular acceptance of (0.54±0.01) mSr. The force on a charged particle passing through a
magnetic field is described by eqn. 4.2, as in DRAGONs magnetic dipoles. As the particles
passed through the dipoles they were separated by energy and on mass-charge ratio. Those
particles with the highest mass/charge ratio travelled through the split pole following a path
similar to that of the green line in figure 9.2. Considering particles with the same mass-charge
ratio those with most energy would have followed a path similar to that of the green line with
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the lowest energy particles reaching the focal plane detector at the opposite end, following
the purple path.
Figure 9.2: Schematic of trajectories through the split pole spectrograph from Marshall et
al. [78].
The Enge split-pole allowed focusing of particles with the same mass/charge ratio and
energy over the two dipoles [79, 78]. Particles arriving at the focal plane detector with
the same positions are said to have had the same magnetic rigidity, described, for a non-










The Enge magnet allowed separation of beam particles from the reactant protons, some
beam did however pass through the Enge magnet and arrive to the detector. The removal of
the majority of this beam contamination or “leaky beam” took place when cutting the data
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during the analysis process, seen in section 10.3.
9.3 Focal plane detector
The detector was orientated and located at the focal plane of the correct ion. We required
the protons to fall onto the focal plane by the path described by the orange path in figure
9.2. It is important to note that if the detector was poorly positioned it would have caused a
dramatic increase in recorded peak width and hence a reduction in resolution. With “correct”
positioning the peak width was dominated by the actual detector resolution.
The detector consisted of two position sensitive detection components and a ∆E and E
setup, the latter allowed for particle identification, this layout can be seen in figure 9.3.
Figure 9.3: A cutaway perpendicular to the beam and looking down the anode wires. Figure
from Marshall et al. [78] with minor adaptation. Red arrow represents reactant particle
path, passing through 2 position sections.
The ∆E component of the detector consisted of one anode wire and two cathode planes
forming a gas proportional counter. Particles deposited energy in the process creating charged
pairs. The amount of charge arriving at the anode and cathode was proportional to the
amount of energy deposited by a particle.
The E component of the detector consists of a plastic scintillator, the Saint-Gobain BC-
404. This type has a fast response and hence was suitable to use to trigger the data aquisition
system [78, 80]. As in Marshall et al. [78] the crystal was 28.25” by 2” by 0.25”, the size
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was determined by ensuring full coverage of the detector and that all particles stop in the
crystal.
The light produced in the BC-404 crystal was collected using a PMT, Photo-Multiplier
Tube located on top of the detector. To transfer the light from the crystal to the PMT Bicron
BCF-91A optical fibers joined the BC-404 crystal and linked to the PMT through a light
tight tube. These fibers shifted the light produced by the crystal (380-495 nm, maximum
emission at 408 nm) to green, with a range of 495-570 nm [78]. The photomultiplier tube
was a Hamamatsu H6524 which has a range of 300-650 nm with peak detection sensitivity
at 420 nm [81]. During the detector design this was chosen due to its high efficiency at the
stated wavelengths [78].
Figure 9.4 shows the construction of the two position sensitive sections. These position
sensitive sections were avalanche counters with anode wires, so the avalanche created was
negatively charged. This negative charge induced charge at the copper pick-up strips where
the location of the particle within the detector was found.
Figure 9.4: Schematic of one of the position section assemblies. Figure from Marshall et al.
[78].
The Focal plane detector system had a solid angular acceptance of (0.54±0.01) mSr and
was movable in one plane. Measurements of 20Ne(d,p)21Ne took place at 5 different angles,
which were 10◦, 15◦, 20◦, 25◦ and 38◦, equating to 10.6◦, 15.9◦, 21.2◦, 26.4◦ and 40.1◦ in the
centre of mass frame respectively. A conservative uncertainty was adopted of 0.2◦ in the lab
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frame, equating to 0.21◦ in the centre of mass frame. This uncertainty accounted for the error
in focal plane position and also the variation of differential cross-section across the 0.54 mSr
aperture [82].
9.4 Target content
Prior to the commencement of the experiment RBS, Rutherford Back Scattering, was used to
determine content of the target. The output from this was a plot of counts against energy for
recoiling ions. SIMNRA [83] was used to simulate various target content fractions through
various layers. The Neon content within layers, and layer thickness’ were changed until the
simulated fit replicated the RBS experimental data well. The initial content calculation had
been done by collaborators at TUNL. Their values were inputted into SIMNRA and the 20Ne
content changed in increments to around 5% where the simulation could be perceived to no
longer match the data. It was at this point the conservative uncertainty of 5% on the target
content was adopted.
Between runs at every given angle an elastic scattering measurement was made at 25◦.
This allowed for target content monitoring and correction for target degradation when ex-
tracting differential cross-sections. Unfortunately this did not occur before the experiment
commenced but after the first run. A method was developed to alleviate this and is discussed
in section 10.2.
So far discussion has been about the 20Ne target only. At each of the five measurement
angles measurements were also taken of a carbon target. Theoretically identical in make-up
to the implanted neon target, but without the implanted neon. This was for the investigation
of a background subtraction method to remove any contaminants. Some measurements were
also taken using SiO2 and Aluminium, intended for calibration purposes. These proved to





Beam delivered onto the target was recorded by collecting the total charge over each run.
Charge collected, noting the deuteron is singly charged, can be converted into beam particles
for each run and grouped by measurement angle. An instantaneous reading of beam onto
target was also taken for each run and a time weighted average taken for each group of runs,
also grouped by measurement angle. The two methods were compared and were found to
be in approximate agreement. It was deemed normal that the beam may fluctuate slightly
in intensity during the experiment. The total beam on target by measurement angle can be
seen below in table 10.1. Note the uncertainty was deemed to be 10% for each integrated
beam reading, per run, due to the uncertainties on the electron suppression setup [82].









Table 10.1: Number of beam particles onto the target at each angle.
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10.2 Target content
Initial target content and uncertainty was extracted from Rutherford back scattering data
collected before the experiment commenced by those at TUNL. The thickness of carbon
was found to be 2.2±0.1×1018 atoms cm−1 with an average neon thickness of 1.01±0.05×1017
atoms cm−1, hence yielding a target content of 4.3±0.3%. The RBS modelling using SIMNRA
gave a higher surface content of 20Ne, as expected due to the target being a natural carbon















Table 10.2: Target neon content by layers and also the total thickness of each layer. No
uncertainties are presented on these thicknesses, as they are a modelling construct only. The
neon fraction errors are not presented as the errors on individual layers were not investigated,
but the uncertainty on the total neon content was found.
During the experiment it was expected that the content of neon in the target would
fall. To quantify the target degradation after each group of runs at an angle an elastic
measurement was taken at 25◦. Figure 10.1 shows this elastic spectra after 20◦ overlaid with
the Focal Plane Plotter package calculation, showing the expected location of elastic peaks.
The 12C peak is easily identifiable, it has by far the greatest peak integral. This was expected
as the target is mostly natural Carbon.
Natural carbon consists of 12C and 13C at 98.93(8)% and 1.07(8)% respectively [84].
Direct comparison of the natural carbon content and the areas under the two carbon peaks;
left most peaks seen in figure 10.1; are in agreement. These carbon peaks can also be seen
fitted in figure 10.2. Note that negligible differences exist between raw integration of bins
and the fitted bins as the peaks are of typical Gaussian shape.
The 20Ne elastic peak was fitted for each elastic measurement after each measurement
angle. The ratio of this peak to the number of beam particles during the elastic scattering
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Figure 10.1: Elastic measurement spectra at 25◦ after the 20◦ measurement overlaid with
Focal Plane Plotter calculation to identify peak species.
runs was taken and monitored. The elastic spectra, as fitted, for after the 38◦ runs can be
seen fitted in figure 10.2.
The degradation of the target can be seen in figure 10.3 as the ratio of elastically backscat-
tered particles from 20Ne decreases per beam particle. The five data points were taken, each
after a group of runs at one of the respective measurement angles. Note, as mentioned earlier,
there was not however an equivalent run before beginning the first measurement at 25◦. The
five data points were fitted with a linear fit, resulting in a relationship as in eqn. 10.1.
Ineon
Nbeam
= 7.4× 10−12 − 5.082× 10−30 ×NCB (10.1)
where Ineon
Nbeam
is the integral of the elastic neon peak per beam particle on target and NCB the
cumulative number of beam particles onto target.
The extrapolation of this fit back to when beam on target=0 gave an expected peak
content per beam particle at the start of the experiment. The extracted elastic neon peak
content at the start of the experiment was taken in ratio with the elastic neon peak content
expected at a given beam on target point, extracted using eqn. 10.1 and eqn. 10.2.
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Figure 10.2: Elastic measurement 20Ne peak at 25◦ after 38◦ measurement. Showing a fitted
Gaussian peak.
Figure 10.3: Counts in neon peak per unit beam particle during 25◦ elastic run against the
total beam particles on target through whole experiment since initial RBS measurement of
target.
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where NTNe is the target number of neon particles in the target at a given time, t; NTNe0 is





the integral of the elastic neon peak per beam particle on target
at a given time and at the experiment start respectively.
The uncertainty on this measurement was dominated by the uncertainty in the RBS,
matching the profile of the elastic scattering beyond this 5% showed very significant deviation
from the spectrum expected. The deviation between the third and fourth data point within
figure 10.3 is expected to be due to striking a slightly different region in the target where the
neon content was marginally higher.
The function of the fit in figure 10.3 and the output of the calculation in eqn. 10.2 was
used to calculate the neon target content directly before a group of runs at an angle and
directly after those runs. Due to the linear relationship seen in figure 10.3 it was expected
that over a relatively small amount of beam on target so the degradation would be linear.
Therefore a simple mean of the neon content before and after each measurement angle was
taken as the neon content over the entire run. This method allows for degradation for all
neon target exposure to beam since the Rutherford back scattering before the experiment
began.
10.3 Contaminant removal
Before considering extracting neon peaks and fitting them, the removal of background con-
tamination in the focal plane spectra took place. The dE-E make-up of the detector allowed
particle identification and hence differentiation between the deuteron beam and the protons.
For contaminant removal and peak fitment it should be noted that position 1 was used, “Pos
1” as labelled in figure 9.3. Gating occurred using a piece of software called Jam [85], it
allows plotting of histograms and easy manipulation of gates. The energy deposited in the
dE component of the detector plotted against the position on the focal plane detector for
40.1◦ yields figure 10.4.
There are four main features seen in figure 10.4. Firstly the deuteron loci at higher
energy above the gated, shaded region, these are particles that deposited more energy when
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Figure 10.4: Energy deposited in the dE component of the detector against the focal plane
position, both in an arbitrary channel number, for the 40.1◦ measurement. The shaded region
represents the gated region. Figure extracted from Jam [85].
travelling through the dE region and as such these are identified as deuterons. Secondly
the particles that deposited effectively no energy in the dE detector component seen at very
low channel number in y. The counts with almost zero in the position, x axis, are simply
discarded, these seem unlikely to be physical particles. The region gated can be seen to have
structure and as such these are protons. Note how three states in 13C can be seen originating
from 12C(d,p), the removal of the tails of these peaks in energy was deemed acceptable as;
they are many standard deviations from the peak mean in energy, hence in reality minimal
fractional count removal occurred. The integral of these 12C(d,p) peaks was not used for
analysis.
To further enhance the gating technique and background removal, the 2D histogram of
the energy deposited in dE component of the detector and that energy deposited in the E
component can be plotted. The gate from the respective dE against position plot, as in figure
10.4, was carried over to the dE against E plot for each angle as seen in figure 10.5 for 40.1◦.
The region in figure 10.5 that is shaded represents the cut on the dE-E plot. Note
those data points removed at low E, low channel number on the x axis, represents further
background removal. These were particles with very low energy deposited in the E detector,
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Figure 10.5: Energy deposited in the dE component of the detector against the remaining
energy deposited in the E component of the detector. Both energies plotted in an arbitrary
channel number, for the 40.1◦ measurement. The shaded region represents the dE-E gate
region.
implying they had a relatively high stopping power through the dE detector when compared
to the protons, these were deuterons. The position spectra was then plotted for the data
points removed from the second cut, the dE-E cut as seen in figure 10.5 and can be seen in
figure 10.6. Note the removal of some of the 12C(d,p) protons. The spectra is at 8 channels
per bin and despite this the region of interest, containing the Gamow window, ∼800 to 1600
channels, shows little background removal and, more importantly, no structure. We can be
confident that, relative to statistical uncertainty a negligible number of counts were removed
from the region of interest, given the bin content is typically 1 or 2 counts despite being 8
channels per bin.
As an extra check of what particles were removed the anti-gate of both cuts can be seen in
figure 10.7. The two loci of data around similar channel number to the protons seen in figure
10.5 are those removed from the first dE channel gate and are dominated by the 12C(d,p)
protons. These 12C(d,p) can be seen to be of relatively high intensity to the neon peaks and
the integral of these peaks are not used and as such the removal of these counts is deemed
unimportant.
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Figure 10.6: Position spectra for the anti-gated particles from the dE-E gate as seen in figure
10.5. Note the removal of what will later be shown as counts from the three carbon peaks
formed through the 12C(d,p) reaction.
Figure 10.7: The particles present in the anti-gate of both the dE position gate and also the
dE-E gate, displayed on a dE against E plot. Axis are in arbitrary channel numbers.
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10.4 Narrow state width extraction
Due to the non-linear calibration function, as discussed later in section 10.6, the peak widths
were not expected to remain perfectly constant across the focal plane. So, the assignment
of a narrow peak width for the peaks within the region of interest was dictated by a peak
within, or close to that region. The peak used for the narrow peak width was the 6.609 MeV
energy state peak. The state was selected due to it being below the deuteron separation
threshold and well separated but in relative close proximity to the Gamow window. A fitted
example can be seen in figure 10.8 from the 21.2◦ runs.
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Figure 10.8: Fitted 6.609 MeV state at 21.2◦ showing good separation and flat, linear back-
ground.
The narrow widths at each angle were taken by fitting the 6.609 MeV energy state. The
narrow widths were calculated by averaging across two different fits of 6.609 MeV for each
angle, except at 40.1◦ where the 5.69 MeV energy state was also used as an extra reference
point. The difference between these two fits was the binning, discussed and seen later in
section 10.6. It must be noted that importantly all the narrow bin widths were within error
of each other regardless of binning.
The 6.609 MeV energy state peak is normally well seperated except at 40.1◦. There is a
peak of much smaller magnitude overlapping the 6.609 MeV energy state, this can be seen in
figure 10.9.
102
Chapter 10. 20Ne(d,p)21Ne Data Analysis
Channel

















Figure 10.9: Fitted 6.609 MeV state at 40.1◦ showing composite fit with a linear background.
The value of 3.66±0.09 ch for the 6.609 MeV energy state peak width is also in agreement
with the fitted width of the 5.69 MeV state of 3.65±0.04 channels, thus, 3.66±0.09 channels
was accepted as the narrow state peak width at 40.1◦. When peak fitting in the Gamow
window the width was constrained to this value where expected to be narrow. Where the
state appeared narrow in the spectra the narrow width was limited to those values in table
10.3 at each respective angle. The final narrow state widths can be seen in table 10.3.
10.5 Peak fitting method development
There are several possible methods of removing further background after the cutting process
described in section 10.3. The initial route of investigation was a fit using the natural carbon
data followed by a composite fit to the neon data. This was quickly dropped in preference
of a more reliable method of background subtraction. The method was more reliable due to
the ability to check for a flat background, hence quantifying that the subtraction was not
removing neon counts.
The first step of the background subtraction process was to effectively fit the carbon
target spectra. The exact composite functions used to fit the spectra were unimportant,
ultimately obtaining a representative function was of key importance. The function that
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Table 10.3: Peak widths for narrow states, derived predominantly from the width of the
6.609 MeV peak.
best represented the carbon spectra was two gaussians and a cubic function; with one of the
gaussians and the cubic forming the background and a gaussian fitting the majority of the
oxygen peak, this fit can be seen in figure 10.10. The oxygen peak is the 17O 5.084 MeV
energy state, which was populated through the 16O(d,p)17O reaction.
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Figure 10.10: Carbon target 40.1◦ spectra fitted with a cubic function and two Gaussians,
replicating the oxygen peak.
Having fitted the carbon spectra the next stage was to scale the fit to the neon spectra
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background. The scaling was completed by fitting a range in both the carbon and neon
spectra, the latter using a region with no peaks and both avoiding the oxygen peak. An
example of the two regions for scaling can be seen in figure 10.11. These scaling fits are the
yellow lines in the region of 900 channels and 1560 channels, these fits have a function of
y=c. An average of the ratio of the c values between carbon and neon was used to scale the
background carbon function. The fit region of the scaling function was made at the shown
region in neon and an extended region in carbon; extended in carbon to avoid localised
fluctuations, caused by greater statistical fluctuation from fewer counts.
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Figure 10.11: Neon spectra fitted (red) on scaled carbon background, comprised of a scaled
version of the carbon fit, scaled gaussian and cubic function background (green) and cubic
function and gaussian of oxygen (orange), 38◦ spectra shown.
The background was scaled from carbon and the individual neon peaks fitted as seen
in red in figure 10.11. However the background subtraction allowed investigation of the
effectiveness of the background fitting as seen in figure 10.12. Note the effective removal of
the oxygen peak.
The scaled carbon background subtraction method was abandoned due to difficulty repli-
cating the background due to the low statistics in the carbon spectra. Note the localised
ill fitment of the background to the neon, as seen around channel 1400 in figure 10.11, seen
also in figure 10.12. Note also around channel 1240 the background spectra falls below 0
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Figure 10.12: Neon background subtracted 38◦ neon spectra.
counts in figure 10.12. The difficulty in fitting the entire region makes justifying peak in-
tegral, especially around channel 1160 particularly difficult to justify without implementing
exceptionally large uncertainties on the peak integrals.
Peak fit information used in the analysis was finally extracted by fitting the peaks individ-
ually or in small regions of the focal plane plotter including a local background fit. This final
method reduced the dependence on a single accurate fit across the entire Gamow window and
calibration states. It must be considered also that this oxygen state is likely off-focus and
appears asymmetric. The gradually decreasing background seen in figures 10.11 and later
in 10.13 can be seen to finish at channel 1900. This is thought to be due to protons from
deuteron breakup. This can be replicated by scaling the the carbon background.
10.6 Calibration
Peaks were initially identified using a Focal Plane Plotter, FPPlotter, package. This allowed
approximate channel correspondence to known state energies. The method of overlying
spectra with the FPPlotter output has significant uncertainties, but does however allow
identification of strongly populated and well separated states, such as those used for later
calibration. In the FPPlotter package state energies from literature [30] were used for 21Ne
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states in the region of the focal plane, as well as, amongst others, 2H for 1H(d,p); 12C for
12C(d,d); 13C for 12C(d,p) and 13C(d,d); 14C for 13C(d,p); 14N for 14N(d,d); 15N for 14N(d,p)
and 15N(d,d); 16N for 15N(d,p); 16O for 16O(d,d); 17O for 16O(d,p); 20Ne for 20Ne(d,d). A
wide range of states from commonly found nuclei in nature were tested to gain awareness
of potential contaminants, as above in the Gamow window. It must be noted that the
16O(d,p)17O neutron transfer reaction overlaps with the Gamow window and as such the
minimisation of the contamination from the 5.0848(9) MeV 17O state with width of 96 keV
played a large part in the analysis.
Utilisation of the focal plane plotter package required identification of the location of the
starting point of the focal plane plotter in channel number. The approximate setup of the
focal plane plotter package was conducted from the estimated known ρmin and ρmax, the
gyroradius, 68.2 cm and 84.3 cm respectively. The gyroradius is defined in eqn. 10.3, where
m is the mass of a particle with charge q and vperp its velocity perpendicular to the field of









Having approximated ρmin and ρmax, the focal plane plotter locations of
13C states
3.854 MeV, 3.685 MeV and 3.089 MeV were aligned with the three tallest peaks in the spectra.
These peaks were strong as they originate from 12C(d,p)13C. These were easily identifiable
and due to target stoichiometry offer a reliable first reference when neon spectra were com-
pared with the natural carbon target spectra. At this point a comparison with the spectra of
Stanford and Quin [75] and Howard et al. [73] shows that we would expect to prominently see
the 6.609 MeV state in 21Ne. This allows further alignment of the focal plane plotter output
with the spectra, at all measured angles. At this point the rough calibration is sufficient to
identify the four calibration peaks, described in table 10.4 and seen in figure 10.13 with the
Focal Plane Plotter output. Note the 5.334 MeV energy 21Ne state was also used to confirm
the focal plane plotter calculation alignment.
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Table 10.4: The four calibration peaks, note their proximity to the Gamow window.
The four calibration peaks were chosen due to their separation at all angles and also
their significant population. These were identified through the FPPlotter package rough
calibration initially. Attempts were made to utilise both the SiO2 and aluminium target data
as an external calibration, however the region in both targets was heavily populated and
as such individual states were exceptionally hard to identify. The internal calibration 21Ne
states were however unambiguously identified using the three 13C states.
The 6.609(1) MeV energy 21Ne state was measured by Rolfs et al. in 1972 [86] through
18O(α,nγ) as 6.6066(18) MeV, in 1975 Hallock et al. [87] found the state to be at 6.600(10) MeV,
Stanford noted it to be at 6.605 MeV and measured it as 6.61 MeV in 1979 [75], by combining
multiple measurements Endt in 1990 [88] concluded the state to be at 6.6081(9) MeV, this
included the 6.6099(5) MeV measurement by Fortune et al. [89] in 1979, it is now accepted to
be at 6.609(1) MeV [30]. Hallock measured the 7.420 MeV state at 7.413(10) MeV [87] using
12C(13C,4He)21Ne later in 2005 this same state was measured at 7.4198(6) MeV by Wheldon
et al. [90].
In 2013 Best et al. [65] measured the energy of the 8.069 MeV and 8.189 MeV states
with a 2 keV uncertainty. Both of which were in agreement with previous measurement of
8.065(10) MeV and 8.186(10) MeV respectively. The measurement of 8.186(10) MeV was con-
ducted by Hinds and Middleton [91], where they found this state to be 8.174(10) MeV, later
their values were found to have a systematic shift and corrected by Endt [88] to 8.186 MeV.
Hinds and Middleton [91] had also measured the 8.069 MeV state to be at 8.058(10) MeV,
later corrected by Endt [88] to be 8.065(10) MeV. Hence both these states have measurement
history and so the value of Best is likely to be reliable.
Ultimately the ability to fit these states independent of other peaks or contamination
played a key role in their selection as well as their significant history of being measured,
giving confidence in the current accepted energies, hence improving confidence in the focal
plane calibration.
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The original calibration was conducted with 1 channel per bin for 40.1◦ and 2 channels
per bin for all other measured angles. Initially the calibration was used as in table 10.5
using binning values of 1, 2, 2, 2 and 2 for 40.1◦, 26.4◦, 21.2◦, 15.9◦ and 10.6◦ respectively.
However as table 10.5 shows, the peak centroids are slightly dependant upon the binning.
For achieving the maximum levels of reliability the calibration was repeated using the new
binning of 2, 4, 4, 4, 4 channels per bin for 40.1◦, 26.4◦, 21.2◦, 15.9◦, 10.6◦. This binning was




























Table 10.5: Peak centroids at all angles for two selected chosen binning settings at each angle
for the 6.609 MeV energy 21Ne state.
The function, or form of calibration function was continuous and captured in a quadratic
calibration fit. Earlier calibrations included the 5.334 MeV state. The inclusion of this state
does however increase the χ2 on the calibration fit dramatically, as seen in table 10.6. The
5.334 MeV state was removed from the calibration not only due to the effect on the χ2 value
but also the concern that this state, relative to the other calibration states is far from the
Gamow Window.
The increase in the bin widths for calibration was so that the calibration binning matched
that of the state fits in the Gamow window. Note the significant improvement of the χ2 for
the calibration fit at 26.4◦ with the final binning, suggesting that one of the calibration fits
may have had a misleading centroid(s), caused by the binning. The improvement of the χ2
suggests that poor selection of binning leads to a measurable level of fluctuation in peak
centroid.
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CoM
Angle (◦)
χ2 for fit with
5.334 MeV State




40.1 9.3 2.7 2.5
26.4 10.8 4.2 1.2
21.2 0.9 0.3 0.3
15.9 6.3 0.0 0.0
10.6 0.4 0.2 0.3
Table 10.6: χ2 values for the key calibrations, note the particularly significant decrease in
the quadratic calibration fit χ2 with removal of 5.334 MeV state.
The final calibration was conducted using SPlitpole ANalysis Code, SPANC [92]. SPANC
has the ability to calculate, given the calibration peak centroids and respective uncertainties
to find the energy centroids of other fitted peaks and their associated uncertainties. SPANC
also requires target stoichiometry by layers, allowing for variations in layer thickness and
varying energy loss. The way that SPANC works does however imply that the peak fitting is
conducted using plots in units of channel not a more conventional βρ for this type of data.
Fitting spectra in channel requires careful consideration of each peaks identity. This method
implied fitting of the spectra prior to the calibration, hence at this point the rough focal
plane plotter calibration became important for peak identification only.
After SPANC had calculated the calibration and the fitting of the focal plane had been
completed the states peak centroids were passed through SPANC. At this point the peak
centroids and their associated uncertainties were extracted. A comparison of the energies of
these states was then conducted across angles as seen in figure 10.14.
Where multiple peaks were close in energy the width of the state was compared with
other angles in an attempt to identify the correct peak. If states had the same width so the
state closest to the mean of the other 4 was selected as being a given state.
10.7 State fitting and parameter extraction
The states were fitted in groups or individually depending upon the form of the background.
Whether peaks were included at a given angle depended upon whether the peak was visible
beyond statistical fluctuations and whether fitting could be conducted such that the state
could be separated from the background. After passing each peak centroid through SPANC
[92] an energy uncertainty was extracted for each angle of each peak; where fitted.
The Gamow window fitted for 40.1◦ can be seen in figure 10.15. Note the varying colour
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Figure 10.14: Energies for all fitted 21Ne states except 6.609 MeV.
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fits across the focal plane represent fitted groups. The fit regions at each angle were based
on assessing the background and its complexity under the peak. Where background was less
complex so the fit regions could be wider and around the oxygen contamination peak so the
peak fitting was typically for a single 21Ne state. The equivalent fits for the 26.4◦, 21.2◦,
15.9◦ and 10.6◦ can be seen in figures 10.16, 10.17, 10.18 and 10.19 respectively.
Due to the requirement of decreasing the beam intensity at 10.6◦ to avoid detector spark-
ing so the quantity of protons from neon state population decreased, despite the increased
run time. Hence the statistics were poorest for the 10.6◦ and the most challenging to fit,
as seen in figure 10.19. Note also that it was required to increase the bin width to reduce
statistical fluctuations relative to the peak heights.
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Note should also be taken of the heavy background contamination at 26.4◦ due to align-
ment of the Gamow window with hydrogen contamination and hence the detection of protons
from p(d,p)d. This substantial contamination can be seen in figures 10.16 and 10.20, the for-
mer zoomed to view the 21Ne fits that were still possible.
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Figure 10.20: Fitting of 21Ne states across the Gamow window for the 26.4◦ spectra. Note
the distinct p(d,p)d background.
10.8 State energies
After fitting and calibrating at all angles the state centroids in channel were passed through
SPANC so the weighted average of state energies across all angles was found. The weighted
average method seen in eqn. 10.4 was used. This method was used to weight the mean such
that those energies with smaller uncertainty contribute more significantly to the mean than
those energies with larger uncertainties. Hence should a fit have been of lower quality, with
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where i refers to the i-th angle at which a given state was measured. σi refers to the state
energy uncertainty at the i-th angle. The uncertainty of the weighted average energy can be









E2 − E2average (10.6)
where E2 refers to the weighted mean of the squares. σEaverage includes both the experimental
uncertainty and also accounts for a spread in the energy values at each angle. In the following
subsections specifics relating to the analysis of each peak centroid fitted are considered.
7.420 MeV
Figure 10.21 shows the variation in energy of the 7.4203(10) MeV state of 21Ne. The small
energy deviations arise solely from the calibration fit as this was a calibration state. All fits
are however within error and between angles have a range of 0.28 keV with a mean weighted
average resulting in an energy of 7.4204(1) MeV, implying self-consistency of the calibration.



























Figure 10.21: Energy with measurement angle, showing negligible fluctuation in state energy
for the known 7.420 MeV calibration state of 21Ne.
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7.470 MeV
The 7.465(10) MeV energy state was thought to be measured at 7.470(1) MeV. It was only
witnessed in the 40.1◦ spectrum where statistics were superior when compared to other mea-
surement angles. The single fit can be seen in figure 10.15 which has a width of 3.60 channels,
equal to the measured narrow width at 40.1◦.
7.559 MeV
The 7.547(10) MeV energy state was measured at 7.559(1) MeV after taking the weighted
mean. A state was not witnessed at 7.547 MeV at any angle and the observed peak was
well separated at all angles. The uncertainty was calculated as the standard deviation of the
weighted mean.
7.601 MeV and 7.619 MeV
The 7.601(2) MeV energy state peak was witnessed at all angles except the 10.6◦. When it
was compared with those states around it, especially the 7.619 MeV peak at other angles, it
was expected to be seen at channel 1634 in the 10.6◦ spectrum. There was a small peak in
that region of the 10.6◦ spectrum, however this peak had approximately the same magnitude
as the background.
The 7.619(2) MeV state could be seen at all angles, with separation visible between the
7.601 MeV state at all angles except 21.2◦. The fit of these two states can be seen in figure
10.22 and figure 10.23, representing the fits at 21.2◦ and 40.1◦ respectively. The centroid of
the 7.601 MeV was constrained based on the difference in channels between the 7.619 MeV
and 7.601 MeV energy states in each of the 15.9◦, 21.2◦, 26.4◦ and 40.1◦ spectra.
7.656 MeV
The 7.656(2) MeV energy peak seen here is believed to be the previously measured 7.648(2) MeV
energy state. It must be noted that this measurement was only seen at 40.1◦ as in figure
10.15 and, relative to other states, had a low peak integral.
7.749 MeV
The 7.749(1) MeV energy peak seen in figures 10.24 and 10.15, was only seen at 40.1◦ with
poor statistics, just above what would be considered background fluctuation when considering
√
n for bins in that region. Its location relative to the 17O peak further makes fitting difficult.
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Figure 10.22: Extract of 21.2◦ spectra showing the 7.619 MeV and 7.601 MeV energy peak
with centroids at 1563±1 channels and 1579±4 channels respectively.
Only the centroid was used for analysis to extract the state energy. The uncertainty of 1 keV
arises from a combination of the peak centroid fit error and also the calibration error.
7.820 MeV
The initially identified centroids for the formerly designated 7.81 MeV state shows significant
fluctuations between witnessed peak energies at different angles. The fact there are multiple
peaks in the region seen at different angles and these peaks typically lie on the oxygen peak
suggests the existence multiple states. The scale of the fluctuations confirms the presence of
a second state that is not 21Ne. Due to the energy of the states located at 10.6◦, 15.9◦ and
21.2◦ the state at 40.1◦ was found to be the 7.820(3) MeV. The fluctuation between the other,
non-neon state witnessed with dissimilar βρ is comparable in magnitude, when compared in
figure 10.25.
7.961 MeV
What was initially believed to be the 7.961 MeV state yielded fluctuations in energy as seen
in figure 10.26. In this particular case we can say with confidence these protons are not
originating from 21Ne due to the shift with angle. This further shows a non-constant βρ with
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Channel




















Figure 10.23: Extract of 40.1◦ spectra showing the 7.619 MeV and 7.601 MeV peak with cen-
troids at 1349±1 channels and 1365±1 channels respectively, note the increased prominence
when compared with the 21.2◦ of the 7.601 MeV energy state.
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Figure 10.24: Extract of 40.1◦ spectra showing the fit of the 7.749 MeV energy state in 21Ne.
123
Chapter 10. 20Ne(d,p)21Ne Data Analysis























Figure 10.25: Fluctuations in energy and the originally suspected potential doublet witnessed
at 40.1◦. It seems however there is are contaminant state(s) in this region as well as the
7.820 MeV energy 21Ne state.
angle. The uncertainties in energy are those calculated from SPANC. Note however at 40.1◦
the state fitted was measured to be at 7.963(2) MeV which may be the state in 21Ne, but due
to its proximity to an unknown source as seen in figure 10.26 it was discarded.
The inconsistency in energy in figure 10.26 led to the peaks being disregarded and assumed
from a contaminant. This however did not correspond to a known contaminant centroid
position, as calculated using the focal plane plotter. The origin of this peak is unknown.
7.981 MeV
The previously accepted state energy of 7.980(10) MeV has been measured here to be 7.981(1) MeV.
It was seen and fitted at 15.9◦, 21.2◦ and at 40.1◦. In figure 10.15 it can be seen as a doublet
with the 7.963 peak, with the latter, as discussed earlier, discarded due to reliability issues.
8.069 MeV
The 8.069(2) MeV energy state was used here as a calibration state, however here this states
energy was measured as 8.068(1) MeV. The small drift with angle change of this calibration
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Figure 10.26: Energy drift with angle change of the 7.961 MeV energy state, implying these
peaks are not from 21Ne.
state is expected to be due to the fit in the calibration not being a perfect quadratic across
the entire focal plane. Its proximity to the other 8.189 MeV calibration state will also account
for much of the discrepancy. This alone is the reason sub-keV state energy extraction is not
possible. Its width was extracted as 6(1) keV.
Investigations were made by tweaking the input calibration state energies into SPANC in
an attempt to reproduce the literature value for this state and minimise drift. This involved
changing energies of calibration states individually and in pairs. This was unsuccessful and
hence it is believed this state energy is likely further constrained by this measurement.
8.146 MeV
The 8.146(2) MeV energy state was measured at 8.146(1) MeV, having been seen at all angles
except 25◦. At 25◦ this was likely due to the increased level of background from the p(d,p)d
peak relative to the peak integral.
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Figure 10.27: Minor energy drift with angle change of the 8.069 MeV energy calibration state.
8.163 MeV
The 8.160(2) MeV energy state has been measured as 8.163(1) MeV at 40.1◦ and can be
seen in figure 10.15. The peak was of relatively low intensity and the energy could not be
confirmed at another angle.
8.189 MeV
The 8.189(2) MeV energy state was used as a calibration state and measured as 8.189(1) MeV
after combining the measurements at all angles. The energies across all angles can be seen
in figure 10.28. As mentioned under the 8.068 MeV energy section significant attempts were
made to reduce the drift, these were unsuccessful.
10.9 FRESCO
FRESCO [36] runs were conducted using optical model potentials from An and Cai [93],
Varner et al. [35], Madland [94], Adsley [95] and Menet et al. [96] for the optical model
model potentials for the 20Ne + d, 21Ne + p, 20Ne + n, n + p and the 20Ne + p optical model
potentials respectively. The potentials used can be seen in table 10.7.
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Figure 10.28: Minor energy drift with angle change of the 8.189 MeV energy calibration state.
Where v, r and a represent potential depth, radius and diffuseness respectively. The
subscripts of these variables defined as: without i subscript representing the real volume
potential; subscript i, the imaginary component; without s or so the volume potential; with
s, the surface potential; with so, the spin orbit potential.
The 20Ne + d potential was taken at the beam energy. The 21Ne + p was taken at
∼10.5 MeV, this is the maximum amount of energy available, calculated from Q-Ex+EBeam
where Q is the q-value of the reaction and Ex is the energy of the excited state populated in
21Ne. The 20Ne + n potential was taken at 6 MeV, representing its share of the beam energy
when incident on the 20Ne. It must be noted that the depth of the 20Ne + n potential was set
within the code to be adjusted to reproduce the binding energy automatically. The core-core
interaction of 20Ne + p potential was taken at 7 MeV. It is hard to predict the exact energy
of the proton at the moment of neutron transfer, as such this is an estimate.
It must be noted however that when running with 20Ne + p and the 20Ne + n potentials at
13 MeV minimal impact was seen on the fitted C2S, of the order of a few % for the 7.601 MeV
state. This minimal impact on the C2S led to the small simplification that the optical
potentials were extracted assuming an 8 MeV excitation energy of 21Ne. Given the maximum
difference in excitation values being 350 keV from this value inside the Gamow window it
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Parameter 20Ne + d 21Ne + p 20Ne + n n + p 20Ne + p
v 90.752 51.834 73.3 - 49.8
r0 1.149 1.168 1.25 - 1.16
a 0.753 0.690 0.68 - 0.75
vi 1.975 1.074 7.6 - 1.8
ri0 1.342 1.178 1.17 - 1.37
ai 0.584 0.690 0.57 - 0.68
vs - - - 72.15 -
rs0 - - - - -
as - - - 1.484 -
vsi 10.402 7.538 - - 3.9
rsi0 1.390 1.178 - - 1.37
asi 0.699 0.690 - - 0.68
vso 3.557 5.900 13.3 - 6
rso0 0.972 0.905 1.0 - 1.06
aso 1.011 0.630 0.6 - 0.78
vsoi - - 4.2 - -
rsoi0 - - 0.97 - -
asoi - - 0.62 - -
rc0 1.303 1.283 - - 1.25
Table 10.7: Optical model parameters used in FRESCO input. R-Match was assumed to be
11 fm, thought is given to the radius of the transfer in section 10.12.
represents a very small approximation, especially considering the significant uncertainties on
optical model parameters.
For an l=0 transfer it is not likely the neutron enters the n=0 shell (where n=0 is the first
principal quantum number), l=0 orbital as this is populated by two neutrons and so would
require significant excitation of a 0S 1
2
neutron. Instead it is more favourable that the 1S 1
2
is populated as this shell is open, can be populated; and is empty. However considering the









. It is possible to
excite a pair of neutrons out of the 0p shell and into an excited state. Ultimately this would
arguably be more energetically favourable than populating the 1p shell, this was assumed to
occur here. Given these ideas the principal quantum number and number of radial nodes can
be found as in table 10.8.
FRESCO was run for each transferred angular momentum value calculated here, from 0
to 6 and for each state energy. It was expected that states with large angular momentum,
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Table 10.8: Transferred angular momentum, ∆l, and the number of radial nodes.
j, requiring higher transferred l would be inhibited due to a larger angular momentum bar-
rier. Note also the populated state energy, as measured here, was included in the DWBA
calculations. The DWBA outputs are not sensitive to populated state energies varying a few
keV, hence the assignments made here, where possible, are valid for both the literature and
measured state energies.
Each transferred angular momentum value leads to the population of one of two states,
through either aligning with the neutron spin or anti-aligning. During the FRESCO runs the
value of j which minimised the transferred angular momentum in 17O+α was chosen.
10.10 Spin parity assignment and spectroscopic factors
based on FRESCO
Experimental differential cross-sections were calculated from the measured data points using
eqn. 2.3. Combining number of beam particles, number of target particles, extracted recoil
protons and angular acceptance of the aperture. The following figures show the DWBA
outputs, varying in transferred l, with the corresponding experimental differential cross-
sections, where the latter could be extracted.
The FRESCO [36] outputs yielded much larger differential cross-sections as it assumes
the 21Ne wavefunction to be comprised purely of a 20Ne and a neutron wavefunction. A factor
of C2S scaled the DWBA outputs to the experimental data and were fitted using this single,
free scaling parameter. It must be noted the DWBA plots presented here are those where
the neutron has an assumed binding energy of 0.1 MeV. This same process was repeated for
0.2 MeV, 0.5 MeV and 1 MeV neutron binding energy. The Gamow window lies above the
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6.761 MeV neutron threshold. This discrepancy was corrected by extrapolating out to the
correct unbound energy, this will be discussed further later. The C2S factors presented here
represent the extrapolated spectroscopic factors. The uncertainties are derived from the C2S
values for the bound energies at which the calculations were run, finding a minimum and
maximum for the extrapolation function.
5.549 MeV
Channel numbers above 3000 were used with caution as there were concerns over the efficiency
relative to the rest of the focal plane detector in that region of the detector. It was however
expected that in a small enough region the number of counts would have been affected in
a similar way such that a differential cross-section can be extracted as well as a transferred
l, but the spectroscopic factor should be considered unreliable. The 5.549 MeV energy state
was the only state in that region of the focal plane detector that was investigated. As can
be seen in figure 10.29 an l=2 transfer was extracted, which is in direct agreement with
literature, where the state is known to have a Jπ of 3
2
+
[30]. This implied the form of the
FRESCO differential cross-section was comparable to what we extract experimentally, hence
this increased confidence in the FRESCO output.
6.609 MeV
The experimental differential cross-sections and the FRESCO outputs for a 6.609 MeV energy
state can be seen in figure 10.30. Note how the trend of the data points strongly suggests






. The fits of the l=3, l=4,
l=5, and l=6 transfers are poor it is clear that they do not have the same trend as the
experimental data points. The C2S for an angular momentum transfer of l=1 was found to
be 0.093±0.008 for this state. It should be noted where a partial width was extracted fitting
occurred only between the first maxima and minima.
7.420 MeV
Figure 10.31 shows the scaled FRESCO outputs, assuming a 0.1 MeV neutron binding energy,
for the 7.420 MeV energy state. The results here are somewhat inconclusive. Literature
suggests it may be a 11
2
−
state. The fit for all l transfers here is poor.
It must be noted that due to this inconclusive result the 40.1◦ data point was checked
for 7.420 MeV energy state as the l=2 could potentially have been supported. The peak fit
was checked, the 40.1◦ spectra compared to spectra at other angles to ensure the peak had
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Figure 10.29: Experimental differential cross-sections for 5.549 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum. It is clear
the 5.549 MeV energy state was formed through an l=2 transfer.
not been misidentified and the focal plane plotter comparison rechecked, (this also occurred
during calibration on several instances) it was re-confirmed this is the 7.420 MeV peak. It is
unlikely, due to the first maxima in the FRESCO outputs increasing in angle with increasing
transferred l, that the transferred l is higher than 6. The transfer could be speculated as
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Figure 10.30: Experimental differential cross-sections for 6.609 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
an l=4 or l=5 transfer however this is unlikely due to its significant population in this (d,p)
reaction.
It is proposed that there is some degree of compound reaction occurring and that this is
likely not a pure transfer reaction. As such no l can be extracted here.
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Figure 10.31: Experimental differential cross-sections for 7.420 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
7.559 MeV
The comparison of the experimental differential cross-section and the scaled and fitted DWBA
outputs can be seen to be conclusive in figure 10.32 as an l=1 transfer. This implies that






state. For an l=1 transfer the C2S was found to be
0.0027±0.0003. As in figure 10.30 higher angular momenta transfers are of poor fit.
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Figure 10.32: Experimental differential cross-sections for 7.559 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
7.601 MeV
Using figure 10.33 to compare the fitted DWBA outputs and the experimental differential
cross-sections it becomes aparent that to populate the 7.601 MeV state a higher l transfer
has likely taken place, or that this is a not a transfer. Assuming a transfer the fit is best for
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An l=4 transfer implied a C2S of 0.0060±0.0007. This is consistent as the state was poorly
populated.



































































Figure 10.33: Experimental differential cross-sections for 7.601 MeV compared with the
FRESCO outputs. Each sub-plot has a different value of transferred angular momentum.
Despite the scaled DWBA fit for l=6 being within error of the experimental data the
second order derivative of the function in that region is positive, whereas for the experimental
data points this is negative, hence l=6 was discounted.
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7.619 MeV
The 7.619 MeV energy state DWBA outputs and experimental data can be seen in figure
10.34. The scaled DWBA plots suggest the transferred angular momentum was most likely
a 1 or 3, given the previous literature [97] suggesting an l=1 transfer also, this transfer shall
be adopted. The C2S of this state was found to be 0.0018±0.0004.
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Figure 10.34: Experimental differential cross-sections for 7.619 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
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7.820 MeV
Figure 10.35 shows the experimental cross sections and the scaled DWBA outputs for the
7.820 MeV energy state. The fits of the angular momentum transfers suggest an l=0 transfer,
which yields a C2S factor of 0.018±0.003. Consideration was also given to an l=1 transfer as
l=0 transfers should be broad states, the C2S found for an l=1 transfer was 0.0007±0.0007,
giving an upper limit of 0.0014. For higher values of l transfer the first maxima in the DWBA
calculations occur at larger angles. The l=1 transfer suggests the the 7.820 MeV state has a






It must be noted that the 7.981 MeV energy state discussed here will likely consist of contri-
butions from the literature [30] accepted states of energy 7.9821(6) MeV and 7.980(10) MeV.
The 7.981 MeV energy state was only measured at three angles. However when fitting the
DWBA outputs to these three data points we see that three angular momentum transfers are
possible: l=0, l=5 or l=6, higher transfers are however inhibited by the angular momentum
barrier. The C2S value for an l=0 transfer would be 0.002±0.013 at a binding energy of
0.1 MeV, hence representing an upper limit and spin parity of 1
2
+
. Transferred l values of 4,
















Unfortunately the 7.981 MeV energy state could not be extracted at either 10.6◦ or 26.4◦,
the former due to insufficient statistics due to beam intensity reduction and the later due to
the p(d,p) peak. It must also be noted that while a transfer upto l=6 has been measured here
the transfer could have been higher, but due to the increased angular momentum barrier this
seems unlikely. Because this peak may be a doublet a transferred l and hence C2S cannot be
conclusively extracted.
8.068 MeV
The 8.068 MeV energy state experimentally extracted differential cross-sections can be seen
with the fitted DWBA outputs in figure 10.37. l transfers greater than 3 can be discounted
due to the experimental differential cross-sections general negative gradient with increasing
angle, across those angles measured here. For l=1 the respective C2S value extracted was
-0.00018±0.00163, strictly non-physical, creating an upper limit of 0.0015.
Due to the differential cross-sections at 10.6◦ and 40.1◦ the l=2 transfer seems less likely
than an l=1 transfer and due to the overall trend of data points the l=1 transfer seems most
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Figure 10.35: Experimental differential cross-sections for 7.820 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.







An l=3 transfer is represented within error of the differential cross-sections also. The C2S
for this transfer was found to be 0.0122±0.0009.
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Figure 10.36: Experimental differential cross-sections for 7.981 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
8.146 MeV
Figure 10.38 shows the experimentally extracted differential cross-sections for the 8.146 MeV
energy state as well as the scaled DWBA differential cross-sections for each transferred l value.
It can be seen that all transferred l values above 1 fit poorly and so the angular momentum
transferred is either an l=0 or l=1. Due to the DWBA calculation for l=0 at lower angles
aligning more convincingly with the 10.6◦ and 15.9◦ data points, matching the magnitude of
the gradient, it is likely, from this data alone an l=0 transfer. However considering that an
l=0 transfer would be broad, so an l=1 state becomes arguably much more likely.
A transferred angular momentum value of l=1 resulted in a C2S of 0.00009±0.00110,
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Figure 10.37: Experimental differential cross-sections for 8.068 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
an upper limit of 0.0012. An l=1 transfer would suggest a spin parity assignment for the








Chapter 10. 20Ne(d,p)21Ne Data Analysis

























































0 5 10 15 20 25 30 35 40 45
1−10
l=6
Figure 10.38: Experimental differential cross-sections for 8.146 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
8.189 MeV
The measured differential cross-sections and the scaled DWBA fits for different values of
angular momentum transfer for the 8.189 MeV states can be seen in figure 10.39. It can
be seen due to the function shape relative to the data points that an l=1 transfer is the
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only appropriate transfer matching the experimental data. An l=1 transfer implies the spin-






. This yielded a C2S value of -0.0007±0.0018,
clearly not physical but representing an upper limit of 0.0011.
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Figure 10.39: Experimental differential cross-sections for 8.189 MeV compared with FRESCO
outputs. Each sub-plot has a different value of transferred angular momentum and different
C2S scaling factor.
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10.11 Spin parity assignment using known states
Using the FRESCO calculation outputs as discussed in section 10.10 checks can be made
to confirm whether the FRESCO calculations: firstly agree with expected l transfers from
literature, and secondly whether the assignment of transferred l agrees with that previous
literature.
Assuming the 7.619(2) MeV energy state, in literature [30] referred to as the 7.628(10) MeV
energy state with an l=1 transfer in 20Ne+n, so the ratio of differential cross-sections for states
that did not yield a flat differential cross-section can be scrutinised as in figure 10.40. An
l=1 transfer should have had a consistent ratio, within error, across angles. It can be seen
from figure 10.40 that the l=1 transfers of the 7.559 MeV, 8.068 MeV and 8.146 MeV can be
confirmed using this method. The 6.609 MeV and 8.189 MeV energy states show deviation
from a consistent ratio and cannot have their transferred angular momentum confirmed as
l=1 using solely figure 10.40. Note must be made to figure 10.34 and the fluctuations around
the FRESCO calculation for l=1. These fluctuations imply that solely using a ratio with the
differential cross-sections of the 7.619 MeV energy state may not be conclusive.
FRESCO strongly suggested the 8.189 MeV energy state is formed via an l=1 transfer in
20Ne(d,p) and as such the ratio process seen in figure 10.40 were repeated using the 8.189 MeV
energy state differential cross-sections as a reference point as in figure 10.41. The 6.609 MeV
and 7.559 MeV can be considered to be populated via the same l transfer as the 8.189 MeV.
The 7.559 MeV can be seen in agreement using both the 8.189 MeV and 7.619 MeV plot.
This ratio process can be repeated for l=2 transfers, using the 5.549 MeV energy state as
the reference point and taking the ratio of the states yields figure 10.42. Note none of the
other states tested in figure 10.42 appear to be formed through an l=2 transfer.
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Figure 10.40: Experimental differential cross-sections for the 8.189 MeV, 8.146 MeV,
8.068 MeV, 7.820 MeV, 7.559 MeV and 6.609 MeV energy states taken in ratio with the dif-
ferential cross-sections of the known l=1 transfer of the 7.619 MeV energy state.
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Figure 10.41: Experimental differential cross-sections for the 8.146 MeV, 8.068 MeV,
7.820 MeV, 7.619 MeV, 7.559 MeV and 6.609 MeV energy states taken in ratio with the dif-
ferential cross-sections of the 8.189 MeV energy state.
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Figure 10.42: Experimental differential cross-sections for the 8.189 MeV, 8.146 MeV,
8.068 MeV, 7.820 MeV, 7.619 MeV, 7.559 MeV and 6.609 MeV energy states taken in ratio
with the differential cross-sections of the 5.549 MeV energy state.
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10.12 Neutron partial widths
Having scaled the FRESCO outputs the likely transferred angular momentum values in
20Ne(d,p) were found as discussed earlier, along with the value of C2S. At this point the
penetrability as in eqn. 2.20 for the calculation of the neutron partial width as in eqn.
2.19 was found. Values of spectroscopic factors at bound energies were used at the respective
bound energies for the partial width calculations, not the extrapolated values. The calculated
partial width with varying interaction radius can be see in figure 10.43 which is for the
7.619 MeV energy state for ∆l=1 in 20Ne+n, assuming a binding energy of 100 keV due to
FRESCOs inability to calculate differential cross-sections for unbound states. Note how the
partial width rapidly rises at low radius, inside the nucleus, and then begins to plateau.
radius (fm)











Figure 10.43: The partial width as a function of interaction radius for the 7.619 MeV energy
state with a 100 keV binding energy for an l=1 transfer.
The final radius at which to extract the partial width was found where the asymptotic
normalisation coefficient, ANC, became constant. In all cases this was larger than the nuclear
radius and typically in the region of ∼6-7 fm. The choosing of the reaction radius resulted
in significant uncertainty in the partial widths, as seen later in figure 10.45. A conservative
1.5 fm tolerance was given to the extraction of the reaction radius. The partial width at
1.5 fm larger was taken and the difference between this and the partial width adopted as the
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Figure 10.44: The Asymptotic Normalisation Coefficient as a function of interaction radius
for the 7.619 MeV energy state with a 100 keV binding energy for an l=1 transfer in 20Ne+n.
uncertainty. This resulted in a significant uncertainty in the partial width. This highlights
the significant partial width dependence on the interaction radius.
The penetrability for transfers of l=0 results in large partial widths, as neutrons face
no Coulomb barrier and the significant penetrability at higher transferred l was that of
the angular momentum barrier. For the states where the partial width was found it was
calculated by extrapolating back from the four binding energies tested, 100 keV, 200 keV,
500 keV and 1000 keV up to the resonance energy. These binding energies were chosen as the
extrapolation above the neutron threshold was typically 800-1300 keV for states inside the
Gamow window. The data and fit used for the extrapolation for the 7.619 MeV l=1 transfer
can be seen below in figure 10.45.
The extrapolation function used was linear in the case of each state, in part due to the
conservative errors as seen in figure 10.45. The uncertainties on the final neutron partial
widths are given by the extremes of this extrapolation fit, hence including the dominating
uncertainty from the location of the reaction radius.
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Figure 10.45: The partial width as a function of binding energy for the 7.619 MeV energy
state for an l=1 transfer.
10.13 Reaction rate
The 17O(α,n) reaction rate was first calculated using the narrow resonance formula as seen
in equation 2.16. This was a useful initial estimate for viewing the effect of each resonance
on the total reaction rate and how these contributions vary with temperature.
The final 17O(α,n) reaction rate calculation was made using the Monte-Carlo RatesMC
reaction rate code [98], utilising the partial widths, energies and in most cases their decreased
energy uncertainties, and also the new transferred l values from the work conducted here. The
input files were generated as part of this work and then the code was run by P.Adsley [95].
It offers a detailed error calculation using a Monte-Carlo simulation giving the confidence
interval of the rate and the individual contributions [37].
The Monte Carlo code allows integration, and hence full treatment of the variation in
reaction rate across the width, as seen in equation 2.15. A conservative approach of inte-
grating over any state with a width of greater than 1 keV was taken. This only increased the
computation time for states where arguably integration was not required.
The states where the transferred angular momentum in 20Ne+n was found so the value of
the state spin adopted for 21Ne was that which minimised the transferred l in 17O+α. This
resulted in the lower of the penetrabilities possible and hence the higher rate possible, as
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such the rates found here can be considered the upper of the possible rates.
The objective of this work was to measure the effect of 16O as a neutron poison and as
such the ratio of 17O(α,n)20Ne / 17O(α,γ)21Ne is required. The 17O(α,γ)21Ne reaction rate
was also calculated using the Monte Carlo code, including the updated parameters extracted
here. Where the neutron channel is included as a spectator channel the new neutron partial
widths were included.




The extracted neutron partial widths, Γn and Γα can be seen in table 11.1. The Γα used
here is the Wigner limit with a 0.01 overlap correction applied, unless otherwise stated.
The Wigner limit [99] represents the maximum possible width as described by eqn. 2.21.
The resultant resonance strength, ωγ(α,n) was calculated using equation 2.9, unless otherwise
stated. The calculated resonance strengths are assumed to have an uncertainty of 50%, the
uncertainty in the overlap assumption and the hence the Wigner limit of the α partial widths
dominate the uncertainty.
Discussion and consideration to the 8.068 MeV states spin parity is given later in the
context of its width, ultimately yielding the ∆l = 1 assignment. Its Γα width was calculated
from the ωγ(α,γ) of Taggart et al. [24], (8.7
+7.0
−3.7)×10−6 eV, and the ωγ(α,n) of Denker [66]
(42±5)×10−3 eV. Taking these in ratio yields the ratio of Γn and Γγ, yielding a ratio of
4828±3920. Given that Γn was measured the Γγ was found to be 1.1±1 eV. The Γα was
extracted directly from the value of Denker to be 63(7)×10−3 eV as the neutron width is
large.
Where an experimentally informed Γγ could not be extracted from literature it was as-
sumed to be 3.0±1.5 eV. The 631 keV and the 660 keV energy 17O+α resonance widths,
corresponding to the lower energy state in the doublet of 21Ne at 7.981(1) MeV and the
8.009(10) MeV energy state respectively, have been previously measured. The widths of the
7.981(1) MeV energy state has been measured by Cohn and Fowler [100] and the 8.009(10) MeV
can be seen in Mughabghab [97]. The ratios from Best et al. [65] were adopted for the neu-
tron and gamma widths, hence the Γγ widths can be calculated for these two states. The
more broadly adopted value of 3.0±1.5 eV for the other Γγ was reached based on work of
Longland et al. [101]. These Γγ values do represent an approximation.
The ωγ(α,γ) of the 634 keV energy
17O+α resonance was taken from Taggart et al. [24].
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Γn (eV) Γα (eV) ωγ(α,n)
(µeV)
7.559(2) 211(2) 1 3.4(26)×103 4.8×10−16 3.2×10−10
7.601(2) 253(2) 4 0.4(7) 2.0×10−14 3.4×10−8
7.619(2) 271(2) 1 2(3)×103 6.9×10−13 4.6×10−7
7.820(3) 472(3) 1 2.3(7)×103 3.5×10−7 0.23
7.981(1) 633(1)∗∗∗ 1 6(2)×103 ∗∗ 9.0×10−5 60
8.068(2)c 720(2) 1 5.4(16)×103 6.3×10−2 T 4.2×104 D
8.068(2) 720(2) 3 1.4(18)×102 7.9×10−4 -
8.146(2) 798(2) 1 1.8(6)×103 4×10−3 2.7×103
8.189(1)c 841(1) 1 7(32)×103 8.8×10−2 ∗ 5.9×104
Table 11.1: ∆l along with the extracted partial widths for both the neutron channel and α
channel. ∗Γα from Best et al. [65].
∗∗Partial width assumed equal to the total width from
Cohn and Fowler [100] as the neutron partial width expected to dominate. ∗∗∗The resonance
energy of this state is shown as 631 keV as the state energy extracted of 7.981(1) MeV can-
not be confirmed to be solely from this state and not partly its higher in energy doublet
counterpart. TThis alpha width is informed by Taggart et al. [24] and Denker et al. [66].
DResonance strength from the thesis of Denker [66]. cThe energy of these states is assumed
from literature as these are calibration states.
The ratio and magnitude of the Γγ and Γn was adopted from Best et al. [65]. This allowed
calculation of Γα for this resonance. The adopted 3 eV Γn informed by from Best et al. [65]
and Longland et al. [37] seems plausible given the state was not witnessed.
The total reaction rate found using the narrow resonance formula, the values presented
in table 11.1 and those discussed earlier, can be seen as a function of temperature in figure
11.1.
The fractional contribution to the reaction rate can be seen in figure 11.2. Note how at
0.2 GK three key states contribute towards the rate. These are the 7.749 MeV, 7.820 MeV and
the 7.619 MeV energy 21Ne states, corresponding to 17O+α resonance energies of 401 keV,
472 keV and 271 keV respectively. The later of which was measured here in 20Ne(d,p) and
found to have its width dominated by Γn, as such the resonance strength and by extension
the reaction rate is known to be dominated by the Γα.
The 7.749 MeV energy state was only seen at 40.1◦ and so was populated. However, the
oxygen contamination caused significant difficulty in extracting other angles and hence its
transferred l or width. It was assumed the 7.749 MeV had an l=2 transfer in 20Ne(d,p).
Hence, as in Best et al. [65], it is assumed an l=0 transfer in 17O+α took place, representing
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Figure 11.1: Total reaction rate from the narrow resonance equation as a function of tem-
perature. At 0.2 GK the rate is 7(4)×10−13cm3s−1mol−1.
an upper limit on the Γα. As such it is expected the true contribution from the 7.749 MeV
state will be equal to, or weaker than that presented here. The importance of this 401 keV
resonance for the reaction rate of 17O(α,n) can be seen in figure 11.2.
Having approximated the individual resonance contributions to the reaction rate using
the narrow resonance formula so the Monte Carlo reaction rate code [98] was run. The total
reaction rate with temperature can be seen in table 11.2. Presented here are the medians
as it suggests half of the simulated rates are lower and half higher. The mean rates are not
presented as the Porter-Thomas distribution represents a skewed distribution and as such
the median is a more representative measure.
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Figure 11.2: Fractional contribution to the reaction rate using the narrow resonance formula
to calculate the rates. Note how at astrophysically important temperatures the 7.749 MeV












0.1 1.1×10−20 3.8×10−21 2.8×10−20
0.125 4.1×10−18 1.7×10−18 9.4×10−18
0.15 4.4×10−16 1.7×10−16 1.1×10−15
0.175 1.8×10−14 6.7×10−15 5.6×10−14
0.2 4.2×10−13 1.5×10−13 1.3×10−12
0.225 6.1×10−12 2.6×10−12 1.6×10−11
0.25 7.2×10−11 4.4×10−11 1.4×10−10
0.275 6.1×10−12 2.6×10−12 1.6×10−11
0.3 6.9×10−9 5.9×10−9 8.3×10−9





12.1 21Ne state properties
21Ne state energies and spin parities measured here can be seen in table 12.1. Previous
literature values used in this table were taken from NNDC [30] with individual states discussed
in more detail through this section.
Table 12.2 shows the measured spin parities from 20Ne(d,p) and the equivalent transferred
l in 17O+α alongside the values used by Best et al. [65] for their measurement and calculation
of the 17O(α,γ) and 17O(α,n) reaction rate ratio. Best noted that their Jπ values measured
may be contestable and that their results may be produced using other values of Jπ.
Subtracting experimental 21Ne state energies found in this work from those in the litera-
ture and combining both the experimental error and the error from literature results in the
state energy residuals, which are seen in figure 12.1.
Figure 12.1 shows the experimental state energies found here are in good agreement with
those values found in literature. Only significant disagreement is seen from the state at
7.648(2) MeV, which was measured here to be 7.656(2) MeV.
In general good agreement is made with previous literature. States of previous litera-
ture energy of 7.547(10) MeV, 7.648(2) MeV and 8.160(2) MeV can be seen to be in slight
disagreement with the measurement carried out here.
6.609 MeV
The 6.609 MeV energy 21Ne state was used as a calibration point due to its substantial
measurement history and relatively high population in the focal plane spectra. In general it
was also found to be well separated in the spectra. The final energy extracted for this state
155









- 3/2+, 5/2+ 5.549(2) 3/2+
6.609(1)c 1/2−, 3/2− 6.609(1) -
7.4204(10)c Inconclusive 7.4203(10) (11/2−)
7.470(1) - 7.465(10) (1/2, 3/2)−
7.559(2) 1/2−, 3/2− 7.547(10) -
7.601(2) 7/2+, 9/2+ 7.600(5) -
7.619(2) 1/2−, 3/2− 7.628(10) 3/2−
7.656(2) - 7.648(2) (7/2+)
7.749(1) - 7.750(10) -
7.820(3) 1/2−, 3/2− 7.810(10) -
7.981(1)∗ - 7.980(10) 3/2−
- - or ≥ 5 7.9821(6) (7/2, 11/2)+
8.068(2)c 1/2−, 3/2− 8.069(2) (3/2+)
8.146(2) 1/2−, 3/2− 8.146(2) (3/2+)
- - or ≥ 5 8.155(1) (9/2)+
8.163(2) - 8.160(2) (5/2+)
8.189(1)c 1/2−, 3/2− 8.189(2) (3/2−)
Table 12.1: 21Ne state energies, spins and parities measured here and those from previous
accepted literature. ∗This state energy likely has contribution from peaks in an unresolvable
doublet. cThe energy of these states is assumed from literature as these are calibration states,
any difference in energy from literature is from the calibration fit.
from the calibration was 6609.0(4) keV. At the time of writing NNDC [30] shows no spin
parity, however in 1979 Fortune et al. [89] refer to a private communication of Hoffmann,
Betz and Röpke suggesting a 3
2
+
or less likely a 5
2
+
. It must be noted in 1970 Howard et al. [73]






, interestingly here however it was found to






with confidence. The DWBA [36] calculation matched
the experimental differential cross-section data points well. The difference in transferred l
assignment is likely due to improved optical potentials and the use of a more modern code
with an increased number of potentials, FRESCO [36]. The model described in Howard [73]
suggests an optical model with two potentials, one each for the proton and deuteron. The
model used in this work considers the 20Ne+2H, 21Ne+p, 20Ne+n, n+p, 20Ne+p, potentials
and it is expected that the calculated differential cross-sections here are more reliable.
Figure 12.2 shows the measured differential cross-sections from this work and that of
Howard et al. [73] for the 6.609 MeV energy state. The difference in experimentally extracted
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7.4204(10)c Inconclusive Inconclusive 2 0, 4
7.470(1) - - 1 1, 3
7.559(2) 1 1 0 2
7.601(2) 2 4 0 2
7.619(2) 1 1 1 1, 3
7.656(2) - - 0 2
7.749(1) - - 0 2
7.820(3) 1 1 0 2
7.9609(13)a - - 3 5
7.981(1)b - - 1 1, 3
7.9821(6)b - - 2 0, 4
8.068(2)c 1 1 2∗ 2∗
8.146(2) 1 1 2∗ 2∗
8.163(2) - - 0, 2∗ 2∗
8.189(1)c 1 1 1∗ 1∗
Table 12.2: 21Ne state energies, spins and parities measured here and those from previous
accepted literature.
aState measurement could not be confirmed as being measured here and this energy is from
NNDC, [30] including the measurement of Thummerer et al.
bIn literature these states are represented as the 7.980(10) MeV and the 7.9821(6) MeV states
respectively [102], detector resolution here was insufficient to separate these peaks.
cThe energy of these states is assumed from literature as these are calibration states, any
difference in energy from literature is from the calibration fit.
∗Measured by Best et al. [65], however their results could be reproduced by other transferred
l values.
differential cross-sections between the data set is primarily due to the ∼2.4 MeV difference in
beam energy; confirmed using FRESCO, which at the Howard et al. energy is still suggestive
of an l=1 transfer.
7.420 MeV
The 7.420 MeV energy state was a calibration state and so the energy was based on the
previous literature value of 7.420.3(10) MeV [30]. The calibration yielded an energy of
7.4204(10) MeV showing self consistency. Previous literature suggests the spin parity of
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Accepted State Energy (keV)
 












Figure 12.1: Residuals of energies for each measured state. Weighted average across all
angles. Uncertainties represent the combination of uncertainties from this work and also the
literature uncertainties.
this state may be 11
2
−




21Ne state, studied through the detection of gammas from the 18O(α,nγ) reaction. No spin
parity could be extracted here. Despite double checking both the identification of peaks and
the quality of fits on numerous occasions, the differential cross-sections do not match those
as calculated using the FRESCO [36] DWBA code. It is suggested that the population of
this state was potentially through a compound reaction. The identity of this peak has been
investigated as it would be unexpected that a higher spin state would be strongly populated






spin parity assignment of the
state. Or this is a state exhibiting a cluster like structure.
The confidence in the correct identification of this state arose from the alignment of the
3 strongly populated 12C(d,p) peaks. The 6.609 MeV state is shown strongly populated in
literature [91] including another 20Ne(d,p) measurement [75]. The centroids of other states
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Figure 12.2: A comparison of the differential cross-section measurements for the 6.609 MeV
energy state from Howard et al. [73] compared with those measured in this work. Note how
the peak is at more forward angles in the data measured here. Hence the different assignment
of transferred l from previous literature.
with matching characteristics to those seen in literature were correctly predicted by the
focal plane plotter calculation, using the 7.420 MeV, 6.609 MeV 21Ne states and the three
13C states. This included the width of the 8.069 MeV with a width seen here of 6(1) keV
compared to that of 8(3) keV in literature [30]. Furthermore the broad 5.084 MeV energy
17O state is correctly predicted using the calibration including this 7.420 MeV state.
7.470 MeV
The measurement of the 7.470(1) MeV energy state shows agreement with the literature
accepted energy of 7.465(10) [30]. The most recent measurement of Meirle et al. [104] in 1981
measured the state energy to be 7.47 MeV, with Hallock et al. [87] studying 12C(13C,21Ne)4He
and finding the state to have an energy of 7.465(10) MeV and earlier Hinds and Middleton
[91] found it to be at 7.461(10) MeV. This state was only measured at 40.1◦ as such there







the state by Meirle et al. [104].
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7.559 MeV
The previous 7.547(10) MeV energy state measurement is from Hinds and Middleton from
1959 [91]. The reaction used a solid, thin target of 19F, performing the 19F(3He,p)21Ne
reaction. The 3He beam energy has a 10 keV uncertainty and all states had 10 keV or greater
energy uncertainty. Here we measured a state of 7.559(2) MeV in energy and saw it at all







previously unassigned by literature. The neutron partial width for this state extracted here
was 3.4±2.6 keV.
7.601 MeV and 7.619 MeV
In literature the width of the 7.628(10) MeV state has been concluded to have a width of
14 keV [97], here the state was measured as much narrower, just above the narrow resonance
width at 2±2 keV. It is hypothesised that the 14 keV width was a combination of both the
7.601(2) MeV and the 7.628 MeV states with a significant energy shift. Or alternatively,
however very unlikely the 7.628 MeV measured elsewhere is a doublet and here only one of
these peaks has been measured, at 7.619 MeV, due to its larger neutron partial width.




is not possible here to conclusively confirm this, however the DWBA fits here as seen in
figure 10.34 suggest the transferred l value could be 1 or 3, supporting most the former.
The previously accepted spin parity for the 7.628(10) MeV state of 3
2
−
[97] would not be
contradicted by our DWBA measurements here and suggests an l=1 transfer in the 20Ne(d,p)
reaction. Assuming the previous spin-parity of 3
2
−
so the neutron partial width is 1.8±3.3 keV,
hence an upper limit can be placed on the width of 5.1 keV using the neutron partial width
alone.
The energy measured for the 7.601(2) MeV energy state was previously accepted in litera-
ture to be 7.600(5) MeV [30] and so our result is in agreement. In 1959 Hinds and Middleton
[91] measured this state to be 7.597(10) MeV and Rolfs et al. [86] found it to have an energy
of 7.600(5) MeV.
No spin-parity assignment currently exists for the 7.601(2) MeV energy state, however,
during this measurement it can be concluded that the modulus of j ≥ 7/2. No conclusive
spin parity assignment can however occur due to agreement between several transferred l
value DWBA calculations, but an l=4 transfer is suggested and assumed for the rate calcula-
tions. Representing a maximum contribution to the 17O(α,n) reaction rate compared to other
matching transferred l values. With this transfer the partial width would be 0.43±0.22 eV,
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implying the state has minimal contribution in the 17O(α,n) reaction rate.
7.656 MeV
The most recent measurement of 7.648(2) MeV state was in 2010 by Freer et al. [105] using
12C(13C,21Ne)4He yielding an energy of 7.65(8) MeV. Prior to this the 7.648 MeV energy state
was witnessed by Hinds and Middleton in 1959 [91] it was measured to be 7.644(10) MeV.
Rolfs et al. [86] then measured this state to be 7.655(5) MeV which would be in agreement
with the energy of 7.656(2)MeV here.
Whilst not in agreement with the value quoted on ENSDF [30] it can be seen multiple
measurements are in agreement with our measurement of this states energy. The state was
only witnessed at 40.1◦, due to the significantly higher beam on target at this angle. Due to
this single measurement no differential cross-section function was extracted.
7.749 MeV
In previous literature the 7.749(1) MeV state measured here is accepted to be 7.750(10) MeV
[30], from Hinds and Middleton [91] and 7.750(10) MeV from Endt [88]. This state was only
measured at 40.1◦, but its energy however is in agreement with previous literature. The
effect of this energy measurement on the reaction rate uncertainty can be seen in figure 12.3.
Note the significant reduction in fractional uncertainty on the reaction rate. Due to the
single measurement of this state no spin parity could be assigned here. The value estimated
in literature [65] for the 20Ne+n transferred l was adopted and assumed to be 2, hence in
17O+α an l transfer of 0.
7.820 MeV
The 7.820 MeV state was also seen by Hinds and Middleton where it was measured to be
7.805(10) MeV. The 7.810 MeV state was then measured by Hallock et al. in 1975 [87]. Their
measurement used 12C(13C,21Ne)4He and yielded a state energy of 7.814(10) MeV which is
in good agreement with this measurement. The measurement of this state at 4 angles gave






, which was previously unassigned. The neutron partial
width was found to be 2.3±0.7 keV. The l=0 transfer agreed with the FRESCO calculation,
however it suggests a partial width of 28±5 keV. Much broader than the width of the state
seen in the spectra and as such not physical. An l=1 transfer has been adopted in the rate
calculations for this reason.
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Figure 12.3: The effect on the reaction rate uncertainty of the 7.749 MeV energy state with
its new reduced uncertainty. Black: the literature [88] rate at 7.750 MeV taken in ratio with
the rates at ±10 keV. Red: the reaction rate from the narrow resonance formula at 7.749 MeV
taken in ratio with the rates at ±1 keV. Where these curves cross is where the upper and
lower limits have equal rate. Note the significant fractional uncertainty reduction in reaction
rate achieved.
7.961 MeV
Due to the fluctuations in the centroid energy in the focal plane spectra what was initially
believed to be the 7.961 MeV fits were discarded. Their drift in energy suggests that the peak
fitted was not a 21Ne peak. It should be noted that at 40.1◦ the peak centroid was located
at 7.963(2) MeV and as such it is possible this was the 7.961 MeV state, however due to the
peaks at 10.6◦ and 21.2◦ and the trend which contains the 40.1◦ measurement the energy
measurement here was disregarded.
7.981 MeV
Measured at three angles here to be at 7.981(1) MeV in energy this measurement contains
both the literature accepted energy states of 7.9821(6) MeV [30], with which the energy
measurement here is in agreement and also with the 7.980(10) MeV state, also in agreement.
The 7.9821(6) MeV energy state has been measured multiple times including by Hallock
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et al. [87] at 7.982(10) MeV, Andritsopoulos et al. [106] who measured the state to have an
energy of 7.9830(28) MeV and Hoffmann et al. [103] who had it at an energy of 7.981 MeV.






. Given the identified possible
angular momentum transfers using the three measurements of the state, if the measured state




identified spin parity of 7
2
+
would not align with the possible fitted DWBA calculations
performed here. However, it cannot be concluded that this was a pure transfer reaction
as the differential cross-section was flat and the high transfer of l required suggests the
measurement here was not dominated by this state.




, implying an l=1 transfer. The measurement of Cohn and Fowler of 1958 [100] was
a neutron measurement conducted by bombarding a neon gas target with a neutron beam,
resulting in a spectra with a 10 keV resolution. The 7.980 MeV energy 21Ne state represents
1.28 MeV neutron energy, which lies close to the 1.31 MeV energy neutron peak seen in their
spectra. Whilst these two resonances appear well separated in their spectra it must be noted
the four differential cross-section data points are not in perfect agreement with their model,
neither is the data on-trend with the proposed fit.
Due to the decreased angular momentum barrier when compared with an l=6 transfer it
is expected the state here is dominated by the 7.980(10) MeV energy state, assuming it is of
lower spin and hence lower l transfer in 20Ne+n. It is therefore not possible to assume the
angular distribution measured here is solely that of a single one of these two states but likely
a product of the two and dominated by the 7.980(10) MeV. Figure 10.36 shows the form of




of the 7.980(10) energy state we would expect a much lower 40.1◦ differential
cross-section. Whilst an l=0 dominant transfer forming a 1
2
+
state is much more likely and in
perfect agreement with the FRESCO calculation data here, it would produce a broad state
and the peaks fitted here are narrow. An l=1 transfer in 20Ne+n was hence adopted with a
neutron partial width of 6±2 keV, assuming the total width from Cohn and Fowler [100].
8.068 MeV




The measurement history of this state and its proximity to the Gamow window led to its use
as a calibration state. Here its energy was found to be 8.068(1) MeV from the calibration.
The difference is representative of both the peak uncertainty and the calibration uncertainty
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combined. However, to have spin parity agreement with Best et al. the measurement here
would require an l transfer of 2. It is found that an l=1 transfer DWBA calculation fits the
data most effectively. A neutron partial width of 5.3±1.6 keV was extracted.
Best et al. [65] does explain that some of their R-matrix fits can be reproduced using
different spin-parities and that only the cross-sections and resonance energies should be con-
sidered definitive, hence the disagreement between the measurement conducted here is not
of concern.
Agreement was seen between FRESCO and the differential cross-section plots for an l=3
transfer. This transfer gave a partial width upper limit of 0.32 keV. In 17O+α the transfer is
the same, l=1, for a transfer of l=1 or 3 in 20Ne+n. An l=1 transfer in 20Ne+n is adopted
as the total width of literature [30] of 8(3) keV, also in agreement with the width measured
here of 6(1) keV, suggests the transfer is lower to yield such a width. The extracted neutron
width was 5.4(16) keV for an l=1 transfer in 20Ne+n, showing agreement with the focal plane
width.
8.146 MeV
The 8.146(1) MeV energy as measured here is in agreement with the measurement of Best
et al. [65] who measured this state at 8.146(2) MeV. As with the 8.068(1) MeV energy state
Best et al. found the state to have a spin parity of 3
2
+
. The measurement here finds that
it was likely an l=1 transfer has occurred, resulting in a partial width of 1.8±0.6 keV and






. As the 8.146 MeV state was seen as narrow so the l=0
transfer, where the differential cross-section data was also in agreement with the FRESCO
calculation, is not expected to have occurred.
8.163 MeV
Best et al. [65] measured this state at 8.160(2) MeV. Here we measured this state at a single
angle to be 8.163(1) MeV, showing agreement within error. Due to the measurement only
occuring at a single angle so it was not possible to extract a transferred l value for this state.
8.189 MeV
Best et al. [65] measured this state to be 8.189(2) MeV, with a previous literature value of
8.186(10) MeV [88]. Their spin parity assignment of 3
2
−
must be noted as a possible value and
unconfirmed, they state their results could potentially be reproduced with other Jπ. Here we
are able to confirm the transferred l in 20Ne(d,p) was 1 and as such the state has a spin parity
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. The neutron partial width extracted was an upper limit of 40 keV, which
in reality is much larger than the focal plane width and therefore uninformative. Its location
∼200 keV above the Gamow window and narrow total width from the focal plane detector
implies it would have minimal impact on the rate and as such the neuron partial width is of
little concern and is likely such a large upper limit due to significant extrapolation beyond
the neutron threshold.
12.2 Reaction rate
The contribution to the total reaction rate was found using both the narrow resonance as-
sumption for the rate, as in eqn. 2.16 and using a Monte Carlo simulation. The narrow
resonance method appears to have predicted which states are important well when compared
with the output of the Monte Carlo reaction code. The individual resonance contributions
from the Monte Carlo reaction rate code can be seen in figure 12.4 for the 17O(α,n) reaction
rate. Good agreement is seen between which states are of key importance between the Monte
Carlo code reaction rate and the narrow resonance formula method. Note how at astrophys-
ically important energies ∼0.2 GK the same three states can be seen as important with large
uncertainties. The uncertainties on the Monte Carlo reaction rate ratios originate from the
use of the Wigner limits for the alpha partial widths.
Figure 12.5 shows the fractional contribution to the 17O(α,γ) reaction rate of each res-
onance with a significant contribution. Note the dominance of the 308 keV energy 17O+α
resonance corresponding to the 7.656(2) MeV energy state in 21Ne at 0.2 GK. The 253 keV
resonance, corresponding to the 7.601(2) MeV 21Ne state also contributes significantly and
has been measured here in 20Ne(d,p), extracting both a transferred l and a neutron partial
width, which showed this state to have a narrower neutron partial width than initially an-
ticipated by Best et al. [65]. This weakly populated state has an extracted neutron partial
width with an upper limit of 1.1 eV with an expectation of 0.4 eV. Using the assumed 3 eV
Γγ so the ratio of Γγ / Γn is significantly different to the 0.1 proposed by Best et al. [65].
This was found to be one of the contributors behind the change in the 17O(α,γ) reaction rate
ratio.
The 810 keV resonance, corresponding to 8.158 MeV 21Ne state as in Taggart et al. [24]
is referred to on NNDC [30] as the 8.155(1) MeV energy 21Ne state. This state is seen to
dominate the 17O(α,γ) reaction rate at ∼0.3 GK. The ωγ(α,γ) of this state is extracted from
Taggart et al. [24] where it was measured to have a value of 5.4(8)×10−3 eV.
For the Monte Carlo code, where states had a width greater than 1 keV integration was
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720 keV401 keV271 keV
211 keV 472 keV
308 keV
0.1 0.15 0.2 0.25 0.3 0.35
Temperature (GK)
Figure 12.4: Fractional contribution of each state to the 17O(α,n) reaction rate, calculated
using the Monte Carlo code. Note the agreement between this method and the narrow
resonance assumption rate calculation. Higher energy resonances may not be included at
higher temperatures above >0.3 GK, however from an astrophysics perspective at 0.2 GK all
known states are accounted for.
conducted, this was likely the key source of difference between the Monte Carlo method and
the narrow resonance formula method. The code also takes into account the other open
channels, so the neutron and γ channels were considered simultaneously using the Monte
Carlo method, allowing an extraction of a median. For these reasons and its ability to
quantify uncertainties so the Monte Carlo code outputs were considered primarily when
comparing to literature.
The 17O(α,n) rate can be seen in figure 12.6 to have, in general, a lower median than
that predicted by Best et al. [65] at astrophysically important temperatures. However, at
these temperatures 0.2-0.3 GK the rate is within agreement. This is not surprising given the
rate is dominated by the 17O+α 401 keV energy resonance, corresponding to the 7.749 MeV
energy 21Ne state, for which only an energy has been extracted here. This rate does however
represent a constrained value with uncertainties.
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Figure 12.5: Fractional contribution to the 17O(α,γ) reaction rate, calculated using the Monte
Carlo code. Higher energy resonances may not be included at temperatures above >0.3 GK,
however from an astrophysics perspective, at 0.2 GK, all known states are accounted for.
The 17O(α,n)20Ne/17O(α,γ)21Ne reaction rate ratio measured here compared to that of
Best et al. [65] can be seen in figure 12.7. Note how there is agreement within the extremity
of the errors. A peak in reaction rate in both the upper uncertainty and the median can be
seen at 0.2-0.25 GK. Figure 12.8 shows the ratio of reaction rates measured here divided by
the same ratio of Best et al [65].
Comparison of figure 12.7 with figures 12.4 and 12.5 allows identification of the key con-
tributing states at astrophysically relevant temperatures. Inspection of figure 12.6 suggests
that the cause of this peak in reaction rate ratio is not the 17O(α,n) reaction rate, but the
17O(α,γ), due to a smooth consistent 17O(α,n) reaction rate. The significant difference in the
17O(α,γ) reaction rate relative to that of Best et al. [65] can be seen in figure 12.9. Further
thought on the dominant resonances was therefore given.
Best et al. [65] assumed the 308 keV 17O+α resonance or equivalently the 7.656(2) MeV
energy 21Ne state has a spin parity of 5
2
+
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Figure 12.6: The effect of the measurement here on the 17O(α,n) total median reaction rate
relative to Best et al. [65]. The dashed lines represent the upper and lower uncertainties on
the rate extracted here. Note the good agreement between the Monte Carlo mean and the
narrow resonance formula method.
be possible and not 5
2
+







in their table where the values are extracted from Endt [88] and also Firestone [107].
Firestone later dropped the 5
2
+




assignment as in Firestone 2015 [30]. This assignment requires an l=2 transfer in 17O+α.




be seen in figure 12.7. At 0.2 GK this yields a reduction in the 17O(α,n)20Ne/17O(α,γ)21Ne
reaction rate ratio of a factor ∼5 using the narrow resonance formula. This shows the rate
is highly dependent upon the Jπ of the 308 keV 17O+α resonance.
At 0.2 GK the reaction rate ratio of 17O(α,n)20Ne/17O(α,γ)21Ne measured by Best et
al. [65] was 3.8, here we find a ratio of 31+287−28 . This implies a significant decrease in the
effectiveness of 16O as a neutron poison, by a factor of 8+76−7 when compared to the value
of Best et al. . This would imply a significant increase in the neutrons available for the
s-process. Hence the s-process would proceed at a greater rate and an increase in heavy
element production is therefore expected.
The change suggested in Taggart et al. [24] from the Best et al. [65] was around a
factor of 10 decrease in 17O(α,γ)21Ne. This would have implied a factor of 10 increase in
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Figure 12.7: The ratio of the 17O(α,n)20Ne/17O(α,γ)21Ne as a function of temperature. The
dashed lines represent the upper and lower uncertainties on the Monte Carlo rate ratio, the
median of which is the solid black line, the red line represents the narrow resonance formula
rate calculation, the blue line the ratio from Best et al. [65] and the finely dashed red line
represents the narrow resonance ratio if the 308 keV resonance was a 5/2+.
17O(α,n)20Ne/17O(α,γ)21Ne reaction rate ratio, which aligns with the work completed here,
where a factor of 8+76−7 increase on the Best et al. [65] value is suggested. Figure 12.10, from
Taggart et al. [24], shows the effect on heavy element production using the Best et al. rate
compared to that of Taggart et al. . The production of s-process element given the results
extracted here is a little lower than that of the red line, depicting the factor of 10 increase in
the Best et al. [65] 17O(α,n)20Ne/17O(α,γ)21Ne reaction rate ratio. The difference between
the ratio suggested by Taggart et al. [24] and the measurement here is the cumulative effect
of the state properties measured here.
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Figure 12.8: The Monte Carlo ratio of the 17O(α,n)20Ne/17O(α,γ)21Ne reaction rate as a
ratio with 17O(α,n)20Ne/17O(α,γ)21Ne of Best et al. [65]. The dashed lines represent the
upper and lower uncertainties on the ratio.
12.3 Further work
The 17O(α,γ)21Ne has been shown to be heavily dependent upon the spin parity of the
7.656(2) MeV energy state in 21Ne and such confirmation of this state’s spin parity would
yield a dramatic reduction in uncertainty in the 17O(α,γ)21Ne reaction rate. It is in part
because of this we see such a large difference between the 17O(α,n)20Ne/17O(α,γ)21Ne reaction
rate ratio of Best et al. [65] and the measurement here.
The 21Ne 7.749(1) MeV state, corresponding to an 17O+α resonance energy of 401(1) keV
is expected to dominate the reaction rate. Effective measurement of this state would require
removal of the broad oxygen state from the region. This would allow extraction of this states
spin parity and as such reduce the uncertainty on this states reaction rate. A change in l
transfer in 17O+α would have a dramatic effect on the reaction rate, as shown in figure 12.11
a 71% drop in the reaction rate for this state would occur at 0.2 GK.
Given the 401(1) keV 17O+α resonance accounts for ∼80% of the 17O(α,n)20Ne reaction
rate at 0.2 GK it can be concluded that both the transferred l and both the Γα and Γn must be
extracted via measurement for this state. The Γn must be measured to confirm the neutron
width does dominate as predicted and expected, and if so the Γα to yield an experimentally
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Figure 12.9: The effect of the measurement here on the 17O(α,γ) total median reaction rate
relative to Best et al. [65]. The dashed lines represent the upper and lower uncertainties on
the Monte Carlo method rate extracted here. Note the difference between the Monte Carlo
method median and the rate of Best et al. [65].
Figure 12.10: Yields from the s-process for a 25 Msun star. Note the effect on reducing the
17O(α,γ)21Ne by a factor of 10 (increasing the 17O(α,n)20Ne/17O(α,γ)21Ne ratio). Figure
from Taggart et al. [24] with minor adaptation.
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αO+17401 keV l=0 in 
αO+17401 keV l=1 in 
Figure 12.11: The effect on the reaction rate by changing the transferred l in 17O+α from 0
to 1. This results in a 71% decrease in reaction rate for this resonance at 0.2 GK.
determined resonance strength.
A team are currently re-measuring the 612 keV and 633 keV resonance at DRAGON with
the aim of reducing the uncertainties on these states. Another measurement of 20Ne(d,p) is
currently taking place in inverse kinematics at HELIOS, HELIcal Orbit Spectrometer [108].
This will have significantly lower resolution than the data here, however it presents the
opportunity to measure the Gamow window 21Ne states without the broad 5.084 MeV energy




15N(α,γ)19F was directly measured using DRAGON. Utilising a windowless He gas target
and 15N beam, recoils were measured in coincidence for several direct capture energies and
the 1.323 MeV resonance in 15N+α.
The 15N(α,γ)19F measurement resulted in the clarification of the recent discrepancy raised
of the 1.323 MeV resonance beam energy. A measurement was conducted containing the
resonance beam energy recently suggested by Di Leva et al. [27] of 1.3314(16) MeV and was
proved by the wider DRAGON collaboration to not be at this new energy.
Analysis was conducted here to determine the 1.323 MeV resonance strength which was
found to be 0.92±0.11 eV. The discrepancy between this and the measurements of Aitken et
al. [39] and another of Dixon and Storey [43] are explored and explained. The difference
largely being due to unreliable reference resonances. A more recent measurement of the ref-
erence resonance [64] of 15N+p brought the measurement into agreement with the DRAGON
measurement here. They corrected their third absolute measurement to align with the values
from relative measurements. The disagreement in resonance strength between the measure-
ment presented in this thesis and that of Wilmes et al. [16] remains unexplained.
The direct capture beam energies in the centre-of-mass frame of 957.1(2) keV, 1202.5(3) keV,




−18.3 MeVb and 24.3
+3.9
−3.8 MeVb respectively. This is the first time direct capture has been
measured directly for 15N(α,γ)19F.
The impact of 16O as a neutron poison has been investigated through the study of the
17O(α,n)20Ne/17O(α,γ)21Ne ratio. It has been investigated using the 20Ne(d,p)21Ne reaction.
This populated states most important for the 17O(α,n)20Ne reaction.
State energies were measured and where possible their uncertainties reduced. Where
states were seen at multiple angles so their differential cross-sections were plotted. The
173
Chapter 13. Conclusions
differential cross-sections have been compared with FRESCO [36] calculations to extract
transferred l in the 20Ne(d,p) reaction. These assignments were also checked for consistency
with the well described, by FRESCO, l=1 transfer to form the 8.189(1) MeV 21Ne state, the
known l=1 required to form the 7.619(2) MeV energy state and l=2 to form the 5.549(2) MeV
energy state. These comparisons were made by taking the ratio of the experimental differ-
ential cross-sections.
The measurement has constrained the possible Jπ values of some of the states in the
Gamow window and reduced the reaction rate of 17O(α,n)20Ne and quantified its uncertain-
ties. It must be emphasised that to obtain the value extracted here assumptions were made




the angular momentum transfer in 17O+α to l=1. This could have resulted in an overesti-
mation of the 17O(α,n) median reaction rate. Without the measurement of state spins and
parities improvement beyond this assumption appears difficult.
Where previous literature did not allow calculation of an alpha partial width they were
calculated using the Wigner partial width limit with a 0.01 overlap factor applied. In the
case of the 8.068 MeV energy 21Ne state the transferred l value disagreed with Best et al. [65]
and so the ωγ(α,γ) was taken from Taggart et al. [24] and ωγ(α,n) from Denker [66] with the
Γα extracted from the latter. Where no previous data was available assumptions informed
by literature [37] were made that the Γγ = 3(1.5) eV.
The 7.749(1) MeV energy state had the uncertainty on its energy reduced when compared
to the previously accepted value of 7.750(10) MeV [88]. This state has been shown to be
the dominant state at astrophysically relevant energies of around 0.2 GK for 17O(α,n)20Ne.
Whilst the transferred angular momentum in 20Ne+n has not been measured and so the Best
et al. [65] value of l=0 in 17O+α was adopted, the effect of a change in this transferred l
value has been explored and found to be profound.
The new proposed rate for the 17O(α,n) reaction rate was found to be lower but arguably
within error of the values suggested by Best et al. [65]. Furthermore the new reaction rate
has been constrained by uncertainties.
The 17O(α,γ) reaction rate was re-calculated including the data from Taggart et al. [24]
and the new state parameters found here. The ratio of 17O(α,n)/17O(α,γ) was found to be
significantly higher than that of Best et al. [65] by a factor 8+76−7 . So
16O is expected to be
less of a neutron poison in massive stars. This is inline with the ratio of values compared to
Best et al. [65] presented in Taggart et al. [24]. It is found the s-process is therefore expected
to be significantly less inhibited than expected by Best et al. [65]. Note must be made that
the significant uncertainty in the ratio is driven largely by the uncertainty in the 17O(α,γ).
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Appendix A
Figure 13.1: RatesMC [98] input for 17O(α,n).
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Figure 13.2: RatesMC [98] input for 17O(α,γ).
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