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  アルゴリズムトレードは機械学習の領域において研究が盛んなトピックの 1 つである. 特に強化
学習は合理的な報酬を使うことで行動規則を直接学習できることから, 金融取引戦略への応用が
盛んである. しかし, 従来の金融取引戦略への応用は複数銘柄の状態の表現と柔軟な行動空間






層強化学習の手法に, 長期的な依存関係を捉えられる DNN のレイヤーアーキテクチャである
Casual dilated convolution layer を応用することで従来手法の性能の向上を目指す. 評価実験の
結果, オンライン型深層強化学習を金融商品のポートフォリオ管理手法に応用した従来手法に対
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見つかっていない. 例えば, 移動平均線はトレンドを掴むには十分であるが, 市場がミーン・リバー
ジョンの動きをしている時には重大な損失に苦しむ可能性がある. では,事前に定義した手製の特
徴ではなく,よりロバストな特徴を生のデータから直接獲得することはできないだろうか. 
 また, 金融市場の揮発性も課題の 1 つである. 教師あり学習が市場予測やアルゴリズムトレード
において失敗する要因の 1 つは金融市場の揮発性によるものである.金融市場の揮発性は, 短期
間のノイズによるものだけでなく, 経済成長や技術発展, 人口分布の変化などの市場基盤の内在
















る強化学習の 1 手法である deterministic policy gradient を使用する. 






ン型 deep deterministic policy gradient を用いることで未知の市場への適応と, 複数銘柄への柔軟
な資産の分配を実現し, 実運用に耐えうる実践的な売買行動の実現を試みる.本研究の貢献は，
既存研究における複数銘柄の並列的な時系列の入力をより上手に認識できる DNN のアーキテク
チャの設計にある.    
本稿は以下の構成をとる.	まず,	第２章で深層学習について述べ,	第３章で強化学習に
ついて述べ,それらの理論をもとに第４章で深層強化学習について述べる.	第 5 章で関連研









ク, 多層ニューラルネットワーク, 畳み込みニューラルネットワークの順で解説する. 
2.2 単層ニューラルネットワーク(パーセプトロン) 
ニューラルネットワークの研究は 1957 年に Rosenblatt[6]によって発表されたパーセプトロンから
始まる. パーセプトロンはニューラルネットワークのアルゴリズムの中で最も単純な作りをしたモデル
であり, ２つのクラスを線形識別できるモデルである. パーセプトロンはデータを受け取る入力層と
予測結果を出力する出力層の２層で構成されている. 入力シグナル𝑥 = 𝑥#, 𝑥%, … 𝑥', … 𝑥( , 入力
シグナルに対する各重み𝑤 = 𝑤#, 𝑤%, …𝑤', …𝑤( 、活性化関数としてステップ関数𝑓を用いて出
力ベクトル𝑦は式 2.2.1 で表される. 
 
𝑓 𝑎 = +1, 𝑎 ≥ 0−1,									𝑎 < 0 
𝑦 𝑥 = 𝑓 𝑤6𝑥  2.2.1  
つまり、特徴ベクトルのそれぞれの要素と重さの積の総和を求め, その総和をステップ関数で活性
化したものが, パーセプトロンによる予測結果となる。学習では, この予測結果と正解データを比較
して誤差を伝播させる. ここで, 正解データを𝑡で表すと, この𝑡は式 2.2.2 で表される. 
 𝑡 ∈ −1,1  2.2.2  
各ラベルデータがクラス𝐶#に属する場合は𝑡 = 1,クラス𝐶%に属する場合は𝑡 = −1である.さらに, 入
力データが正しく分類されているときは式 2.2.3 の不等式が成り立つ. 
 𝑤6𝑥(𝑡( > 0 2.2.3  
よって誤差関数を式 2.2.4 のように表すことができる. 
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 𝐸 𝑤 = − 𝑤6𝑥(𝑡((∈>  2.2.4  
この誤差関数を最小化するためにアルゴリズムのステップ数を𝑘, 学習率を𝜂として式 2.2.5 の更新
式を用いる. 





クが, 多層ニューラルネットワークである. 以下の図 2.3.1 に示す. 
 
 





となっている. そのため、隠れ層の活性化関数をℎ, 出力の活性化関数を𝑔とすると𝑦Bは式 2.2.6
で表される計算で求まる.  
 𝑦B = 𝑔 𝑤BH% 𝑧H + 𝑏B%>HK# = 𝑔 𝑤BH% ℎ 𝑤H'# 𝑥' +
L
'K# 𝑏H# + 𝑏B%
>
HK#  2.2.6  
また, 誤差関数は式 2.2.7 で表される. 
 𝐸 𝑤, 𝑏 = − ln 𝐿 𝑤, 𝑏 = − 𝑡(B ln 𝑦(BQBK#
R









まうため学習がうまく進まない. この問題を勾配消失問題という. そこで, 教師ありのディープニュ
ーラルネットワークでは勾配消失問題を回避し, 学習をうまく進める手法やアーキテクチャが考案さ
れている. それのうちの一つが畳み込みニューラルネットワーク(Convolutional Neural Network)[7]
である.  
畳み込みニューラルネットワークは画像データのような空間的相関性を持つ入力データに対し




ラルネットワークは, 人間の視覚野の仕組みを参考に提案された手法である.  
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2.4.1  畳み込み層 
畳み込み層は画像などの入力データに対していくルカのフィルターを適用することで特徴を抽
出する層である. この特徴抽出に用いられるフィルターのことをカーネルと呼び, カーネルによって




図 2.4.1.1 畳み込み層の畳み込み演算の概要図 
 
画像サイズが𝑀×𝑁、カーネルのサイズが𝑚×𝑛とすると, 𝑘番目のカーネルに対応する畳み込みは
式 2.4.1.1 で表すことができる. 
 𝑧'HB = 𝑤XYB 𝑥 'CX) HCY)([#YK\
][#
XK\  2.4.1.1  




2.4.2  プーリング層 
  ここでは最もよく使われているマックスプーリングを例に説明する. 活性化関数の出力を𝑎'HB とした時, マックスプーリングの式は式 2.4.2.1 で表される. 
 𝑦'HB = max 𝑎(bc'CX) bdHCY)B  2.4.2.1  
ここで, 𝑙#, 𝑙%はマックスプーリングのフィルターのサイズであり, 𝑠 ∈ 0, 𝑙# , 𝑡 ∈ 0, 𝑙% である. 
2.4.3  まとめ 






















ってくる場合に, 最適な働きかけ方の系列を発見するような問題である. 最も典型的なケースは, 
自律的に動く主体が周囲に働きかける場合であるので, 強化学習では, 行動する主体をエージェ
ントとよび, 働きかけられる対象を環境と呼ぶ. エージェントが環境に行う働きかけを行動と呼ぶ. 
エージェントはいろいろな行動をとることができるがどの行動をとるかによってその後に何が起きる











マルコフ決定過程は状態空間𝑆, 行動空間𝐴(𝑠), 初期状態分布𝑃\, 状態遷移確率𝑃 𝑠j 𝑠, 𝑎 及
び報酬関数 𝑟 𝑠, 𝑎, 𝑠j という要素によって記述される確率過程である. 時間ステップ𝑡における、状
態𝑆Y行動𝐴Y次ステップの状態𝑆YC#に依存して定まる報酬を表す確率変数を𝑅YC# ∈ ℝとする. まず
環境は, 初期時刻における状態を確率的に決定し, これをエージェントに引き渡すこととなる. この
確率分布は初期状態分布とよばれ, 初期状態の存在確率を表す分布である. 時間ステップ 0 に
おける状態𝑆\は初期状態確率分布𝑃\によって式 3.2.1 のように書ける. 




その確率はエージェントが状態𝑠において行動𝑎を決定した時状態が状態𝑠jに遷移する確率として𝑃 𝑠j 𝑠, 𝑎 で与えられる. 例えばt + 1ステップ目における状態𝑆YC#は𝑡ステップ目の状態𝑆Yとその状
態で選ばれた行動を𝐴Yとした時, 式 3.2.2 によって定まることとなる. 
 𝑆YC#~	𝑃 𝑠j 𝑆Y, 𝐴Y  3.2.2  
このような直前の状態のみで遷移確率が決まる性質をマルコフ性とよぶ. 環境は現在の状態と行
動及び次の状態に応じて報酬を決定する. 報酬は式 3.2.3 の報酬関数によって定まる.  
 𝑅YC# = 𝑟 𝑆Y, 𝐴Y, 𝑆YC#  3.2.3  
なお, この報酬関数は設計者が定める関数である. 
行動はエージェントの方策に基づいて決定される. 方策を表す記号は𝜋である. ある状態におい
て, 常に同じ行動が決定される方策のことを決定論的方策と呼ぶ. 一方, ある状態において, 行
動が確率的に決定される方策のことを確率論的方策と呼ぶ. 確率論的方策𝜋の元で, ある状態𝑠
における, ある行動𝑎が選択される確率を式 3.2.4 のように表す. 
 𝜋 𝑎 𝑠  3.2.4  









る. すなわち区間の長さを𝑇とした時の時間ステップ𝑡における収益𝐺Yを式 3.3.1 のように定義する. 
 𝐺Y = 𝑅YC#Cs6[#sK\  3.3.1  
上記で単純に𝑇 → ∞とすると発散してしまうため, より長期的な区間では平均を用いて式 3.3.2 の
ように定義する. 
 𝐺Y = lim6→w 1𝑇 𝑅YC#Cs6[#sK\  3.3.2  
 
 強化学習の問題で最も一般的に用いられる収益が割引報酬和といい, 式 3.3.3 で表される. 
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 𝐺Y = 𝛾s𝑅YC#CswsK\ 																0 < 𝛾 < 1 3.3.3  
 割引報酬和は未来の不確実な報酬を割り引く形で表現する収益である. 区間の開始時点での
状態に依存して, 相互作用の内容が確率的に決定されるために, 収益も確率的に変動する値に
なってしまうということである. そこで, 状態を条件として収益の期待値を取り, これを状態価値また
は単に価値と呼ぶことにし, 良い方策を定義する際の指標とする. 
 状態価値はある状態から方策𝜋に従って行動を決定して行った時に得られる収益の期待値であ
る. すなわち, 式 3.3.4 である. 
 𝑉z 𝑠 = 𝔼z 𝐺YC# 𝑆Y = 𝑠  3.3.4  
最も良い方策を最適方策𝜋∗と呼び, 最適方策は式 3.3.5 を与える. 
 ∀𝑠 ∈ 𝑆 𝑉∗ 𝑠 = 	𝑉z∗ 𝑠 = maxz 𝑉z 𝑠  3.3.5  
この関数𝑉∗ 𝑠 を最適状態価値関数と呼ぶ. なお, 𝜋∗が少なくとも一つ存在することが知られてい
る. 実際に行動決定を行うためには, 行動も条件に加えた方が便利な場合が多い. そこで, 式3.3.6 で与えられる𝑄z 𝑠, 𝑎 の値を状態𝑠及び行動𝑎の行動価値と呼び, 状態𝑠及び行動𝑎の関数
を行動価値関数と呼ぶことにする.  
 𝑄z 𝑠, 𝑎 = 𝔼 𝐺YC# 𝑆Y = 𝑠, 𝐴Y = 𝑎  3.3.6  
状態価値関数の場合と同様に最適行動価値関数を式 3.3.7 によって定める. 
 𝑄∗ 𝑠, 𝑎 = 	𝑄z∗ 𝑠, 𝑎 = maxz 𝑄z 𝑠, 𝑎  3.3.7  
 
3.4 Deterministic policy gradient 





る方策反復法である. Deterministic policy gradient は方策反復法の一種である. Deterministic 
policy gradient の特徴として連続的な行動空間を扱えることが挙げられる.  
Deterministic policy gradient では actor-critic という強化学習のアプローチを用いて方策を求め
る. 図 3.4.1 に actor-critic の概要図を示す.  
 
図 3.4.1 actor-critic 法の概要図 
 
ここで, actor はある状態に対して行動が確定的に決定される決定論的方策の関数であり, 式3.4.1 で表される.  
 𝜇 𝑠 𝜃  3.4.1  
また, 𝜃は方策関数𝜇のパラメータである. また, critic は式 3.4.2 で表される行動価値関数である.  
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 𝑄 𝑠, 𝑎 𝜃  3.4.2  
また, 𝜃は行動価値関数𝑄のパラメータである.  
方策𝜇は価値が最大化するように学習していけば良いので, タイムステップ𝑡とした時, 式 3.4.3 で
示される勾配を用いて𝜃を最適化させれば良い.  
 
∇𝐽 ≈ 𝔼 ∇𝑄 𝑠, 𝑎 𝜃 |XKX,K 𝑠 𝜃= 𝔼 ∇𝑄 𝑠, 𝑎 𝜃 |XKX,K X ∇𝜇 𝑠 𝜃 |XKX  3.4.3  
また, 行動価値𝑄に関しては行動価値に対して成り立つベルマン方程式から式 3.4.4 を誤差関数
として定義する. 
 
𝐿 𝜃 = 	𝔼 𝑄 𝑠, 𝑎 𝜃 − 𝑦Y %  
                          𝑤ℎ𝑒𝑟𝑒	𝑦Y = 𝑟 𝑠Y, 𝑎Y + 𝛾𝑄 𝑠YC#, 𝜇 𝑠YC# 𝜃  3.4.4  
この誤差関数を最小化するように学習していくことにより行動価値関数𝑄を最適化できる. 以上のよ
うに学習の過程で方策関数𝜇のパラメータ𝜃と行動価値関数𝑄のパラメータ𝜃を同時に最適化し










必要であった . ところが , Mnih ら[16][17]が 2013 年に提案した強化学習の１手法である Q-
leaning[18]の関数近似器として畳み込みニューラルネットワークを用いた Deep Q-Network(DQN)
は, Atari ゲームのタスクにおいて, ゲーム画面を特徴設計なしで直接入力でき, かつ, 線形関数
を用いた特徴設計ありの従来の強化学習手法を大幅に上回る性能が確認された. また, Atari ゲー
ムの半分以上のタスクにおいて, 人間の平均を上回るスコアを叩き出した. 状態の特徴設計が要
らず, 直接ゲーム画面を入力でき, 報酬としてゲームのスコアを正規化して使うため, 全く同じ設計
で異なる Atari ゲームのタスクに機能する汎用性を実現したのも強化学習における大きな貢献であ






本章では本研究の基礎となる, 深層強化学習の１手法である deep deterministic policy gradient
について, その理論を説明する.   
4.2 Deep deterministic policy gradient 
Deep deterministic policy gradient(DDPG)は 2015 年に Lillicrap[21]らによって提案された, 連続
な行動空間を扱える深層強化学習の１手法である. DDPG は第３章で説明した Deterministic policy 
gradient の方策関数及び価値関数の関数近似器として畳み込みニューラルネットワークを用いた
手法である. Deep Q-Network の成功を基に, Deterministic policy gradient の学習の安定性を向上
させる工夫が複数施されている.  
一つ目の工夫は Experience Replay[19]である. エージェントが環境を観測し, サンプルした状態
の系列データは互いに強い相関性もつ. 価値関数を近似する際には, この強い相関性を持つ入
力データに対して学習を行うと, 直近の入力データに引きずられたパラメータの更新が行われるた
め, 過去の入力データに対する推定が悪化し, 結果として収束性を悪化させてしまう. Experience 
15 
 
Replay はこのサンプルの偏りを抑制する手法である. 直近の過去の体験データ 𝑠Y, 𝑎Y, 𝑟Y, 𝑠YC# を
バッファリングし, バッファーした体験から一様乱数で体験をサンプリングし, 入力のデータに用い
るミニバッチデータとして使用する. これによって, 入力データの相関性を緩和するとともに, 同じ




と行動価値関数𝑄のパラメータを各々𝜃 , 𝜃とした時, 式 4.2.1 に示される更新規則に基づいて
更新してく.  
 
𝜃 ← 𝜏𝜃 + 1 − 𝜏 	𝜃 𝜃 ← 𝜏𝜃 + 1 − 𝜏 	𝜃 𝜏 ≪ 1 4.2.1  
このように, パラメータの全体を更新するのではなく, 一部のパラメータを更新することにより学習の
方向性を安定させている.  
3 つ目の工夫は Batch Normalization[12]である. Batch Normalization はディープニューラルネッ







呼ぶ. )と, 他の選択肢がどの程度良い結果をもたらすのかを知る(これを「探索」と呼ぶ. )ことができ
ないが, 一方で探索を増やせば, 学習した最良の行動とは異なる行動をとることが増えるため, 得
られる報酬が減ってしまう問題のことを指す. DDPG ではノイズ𝒩を用いて, 式 4.2.2 に示すように, 
方策関数にノイズを混ぜることで探索と利用のバランスをとっている.  
 𝜇j 𝑠Y = 𝜇 𝑠 𝜃 + 𝒩 4.2.2  




最後に DDPG の学習アルゴリズムを図 4.2.1 に示す. 
DDPG algorithm 
Randomly initialize critic network 𝑄 𝑠 𝜃  and actor 𝜇 𝑠 𝜃  with weights 𝜃 and 𝜃. 
Initialize target network 𝑄′ and 𝜇′ with weights 𝜃′ ← 𝜃, 𝜃′ ← 𝜃 
Initialize replay buffer 𝑅 
for episode = 1, M do 
  Initialize a random process 𝒩 for action exploration 
  Receive initial observation state 𝑠# 
  for t = 1, T do 
    Select action 𝑎Y = 𝜇 𝑠Y 𝜃 + 𝒩Y according to the current policy and exploration noise 
    Execute action 𝑎Y and observe reward 𝑟Y and observe new state 𝑠YC# 
    Store transaction 𝑠Y, 𝑎Y, 𝑟Y, 𝑠YC#	  in 𝑅 
    Sample a random minibatch of transactions 𝑠Y, 𝑎Y, 𝑟Y, 𝑠YC#	  from 𝑅 
    Set 𝑦Y = 𝑟 𝑠Y, 𝑎Y + 𝛾𝑄′ 𝑠YC#, 𝜇 𝑠 𝜃′ 𝜃′  
  Update critic by minimizing the loss: 
 𝐿 𝜃 = 	 #R 𝔼 𝑄 𝑠, 𝑎 𝜃 − 𝑦Y %  
   Update the actor policy using the sampled policy gradient: 
∇𝐽 ≈ 1𝑁 ∇𝑄 𝑠, 𝑎 𝜃 |XKX,K X ∇𝜇 𝑠 𝜃 |XKX'  
  Update the target networks: 
𝜃′ ← 𝜏𝜃 + 1 − 𝜏 	𝜃′ 𝜃′ ← 𝜏𝜃 + 1 − 𝜏 	𝜃′ 
  end for 
end for  




本章では, 金融取引戦略の最適化に深層強化学習を用いた手法についてまとめる. まず, 5.1
節では価値反復法による手法, 5.2 節では深層方策勾配法による手法について説明し, 5.3 節で関
連研究についてまとめる. 
5.1 価値反復法による手法 
5.1.1  福利型深層強化学習による手法[23] 
松井ら[23]は Q 学習を金融取引戦略に応用した複利型強化学習に Deep Q-Network によって
深層強化学習に拡張した複利型深層強化学習を提案した. 複利型深層強化学習では, 収益とし
て第 3 章で説明した式(5.1.1.1)で示される割引報酬和が使われてきた.  
 𝐺Y = 𝛾s𝑅YC#CswsK\ 																0 < 𝛾 < 1 5.1.1.1  
しかし, タスクの目的によっては最大化すべき収益が割引報酬和とは限らない. 金融取引にお
いては, 現在の保有資産に対する報酬の割合, すなわち, 利益率が重要である. 複利型深層強
化学習では利益率の複利効果を最大化するように学習させるため, 収益として複利利益率を用い
る.  複利利益率は利益率𝑅を用いて式(5.1.1.2)で表される. 
 𝐺Y = 1 + 𝑅BYBK# 	 5.1.1.2  
投資対象は日本国債であり, 行動選択は買い(ロングポジション)と信用売り(ショートポジション)の 2
種類の売買行動であり, どちらの行動選択においても保有資産を全て投資する. ニューラルネット
ワークの構成は, 入力層は相で相対終値を用い, 中間層が 20 ユニット, 出力層が 1 ユニットで全
体で 3 層の全結合ニューラルネットワークである.   





5.2.1  Deep Deterministic Policy Gradient による手法[24] 
Zhengyao ら[24]は行動空間が連続である Deep	deterministic	policy	gradient[21]を用
いることで,	複数の仮想通貨銘柄の最適なポートフォリオ管理の自動化手法を提案した.		
まず,	 強化学習における状態を指し,	 DNN の入力となるデータについて説明する.図





















これら 3 つの 2 次元テーブルを一つの入力データとする.		
続いて,	 [24]の手法の方策関数として用いられ畳み込みニューラルネットワークの図を
図 5.2.1.5 に示す.	この畳み込みニューラルネットワークでは, 入力データに対して 1×3 の畳み
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込みフィルターを 2 枚用いて畳み込みを行い, 2 枚の特徴マップを得た後, 列方向に対して 1 次元
の畳み込みを行う. 得られた特徴マップに現在のポートフォリオの資産の重み付けを含めて, 1×1




図 5.2.1.5	Deep	Portfolio	Management の DNN の設計	
5.3 まとめ 
本節では, 5.1 節, 5.2 節で説明した関連研究を表 5.3.1 にまとめた. 松井ら[23]の手法は Q 学習
を複利効果を最大化する目的で改良した複利型深層 Q 学習は, 行動空間が離散値しか扱えない
ため, 売買行動の選択肢が非常に制限されている. そのため, 複数の銘柄に対して買いや売りを
どの程度入れるのかを自由に操作できる実際の売買からは程遠い運用となってしまう. 一方で, 
Zhengyao ら[24]の手法では複数銘柄を同時に管理でき, ポーロフフォリオを連続値で管理できる









表 7.3.1 関連研究のまとめ 
 提案手法 利点 問題点 































  本章では第 5 章で関連研究として挙げた[24]の手法において, 入力される並列的な複数の時
系列データを認識し, 最適な資産分配のポートフォリオを出力するためのより適したディープニュ
ーラルネットワークの設計を提案する. 提案手法の基礎となる, Casual dilated convolution という手
法を解説した後, それをどのように[24]の手法に応用したのかについて説明する.  
 
   6.2 Casual dilated convolution 
 Casual dilated convolution は 2015 年に Yu ら[25]によって提案された畳み込みニューラルネット
ワークにおける畳み込み層の一種である. 従来の畳み込みニューラルネットワークで用いられる畳
み込み層のフィルターの操作を図 6.1.2.1 に示す.  
 




図 6.1.2.1 では 3x3 の大きさのフィルターによって, 12x12 のデータを畳み込む操作を表している. 
従来の畳み込み層において図 6.1.2.1 のようにフィルターは隣り合った値を畳み込む. このように
隙間を入れることなく, 隣り合った値を畳み込む操作を dilation=1 の畳み込みという.  
しかし, Yu らは dilation が 2 以上の隙間の空いたフィルターによる畳み込みを提案し, 画像の領
域分割のタスクにおいて, 従来手法を精度の向上が確認された. dilation=2 の畳み込みについて, 
図 6.1.2.2 を用いて説明する.  
 
図 6.1.2.2 3x3 のフィルター(dilation=2)による 12x12 の入力データに対する畳み込み 
図 6.1.2.2 は dilation=2 では, フィルターの形を 1 つ飛ばしの値によって構成された隙間のある
畳み込みとなる. 同様に dilation=3 においては 2 つ飛ばしの値によって構成されたフィルターを用
いる.  
Casual dilated convolution は dilation が 2 以上の畳み込み層を指す言葉で, 近年ではテキスト
の内容を音声合成する手法[26]にも応用され, 効果が確認されている. Casual dilated convolution




6.3 Casual dilated convolution の[24]への応用 
Casual dilated convolution を[24]の手法のディープニューラルネットワークへ応用すること
で, モデルの改善を目指す. 
図 5.2.2.1 に示されるように従来手法では, 入力データに対して第 1 層では 1×3 
convolution フィルターにより銘柄の価格に対して畳み込んでいた. 
提案手法では, 図 6.3.1 に示すように第 1 層における畳み込みに dilation=2 のフィルター
を用いる DNN の設計を提案する. 
 
図 6.3.1 提案手法の DNN の設計 
このようにすることによって金融商品の時系列の価格データのより長期的な相関関係を認識さ












[25] の 論 文 と 同 様 , ビ ッ ト コ イ ン (BTC) を 基 軸 と し た , 10 種 類 の 仮 想 通 貨 (ETH/BTC, 
LTC/BTC,XRP/BTC,USD/BTC,ETC/BTC,DASH/BTC,XMR/BTC,XEM/BTC,FCT/BTC,GNT/BT
C, ZEC/BTC)と US ドル(USD/BTC)の計 11 種類の金融商品をポートフォリオとして実験する. 仮想
通貨取引所の Poloniex1の API から取得した 11 種類の金融商品の過去の実際の価格をデータセ
ットとして用いる.  
7.2 実験方法 
実験では訓練期間を 2015 年 7 月 1 日から 2017 年 4 月 31 日までとし, テスト期間を 2017 年 5
月 1 日から 2017 年 7 月 1 日までとする. また, 30 分間を 1 ステップとしてステップ毎にポートフォリ
オを組み直し, 訓練では訓練期間のデータを用いて計 80000 ステップの学習をさせる. 評価指標
として次の式で表される fAPV を用いる. 
 𝑓𝐴𝑃𝑉 = 最終的な資産の総額
初期保有資産の総額










                                                
1 Poloniex, https://poloniex.com/ (2017/12/27 アクセス) 
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表 7.3.1 [25]の手法と提案手法の実験結果の fAPV 値 
 [25]の手法(dilation=1) 提案手法(dilation=2) 
1×2 Convolution 33.09 23.61 
1×3 Convolution 43.39 22.79 
1×4 Convolution 44.09 19.03 
1×5 Convolution 48.51 44.99 
1×6 Convolution 36.15 30.09 
1×7 Convolution 27.38 28.57 
1×8 Convolution 29.41 24.49 
7.4 結果の考察 
本項では前項の実験結果の考察を行う. 表 7.3.1 より, 最も高い性能を示したのは, dilation=1
の[24]の手法と dilation=2 の提案手法において, どちらも 1×5 Convolution で畳み込むモデルで
あった. この結果から, フィルターサイズは大き過ぎても小さ過ぎても良い訳ではなく, モデルごと
に適切なフィルターサイズを選択することが重要であることがわかる. 従来手法と提案手法の実験
結果の全体で最も高い性能を示したのは[24]の手法において 1×5 Convolution の畳み込みを用
いたときであり, [24]の手法の論文内で用いられた 1×3 Convolution の畳み込みよりも高い性能が
得られた.  提案手法は[24]の手法を 1×7 Convolution の畳み込みの場合にのみ性能が上回り, 
それ以外のフィルターサイズでは上回らなかった. よって, [24]の手法においては Dilation=１の従
来の畳み込みが適していると考えられる. 1×2, 1×3, 1×4 のフィルターサイズの場合, 提案手法
は[24]の手法を大きく下回る結果であったが, 1×5, 1×6, 1×7, 1×8 のフィルターサイズにおいて
は提案手法と[24]の手法の性能の差が縮まっている . このことから , 本手法で Casual dilated 
convolution を小さいサイズのフィルターに用いると, 性能を大きく悪化させてしまうと考えられる. 
本研究では畳み込み層のフィルターを改変し, 実験を行なった. しかし, 入力データのサイズや銘
柄数, 銘柄の組み合わせを変えた時に結果にどのように影響するのかを実験を通して明らかにし
ていくことが今後の課題である . また , 本研究では畳み込み層においてフィルターのサイズと














た. そのために畳み込み層の視覚受容野を拡張する Casual dilated convolution を従来手法の畳
み込み層に応用して, 実験を行なった. その結果, 提案手法が従来手法の性能を上回らなかっ










助言と激励をいただきました. 心より感謝いたします. 研究内容についてご指導, ご助言をくださっ
た研究室のみなさまに心より感謝いたします. 
30 
 
参考文献 
[1] J.J.Murphy,	Technical	Analysis	of	the	Financial	Markets:	A	Comprehensive	
Guide	to	Trading	Metods	and	Applications,	New	York,	NY,	USA:	New	York	
Institute	of	Finance	
[2]	Lee,	Jay,	and	Linxia	Liao.	"Methods	for	prognosing	mechanical	systems."	
U.S.	Patent	No.	8,301,406.	30	Oct.	2012.	
[3]	Jangmin,	O.,	et	al.	"Adaptive	stock	trading	with	dynamic	asset	allocation	
using	reinforcement	learning."	Information	Sciences	176.15	(2006):	2121-
2147.APA	
[4]	Bertoluzzo,	Francesco,	and	Marco	Corazza.	"Making	financial	trading	by	
recurrent	reinforcement	learning."	International	Conference	on	Knowledge-
Based	and	Intelligent	Information	and	Engineering	Systems.	Springer,	
Berlin,	Heidelberg,	2007.	
[5]	巣籠	悠輔	(2016)		『Deep	Learning	Java プログラミング	深層学習の理論と実装	
impress	top	gear シリーズ』	インプレス.	
[6]	Rosenblatt,	Frank.	The	perceptron,	a	perceiving	and	recognizing	automaton	
Project	Para.	Cornell	Aeronautical	Laboratory,	1957.	
[7]	LeCun,	Yann,	and	Yoshua	Bengio.	"Convolutional	networks	for	images,	
speech,	and	time	series."	The	handbook	of	brain	theory	and	neural	
networks	3361.10	(1995):	1995.	
[8]	Krizhevsky,	Alex,	Ilya	Sutskever,	and	Geoffrey	E.	Hinton.	"Imagenet	
classification	with	deep	convolutional	neural	networks."	Advances	in	
neural	information	processing	systems.	2012.	
[9]	Collobert,	Ronan,	Christian	Puhrsch,	and	Gabriel	Synnaeve.	"Wav2letter:	an	
end-to-end	convnet-based	speech	recognition	system."	arXiv	preprint	
arXiv:1609.03193	(2016).	
[10]	Blunsom,	Phil,	Edward	Grefenstette,	and	Nal	Kalchbrenner.	"A	
convolutional	neural	network	for	modelling	sentences."	Proceedings	of	the	
52nd	Annual	Meeting	of	the	Association	for	Computational	Linguistics.	
Proceedings	of	the	52nd	Annual	Meeting	of	the	Association	for	
Computational	Linguistics,	2014.	
[11]	Srivastava,	Nitish,	et	al.	"Dropout:	A	simple	way	to	prevent	neural	
networks	from	overfitting."	The	Journal	of	Machine	Learning	Research	15.1	
(2014):	1929-1958.	
[12]	Ioffe,	Sergey,	and	Christian	Szegedy.	"Batch	normalization:	Accelerating	
deep	network	training	by	reducing	internal	covariate	shift."	International	
conference	on	machine	learning.	2015.	
[13]	Sutton,	Richard	S.,	and	Andrew	G.	Barto.	Reinforcement	learning:	An	
introduction.	Vol.	1.	No.	1.	Cambridge:	MIT	press,	1998.	
[14]	牧野	貴樹,	澁谷	長史,	白川	真一,	浅田	稔,	麻生	英樹,	荒井	幸代,	飯間	等,	
伊藤	真,	大倉	和博,	黒江	康明,	杉本	徳和,	坪井	祐太,	銅谷	賢治,	前田	新一,	
松井	藤五郎,	南	泰浩,	宮崎	和光,	目黒	豊美,	森村	哲郎,	森本	淳,	保田	俊行,	
吉本	潤一郎	(2016)		『これからの強化学習』	森北出版.	
[15]	Silver,	David,	et	al.	"Deterministic	policy	gradient	algorithms."	ICML.	
2014.	
[16]	Mnih,	Volodymyr,	et	al.	"Playing	atari	with	deep	reinforcement	
learning."	arXiv	preprint	arXiv:1312.5602	(2013).	
[17]	Mnih,	Volodymyr,	et	al.	"Human-level	control	through	deep	reinforcement	
learning."	Nature	518.7540	(2015):	529.	
[18]	Watkins,	Christopher	JCH,	and	Peter	Dayan.	"Q-learning."	Machine	
learning	8.3-4	(1992):	279-292.	
[19]	Lin,	Long-Ji.	Reinforcement	learning	for	robots	using	neural	networks.	
No.	CMU-CS-93-103.	Carnegie-Mellon	Univ	Pittsburgh	PA	School	of	Computer	
31 
 
Science,	1993.	
[20]	Riedmiller,	Martin.	"Neural	fitted	Q	iteration–first	experiences	with	a	
data	efficient	neural	reinforcement	learning	method."	European	Conference	
on	Machine	Learning.	Springer,	Berlin,	Heidelberg,	2005.	
[21]	Lillicrap,	Timothy	P.,	et	al.	"Continuous	control	with	deep	reinforcement	
learning."	arXiv	preprint	arXiv:1509.02971	(2015).	
[22]	Uhlenbeck,	George	E	and	Ornstein,	Leonard	S.	On	the	theory	of	the	
brownian	motion.	Physical	
review,	36(5):823,	1930.	
[23]	松井藤五郎	,	片桐雅浩	:	"金融取引戦略のための複利型深層強化学習".	人工知
能学会金融情報学研究会(SIG-FIN-016-01),	pp.1-7,	2016.	
[24]	Zhengyao	Jiang,	et	al.	"A	Deep	Reinforcement	Learning	Framework	for	the	
Financial	Portfolio	Management	Problem."	arXiv:1706.10059(2017)	
[25]	Yu,	Fisher,	and	Vladlen	Koltun.	"Multi-scale	context	aggregation	by	
dilated	convolutions."	arXiv	preprint	arXiv:1511.07122	(2015).	
[26]	Van	Den	Oord,	Aaron,	et	al.	"Wavenet:	A	generative	model	for	raw	
audio."	arXiv	preprint	arXiv:1609.03499	(2016).	
	
	
