In one space dimension the standard conservation law has the form A class of high resolution multidimensional wave-propagation algorithms is described for general time-dependent hyperbolic systems. The methods are based on solving Riemann problems and
applying limiter functions to the resulting waves, which are then propagated in a multidimensional manner. For nonlinear systems
where q ʦ ‫ޒ‬ m is the vector of conserved quantities. Here of conservation laws the methods are conservative and yield good shock resolution. The methods are generalized to hyperbolic sys-we also consider the more general variable-coefficient quatems that are not in conservation form and to problems that include silinear form a ''capacity function.'' Several examples are included for gas dynamics, acoustics in a heterogeneous medium, and advection in a stra-
INTRODUCTION
The methods are based on solving Riemann problems for the wave structure and then introducing a fluctuation A new class of wave-propagation methods has been desplitting technique that generalizes the notion of flux-differveloped for solving multidimensional hyperbolic systems ence splitting from conservation laws. The left-going and of partial differential equations, which includes (but is not right-going fluctuations capture the net effect of all leftlimited to) nonlinear systems of conservation laws. These going and right-going waves, and these fluctuations are methods are based on solving Riemann problems for waves then split in the transverse direction in the generalization that define both first-order updates to cell averages and to more space dimensions. also second-order corrections. These correction terms are A further generalization is obtained by using capacitymodified by limiter functions to obtain high resolution form differencing, which allows application to problems results. In one dimension this follows standard techniques such as flow in a porous medium with variable porosity developed over the past two decades for nonlinear conser- [2] , or in a stratified flow with variable density (Section vation laws, particularly the Euler equations of gas dy-3.9). This form also simplifies application on curvilinear namics. grids (Section 3.10). The methods are extended to two and three space These methods have been implemented in the software dimensions by a natural wave-propagation approach that package CLAWPACK (conservation laws package), a colleccaptures the cross-derivative terms needed for secondtion of Fortran routines freely available from netlib [28] . order accuracy while allowing the use of simple one-dimenTo browse through this package on the Web, the URL is sional limiters with good effect. Moreover, the methods are stable in general for Courant numbers up to 1, where this work was to make the sophisticated high-resolution given in Section 5. A variety of other approaches to multidimensional methods have also been proposed. A few exammethods developed largely in the gas dynamics community available to a wider range of users, and it is hoped that ples can be found in [15-19, 22, 50, 52, 57] .
In the context of advection, an overview of related meththis will be useful to both students and researchers in many applications areas. The extensions discussed in this paper ods is given in [35] . That paper also describes the wavepropagation algorithms developed here in a relatively simwere motivated by specific applications problems, and a variety of other applications with sample numerical results ple context, where the algorithms can be more easily understood geometrically. can be found in the software and User Notes [29] . The software is described very briefly in Section 4, but few implementation details of CLAWPACK will be discussed
ONE SPACE DIMENSION
here. These are provided in the CLAWPACK documentation
The algorithms developed here are based on solving and in the User Notes [29] . An overview of the package Riemann problems at the interface between grid cells. We was given in [34] which describes much of the philosophy, first consider the standard conservation law (1) and briefly although many of the implementation details presented review the definition of Godunov's method, writing it in there are now out of date.
wave-propagation and flux-difference splitting forms that The present paper contains a detailed discussion only will then be generalized to the quasi-linear system (2) . of the one-and two-dimensional methods. Extension to Extension to high resolution second-order methods using three space dimensions has been carried out, as well, in limiters will be discussed in Section 2.4. joint work with Jan Olav Langseth and will soon be available in CLAWPACK. Details are discussed in [23, 24] .
2.1. Conservation Laws Recently CLAWPACK has been combined with the adaptive mesh refinement code of Marsha Berger [4, 5, [8] [9] [10] .
The Riemann problem for (1) consists of this conservaThis yields a very general adaptive refinement package tion law together with piecewise constant initial data that has all of the features of the algorithms presented in this paper, e.g., the ability to handle nonconservative hyperbolic equations, capacity form differencing, and ex-
(3) tensions to curvilinear grids. The details of this implementation are presented elsewhere [11] . This AMRCLAW software is also freely available [12] . See
With suitable restrictions on f, the solution is a similarity solution q(x, t) ϭ Q(x/t) which consists of a set of waves http://www.amath.washington.edu/ ȁ rjl/amrclaw moving at constant speeds [14, 25] .
For the second-order corrections discussed in Section for details and some sample results.
2.4, we will need to assume that in fact q r Ϫ q l can be While the multidimensional wave-propagation algo-decomposed as rithms proposed here are somewhat different from multidimensional algorithms in the literature, there are many similarities with other approaches, at least in the case of a
conservation law in standard form. In particular the basic idea of obtaining ''high-resolution'' methods based on where W p ʦ ‫ޒ‬ m is the jump across the pth wave, M w is some form of slope limiter or flux limiter has a long history the number of waves, and each wave has an associated of development. Many references, along with an overview wave speed p ʦ ‫.ޒ‬ This requires that all waves be discontiof the one-dimensional theory, can be found in [32] .
nuities, i.e., no rarefaction waves. For nonlinear systems Radvogin [41] has also developed multidimensional upsuch as the Euler equations we assume an approximate winding schemes that are based on splitting the coefficient Riemann solver such as Roe's solver [42] (see Section 3.6) matrices as in Eq. (38) , which is the basis of the multidimenis used to produce this. sional methods developed here. These methods are quite
The first-order Godunov method is implemented in a similar for the case of constant coefficient linear systems, form that does not require these waves explicitly, however. although the limiters are applied differently. For nonlinear Instead it requires a flux-difference splitting, which is a problems Radvogin's approach is based on a flux-vector decomposition of f (q r ) Ϫ f (q l ) into a left-going flux differsplitting, whereas the wave-propagation algorithms are ence, denoted symbolically by A Ϫ ⌬q , and a right-going based on flux-difference splittings or generalizations. flux difference, denoted by A ϩ ⌬q , with the property that Another class of similar methods is exemplified by the method of Colella [13] (see also [3, 47, 59] ). A comparison of the wave-propagation methods with these methods is A For the classical Godunov method, let q* ϭ Q(0) be the method is obtained by constructing a solution over the time step as indicated in the figure. With piecewise constant value along x/t ϭ 0 in the solution to the Riemann problem. Then initial data we can solve Riemann problems at each interface and piece these together to get the global solution for a sufficiently small time step. Averaging this solution over By integrating the conservation law over this grid cell could alternatively set one can then show by a standard argument (e.g., [32] ) that the new cell average is given by A 
in which case
Here A ϩ ⌬q i is the right-going flux difference from solving the Riemann problem between q iϪ1 and q i . From the interwhere the matrices A Ϯ are defined as pretation (7) we see that this models the combined effect on the cell average q i of all waves entering the cell from Fig. 1 ). is the eigenvalue matrix, and
The form (12) will be used in general. For a system of conservation laws, this method is conservative and consisNow consider a one-dimensional grid with cell average q n i in the grid cell [x i , x iϩ1 ] at time t n (see Fig. 1 ). Godunov's tent for any flux-difference splitting that satisfies (5).
Nonconservative Systems
From this we obtain a linear system which can be solved for the wave strengths Ͱ 1 i and Ͱ 2 i , yielding The extension to more general hyperbolic systems is best illustrated by a simple example. Consider the equations for
) acoustics in a heterogeneous medium. The equations can be written as a first-order variable coefficient linear system
(14) where the unknowns are the pressure perturbation p(x, t)
. and the velocity u(x, t). The variable coefficients are the density (x) and bulk modulus of elasticity K (x). We can write this system as Note that this is not really the splitting of any flux difference in this nonconservative problem. In particular,
Nonetheless, Godunov's method, with the same physical interpretation of solving Riemann problems based on
ͬ . piecewise constant initial data and then computing cell averages to define q i , can be implemented in the form (12) and is effective for this problem. (Numerical results are We assume that the ith cell has material parameters i and presented in Section 2.6 after introducing the second-or-K i and set der corrections.)
Fluctuation Splitting
It seems desirable to have a term for A Ϫ ⌬q and A ϩ ⌬q other than ''flux-difference splitting'' in the general case The sound speed in the ith cell is c i ϭ ͙K i / i . The solution where there may be no flux function. In early work of Roe to the Riemann problem between states q iϪ1 in cell i Ϫ 1 (e.g., [43, 44] ) the term fluctuation was often used for flux and q i in cell i consists of two waves. The left-going wave differences and was even used in the context of nonconsermoves into cell i Ϫ 1 with velocity 1 i ϭ Ϫc iϪ1 and the jump vative formulations of the Euler equations in [44] . I proacross this wave must be a scalar multiple of the eigenvec-pose reviving this term with a specific meaning that generaltor r 
The definition used here will be different from Roe's use of the term in two space dimensions, however. Roe viewed the fluctuation as measuring the deviaThe right-going wave moves into cell i with velocity tion from equilibrium in a steady-state problem, and so 2 i ϭ c i and the jump across this wave is a multiple of r 2 i , in two space dimensions he defined the fluctuation as an approximation to f x ϩ g y over the grid cell. Here the fluctuation will always refer to the total effect on the solution
due to waves arising from a one-dimensional Riemann problem at a cell edge, in any number of space dimensions, and will be associated with a Riemann problem rather than for some scalar Ͱ In the acoustics example given above, we first defined jump condition) and so waves W p with speeds p for each Riemann problem, and the fluctuation splitting was then naturally defined by (14) .
This generalizes to (7) for a problem with M w waves in the solution to the Riemann problem. The total fluctuation Note that the corrections are in a ''flux-differencing'' form, and in fact this form can be used even in the case of A⌬q can then be defined a posteriori as nonconservative equations. A decomposition into waves allows Note that this has the physical interpretation of measuring us to apply limiter functions to reduce oscillations near the total effect of waves arising from this Riemann problem discontinuities by comparing the pth wave to the pth wave on the total integral of q (per unit time).
arising from the neighboring Riemann problem. This is Alternatively, we can define the fluctuation without ref-discussed below. erence to the waves if we assume the Riemann problem
In the absence of limiters, the second-order corrections between states q l and q r has a similarity solution of the take the form form Q(x/t), as it must have whenever we can define waves propagating at constant speeds, which is a basic assumption for the methods developed here. (For a variable coefficient
problem such as the acoustics problem above, this requires using piecewise constant coefficients in the definition of the Riemann problem. This is consistent with the accuracy This is a standard expression; see, e.g., [32, 58] . It can be that can be expected for such problems, even with second-interpreted as arising from propagating a piecewise linear order corrections added to the algorithm as discussed in the ''correction wave'' as described in [30, 31, 35] . next section.) Then we can define the fluctuation associated For the linear system (8), the method (18) with fluctuawith this Riemann problem by tions (9) and corrections (19) reduces to the standard LaxWendroff method. For an autonomous nonlinear system of conservation laws of the form q t ϩ f (q) x ϭ 0, these
correction terms give full second-order accuracy and the method is a variant of Lax-Wendroff in this case. For nonautonomous problems of the form q t ϩ where q 0 is defined by (3) . Because of the finite propagation f (q, x) x ϭ 0 or q t ϩ A(q, x)q x ϭ 0 (e.g., the acoustics speeds, this integrand is nonzero over a bounded region problem above), this form of the corrections does not give and the integral is finite. The fluctuation splitting is then second-order accuracy formally. However, it does elimigiven by nate the dominant diffusive term in the first-order error and gives results that are as well resolved as we would
normally expect from a high-resolution method. The remaining first-order error corresponds to a slight shift in
the location of the solution, rather than in the excessive smearing seen with the first-order upwind method, for ex-
To see this, consider the advection equation
Clearly these are exactly the integrals needed in defining with u(x) a given smooth function. Taylor expansion Godunov's method via integration over the grid cell at shows that time t nϩ1 , and again the method takes the form (12).
Godunov's method is extended to a high resolution method by adding an additional term. The form of the extended method is For second-order accuracy we need to match the first three terms, which can be rewritten as The method proposed here can be applied to this problem In other words, there is an O(⌬t) error in the advection speed. The resulting error is much less dramatic than with by setting a diffusive first-order method. This is illustrated in Fig. 2 , where the equation q t ϩ xq x ϭ 0 has been solved both
with and without the ''second-order'' correction terms.
The equations are solved on a grid with ⌬x ϭ 0.04 and ⌬t ϭ 0.009.
Although it would be possible to modify the algorithm to obtain formal second-order accuracy on smooth soluSuppose, for example, that u Ͼ 0 everywhere. Then the tions, it would no longer be in the unified framework that above method, with ''second-order'' corrections, can be allows the limiters introduced in the next section to be arranged to yield applied in the standard manner on a wider variety of problems. The interest here is in problems where the use of such limiters is important (e.g., discontinuous solutions)
and, once the limiters are introduced, formal second-order accuracy is typically lost anyway. The extension to nonautonomous problems introduced here gives algorithms that ϩ 1 2
work essentially as well on such problems as on classical autonomous conservation laws. For further illustration of This is clearly a second-order accurate approximation to this, see the example in Section 2.6.
To reduce spurious oscillations and obtain a high resoluwhich can be rewritten as tion method it is necessary to introduce limiter functions that modify (19) near discontinuities. Depending on the arising from the solution to the Riemann problem at the adjacent grid point to the left or right. The direction is chosen to be the upwind direc- 
scheme can be proved to be a positive scheme in the sense described in [40] . After defining the limited waves W˜p i by one of the apwhere proaches above, the F i used in (18) are given by (19) with (22) 2
.6. Numerical Results for Acoustics
As an example to demonstrate that this generalization The ratio of wave strengths p i is used to measure the of one-dimensional high resolution methods to nonconsersmoothness of the solution. Where the solution is smooth, vative systems is effective, consider the acoustics equations this can be expected to be near 1. Near discontinuities in (13) in the extreme case where the sound speed is disconthe pth family, p i may be far from 1. A wide variety of tinuous at an interface between two media. We take K ϵ limiter functions have been studied. Some standard limiters 1 and used here are
giving a jump from c ϭ 1 on the left to c ϭ 0.5 on the right. As initial data we take a hump in pressure in the For variable coefficient or nonlinear problems the wave left region and u ϵ 0. The hump splits into equal left-going W p i will not be a scalar multiple of the waves W p iϪ1 or and right-going pieces and the right-going portion hits the W p iϩ1 from the neighboring Riemann problem, and one interface, giving transmitted and reflected waves. The must determine the manner in which these vectors are transmitted wave is narrower due to the lower sound speed. going to be compared and modified in applying the limiter.
As an initial hump we use For concreteness assume 
otherwise, the length of this projected vector with the length of W 
advection algorithms. This is a nice test because it has an infinite slope at the corners as well as a region of
smoothness. In many applications it is useful to allow a generalized Note that the left-going hump leaves the domain cleanly. form of the conservation law, Zero-order extrapolation was used at the boundary, as
. It is also clear that there are no overshoots in one space dimension, or q (, t) ϭ q(X (), t), then the conservation law can be rewritten as
ϭ 0 in two dimensions (or similar generalizations of the quaand solved on the uniform grid in -space. In this case silinear equation (2)).
X Ј() is the capacity function. Note that Here is a given function of space that I will refer to in general as a capacity function, since it generally repre-X Ј( i )⌬ Ȃ x iϩ1 Ϫ x i , sents, in some sense, the capacity of the medium at each point to hold the conserved quantity q. (In some applications may also vary with time.) In one dimension, the the length of the ith cell in physical space, so again the corresponding integral form is notion of capacity makes sense. The ability to handle mapped grids is more interesting in two space dimensions, in which case the capacity function is Ѩ Ѩt
the Jacobian of the transformation. General curvilinear grids in two dimensions are discussed in Section 3.10.
Note that this integral can be viewed as the integral of q In each of the examples above, it is q that is really the against the measure (x) dx.
conserved quantity although q may be of more physical significance. One approach to solving (23) would be to EXAMPLE 2.7.1. In porous media flow could represent manipulate it to the form the porosity, the fraction of the volume that is available for the fluid to occupy. Consider, for example, a porous medium in which the porosity and permeability vary only
(27) in one direction, with x, say, and suppose we consider flow in the x-direction, with zero velocity in the other directions. If the porous medium is saturated with an incompressible which is a standard conservation law with a source term. fluid, then we have the advection equation Solving in this form may not guarantee conservation of q, however, and has the additional problem of introducing an unnecessary source term.
Another approach might be to define the new variable (x, t) ϭ (x)q(x, t) and then to solve the conservation law where u 0 is constant for an incompressible fluid. In this case, (x) dx is the infinitesmal volume element available t ϩ f (/) x ϭ 0 to the fluid at point x. The advection equation (25) would also be obtained by modeling incompressible flow in a for , dividing by at the end to recover q. This would ''quasi one-dimensional'' pipe with variable cross-sectional guarantee conservation of q but often has other difficultarea (x) and a velocity that is assumed to vary only with x.
ies such as the inability to preserve uniform states in q. In two space dimensions we would have an equation of Instead of reducing Eq. (23) to a more familiar conservathe form tion law by one of the above devices, it is preferable to apply capacity-form differencing,
where u x ϩ v y ϭ 0. Applications of these algorithms to
, saturated groundwater flow are discussed in [2, 29] . See (28) also [1] . See Example 3.9.1 for a related example of densitystratified flow.
where i is the capacity of the ith cell. This is a simple EXAMPLE 2.7.2. Suppose we wish to solve the equation extension of (18) which ensures that ͚ i q i is conserved q t ϩ f (q) x ϭ 0 on a stretched grid, with grid points (except for fluxes through the boundaries) and yet allows the Riemann solution to be computed based on q as in
the case ϵ 1. In particular, if q i ϵ constant, then typically the fluctuations and also the waves used to define the F are all zero, so that q i ϭ q i and constant data is preserved. where X () is some smooth grid mapping function and i ϭ i⌬ is a uniform computational grid. If we let The formulas for the second-order correction terms also need to be modified in a simple manner to take into account to a standard conservation law (30) , but, again, it is described (and implemented) in a more general form which the function . The second-order correction term (19) is replaced by allows easier application to other hyperbolic problems that are not in conservation form. The method is implemented as 
general framework used here, to the best of my knowledge.
It is a simple yet powerful generalization that allows application of finite volume methods to a wider variety of prob-Ϫ ⌬t ⌬y (B Ϫ ⌬q i, j ϩ1 ϩ B ϩ ⌬q ij ). lems and should be better known.
Sample calculations with capacity-form differencing are The A Ϯ ⌬q and B Ϯ ⌬q terms represent fluctuations arising given for a more interesting two-dimensional problem in from Riemann problems in the x-and y-directions, respecSections 3.9 and 3.10.
tively. The F and G fluxes are used to perform secondorder corrections and, also, corrections for cross-derivative
TWO SPACE DIMENSIONS
terms that arise in two dimensions which did not appear in one dimension. In two space dimensions we have the standard conserva-
The descriptions below will focus primarily on the solution law tion of a Riemann problem in the x-direction, at an interface between cells (i Ϫ 1, j) and (i, j), and the manner in
(30) which the waves from this Riemann problem contribute to ⌬ up ij , F ij , and nearby G fluxes. An analogous procedure We first consider the extension of the wave-propagation is followed at each interface in the y-direction between algorithm to multiple dimensions for this case and then cells (i, j Ϫ 1) and (i, j), with a switch in the roles of F and extend to nonconservative hyperbolic systems in Section G and in A ⌬q and B ⌬q. The symbol ⌬q ij below thus 3.8. Capacity functions can also be introduced, as in one refers to q ij Ϫ q iϪ1, j , the difference in the x-direction. dimension (see Section 3.9).
We discretize using a Cartesian grid with uniform spac-3.1. First-Order Godunov ing ⌬x and ⌬y . The cell average over cell (i, j ) is denoted by q ij . The standard flux-differencing form of a conservaWe begin by solving a one-dimensional Riemann probtive finite volume method is lem normal to each cell interface, exactly as in one space dimension. We solve the one-dimensional Riemann problem q t ϩ f (q) x ϭ 0 with data q iϪ1, j and q ij . This results in
a set of M w waves and speeds, along with a splitting of the flux difference f (q ij ) Ϫ f (q iϪ1, j ) into two pieces A Ϫ ⌬q ij and A ϩ ⌬q ij moving to the left and right, respectively. where F ij is the numerical flux at the left edge of cell (i, j )
A basic first-order Godunov method is thus defined by and G ij is the flux below this cell, e.g., simple extension from one-dimension via (33) and (34) with F ϭ G ϭ 0. This method is typically stable only for
Courant numbers up to (see Section 3.7).
3.2.
Transverse Propagation where (x i , y j ) is the coordinate of the lower left corner of cell (i, j).
The Godunov method described above is based on propagating waves normal to each cell interface. In reality the The multidimensional wave propagation algorithm developed here could be written in this form when applied waves should propagate in a multidimensional manner and [35] .
, Introducing transverse propagation has two important effects. First, it provides the cross-derivative terms q xy and q yx required in a second-order accurate algorithm. Once where ‫ء‬ ϭ ϩ or Ϫ. the transverse flux differences have been included, secondIn general, the transverse fluctuations are used to modify order accuracy is easily achieved by including the secondthe four neighboring fluxes according to derivative terms in each coordinate direction (q xx and q yy ) using the same correction that is applied in one space dimension. See Section 3.3 for these terms, [35] for an analysis of the trunctation error in the case of linear advec-
⌬q ij tion, and [33] for some discussion of systems. Second, the transverse correction terms improve the stability limit and
allow full Courant number 1, relative to the maximum wave speed in any direction. This is discussed in Section 3.7.
To generalize the notion of transverse propagation to a system of equations, we begin by observing that, for
equations are discussed in Section 3.5 and the acoustics equations with varying material parameters are discussed (38) in Example 3.8.1. In the latter case the corrections due to transverse propagation can still be written in fluxSince ⌬q represents a difference in the x-direction, and differencing form, even though the system is not conserthe G-fluxes are then differenced in the y-direction in upvative. dating q, the modification (37) results in an approximation For a nonlinear system of equations, we must still specify to ⌬tBAq xy , which is one of the cross-derivative terms how the fluctuations A *⌬q(‫ء‬ ϭ ϩ or Ϫ) defined by solving needed in order to achieve second-order accuracy. The the Riemann problem normal to each interface will be split splitting of this term into four pieces based on the signs up into transverse fluctuations. This is typically done by of the eigenvalues gives an upwinding of these terms that splitting the vector A *⌬q into eigenvectors of an approxisubstantially improves stability over the centered Laxmate Jacobian matrix in the transverse direction. If the Wendroff approach, which can be shown to correspond to Roe approximation is used, for example, then we have an using BA⌬q in each of the updates in (37) instead of the approximate Jacobian A Ȃ f Ј(q) defined at the interface splitting (38) . Radvogin [41] 
values between these two states. The same averaged value For a linear system of equations, in the special case can be used to define an approximate Jacobian B Ȃ gЈ(q) where A and B are simultaneously diagonalizable (i.e., at this interface. (See Example 3.6.1 for a concrete examhave the same eigenvectors), the system can be transple.) The eigenvectors w s of B can be used to split A *⌬q ij formed to a set of m independent scalar advection equajust as in the linear case, tions and the modifications (37) are equivalent to applying the advection algorithm to each of these independent equations. Although still only first-order accurate, the inclusion of transverse flux differences typically improves stability and allows Courant numbers up to 1 (see Section 3.7). These Summing these over all right-going waves W p for p Ͼ 0 terms are also a necessary component of the secondgives order accurate method, since they yield the cross derivative terms that arise in the (⌬t) 2 term of the Taylor se-
Second-Order Corrections and it can be easily verified that this is precisely B
ϩ A ϩ ⌬q. The other transverse flux differences can be interpreted Once the transverse corrections described above have been implemented, it is possible to achieve second-order similarly as combinations of waves in the other three directions.
accuracy by simply making one-dimensional flux correc- might be able to control oscillations in multidimensional problems. However, in practice this one-dimensional ap-The algorithm will be described for the x direction. Analoproach to limiting seems to work very well for most prob-gous formulas hold for y sweeps with the role of u and lems and is much simpler to implement and less computa-v switched. tionally intensive than other approaches.
The Riemann solution for q t ϩ Aq x ϭ 0 between states q iϪ1, j and q ij consists of three waves, but one always has 3.4. with speed 2 ϭ ϩc. The eigenvectors are The above method is already second-order accurate (for smooth solutions), but it is quite easy to also propagate the second-order corrections in the transverse direction. This is motivated by ''Method 4'' in [35] and, while this
additional correction does not increase the order of accuracy, it has been found to improve stability properties and reduce spurious oscillations in many problems (an example is given in [35] ).
The coefficients are the same as in one dimension, The flux corrections (39) will affect the cell averages q iϪ1, j and q ij in the cells to the left and right of this interface.
. (42) Hence the transverse propagation of this correction should affect four G fluxes, those below and above these two cells. Again the fluctuations are The corrections are split into up-going and down-going portions in exactly the same manner as A *⌬q is split into
ϩ A *⌬q ij and B Ϫ A *⌬q ij . In fact, the algorithm with this transverse propagation is implemented by simply modiTo obtain the transverse fluctuations we split A *⌬q ij fying A *⌬q by these second-order corrections before call-into eigenvectors of the matrix B. For the acoustics equaing the routine that splits these vectors into transverse tions these are particularly simple. For example, A Ϫ ⌬q fluctuations. The proper modifications are would be split as
where Note that the correction term in these updates is exactly the same as the term that modifies F ij in (39), so this requires
The three eigenvectors of B displayed above correspond (Note that the superscripts are exponents here.) We can write A ϭ R⌳R
Ϫ1
, where to eigenvalues Ȑ 1 ϭ Ϫc, Ȑ 2 ϭ c, Ȑ 3 ϭ 0, and the third one plays no role in the transverse propagation. The transverse fluctuations are then
The waves required for the second-order corrections are then Some numerical examples for two-dimensional acoustics (in a heterogeneous material) are given in Section 3.8 below.
Gas Dynamics
First we summarize the way in which the waves, fluctuations, and transverse fluctuations are computed for the (46) case of isothermal flow. Numerical results will then be presented for the full Euler equations.
where the wave strengths Ͱ i are given by EXAMPLE 3.6.1. Isothermal flow is governed by a non- , where
The Roe matrix A ϭ A ij is simply the Jacobian matrix T ϭ
Ϫ2cu 2c 0
Ϫvϩc 0 1 ΅ fЈ(q) based on these averaged states:
and the eigenvalues (transverse wave speeds) are
We then decompose A Ϫ ⌬q ij and A ϩ ⌬q ij into eigenvectors where r ϭ ͙x 2 ϩ y same radial solution as would be obtained over a larger domain. Figure 5 shows scatter plots of the two-dimensional solutions at time t ϭ 0.5 on two different grids. The solid line (N ϭ 20, 40) on the two-dimensional grid, plotted against (49) the distance each point is from the origin. This way of viewing the solution shows not only the pointwise error at where ͱ ϭ T Ϫ1 (A ϩ ⌬q ij ) and then setting each point, but also the radial symmetry of the computed solution, as seen by the lack of scatter from the true so-
The table in Fig. 5 shows the computed error in each component in both the 1-norm and max-norm. The order of accuracy is estimated from the two finest grids. In these Similarly, to obtain the down-going transverse fluctuations computations no limiters were used. Similar results in three we split A Ϫ ⌬q ij as in (49) but now with ͱ ϭ T Ϫ1 (A Ϫ ⌬q ij ) space dimensions can be found in [23] . and then set EXAMPLE 3.6.3. As an example to show how these algorithms perform on shock waves, we consider a two-dimen-
sional Riemann problem of the type studied in [48, 49] . The data consists of four constant values in four quadrants chosen so that each pair of data gives a single shock wave Since much of the computational work of the Roe ap-in its solution. The interaction at the corner leads to a proximate Riemann solver is in the calculation of the aver-more complicated wave structure. This is a nice sample ages (45) (even more so for the full Euler equations), problem since the geometry and boundary conditions (exthe solution of the transverse Riemann problem is less trapolation) are very simple. For other computations (see, expensive than the initial Riemann solution normal to the e.g., [49, 26, 33] ). interface. Moreover, it does not appear necessary to apply Some results on a 200 ϫ 200 grid are shown in Fig. 6 any entropy fix in this step, further reducing the cost of for the case corresponding to Fig. 4b in [49] . The two the transverse splitting.
computations shown here were identical, except for the Note that in the two-dimensional algorithm, at each cell choice of limiter functions. On the left the superbee limiter interface we must solve one normal Riemann problem and was used, whereas on the right the ''monotonized centhen do two transverse splittings, one of A Ϫ ⌬q ij and then tered'' limiter was used. Both give equally sharp resolution one of A ϩ ⌬q ij . More implementation details can be found of the primary shock waves, but have different behavior by looking at the examples in CLAWPACK. on the unstable slip lines. The superbee limiter, which is more compressive, gives sharper slip lines and, as a result, EXAMPLE 3.6.2. We next verify second-order accuracy exhibits the rollup behavior expected from a Kelvinof the algorithm by solving the two-dimensional Euler Helmholz instability. equations for a gamma-law gas with radially symmetric smooth initial data. The results on a sequence of grids are compared to the ''exact'' solution obtained by solving the 3. with and Ȑ being the maximum wave speeds in the x-arises from the upwind handling of the transverse fluxes, whereas Lax-Wendroff uses a centered average for and y-directions, respectively.
For the scalar advection equation this gives an im-these terms. Similar improvement can be shown for linear hyperbolic provement over the standard Lax-Wendroff method, for example, as illustrated in [35] . The improvement systems using von Neumann analysis, as we now show. For the linear system q t ϩ Aq x ϩ Bq y ϭ 0, consider data of When the second-order corrections (39) are also included (but not propagated transversely), we obtain the form
. where i ϭ ͙Ϫ1 in this section. A linear scheme then gives
Finally, if we also propagate the second-order corrections transversely, where the ''amplification matrix'' T (, ) depends on the wave numbers and (and also, of course, on the particular T 2,2
A and B, as well as the mesh ratios ⌬t/⌬x and ⌬t/⌬y).
The method is stable in the 2-norm on a particular grid if (T (, )) Յ 1 for all and , where is the spectral ϫ (1 Ϫ e Ϫi⌬y )(e i⌬y Ϫ 1)(A Ϫ ϩ A ϩ e Ϫi⌬x ). radius. (see, e.g., [56] .)
We can test the stability of the methods on any given In general we can write system of linear equations by numerically computing max , (T(, )) over a discrete set of points , in
, where (T ) is the spectral radius of the matrix T. By doing this for different values of the mesh Ϫ ⌬t ⌬y (e i⌬y Ϫ 1) T B (, ), ratio ⌬t/⌬x ϭ ⌬t/⌬y and observing at what point this value exceeds 1, it is possible to estimate the stability limit. Note that the maximum value of the spectral radius will never where the T A and T B terms arise from considering the be less than 1 since T (0, 0) ϭ I. fluxes F and G, respectively.
This has been implemented in a matlab script that is The form of T A and T B is given below for various forms available in CLAWPACK. As a typical example we consider of the algorithm. The superscripts (m 1 , m 2 ) on the matrices the two-dimensional acoustics equations (40) with wave indicate exactly which method is being studied, as follows:
speed c ϭ 1, so that The stability limit for this case gives the stability limit on c⌬t/⌬x for general wave speed c, since c simply enters as For upwind differencing with no transverse propagation, a scalar factor. Table I shows the results for each method, and also for T
For the other algorithms we will only display T A to save
⌬t ⌬x AB(e i⌬y Ϫ e Ϫi⌬y )(1 ϩ e Ϫi⌬x ) space. The matrix T B can be obtained by replacing A, , ⌬x by B, , ⌬y, respectively, and vice versa.
. When transverse propagation of the first-order waves is included, we find that
The Lax-Wendroff method is stable only for c⌬t/⌬x Ͻ 0.7 T 1,1 
0.60 1.40 1.00 1.00 1.00 1.00 . We solution normal to each interface, and these are then split can think of first splitting this fluctuation into waves in the transverse direction using the eigenstructure in that direction. This is best illustrated with an example. But now these waves must be split at the interface into transmitted and reflected pieces. Only the transmitted where parts are used in defining the transverse fluctuations which modify the fluxes above or below this cell. The downward transmitted wave should be of the form The upward transmitted wave is of the form and ͱ ϵ 1. As initial data we take a plane wave with a single hump propagating in some direction at an angle to the grid and interface. We can easily compute the reflected and transmitted waves (see the CLAWPACK code and docu-ͱ
mentation for details). Figure 7 shows the initial data and true solution at time t ϭ 0.64 for the case studied. Figure 8 shows computed and we set results at this same time on two different grids. Along with the contour plot, two cross sections of the solution along x ϭ 0.6 and x ϭ 1.0 are shown. We observe good accuracy of both the transmitted and reflected waves.
In these computations the superbee limiter was used. Without a limiter, dispersive wave behavior would be seen with the second-order method, leading to spurious oscillaSolving first for ͱ 1 , ͱ 2 and then for ͱ 1 , ͱ 2 , we find that tions and phase errors. With the limiter there are no spurious oscillations and the limiters are apparently effective even as the wave interacts with the interface.
Boundary conditions for this two-dimensional computa- (50) tion are set in a subroutine that extends the solution to two rows of ghost cells along each side of the physical every cell, with a sharp interface aligned with the grid. the same way as discontinuities are smeared in a shock computation. Now the grid cells that are cut by the grid are assigned a value ij obtained by averaging (x, y) over the grid cell, Better accuracy at the interface can be achieved by combining the CLAWPACK algorithms with an immersed interyielding a convex combination of 1 and 2 . With many algorithms this type of averaging would lead to consider-face method, similar to methods developed in [36, 37, 39] , which can give second-order accurate results on a uniform able loss of resolution and the generation of numerical noise as the wave interacts with the smeared interface.
grid even when there are discontinuities that are not aligned with the grid. This was studied in [38] for the The nonconservative wave propagation methods developed here seem to be very robust. Figure 9 shows results acoustics equations and has also been extended to elasticity [63] . A discussion of this technique is beyond the scope of at the same time as before. The solution is nearly as good as when the interface was aligned with the grid. the present paper. Analysis of the error on slices away from the boundaries shows that in both cases the pressure is only first-order 3.9. Capacity-Form Differencing accurate, when measured in the 1-norm or max-norm. This is not surprising since the solution is not smooth as it passes
In two space dimensions, capacity-form differencing takes essentially the same form as in one dimension, with through the interface. Moreover, the velocities, which are discontinuous across the interface, are smeared in much the obvious extension of (33) to a form analogous to (28). EXAMPLE 3.9.1. As an example we consider advection We take u (x, y), v(x, y) ) to be a fixed velocity field, chosen so that of a tracer in a density-stratified flow. The density (x, y) is taken to be constant in time, and in this test problem varies only with y, e.g., As a specific test, consider flow over a hump with the Note that the area of the blob increases as it rises and decreases again as it falls. In this problem the area is not bottom topography given by conserved since it is the integral of q that is conserved, not the integral of q. The value of q remains 1 inside the B(x) ϭ Ͱ 1 ϩ ͱx 2 (56) blob since q remains constant along particle paths for the color equation. The severe stretching of the blob is due to the fact that the velocity increases exponentially with y, in the domain Ϫ1 Յ x Յ 1, B(x) Յ y Յ 1 (with Ͱ Ͻ 1). so that the top of the blob moves more quickly than the The velocity field is chosen by using the ''stream function'' bottom. Figure 10 also shows computed results on a 200 ϫ 100 grid using the superbee limiter. Using capacity-form differ-
encing the sum of ij q ij over all grid points is exactly conserved (to machine precision) until the time at which tracer begins to pass through the right boundary. to define 3.
Curvilinear Grids and Coordiante Mappings
In principle the capacity-form differencing introduced
, in Section 3.9 can be used to solve any conservation law on a curvilinear grid that can be smoothly mapped to a
uniform rectangular grid. This will be demonstrated here for advection and applied to the example of stratified flow from the previous section. so that condition (54) is satisfied. Dividing by gives the Consider the advection equation velocity field. Note that (u, v) is not divergence free and is not a stream function for this velocity, although it is (57) q t ϩ (u(x, y, t)q) x ϩ (v(x, y, t)q) y ϭ 0 true that contours of constant give streamlines of the flow. Note also that with the density profile (52), the veloci-in an irregular region of the x-y plane that can be mapped ties increase exponentially with y. This may not be reason-smoothly to a rectangle. Then equation (57) can be transable physically, but it does give a challenging test problem formed to an advection equation on the rectangle and that is easy to set up.
solved on a uniform Cartesian grid. The computational In the test below we use Ͱ ϭ 0.6, ͱ ϭ 10, and Ͳ ϭ 2.5. points will be denoted by ( i , j ) with i ϭ i⌬, j ϭ j⌬. Figure 10 shows the initial data and exact solution at time A grid mapping defines the relation between the point t ϭ 0.18 for data consisting of a circular blob of tracer:
( i , j ) and the corresponding physical point (x ij , y ij ). We assume that this mapping is defined by a differentiable function
Then the advection equation (57) can be transformed to as shown in Fig. 11 . We now solve the advection equation
Computational results are shown in Fig. 11 , again on a ϩ X (, )v(X(, ), Y(, ) ) 200 ϫ 100 grid as in Example 3.9.1. The results are quite similar and in the computation ͚ ij J ij q ij is exactly con-
. served (to machine precision). This is the proper quantity to conserve since it approximates the integral of q. Here J is the Jacobian of the grid transformation.
Even better results can be obtained by choosing the grid If the flow is divergence free, u x ϩ v y ϭ 0, then it is easy so that grid lines are streamlines of the flow. For this test to verify that û ϩ v ϭ 0 as well. Then (58) can also be problem with constant velocities this is easy to accomplish: written in the advective form
EXAMPLE 3.10.1. The stratified-flow advection problem Figure 11 also shows the grid and computed results, which are considerably sharper since the velocity is now zero in of Example 3.9.1 can be solved on a curvilinear grid that conforms to the bottom topography. One choice might be the -direction, minimizing numerical smearing.
In all of these tests (the Cartesian grid, Grid 1, and Grid 2) the superbee limiter was used and mild overshoots 
Euler equations the Roe averages are computed in rpn2 and then passed in a common block to rpt2. Again the and flow is over a hump with Ͱ ϭ 0.4 and ͱ ϭ 10 in (56) same routine rpt2 is also used in the y-direction, in which and the equation was solved up to time t ϭ 0.1. The exact case the input would be a fluctuation B * ⌬q resulting from solution can be computed by integrating backwards along calling rpn2 in this direction and the outputs of rpt2 streamlines using an ODE solver. To compute q(x, y, t) at would be interpreted as A Ϫ B * ⌬q ij and A ϩ B * ⌬q ij . any arbitrary point we solve
The user must also provide a routine that specifies the boundary conditions. This routine extends the data at the
start of each time step from the computational domain to a border of two ghost cells along each side.
YЈ(t) ϭ Ϫv(X(t), Y(t)), X(0) ϭ y,
A capacity function (x, y) can be specified as an array of values on the grid. In addition, a source term can be up to time t ϭ t and then included, so that the equations being solved have the form
. This has been done using the code LSODE from netlib,
The source term is handled by a fractional step (splitting) with a tolerance of 10
Ϫ6
.
method. In each time step the homogeneous hyperbolic Table II shows the 1-norm of the error in the computed system is first advanced over time ⌬t, and then the source solution as a function of ⌬ ϭ ⌬ as each grid is refined.
terms are advanced in each grid cell over the same time Good accuracy is observed on each grid. Note that the increment. An option allows the Strang splitting [55] to be curvilinear grids used here are not orthogonal.
used, in which the source terms are split into two half steps, one before and one after the hyperbolic step. Formally
THE CLAWPACK SOFTWARE
this gives second-order accuracy, but in practice an effect similar to what was analyzed in Section 2.4 for nonautoAll of the numerical results presented in this paper were computed with the CLAWPACK software, and the driver nomous systems is seen; the ''first-order'' splitting gives essentially as good results in the high-resolution context programs are available within CLAWPACK.
Details of the implementation and the use of CLAWPACK and requires less work per time step. In principle one could combine the second half step on the source terms from are given in [29] and within the software, and they will not be discussed extensively here. However, it may be useful one time step with the first half step on the next time step, which shows that the Strang splitting and ''first-order'' derivatives are approximated, and limiter functions are used to achieve high resolution. That approach is fundasplitting differ only in how the first and last time steps are handled (which is why no loss in resolution is observed). mentally different from what is used here in that it can summarized as ''first interpolate to the interface and then This would be more difficult to implement, however, since in CLAWPACK variable time steps can be automatically compute the flux by solving the Riemann problem.'' The wave-propagation approach is the other way around: ''first chosen based on a desired Courant number, which will change from step to step. solve the Riemann problem and then distribute the information.'' A variety of Riemann solvers and boundary conditions routines are provided in CLAWPACK, not only for the examConsider the interface between cells (i Ϫ 1, j) and (i, j). In the ''interpolate first'' approach, two values q Ϫ and ples presented here but also for other problems, including Burgers' equation, the isothermal equations, and shallow q ϩ to q(x i , y j ϩ ⌬y/2, t n ϩ ⌬t/2) are first obtained as approximations to the value at the interface a half time water equations. step forward in time. A Riemann problem is then solved based on these states to obtain the numerical flux. If
EFFICIENCY AND COMPARISON WITH
q Ϫ ϭ q iϪ1, j and q ϩ ϭ q ij then this would be just Godunov's
OTHER APPROACHES
method. The high-resolution method is obtained by defining q Ϫ , say, as an approximation to The solution of Riemann problems is typically a very expensive part of the procedure. These Riemann-based high-resolution methods are intended primarily for a cerq iϪ1, j ϩ ⌬x 2 q x ϩ ⌬t 2 q t , tain class of problems where discontinuities in the problem or its solution (or at least steep gradients) lead to difficulties with more standard finite-difference methods. For problems with smooth solutions it may be possible to ob-where q x is then approximated in cell (i Ϫ 1, j) by defining a slope in the x-direction based on the data in this cell tain better accuracy much more efficiently by using highorder methods that do not require Riemann solutions. and neighboring cells, using some form of limiter to avoid oscillations. The q t term is replaced by Ϫ( f (q) x ϩ g(q) y ) The wave-propagation algorithms in two dimensions require solving transverse Riemann problems as well as Rie-and then f (q) x ϭ f Ј(q)q x is approximated again using the x-slope, together with the Jacobian matrix and a charactermann problems in the normal direction. This Riemann solver may be much simpler than the normal solver, as istic extrapolation scheme while the g(q) y term is approximated by differencing Godunov fluxes in the y-direction. indicated in Section 3.2 for the Euler equations, but still this requires additional work. For many problems a viable This is just a brief sketch of the full algorithm; for details consult [13] . alternative is dimensional splitting, in which the onedimensional algorithm is applied in alternating sweeps in
In the wave-propagation approach we start by solving a Riemann problem between states q iϪ1, j and q ij . The inforthe x-and y-directions. This is included as an option in CLAWPACK, and for many problems this is nearly as effec-mation obtained is used to generate both the first-order updates and also the second-order corrections, since the tive as the full multidimensional algorithm at reduced cost. For other problems it appears that the multidimensional jump across each wave, divided by ⌬x, gives a characteristic splitting of an approximation of q x quite naturally. Transalgorithms are better. In some applications it may also be inconvenient to use a splitting technique. For example, in verse derivatives are defined by characteristic splitting of these waves in the transverse direction. an incompressible velocity field where x-and y-effects must properly cancel for conservation the use of the multidimenThe total amount of work appears to be similar between the two methods. With the ''interpolate first'' approach, sional method allows the advective form of the equations to be used to good advantage (as discussed in [35] ). Boundary at each grid interface one must do a characteristic decomposition of the slope q x (analogous to a Riemann solve), conditions may also be more difficult to impose with splitting methods. Unsplit methods are also most convenient solve a Riemann problem in the transverse direction to approximate g(q) y , and finally solve the Riemann problem in conjunction with adaptive mesh refinement or Cartesian grid treatments of irregular boundaries (e.g., [6, 7, 11] ).
between the states q Ϫ and q ϩ . With the wave-propagation algorithm one first solves a normal Riemann problem and The methods proposed here are related to other multidimensional methods proposed in the literature, some of then two transverse Riemann problems.
The wave-propagation algorithms appear to be a more which are mentioned in the introduction. In particular, it is interesting to compare this method with the approach direct generalization of one-dimensional algorithms. They generalizes easily to other hyperbolic conservation laws, of Collela [13] and the three-dimensional generalization of Saltzman [47] , which is similar in that one-dimensional and also allows extension to nonconservative equations and other problems as presented here. Riemann problems are solved at grid interfaces, transverse
