Since the outset of urban transportation planning in the USA during the 1950s, travel forecasting has been characterized by the solution of a sequence of models: trip generation, trip distribution, mode choice and traffic assignment, As is wellknown, inconsistencies exist among the input variables and the solution variables of these models, especially with regard to origin-destination travel times on congested road networks. Even as this solution procedure was being defined, practitioners recognized that some type of iterative solution was necessary. This requirement has become known as "solving the sequential procedure with feedback." Solving the sequential procedure (also known as the four-step procedure) with feedback is actually quite a difficult problem, both conceptually and computationally. The objective of this paper is to set forth the issues related to this matter in terms that are familiar and understandable to practitioners, and to illustrate the recommended procedures with computational examples based on an actual travel forecasting model.
INTRODUCTION

The seemingly simple notion of solving the Sequential Procedure (also known as the four-step procedure) with Feedback is actually quite a difficult problem, both conceptually and computationally. The objective of this paper is to set forth the issues related to this matter in terms that are familiar and understandable to practitioners as well as instructors of graduate travel forecasting courses. Since a rigorous, detailed understanding requires the use of mathematical notation and relationships, the use of words and flowcharts to describe these matters is an immediate challenge. An alternative to solving the Sequential Procedure with Feedback is to solve an integrated or combined model that represents the equivalent choices. Although we consider the solution of an integrated model to be superior, this approach is not available to many practitioners using existing travel forecasting software systems. See Boyce and Bar-Gera (2004) for a review of the status of these integrated models.
THE FEEDBACK CRITERION
The first question that must be addressed and settled concerns the question of what is the intended result of solving the Sequential Procedure with Feedback. That is, how do we know when the desired solution has been achieved? To discuss this question, we consider a version of the Sequential Procedure in which there are multiple modes, but only one mode has costs that increase with flow; the others have fixed costs. Therefore, only one route choice (assignment) problem is solved. Furthermore, we assume that origin and destination (production and attraction) inputs to the trip distribution model are fixed.
The initial solution of the origin-destination-mode (ODM) choice model results in a trip table that depends upon the initial road link costs and the fixed inputs. Assignment of the auto trip table to the road network results in an array of link flows and their associated link costs. If this link cost array is equal to the initially assumed link costs, this solution is said to be in equilibrium with regard to ODM choice and route choice. This condition would be met, for example, if the link costs were fixed.
Assuming the equality of link costs is not immediately satisfied, we require a condition that is independent of the initially assumed link costs. Two ways to state this condition are: 1. The usual procedure is to assume that the trip 
TYPES OF FEEDBACK
Several ways to solve the Sequential Procedure with Feedback have been defined and applied. We categorize them generally as follows: 1. Procedures that do not involve averaging of either trip tables or link flow arrays.
For short, we describe these as naïve feedback methods. 2. Procedures based on the formulation of the Sequential Procedure as a convex programming problem or a fixed point problem. In these special cases, algorithms can be constructed and their convergence to satisfy the above criterion proved. Examples are algorithms proposed by Evans (1976) and BarGera and Boyce (2003) . 3. In cases in which a convex programming problem is not known to exist, one can appeal to methods related to optimization problems, and apply the Method of Successive Averages (MSA) or average solutions with Constant Weights (CW).
A NAÏVE FEEDBACK PROCEDURE
Discussions with practitioners regarding how they solve the Sequential Procedure with Feedback led to the following statement, as shown in Fig. 1 (2)]. In some variants, costs or speeds from successive feedback loops are sometimes averaged in an attempt to dampen oscillations. 4. Repeat step 3 a predetermined number of times n. The final trip table d(n) and link flow array f(n) are the answer to the Sequential Procedure. What conclusions can one draw about this feedback procedure? First, since the final result depends upon congested link flows and link costs, it is likely to be preferred to the initial solution based on the assumed link flows. Second, the procedure does not invoke any test to determine whether the final trip table d(n) is in equilibrium with the final link costs c(n), so one cannot claim that the procedure has reached equilibrium. Third, what one can conclude is that the ODM choice and route choice models have been solved several times with different assumptions about the input link flow array, f(0), f(1), f(2), … f(n-1). One cannot conclude anything about the validity of the solution.
PROCEDURES BASED ON INTEGRATED OR COMBINED OPTIMIZATION FORMULATIONS
The first successful attempt to devise a travel forecasting model, by Beckmann et al (1956) , proposed a single, rather general model of origin-destination choice and route choice. That is, they did not propose to solve a sequence of models, but included both OD choices and route choices over the network in a single, integrated model. Beckmann did not devise a way to solve the model; indeed, he has stated that he never imagined that it would be solved for large networks and zone systems. His model was so advanced for its time that virtually no one understood its significance. Nearly 20 years passed before a connection was identified between Beckmann's formulation and the Sequential Procedure devised by early practitioners about the same time. One person who described this connection was Evans (1976) ; she devised a procedure for solving the problem, which has since been shown to be somewhat practical for large networks Bar-Gera, 2003, 2004) . By then, however, the Sequential Procedure was so ingrained in the thinking of both academics and practitioners that hardly anyone noticed that Beckmann's model, and its descendents, could now be solved. From the vantage point of the formulation of Beckmann and the algorithm of Evans, the answer to the feedback question is immediately apparent. The unknown variables of the formulation are trip tables d and link flow arrays f, just as in the above representation of the Sequential Procedure. Beckmann's formulation was stated as a constrained optimization problem, which simply means the minimization of a function of d and f, subject to some definitional constraints. Let us denote this function as F(d, f), which we assume to be convex, meaning that it is generally Ushaped and therefore has a unique minimum. The definitional constraints are that the OD-auto flow equals the sum of the route flows for each OD pair, and that the route flows are greater than or equal to zero. Through the analysis of this problem, one learns some facts about the conditions that describe the desired equilibrium, where "e" following a variable symbol in parentheses denotes the equilibrium solution: properties often attributed to Wardrop (1952) : for each OD pair, at equilibrium all used routes have equal and minimal travel costs. Thus, the OD table is based on travel costs corresponding to minimal cost routes on which all flows occur. 3. In a practical sense, the problem must be solved in terms of real-valued variables and not with integers. This requirement is necessary for achieving the convergence of the solution. The resulting values may be readily interpreted as average weekday flows, and do not diminish the validity of the model. The Evans algorithm for solving this model looks very similar to the Sequential Procedure, but with some critical differences from the Naïve Procedure in three important respects: 1. an averaging step with a weight, or step size, determined by a line search based on an objective function F defined on
, and fˆ, assures the convergence of the algorithm; this averaging step is crucial in finding the equilibrium solution, and provides a strong hint that averaging of the solution variables is necessary to solve the sequential procedure with feedback; 2. a convergence check is added, which provides a well-defined stopping criterion; 3. the route choice model is a simple assignment of the total OD-auto flow to the minimal cost route for each OD pair, known as all-or-nothing assignment.
As noted, the Evans Algorithm finds the solution in terms of link flows as well as OD flows. Equilibrium route flows are not determined; therefore, the assignment portion of the algorithm may be termed link-based. Evans's assignment procedure is effectively the same as the link-based algorithm for solving the assignment problem with a fixed trip table, also proposed in the early 1970s based on Frank and Wolfe (1956) . Although the Evans Algorithm may be considered to be useful for practice, its convergence is relatively slow; however, it is definitely preferred to the Naïve Procedure. Reasons for the poor performance of the algorithm are the slow convergence of the assignment method plus the need to recompute the trip table following each all-or-nothing assignment and line search. Following Evans's contribution, two route-based algorithms were implemented for assigning fixed trip tables to large networks: Bothner and Lutter (1978) and Larsson and Patriksson (1992) . These algorithms were the first attempts to represent the solution of the assignment problem in terms of route flows rather than link flows. Then a new assignment algorithm, called Origin-Based Assignment, was devised by Bar-Gera (2002) . This algorithm was initially motivated by the idea of representing the route flow solution in a more efficient way. Initially implemented for solving the route choice problem for a fixed trip table, Bar-Gera later adapted his algorithm to solve an integrated model of OD, mode and route choice. The algorithm, implemented on the zone system and road network of Chicago, showed remarkably precise and fast convergence, as compared with Evans Algorithm and the Sequential Procedure with Feedback (Bar-Gera and .
The descriptions of the Evans and Origin-Based Assignment Algorithms are incomplete without specifying the convergence criteria. Two convergence criteria are needed, one for the trip table and another for the link flow array. For the trip table, we consider a simple criterion, the Total Misplaced Flow (TMF), which is the sum of the absolute differences of zone-to-zone ODM flows in the main problem solution d and subproblem solution dˆ. If these two tables are equal, the algorithm has converged with regard to the trip table. For the route and link flow portion of the problem, we begin with a statement based on the intuitive notion of the Total Excess Cost (TEC). As noted, at user-equilibrium all used routes have equal and minimal travel cost, so there is no excess cost in the network. For non-equilibrium solutions, however, flows with longer or excess costs are present on some routes. Therefore, for each OD pair, we determine the difference between each used route's cost and the minimal cost, weighted by the used route flow, and sum over all used routes for that OD pair to obtain the OD-auto excess cost. If we sum this quantity for all OD pairs, we obtain the TEC in the network, which is directly computed by the Origin-Based Assignment algorithm, as well as route-based algorithms. Remarkably, it can also be computed for any feasible link-based flow solution as well. To do so, one computes the link travel costs associated with the feasible link flow solution, and performs an all-or-nothing assignment, given these costs. The total travel cost of these two solutions may be computed separately by multiplying each link flow times the link cost, and summing over all links. The total cost of the feasible solution less the total cost of the all-or-nothing solution, evaluated as stated, is the TEC.
The Total Excess Cost is known in constrained optimization methods as the Gap. In assignment methods used in practice, an Objective Function may be defined on the link cost performance functions. The value of this Objective Function minus the Gap provides a Lower Bound on the Objective Function. The Relative Gap is then defined as the ratio of the Gap to this Lower Bound. The goal, of course, is to reduce the Relative Gap to zero.
These two criteria, one for trip tables and one for link flows, provide intuitive and useful measures for evaluating any feasible solution, that is any solution that satisfies the origin inflows and destination outflows, as well as that the sum of route flows equal OD-auto flows for each OD pair. To my knowledge, these criteria are not generally applied by practitioners.
PROCEDURES FOR INTEGRATED MODELS WITHOUT AN OPTIMIZATION FORMULATION
The above explanation is well and good for the limited case of formulations with an equivalent convex optimization formulation. But what about other formulations and especially procedures applied in practice? For over 25 years it has been generally understood that the weights yielded by the line search step of the above algorithms can be replaced by predetermined weights, based on the properties of the Method of Successive Averages (MSA). This method becomes useful when no objective
usually applied with MSA are 1/k, where k is the loop number. The sequence of sub-problem weights generated by this method, then, are 1, 1/2, 1/3, 1/4, 1/5, … . MSA can be proven to converge to the equilibrium solution, but the convergence may be quite slow.
Recent computational experience revealed that using Constant Weights instead of the decreasing weights of MSA may yield an improved result (Bar-Gera and Boyce, 2006) . In this case, the values of (1/k) in Fig. 2 are replaced by a constant weight between 0 and 1; a value near 0.5 was found to work well, but a range of weights should be tried to determine the best one for a given network and scenario.
In the experiments reported in the next section, both MSA and Constant Weights were applied. A flowchart showing this procedure for link-based, route-based and origin-based user-equilibrium assignment is shown as Fig. 2 . In this procedure, the successive trip tables are averaged with MSA, and the resulting auto trip tables are assigned to the road network to determine the link flows and minimal or average OD auto travel costs needed for feedback. In this scheme, convergence of the feedback procedure is checked with the trip table only; convergence of assignments is checked at the assignment step within each feedback loop.
COMPUTATIONAL EXPERIMENTS
Computational experiments to compare Naïve Feedback, the Method of Successive Averages and averaging with Constant Weights were performed using the model of the Capital District Transportation Committee, Albany, NY, implemented in the PTV software system VISUM. The model has five classes of travellers with a total evening peak period OD flow of 313,082 persons per hour. The Sequential Procedure for this model was solved using the Naïve Feedback procedure and using the procedures described in Section 6 for models not having an optimization formulation. Two solutions were obtained, one using the MSA, and the other using Constant Weights (CW) equal to 0.6 for d and 0.4 for dˆ. The convergence of the Assignment step was terminated once a Relative Gap of 0.0001 was reached.
Convergence of the three solution methods was compared the Total Misplaced OD Flows (TMF) of the trip table and the number of iterations required to reach Comparison of the number of assignment iterations required to reach a Relative Gap of 0.0001 for the three solutions is shown in Fig. 4 . The minimum number of iterations required for Naïve Feedback is 12 per loop, increasing after the 6 th loop. The MSA and CW methods achieve the minimum number of 2 iterations in the 6 th loop, with CW requiring fewer iterations overall.
In summary, the results demonstrate that averaging of solutions is necessary to achieve convergence of the Feedback procedure. In the results presented here using VISUM's route-based method, the origin-destination-route flows are updated following the averaging of the trip table. If a link-based assignment algorithm were used instead, then a new solution of the Assignment problem would be required, as it is not possible to update a link flow solution to agree with an updated trip table.
RECOMMENDATIONS FOR PRACTICE
Based on the above explanation and computational results, what can we offer as recommendations for the near term and the more distant future? 1. What has been described here as Naïve Feedback is relatively ineffective for solving the Sequential Procedure with Feedback, and should not be used. Just how ineffective it is for large-scale applications remains unknown; however, Naïve Feedback is clearly ineffective for congested road networks. 2. Performing any type of feedback computations is only useful if measures of convergence are computed. Otherwise, the practitioner has no basis for deciding how many feedback loops to perform, or how to compare solutions for different networks and models. 3. For link-based assignment algorithms, feedback procedures applied in practice sometimes involve averaging of the link flow array from feedback loop to feedback loop using MSA-based weights. While this procedure is likely to be preferable to Naïve Feedback, its convergence should be examined closely. 4. The way in which OD costs are determined from link costs should be compatible with the way that OD flow is assigned to the road network: a) if the OD flows are assigned to minimal cost routes, as in link-based assignment, then minimal OD costs must be used in the procedure; b) if route proportions are determined to allocate OD flows, as in origin-based and route-based assignment, then average OD costs should be used. 5. Route-based and origin-based assignment algorithms, as integrated into a larger choice model, appear to have definite advantages for finding the equilibrium solution of integrated models of OD, mode and route choice. These algorithms allow route and link flows to be updated each time the trip table is adjusted. Therefore, in this procedure trip tables are averaged together using a Constant Weight, MSA or a weight from a line search, as appropriate. 
