This paper focuses on the computational efficiency of parallelized finite element method (FEM) for coupled thermo-hydro-mechanical (THM) problems. The numerical analysis of THM coupled problems in porous media is an important subject for many geo-engineering tasks such as engineering of geothermal reservoirs, nuclear waste management and CO 2 sequestration. However its calculation is computationally very expensive. Improvement of the computation time is required to expand applicability of the method. Parallel computing is one of the ways to provide it speed-up. In this study, parallelization efficiency on solving the coupled THM problems is presented with several simple tests as well as an application to a three dimensional geothermal reservoir modeling. Tests were conducted using a parallelized FEM code, GeoSys/Rockflow, and a Linux cluster system, LiClus at UFZ. Results show that the parallel computation scheme effectively reduces the calculation time for solving coupled THM problems. It was also found that its parallelization could affect solver behavior. Reducing communication time between cluster nodes is desired to use parallel computing more efficiently.
INTRODUCTION
The numerical analysis of multi-field problems, e.g. thermo-hydro-mechanical (THM) coupled problems in porous media is an important subject for many geo-engineering tasks such as the management of geo-resources (e.g. engineering of geothermal, oil and gas reservoirs) as well as waste management (e.g. chemo-toxic and nuclear waste, CO 2 sequestration) 1), 2), 3) . For engineering of geothermal resource, the use of computer modeling in the planning and management of the development of geothermal fields has become standard practice during the last 20 years. During that time models have been developed for more than 100 geothermal fields worldwide 4), 5) . Due to geological complexity and the number of processes involved, such as geometry, hydraulics, thermal effects, geochemical reaction and stress changes, numerical methods have been widely used for geothermal reservoir simulation 6) . The analysis of coupled processes, in particular feedbacks of mechanical, thermal and geochemical effects to the flow system, is important for both hydrothermal 7) and hot-dry-rock (HDR) systems 8), 9), 10) . Numerical THM models have been developed and applied to several HDR sites such as Soultz-sous-Foréts in the Rhine Valley 11) and Urach Spa in the Swabian Alb 12) . More recently, chemical effects are included into the coupled analysis 13 ), 14), 15) . One of the key questions hereby is how dissolution and precipitation processes can change the pore structure and therefore the reservoir permeability. Discrete fracture network (DFN) models are available for the simulation of fluid, mass and heat transport even for realistic geological structures, e.g. for the Soultz HDR reservoir 16 ), 17) . Their applicability in the context of fully coupled THM analysis, however, is still restricted to simplified problems 18) . Equivalent porous media approaches are used for THM analysis of fractured rock instead 19) . From the mathematics point of view, THM processes lead to a non-linear coupled initialboundary-value-problem (IBVP) which needs to be solved numerically. Among the available numerical methods, finite differences, volumes and elements (FEM) are mainly used 20), 21), 22), 23), 24), 25) . Irrespective of the specific numerical method, the calculation of coupled THM problems is very expensive. This is mainly due to two reasons: degree of freedom (i.e. number of field variables) and strong coupling among non-linear processes.
There are several ways to improve the computational efficiency, e.g. more efficient numerical algorithms, optimization of memory management in the code, and parallelization techniques. Among them, parallel computing provides the most powerful speed-up. Thanks to the decreasing hardware cost in the past years, the parallel computation is becoming very attractive for applied research 26), 27), 28), 29), 30) . This paper focuses on the computational efficiency of parallelized FEM for coupled THM problems. Parallelization effects on solving the coupled THM problems are presented with three simple tests from aspects of a mesh size, coupled problems and coupling iteration. Improvement of computation time is shown in an application to a three dimensional geothermal reservoir modeling.
THEORY (1) THM coupled processes in porous media
Fully coupled THM processes and their governing equations, including thermal water flow, advective-diffusive heat transport and thermo-elasticity, are briefly described in this section. Material properties of geothermal fluids are non-linear functions of salinity, temperature and pressure 31), 12) .
a) Heat transport
For heat transport problem, we consider advective and diffusive fluxes in saturated porous medium. The governing equation of heat transport is 
where s S is specific storage, p fluid pressure, k intrinsic permeability, μ fluid dynamic viscosity, g gravity acceleration, z the reference depth, u solid displacement vector and f Q fluid source/sink term. c) Thermo-poro-elastic deformation Thermo-poro-elastic deformation is described by the momentum balance equation in the terms of stress tensor as
where σ is effective stress tensor of the porous medium, b α is the Biot's constant with
Δ is temperature increment, I is identity tensor. The density of the porous medium is composed by two phases, liquid and solids
. Displacement u is the primary variable to be solved by substituting the constitutive law for stress-strain behavior
with C , a forth-order material tensor and ε , the strain. The elasticity tensor C is,
where δ is the Kronecker delta,
is the so called Lamé constant with Poisson ratio ν .
(2) Parallel FEM
We used an object-oriented Finite Element software GeoSys/Rockflow 24) to solve the above partial differential equations. Jacobi preconditioned BiCGStab is used for a linear solver. Coupling of THM processes are solved in an iterative way.
The parallelization method is based upon the domain decomposition concept in order to split the topological discretization of whole model domain (i.e. finite element mesh) into several sub-domains. Then the finite element contributions are assembled for each of those sub-domains. Finally the sub-domain contributions are reconciled to obtain a solution of the original problem for the whole domain. In general, the parallelization concept consists of following three basic steps: (1) domain decomposition, (2) partitioning of global assembly of the algebraic equation systems; i.e. assembly of local sub-domain matrices and vectors of each T-H-M process, and (3) partitioning of the global linear solver. We consider geometric parallelism, which means that all CPU nodes of a parallel machine run the same code for the existing domain decomposition. Message Passing Interface (MPI) is used to make parallel computation. The domain is decomposed with excellent software METIS 32) . The parallel finite element method for THM coupled problems is in detail described by 33) , 30) .
(3) Compute cluster
The study is conducted on LiClus, a Linux cluster system at the Helmholtz Centre for Environmental Research (UFZ) in Germany. Hardware environment of LiClus is summarized in Table 1 . The computation-cluster is a hybrid-system in terms of memory-distribution. Having 16 cores on one machine and 64GB RAM as a distributed shared memory, one core can allocate more than the directly associated 4GB RAM per core by using HyperTransport links, which interconnects the CPU/Memory-Modules.
LiClus features 256 cores and 1 TB RAM on 16 nodes. All compute-nodes are connected within a switch based star-shaped network topology based on 10 Gbit Infiniband.
The management-node provides a common network files system (NFS) reachable from all compute nodes. All cluster-resources are managed by the Sun Grid Engine working as a queuing-system supporting sequential and parallel jobs. In this manner it is possible to have a balanced spreading concerning the running jobs, which is the default behavior or submitting jobs to a dedicated node.
PARALLELIZATION EFFICIENCY OF COUPLED THM MODEL
Parallelization efficiency of the coupled THM modeling is presented with three simple studies. The aim of the studies is to investigate effectiveness of the parallelization scheme depending on a mesh size and involved physical processes. The studies were conducted with GeoSys/Rockflow on LiClus.
In the finite element (FE) analysis of coupled THM problems, computation time depends mainly on number of field variables and coupling among processes. The number of field variables is related with a mesh size and solved physical processes, i.e. number of matrices and size of each matrix to be solved. Because coupling among the process is made in an iterative way, more coupling iteration count means more computation time because it requires recalculation of all processes each time.
Therefore, we evaluated effect of the parallelization scheme, i.e. speed-up of computation time, from the following three aspects: 1) a mesh size, i.e. number of elements, 2) solved physical processes and 3) coupling iteration count. Speed-up was quantified as (1) / ( ) t t N with t computation time, N number of CPUs. We measured computation time of second time step, not the total simulation time, in order to clarify the effects on a calculation process to construct matrices and solve them.
(1) Number of elements
To investigate the influence of increasing number of elements on speed-up, we conducted numerical simulations using three meshes. The meshes have different spatial discretization size, i.e. different number of elements. To focus on the effect of different number of elements, only heat diffusion process was simulated. Numerical model used in this study is illustrated in Fig.1 . Its geometry is a cuboid shape with 100m length. Initial temperature of the domain is 298K. 308K is set to one corner point on the top surface as a boundary condition. Material parameters used in the study are shown in Table 2 . We prepared three FE meshes with different number of elements: almost 0.01, 0.1 and 1.0 million hexahedral elements ( Table 3) . The meshes have a homogeneous element size over the domain. Time step corresponding to spatial discretization size was determined by the Neumann criteria. Speed-up curves in CPU time with the three meshes are illustrated in Fig.2 . The results show that speed-up was almost same for all three meshes using up to 32 CPUs. For larger number of CPUs, the speed-up curves were different as the parallelization effects were getting close to each limitation due to applied mesh size. The simulation using 0.01 million elements had no further speed-up with 128 CPUs. It means that, for the problem with 0.001 million elements, maximum speed-up was obtained using 64 CPUs and the speed-up, in other words, limitation of the parallelization scheme, was around 23 times. For 0.1 and 1.0 million elements, although the models had still got speed-up with 128 CPUs, both were showing less increase of speed-up against increase of number of CPUs. 
(2) Solved physical processes
To see the effect depending on solved processes, we compared speed-up for four physical problems including coupling: 1) Thermal process, i.e. heat diffusion problem, 2) Hydraulic process, i.e. fluid flow problem in saturated porous media, 3) Thermo-Hydro (TH) coupled processes, 4) Thermo-Hydro-Mechanical (THM) coupled processes. Fluid property is constant in this study. Fig.4 illustrates a numerical model for the problems. Geometry of the model is same as the previous study. Thermal process has an initial temperature of the domain with 423K and a boundary condition with 343K at one corner point on the top surface. Hydraulic process has initial fluid pressure of 44MPa.
Fluid flux of 2.0·10 -5 m 3 /s is given at the point used as a boundary condition of temperature. The opposite corner point on the bottom plane has a boundary condition with 44MPa. Mechanical process has no deformation at the boundaries. Material parameters are shown in Table 4 . The study uses a FE mesh with 17,576 nodes and 15,625 hexahedral elements. Please notice that, in this study, CPU time is used as computation time to calculate speed-up. Speed-up curves for the different physical processes are compared in Fig.5 . The curves show that effectiveness of parallelization depends on solved processes. Solving THM coupled processes obtained the highest speed-up for any number of CPUs. The calculation time with 128 CPUs was more than 80 times faster than that with single CPU. The lowest one was Hydraulic process with maximum 6 times speed-up. The second highest was Thermal process with maximum 28 times speed-up. The effectiveness on TH coupled processes was nearly 12 times speed-up which is between the two individual processes. These findings indicate that parallelization of Hydraulic process is not as effective as that of Thermal process so that the poor effectiveness is also included in coupled TH processes. Calculation of fluxes which has not been parallelized yet might be a reason for the poor efficiency on Hydraulic process. The results also show that speed-up limitation for coupled THM processes is much larger than that of other processes although it used the same mesh as others. Calculation of other processes obtained no further speed-up after 64 CPUs. On the other hand, computation of the coupled THM processes had still strong increase of speed-up with 128 CPUs. The reason of the difference might be explained with difference of data size processed in parallelized codes. The data size here means matrix size, i.e. number of matrices and dimension of each matrix to be solved. THM coupled processes include coupling of three physical problems, i.e. three matrices. While Thermal and Hydraulic processes use linear hexahedral elements, Mechanical process uses quadratic elements with twenty nodes. Moreover, as a vector data, deformation, is used as a primary value to solve the process, one node has three unknown values. For instance, with the cuboid mesh used in this study, matrix dimension of Mechanical process is nearly 12 times larger than that of Thermal process or Hydraulic process. Therefore, data size of THM coupled processes is much larger.
(3) Coupling iteration count
The effectiveness for different coupling iteration count was investigated by introducing nonlinearity to fluid property. We compared speed-up for the coupled THM modeling with different fluid property: 1) constant during a simulation and 2) a function of pressure and temperature. Numerical model and a FE mesh are same as the previous study. Computation time to calculate speed-up is CPU time.
From the results, it was found that coupling iteration count of the model with variable fluid property was nearly two times higher than that with constant fluid property. Fig.6 illustrates speed-up curves for the two THM coupled modeling. After 16 CPUs, parallelization of the model with constant fluid property was almost two times effective than the modeling with variable fluid property. It indicates that increase of coupling iteration count reduces the ratio of parallelized codes to a whole program. In other words, it reduces effectiveness of parallelization. 
APPLICATION
The parallelization scheme was applied to solve THM coupled problems in a three dimensional reservoir model for a Hot Dry Rock geothermal site at Urach Spa in south-west Germany. Improvement of computational efficiency is presented.
(1) Numerical simulation of a geothermal reservoir at Urach Spa Urach Spa location was originally designed as a scientific geothermal pilot project. The proposed boreholes (U3 and U4) dipole flow circulation system (i.e. a "doublet") are located 400m apart. Based on the large amount of scientific data available on the Urach Spa reservoir, we developed a three dimensional model of the reservoir system. Parameters relevant to reservoir fluid flow and heat transport that were used in the model were listed in Table 5 . The hydraulically active areas allowing the reservoir to be represented geometrically as a cuboid are 300m high, 300m wide and 800m long (Fig.7) .
The reservoir depth is between 3850m-4150m. Concerning the initial conditions ( 0 t = ), we assume linear depth-dependent hydrostatic pressure, lithostatic stress, and temperature distribution. The geothermal gradient according to the temperature logs in the reservoir depth range of U3 is ω = 0.3K/m:
at the lateral and bottom surface The injection well is considered to have an overpressure of 10MPa and the production well an under pressure of 10MPa. Fluid injection temperature is assumed to be 50°C 12) .
Fig.7
Geothermal reservoir model with a borehole doublet (U3 and U4) Hexahedral elements are used in a mesh with 6600 elements and 7920 nodes. Fig.8 shows an example of a decomposed mesh for parallel computing with 8 CPUs. Simulated reservoir cooling after 15 years heat exploitation is presented in Fig.9 . CPUs does not reduce anymore. This is due to two reasons: First, with increasing numbers of domains the inter-processor communication increases, i.e. there is a usual saturation of the speed-up depending on the problem size. For the rather small problem size (6600 elements) the use of more than 8 CPUs is not sufficient. Second, the job management system is automatically distributing the parallel job on available CPUs which may be located on different nodes. The interconnection between the nodes is a bottleneck for Cluster machines. The used Linux cluster "LiClus" consists of nodes containing 8×DualCore CPUs which are connected via Infiniband. The parallel speed-up, therefore, also depends on the distribution of the parallel job on the cluster nodes. The study also revealed that the parallel computation affected iteration count for a linear solver (a Jacobi preconditioned BiCGStab) and coupling.
Iteration count of the linear solver for Mechanical process varied with increasing number of CPUs (Fig.12) . Maximum iteration count on 4 CPUs was 1843, which is 60 % more on single CPU. Solving the fluid flow equation had almost constant count with parallelization. Heat transport equation was similar on the parallel computer, while it needed more iterations than single CPU. 
SUMMARY
Parallel computing is an important tool to expand applicability of the coupled thermo-hydro-mechanical (THM) model, for instance, larger scale modeling and uncertainty assessment with Monte-Carlo simulation. This paper presented analysis of parallelization efficiency for the fully coupled THM modeling, which is developed based on the general balance equations for fluid mass, momentum, and thermal energy as well as constitutive equations for variable fluid properties, thermo-poro-elastic deformation. The performance was evaluated with a parallelized FE code GeoSys/Rockflow using Message Passing Interface (MPI). The employed hardware environment for the analysis was a Linux cluster system, LiClus at UFZ.
Three simple studies were made to investigate efficiency of the parallelization scheme from aspects of number of elements, solved physical processes and coupling iteration. The results showed that the effectiveness on solving the heat diffusion problem was almost same regardless of number of elements, although maximum speed-up obtained was higher with larger number of elements. In addition, the speed-up by parallelization with certain number of CPUs was different depending on solved physical processes. Solving coupled THM model showed the highest speed-up. Lowest speed-up was found for Hydraulic process. Moreover, it was found that increase of coupling iteration count reduced parallelization effect. The application to a geothermal reservoir modeling demonstrated significant reduction of the simulation time. It also showed parallelization could affect iteration count for a linear solver and coupling.
In this study, decreasing the communication time was found as an important task. Although excellent speed-up was obtained in CPU time, practical speed-up, i.e. in elapsed time, was much lower due to increase of the communication time between nodes. Except for code modification, it might be effective to prioritize job distribution on LiClus to efficiently use Infiniband which can transfer data with large bandwidth. Further investigation of parallelization influence on solver behavior is also required.
