Abstract: Tensor inducing a Frobenius induced character leads to a sum of characters where each summand is given by first tensor induction, then Frobenius induction. This qualitative statement is made precise. As an example, tensor induction of monomial characters is considered. The starting point for this paper was the question how to describe the character which results from applying tensor induction to a sum of characters or to a character induced from a subgroup; this is a problem very similar in spirit to working out a power of a sum but it poses a notational problem. The description offered here uses the concept of inductible maps and their induction. The precise definition of inductible maps and a description how they can be induced are given in Section 2; it uses the language of G-sets (where G is a group, mostly assumed finite) and G-maps. Consequently, these form the topic of Section 1, which contains some basic lemmas and the definition of the tensor product of two G-sets. Inducing an inductible map leads from (generalized) characters to (generalized) characters and is flexible enough to include addition, multiplication, ordinary (Frobenius) induction and tensor induction of class functions; it also describes Mackey decomposition at no extra cost. The answer to the question above is then given in Section 3. As a corollary, one finds that tensor inducing a sum of monomial characters leads again to a sum of monomial characters. In Section 4, transitivity of this 'new' (it isn't) induction process is proved by giving an explicit description of the sets and maps involved.
Abstract: Tensor inducing a Frobenius induced character leads to a sum of characters where each summand is given by first tensor induction, then Frobenius induction. This qualitative statement is made precise. As an example, tensor induction of monomial characters is considered.
Key Words: group representation, character theory, tensor induction Mathematics Subject Classification: 20C10; 20C15; 20C20
The starting point for this paper was the question how to describe the character which results from applying tensor induction to a sum of characters or to a character induced from a subgroup; this is a problem very similar in spirit to working out a power of a sum but it poses a notational problem. The description offered here uses the concept of inductible maps and their induction. The precise definition of inductible maps and a description how they can be induced are given in Section 2; it uses the language of G-sets (where G is a group, mostly assumed finite) and G-maps. Consequently, these form the topic of Section 1, which contains some basic lemmas and the definition of the tensor product of two G-sets. Inducing an inductible map leads from (generalized) characters to (generalized) characters and is flexible enough to include addition, multiplication, ordinary (Frobenius) induction and tensor induction of class functions; it also describes Mackey decomposition at no extra cost. The answer to the question above is then given in Section 3. As a corollary, one finds that tensor inducing a sum of monomial characters leads again to a sum of monomial characters. In Section 4, transitivity of this 'new' (it isn't) induction process is proved by giving an explicit description of the sets and maps involved.
G-Sets
We need a few facts about G-sets. They are all very elementary and probably well known. We state them to get the generalities out of the way. Notation is standard; in particular, stabilizers in G are denoted by subscripts. Maps are mostly written on the right, as is the G-action. In the following, X and Y are G-sets. Proof: Easy.
Lemma: Orbits
Let
Lemma: G-Maps
Let X and Y be G-sets and let X = Proof: The inverse sends (y i ) i∈I to the G-map α well-defined by igα = y i g.
In the following, as in the next sections, R is a commutative ring with 1.
Lemma: Distributivity
Keep the notation of the previous lemma and assume that X and Y are finite. Further let T : Y → R be any map. Then the following holds: 
T (iα) .
Proof: The first statement is just distributivity in R combined with 1.2. The second follows from this by observing that for α ∈ [X, Y ] G , one has αµ = id X if and only if iα ∈ Y (i) ∀i ∈ I.
Definition: Tensor products of G-sets
Only part of the following construction is needed in this paper. Still, it may clarify the concept to state it in more generality. So let X and Y be G-sets. Then their tensor product X ⊗ G Y = (X × Y )/G is by definition simply the set of G-orbits on X × Y ; one then denotes by x⊗y the orbit containing (x, y) . This will look more familiar if Y is considered as a left G-set by defining gy = yg −1 because then xg ⊗ y = x ⊗ gy.
Remark:
So far, X ⊗ G Y is just a set, but it will be an H-set in the obvious way if Y is a G-H-biset,
The name 'tensor product' is justified by the fact that the tensor functor is adjoint to the
This is easily seen by observing that the natural isomorphism of sets
is an G × H-map, and then taking fixed points. We concentrate here on two special instances: [2] , §80 for more information. In particular, Theorems 80.26 and 80.37 in [2] (minus the finiteness assumptions made there) are precisely Frobenius and Dress reciprocity.
Remarks:
Let H ≤ G. 
With different notation, this is a special case of Lemma 1.2 (assume that X is transitive).
(ii) Let N G and G = G/N . If X is a G-set, we can form the G-set X = X/N consisting of the N -orbits on X; clearly X is isomorphic to X ⊗ G G G . A natural example of this kind is X = N with G acting by conjugation. Then X/N consists of the conjugacy classes of N , permuted by G (or G).
(iii) A word of warning is in order: If M is an RH-module, then it is also an H-set. One can therefore use it to construct the induced G-set M ⊗ H G as just described. However, it is not a good idea to denote the result by M G , because this notation is routinely used for the Frobenius induced of M , i.e. for M ⊗ RH RG, which is a G-module (and therefore also a G-set). If H = G, the induced set and the induced module are not isomorphic as G-sets: the induced module contains a point (namely 0) fixed by G, whereas all stabilizers of elements of the induced set are conjugate to subgroups of H. 
Remark: Piecemeal G-sets
jG is a G-set and for every j ∈ J a G j -set X j is given, then one can construct
Again, we will use the notation X y = {x ∈ X | xα = y}. There is a slight ambiguity here for the X j 's. However, X j is canonically embedded into X, and its image is just the inverse image of j under α. This construction can be extended to maps: if for any
These constructions will be repeatedly used in the Section 4.
Inductible Maps
Everybody working in group representation theory is familiar with Frobenius induction, which constructs to a class function ϕ of a subgroup H ≤ G a class function ϕ
Of course, this may not make sense if |G : H| is infinite. So we assume from now on for the rest of this paper that all groups G considered and all occurring G-sets are finite, unless otherwise stated. Somewhat less popular then Frobenius induction, but occasionally useful, is tensor induction, introduced by Berger in [1] and also used by Dade and Isaacs. For the readers convenience, we review the construction briefly.
Definition: Tensor induction
Let X be an R-module on which the group H acts; for every n ∈ N then, H n acts in the obvious way on the n-fold tensor product X ⊗ R . . . ⊗ R X. We have also a natural action of the symmetric group
Similarly, S n acts on H n ; these actions are compatible. Therefore, X ⊗ . . . ⊗ X is a module for the semidirect product S n H n ; this group is also known as the wreath product H S n . Now let G be a group containing H as a subgroup of index n, say, and let {r 1 , . . . , r n } be a set of right coset representatives. Then for any c ∈ G, we have
G → H S n turns out to be a homomorphism, we can view X ⊗ . . . ⊗ X as G-module via ϕ. This module is then called the tensor induced module and written as X ⊗G . The notation is justified by the (easily checked) fact that a different choice of representatives r i = a i r iτ (with a i ∈ H and a permutation τ ) will lead to a map ϕ which differs from ϕ only by an inner automorphism of H S n (more precisely, ϕ is ϕ followed by conjugation with τ a 1τ −1 . . . a nτ −1 ∈ H S n ), and will therefore define an isomorphic G-module. If X has a finite R-basis, then so has X ⊗G and one can calculate the trace of c ∈ G on
Hg j C be the double coset decomposition (i.e. the decomposition of [G : H] into C-orbits). If n j := |Hg j C : H| is the orbit length, then a set of coset representatives for H in Hg j C is {g j c t | t = 0, . . . , n j − 1}. Using these and writing 
If one replaces tr X on the right hand side of this formula by an arbitrary class function γ of H, then
is called tensor induction. The connection with the module construction just described motivates the name and shows that the tensor induced of a character is a character. (For more details on tensor induction, see [2] , § 13, and [1] .)
Remarks:
(i) At this point, we have defined tensor induction to construct a G-module from an H-module (H ≤ G), but also to construct a G-set from an H-set (in 1.4). As for Frobenius induction, one has to be careful in case M is an RH-module (compare 1.6), because then set tensor induction and module tensor induction can both be applied to M , but will in general produce non-isomorphic G-sets. In this case, we use the notation M ⊗G only for module tensor induction.
(ii) Again, permutation modules are well-behaved: If X is an H-set, then the permutation G-module over the tensor induced set X ⊗G is isomorphic to the module obtained by tensor inducing the permutation H-module R[X], i.e. 
R[X
if M is a module (with finite basis) for the subgroup H (see [2] , Prop. 13.15). (v) There are at least two good reasons for the general preference of Frobenius induction over tensor induction: First, the degrees of characters remain more manageable (with the exception of linear characters, but these tend to become trivial under tensor induction). Second, there is no analog of Frobenius reciprocity (which is one of the most useful tools in character theory), not even if one starts dreaming of 'tensor restriction'.
We wish to study a more general procedure which generates a class function of a group from class functions of subgroups and still call it 'induction'. To justify the name, such a procedure should certainly have some good properties (respecting characters and invariance under field (or ring) automorphisms come to mind), but I am unable to state these; in other words, I cannot define 'induction'. Instead, I will give an example.
Notation:
Let R be a commutative ring with 1. For any subgroup U of G, let U * be the set of all maps from U to R, written on the left (against the convention above).
. Clearly, this defines a G-action on G ; this G-set of course is infinite if R is. 
Definition: Inductible maps
Let M be a G-set. An inductible map (for G on M ) is a G-map θ : M → G with mθ ∈ (G m ) * for all m ∈ M .
Examples:
for g ∈ G m ; careful, the 'bar' has nothing to do with complex conjugation, even if
We may now define (mθ)(g) = (mθ)(gnN m ). The reader can easily check that θ : M → G is a well-defined inductible map for G. We can call (M, θ)/N := (M , θ) the factor inductible map (modulo N ).
(iii) If η j : P j → H j ⊆ G are inductible maps for subgroups H j ≤ G, then according to 1.7, one can construct
which is an inductible map. It is tempting to call this process 'induction' (of inductible maps), but we reserve this name for another concept. Instead, just the notation will have to do. Since it is also used for Frobenius induction of class functions of subgroups, this may be dangerous. Still, it should always be clear from context if one is dealing with class functions or with inductible maps. As usual, an empty sum is 0, an empty product 1 (both in R) per definition. Either of these cases can be used to prove the existence of the Frobenius kernel; if χ is a character of G m , subtract a suitable multiple of the trivial character to get ϕ. Together, this means that (ϕ + 1 G m )
This is a special instance of a general -and more complicated -formula, as we will see in the next section. (iv) The reader will have guessed by now that 'A' stands for 'addition' and 'M ' for 'multiplication'. The above examples show that these two operations as well as Frobenius induction and tensor induction can be described by special inductible maps and special α's. The next result will show that inducing an inductible map can always be expressed as a combination of these four operations. So inductible maps introduce no new concepts. One should rather look at them as a notational device which allows to describe uniformly such messy things as 'tensor induction of sums of (Frobenius) induced characters' by storing all the information in two G-sets (M and A) and two G-maps (θ and α). (vi) Why not interchange the order of addition and multiplication in 2.7? Couldn't one equally well define a class function the other way round? Yes, one could, but not equally well. The reason is the asymmetry between addition and multiplication introduced by distributivity: every product of sums can be expanded into a sum of products, but rare is the sum of products which is a product of sums. More on the expansion in the next section. 
Remarks:

Proposition:
Let an inductible map θ and α as in 2.7 be given. Proof: The first statement follows directly from the definition of tensor induction, the second from the definition of Frobenius induction. It is well known that Frobenius induction takes (generalized) characters to (generalized) characters. The same holds for tensor induction: for characters, we have written down the module in 2.1. For generalized characters, the proof is more complicated. For the case R = C, i.e. ordinary generalized characters, an argument was given in [5] , Prop. 1.8., using Brauer's characterization of characters. A simpler proof for this fact (and also for generalized permutation characters) was given by Gluck and Isaacs in [3] ; their proof argues with the Galois group and algebraic integers. An elementary proof for general R will be given in 3.5 at the end of the next section.
Remark:
The last result cries out for a shorthand notation for a set of representatives of the Gorbits on some G-set M . We denote these simply by M/G and can then write θ 
Lemma: Mean and Induction
Let θ : M → G be inductible and N G; assume that |N | is a unit in R. Let (M , θ) be the factor inductible map as in 2.6, (ii). Then
Proof:
We have to show that 
Remark:
To rephrase the last result in more familiar terms, consider the situation where a normal subgroup N of G and a class function ϕ of a subgroup H are given; we wish to construct a class function of G = G/N from these data. Two ways of doing so come to mind: First, use Frobenius induction to obtain the class function ϕ The content of the lemma is that these two methods lead to the same result. This is no surprise; however, the corresponding statement with Frobenius induction replaced by tensor induction is false in general.
Distributivity
We now reverse the order of tensor induction and Frobenius induction in 2.7. So let P and S be G-sets, ϕ : P → G an inductible map, and π :
so this is a class function of G s , and
Note the analogy and the difference to 2.10. In a good sense, π ϕ is a product of sums. We wish to expand this product. The obvious approach works. (1)
Proposition: Distributivity of induction
A is a G-set. The statements about M and α are then trivial. For s ∈ S, we have (sa)g = sga 
(For the third equality, note that
Remarks:
(i) Explicitly, (1) can be rewritten as
This is the expansion mentioned above. Note that on the right of this formula, tensor induction is only applied to restrictions of class functions pϕ, not to sums of these nor to class functions obtained from them by Frobenius induction. As an immediate consequence, one gets the first corollary below.
(ii) We look more closely at the case that G s acts trivially on P s for all s ∈ S. For a later application, we give first a different description of this situation. Assume that for all s ∈ S, there is an index set I s , depending only on the G-orbit of s, i.e. I s = I sg , and class functions ϕ s,i of G s such that ϕ 
where
This shows how to change the order of summation and tensor induction.
(iii) In case S is a transitive G-set, one may think of (3) 
Corollary: Tensor induction of monomial characters
Tensor-inducing a sum of monomial characters gives again a sum of monomial characters.
Proof: Restricting, conjugating or tensor-inducing a linear character gives a linear character. Also, products of linear characters are linear. Now use formula (2) with all pϕ linear.
Remark:
It is clear from the argument that one may take other class functions instead of the linear characters, provided they are closed under these four operations. For instance, one could take all linear characters λ with order(λ) ∈ T if T ⊆ N is closed under divisors and least common multiples, i.e. d|t ∈ T ⇒ d ∈ T and s, t ∈ T ⇒ lcm(s, t) ∈ T (e.g. all divisors of some fixed n ∈ N, all powers of some fixed prime,...). The case T = {1} leads to the permutation characters considered in 2.2. Also, the statement remains true if, in addition, one allows taking products.
Corollary: Tensor induction of generalized characters
Let γ be a generalized character of some subgroup H of G. Then γ ⊗G is a generalized character of G. More precisely, let α and β be class function of H and write
and sign X is the sign character of G X acting on X. So if α and β are characters, then (α − β)
⊗G is an alternating sum of characters.
Proof: Use (3) to expand (α − β) ⊗G and identify the maps a : S → {α, −β} with the subsets X of S by x ∈ X ⇔ xa = −β. This gives
Since tensor induction is multiplicative, it is enough to show that
and this follows easily from observing that
where o(c) is the number of orbits of c ∈ G X on X.
Remark:
The last two results can be combined:
is a generalized monomial character of a subgroup H ≤ G, where the the linear characters λ i belong to a subset of all linear characters as in the last remark, then µ ⊗G is of the same type; note that the sign character is 1 S n A n − 1 S n , so is a generalized permutation character. In particular, tensor inducing a generalized permutation character gives a generalized permutation character (for R = C, this is the result of Gluck and Isaacs mentioned above; recall that all results in this section hold for any commutative ring R.) Of course, taking all linear characters makes the result trivial, since every generalized character is a generalized monomial character by Brauer's theorem on induced characters (again for R = C).
Transitivity
We observed in 2.10 that inducing an inductible map means essentially -apart from products and sums -first tensor induction (Ti), then Frobenius induction (Fi). Repeating the process gives therefore Ti · Fi · Ti · Fi . As shown in the last section, the second and third operation can be rewritten as Ti · Fi. Since both tensor induction and Frobenius induction are transitive, it comes as no surprise that induction of inductible maps is also transitive. For the sake of completeness, we give an explicit description in this section. Unfortunately, the result is rather technical. So let an inductible map ϑ : M → G be given and assume that the mϑ's are defined by inducing suitable inductible maps for the subgroups G m with respect to some G m -maps. We wish to calculate ϑ α (for some α : M → A) directly from these maps. Before describing the result, we have to deal with the difficulty that the relevant sets for the subgroups G m may not be compatible, even though the induced class functions are conjugate. This may happen even for Frobenius induction. 
