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VERLINDE/GRASSMANNIAN CORRESPONDENCE AND RANK 2
δ-WALL-CROSSING
YONGBIN RUAN AND MING ZHANG
Abstract. Motivated by Witten’s work, we propose the Verlinde/Grassmannian corre-
spondence which relates the GL Verlinde numbers to the K-theoretic quasimap invariants
of the Grassmannian. We recover these two types of invariants by imposing different stability
conditions on the gauged linear sigma model associated to the Grassmannian. We construct
two families of stability conditions connecting the two theories and prove two wall-crossing
results. We confirm the Verlinde/Grassmannian correspondence in the rank two case.
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1. Introduction
In the early ’90s, there were two mathematical theories motivated by physics, Verlinde’s
theory and quantum cohomology. Verlinde’s theory counts the dimensions of the spaces of
generalized theta functions. The quantum cohomology of a symplectic or Ka¨hler manifold X
counts the number of holomorphic curves on X . In both theories, one can define quantum
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rings. Early explicit physical computations [17, 47, 22] indicate that the quantum ring of
level-l GL Verlinde’s theory is isomorphic to the quantum cohomology ring of the Grass-
mannian Gr(n, n + l). In [50], Witten gave a conceptual explanation of this isomorphism,
by proposing an equivalence between the quantum field theories which govern the level-l GL
Verlinde algebra and the quantum cohomology of the Grassmannian. His physical deriva-
tion of the equivalence naturally leads to a mathematical problem: these two objects are
conceptually isomorphic (without referring to detailed computations). A great deal of work
has been done by Marian-Oprea [31, 32, 33] and Belkale [2]. However, to the best of our
knowledge, a complete conceptual proof of this equivalence is missing. We should emphasize
that the numerical invariants or correlators of the two theories are different and one needs
to add corrections to the statement.
In [38], we made a simple observation that Verlinde invariants are K-theoretic invariants
of the theory of semistable parabolic vector bundles. Hence they should be compared with
a version of quantum K-theoretic invariants of the Grassmannian, instead of cohomological
Gromov-Witten invariants. For this purpose, we introduced the level structure (a key ingre-
dient in Verlinde’s theory) to quantum K-theory in [38] and showed that quantum K-theory
with level structure satisfies the same axioms as those of the ordinary quantum K-theory.
In our new theory, a remarkable phenomenon is the appearance of Ramanujan’s mock theta
functions as I-functions.
We first introduce some notations. Let gln(C) be the general linear Lie algebra of all
n × n complex matrices, with [X, Y ] = XY − Y X . The underlying complex vector space
of the level-l Verlinde algebra Vl(gln(C)) has a basis {Vλ}λ∈Pl , where λ = (λ1, . . . , λn) is a
partition satisfying λ1 ≥ · · · ≥ λn ≥ 0. The set Pl consists of all partitions λ with n parts
such that λ1 ≤ l. Let C be a smooth projective curve of genus g, with one special marked
point x0 and k distinct ordinary marked points p1, . . . , pk. Let I = {p1, . . . , pk} be the set
of (ordinary) marked points. We assign a partition λp = (λ1,p, . . . , λn,p) to each marked
point p ∈ I. Let λ = (λp1, . . . , λpk) be a k-tuple of partitions in Pl. In Verlinde’s theory,
the fundamental geometric object is U(n, d, λ), the moduli space of S-equivalence classes of
semistable parabolic vector bundles of rank n and degree d, with parabolic type determined
by the assignment λ = (λp)p∈I (see Definition 3.2). There exists an ample line bundle Θλ,
called the theta line bundle, over U(n, d, λ). The GL Verlinde number with insertion λ is
defined by
〈Vλp1 , . . . , Vλpk 〉
l,Verlinde
g,d = χ(U(n, d, λ),Θλ).
The Verlinde/Grassmannian correspondence is based on a classical fact that the state
space of two theories are isomorphic. Let S be the tautological subbundle over Gr(n,N)
and let E = S∨ be its dual. A partition λ ∈ Pl determines a vector bundle Sλ(S) on the
Grassmannian Gr(n,N) for any N . Here, Sλ denotes the Schur functor associated to λ (see
[15, §6]). For N = n + l, {Sλ(S)}λ∈Pl defines a basis of the K-group K
0(Gr(n, n + l))⊗ C.
Therefore, the map sending Vλ to Sλ(S) induces a linear isomorphism of vector spaces
Vl(gln(C)) ∼= K
0(Gr(n, n+ l))⊗ C.
By abuse of notation, we denote Sλ(S) by Vλ.
To define the counterpart of Verlinde’s theory in quantum K-theory, we work with the
(ǫ = 0+)-stable quasimap theory developed in [34, 46, 10]. Let M
ǫ=0+
C,k (Gr(n,N), d) be the
(ǫ = 0+)-stable quasimap graph space which parametrizes families of tuples(
(C ′, p′1, . . . , p
′
k), E, s, ϕ
)
,
VERLINDE/GRASSMANNIAN CORRESPONDENCE AND RANK 2 δ-WALL-CROSSING 3
with (C ′, p′1, . . . , p
′
k) a k-pointed possibly nodal curve of genus g, E a locally free sheaf of
degree d on C ′, s a section of E⊗ONC′ satisfying a certain stability condition, and ϕ : C
′ → C a
degree one morphism such that ϕ(p′i) = pi for all i. The stability condition on the N -sections
s ensures that there are well-defined evaluation maps evi :M
ǫ=0+
C,k (Gr(n,N), d)→ Gr(n,N)
at p′i, for i = 1, . . . , k.
Let π : C → M
ǫ=0+
C,k (Gr(n,N), d) be the universal curve and let E be the universal vector
bundle over C. The determinant line bundle of cohomology is defined by
Dl :=
(
detRπ∗(E)
)−l
.
We define the quantum K-invariant of Gr(n,N) with insertions Vλp1 , . . . , Vλpk by
〈Vλp1 , . . . , Vλpk |det(E)
e〉l,ǫ=0+C,d := χ
(
M
ǫ=0+
C,k (Gr(n,N), d),D
l⊗Ovir⊗
k⊗
i=1
ev∗iVλpi⊗(det Ex0)
e
)
,
where Ovir denotes the virtual structure sheaf of M
ǫ=0+
C,k (Gr(n,N), d), e is an integer, and
Ex0 is the restriction of E to the distinguished marked point x0.
In the mathematical formulation of the Verlinde invariants, the insertion det(E) at the
additional marked point x0 is a new type of insertion, different from those at the (parabolic)
marked points pi. It took us a while to understand the nature of the insertion det(E). In
the quasimap language, the special point x0 corresponds to the so-called light point and it
should not be confused with the heavy marked points pj . Now we can state the following
conjecture.
Conjecture 1.1 (K-theoretic Verlinde/Grassmannian Correspondence). Let e = l(1− g) +
(ld − |λ|)/n, where |λ| :=
∑
p,i λi,p. Assume e is an integer. If N is sufficiently large
comparing to n and l, then we have
〈Vλp1 , . . . , Vλpk 〉
l,Verlinde
g,d = 〈Vλp1 , . . . , Vλpk |det(E)
e〉l,ǫ=0+C,d .
for d > n(g − 1) and λp1, . . . , λpk ∈ Pl.
The conjecture is formulated for the theory of stable quotients, i.e., (ǫ = 0+)-stable
quasimap theory because x0 is a light point and there is no light point in the theory of
stable maps.
Consider a subset of Pl defined by P
′
l := {λ = (λ1, . . . , λn) ∈ Pl|λ1 < l}. The main theorem
of this paper is the following:
Theorem 1.2. Under the assumption that λpi ∈ P
′
l for all i and the stable locus U
s
C(n, d, λ)
is non-empty, the K-theoretic Verlinde/Grassmannian Correspondence holds for n ≤ 2 and
N ≥ n + 2l.
The assumption that all partitions are in P′l is a technical assumption (see Remark 3.30
and §4.1). The condition that UsC(n, d, λ) 6= ∅ holds when g ≥ 2 or g = 1, k > 0. Therefore,
it is primarily a condition for the genus 0 case (see Remark 4.7).
We followWitten’s strategy to lift the problem into the gauged linear sigma model (GLSM)
of the Grassmannian. The GLSM of the Grassmannian depends on two stability parameters ǫ
and δ (see the precise definitions in Section 2 and Section 3.2). The ǫ-stability concerns about
the stability of sections in the GLSM data, while δ-stability concerns about the stability of
bundles. When we vary ǫ or δ, the moduli space undergoes a series of wall-crossings. When
δ = 0+, the GLSM moduli space admits a morphism to U(n, d, λ). This morphism is
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generically a projective bundle, if d > n(g−1) and the open subset UsC(n, d, λ) ⊂ UC(n, d, λ)
of stable vector bundles is non-empty. Therefore, it allows us to recover the GL Verlinde
numbers from (δ = 0+)-stable parabolic GLSM invariants. More precisely, we prove (see
Theorem 4.6) the following:
Theorem 1.3. Suppose that d > n(g − 1) and UsC(n, d, λ) 6= ∅. Then
〈Vλp1 , . . . , Vλpk 〉
l,Verlinde
g,d = 〈Vλp1 , . . . , Vλpk 〉
l,δ=0+,Gr(n,N)
C,d .
As we vary δ, we analyze the geometric wall-crossings of the δ-stable parabolic GLSM
moduli spaces in the cases n ≤ 2. This will allow us to prove the following δ-wall-crossing
result (see Theorem 5.1).
Theorem 1.4. Assume n ≤ 2. Suppose that N ≥ n + l, d > 2g − 2 + k, δ is generic, and
λpi ∈ P
′
l for all i. Then
〈Vλp1 , . . . , Vλpk 〉
δ,l,Gr(n,N)
C,d .
is independent of δ.
The (δ = ∞)-theory corresponds to the theory of Quot scheme in which both x0 and pj
are light points. The wall-crossing from (δ = ∞)-theory to (ǫ = 0+)-theory is equivalent to
converting the light points pj to heavy marked points. We use the technique of Yang Zhou
[52] to prove the following wall-crossing result for arbitrary rank.
Theorem 1.5. Suppose that λp1, . . . , λpk ∈ Pl. If N ≥ n + 2L, we have
〈Vλp1 , . . . , Vλpk 〉
l,δ=∞,Gr(n,N)
C,d = 〈Vλp1 , . . . , Vλpk |det(E)
e〉l,ǫ=0+C,d .
Combining the above results, we prove the Verlinde/Grassmannian correspondence for
n ≤ 2. The higher rank δ-wall-crossing problem is much more complicated and we leave it
for future research.
The paper is organized as follows. The case when g ≥ 2 and there is no parabolic structure
is well-understood in the literature. As a starting point, we treat this case first in Section 2
to give the reader a general idea of the strategy. The full version of parabolic GLSM/stable
pairs is less developed in the literature and new in the GLSM setting. When δ is large, the
moduli space is not smooth and it was considered to be a major difficulty in the ’90s. With
the modern technique of virtual fundamental cycles and virtual structure sheaves, we treat
this case as well. The technical heart of the article is Section 3, where we give a complete
treatment of the moduli space of parabolic GLSM/stable pairs. The identification of Verlinde
invariants with (δ = 0+)-stable parabolic GLSM invariants is proved in Section 4. The rank
2 wall-crossing theorem is proved in Section 5. The wall-crossing from δ = ∞ theory to
ǫ = 0+ theory is studied in the last section.
1.1. Notation and conventions. We introduce some basic notations in K-theory. For a
Deligne-Mumford stack X , we denote by K0(X) the Grothendieck group of coherent sheaves
on X and by K0(X) the Grothendieck group of locally free sheaves on X . Suppose X has
a C∗-action. The equivariant K-groups are denoted by KC
∗
0 (X) and K
0
C∗(X), with rational
coefficients. We have canonical isomorphisms
KC
∗
0 (X)
∼= K0([X/C
∗]), K0C∗(X)
∼= K0([X/C∗]).
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For a flat morphism f : X → Y , we have the flat pullback f ∗ : K0(Y ) → K0(X). For a
proper morphism g : X → Y , we can define the proper pushforward f∗ : K0(X) → K0(Y )
by
[F ] 7→
∑
n
(−1)n[Rnf∗F ].
For a regular embedding i : X →֒ Y and a cartesian diagram
X ′ Y ′
X Y
one can define the Gysin pullback i! : K0(Y
′)→ K0(X ′) by
i![F ] =
∑
i
(−1)![TorYi (F,OX)],
where TorYi (F,OX) denotes the Tor sheaf.
Let E be a vector bundle on X . We define the K-theoretic Euler class of E by
λ−1(E
∨) :=
∑
i
(−1)i ∧i E∨ ∈ K0(X).
Suppose X has a C∗-action. For a C∗-equivariant vector bundle E, the same formula defines
its C∗-equivariant K-theoretic Euler class λC
∗
−1(E
∨) ∈ K0C∗(X).
Throughout the paper, we consider the rational Grothendieck groups K0(X)Q := K0(X)⊗
Q and K0(X)Q := K0(X)⊗Q.
1.2. Acknowledgments. The first author wishes to thank Witten for many inspirational
comments on the topic. The second author would like to thank Prakash Belkale, Qile Chen,
Ajneet Dhillon, Thomas Goller, Daniel Halpern-Leistner, Yi Hu, Dragos Oprea, Jeongseok
Oh, Feng Qu, Xiaotao Sun, Yaoxiong Wen, and Yang Zhou for helpful discussions. Both
authors wish to thank Davesh Maulik for his participation in the early stage of the project
and constant support. The first author is partially supported by NSF grant DMS 1807079
and NSF FRG grant DMS 1564457.
2. The GLSM of the Grassmannian and wall-crossing
Grassmannian can be expressed as a geometric invariant theory (GIT) quotient Mn×N /
GLn(C), where Mn×N denotes the vector space of n × N complex matrices. For any GIT
quotient, we can construct a gauged linear sigma model (GLSM) which recovers the nonlinear
sigma model (physical counterpart of GW-theory) at one of its limit. In Witten’s physical
argument, he obtained the gauged WZW model (physical counterpart of Verlinde’s theory)
at another limit. A mathematical theory of the GLSM has been constructed by Fan-Jarvis-
Ruan [13] where the parameter in the GLSM is interpreted as stability parameter ǫ. Recently,
Choi-Kiem [7] introduces several more stability parameters for abelian gauge group. To
simplify the notation, we postpone the introduction of parabolic structures to the next
section. Throughout the rest of the section, we fix a smooth projective curve C of genus
g ≥ 2 and a marked point x0 ∈ C.
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2.1. The GLSM of the Grassmannian and δ-stability. The GIT description of the
Grassmannian gives rise to a moduli problem of the GLSM data(
C ′, x′0, E, s ∈ H
0(E ⊗ONC′), ϕ
)
where C ′ is a genus g (possibly) nodal curve, E is a vector bundle of rank n and degree d on
C ′, and ϕ : C ′ → C is a morphism of degree one (i.e., ϕ([C ′]) = [C]) such that ϕ(x′0) = x0.
A point x ∈ C ′ is called a base point if the N sections s do not span the fiber of E at x.
To ensure the moduli stacks are proper Deligne-Mumford stacks, we need to impose certain
stability conditions on the GLSM data. There are several choices and we focus on two of
them: ǫ-stability and δ-stability. Roughly speaking, the ǫ-stability condition is imposed on
the N sections s and the δ-stability condition is imposed on the bundle E. For any ǫ ∈ Q+,
the theory of ǫ-stability was developed in [46, 10]. In this paper, we are only interested in
the case ǫ = 0+ and we postpone the discussion to Section 6.
Let δ ∈ Q+. The δ-stability condition in the GLSM of the Grassmannian has been studied
much earlier under the name of stable pairs in [4]. Its moduli space can be constructed using
the geometric invariant theory (GIT). In the definition of the δ-stability condition, we require
that the underlying curve does not degenerate and has a fixed complex structure, i.e., we
require (C ′, x′0) = (C, x0). Suppose that F is a vector bundle on C. The rank and degree of
F are denoted by r(F ) and d(F ), respectively. Define the slope of F as µ(F ) := d(F )/r(F ).
We recall the definition of Bradlow N-pairs and the δ-stability condition.
Definition 2.1. [4] A Bradlow N -pair (E, s) consists of a vector bundle E of rank n and
degree d over C, together with N sections s 6= 0 ∈ H0(E ⊗ONC ). A sub-pair
(E ′, s′) ⊂ (E, s),
consists of a subbundle ι : E ′ →֒ E and N sections s′ : ONC → E
′ such that
ι ◦ s′ = s s ∈ H0(E ′ ⊗ONC ), and
s′ = 0 s /∈ H0(E ′ ⊗ONC ).
A quotient pair (E ′′, s′′) consists of a quotient bundle q : E → E ′′ with s′′ = q ◦ s.
We will focus on the case N ≥ n. The slope of an N -pair (E, s) is defined by
µ(E, s) = µ(E) +
θ(s)δ
r(E)
,
where θ(s) = 1 if s 6= 0 and 0 otherwise.
Definition 2.2. Let δ ∈ Q+. A Bradlow N -pair of degree d is δ-semistable if for all nonzero
sub-pairs (E ′, s′) ( (E, s), we have
µ(E ′, s′) ≤ µ(E, s).
An N -pair (E, s) is δ-stable if the above inequality is strict.
Lemma 2.3. Suppose φ : (E1, s1) → (E2, s2) is a nonzero morphism of δ-semistable pairs.
Then µ(E1, s1) ≤ µ(E2, s2). Furthermore, if (E1, s1) and (E2, s2) are δ-stable pairs with the
same slope, then φ is an isomorphism. In particular, for a δ-stable pair (E, s) with s 6= 0,
there are no endomorphisms of E preserving s except the identity, and no endomorphisms
of E annihilating s except 0.
Proof. The proof is standard (cf. [29, Lemma 7]), and we omit the details. 
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Lemma 2.4. Let (E, s) be a δ-semistable parabolic N-pair of rank n and degree d. Assume
that µ(E, s) > 2g − 1 + δ. Then H1(E) = 0 and E is globally generated, i.e., the morphism
H0(E)⊗OC → E
is surjective.
Proof. It suffices to show that H1(E(−p)) = 0 for any point p ∈ E. Indeed, if H1(E(−p)) =
0, the lemma follows from the long exact sequence of cohomology groups for the short exact
sequence:
0→ E(−p)→ E → Ep → 0.
Now suppose H1(E(−p)) 6= 0. By Serre duality, we have H1(E(−p)) = (H0(E∨ ⊗ ωC(p)))∨,
where ωC is the cotangent sheaf of C. Therefore a nonzero element in H
1(E(−p)) induces
a nonzero morphism φ : E → ωC(p). Let L be the image sheaf of φ. Since L is a subsheaf
of ωC(p), we have d(L) ≤ 2g − 1. Let s′′ be the induced N sections of L. It follows that
µ(E, s) > 2g − 1 + δ ≥ d(L) + θ(s′′)δ, contradicting the δ-semistability of (E, s). 
The stability parameter δ is called generic if there is no strictly δ-semistable N -pair.
Otherwise, δ is called critical. We also refer to the critical values of δ as walls. An N -pair
(E, s) is called non-degenerate if s 6= 0. For a generic δ, the moduli space of non-degenerate
δ-stable N pairs M
δ
C(Gr(n,N), d) can be constructed using GIT (see [45, §8] and [29]).
Furthermore, there exists a universal N -pair
S : ON
M
δ
C(Gr(n,N),d)×C
→ E
over the universal curve M
δ
C(Gr(n,N), d)× C.
Example 2.5. According to [4, Proposition 3.14]1, if δ > (n − 1)d, all δ-semistable pairs
(E, s) are δ-stable and the stability condition is equivalent to having the N sections s gener-
ically generating E. In other words, the moduli space of δ-stable pairs is the Grothendieck’s
Quot scheme when δ is sufficiently large. In this case, we denote it by M
δ=∞
C (Gr(n,N), d).
The Grothendieck’s Quot scheme M
δ=∞
C (Gr(n,N), d) is a fine moduli space for the functor
that assigns to each scheme T the set of equivalent morphisms S : ONC×T → E˜ such that E˜
is locally free, for every closed point x of T , the restriction E˜|C×{x} has rank n and degree d,
and the restriction of the morphism S|C×{x} is surjective at all but a finite number of points.
A standard argument in deformation theory (cf. [29, §5]) shows that the Zariski tangent
space of M
δ
C(Gr(n,N), d) is isomorphic to the hypercohomology H
1(End(E) → E ⊗ ONC ).
For simplicity, we denote the i-th hypercohomogy of the complex End(E) → E ⊗ ONC by
Hi−1, for i = 0, 1, 2. We have the following long exact sequence:
0→ H−1 → H0(End(E))→ (H0(E))N → H0 → H1(End(E))→ (H1(E))N → H1 → 0.
If (E, s) is δ-stable, then by Lemma 2.3, the map H0(End(E)) → (H0(E))N is injective.
Therefore H−1 = 0. In general, the hypercohomology group H1 is not zero, and hence the
moduli space is not smooth. Nevertheless, we can still show that it is virtually smooth. The
following proposition is a special case of Proposition 3.35.
Proposition 2.6. For a generic value of δ ∈ Q+, the moduli space of non-degenerate δ-stable
N-pairs M
δ
C(Gr(n,N), d) has a perfect obstruction theory.
1The stability parameter τ in [4] is related to δ by d+ δ = nτ .
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The following corollary follows from Proposition 2.6 and the construction in [28, §2.3].
Corollary 2.7. There exists a virtual structure sheaf
Ovir
M
δ
C(Gr(n,N),d)
∈ K0(M
δ
C(Gr(n,N), d)).
for the moduli space of δ-stable N-pairs M
δ
C(Gr(n,N), d)
When no confusion can arise, we will simply denote by Ovir the virtual structure sheaf of
M
δ
C(Gr(n,N), d).
2.2. Level structure and δ-stable GLSM invariants. There is a functor, denoted by
det, which associates a line bundle to each perfect complex. We recall the definition of the
determinant functor det in the case of locally free sheaves and perfect complexes which have
two-term locally free resolutions. For the general definition, we refer the reader to [24].
Definition 2.8. (1) For any locally free sheaf E, we define
detE :=
r(E)∧
E,
where r(E) denotes the rank of E.
(2) For any bounded complex of coherent sheaves F• which has a two-term locally free
resolution, i.e., there exists a quasi-isomorphism i : [E0 → E1] → F• where the
degree 0 term E0 and degree 1 term E1 are locally free sheaves. We define
detF• :=
r(E0)∧
E0 ⊗
( r(E1)∧
E1
)−1
.
It is shown in [24] that the definition does not depend on the locally free resolutions.
Let π :M
δ
C(Gr(n,N), d)×C →M
δ
C(Gr(n,N), d) be the projection map and let E be the
universal bundle over M
δ
C(Gr(n,N), d) × C. Consider the derived pushforward Rπ∗(E) =
[R0π∗(E) → R1π∗(E)]. A two-term locally free resolution of Rπ∗(E) can be easily obtained
as follows. Let O(1) be an ample line bundle on C. Since the family of δ-stable N -pairs is
bounded, there exists a surjection
B → E(m)→ 0,
for m ≫ 0. Here B is a trivial vector bundle. The kernel, denoted by A, is also a vector
bundle on M
δ
C(Gr(n,N), d)× C, and we have a short exact sequence
0→ A(−m)→ B(−m)→ E → 0.
Note that R0π∗(A(−m)) = R
0π∗(B(−m)) = 0. Therefore, the following two-term complex
of vector bundles
R1π∗(A(−m))→ R
1π∗(B(−m))
is a resolution of Rπ∗(E).
Denote the rank of R1π∗(A(−m)) and R1π∗(B(−m)) by rA and rB, respectively. As in
[38], we define the level structure by the inverse determinant line bundle of cohomology
(
detRπ∗(E)
)−1
=
rB∧
R1π∗(B(−m))⊗
( rA∧
R1π∗(A(−m))
)−1
.
Again, this line bundle does not depend on the choice of the locally free resolutions of Rπ∗(E).
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Let E denote the dual of the tautological bundle on Gr(n,N). The following definition is
motivated by Corollary 4.6.
Definition 2.9. Let e = l(1− g) + ld/n. If e is an integer, we define the level-l K-theoretic
δ-stable N -pair invariant by
〈det(E)e〉l,δ,Gr(n,N)C,d = χ
(
M
δ
C(Gr(n,N), d),O
vir ⊗ det(Ex0)
e ⊗
(
detRπ∗(E)
)−l)
,
where Ex0 = E|MδC(Gr(n,N),d)×{x0}
denotes the restriction. If e is not an integer, we define
〈det(E)e〉l,δ,Gr(n,N)C,d to be zero.
2.3. δ-wall-crossing in the rank two case. In this section, we prove Theorem 2.11, which
is the special case of Theorem 1.4 in the absence of parabolic structures. The stability
parameter δ is a critical value or wall if (d − δ)/2 ∈ N+. When the stability parameter δ
crosses walls, how the moduli space M
δ
C(Gr(n,N), d) changes was studied in [4, 45]. Our
wall-crossing theorem ofK-theoretic N -pair invariants is a generalization of the results in [45,
§6] to the case N > 1 and virtually smooth setting. The comparison of intersection numbers
defined via different δ was done in [4] for the smooth case and in [31] for the virtually smooth
case.
Let i be a half-integer such that δ = 2i is a critical value. Note that i ∈ (0, d/2). A
δ-semistable vector bundle must split E = L ⊕M where L,M are line bundles of degrees
d/2 − i and d/2 + i, respectively, and s ∈ H0(L ⊗ ONC ). Let ν > 0 be a small real number
such that 2i is the only critical value in (2i − ν, 2i + ν). For simplicity, we denote by M±i,d
the moduli spaces M
2i±ν
C (Gr(2, N), d). Let W
+
i,d be the subscheme of M
+
i,d parametrizing
(2i+ ν)-pairs which are not (2i− ν)-stable. Similarly, we denote by W−i,d the subscheme of
M−i,d which parametrizes (2i− ν)-pairs which are not (2i+ ν)-stable. The subschemes W
±
i,d
are called the flip loci.
Let (E, s) be an N -pair in W−i,d. It follows from the definition that there exists a short
exact sequence
0→ L→ E →M → 0,
where L,M are line bundles of degree d/2− i and d/2+ i, respectively, and s ∈ H0(L⊗ONC )
(cf. [45, §8]). Notice that L and M are unique since L is the saturated subsheaf of E
containing s. Similarly, for a pair (E, s) in W+i,d. There exists a unique subline bundle M of
E of degree d/2 + i which fits into a short exact sequence:
0→M → E → L→ 0.
Let L˜ be a Poincare´ bundle over Picd/2−iC × C and let p : Picd/2−iC × C → Picd/2−iC
be the projection. If d/2 − i > 2g − 1, then we have R1p∗L˜ = 0. Hence U := (R
0p∗L˜)
N
is a vector bundle. We define Zi,d := PU × Pic
d/2+iC. Let M be a Poincare´ bundle over
Picd/2+iC × C. Notice that H0(Picd/2−iC,EndU) = H0(Picd/2−iC × C,U∨ ⊗ L˜ ⊗ ON ) =
H0(PU × C,OPU(1) ⊗ L˜ ⊗ ON ). Therefore there exists a tautological section of L ⊗ ONPU ,
where L := OPU(1)⊗L˜. This tautological section induces an injection α :ML−1 →M⊗ONPU .
We denote by F the cokernel of α. By abuse of notation, we use the same notations M
and L to denote the pullbacks of the corresponding universal line bundles to Zi,d × C. Let
π : Zi,d × C → Zi,d be the projection. The flip loci W
±
i,d are characterized by the following
proposition.
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Proposition 2.10 ([4, 45]). Assume d/2 − i > 2g − 1. Let V+i,d = R
0π∗(F) and V
−
i,d =
R1π∗(M−1L). Then we have
W±i,d
∼= P
(
V±i,d
)
.
Let q± : W
±
i,d → Zi,d be the projective bundle maps. Then the morphisms W
±
i,d → M
±
i,d are
regular embeddings with normal bundles q∗±V
∓
i,d⊗OW±
i,d
(−1). Moreover, we have the following
two short exact sequences of universal bundles:
0→q˜∗−L → E
−
i |W−
i,d
×C → q˜
∗
−M⊗OW−
i,d
(−1)→ 0,(1)
0→q˜∗+M⊗OW+
i,d
(1)→ E+i |W+
i,d
×C → q˜
∗
+L → 0,(2)
where E±i are the universal bundles overM
±
i,d and q˜± :W
±
i,d×C → Zi,d×C are the projective
bundle maps.
Theorem 2.11. Suppose that N ≥ 2+l, d > 2(g−1) and δ is generic. Then 〈det(E)e〉l,δ,Gr(2,N)C,d
is independent of δ.
By abuse of notation, we denote by π the projection maps M±i,d × C → M
±
i,d. To prove
Theorem 2.11, we need the following lemma.
Lemma 2.12. Let Di,± = det(E
±
i,x0
)e ⊗
(
detRπ∗(E
±
i )
)−l
, where E±i,x0 = E
±
i |M±
i,d
×{x0}
. Then
(1) the restriction of Di,− to a fiber of P(V
−
i,d) is O(il), and
(2) the restriction of Di,+ to a fiber of P(V
+
i,d) is O(−il).
Proof. The lemma follows easily from the short exact sequences (1) and (2). 
Proof of Theorem 2.11. We prove the claim by showing that the invariant does not change
when δ crosses a critical value 2i. The proof is divided into two cases:
Case 1. Assume that d/2 − i > 2g − 1. Then M±i,d are smooth. According to Theorem
3.44 of [4], we have the following diagram.
M˜i,d
M−i,d M
+
i,d
p− p+
where p± are blow-down maps onto the smooth subvarieties W
±
i,d
∼= P
(
V±i,d
)
, and the excep-
tional divisor Ai,d ⊂ M˜i,d is isomorphic to the fiber product Ai,d ∼= P
(
V−i,d
)
×Zi,d ×P
(
V+i,d
)
.
Since p± are blow-ups with smooth centers, we have (q±)∗
(
[OM˜i,d ]
)
= [OM±
i,d
]. Let Di,± be
the line bundles defined in Lemma 2.12. It follows from the projection formula that
(3) χ(M±i,d,Di,±) = χ(M˜i,d, p
∗
±(Di,±)).
We only need to compare p∗±(Di,±) over M˜i,d. Notice that the restriction of OAi,d(Ai,d) to
Ai,d is OP(V+
i,d
)(−1)⊗OP(V−
i,d
)(−1). Therefore, by Lemma 2.12, we have
p∗−(Di,−) = p
∗
+(Di,+)(−ilAi,d).
For 1 ≤ j ≤ il, we consider the following short exact sequence:
(4) 0→ p∗+(Di,+)(−jAi,d)→ p
∗
+(Di,+)(−(j−1)Ai,d)→ p
∗
+(Di,+)⊗OAi,d(−(j−1)Ai,d)→ 0.
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Define Li,d := (Mex0⊗(detRπ∗M)
−l)⊗(Lex0⊗(detRπ∗L)
−l), whereMx0 and Lx0 denote the
restrictions of M and L to Zi,d × {x0}, respectively. Then by Lemma 2.12, the restriction
of Di,+ to Ai,d is Li ⊗OP(V+
i,d
)(−li). By taking the Euler characteristic of (4), we obtain
χ
(
M˜i,d, p
∗
+(Di,+)(−(j − 1)Ai,d))− χ(M˜i,d, p
∗
+(Di,+)(−jAi,d)
)
=χ
(
Ai,d,Li,d ⊗OP(V+
i,d
)(−li+ j − 1)⊗OP(V−
i,d
)(j − 1)
)
for 1 ≤ j ≤ il.
Let n+ = N(d/2+ i+1− g)−2i−1+ g be the rank of V
+
i,d. A simple calculation shows that
n+ > li when l ≤ N − 2. Hence every term in the Leray spectral sequence of the fibration
Pn+−1 → Ai,d → P(V
−
i,d) vanishes, which implies that χ(M˜i,d, p
∗
−(Di,−)) = χ(M˜i,d, p
∗
+(Di,+))
when d/2− i > 2g − 1. This concludes the proof of the first case.
Case 2. When d/2 − i ≤ 2g − 1, the moduli spaces M±i,d are singular. We can choose a
divisor D = x1 + · · ·+ xk where x1, . . . , xk are distinct points on C, disjoint from I ∪ {x0}.
Assume k is sufficiently large such that d/2 − i + k > 2g − 1. By Lemma 3.39, there
are embeddings ιD : M
±
i,d →֒ M
±
i,d+2k. Let E± and E
′
± be the universal vector bundles on
M±i,d×C andM
±
i,d+2k×C, respectively. According to Proposition 3.40, we have ιD∗
(
Ovir
M±
i,d
)
=
λ−1(((E ′∨± )D)
N), where (E ′∨± )D denote the restrictions of the dual of E
′
± to M
±
i,d+2k ×D. Let
D′i,± = det((E
′
±)x0)
e⊗det(Rπ∗(E ′±))
−l be the determinant line bundle onM±i,d+2k. According
to Corollary 4.9, to show that χ
(
M−i,d,Di,− ⊗O
vir
M−
i,d
)
= χ
(
M+i,d,Di,+ ⊗O
vir
M+
i,d
)
, it suffices to
show that
χ
(
M−i,d+2k,D
′
i,− ⊗ λ−1(((E
′∨
− )D)
N)
)
= χ
(
M+i,d+2k,D
′
i,+ ⊗ λ−1(((E
′∨
+ )D)
N)
)
.
By abuse of notation, we denote by p± the blow-down maps from M˜i,d+2k toM
±
i,d+2k. Let
p˜± : M˜i,d+2k×C →M
±
i,d+2k×C be the base change of p±. By a straightforward modification
of the proof of [44, Proposition 3.17], one can show that p∗−(E
′
−) is an elementary modification
of p∗−(E+) along the divisor Ai,d+2k. More precisely, we have the following short exact sequence
(5) 0→ p∗−(E
′
−)→ p
∗
+(E
′
+)⊗O(Ai,d+2k)→ ι∗
(
L⊗ ι∗(O(Ai,d+2k))
)
→ 0,
over M˜i,d+2k × C. Here ι : Ai,d+2k →֒ M˜i,d+2k is the embedding. Applying the functor
Hom(−,O) to (5), we obtain
(6) 0→ p∗+(E
′∨
+ )⊗O(−Ai,d+2k)→ p
∗
−(E
′∨
− )→ ι∗
(
L∨
)
→ 0.
Recall that (E ′∨± )D =
⊕k
i=1(E
′∨
± )xi. Then it follows from (6) that
p∗−
(
λ−1((E
′∨
− )xi)
)
= 1− p∗−
(
(E ′∨− )xi
)
+ p∗−
(
det (E ′∨− )xi
)
= 1− p∗+
(
(E ′∨+ )xi
)
⊗O(−Ai,d+2k)− ι∗
(
L∨xi
)
+ p∗+
(
det (E ′∨+ )xi
)
⊗O(−Ai,d+2k)
= 1−O(−Ai,d+2k)− ι∗
(
L∨xi
)
+ p∗+
(
λ−1((E
′∨
+ )xi)
)
⊗O(−Ai,d+2k)
= ι∗
(
1− L∨xi
)
+ p∗+
(
λ−1((E
′∨
+ )xi)
)
⊗O(−Ai,d+2k)
in K0(M˜i,d+2k). Notice that
(7) p∗+
(
λ−1((E
′∨
+ )xi)
)
⊗O(−Ai,d+2k) = p
∗
+
(
λ−1((E
′∨
+ )xi)
)
− ι∗
(
ι∗(p∗+(λ−1((E
′∨
+ )xi)))
)
.
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Using the short exact sequence (2), we obtain the following equality in K0(M˜i,d+2k):
(8) ι∗
(
p∗+(λ−1((E
′∨
+ )xi))
)
= 1−M∨xi ⊗OP(V+i,d+2k)(−1)− L
∨
xi
+M∨xiL
∨
xi
⊗OP(V+
i,d+2k
)(−1).
By combining (6), (7) and (8), we obtain
(9) p∗−
(
λ−1((E
′∨
− )xi)
)
= p∗+
(
λ−1((E
′∨
+ )xi)
)
+ ι∗
(
M∨xi(1− L
∨
xi
)⊗OP(V+
i,d+2k
)(−1)
)
.
By taking the N -th power of both sides of (9) and then taking the product of all 1 ≤ i ≤ k,
we get
(10) p∗−
(
λ−1((E
′∨
− )D)
N
)
= p∗+
(
λ−1((E
′∨
+ )D)
N
)
+ ι∗(α).
Here α is an explicit K-theory class of the form
α =
kN∑
m=1
αm ⊗OP(V+
i,d+2k
)(−m),
where αm are explicit combinations of vector bundles whose restrictions to a fiber of P(V
+
i,d+2k)
are trivial. To obtain (10), one needs to use the excess intersection formula
ι∗ι∗ F = F ⊗
(
1−OAi,d+2k(−Ai,d+2k)
)
for F ∈ K0(Ai,d+2k).
By Lemma 2.12, we have p∗−(D
′
i,−) = p
∗
+((D
′
i,+)(−ilAi,d+2k). Then it follows from the exact
sequence (4) that
(11) p∗−
(
D′i,−
)
= p∗+
(
D′i,+
)
+
il∑
j=1
ι∗
(
βj ⊗OP(V+
i,d+2k
)(−j)
)
in K0(M˜i,d+2k).
Here βj = Li,d+2k ⊗ OP(V−
i,d
)(il − j), whose restriction to a fiber of P(V
+
i,d+2k) is trivial. By
combining (10) and (11), we get
p∗−
(
D′i,− ⊗ λ−1((E
′∨
− )D)
N
)
= p∗+
(
D′i,+ ⊗ λ−1((E
′∨
+ )D)
N
)
+
kN+il∑
j=1
ι∗
(
γj ⊗OP(V+
i,d+2k
)(−j)
)
,
where the restrictions of γj ∈ K
0(Ai,d+2k) to a fiber of P(V
+
i,d+2k) are trivial.
The rest of the argument is similar to the one given in the proof of the first case. Let
n+ = N(d/2 + k + i + 1 − g) − 2i − 1 + g be the rank of V
+
i,d+2k. A simple calculation
shows that n+ > il + kN when l ≤ N − 2 and d > 2(g − 1). For 1 ≤ j ≤ kN + il, we
have χ
(
γj ⊗ OP(V+
i,d+2k
)(−j)
)
= 0 because every term in the Leray spectral sequence of the
fibration Pn+−1 → Ai,d+2k → P(V
−
i,d+2k) vanishes. This concludes the proof of the second
case.

3. Parabolic structure
In this section, we introduce the parabolic structure to the GLSM. In this new setting, the
parabolic structure can be viewed as K-theoretic insertions. An interesting aspect of this
construction is that the parabolic structure intertwines with the stability condition.
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3.1. Irreducible representations of gln(C). In this section, we recall some basic facts
about the representations of gln(C).
Let gln(C) be the general linear Lie algebra of all n× n complex matrices, with [X, Y ] =
XY − Y X . We have the triangular decomposition
gln(C) = h⊕ n
+ ⊕ n−,
where h is the Cartan subalgebra consisting of all diagonal matrices and n+ (resp., n−) is the
subalgebra of upper triangular (resp., lower triangular) matrices. Let h∗ = Hom(h,C) and
let h∗0 be the real subspace of h
∗ generated by the roots of gln(C). We fix an isomorphism
h∗0
∼= Rn such that the simple roots αi can be expressed as
αi = ei − ei+1, for 1 ≤ i ≤ n− 1.
Here {ei} is the standard basis of Rn. The fundamental weights ωi ∈ h∗0 are given by
ωi = e1 + · · ·+ ei, for 1 ≤ i ≤ n.
Consider the set
P+ =
{
λ =
n−1∑
i=1
miωi +mnωn | mi ∈ Z≥0 for 1 ≤ i ≤ n− 1 and mn ∈ Z
}
.
An element λ in P+ is called a dominant weight. A dominant weight λ can also be expressed
in term of the standard basis {ei} as follows:
λ = λ1e1 + · · ·+ λnen,
where λi ∈ Z and λ1 ≥ · · · ≥ λn. In the following discussion, we will denote a dominant
weight λ by the partition (λ1, . . . , λn). If a partition λ = (λ1, . . . , λn) satisfies λn ≥ 0, one
can identify it with its Young diagram, i.e., a left-justified shape of n rows of boxes of length
λ1, . . . , λn.
There is a bijection between the set P+ of dominant weights and the set of isomorphism
classes of finite-dimensional irreducible gln(C)-modules. More precisely, for each dominant
weight λ, one can assign a unique finite-dimensional irreducible gln(C)-modules Vλ. Here
Vλ is generated by a unique vector vλ (up to a scalar) with the properties n
+.vλ = 0 and
H.vλ = λ(H)vλ for all H ∈ h. The gln(C)-module Vλ is called the highest weight module with
highest weight λ and the vector vλ is called the highest weight vector. Given a gln(C)-module
V , we denote its dual by V ∨.
Fix a non-negative integer l. We denote by Pl the set of dominant weights λ = (λ1, . . . , λn)
such that
l ≥ λ1 ≥ · · · ≥ λn ≥ 0.
To a partition λ ∈ Pl, we associate the complement partition λ∗ in Pl:
λ∗ : l ≥ l − λn ≥ · · · ≥ l − λ1 ≥ 0.
Given a partition λ, we define |λ| =
∑n
i=1 λi, which is the total number of boxes in its Young
diagram.
Now we recall a geometric construction of the highest weight glN (C)-modules. Given a
partition λ = (λ1, . . . , λn) in Pl. Let (r1, . . . , rk) be the sequence of jumping indices of λ
(i.e. l ≥ λ1 = · · · = λr1 > λr1+1 = · · · = λr2 > . . . ). We define a sequence of non-negative
integers a = (a1, . . . , ak), where aj = l − λrj for 1 ≤ j ≤ k. For 1 ≤ j ≤ k, we introduce
positive integers
dj = aj+1 − aj.
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Here ak+1 is defined to be l. Define a sequence m = (m1, . . . , mk), where mi = ri− ri−1. We
denote by Flm the flag variety which parametrizes all sequences
Cn = V1 ) V2 ) · · · ) Vk ) Vk+1 = 0,
where Vj are complex linear subspaces of Cn and mj = dimVj − dimVj+1, for all 1 ≤ j ≤ k.
The k-tuple m is referred to as the type of the flag variety Flm. Let Qj be the universal
quotient bundle over Flm of rank rj =
∑j
i=1mi, for 1 ≤ j ≤ k. Notice that Qk is the trivial
bundle of rank n over Flm. We define the Borel-Weil-Bott line bundle Lλ of type λ by
Lλ =
k⊗
j=1
(detQj)
dj .
Lemma 3.1. If λ is a dominant weight, then the following holds:
(1) H i(Flm, Lλ) = 0, if i > 0.
(2) The gln(C)-module H
0(Flm, Lλ) is isomorphic to V
∨
λ .
Proof. The proof is similar to that of [36, Proposition 6.3] and we briefly recall it here. We
denote by Fl the complete flag variety parametrizing complete flags in Cn. For i = 1, . . . , n,
we define d˜mj = dj, and d˜i = 0 if i 6= m1, . . . , mk. Let Q˜i be the universal quotient bundle
over Fl of rank i, for 1 ≤ i ≤ n. According to the Borel-Weil-Bott theorem for gln(C) or
GLn(C) (see, for example, [49, Chapter 4] ), we have H i(Fl,⊗ni=1(det Q˜i)
d˜i) = 0, if i > 0, and
the gln(C)-module H
0(Fl,⊗ni=1(det Q˜i)
d˜i) is the dual of the highest weight representation Vλ.
Consider the surjective flat morphism
h : Fl→ Flm.
For any point x ∈ Flm, the fiber h−1(x) is a product of flag varieties. In particular, the
fibers are smooth and connected. By [19, III 12.9], we have h∗(OFl) = OFlm . Notice that the
anticanonical line bundle of a product of flag varieties is ample. By the Kodaira vanishing
theorem, we have
H i(h−1(x),Oh−1(x)) = 0, for any x ∈ Flm, and i > 1.
The Grauert’s theorem [19, III 12.9] implies that Rih∗(OFl) = 0 for i > 0. The lemma follows
from the projection formula and the following relation:
h∗
( n⊗
i=1
(det Q˜i)
d˜i
)
=
k⊗
i=1
(detQdii ).

3.2. Parabolic N-pairs and δ-stability. In this section, we generalize the notion of Brad-
low N -pairs to parabolic Bradlow N -pairs, which can be viewed as parabolic GLSM data to
the Grassmannian. We define the stability condition for parabolic N -pairs and it intertwines
with parabolic structures. We fix a fixed smooth curve C of genus g, with one distinguished
marked point x0 and k distinct ordinary marked points p1, . . . , pk. Let I = {p1, . . . , pk}
be the set of ordinary marked points. Throughout the discussion, we assume g > 1. This
assumption is not essential and the case g ≤ 1 will be discussed in Remark 3.29.
We first give a brief review on parabolic vector bundles.
Definition 3.2. A parabolic vector bundle on C is a collection of data (E, {fp}p∈I , a) where
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• E is a vector bundle of rank n and degree d on C.
• For each marked point p ∈ I, fp denotes a filtration in the fiber Ep := E|p
Ep = E1,p ) E2,p ) · · · ) Elp,p ) Elp+1,p = 0.
• The vector a = (ap)p∈I is a collection of integers such that
ap = (a1,p, . . . , alp,p), 0 ≤ a1,p < a2,p < · · · < alp,p < l.
For p ∈ I and 1 ≤ i ≤ lp, the integers ai,p are called the parabolic weights and mi,p :=
dimEi,p − dimEi+1,p are called the multiplicities of ai,p. Let mp = (m1,p, . . . , mlp,p) and let
m = (mp)p∈I . The pair (a,m) is referred to as the parabolic type of the parabolic vector
bundle E. The data fp can be viewed as an element in the flag variety Flmp(Ep) of type mp.
Define ri,p :=
∑i
j=1mj,p = dimEp/Ei+1,p for 1 ≤ i ≤ lp. Denote |ap| :=
∑lp
i=1mi,p ai,p and
|a| :=
∑
p∈I |ap|. We define the parabolic degree of E by
dpar(E) = d+
|a|
l
,
and the parabolic slope by
µpar(E) =
dpar(E)
r(E)
,
where r(E) = rankE.
Suppose F is a subbundle of E and Q is the corresponding quotient bundle. Then F and
Q inherit canonical parabolic structures from E. More precisely, given a marked point p,
there is an induced filtration {Fi,p}i of the fiber Fp, which consists of distinct terms in the
collection {F ∩Ei,p}i. The parabolic weights a′i,p of F are defined such that if j is the largest
integer satisfying Fi,p ⊂ Ej,p, then define a′i,p = aj,p. If F is a locally free subsheaf of E but
not a subbundle, one can define the induced parabolic structure on F in the same way. For
the quotient bundle q : E → Q, we define a filtration {Qi,p}i of Qp by choosing distinct terms
in the collection {q(Ei,p)}i. The parabolic weights a′′i,p of Q are defined such that if j is the
largest integer satisfying q(Ej,p) = Qi,p, then define a
′′
i,p = aj,p. We call 0→ F → E → Q→ 0
an exact sequence of parabolic vector bundles if it is an exact sequence of vector bundles, and
F and G have the induced parabolic structures from E. One can check that the parabolic
degree is additive on exact sequences, i.e., dpar(E) = dpar(F ) + dpar(Q).
Definition 3.3. Let (E, {fp}p∈I , a) and (E ′, {f ′p}p∈I , a
′) be two parabolic vector bundles. A
morphism φ : E → E ′ of vector bundles is said to be parabolic if the restrictions φp satisfy
φp(Ei,p) ⊂ E ′j+1,p whenever ai > a
′
j , and strongly parabolic if φp(Ei,p) ⊂ E
′
j+1,p whenever
ai ≥ a′j
Suppose 0 → F
i
−→ E
π
−→ Q → 0 is an exact sequence of parabolic bundles. Then
by definition i and π are parabolic homomorphisms. We denote by ParHom(E,E ′) and
SParHom(E,E ′) the subsheaves of Hom(E,E ′) consisting of parabolic and strongly par-
abolic homomorphisms, respectively. The spaces of their global sections are denoted by
ParHom(E,E ′) and SParHom(E,E ′), respectively. There are two natural skyscraper sheaves
KE,E′ and SKE,E′ supported on the set of marked points I such that
0→ ParHom(E,E ′)→Hom(E,E ′)→ KE,E′ → 0,
0→ SParHom(E,E ′)→ Hom(E,E ′)→ SKE,E′ → 0.
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Let mi,p and m
′
i,p be the multiplicities of the weights ai,p and a
′
i,p, respectively. According to
[5, Lemma 2.4], we have
(12) χ(KE,E′) =
∑
p∈I
(i,j)∈Tp
mi,pm
′
j,p
where Tp = {(i, j)|ai,p > a′j,p}. Using a similar argument to that of [5, Lemma 2.4], one can
show that
χ(SKE,E′) =
∑
p∈I
(i,j)∈STp
mi,pm
′
j,p
where STp = {(i, j)|ai,p ≥ a′j,p}. When E = E
′, we denote by ParEnd(E) the subsheaf of
parabolic endomorphisms.
In [51], Yokogawa introduced an abelian category of parabolic OC-modules which has
enough injective objects. It contains the category of parabolic vector bundles as a full
(not abelian) subcategory. Hence, one can define the right derived functor Exti(E,−) of
ParHom(E,−). The following lemmas show that the functors Exti for parabolic bundles
behave similarly to the ordinary Ext functors for locally free sheaves.
Lemma 3.4. [51, Lemma 3.6, Proposition 3.7] If E and E ′ are parabolic vector bundles,
then there are canonical isomorphisms
(1) Exti(E,E ′) ∼= Hi(ParHom(E,E ′)).
(2) Serre duality: Exti(E,E ′ ⊗ ωC(D)) ∼= H
1−i(SParHom(E ′, E))∨, where ωC is the
cotangent sheaf of C and D =
∑
p∈I p.
Lemma 3.5. [51, Lemma 1.4] The group Ext1(E ′′, E ′) parametrizes isomorphism classes of
extensions of (E ′′, {f ′′p }p∈I , a
′′) by (E ′, {f ′p}p∈I , a
′).
Now let us define parabolic Bradlow N -pairs.
Definition 3.6. A parabolic Bradlow N -pair (E, {Ei,p}, a, s) consists of a parabolic vector
bundle (E, {fp}p∈I , a) of rank n and degree d, together with N sections s ∈ H0(E⊗ONC ). A
parabolic sub-pair
(E ′, s′) ⊂ (E, s),
consists of a parabolic subbundle ι : E ′ →֒ E and N sections s′ : ON → E ′ such that
ι ◦ s′ = s s ∈ H0(E ′ ⊗ON), and
s′ = 0 s /∈ H0(E ′ ⊗ON).
A quotient pair (E ′′, s′′) consists of a quotient parabolic bundle q : E → E ′′ with s′′ = q ◦ s.
We shall abbreviate the parabolic N -pair (E, {Ei,p}, a, s) as (E, s) when there is no con-
fusion. We define the parabolic slope of a parabolic N -pair by
µpar(E, s) = µpar(E) +
δθ(s)
r(E)
,
where θ(s) = 1 if s 6= 0 and 0 otherwise.
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Definition 3.7. Let δ ∈ Q+. A parabolic N -pair of degree d is δ-semistable if for all
sub-pairs (E ′, s′) ⊂ (E, s), we have
µpar(E
′, s′) ≤ µpar(E, s).
A parabolic N -pair (E, s) is δ-stable if the above inequality is strict.
Remark 3.8. Suppose that the rank n is 1. Then according to Definition 3.7, any parabolic
N -pair is stable with respect to all values of δ.
Remark 3.9. Note that a parabolic N -pair (E, 0) is (semi-)stable if E is a (semi-)stable
parabolic vector bundle. We will focus on non-degenerate parabolic pairs, i.e., pairs (E, s)
with s 6= 0.
In the following, we list some basic properties of δ-stable and semistable parabolic N -pairs,
parallel to the corresponding results for N -pairs without parabolic structures.
Lemma 3.10. Suppose φ : (E1, s1) → (E2, s2) is a nonzero parabolic morphism of δ-
semistable pairs. Then µpar(E1, s1) ≤ µpar(E2, s2). Furthermore, if (E1, s1) and (E2, s2)
are δ-stable parabolic pairs with the same parabolic slope, then φ is an isomorphism. In
particular, for a non-degenerate δ-stable parabolic pair N-pair (E, s), there are no parabolic
endomorphisms of E preserving s except the identity, and no parabolic endomorphisms of E
annihilating s except 0.
Lemma 3.11 (Harder-Narasimhan Filtration). Let (E, s) be a parabolic N-pair. There exists
a canonical filtration by sub-pairs
0 ( (F1, s1) ( (F2, s2) ( · · · ( (Fm, sm) = (E, s)
such that for all i we have
1. (gri, s¯i) := (Fi, si)/(Fi−1, si−1) are δ-semistable.
2. µpar(gri, s¯i) > µpar(gri+1, s¯i+1).
Proof. Notice that the parabolic slope µpar is additive on short exact sequences of parabolic
N -pairs. The proof is the same as the proof of the existence and uniqueness of Harder-
Narasimhan filtration of a pure sheaf (see for example the proof of [21, Theorem 1.3.4]). 
Lemma 3.12 (Jordan-Ho¨lder Filtration). Let (E, s) be a δ-semistable parabolic N-pair. A
Jordan-Ho¨lder filtration of (E, s) is a filtration
0 ( (G1, s1) ( (G2, s2) ( · · · ( (Gm, sm) = (E, s)
such that the factors (gri, s¯i) := (Fi, si)/(Fi−1, si−1) are δ-stable with slope µpar(E, s). More-
over, the graded object gr(E, s) := ⊕gri does not depend on the filtration.
Proof. The proof is standard. See for example the proof of [21, Proposition 1.5] in the case
of semistable sheaves. 
For δ-semistable parabolic N -pairs of rank n and degree d, we have the following bound-
edness result.
Lemma 3.13. Let (E, s) be a δ-semistable parabolic N-pair. Suppose that
µpar(E, s) > 2g − 1 + |I|+ δ.
Then H1(E) = 0 and E is globally generated, i.e., the morphism
H0(E)⊗OC → E
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is surjective.
Proof. The proof is similar to that of Lemma 2.4. It suffices to show that H1(E(−p)) = 0
for any point p ∈ E. Suppose H1(E(−p)) 6= 0. By Serre duality, we have H1(E(−p)) =
(H0(E∨ ⊗ ωC(p))∨, where ωC is the dualizing sheaf of C. Therefore a nonzero element in
H1(E(−p)) induces a nonzero morphism φ : E → ωC(p). Let L be the image sheaf of φ.
Since L is a subsheaf of ωC(p), we have deg(L) ≤ 2g − 1. Let s′′ be the induced N sections
of L. It follows that µpar(E, s) > 2g − 1 + |I|+ δ ≥ dpar(L) + θ(s′′)δ, which contradicts the
δ-semistability of (E, s). 
Corollary 3.14. Fix the rank n, degree d and the parabolic type (a,m). The family of
vector bundles underlying δ-semistable parabolic N-pairs of rank n, degree d and parabolic
type (a,m) on a smooth curve C is bounded.
Proof. Let O(1) be a locally free sheaf of degree one on C. By Lemma 3.13, we have
H1(E(m)) = 0 if
m+ µpar(E, s) > 2g − 1 + |I|+ δ.
The boundedness of δ-semistable pairs follows from [21, Lemma 1]. 
The following lemma shows that for a bounded family of parabolic N -pairs, the family of
the factors of their Harder-Narasimhan filtrations is also bounded.
Lemma 3.15. Let T be a scheme of finite type. Suppose S : ONT×C → E is a flat family
of parabolic N-pairs over T × C. For any closed point t ∈ T , we denote by {(grti, s
t
i)}i the
Harder-Narasimhan factors of (Et, St), where Et = E|Spec k(t)×C and St is the restriction of
the N sections to the fiber over t. Then the family {(grti, s
t
i)}i,t∈T is bounded.
Proof. The proof is identical to that of Lemma 9 in [29] for N -pairs without parabolic
structures. 
3.3. GIT construction of the moduli stack of δ-stable parabolic N-pairs. In this
section, we show that the moduli stack MparC (Gr(n,N), d, a) of parabolic N -pairs is an Artin
stack, locally of finite type. For a generic value of δ ∈ Q+ (see Definition 3.19), we prove that
the substackM
par,δ
C (Gr(n,N), d, a) parametrizing non-degenerate δ-stable parabolic N -pairs
is a projective variety. In fact, we will construct it using geometric invariant theory (GIT).
Throughout the discussion, we fix the degree d, rank n, parabolic weights a = (ai,p) and
their multiplicities m = (mp)p∈I , where mp = (mi,p).
Definition 3.16. Let T be a scheme. A family of parabolic N -pairs (E , {fp}, S) over T is a
locally free sheaf E , flat over T , together with a morphism of sheaves ONT×C → E on T × C
and a section fp of the relative flag variety Flmp(E|T×{p}) of type mp for each p ∈ I.
An isomorphism (E , {fp}, S) → (E ′, {f ′p}, S
′) of families of parabolic N -pairs over T is
given by a parabolic isomorphism Φ : E → E ′ such that Φ(S) = S ′.
Let MparC (Gr(n,N), d, a) be the groupoid of parabolic N -pairs of rank n, degree d and
type (a,m). Let BunparC (d, n, a) be the groupoid of parabolic vector bundles with the same
numerical data. It is easy to see that BunparC (d, n, a) is a fiber product of flag bundles over
the moduli stack of vector bundles BunC(d, n). The moduli stack BunC(d, n) is a smooth
Artin stack (see, for example, [20]). Therefore, BunparC (d, n, a) is also a smooth Artin stack.
There is a representable forgetful morphism q : MparC (Gr(n,N), d, a) → Bun
par
C (d, n, a). Let
E be the universal vector bundle over BunparC (d, n, a)× C and let π : Bun
par
C (d, n, a)× C →
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Bun
par
C (d, n, a) be the projection. Let ω be the relative dualizing sheaf of π, which is just
the pullback of the cotangent sheaf ωC of C along the second projection to C.
Proposition 3.17. There is a natural isomorphism of BunparC (d, n, a)-stacks
M
par
C (Gr(n,N), d, a)→ Spec Sym
(
R1π∗
(
(E∨)N ⊗ ω
))
.
In particular, MparC (Gr(n,N), d, a) is an abelian cone over Bun
par
C (d, n, a).
Proof. The same arguments given in the proof of [39, Proposition 1.8] apply here. 
Corollary 3.18. The moduli stack of parabolic N-pairs MparC (Gr(n,N), d, a) is an Artin
stack and the forgetful morphism q : MparC (Gr(n,N), d, a) → Bun
par
C (d, n, a) is strongly rep-
resentable.
Definition 3.19. A value of δ ∈ Q+ is called generic if there is no strictly δ-semistable
N -pairs. Otherwise, δ is called critical. A critical value of δ is also called a wall.
LetM
par,δ
C (Gr(n,N), d, a) be the substack ofM
par
C (Gr(n,N), d, a) which parametrizes non-
degenerate δ-stable N -pairs (E, s). In the following, we will use GIT to give an alter-
nate construction ofM
par,δ
C (Gr(n,N), d, a), modeled on the construction of moduli spaces of
(semi)stable pairs given in [29].
The semistability condition of parabolic N -pairs can be described in terms of dimensions
of global sections. We fix an ample line bundle O(1) on C of degree one. For any locally
free sheaf E on C, we define E(m) := E ⊗O(1)⊗m. If E is a parabolic vector bundle, there
is a natural parabolic structure on E(m). Given a non-degenerate parabolic N -pair (E, s)
of degree d, rank n and parabolic type (a,m), we define
µδpar(m) := µpar(E(m)) +
δ
r(E)
=
d+ nm
n
+
|a|
nl
+
δ
n
Before we describe the GIT construction, we recall the special cases for curves of the Le
Potier-Simpson estimate and a boundedness result due to Grothendieck. The Le Potier-
Simpson estimate allows us to give uniform bounds for the dimension of global sections of
a vector bundle in terms of its slope. We refer the reader to [21, Theorem 3.3.1] and [40,
Corollary 1.7] for the general theorem in higher dimensions. Suppose the Harder-Narasimhan
filtration of a vector bundle E with respect to the ordinary slope µ is given by
0 ( E1 ( E2 ( · · · ( Ek = E.
Define µmax(E) = µ(E1) and µmin(E) = µ(Ek/Ek−1). Denote [t]+ := max{0, t} for any real
number t.
Lemma 3.20 (Le Potier-Simpson). Let C be a smooth curve. For any locally free sheaf F
on C, we have
h0(F )
r(F )
≤
[
µmax(F ) + c
]
+
,
where r(F ) = rankF and the constant c := r(F )(r(F ) + 1)/2− 1.
The following lemma is on the boundedness of subsheaves. We refer the reader to [21,
Lemma 1.7.9] for the general results
Lemma 3.21 (Grothendieck). Let C be a smooth curve and let F be a locally free sheaf on
C. Then the family of subsheaves F ′ ⊂ F with slopes bounded below, such that the quotient
F/F ′ is locally free, is bounded.
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Let (E, s) be a non-degenerate parabolic N -pair. In the following discussion, we will
always denote a sub-pair of (E, s) by (E ′, s′), with the induced parabolic type a′. Similarly,
we will always denote a quotient pair of (E, s) by (E ′′, s′′), with the induced parabolic type
a′′.
Lemma 3.22. There exists an integer m0 such that for any integer m ≥ m0, the following
assertions are equivalent.
(1) The parabolic N-pair (E, s) is stable.
(2) For any nontrivial proper sub-pair (E ′, s′),
h0(E ′(m)) + θ(s′)δ
r(E ′)
+
|a′|
r(E ′)l
< µδpar(m) + 1− g.
(3) For any proper quotient pair (E ′′, s′′) with r(E ′′) > 0,
h0(E ′′(m)) + θ(s′′)δ
r(E ′′)
+
|a′′|
r(E ′′)l
> µδpar(m) + 1− g.
δ-semistability can be characterized similarly by replacing < by ≤ in (ii) and (iii).
Proof. (1) ⇒ (2): By Lemma 3.14 and Lemma 3.15, there exists a constants µ such that
µmax(E) ≤ µ. Let (E ′, s′) be a proper nontrivial sub-pair and let ν = µmin(E ′). It follows
from Lemma 3.20 that there exists a constant c depending only on n such that
(13)
h0(E ′(m))
r(E ′)
≤ (1−
1
n
)[µ+m+ c]+ +
1
n
[ν +m+ c]+.
Let A > 0 be a constant satisfying d+n(1−g)+nm ≥ n(m−A). Since there are only finite
many choices for θ(s′)δ/r(E ′) and |a′|/r(E ′)l, it is possible to choose an integer ν0 such that
(14) (1−
1
n
)µ+
1
n
ν0 + c+
θ(s′)δ
r(E ′)
+
|a′|
r(E ′)l
< −A+
δ
n
+
|a|
nl
.
Enlarging m0 if necessary, we can assume that µ+m+c and ν+m+c are positive. Therefore
(15) (1−
1
n
)[µ+m+ c]+ +
1
n
[ν +m+ c]+ = (1−
1
n
)µ+
1
n
ν +m+ c.
If ν ≤ ν0, then it follows from (13), (15) and (14) that
h0(E ′(m)) + θ(s′)δ
r(E ′)
+
|a′|
r(E ′)l
< m−A +
δ
n
+
|a|
nl
≤
d+ n(1− g) + nm
n
+
δ
n
+
|a|
nl
= µδpar(m) + 1− g.
If ν > ν0, then by Grothendieck’s Lemma 3.21, the family of such E
′ is bounded. Enlarging
m0 if necessary, we have
h0(E ′(m)) = χ(E ′(m)) = d(E ′) + r(E ′)m+ r(E ′)(1− g)
for all m ≥ m0. By the δ-stability of (E, s), we have
h0(E ′(m)) + θ(s′)δ
r(E ′)
+
|a′|
r(E ′)l
= µpar(E
′, s′) +m+ 1− g < µδpar(m) + 1− g.
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(2)⇒ (3): Consider the short exact sequence
0→ E ′ → E → E ′′ → 0.
There exists an m0 ∈ N such that for all m ≥ m0, we have H1(E(m)) = 0. It follows
that H1(E ′′(m)) = 0. Suppose (h0(E ′(m)) + θ(s′)δ)/r(E ′) + |a′|/(r(E ′)l) < µδpar(m) + 1− g.
Since µ(E ′(m)) ≤ h0(E ′(m))/r(E ′), we have µpar(E ′, s′) < µpar(E, s). It follows from the
additivity of the parabolic δ-slope of pairs that
µδpar(m) + 1− g = µpar(E, s) +m+ 1− g
< µpar(E
′′, s′′) +m+ 1− g
=
h0(E ′′(m)) + θ(s′′)δ
r(E ′′)
+
|a′′|
r(E ′′)l
.
(3) ⇒ (1): Suppose that (E, s) is not stable. Let (E ′′, {f ′′p }, s
′′) be a quotient pair of (E, s)
such that
µpar(E
′′, s′′) ≤ µpar(E, s)
There exists an m0 ∈ N satisfying for all m ≥ m0, H1(E(m)) = 0. Let E ′ be the kernel of
the quotient morphism E → E ′′. Then by the long exact sequence of cohomology groups
associated to 0 → E ′ → E → E ′′ → 0, we have H1(E ′′(m)) = 0 and hence h0(E ′′(m)) =
d(E ′′) + r(E ′′)(1− g). It follows that
h0(E ′′(m)) + θ(s′′)δ
r(E ′′)
+
|a′′|
r(E ′′)l
= µpar(E
′′, s′′) +m+ 1− g
≤ µpar(E, s) +m+ 1− g
= µδpar(m) + 1− g,
which contradicts the hypothesis. Therefore, (E, s) is δ-stable.
The equivalence of three assertions for δ-semistability can be proved similarly. 
By Lemma 3.14 and Lemma 3.15, there exists an m0 ∈ N such that for any m ≥ m0 and
any δ-stable parabolic N -pair (E, s), the following conditions are satisfied.
(1) E(m) is globally generated and has no higher cohomology. Similar results hold for
their Harder-Narasimhan factors.
(2) The three assertions in Lemma 3.22 are equivalent.
We fix such an m. Let (E, s) be a δ-semistable N -pairs. Then the vector bundle E can be
realized as a quotient
q : H0(E(m))⊗OC(−m)։ E
and the section s induces a linear map
φ : H0(OC(m))
N → H0(E(m)).
Let V be a fixed complex vector space of dimension dim(V ) = P (m) where P (m) :=
χ(E(m)) = d+mn + n(1− g).
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After fixing an isomorphism between H0(E(m)) and V , we have the following diagram.
K H0(OC(m))
N ⊗OC(−m) O
N
C
V ⊗OC(−m) E
ι ev
φ s
q
Here K denotes the kernel of the evaluation map ev : H0(OC(m))N ⊗OC(−m)→ ONC . Let
P = P(Hom(H0(OC(m))
N , V ))
and let
Q = Quotn,dC (V ⊗OC(−m)).
be the Grothendieck’s Quot scheme which parametrizes coherent quotients of V ⊗OC(−m)
over C of rank n and degree d. Notice that the spaces P and Q are fine moduli spaces with
universal families
(16) H0(OC(m))
N ⊗OP → V ⊗OP(1)
and
(17) V ⊗OC(−m)։ E˜ .
Here OP(1) denotes the anti-tautological line bundle on P. By abuse of notation, we will still
denote by OP(1) and E˜ the pullbacks of the corresponding universal sheaves to Q× P× C .
We consider the locally closed subscheme
Z ⊂ Q× P
consisting of points ([q], [φ]) which satisfy the following properties:
• E is a locally free.
• q ◦ φ ◦ ι = 0.
• The quotient q induces an isomorphism V → H0(E(m)).
Let p ∈ I be a marked point. We denote by Flmp the relative flag varitey of locally-free
quotients of E˜p := E˜ |Z×{p} of type mp = (mi,p) (cf. [18, §2]). Let πp : Flmp → Z be the
projection. There exists a universal filtration of π∗p(E˜p) by coherence subsheaves
π∗p(E˜p) = F1,p ) · · · ) Flp,p ) Flp+1,p = 0
such that the universal quotient bundles Qi,p := π
∗
p(E˜p)/Fi+1,p are locally free of rank ri,p =∑i
j=1mj,p.
Let R be the fiber product
R := Flmp1 ×Z · · · ×Z Flmpk ,
where p1, . . . , pk are the ordinary marked points. By abuse of notation, we still denote by
Qi,p the pullback of Qi,p to R. A δ-semistable parabolic N -pair (E, s) can be represented by
a point ([q], {[f˜p]}, [φ]) in R. There is a natural right SL(V )-action on Q× P given by
([q], [φ])g = ([q ◦ g], [g−1 ◦ φ])
for g ∈ SL(V ) and ([q], [φ]) ∈ Q × P. It is easy to see that Z is invariant under this
SL(V )-action. Notice that the natural right SL(V )-action on V ⊗ OC(−m) induces a right
SL(V )-action on E˜ via the universal quotient morphism V ⊗OC(−m)։ E˜ . Therefore, SL(V )
VERLINDE/GRASSMANNIAN CORRESPONDENCE AND RANK 2 δ-WALL-CROSSING 23
also acts on the relative flag variety Flmp for p ∈ I and the universal quotient bundles Qi,p
have natural SL(V )-linearizations.
Pick a sufficiently large integer t such that t > m and we have the following embedding
Q = Quotn,dC (V ⊗OC(−m)) →֒ Gr(V ⊗H
0(OC(t−m)), χt),
[q : V ×OC(−m)։ E]→ [H
0(q(t)) : V ⊗H0(OC(t−m))։ H
0(E(t))].
For such a t, there is a SL(V )-equivariant embedding
T : R →֒Gr(V ⊗H0(OC(t−m)), χt)
×
∏
p∈I
{Gr(V, r1,p)× · · · ×Gr(V, rlp−1,p)} × P,
([q], {|f˜p]}, [φ]) 7→([H
0(q(t))], {Ep/E2,p, . . . , Ep/Elp,p}, [φ]),
where χt = χ(E(t)) and ri,p =
∑i
j=1mj,p = dimEp/Ei+1,p. For simplicity, we denote
Gr(V ⊗H0(OC(t−m)), χt) by Gt and Gr(V, rj,p) by Gj,p for 1 ≤ j ≤ lp − 1.
Let R¯ be the closure of T (R) in Gt×
∏
p∈I{G1,p×· · ·×Glp−1,p}×P. Let OGt(1) and OGi,p(1)
be the canonical ample generators of the Grassmannians. Let OP(1) be the anti-canonical
line bundle on P. Notice that the ample line bundles OGt(1), OGi,p(1) and OP(1) all have
standard SL(V )-linearizations. For positive integers a1, a2 and bj,p for p ∈ I, 1 ≤ j ≤ lp − 1,
we consider the SL(V )-linearized line bundle
L = OGt(a2)⊠ { ⊠
p∈I, j
OGj,p(bj,p)}⊠OP(a1).
We study the GIT stability condition of Gt ×
∏
p∈I{G1,p × · · · × Glp−1,p} × P with respect
to L. Let λ : C∗ → SL(V ) be a one parameter subgroup. For any closed point z ∈ R¯,
we denote by oz : SL(V ) × {z} → R¯ the orbit map. The morphism oz ◦ λ extends to a
morphism g : A1 → R¯. Notice that g(0) is a fixed point of the C∗-action. Suppose any
element x ∈ C∗ acts on the fiber L|g(0) by multiplying xw for some w ∈ Z. Then we define
the Hilbert-Mumford weight
µL(z, λ) = −w.
By the Hilbert-Mumford criterion, a closed point z ∈ R¯ is stable (semistable) with respect
to L if and only if µL(z, λ) > 0 (respectively µL(z, λ) ≥ 0) for all one parameter subgroups of
SL(V ). Now let us compute µL(z, λ) for a point z = ([q], {[f˜p]}, [φ]) ∈ R¯. A one parameter
subgroup λ induces a C∗-action on V . Let w1 < w2 < · · · < ws be the weights of this
C∗-action. Then there exists a filtration
0 = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vs = V,
such that Vi/Vi−1 is the isotypic component of weight wi ∈ Z. We denote by i(φ) the smallest
i such that imφ ⊂ Vi. Define w(φ) = wi(φ). Consider the ascending filtration of E by
Fi = q(Vi ⊗OC(−m)).
Note that Fs = E. Let gri = Fi/Fi−1. Notice that the family of subsheaves E
′ ⊂ E of the
form q(V ′ ⊗ OC(−m)) for some subspace V ′ ⊂ V is bounded. We can pick large enough t
such that we also have
(18) H1(Fi(t)) = 0 and H
1(gri(t)) = 0, for 1 ≤ i ≤ s.
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Denote Qj,p := Ep/Ej+1,p for 1 ≤ j ≤ lp − 1. Let qj,p : V ։ Qj,p be the surjective maps
induced by V ⊗OC(−m)։ E. We consider the ascending filtrations of Qj,p by
Qij,p = qj,p(Vi), for 1 ≤ i ≤ s.
Define Q0j,p = 0. Let r
i
j,p = dimQ
i
j,p. Note that r
s
j,p = rj,p.
Suppose F is a coherent sheaf on C. Then its Hilbert polynomial is defined as the poly-
nomial PF (t) := χ(F (t)) = r(F )t+ d(F ) + r(F )(1− g) in t. An explicit formula for µL(z, λ)
is given in the following lemma.
Lemma 3.23.
µL(z, λ) = a1w(φ)− a2
∑
1≤i≤s
wi
(
PFi(t)− PFi−1(t)
)
−
∑
p∈I
∑
1≤i≤s
1≤j≤lp−1
bj,pwi
(
rij,p − r
i−1
j,p
)
.
Proof. The Hilbert-Mumford weight satisfies that
µL1⊠L2 = µL1 + µL2.
Hence we can compute µOGt(a1)(z, λ), µOGj,p(bj,p)(z, λ), and µOP(a2)(z, λ) separately.
First, we calculate the contribution from OP(a1) to µL(z, λ). Let {eiν}ν be a basis of Vi.
Then we can write φ as
φ =
⊕
i,ν
φνi ⊗ e
i
ν ∈ (H
0(OC(m)
N ))∨ ⊗ V,
where φνi ∈ (H
0(OC(m)N))∨. By definition, i(φ) is the largest i such that φνi 6= 0 for some ν.
Since an element in SL(V ) acts on V as its inverse, the contribution from OP(a1) to µ
L(z, λ)
is
a1w(φ).
Second, we consider OGt(a2). According to [21, Lemma 4.4.3], we have
lim
x→0
[q] · λ(x) =
s⊕
i=1
H0(gri(t)) ∈ Gt.
The fiber of OGt(1) at the limiting point is
χ(E(t))∧ s⊕
i=1
H0(gri(t)).
The weight of C∗-action is
s∑
i=1
wih
0(gri(t)) =
s∑
i=1
wi
(
PFi(t)− PFi−1(t)
)
.
Therefore, the contribution from OGt(a2) to µ
L(z, λ) is
−a2
s∑
i=1
wi
(
PFi(t)− PFi−1(t)
)
.
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Finally, it follows easily from the computations of [35, Chapter 4, §4] that the contribution
to µL(z, λ) from OGj,p(bj,p) is
−
∑
1≤i≤s
bj,pwi
(
dimQij,p − dimQ
i−1
j,p
)
.

Lemma 3.24. Let z = ([q], {[f˜p]}, [φ]) ∈ R¯ be a point with the associated parabolic N-pair
(E, s). For sufficiently large t such that (18) holds, then the following two conditions are
equivalent.
(1) z is GIT-stable with respect to L.
(2) For any nontrivial proper subspace W ⊂ V , let F = q(W ⊗O(−m)). Then
PF (t) >
a1
a2
(
θW (φ)−
dimW
dimV
)
+ P (t)
dimW
dimV
(19)
+
∑
p∈I
∑
1≤j≤lp−1
bj,p
a2
(
rj,p
dimW
dimV
− rWj,p
)
,
where rWj,p = dim qj,p(W ) and θW (φ) = 1 if imφ ⊂W and 0 otherwise.
GIT-semistablity can be also characterized by replacing > by ≥ in equation (19).
Proof. (1)⇒ (2): Suppose z is GIT-stable with respect to L. Let h = dimW . We consider
the one parameter subgroup give by
λ(x) =
(
xh−P (m)idh
xhidP (m)−h
)
,
where λ(x) acts on W by multiplying xh−P (m) and its compliment by multiplying xh. If
imφ ⊂ W , then by the Hilbert-Mumford criterion and Lemma 3.23, we have
0 < µL(z, λ) = a1(h− P (m)) + a2P (m)PF (t)− a2hP (t)
+
∑
p∈I
∑
1≤j≤lp−1
bj,p
(
rWj,pP (m)− rj,ph
)
.
Since dimV = P (m), the above inequality is equivalent to
PF (t) >
a1
a2
(
1−
dimW
dimV
)
+ P (t)
dimW
dimV
+
∑
p∈I
∑
1≤j≤lp−1
bj,p
a2
(
rj,p
dimW
dimV
− rWj,p
)
.
If imφ 6⊂W , then
0 < µL(z, λ) = a1h+ a2P (m)PF (t)− a2hP (t)
+
∑
p∈I
∑
1≤j≤lp−1
bj,p
(
rWj,pP (m)− rj,ph
)
,
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which is equivalent to
PF (t) > −
a1
a2
(
dimW
dimV
)
+ P (t)
dimW
dimV
+
∑
p∈I
∑
1≤j≤lp−1
bj,p
a2
(
rj,p
dimW
dimV
− rWj,p
)
.
(2)⇒ (1): It follows from inequality (19) that
µL(z, λ) > a1ws − a2wsP (t) +
(
a2P (t)
dimV
−
a1
dimV
) s−1∑
i=1
(wi+1 − wi) dimVi
+
∑
p∈I
∑
1≤j≤lp−1
bj,prj,p
dimV
( s−1∑
i=1
(wi+1 − wi) dimVi
)
−
∑
p∈I
∑
1≤j≤lp−1
bj,p
( s−1∑
i=1
(wi+1 − wi) r
i
j,p
)
−
∑
p∈I
∑
1≤i≤s
1≤j≤lp−1
bj,pwi
(
rij,p − r
i−1
j,p
)
= 0.
Here we use the fact that
s−1∑
i=1
(wi+1 − wi) dimVi = ws dim V
since λ is a one parameter subgroup of SL(V ). Therefore z is GIT-stable. 
Let I denote the number of ordinary marked points. To relate GIT-(semi)stability with
δ-(semi)stability, we make the following choice:
a1 = nl(t−m)δ, a2 = P (m)l + |a|+ δl − n
∑
p∈I
alp,p,
and
bj,p = (aj+1,p − aj,p)n(t−m) for 1 ≤ j ≤ lp − 1.
Let
L = OGt(a2)⊠ { ⊠
p∈I, j
OGj,p(bj,p)}⊠OP(a1)
be the polarization.
We fix a sufficiently large t such that
(1) (18) holds;
(2) (19) holds if and only if it holds as an inequality of polynomials in t.
Corollary 3.25. If ([q], {[fp]}, [φ]) ∈ R¯ is GIT-semistable, then
H0(q(m)) : V → H0(E(m))
is injective and E is torsion free.
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Proof. It is straightforward to check that the coefficient of t on the RHS of the inequality
(19) equals
n ·
l dimW + θW (φ)δl −
∑
p∈I
∑
1≤j≤lp−1
(aj+1,p − aj,p)rWj,p
l dimV + |a|+ lδ − n
∑
p∈I alp,p
.
Let W be the kernel of H0(q(m)) : V → H0(E(m)). Then G = q(W ⊗O(−m)) = 0. The
LHS of the inequality (19) is zero, while the coefficient of t on the RHS of the inequality is
greater than or equal to
nl dimW
l dimV + |a|+ lδ − n
∑
p∈I alp,p
.
It follows that W = 0.
Let T be the torsion subsheaf of E. Since V → E(m) is surjective, it is easy to show that
H0(T (m)) ⊂ V as subspaces in H0(T (m)). Let W = H0(T (m)). Suppose W 6= 0. Then the
coefficient of t on the RHS of the inequality (19) is positive because∑
p∈I
∑
1≤j≤lp−1
(aj+1,p − aj,p)r
W
j,p ≤
∑
p∈I
(alp,p − a1,p)r
W
lp−1,p < l dimW.
Here we use the fact that alp,p − a1,p < l. We get a contradiction because the LHS of (19) is
a constant. Therefore we must have W = 0 and F = 0. 
Proposition 3.26. Let ([q], {[f˜p]}, [φ]) be a point in R¯ and let (E, s) be the corresponding
parabolic N-pair. Then the following are equivalent.
(1) ([q], {[f˜p]}, [φ]) is GIT-(semi)stable with respect to L.
(2) (E, s) is δ-(semi)stable and q induces an isomorphism V
∼
−→ H0(E(m)).
Proof. (1) ⇒ (2): Let z = ([q], {[f˜p]}, [φ]) be a GIT-semistable point in R¯, where q : V ⊗
O(−m) → E is a quotient. According to Corollary 3.25, E is locally free and q induces an
injection V →֒ H0(E(m)). Let π : E ։ E ′′ be a quotient bundle. Denote by K the kernel
of π. We have an exact sequence 0→ K → E
π◦α
−−→ E ′′ → 0. Let W = V ∩H0(K(m)). Then
(20) h0(E ′′(m)) ≥ h0(E(m))− h0(K(m)) ≥ dim V − dimW.
Let F = q(W ⊗O(−m)). Since F is a subsheaf of K, we have r(F ) ≤ r(K) = r(E)− r(E ′′).
By comparing the coefficients of t on both sides of inequality (19), we have
n− r(E ′′) ≥ r(F )(21)
≥
n dimW
dim V
·
l dimV + |a| − n
∑
p∈I alp,p
l dimV + |a|+ lδ − n
∑
p∈I alp,p
+ θW (φ)
nlδ
l dimV + |a|+ lδ − n
∑
p∈I alp,p
+
∑
p∈I
∑
1≤j≤lp−1
n
aj+1,p − aj,p
l dimV + |a|+ lδ − n
∑
p∈I alp,p
(
rj,p
dimW
dimV
− rWj,p
)
.
28 Y. RUAN AND M. ZHANG
Let a′′ = (a′′p)p∈I and a
′ = (a′p)p∈I be the induced parabolic weights of E
′′ and the kernel K,
respectively. It is not difficult to show that the following hold:∑
1≤j≤lp−1
(aj+1,p − aj,p)rj,p = nalp,p − |ap|, and
∑
1≤j≤lp−1
(aj+1,p − aj,p)r
W
j,p ≤ (n− r(E
′′))alp,p − |a
′
p|.
Then it follows from inequality (21) that
n− r(E ′′) ≥
nl dimW
l dimV + |a|+ lδ − n
∑
p∈I alp,p
(22)
+ θW (φ)
nlδ
l dimV + |a|+ lδ − n
∑
p∈I alp,p
+
n|a′| − n(n− r(E ′′))
∑
p∈I alp,p
l dimV + |a|+ lδ − n
∑
p∈I alp,p
.
Notice that |a| = |a′|+ |a′′|. Then we can rewrite inequality (22) as
(23)
dim V − dimW + (1− θW (φ))δ
r(E ′′)
+
|a′′|
r(E ′′)l
≥
dimV + δ
n
+
|a|
nl
.
Note that if θ(s′′) = π ◦ s = 0, then imφ ⊂ W and hence 1 − θW (φ) = 0. Therefore
θ(s′′) ≥ 1− θW (φ). Combining (23) and (20), we have
h0(E ′′(m)) + θ(s′′)δ
r(E ′′)
+
|a′′|
r(E ′′)l
≥
P (m) + δ
n
+
|a|
nl
.
According to Lemma 3.22, the pair (E, s) is semistable.
Let z = ([q], {[f˜p]}, [φ]) be a GIT-stable point. Suppose (E, s) is not stable. Then by the
previous discussion, (E, s) is strictly semistable. Then there exists a destabilizing sub-pair
(E ′, s′). Let W = H0(E ′(m)) ⊂ H0(E(m)) ∼= V . It is clear that θ(s′) = θW (φ). We have
h0(E ′(m)) + θ(s′)δ
r(E ′)
+
|a′|
r(E ′)l
=
P (m) + δ
n
+
|a|
nl
.
By an elementary calculation, one can show that the RHS of the inequality (19) is equal to
PE′(t). It contradicts with the fact that z = ([q], {[f˜p]}, [φ]) is GIT-stable.
(2)⇒ (1): If (E, s) is stable and q(m) induces an isomorphism between global sections. For
any nontrivial subspace W ( V , let F = q(W ⊗O(−m)) and let (F, s′) be the corresponding
sub-pair. If (F, s′) = (E, s), then inequality (19) obviously holds. Thus we assume that
(F, s′) is a proper sub-pair. By Lemma 3.22, we have
h0(F (m)) + θ(s′)δ
r(F )
+
|a′|
r(F )l
<
h0(E(m)) + δ
n
+
|a|
nl
.
The above inequality is equivalent to
(24) r(F ) > n
|a′|+ l h0(F (m)) + θ(s′)δl − r(F )
∑
p∈I alp,p
l dimV + δl + |a| − n
∑
p∈I alp,p
.
VERLINDE/GRASSMANNIAN CORRESPONDENCE AND RANK 2 δ-WALL-CROSSING 29
Notice that dimW ≤ h0(F (m)), which follows from the following commutative diagram.
W H0(F (m))
V H0(E(m))
∼=
By combining the inequality (24), dimW ≤ h0(F (m)) and∑
p∈I
∑
1≤j≤lp−1
(aj+1,p − aj,p)r
W
j,p = −|a
′|+ r(F )
∑
p∈I
alp,p,
we obtain
r(F ) > n
l dimW + θ(s′)δl −
∑
p∈I
∑
1≤j≤lp−1
(aj+1,p − aj,p)rWj,p
l dimV + δl + |a| − n
∑
p∈I alp,p
.
It implies that the leading coefficient of PF (t) is great than the leading coefficient of the
polynomial on the right hand side of (19). Therefore, ([q], {[f˜p]}, [φ]) is GIT-stable.
Assume (E, s) is strictly δ-semistable. We need to show that the corresponding point
([q], {[f˜p]}, [φ]) is GIT-semistable. Choose any nontrivial subspace W ( V . Let F = q(W ⊗
O(−m)) and let (F, s′) be the corresponding sub-pair. Since all these F are in a bounded
family, we can assume h0(F (m)) = χ(F (m)). As discussed in the previous case, if (F, s′) =
(E, s) or (F, s′) is not a destabilizing sub-pair, we are done. Therefore, we assume (F, s′) is
a destabilizing sub-pair such that dimW = h0(F (m)) and
r(F ) = n
|a′|+ l dimW + θ(s′)δl − r(F )
∑
p∈I alp,p
l dimV + δl + |a| − n
∑
p∈I alp,p
.
This shows that the coefficients of t on both sides of the inequality (19) are equal. A tedious
but elementary computation shows that the constant terms of the left hand side of (19) is
also equal to the constant term on the right hand side. This concludes the proof. We leave
the details to the reader.

Recall that a value of δ ∈ Q+ is called critical, or a wall if there are strictly δ-semistable
N -pairs.
Lemma 3.27. For fixed d, n and parabolic type (a,m), there are only finitely many critical
values of δ.
Proof. It suffices to show that the destabilizing sub-pairs form a bounded family. The same
arguments used in [29, Proposition 6] work here. 
Theorem 3.28. If δ is generic, the moduli groupoidM
par,δ
C (Gr(n,N), d, a) of non-degenerate
δ-stable parabolic N-pairs is isomorphic to R¯ / L SL(V ). In particular, it is a projective
variety.
Proof. The proof is standard. See for example the proof of [29, Theorem 1]. 
Remark 3.29. The GIT construction of the moduli spaceM
par,δ
C (Gr(n,N), d, a) also works
in the case g ≤ 1. However, for some choices of the parabolic type (a,m), the moduli space
M
par,δ
C (Gr(n,N), d, a) is empty when the stability parameter δ is sufficiently close to zero.
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This is because by definition, when δ is sufficiently close to zero, the underline parabolic
vector bundle E of a δ-stable pair (E, s) is parabolic semistable (see Section 4), and the
moduli space U(n, d, a,m) of S-equivalence classes of semistable parabolic vector bundles
may be empty for some parabolic types (a,m) (cf. [5, §5]). In this paper, we only consider
parabolic types (a,m) such that M
par,δ
C (Gr(n,N), d, a) is nonempty for all generic δ.
Remark 3.30. In the definition of the parabolic data, we assume that the last parabolic
weight alp,p is less than l. In the case alp,p = l, the (coarse) moduli space of S-equivalence
classes of semistable parabolic sheaves is constructed in [42]. However, there are some differ-
ences in this new case. According to [42, Remark 2.4], when alp,p = l, a strictly semistable
parabolic sheaf can have torsion supported on the marked point {p}. In the GIT construction
of the moduli space in the case alp,p = l, a point corresponding to a stable parabolic sheaf
is strictly GIT semistable (see [42, Proposition 2.12]). In the setting of parabolic N -pairs, if
alp,p = l, all values of δ are critical values and the GIT construction discussed in this section
does not produce a fine moduli space. Therefore we only consider the case alp,p < l in this
paper.
The universal parabolic N -pair S : ON → E over M
par,δ
C (Gr(n,N), d, a) × C can be
constructed using GIT. To be more precise, we have a morphism
H0(OC(m))
N ⊗O ⊗OC(−m)→ E˜ ⊗ OP(1)
over R¯ × C, induced by the universal families (16) and (17). By the definition of R¯, the
morphism above induces N sections
S˜ : H0(OC)
N ⊗O = ONR¯ → E˜ ⊗OP(1).
Let z be a point in R¯. By Lemma 3.10 and Lemma 4.3.2 in [21], the only stabilizers in
SL(V ) of z are the χm-root of unity, where χm = dim(V ). They act oppositely on E˜ and
OP(1). Therefore, by Kempf’s descent lemma (c.f. [12, The´ore`m 2.3]), E˜ ⊗ OP(1) descends
to a bundle E on M
par,δ
C (Gr(n,N), d, a)× C, with N sections S ∈ H
0(E ⊗ ON) induced by
S˜. Moreover, the tautological flags of E˜ |
M
par,δ
C (Gr(n,N),d,a)×{p}
⊗OP(1) descend to the universal
flags of E|
M
par,δ
C (Gr(n,N),d,a)×{p}
, for p ∈ I. We denote by (E , {fp}, S) the universal parabolic
N -pair over M
par,δ
C (Gr(n,N), d, a)× C.
Example 3.31. When δ is sufficiently large, the stability condition stabilizes. More pre-
cisely, we have the following lemma.
Lemma 3.32. Let dpar = d + |a|/l. Suppose δ > (n − 1)dpar. Then there is no strictly
δ-semistable parabolic N-pair. Furthermore, a parabolic N-pair (E, s) is δ-stable if and only
if the N sections generically generate the fiber of E on C.
Proof. The proof is a direct generalization of the proof of Proposition 3.14 in [4] for N -pairs
without parabolic structures. We first show that if (E, s) is δ-semistable, then s : ONC → E
generically generate the fiber of E on C. Suppose s does not generically generates the fiber
of E, then it spans a proper subbundle E ′ ( E. Denote the induced quotient pair by
(E ′′, {f ′′p }, s
′′), where E ′′ = E/E ′ and s′′ = 0. Then
µpar(E
′′, s′′) = µpar(E
′′) ≤ dpar(E
′′) ≤ dpar(E) <
dpar(E) + δ
n
= µpar(E, s)
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which contradicts with the δ-semistability of (E, s).
We conclude the proof by showing that if s : ONC → E generically generates the fiber of
E, then (E, s) is δ-stable. Let E ′ be a proper subbundle (equivalently, a saturated subsheaf)
of E. Then s /∈ H0(E ′ ⊗ ONC ) because s generically generates the fiber of E. Hence,
µpar(E
′, s′) = µpar(E
′). We only need to show that dpar(E
′) ≤ dpar(E). If this holds, we have
µpar(E
′, s′) = µpar(E
′) ≤ dpar(E
′) ≤ dpar(E) <
dpar(E) + δ
n
= µpar(E, s),
and it implies that (E, s) is δ-stable. To prove dpar(E
′) ≤ dpar(E), we consider the under-
lying parabolic bundle (E, {fp}) of the parabolic N -pair. Suppose the Harder-Narasimhan
filtration of (E, {fp}) with respect to the parabolic slope of parabolic bundles is given by
0 ( (E1, {f
1
p}) ( (E2, {f
2
p}) ( · · · ( (Ek, {f
k
p }) = (E, {fp}).
Here (E1, {f 1p}) is the maximal destabilizing parabolic subbundle of (E, {fp}). For all
subbundle E ′ ⊂ E, one has µpar(E ′) ≤ µpar(E1). Hence we only need to show that
dpar(E1) ≤ dpar(E). Consider the exact sequence
0→ Ek−1 → E → E/Ek−1 → 0.
Since N sections generically generate the fiber of E, the bundle E/Ek−1 has non-trivial
sections. Thus dpar(E/Ek−1) ≥ 0. By the properties of the Harder-Narasimhan filtration,
we obtain µpar(Ei/Ei−1) > µpar(E/Ek−1) ≥ 0 for i < k. By induction, we assume that
dpar(E/Ei) ≥ 0 for i < m. Then from the exact sequence
0→ Em/Em−1 → E/Em → E/Em−1 → 0,
it follows that dpar(E/Em) = dpar(Em/Em−1) + dpar(E/Em−1) ≥ 0. In particular, it shows
that dpar(E/E1) ≥ 0 and hence dpar(E1) = dpar(E)− dpar(E/E1) ≤ dpar(E). 
When δ > (n− 1)dpar, we refer to it as the (δ =∞)-stability and denote the moduli space
of δ-stable parabolic N -pairs byM
par,δ=∞
C (Gr(n,N), d, a). We have an explicit description of
this moduli space. LetMQ(d, n,N) be the Grothendieck’s Quot scheme which parametrizes
quotients ONC → Q → 0, where Q is a coherent sheaf on C of rank n and degree d. Let
0 → F → ON → Q → 0 be the tautological exact sequence of universal bundles over
MQ(d, n,N)× C. We denote by E = F
∨. Let I = {p1, . . . , pk} be the set of marked points
and let Flmp(Epi) be the relative flag variety of type mpi , where Epi = E|MQ(d,n,N)×{pi}. We
define
(25) FlQuot = Flm1(Ep1)×MQ(d,n,k) · · · ×MQ(d,n,k) ×Flmk(Epk).
By Lemma 3.32, the moduli space M
par,δ=∞
C (Gr(n,N), d, a) is isomorphic to FlQuot.
3.4. Perfect obstruction theory. In this section, we show that for a generic value of δ,
the moduli space of δ-stable parabolic N -pairsM
par,δ
C (Gr(n,N), d, a) has a canonical perfect
obstruction. We construct a virtual structure sheaf on the moduli space and discuss its basic
properties.
The following proposition follows from Proposition 3.17 and the same argument as in [39,
Proposition 1.12].
Proposition 3.33. The morphism q locally factorizes as the composition of a closed embed-
ding followed by a smooth morphism.
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Let MparC (Gr(n,N), d, a)
ι
−→ M
p
−→ BunparC (d, n, a) be a local factorization of the forget-
ful morphism q : MparC (Gr(n,N), d, a) → Bun
par
C (d, n, a). Denote by I the ideal sheaf of
M
par
C (Gr(n,N), d, a) → M . Let Ω be the relative cotangent sheaf of M → Bun
par
C (d, n, a)
and let Lq be the cotangent complex of the morphism q. Then the truncated cotangent
complex τ≥−1Lq is isomorphic to [I|Mpar
C
(Gr(n,N),d,a) → Ω||Mpar
C
(Gr(n,N),d,a)].
Let E¯ be the universal bundle over MparC (Gr(n,N), d, a)× C. Let
π¯ : MparC (Gr(n,N), d, a)× C →M
par
C (Gr(n,N), d, a)
be the projection and let ω¯ be the relative dualizing sheaf of π¯.
Proposition 3.34. There is a canonical morphism
E• := Rπ¯∗((E¯
∨)N ⊗ ω¯[1])→ Lq
which induces a relative perfect obstruction theory for q : Mpar,δC (Gr(n,N), d, a)→ Bun
par
C (d, n, a).
Proof. The same arguments used in [39, Proposition 2.4, Proposition 2.6] work here. 
Proposition 3.35. The relative perfect obstruction theory E• → τ≥−1Lq induces an absolute
perfect obstruction theory on M
par,δ
C (Gr(n,N), d, a).
Proof. For simplicity, we denote the smooth stack BunparC (d, n, a) by B. Consider
M
par,δ
C (Gr(n,N), d, a)
q
−→ B→ SpecC.
We have a distinguished triangle of cotangent complexes
Lq∗LB → LMpar,δC (Gr(n,N),d,a)
→ Lq → Lq
∗LB[1].
By Proposition 3.34, we have a canonical morphism g : E• → Lq which induces the relative
perfect obstruction theory for q. We define F • to be the shifted mapping cone C(f)[−1] of
the composite morphism:
f : E• → Lq → Lq
∗LB[1].
By the axioms of triangulated categories, we have a morphism F • → L
M
par,δ
C (Gr(n,N),d,a)
.
The moduli stack B = BunparC (d, n, a) is a fiber product of flag bundles over the mod-
uli stack of vector bundles BunparC (d, n, a). Therefore, Bun
par
C (d, n, a) is smooth and the
cotangent complex LB is isomorphic to a two-term complex concentrated at [0,1]. Also
note that H1(L
M
par,δ
C (Gr(n,N),d,a)
) = 0 because the moduli space M
par,δ
C (Gr(n,N), d, a) is a
scheme. Then it is straightforward to check that this induces a perfect obstruction theory
on M
par,δ
C (Gr(n,N), d, a). 
Remark 3.36. Let TB be the tangent complex of B, dual to LB. By the definition of F
•,
we have a distinguished triangle
F • → E• → L∗qLB[1]→ F
•[1].
By taking its dual, we have
L∗qTB[−1]→ (E
•)∨ → (F •)∨ → L∗qTB.
It induces a long exact sequence of cohomology sheaves
0→ H0(L∗qTB[−1])→ H
0
(
(E•
)∨
)→ H0
(
(F •)∨
)
→
→ H1(L∗qTB[−1])→ H
1
(
(E•)∨
)
→ H1
(
(F •)∨
)
→ 0.(26)
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Let z = (E, s) ∈ M
par,δ
C (Gr(n,N), d, a) be a closed point and let t = [E] ∈ B. The
fiber of the locally free sheaf H1(L∗qTB[−1]) at z is isomorphic to Ext
1(E,E) and the fiber
H0(L∗qTB[−1])|z is isomorphic to the infinitesimal automorphism group Ext
0(E,E). The
fiber H i
(
(E•)∨
)
|z can be identified with
(
Hi(E)
)N
for i = 0, 1. Let Hi = Hi+1(ParEnd(E)→
E ⊗ ONC ) be the hypercohomology groups, for i = 0, 1. We have the following long exact
sequence of hypercohomology groups
(27)
0→ H0(ParEnd(E))→ (H0(E))N → H0 → H1(ParEnd(E))→ (H1(E))N → H1 → 0.
Comparing with (26), we can identify the stalks H i
(
(F •)∨
)
|z with the hypercohomology
groups Hi, for i = 0, 1.
Corollary 3.37. If the degree d is sufficiently large such that µpar(E, s) > 2g − 1 + |I|+ δ.
Then the moduli space M
par,δ
C (Gr(n,N), d, a) is smooth.
Proof. If µpar(E, s) > 2g − 1 + |I|+ δ, then by Lemma 3.13, we have H
1(E) = 0. It follows
from the long exact sequence (27) that the obstruction space H1 vanishes. Therefore, the
moduli space is smooth. 
Corollary 3.38. For generic δ, the moduli space of δ-stable parabolicN-pairsM
par,δ
C (Gr(n,N), d, a)
has a virtual structure sheaf
Ovir
M
par,δ
C (Gr(n,N),d,a)
∈ K0(M
par,δ
C (Gr(n,N), d, a)).
Proof. The corollary follows from Proposition 3.35 and the construction in [28, §2.3]. We
describe an equivalent construction here. By Proposition 3.35 and Definition 2.2 in [37], one
can define a virtual pullback:
q! : K0(B)→ K0(M
δ
C(Gr(n,N), d)).
The virtual structure sheaf is defined as
Ovir
M
par,δ
C (Gr(n,N),d,a)
= q!(OB),
where OB is the structure sheaf of B. 
The following lemma shows that there are natural embeddings between moduli spaces of
stable parabolic N -pairs of different degrees.
Lemma 3.39. Let D be an effective divisor whose support is disjoint from the set I of
ordinary markings. If (E, s) is a δ-(semi)stable parabolic N-pair, then so is (E(D), s(D)).
Here s(D) is defined as the composition ONC →֒ O
N
C (D)
s
−→ E(D). Conversely, if φ vanishes
on D and (E, s) is δ-(semi)stable, then so is (E(−D), s(−D)).
Proof. The lemma follows easily from the the fact that for any vector bundle F , we have
µpar(F (D)) = degD + µpar(F ).

Let dD be the degree of D. Lemma 3.39 shows that there is an embedding
(28) ιD :M
par,δ
C (Gr(n,N), d, a) →֒ M
par,δ
C (Gr(n,N), d+ ndD, a).
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In fact, we can choose D such that M
par,δ
C (Gr(n,N), d, a) is the zero locus of a section of
a vector bundle on M
par,δ
C (Gr(n,N), d + ndD, a). Suppose that D is the sum of dD distinct
points x1, . . . , xdD on C. Let E
′ and E be the universal bundles overM
par,δ
C (Gr(n,N), d, a)×
C and M
par,δ
C (Gr(n,N), d + ndD, a) × C, respectively. We define a vector bundle ED on
M
par,δ
C (Gr(n,N), d+ ndD, a) by
ED =
dD⊕
i=1
Exi,
where Exi := E|Mpar,δC (Gr(n,N),d+ndD ,a)×{xi}
denotes the restriction of the universal bundle E to
the point xi.
Proposition 3.40. There is a canonical section SD ∈ H0(E
⊕N
D ), induced by the universal
N-pair S : ON → E , and the image of ιD is the scheme-theoretic zero locus of SD. Moreover,
we have the following relation between the virtual structure sheaves:
ιD∗O
vir
M
par,δ
C (Gr(n,N),d,a)
= λ−1((E
∨
D)
⊕N)⊗Ovir
M
par,δ
C (Gr(n,N),d+ndD ,a)
in K0(M
par,δ
C (Gr(n,N), d+ ndD, a)).
Proof. The canonical section SD is defined by the restrictions of the universal N -pair to {xi},
i.e.,
SD =
(
S|
M
par,δ
C (Gr(n,N),d+ndD ,a)×{xi}
)
i∈I
.
Suppose Z is the zero-scheme of SD. Then the restriction of the universal N -pair to Z × C
factors:
ONZ×C
S′
−→ E|Z×C(−D) →֒ E|Z×C.
By Lemma 3.39, the section S ′ defines a family of stable parabolic N -pairs over Z×C. Hence
S ′ induces a morphism Z → M
par,δ
C (Gr(n,N), d, a) which is inverse to ιD. This proves the
first part of the proposition.
For simplicity, we denote by Md and Md+ndD the moduli spaces M
par,δ
C (Gr(n,N), d, a)
andM
par,δ
C (Gr(n,N), d+ndD, a), respectively. Consider the following commutative diagram.
Md Md+ndD
Bun
par
C (d, n, a) Bun
par
C (d+ ndD, n, a)
ιD
q′ q
t
The morphism t is defined by mapping a parabolic bundle E to E(D). Notice that it
induces an isomorphism between BunparC (d, n, a) and Bun
par
C (d + ndD, n, a). Therefore, we
can identify these two moduli stacks of parabolic vector bundles by t and use B to denote
both of them. Consider the morphisms
Md
ιD−→Md+ndD
q
−→ B.
Let q′ = q ◦ ιD. Let π : C ×Md+ndD →Md+ndD and π
′ : C ×Md →Md be the projection
maps. By abuse of notation, we denote by ιD the embedding of C ×Md into C ×Md+ndD .
By Proposition 3.34, we have two relative perfect obstruction theories
E• := Rπ∗((E
∨)N ⊗ ω[1])→ Lq
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and
E ′• := Rπ′∗((E
′∨)N ⊗ ω[1])→ Lq′ .
Here ω is the pullback of the dualizing sheaf of C to the universal curve via the projection
map. Consider the following short exact sequence
0→ E ′ → ι∗DE → ED → 0,
where ED =
⊕dD
i=1 Exi. It induces a distinguished triangle(
Rπ′∗(ι
∗
DE
N)
)∨
→
(
Rπ′∗((E
′)N )
)∨
→ (END )
∨[1]→
(
Rπ′∗(ι
∗EN)
)∨
[1].
By Grothendieck duality and cohomology and base change, we have
(
Rπ′∗(ι
∗
DE
N)
)∨
= Lι∗DE
•
and
(
Rπ′∗((E
′)N)
)∨
= E ′•. By the axioms of triangulated categories, we obtain a morphism
(END )
∨[1]→ LιD ,
and the following morphism of distinguished triangles.
Lι∗DE
• E ′• (END )
∨[1] Lι∗DE
•[1]
Lι∗DLq Lq′ LιD Lι
∗
DLq[1]
over Md. It follows from the long exact sequences in cohomology that (END )
∨[1]→ LιD is a
perfect obstruction theory for ιD. Recall that OvirMd+ndD
= q!OB and OvirMd
= (q′)!OB. By the
functoriality property of virtual pullbacks proved in [37, Proposition 2.11], we have
ι!DO
vir
Md+ndD
= Ovir
Md
.
Let 0ED :Md+ndD → E
⊕N
D be the zero section embedding. Consider the following Cartesian
diagram.
Md Md+ndD
Md+ndD E
⊕N
D
ιD
ιD 0ED
SD
Using the fact that virtual pullbacks commute with push-forward, we obtain
ιD∗O
vir
Md
= 0!EDSD∗O
vir
Md+ndD
.
Note that SD∗ = 0ED∗, since the two sections are homotopic. The proposition follows from
the excess intersection formula in K-theory (c.f. [16, Chapter VI]). 
4. (δ = 0+)-chamber and Verlinde type invariants
When δ is sufficiently close to 0, the stability condition stabilizes. We refer to it as the
(δ = 0+)-chamber. The theory of the GLSM at (δ = 0+)-chamber is related to the theory of
semistable bundles in an explicit way. We describe this connection in this section.
We first consider the case without parabolic structures. We assume the genus of C is
greater than 1, i.e., g > 1. Let δ+ be the smallest critical value. For δ ∈ (0, δ+), we denote
the moduli space of δ-stable parabolic N -pairs by M
δ=0+
C (Gr(n,N), d). It is not difficult to
check for 0 < δ < δ+,
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• If (E, s) is a δ-stable pair then E is a semistable bundle.
• Conversely, if E is stable, then (E, s) is δ-stable for any choice of nonzero s ∈ H0(E⊗
ONC ).
Let UC(n, d) be the moduli space of S-equivalence classes of semistable vector bundles of
rank n and degree d (cf. [27]). From the analysis above, we have a forgetful morphism
q :M
δ=0+
C (Gr(n,N), d)→ UC(n, d),
which forgets N sections. Let [E] ∈ UC(n, d) be a closed point where E is a stable bundle.
Then (E, s) is δ-stable for any nonzero N sections s. Hence the fibre of q over [E] is
PH0(E). If d > n(g − 1), then any bundle E must have non-zero sections by Riemann-
Roch. Therefore the image of the forgetful morphism q contains the non-empty open subset
UsC(n, d) ⊂ UC(n, d) parametrizing isomorphism classes of stable vector bundles. Note that
M
δ=0+
C (Gr(n,N), d) is proper and UC(n, d) is irreducible. Hence we have shown that q is
surjective if d > n(g − 1).
In the case (n, d) = 1, there are no strictly semistable vector bundles and the moduli
space U(n, d) is smooth. Moreover, there exists a universal vector bundle E˜ → U(n, d)× C
such that for any closed point [E] ∈ U(n, d), the restriction E˜ |C×[E] is a stable bundle of
degree d, isomorphic to E. Note that the universal E˜ is not unique since we can obtain other
universal vector bundles by tensoring E˜ with the pullback of any line bundle on U(n, d). Let
ρ : U(n, d)×C → U(n, d) be the projection map. Using the same arguments as in the proof
of Lemma 2.4, one can show that R1ρ∗ E˜ = 0 if d > 2n(g − 1). In this case, ρ∗E˜ is a vector
bundle over U(n, d). Let P((ρ∗E˜)⊕N) be the projectivization of (ρ∗E˜)⊕N .
Proposition 4.1. [4, Theorem 3.26] Suppose (n, d) = 1 and d > 2n(g − 1). Then we have
an isomorphism
M
δ=0+
C (Gr(n,N), d)
∼= P((ρ∗E˜)
⊕N).
Moreover, the above identification gives an isomorphism between the universal N-pair (E , S)
and (q∗(E˜)⊗O(1), S ′), where S ′ is induced by the tautological section of the anti-tautological
line bundle O(1) on the projective bundle P((ρ∗E˜)⊕N).
Similar results hold for moduli spaces of δ-stable parabolic N -pairs, when δ is sufficiently
small. Let δ+ be the smallest critical value. When 0 < δ < δ+, we have
• If (E, {fp}, s) is a δ-stable parabolic N -pair then (E, {fp}) is a parabolic semistable
bundle.
• Conversely, if (E, {fp}) is stable, then (E, {fp}, s) is δ-stable for any non-zero choice
of s ∈ H0(E ⊗ONC ).
Let U(n, d, a,m) be the moduli space of S-equivalence classes of semistable parabolic
bundles of rank n, degree d and parabolic type (a,m). For δ ∈ (0, δ+), we denote the moduli
space of δ-stable parabolic N -pairs by M
par,0+
C (Gr(n,N), d, a).
Theorem 4.2. Suppose µpar(E) > 2g − 1 + |I| and there is no strictly semistable parabolic
vector bundle in U(n, d, a,m). Then for 0 < δ < δ+, we have an isomorphism
M
par,δ=0+
C (Gr(n,N), d, a)
∼= P((ρ∗E˜)
⊕N),
where ρ : C × U(n, d, a,m) → U(n, d, a,m) is the projection map. Moreover, the above
identification gives an isomorphism between the N-pairs (E , S) and (q∗(E˜)⊗O(1), S ′), where
S ′ is induced by the tautological section.
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Proof. The proof is identical to the proof of Theorem 4.1. 
4.1. Verlinde invariants and parabolic GLSM invariants. We first recall the definition
of theta line bundles over moduli spaces of S-equivalence classes of semistable parabolic
bundles. Then we generalize it to the moduli space of δ-stable parabolic N -pairs.
Recall that I = {p1, . . . , pk} is the set of ordinary marked points. For the technical reason
mentioned in Remark 3.30, we consider the following subset of Pl:
P′l = {λ = (λ1, . . . , λn) ∈ Pl|λ1 < l}.
Let λ = (λp1, . . . , λpk), where λpi = (λ1,pi, . . . , λn,pi) is a partition in P
′
l, for 1 ≤ i ≤ k. For
each partition λp, p ∈ I, let rp = (r1,p, . . . , rlp,p) be the sequence of jumping indices of λp (i.e.
l > λ1,p = · · · = λr1,p,p > λr1,p+1,p = · · · = λr2,p,p > . . . ). For 1 ≤ i ≤ lp, let mi,p = ri,p−ri−1,p.
We define the parabolic weights ap = (a1,p, . . . , alp,p) by aj,p = l − 1 − λrj,p,p for 1 ≤ j ≤ lp.
The assumption λpi ∈ P
′
l ensures that alpi ,pi < l. Let a = (ap)p∈I and m = (mp)p∈I be the
parabolic type determined by λ. In the following discussion, we will denote the parabolic
type by λ.
Let U(n, d, λ) denote the moduli space of S-equivalence classes of semistable parabolic
vector bundles of rank n, degree d and parabolic type λ. We recall the construction of
U(n, d, λ) and we will use the same notations as in Section 3.3. The family of semistable
parabolic vector bundles is bounded. Therefore there exists a sufficiently large m ∈ N
such that for any semistable parabolic bundle (E, {fp}), it can be realized as a quotient
q : H0(E(m)) ⊗ OC(−m) ։ E. Let V be a vector space of dimension χm := χ(E(m)).
Define an open subset Z ′ ⊂ Quotn,dC (V ⊗OC(−m)) which consists of points [q] such that the
quotient sheaf E is locally free and q induces an isomorphism V
∼
−→ H0(E(m)). For each
marked point p ∈ I, we consider the restriction of the universal quotient sheaf E˜p := E˜ |Z×{p}.
Let Flmp denote the flag bundle of E˜p of type mp = (mi,p). Define T to be the fiber product
T := Flmp1 ×Z · · · ×Z Flmpk .
Given a parabolic type λ, one can choose a SL(V )-linearized ample line bundle L′ such that
the moduli space of semistable parabolic vector bundles of type λ is the GIT quotient
U(n, d, λ) = T ss / L′ SL(V )
where T ss denotes the open semistable locus in T .
We assume that
(29) ld− |λ| ≡ 0 modn.
Recall that di,p = ai+1,p− ai,p for 1 ≤ i ≤ lp, where alp+1,p := l− 1. Let Q˜i,p be the universal
quotient bundle of rank ri,p =
∑i
j=1mj,p over Flmi . Set
(30) e =
ld−
∑
p∈I
∑lp
i=1 di,pri,p
n
+ l(1 − g).
Notice that
∑lp
i=1 di,pri,p = n(l−1)−|ap| = |λp|. The congruence condition (29) ensures that
e is an integer. Let π : T × C → T be the projection to the first factor. Let x0 ∈ C be the
distinguished marked point which is away from I. Following [36], we consider the following
line bundle over T :
ΘE˜ =
(
detRπ∗(E˜)
)−l
⊗
⊗
p∈I
L˜mp ⊗ (det E˜x0)
e
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where L˜mp are the Borel-Weil-Bott line bundles defined by
L˜mp =
lp⊗
i=1
det Q˜
di,p
i,p .
The calculation in the proof of [36, The´ore`me 3.3] shows that ΘE˜ descends to a line bundle
Θλ → U(n, d, λ). Global sections of Θλ are called generalized theta functions and the space
of global sections H0(Θλ) is isomorphic to the dual of the space of conformal blocks (cf. [1]
and [36]). According to [33], the GL Verlinde number with insertions λ is defined by
〈Vλp1 , . . . , Vλpk 〉
l,Verlinde
g,d := χ(U(n, d, λ),Θλ).
Here the notations Vλpi , i = 1, . . . , k are used to keep track of the parabolic structure λ.
The following lemma shows that we can define similar theta line bundles on the moduli
spaces of parabolic N -pairs.
Lemma 4.3. Let E be the universal bundle over M
par,δ=0+
C (Gr(n,N), d, λ) × C and let
q : M
par,δ=0+
C (Gr(n,N), d, λ) → U(n, d, λ) be the forgetful morphism. Then we have the
following identification
q∗Θλ =
(
detRπ∗(E)
)−l
⊗
⊗
p∈I
Lmp ⊗ (det Ex0)
e,
where Lλp are the Borel-Weil-Bott line bundles defined by
Lmp =
lp⊗
i=1
detQ
di,p
i,p .
Proof. By definition, Θλ is the descent of ΘE˜ =
(
detRπ∗(E˜)
)−l
⊗
⊗
p∈I L˜mp ⊗ (det E˜x0)
e. Let
q˜ : R→ T be the flag bundle map, which is in particular flat. Then we have
q˜∗(ΘE) =
(
detRπ∗(E˜)
)−l
⊗
⊗
p∈I
L˜mp ⊗ (det E˜x0)
e
=
(
detRπ∗(E˜ ⊗ OP(1))
)−l
⊗
{⊗
p∈I
L˜mp ⊗OP(1)
}
⊗ (det E˜x0 ⊗OP(|λp|))
e,
which descends to
(
detRπ∗(E)
)−l
⊗
⊗
p∈I Lmp ⊗ (det Ex0)
e, 
Parabolic N -pairs can be viewed as parabolic GLSM data. We give the following definition
of parabolic GLSM invariants.
Definition 4.4. For a generic value of δ and partitions λp1, . . . λpk ∈ P
′
l satisfying the
congruence condition (29), we define the δ-stable parabolic GLSM invariant with insertions
Vλp1 , . . . , Vλpk by
〈Vλp1 , . . . , Vλpk 〉
l,δ,Gr(n,N)
C,d
= χ
(
M
par,δ
C (Gr(n,N),d, λ),
(
detRπ∗(E)
)−l
⊗
⊗
p∈I
Lλp ⊗ (det Ex0)
e
)
.
Here e is defined by (30).
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In the (δ = 0+)-chamber, to relate the parabolic GLSM invariants with GL Verlinde
numbers, we recall the following result from [6].
Lemma 4.5. [6, Theorem 3.1] Let f : X → Y be a surjective morphism of projective
varieties with rational singularities. Assume that the general fiber of f is rational, i.e.,
f−1(y) is an irreducible rational variety for all closed points in a dense open subset of Y .
Then f∗[OX ] = [OY ] ∈ K0(Y ).
Let UsC(n, d, λ) ⊂ UC(n, d, λ) denote the (possibly empty) open subset which parametrizes
isomorphism classes of stable vector bundles.
Corollary 4.6. Suppose d > n(g − 1) and UsC(n, d, λ) is non-empty. Then the (δ = 0+)-
stable parabolic GLSM invariants are equal to the corresponding GL Verlinde numbers, i.e.,
〈Vλp1 , . . . , Vλpk 〉
l,δ=0+,Gr(n,N)
C,d = 〈Vλp1 , . . . , Vλpk 〉
l,Verlinde
g,d .
Proof. According to [41, Theorem 1.1], the moduli space U(n, d, λ) is a normal projective
variety with only rational singularities. Let [E] be a closed point in U(n, d, λ), where E is
a stable parabolic bundle. Then the fibre of q over [E] is PH0(E). When d > n(g − 1),
any bundle E must have non-zero sections by Riemann-Roch. Therefore the image of the
forgetful morphism q contains the non-empty open subset UsC(n, d, λ) ⊂ UC(n, d, λ). Since
M
δ=0+
C (Gr(n,N), d) is proper and UC(n, d, λ) is irreducible, the morphism q is surjective.
Then the corollary follows from Lemma 4.3, Lemma 4.5 and the projection formula. 
Remark 4.7. It follows from [42, Proposition 4.1] that UsC(n, d, λ) is non-empty if
(31) (n− 1)(g − 1) +
|I|
l
> 0,
where |I| is the number of marked points. This condition is automatically satisfied when
g ≥ 2. When g = 1, we require |I| to be non-empty. Therefore, inequality (31) is a primarily
a condition for the genus 0 case.
We end this section by studying the relation of parabolic GLSM invariants with respect
to the embedding (28).
Lemma 4.8. Let E and E ′ be the universal bundle over M
par,δ
C (Gr(n,N), d + ndD, λ) × C
and M
par,δ
C (Gr(n,N), d, λ)×C, respectively. Denote the corresponding Borel-Weil-Bott line
bundles by Lλp and L
′
λp
, respectively. Let Dd =
(
detRπ∗(E ′)
)−l
⊗
⊗
p∈I L
′
λp
⊗ (det E ′x0)
e′
and Dd+nk =
(
detRπ∗(E)
)−l
⊗
⊗
p∈I Lλp ⊗ (det Ex0)
e be the corresponding determinant line
bundles. Then
ι∗DDd+nk = Dd ⊗
(
(det Ex0)
kl ⊗ (det ED)
−l
)
.
Proof. Consider the short exact sequence
0→ E ′ → ι∗DE → ED → 0.
Then we have
ι∗DdetRπ∗(E) = detRπ∗(E
′)⊗ det ED
and
ι∗DLλp = L
′
λp , ι
∗
DEx0 = E
′
x0
.
This concludes the proof. 
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Corollary 4.9. We have
χ(Md,Dd ⊗O
vir
Md
) = χ(Md+ndD ,Dd+ndD ⊗ λ−1(E
∨
D)
N ⊗Ovir
Md+ndD
).
Proof. Using the same argument as in the proof of [42, Theorem 3.1], one can show that
(det Ex0)
kl ⊗ (det ED)−l and the trivial sheaf O are algebraically equivalent. The corollary
follows from Proposition 3.40 and Lemma 4.8.

5. Parabolic δ-wall-crossing in rank two case
In this section, we prove Theorem 1.4 in the rank two case. According to Remark 3.8,
when n = 1, the moduli space of δ-stable parabolic N -pairs is independent of δ. In fact, by
Theorem 4.2, the moduli space of δ-stable parabolic N -pairs of rank 1 is isomorphic to a
projective bundle over U(1, d, a,m) for all δ. Therefore, the δ-wall-crossing is trivial in the
rank one case.
Let us restate Theorem 1.4 in the rank 2 case.
Theorem 5.1. Assume n = 2. Suppose that N ≥ 2 + l, d > 2g − 2 + k, δ is generic, and
λpi ∈ P
′
l for all i. Then
〈Vλp1 , . . . , Vλpk 〉
l,δ,Gr(2,N)
C,d
is independent of δ.
The proof of the above theorem is very similar to the one given in Section 2.3. We fix
the degree d and the parabolic type a. For a critical value δc, the underlying vector bundle
of a strictly δc-semistable parabolic N -pair (E, s) must split: E = L ⊕M where L,M are
line bundles of degrees d′ and d′′, respectively, and s ∈ H0(L ⊗ ONC ). Let a
′ and a′′ be the
induced parabolic structures on L and M , respectively. Then the following equalities hold:
d′ + δc +
|a′|
l
=
d+ δc
2
+
|a|
2l
, and(32)
d′′ +
|a′′|
l
=
d+ δc
2
+
|a|
2l
.(33)
Since L has non-zero sections, we have d′ > 0. The equality (32) implies that
δc < d+
|a| − 2|a′|
l
≤ d+ k,
where k = |I| is the number of ordinary marked points.
Let ν > 0 be a small real number such that δc is the only critical value in [δc−ν, δc+ν]. For
simplicity, we denote byM+δc (resp., M
−
δc
) the moduli spaceM
par,δc+ν
C (Gr(n,N), d, a) (resp.,
M
par,δc−ν
C (Gr(n,N), d, a)). Let W
+
δc
be the subscheme of M+δc parametrizing (δc + ν)-pairs
which are not (δc − ν)-stable. Similarly, we denote by W
−
δc
the subscheme of M−δc which
parametrizes (δc − ν)-pairs which are not (δc + ν)-stable.
Let (E, s) be an N -pair in W−δc . It follows from the definition that there exists a short
exact sequence
0→ L→ E →M → 0,
satisfying the following properties:
(1) L,M are line bundles of degree d′ and d′′, respectively, such that d′ + d′′ = d.
(2) s ∈ H0(L⊗ONC ).
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(3) d′ + δc + |a′|/l = (d+ δc)/2 + |a|/(2l), where a′ is the induced parabolic structure on
L. Equivalently, we have d′′ + |a′′|/l = (d+ δc)/2 + |a|/(2l), where a′′ is the induced
parabolic structure on M .
Notice that L and M are unique since L is the saturated subsheaf of E containing s.
Similarly, for a parabolic pair (E, s) in W+δc . There exists a unique sub line bundle M of E
of degree d′′ which fits into a short exact sequence
0→M → E → L→ 0.
Here s /∈ H0(M ⊗ONC ) and the degree d
′′ satisfies d′′ + |a′′|/l = (d+ δc)/2 + |a|/(2l).
Let L˜d′ be a Poincare´ bundle over Pic
d′C × C and let p : Picd
′
C × C → Picd
′
C be the
projection. If d′ > 2g − 1, the higher derived image R1p∗L˜d′ = 0. Let U = (R0p∗L˜d′)N .
We define Zd′ := PU × Pic
d′′C. Let Md′′ be a Poincare´ bundle over Pic
d′′C × C. Note that
H0(Picd
′
C,EndU) = H0(Picd
′
C × C,U∨ ⊗ L˜d′ ⊗ ON ) = H0(PU × C,OPU(1) ⊗ L˜d′ ⊗ ON).
The identity automoprhism of U gives rise to a tautological section of Ld′ ⊗ ON , where
Ld′ := OPU(1)⊗L˜d′. This tautological section induces an injective morphism g :Md′′L
−1
d′ →
Md′′ ⊗ON . Let a′ and a′′ be parabolic weights such that (32) and (33) hold. Let Ld′,a′ and
Md′′,a′′ be the unique parabolic line bundles corresponding to Ld′ and Md′′ , respectively.
Note that we have an injection
i : ParHom(Ld′,a′ ,Md′′,a′′) →֒ Hom(Ld,,a,,Md′′,a′′).
Let f be the composition g ◦ i. Denote by Fd′,a′ the cokernel of f . Let π : Zd′ ×C → Zd′ be
the projection. By abuse of notation, we use the same notationsMd′′,a′′ and Ld′,a′ to denote
the pullback of the corresponding universal line bundles to Zd′ × C.
The flip loci W±δc are characterized by the following proposition.
Proposition 5.2. Assume (d − δ)/2 − k > 2g − 1 for δ ∈ [δc − ν, δc + ν]. Let V
+
d′,a′ =
R0π∗(Fd′,a′) and V
−
d′,a′ = R
1π∗(ParHom(Md′′,a′′ ,Ld′,a′)). Then the flip loci W
−
δc
is a disjoint
union ⊔W−d′,a′, where (d
′, a′) satisfies (32) and W−d′,a′ is isomorphic to
W−d′,a′
∼= P
(
V−d′,a′
)
.
Similarly, the flip loci W+δc is a disjoint union ⊔W
+
d′,a′, where W
+
d′,a′ is isomorphic to
W+d′,a′
∼= P
(
V+d′,a′
)
.
Let q± : W
±
d′,a′ → Zd′ be the projective bundle maps. Then the maps W
±
d′,a′ → M
±
δc
are
regular embeddings with normal bundles q∗±V
∓
d′,a′(−1). Moreover we have the following two
short exact sequences of universal bundles
0→q˜∗−Ld′,a′ → E
−
δc
|W−
d′,a′
×C → q˜
∗
−Md′′,a′′ ⊗OW−
d′,a′
(−1)→ 0,(34)
0→q˜∗+Md′′,a′′ ⊗OW+
d′,a′
(1)→ E+δc |W+
d′,a′
×C → q˜
∗
+Ld′,a′ → 0,(35)
where E±δc are the universal bundles overM
±
δc
and q˜± :W
±
d′,a′×C → Zd′×C are the projective
bundle maps.
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Proof. The proposition is a straightforward generalization of [44, (3.7)-(3.12)]. We sketch
the proof here. By definition, we have tautological extensions of parabolic vector bundles
0→q˜∗−Ld′,a′ → E
−
d′,a′ → q˜
∗
−Md′′,a′′ ⊗OW−
d′,a′
(−1)→ 0
0→q˜∗+Md′′,a′′ ⊗OW+
d′,a′
(1)→ E+d′,a′ → q˜
∗
+Ld′,a′ → 0
over P
(
V−d′,a′
)
and P
(
V+d′,a′
)
, respectively. By the universal properties of W±d′,a′ , the tautolog-
ical extensions induce injections W±d′,a′ →M
±
δc
. Next, we show that these injections induce
the following exact sequences:
0→ TP
(
V−d′,a′
)
→ TM−δc|P(V−
d′,a′
) → V
+
d′,a′(−1)→ 0,(36)
0→ TP
(
V+d′,a′
)
→ TM+δc|P(V+d′,a′)
→ V−d′,a′(−1)→ 0.(37)
Let (E, s) be a point in the image of W−d′,a′ . Let (L, s
′) be the destabilizing sub-pair and let
M be the corresponding quotient line bundle. By Corollary 3.37, the moduli spacesM±δc are
smooth. The tangent space of M−δc at (E, s) can be described by the hypercohomology
H1
(
ParEnd(E)→ E ⊗ONC
)
.
By using the standard deformation argument, one can show that the tangent space T(E,s)P
(
V−d′,a′
)
is given by the hypercohomology
H1 = H1
(
ParHom(M,E)⊕OC → L⊗O
N
C
)
.
Here the first component of the morphism is the composition ParHom(M,E) →֒ Hom(M,E)→
OC
s′
−→ L⊗ONC and the second component of the morphism is given by s
′. The vanishing of
the hypercohomology groups H0 and H2 of the complex ParHom(M,E) → L⊗ ONC can be
obtained by studying the long exact sequence of hypercohomology groups
0→ H0 → H0(ParHom(M,E))⊕ C→ (H0(L))N →
→ H1 → H1(ParHom(M,E)⊕OC)→ (H
1(L))N → H2 → 0.
HereH0(ParHom(M,E)) = 0 because E is a nonsplit extension ofM by L andH0(ParHom(M,L)) =
0. The morphism from C to (H0(L))N is injective since it is multiplication by φ. Therefore
H0 = 0. It follows from the assumption (d− δ)/2 − k > 2g − 1 that d′ > 2g − 1 and hence
H1(L) = 0. Therefore H2 = 0.
The short exact sequence (36) follows from the hypercohomology long exact sequence of
the following short exact sequence of two-term complexes.
0 ParHom(Md′′,a′′ , E
−
d′,a′(−1))⊕O ParEnd(E
−
d′,a′, E
−
d′,a′) ParHom(Ld′,a′ ,Md′′,a′′(−1)) 0
0 Ld′,a′ ⊗ON E
−
d′,a′ ⊗O
N Md′′,a′′(−1)⊗ON 0
One can prove the short exact sequence (37) similarly. By using the standard deformation
argument, one can show that the tangent space T(E,s)P
(
V+d′,a′
)
is given by the hypercohomol-
ogy
H1 = H1
(
ParHom(L,E)⊕OC → E ⊗O
N
C
)
.
Here the first component of the morphism is defined by sending the n sections of L to n
sections of E and the second component of the morphism is defined by s. Then (37) follows
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from the hypercohomology long exact sequence of the following short exact sequence of
complexes.
0 ParHom(Ld′,a′ , E
+
d′,a′)⊕O ParEnd(E
+
d′,a′ , E
+
d′,a′) ParHom(Md′′,a′′(1),Ld′,a′) 0
0 E+d′,a′ ⊗O
N E+d′,a′ ⊗O
N 0 0

To prove Theorem 5.1, we need the following lemma.
Lemma 5.3. Let Dδc,± =
(
detRπ∗(E
±
δc
)
)−l
⊗
⊗
p∈I Lλp ⊗ (det (E
±
δc
)x0)
e. Then
(1) the restriction of Dδc,− to a fiber of P(V
−
d′,a′) is O(lδc/2), and
(2) the restriction of Dδc,+ to a fiber of P(V
+
d′,a′) is O(−lδc/2).
Proof. By (34), the restriction of (E−δc)x0 to a fiber of P(V
−
d′,a′) is O(−1) and the restriction
of detRπ∗(E
−
δc
) is O(χ(M)), where χ(M) = d′′ + 1− g is the Euler characteristic of M . The
restriction of Lλp =
⊗lp
i=1 detQ
di,p
i,p is O(−(l − 1) + |a
′′
p|). So D
−
d′,a′ restricts
O(−e + lχ(M)−
∑
p∈I
(l − 1− |a′′p|))
=O
(
−
dl − 2(l − 1)k + |a|
2
+ ld′′ − k(l − 1) + |a′′|
)
=O
(
lδc
2
)
.
Assertion (2) can be proved similarly. 
Proof of Theorem 5.1. The proof is similar to the proof of Theorem 2.11. We only sketch it
here.
Case 1. We assume that (d − δ)/2 − k > 2g − 1 when δ is sufficiently close to δc. Then
M±δc are smooth. By using similar arguments as in the proof of [44, (3.18)], one can show
that there exists the following diagram.
M˜δc
M−δc M
+
δc
p− p+
Here p± are blow-down maps onto the smooth subvarieties W
±
d′,a′
∼= P
(
V±d′,a′
)
, and the ex-
ceptional divisors Ad′,a′ ⊂ M˜d′,a′ are isomorphic to the fiber product Ad′,a′ ∼= P
(
V−d′,a′
)
×Zd′
×P
(
V+d′,a′
)
.
Since p± are blow-ups in smooth centers, we have (p±)∗([OM˜δc
]) = [OM±
δc
]. By the projec-
tion formula, we have
(38) χ(M±δc ,Dδc,±) = χ(M˜δc , p
∗
±(Dδc,±)).
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We only need to compare p∗±(Dδc,±) over M˜δc . Note that the restriction of OAd′,a′ (Ad′,a′) to
Ad′,a′ is OP(V+
d′,a′
)(−1)⊗OP(V−
d′,a′
)(−1). Therefore by Lemma 5.3, we have
p∗−(Dδc,−) = p
∗
+(Dδc,+)
(
−
lδc
2
Aδc
)
,
where Aδc =
∑
(d′,a′)Ad′,a′ . For 1 ≤ j ≤ lδc/2, we have the short exact sequence
0→ p∗+(Dδc,+)(−jAd′,a′)→ p
∗
+(Dδc,+)(−(j − 1)Ad′,a′)(39)
→ p∗+(Dδc,+)⊗OAd′,a′ (−(j − 1)Ad′,a′)→ 0.
Define
D˜d′,a′
=
(
detRπ∗(Ld′,a′)⊗ detRπ∗(Md′,a′)
)−l
⊗
⊗
p∈I
L˜λp ⊗ (det (Ld′,a′)x0 ⊗ det (Md′,a′)x0)
e.
Then by Lemma 5.3, the restriction of Di,+ to Ad′,a′ is D˜d′,a′ ⊗OP(V+
d′,a′
)(−lδc/2). By taking
the Euler characteristic of (4), we obtain
χ(M˜δc , p
∗
+(Dδc,+)(−(j − 1)Ad′,a′))− χ(M˜δc , p
∗
+(Dδc,+)(−jAd′,a′))
=χ
(
Ad′,a′ , D˜d′,a′ ⊗OP(V+
d′,a′
)
(
−
lδc
2
+ j − 1
)
⊗OP(V−
d′,a′
)(j − 1)
)
for 1 ≤ j ≤
lδc
2
.
Let n+d′,a′ be the rank of V
+
d′,a′ . By using the Riemann-Roch formula and (12), one can easily
show that
n+d′,a′ = N(d
′′ + 1− g)− (d′′ − d′ + 1− g) +ma′,a′′ ,
where ma′,a′′ is the number of marked points p such that a
′
p > a
′′
p. A simple calculations
shows that n+ > lδc/2 when l ≤ N − 2. Hence every term in the Leray spectral sequence
of the fibration Pn
+
d′,a′
−1
→ Ad′,a′ → P(V
−
d′,a′) vanishes. It implies that χ(M
±
δc
,Dδc,±) =
χ(M˜δc , p
∗
±(Dδc,±)) when (d− δ)/2− k > 2g − 1.
Case 2. When (d − δc)/2 − k ≤ 2g − 1, the moduli spaces M
±
δc
are singular. As before,
we choose a sufficiently large integer t such that (d − δ)/2 − k + t > 2g − 1 when δ is
sufficiently close to δc. Let D = x1 + · · · + xt be a divisor, where xi are distinct points
on C away from I ∪ {x0}. We denote the moduli spaces M
par,δc±ν
C (Gr(n,N), d, a) and
M
par,δc±ν
C (Gr(n,N), d + 2t, a) by M
±
δc,d
and M±δc,d+2t, respectively. Let E± and E
′
± be the
universal vector bundles onM±δc,d×C andM
±
δc,d+2t
×C, respectively. By Lemma 3.39, there
are embeddings ιD : M
±
δc,d
→֒ M±δc,d+2t such that ι∗(O
vir
M±
δc,d
) = λ−1((E ′∨± )D)⊗ OM±
δc,d+2t
. By
Corollary 4.9, it suffices to show that
χ
(
M−δc,d+2k,D
′
δc,− ⊗ λ−1(((E
′∨
− )D)
N)
)
= χ
(
M+δc,d+2k,D
′
δc,+ ⊗ λ−1(((E
′∨
+ )D)
N )
)
.
The above equality can be proved using the same argument as in the proof of Case 2 in
Theorem 2.11. We omit the details. 
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6. From δ =∞ to ǫ = 0+
As we showed in Example 3.31, in the chamber δ =∞, we allow arbitrary flags of the fibers
at the parabolic marked points. By Lemma 3.32, the moduli spaceM
par,δ=∞
C (Gr(n,N), d, a)
is a fiber product (25) of flag bundles over the Grothendieck’s Quot scheme MQ(d, n,N).
Recall that the Quot scheme parametrizes quotients ONC → Q → 0, where Q is a coherent
sheaf on C of rank n and degree d. It determines a morphism uQ from C to the stack
quotient [Mn×N/GLn(C)], whereMn×N denotes the affine space of n by N complex matrices.
In quasimap theory and the theory of GLSM, the marked points pj are considered as “light
points”, i.e., the coherent quotient sheaf Q might not be locally free at pj and hence pj
can be mapped to the unstable locus of the stack quotient via the morphism uQ. However,
in Gromov-Witten theory, the marked points are “heavy points”. In particular, they are
required to be mapped to the GIT quotient Gr(n,N).
To relate the δ-stable parabolic GLSM invariants to quantum K-invariants of the Grass-
mannian, we study the wall-crossing from δ = ∞ to ǫ = 0+. This wall-crossing converts all
light markings to heavy markings. To prove the wall-crossing result (see Theorem 6.16), we
use Yang Zhou’s master space technique developed in [52].
6.1. (ǫ = 0+)-stable quasimap/GLSM invariants. Fix non-negative integers k, g and
d. We recall the definition of (ǫ = 0+)-stable quasimaps (with or without a parametrized
component) to the Grassmannian Gr(n,N). We refer the reader to [10] for the general theory
of ǫ-stable quasimaps to GIT quotients.
Definition 6.1. A k-pointed, genus g quasimap of degree d to Gr(n,N) is a tuple(
(C ′, p′1, . . . , p
′
k), E, s
)
where
(1) (C ′, p′1, . . . , p
′
k) is a connected, at most nodal, k-pointed projective curve of genus g,
(2) E is a rank n vector bundle on C ′,
(3) s ∈ H0(E ⊗ONC′) represents N sections which generically generate E.
A point p ∈ C ′ is called a base point if the N sections given by s do not span the fiber of
E at p.
Definition 6.2. A quasimap
(
(C ′, p′1, . . . , p
′
k), E, s
)
is called (ǫ = 0+)-stable if the following
two conditions hold:
(1) The base points of s are away from the nodes and the marked points.
(2) The line bundle ωC′(
∑k
i=1 p
′
i)⊗ det(E)
ǫ is ample for every sufficiently small rational
numbers 0 < ǫ << 1.
In this paper, we mainly consider quasimaps whose domain curves contain a component
parametrized by C.
Definition 6.3. A quasimap with one parametrized component consists of the data(
(C ′, p′1, . . . , p
′
k), E, s, ϕ
)
where
(
(C ′, p′1, . . . , p
′
k), E, s) satisfies conditions (1)-(3) in Definition 6.1 and ϕ : C
′ → C is
a morphism of degree one such that
(40) ϕ(p′i) = pi, 1 ≤ i ≤ k.
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An isomorphism between two quasimaps ((C ′, p′1, . . . , p
′
k), E
′, s′, ϕ′) and ((C ′′, p′′1, . . . , p
′′
k), E
′′, s′′, ϕ′′)
consists of an isomorphism f : C ′
∼
−→ C ′′ of the underlying curves, along with an isomorphism
σ : E ′ → f ∗E ′′, such that
f(p′i) = p
′′
i , ϕ
′ = ϕ′′ ◦ f, and σ(s′) = f ∗(s′′).
By definition, C ′ has an irreducible component C0 such that ϕ|C0 : C0
∼
−→ C is an isomor-
phism, and the rest of C ′ is contracted by ϕ. The data
(
(C ′, p′1, . . . , p
′
k), E, s, ϕ
)
is called
(ǫ = 0+)-stable if the base points of s are away from the nodes and the marked points, and
the following modified ampleness condition hold:
ωC′
( k∑
i=1
p′i
)
⊗ det(E)ǫ ⊗ ϕ∗(ω−1C ⊗M),
is ample for every sufficiently small rational numbers 0 < ǫ << 1, where M is any ample
line bundle on C.
Let Qǫ=0+g,k (Gr(n,N), d) denote the moduli stack of (ǫ = 0+)-stable quasimaps to Gr(n,N).
This moduli stack was first introduced in [34], and the definition and construction were
generalized to arbitrary values of the stability parameter ǫ in [46] and to more general GIT
targets in [10]. The moduli stack Qǫ=0+g,k (Gr(n,N), d) is a proper Deligne-Mumford stack of
finite type, with a canonical perfect obstruction theory (see [34, §6] and [10, Theorem 4.1.2]).
We denote by M
ǫ=0+
C,k (Gr(n,N), d) the moduli stack of quasimaps with one parametrized
component in Definition 6.3. It follows from the condition (40) that M
ǫ=0+
C,k (Gr(n,N), d)
is a closed substack of the quasimap graph space QGǫ=0+g,k (Gr(n,N), d;C) introduced in [10,
§7.2]. According to [10, Theorem 7.2.2], the moduli stack QGǫ=0+g,k (Gr(n,N), d;C) is a proper
Deligne-Mumford stack of finite type. Hence the same properties hold for the substack
M
ǫ=0+
C,k (Gr(n,N), d).
By the standard result (see Section 6.2), the moduli stackM
ǫ=0+
C,k (Gr(n,N), d) is equipped
with a canonical perfect obstruction theory. Hence by the construction in [28, §2.3], we obtain
a virtual structure sheaf
Ovir
M
ǫ=0+
C,k (Gr(n,N),d)
∈ K0(M
ǫ=0+
C,k (Gr(n,N), d)).
Let π : C → M
ǫ=0+
C,k (Gr(n,N), d) be the universal curve and let E → C be the universal
vector bundle bundle. As in [38], we define the level-l determinant line bundle by
(41) Dl :=
(
detRπ∗(E)
)−l
.
There are evaluation morphisms
evi :M
ǫ=0+
C,k (Gr(n,N), d)→ Gr(n,N), i = 1, . . . , k.
Choose k partitions λ1, . . . , λk in the set Pl. Let S be the tautological vector bundle over
Gr(n,N) and let E := S∨. We define K-theory classes
Vλi := Sλi(S) ∈ K
0(Gr(n,N))Q, i = 1, . . . , k.
Here Sλ denotes the Schur functor associated to a partition λ (see [15, §6]).
2
2There are different conventions in the definitions of the Schur functor. We use the one introduced in
[15, §6]. For example, if λ = (a), we have Sλ(V ) = Sym
aV . If λ = (1, . . . , 1) with 1 repeated b times, then
Sλ(V ) = ∧bV .
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Definition 6.4. For any e ∈ Z, we define the level-l (ǫ = 0+)-stable GLSM invariant with
insertions Vλ1 , . . . , Vλk by
〈Vλ1, · · ·Vλk |det(E)
e〉l,ǫ=0+C,d
:= χ
(
M
ǫ=0+
C,k (Gr(n,N),d),D
l ⊗Ovir
M
ǫ=0+
C,k (Gr(n,N),d)
⊗
k⊗
i=1
ev∗iVλi ⊗ (det Ex0)
e
)
.
Remark 6.5. The above definition is motivated by that of (δ =∞)-stable GLSM invariants.
As discussed in Example 3.31, we have the following isomorphism:
M
par,δ=∞
C (Gr(n,N), d, λ)
∼= Flm1(Ep1)×MQ(d,n,k) · · · ×MQ(d,n,k) ×Flmk(Epk),
where E is the universal vector bundle onMQ(d, n, k)×C. Let π :M
par,δ=∞
C (Gr(n,N), d, λ)→
MQ(d, n, k) be the flag bundle map. By the projection formula, we have
〈Vλp1 , . . . , Vλpk 〉
l,δ=∞,Gr(n,N)
C,d
= χ
(
MQ(d, n, k),
(
detRπ∗(E)
)−l
⊗Ovir
MQ(d,n,k)
⊗ Rπ∗
(⊗
p∈I
Lλp
)
⊗
(
det Ex0
)e)
,
where e is defined by (30). It follows from Bott’s theorem for partial flag bundles (see [49,
Theorem 4.1.8]) that
Rπ∗
(⊗
p∈I
Lλp
)
=
⊗
p∈I
Sλp(E
∨
p ).
When a marked point p is not a base point, the class Sλp(E
∨
p ) coincides with ev
∗
pVλp .
Remark 6.6. For (ǫ = 0+)-stable quasimaps with one parametrized component, the distin-
guished point x0 is viewed as a light point, while the marked points p
′
1, . . . , p
′
k are considered
as heavy points (see the discussion immediately following Definition 6.7). Note that the
factor
(
det Ex0
)e
in the definition of the (ǫ = 0+)-stable GLSM invariant is the pullback
of the K-theory class det(E)e via the stacky evaluation map e˜v0 : M
ǫ=0+
C,k (Gr(n,N), d) →
[Mn×N/GLn(C)] at x0. Therefore, we can view this factor as an insertion at the light point
x0.
6.2. Master space and wall-crossing. To relate the (ǫ = 0+)-stable GLSM invariants
and (δ =∞)-stable GLSM invariants, we introduce quasimaps with mixed weight markings,
following [52].
Let m be an integer such that 1 ≤ m ≤ k. We relabel the first m markings in I as
x1, . . . , xm and the last k − m markings as y1, . . . , yk−m. Let ~x = (x1, . . . , xm) and ~y =
(y1, . . . , yk−m).
Definition 6.7. A quasimap
(
(C ′, ~x; ~y), E, s, ϕ
)
with one parametrized component to Gr(n,N)
is called (0+, 0+)-stable with mixed (m, k −m)-weighted markings and degree d if :
(1) The quasimap only has finitely many base points which are away from the nodes.
(2) x1, . . . , xm are not base points of s.
(3) The Q-line bundle
(42) det(E)ǫ ⊗ ωC′
( m∑
i=1
xi + ǫ
′
k−m∑
j=1
yj
)
⊗ ϕ∗(ω−1C ⊗M)
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is relatively ample for every sufficiently small rational numbers 0 < ǫ, ǫ′ << 1. Here
ωC denotes the dualizing sheaf of C and M is any ample line bundle on C.
(4) deg(E) = d.
Since x1, . . . , xm have weights 1, they are called heavy markings. The markings y1, . . . , yk−m
are called light markings because their weights are arbitrarily small.
Let M
0+,0+
C,m|k−m(Gr(n,N), d) denote the moduli space of (0+, 0+)-stable quasimaps to
Gr(n,N) with mixed (m, k−m)-weighted markings and degree d. Let θ0 denote the determi-
nant character of GL(n,C). If we drop the condition (40) in Definition 6.3, the moduli space
QG
(0+)·θ0,0+
g,m|k−m,d(Gr(n,N)) of such ((0+) · θ0, 0+)-stable quasimaps was constructed in [9]. Ac-
cording to [9, §2.2], it is a proper Deligne-Mumford stack. Note thatM
0+,0+
C,m|k−m(Gr(n,N), d)
is a closed substack of QG
(0+)·θ0,0+
g,m|k−m,d(Gr(n,N)). HenceM
0+,0+
C,m|k−m(Gr(n,N), d) is also a proper
Deligne-Mumford stack. In fact, we can say more about the properties of this moduli stack.
Lemma 6.8. The moduli stack M
0+,0+
C,m|k−m(Gr(n,N), d) is a global quotient stack with pro-
jective coarse moduli space.
Proof. The argument to show the moduli stack is a global quotient stack is similar to the one
given in [34, §6.1]. Let
(
(C ′, ~x; ~y), E, s, ϕ
)
be a quasimap with one parametrized componen.
In Definition 6.7, we fix an ample line bundle M on C and denote the Q-line bundle (42) by
Lǫ,ǫ′. Note that the ampleness of Lǫ,ǫ′ for ǫ = ǫ
′ = 1/(d+1) is enough to ensure the stability
of a degree d quasimap. We will fix ǫ = ǫ′ = 1/(d+ 1) throughout the discussion.
By boundedness, we may choose a sufficiently large integer t uniformly such that it is
divisible by d+ 1 and the line bundle Ltǫ,ǫ′ is very ample with vanishing higher cohomology.
We denote by e the dimension of H0(C ′, Ltǫ,ǫ′), which is independent of the choice of stable
quasimaps. Let V be an e-dimensional complex vector space. An isomorphism
H0(C ′, Ltǫ,ǫ′)
∼= V ∨
induces an embedding ι : C ′ →֒ P(V ) × C of multidegree (f, 1), where f = degLtǫ,ǫ′. Let
Hilb denote the Hilbert scheme of genus g curves in P(V )×C of multidegree (f, 1). A stable
quasimap
(
(C ′, ~x; ~y), E, s, ϕ
)
gives rise to a point in
H = Hilb× P(V )k,
where the last k factors record the locations of the markings. Let H′ ⊂ H be the quasi-
projective subscheme parametrizing tuples
(
(C ′, ~x; ~y), ϕ
)
satisfying
• the points ~x, ~y are contained in C ′ whose projections to C coincide with the corre-
sponding markings pi on C,
• the marked curve (C ′, ~x; ~y) is a connected, at most nodal, projective curve of genus
g, whose markings x1, . . . , xm, y1, . . . , yk−m are distinct and away from the nodes.
Let π : C′ → H′ be the universal curve and let Quot → H′ be the relative Quot scheme
parametrizing rank n − r degree d quotients O⊕NC′ → Q → 0 on the fibers of π. Define a
locally closed subscheme U ⊂ Quot satisfying the following:
• The quotient Q is locally free at the nodes and x1, . . . , xm,
• the restriction of OP(V )(1) coincides with the line bundle Ltǫ,ǫ′.
The natural PGL(V )-action on P(V )×C induces PGL(V )-actions on H′ and U . A PGL(V )-
orbit in U corresponds to a stable quasimap with one parametrized component and mixed
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(m, k−m)-weighted markings up to isomorphism. By stability, the PGL(V )-action on U has
finite stabilizers. The moduli stackM
0+,0+
C,m|k−m(Gr(n,N), d) is the quotient stack [U/PGL(V )].
To establish the projectivity of the coarse moduli space, we adapt an argument of [14, §4.3],
which treats the case of the moduli space of stable maps and uses Kolla´r’s semipositivity
method [25]. Let (π : X → T ; ~x; ~y; E ; s, ϕ) be a flat family of stable quasimaps. Fix M =
OC(p), where p is away from the markings pi of C. Let Lǫ,ǫ′ be the family version of (42).
We define a π-relatively ample line bundle L1/(d+1) to be Lǫ,ǫ′ ⊗ ϕ∗(ωC) if g ≥ 1 and Lǫ,ǫ′ if
g = 0. Consider
Ft := π∗
(
Lt1/(d+1)
)
.
By using a similar argument to the one in [14, Lemma 3], one can show that Ft is a semi-
positive vector bundle on T for t ≥ 2(d+1) and divisible by d+1. By boundedness, we may
find a sufficiently large t such that there exists a T -embedding
ι : X →֒ P(F∨t )×C C.
Here the morphism to the second factor is induced by ϕ. Let Ti be the subscheme of P(F∨t )
defined by the i-th section. Set M = OP(F∨t )(1) ⊗M . This line bundle is relatively ample
with respect to the projection q : P(F∨t ) × C → T . By boundedness, we can choose a
sufficiently large integer r such that
(43) q∗(M
r)⊕
k⊕
i=1
q∗(OP(F∨t )(r))→ q∗(M
r ⊗OX )⊕
k⊕
i=1
q∗
(
OP(F∨t )(r)⊗OTi
)
→ 0.
Let S = E∨ and let 0 → S → O⊕NX → Q → 0 be the short exact sequence induced by s
over X . Again by boundedness, there exists an integer t uniformly large, so that
(44) π∗(O
⊕N
X ⊗ L
t
1/(d+1))→ π∗(Q⊗L
t
1/(d+1))→ 0.
Combining (43) and (44), we obtain a quotient
(45) W → Q→ 0,
where
W =
(
q∗(M
r)⊕
k⊕
i=1
q∗(OP(F∨t )(r))
)
⊕F⊕Nt ,
Q =
(
q∗(M
r ⊗OX )⊕
k⊕
i=1
q∗
(
OP(F∨t )(r)⊗OTi
))
⊕ π∗(Q⊗ L
t
1/(d+1)).
Note that q∗(Mr) ∼= Sym
r(Ft)⊗H0(C,M) and q∗(OP(F∨t )(r))
)
= Symr(Ft). By the stability
of semipositivity under direct sums, tensor products, and symmetric powers (cf. [25, Propo-
sition 3.5]), W is semipositive. Let GL be the structure group of Ft. Let w and r′ be the
ranks of W and Q, respectively. The quotient (45) induces a set theoretic classifying map
uT : T → Gr(w, r
′)/GL,
where the Grassmannian denotes the r′-dimensional quotients of fixed w-dimensional space.
We denote byM the coarse moduli space ofM
0+,0+
C,m|k−m(Gr(n,N), d). By identical arguments
to the ones given in the proof of Lemma 5 and Lemma 6 of [14], it follows that each point
of the image of uT has finite stabilizer and there exists a set theoretic injection
δ : M → Gr(r′, w)/GL.
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The projectivity of M follows from the Ampleness Lemma [25, Lemma 3.9] and the same
argument given on page 69 of [14]. We omit the details. 
It follows from the definition that when m = 0, we recover the (δ =∞)-stable GLSM data
and when m = k, we recover the (ǫ = 0+)-stable quasimaps. Hence, we have
M
0+,0+
C,0|k (Gr(n,N), d)
∼=MQ(d, n, k),
M
0+,0+
C,k|0 (Gr(n,N), d) =M
ǫ=0+
C,k (Gr(n,N), d).
To study the wall-crossing from δ = ∞ to ǫ = 0+, we follow [52] and construct a master
space. Let T be a scheme.
Definition 6.9. A T -family of (0+, 0+)-stable quasimap with one parametrized component
to Gr(n,N) and mixed (m, k −m)-weighted markings consists of
(π : X → T ; ~x; ~y; E ,N ; s, ϕ, v1, v2),
where
(1) (π : X → T ; ~x; ~y; E ; s, ϕ) is a T -family of quasimaps of genus g with one parametrized
component to Gr(n,N) such that the base points are away from the heavy markings
x1, . . . , xm, and the nodes of X ,
(2) N is a line bundle on T ,
(3) v1 ∈ H0(T, Ty1 ⊗ N) and v2 ∈ H
0(T,N) are sections without common zeros, where
Ty1 = ω
∨
X/T |y1.
We require that
• Generic Stability: The Q-line bundle
det(E)ǫ ⊗ ωX/T
( m∑
i=1
xi + y1 + ǫ
′
k−m∑
j=2
yj
)
⊗ ϕ∗(ω−1C ⊗M)
is relatively ample for every sufficiently small rational numbers 0 < ǫ, ǫ′ << 1. Here
ωC denotes the dualizing sheaf of the trivial family T ×C → T andM is the pullback
of any ample line bundle on C.
• When v1 = 0, y1 is not a base point.
• When v2 = 0, the Q-line bundle
det(E)ǫ ⊗ ωX/T
( m∑
i=1
xi + ǫ
′
k−m∑
j=1
yj
)
⊗ ϕ∗(ω−1C ⊗M)
is relatively ample for every sufficiently small rational numbers 0 < ǫ, ǫ′ << 1.
Let σ = (π : X → T ; ~x; ~y; E ,N ; s, ϕ, v1, v2) and σ′ = (π′ : X ′ → T ′; ~x′; ~y′; E ′,N ′; s′, ϕ′, v′1, v
′
2)
be two families of quasimaps with parametrized components and mixed (m, k−m)-weighted
markings. A morphism σ′ → σ consists of a cartesian diagram
X ′ X
T ′ T,
f
π′ π
g
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an isomorphism φ : N ′ → g∗N of line bundles, and an isomorphism ψ : E ′ → f ∗E of vector
bundles such that
• f preserves the markings, ϕ′ = ϕ ◦ f ,
• ψ(s′) = f ∗s,
• φ(v′2) = g
∗v2, and (dfy′
1
⊗ φ)(v′1) = g
∗v1.
For 1 ≤ m ≤ k, let M˜C,m|k−m denote the moduli stack parametrizing families as in
Definition 6.9. The same argument as in [52, Theorem 4] shows that M˜C,m|k−m is a Deligne-
Mumford stack of finite type. To apply the master space technique, we need the following
proposition.
Proposition 6.10. The moduli stack M˜C,m|k−m is proper.
Proof. The argument is a straightforward modification of the one given in the proof of [52,
Theorem 5]. Let R be a DVR over C and let K be its field of fractions. Let B = SpecR.
Let b ∈ B be the closed point and let B◦ = SpecK be the generic point. Suppose σ◦ = (π◦ :
X ◦ → B◦; ~x◦; ~y◦;E◦, N◦; s◦, ϕ, v◦1, v
◦
2) is a B
◦-family of stable quasimaps. We need to show
that, possibly after a finite base change, there is a stable quasimap extension σ of σ◦ over
B, and the extension is unique up to unique isomorphisms.
By standard reductions, after finite base change, the normalization of X ◦ is a disjoint
union
∐k
i=0X
◦
i of smooth and irreducible curves. The preimages of the nodes are viewed as
heaving markings. Assume that the preimage of y◦1 is in X
◦
0 . For i > 0, the restriction of
(E◦; s◦, ϕ◦) to X ◦i defines a family of quasimaps with a fixed component if ϕ
◦|X ◦i is nontrivial.
Otherwise, it defines a family of quasimaps without a fixed component. In either case,
since the moduli stack of (0+, 0+)-stable quasimaps (with or without fixed components) to
Gr(n,N) with mixed (m, k −m)-weighted markings is proper, the restriction of (E◦; s◦, ϕ◦)
extends uniquely to a B-family σ◦i of quasimaps, possibly after finite base change. Therefore,
if we show that the pullback of σ◦ to X ◦0 extends uniquely to a B-family of stable quasimaps
σ◦0 with (m, k − m)-weighted markings, possibly after finite base change, we obtain the
unique extension of σ◦ by gluing σ◦i along the preimages of the nodes. Hence we only need
to consider the following two cases:
(1) ϕ is nontrivial and X ◦ is a family of smooth and irreducible curves.
(2) ϕ is trivial, v◦1 6= 0 and σ
◦ = (π◦ : P1 × B◦ → B◦; x1; y1;E◦, N◦; s◦, v◦1, v
◦
2) where x1
and y1 correspond to ∞ and 0 on P1, respectively.
In case (1), if v◦1 = 0 or v
◦
2 = 0, σ
◦ defines a family of stable quasimaps with (m+1, k−m−
1)-weighted or (m, k −m)-weighted markings. By the properness of M
0+,0+
C,m|k−m(Gr(n,N), d)
and M
0+,0+
C,m+1|k−m−1(Gr(n,N), d), possibly after a finite base change, σ extends to a flat B-
family of stable quasimaps. Hence we assume that v◦1 6= 0 and v
◦
2 6= 0 on B
◦. Notice that
over the generic fiber, σ◦ is a stable quasimap to Gr(n,N) when we view y1 as a light point.
Possibly after finite base change, we extend (E◦; s◦, ϕ) to a (0+, 0+)-stable quasimaps to
Gr(n,N) with (m, k−m)-weighted markings. As explained in the proof of [52, Theorem 5],
(N ◦; v◦1, v
◦
2) has a unique extension (N , v1, v2) to B such that (v1, v2) has no common zeros.
Therefore, we obtain a family σ over B. The extension may fail to be a stable quasimap
when
(46) v1(b) = 0 and y1(b) is a base point.
This will be corrected by blowups.
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Suppose (46) happens. Then the support Z of the cokernel K of ONX → E contains y1 and
has dimension at most 1. The initial Fitting ideal Fit0(K) of K endows Z a natural scheme
structure. Let ν : X ′ → X be the blowup at y1(b). As explained in the proof of [52, Theorem
5], the unique extension (X ′;N ′; v′1, v
′
2) of (X
◦;N ◦; v◦1, v
◦
2) satisfies that v
′
2(b) 6= 0 and the
vanishing order of v′1(b) is exactly one less than that of v1(b). We replace (X ;N ; v1, v2) by
(X ′;N ′; v′1, v
′
2), and repeat this procedure until either of the following situation happens:
(i) v1(b) 6= 0;
(ii) v1(b) only lies on the exceptional component of the total transform of Z.
In both cases, let
µ : X ′′ → X
be the sequence of blowups at y1(b). We write
Z ′′ = µ−1(Z) =
∑
i
miEi +
∑
j
njDj ,
where the Ei are the exceptional divisors of µ. Let E :=
∑
imiEi. We set
K′′ = µ∗K ⊗OE
and define the sheaf E ′′ as the kernel of the map µ∗(E)→ K′′. Then µ∗s : ONX ′′ → µ
∗E factors
through s′′ : ONX ′′ → E
′′. If (ii) holds, the divisors Dj intersect the Ei away from y1(b). Hence
y1(b) is not a base point of s
′′. Finally, we contract the exceptional divisors on which E(b)
is trivial. More explicitly, set L = det(E ′′)⊗ ωX ′′/B(
∑m
i=1 xi + y1)⊗ ϕ
∗(ω−1C ⊗M). Note L is
relatively basedpoint free. Hence we have the contraction map
c : X ′′ → X˜ = Proj
(⊕
i
Li
)
.
Note that E has a nontrivial degree on the exceptional divisor of the last blowup. This
exceptional divisor contains y1(b) and is not contracted. Therefore, if we define the N
sections to be s′ : ON
X˜
→ c∗E ′′, (46) still does not hold, and we obtain a stable family over
B.
In case (2), we can find a B◦-isomorphism between X and P1 × B◦, identifying y1 with
{0}×B◦, x1 with {∞}×B◦, and v◦1/v
◦
2 with the tangent vector ∂/∂z, where z is the coordinate
on P1. We extend the marked curves to a constant family over B. By the properness of the
relative Quot functor, the prestable quasimaps also extend uniquely. The extension may fail
to be stable when
(47) x1(b) is a base point.
If this happens, we blow up the surface X repeatedly at x1(b) until (47) does not hold. Then
we blow down the exceptional divisors on which E(b) is trivial as in the case (1). If the
component containing y1(b) is contracted, then the contraction morphism maps v1 to 0 and
y1(b) to a point that is not a base point. Hence we obtain a stable family in the case (2).
Last, we prove the moduli space is separated by the valuative criterion. Consider two
flat families of quasimaps σ = (π : X → B; ~x; ~y; E ,N ; s, v1, v2) and σ′ = (π : X ′ →
B; ~x′; ~y′; E ′,N ′; s′, v′1, v
′
2) which are isomorphic over B
◦. We want to show that, possibly
after finite base-change, they are isomorphic. By semistable reduction, we construct a fam-
ily X ′′ → B of quasistable marked curves and dominant morphisms
p : X ′′ → X , and p′ : X ′′ → X ′
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which are compatible with marked points and restrict to isomorphisms over B◦. By the
separatedness of the Quot functor, the pullback of quasimaps p∗s and (p′)−1s′ agree on the
special fiber. One can check that due to the stability condition, the maps p : X ′′ → X and
p′ : X ′′ → X ′ contract the same set of rational components of the special fiber. We conclude
the family σ and σ′ are isomorphic. 
Remark 6.11. By using similar arguments to the proof of Lemma 6.8, one can show that
the moduli stack M˜C,m|k−m is a global quotient stack with projective coarse moduli space.
Let U˜C be the category of families (π : X → T ; ~x; ~y;N ;ϕ, v1, v2) and let U be the category
of families (π : X → T ; ~x; ~y;N ; v1, v2). The same argument as in [52, Theorem 4] shows that
U is a smooth Artin stack. There is a smooth morphism
ν : U˜C → U
which forgets the parametrization ϕ. It shows that U˜C is also smooth. By abuse of notation,
we use π to denote the universal curves over various moduli stacks. Then the relative
cotangent bundle of ν is given by (R0π∗ϕ
∗TC)
∨. There is a morphism
µ˜ : M˜C,m|k−m → U˜C
which forgets the quasimap (E ; s). By the standard result (see, e.g., [34, §3.2], [10, §4.5]),
the µ˜-relative perfect obstruction theory is given by
(48) R•π∗Hom(E
∨,Q),
where the sheaf Q is defined by the universal exact sequence
0→ E∨ → ONC → Q→ 0
on the universal curve C of M˜C,m|k−m. Similarly, for the moduli stackM
0+,0+
C,m|k−m(Gr(n,N), d)
of (0+, 0+)-stable quasimaps with mixed (m, k−m)-weighted markings, formula (48) defines
a relative perfect obstruction theory for the forgetful morphism
ν :M
0+,0+
C,m|k−m(Gr(n,N), d)→ C˜[k],
where C˜[k] is the smooth Artin stack parametrizing the data (C ′; ~x; ~y, ϕ) satisfying (40).
Define the C∗-action on the master space M˜C,m|k−m by
t · (π : C′ → T ; ~x, ~y; E ,N ; s, v1, v2) = (π : C
′ → T ; ~x, ~y; E ,N ; s, tv1, v2), t ∈ C
∗.
There are three types of fixed loci:
(1) F0M˜C,m is the vanishing locus of v1.
(2) F∞M˜C,m is the vanishing locus of v2.
(3) For each 0 < d′ ≤ d, Fd′M˜C,m is the locus where
• C ′ = Cmain ∪Crat, with Crat a rational subcurve with deg(E|Crat) = d
′ and Cmain
containing the parametrized component.
• v1 and v2 are both nonzero.
• y1 ∈ Crat and Crat ∩ Cmain are the only two special points of Crat.
• s has a base point of length d′ at y1.
Let Ty1 denote the tangent line bundle at y1. Let C1 denote the standard representation
of C∗ and let C−1 denote its dual. The following lemma follows from the same argument as
in the proof of [52, Lemma 7].
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Lemma 6.12. (1) The substack F0M˜C,m is isomorphic to M
0+,0+
C,m+1|k−m−1(Gr(n,N), d),
where the heavy markings are x1, . . . , xm, y1 and the light markings are y2, . . . , yk−m.
Its equivariant normal bundle is isomorphic to Ty1 ⊗ C1 and the corresponding C
∗-
equivariant K-theoretic Euler class is 1− q−1T∨y1.
(2) The substack F∞M˜C,m is isomorphic to M
0+,0+
C,m|k−m(Gr(n,N), d), where the heavy
markings are x1, . . . , xm and the light markings are y1, y2, . . . , yk−m. Its equivariant
normal bundle is isomorphic to T∨y1 ⊗ C−1 and the corresponding C
∗-equivariant K-
theoretic Euler class is 1− qTy1.
We denote by Fd′ ⊂ QG
0+
0,1(Gr(n,N), d
′) the C∗-fixed locus of the graph space parametriz-
ing quasimaps
(P1, q•, E, s)
where the only marking q• lies at ∞ ∈ P1 and the only base point of s is at 0. Let
ev∞ : Fd′ → Gr(n,N) be the evaluation morphism at the unique marking q• and let
evm+1 : M
0+,0+
C,m+1|k−m−1(Gr(n,N), d) → Gr(n,N) be the evaluation morphism at the last
heavy marking xm+1. There is a natural morphism
ιd′ :M
0+,0+
C,m+1|k−m−1(Gr(n,N), d)×Gr(n,N) Fd′ → Fd′M˜C,m
given by gluing the heavy marking xm+1 with q• and placing the light marking y1 at 0 ∈ P1.
Using the same argument as in [11, Lemma A.6], one can show that ιd′ is an isomorphism.
Let P˜1[1] be the Fulton-MacPherson space of (not necessarily stable) configurations of 1
point on P1. According to [23, §2.8], P˜1[1] is a smooth Artin stack, locally of finite type. Let
BunGLn(C) → P˜1[1]
be the relative moduli stack of principal GLn(C)-bundles on the fibers of the universal curve
over P˜1[1]. It is again a smooth Artin stack, locally of finite type (see [10, §2.1]). Consider
the forgetful morphism
µ : QG0+0,1(Gr(n,N), d
′)→ BunGLn(C)
which forgets the section s. The natural µ-relative perfect obstruction theory is given by
(48), where all the sheaves are defined over the universal curve of QG0+0,1(Gr(n,N), d
′). The
moving part of the relative perfect obstruction theory (48) is denoted by Nvir,rel
Fd′/QG
0+
0,1
.
Lemma 6.13. Under the isomorphism ιd′, the equivariant normal bundle of the substack
Fd′M˜C,m is isomorphic to
Nnode ⊕N
vir,rel
Fd′/QG
0+
0,1
.
Here Nnode ∼= Txm+1 ⊠ T∞, where Txm+1 and T∞ are the tangent line bundles at the markings
xm+1 and ∞, respectively.
Proof. Let Zd′ ⊂ U˜C be the reduced, locally-closed substack where y1 is on a rational tail of
degree d′ and v1 and v2 are both nonzero. The normal bundle of Zd′ in U˜C is Nnode which
belongs to the moving part. The universal curve decomposes as Cmain ∪ Crat. The moving
part of (48) is
R•π∗
(
Hom(E∨,Q)|Crat(−∆∞)
)
,
where ∆∞ denotes the node Cmain ∩ Crat. This coincides with N
vir,rel
Fd′/QG
0+
0,1
. 
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Recall that the Grassmannian Gr(n,N) can be written as a GIT quotientMn×N / GLn(C),
whereMn×N denotes the vector space of n×N complex matrices. Let V1, . . . , Vm,W1, . . . ,Wk−m
be finite-dimensional representations of GLn(C). The GLn(C)-equivariant vector bundles
Mn×N × Vi and Mn×N × Wj induce vector bundles on Gr(n,N) and the stack quotients
[Mn×N/GLn(C)]. By abuse of notation, we still use Vi and Wj to denote the induced vector
bundles.
There are two types of evaluation morphisms:
evi :M
0+,0+
C,m|k−m(Gr(n,N), d)→ Gr(n,N), i = 1, . . . , m,
e˜vj :M
0+,0+
C,m|k−m(Gr(n,N), d)→ [Mn×N/GLn(C)], j = 1, . . . , k −m.
Definition 6.14. For any e ∈ Z, we define level-l mixed (m, k −m)-weighted invariants by
〈V1, · · ·Vm|W1, . . . ,Wk−m〉
l,0+
C,d,m|k−m
:= χ
(
M
0+,0+
C,m|k−m(Gr(n,N), d),D
l ⊗Ovir
M
0+
C,m|k−m(Gr(n,N),d)
⊗
m⊗
i=1
ev∗iVi ⊗
k−m⊗
j=1
e˜v∗jWj ⊗ (det Ex0)
e
)
,
where Dl is the determinant line bundle defined by (41) and Ex0 is the restriction of the
universal bundle at x0.
Theorem 6.15. Suppose λ ∈ Pl and set W1 := Sλ(S). If N − 2l ≥ n, the wall-crossing of
level-l weighted invariants is trivial, i.e.,
〈V1, · · ·Vm|W1, . . . ,Wk−m〉
l,0+
C,d,m|k−m = 〈V1, · · ·Vm,W1|W2 . . . ,Wk−m〉
l,0+
C,d,m+1|k−m−1
Proof. Let
ev′i : M˜C,m|k−m(Gr(n,N), d)→ Gr(n,N), i = 1, . . . , m,
e˜v′j : M˜C,m|k−m(Gr(n,N), d)→ [Mn×N/GLn(C)], j = 1, . . . , k −m,
be the evaluation morphisms of the master space. Let ev0 and ev∞ be the the evaluation
morphisms of Fd′ at 0 and∞, respectively. For simplicity, we denote by F the tensor product
Dl⊗
⊗m
i=1(ev
′
i)
∗Vi⊗
⊗k−m
j=1 (e˜v
′
j)
∗Wj⊗(det Ex0)
e. By abuse of notation, we use Ovir and Dl to
denote the virtual structure sheaves and determinant line bundles on various moduli spaces.
One can check that the fixed part of the restriction of the relative perfect obstruction theory
(48) to each fixed loci coincides with its canonical relative perfect obstruction theory. By
the K-theoretic virtual localization formula (cf. [37, §3]), the splitting property of Dl among
nodal strata (cf. [38, Proposition 2.9]), and the projection formula, we have
χ
(
M˜C,m|k−m,O
vir ⊗ F
)(49)
=χ
(
M
0+
C,m+1|k−m−1(Gr(n,N), d),
Ovir ⊗ ι∗0F
1− q−1L1
)
+ χ
(
M
0+
C,m|k−m(Gr(n,N), d),
Ovir ⊗ ι∗∞F
1− qL−11
)
+
∑
1≤d′≤d
χ
(
M
0+
C,m+1|k−1,d−d′,
ev∗m+1(µ
W1
d′ (q))
1− q−1Lm+1
⊗ G
)
,
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where
G := ev∗m+1(det
−l(S))⊗Ovir ⊗Dl ⊗
m⊗
i=1
ev∗iVi ⊗
k−m⊗
j=2
e˜v∗jWj ⊗ (det Ex0)
e
and
µW1d′ (q) := (ev∞)∗
(
Dl ⊗ e˜v∗0(W1)
λC
∗
−1(N
∨)
)
with N := Nvir,rel
Fd′/QG
0+
0,1
and e˜v0 : Fd′ → [Mn×N/GLn(C)] the evaluation morphism at 0 ∈ P1.
Note that χ
(
M˜C,m|k−m,O
vir ⊗ F
)
∈ Q[q, q−1]. Therefore we have
(50) [Resq=0 + Resq=∞]
(
χ
(
M˜C,m|k−m,O
vir ⊗F
)) dq
q
= 0.
Let R(q) denote the RHS of (49). Note that
Ovir ⊗ ι∗0F
1− q−1L1
= Ovir ⊗ ι∗0F +
Ovir ⊗ ι∗0F ⊗ L1
q − L1
and
Ovir ⊗ ι∗∞F
1− qL−11
= −
Ovir ⊗ ι∗∞F ⊗ L1
q − L1
.
Then by Lemma 6.8, Lemma 6.17, Lemma A.1, and (50), we have
0 =[Resq=0 + Resq=∞]
(
R(q)
) dq
q
=− χ
(
M
0+
C,m+1|k−m−1(Gr(n,N), d),O
vir ⊗ ι∗0F
)
+ χ
(
M
0+
C,m|k−m(Gr(n,N), d),O
vir ⊗ ι∗∞F
)
.
This concludes the proof of the theorem.

The following corollary follows from Corollary 4.6, Theorem 1.4 and Theorem 6.16.
Corollary 6.16. Suppose λp1 , . . . , λpk ∈ Pl. If N − 2l ≥ n, then we have
〈Vλp1 , . . . , Vλpk 〉
l,δ=∞,Gr(n,N)
C,d = 〈Vλp1 , . . . , Vλpk |det(E)
e〉l,ǫ=0+C,d ,
where Vλi = Sλi(S) and e is an integer defined by (30). If we further assume n ≤ 2, λpi ∈ P
′
l
for all i, and the conditions in Corollary 4.6 hold, then the GL Verlinde invariants equal the
(ǫ = 0+)-stable GLSM invariants, i.e.,
〈Vλp1 , . . . , Vλpk 〉
l,Verlinde
g,d = 〈Vλp1 , . . . , Vλpk |det(E)
e〉l,ǫ=0+C,d .
Lemma 6.17. Suppose L is a line bundle on a proper, separated Deligne-Mumford stack X
with projective coarse moduli space, and E ∈ K0(X )Q. Then we have
[Resq=0 + Resq=∞]
(
E
q − L
)
dq
q
= −EL−1.
Suppose f(q) is a Q-series whose coefficients are rational functions in q with coefficients in
K0(X )Q. Assume that f(q) is regular at q = 0 and vanishes at q =∞. Then
[Resq=0 + Resq=∞]
(
f(q)
1− q−1L
)
dq
q
= 0
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Proof. Since the rational functions considered in the lemma have coefficients in the K-ring,
we need to be careful when taking residues. For the first assertion, let M(q) be the minimal
polynomial of L in K0(X )Q. The existence of M(q) is guaranteed by Lemma 6.18. Since
L is invertible, M(q) satisfies M(0) 6= 0. By rearranging the identity M(q) − M(L) =
P (q, L)(q − L), with degP < degM , we obtain
1
q − L
=
P (q, L)
M(q)
.
Using the above identity, we can compute the residues directly. First, we have
Resq=0
(
P (q, L)E
M(q)
)
dq
q
= lim
q→0
q
(
P (q, L)E
qM(q)
)
= −EL−1,
where the second equality follows from the identity M(0) = −P (0, L)L. Second, we have
Resq=∞
(
P (q, L)E
M(q)
)
dq
q
= −Resq=0
(
P (1/q, L)E
M(1/q)
)
dq
q
= − lim
q→0
q
(
P (1/q, L)E
qM(1/q)
)
= 0,
where the last equality follows from the fact that the degree of P is smaller than the degree
of M . This concludes the proof of the first assertion.
The second assertion follows from a similar analysis. As before, we denote the minimal
polynomial of L by M(q). Note that
1
1− q−1L
=
q
q − L
=
qP (q, L)
M(q)
.
We compute
Resq=0
(
qP (q, L)f(q)
M(q)
)
dq
q
= lim
q→0
qP (q, L)f(q)
M(q)
= 0
and
Resq=∞
(
qP (q, L)f(q)
M(q)
)
dq
q
=− Resq=0
(
P (1/q, L)f(1/q)
qM(1/q)
)
dq
q
=− lim
q→0
P (1/q, L)f(1/q)
qM(1/q)
=0.
In the above computations, we use the fact that f is regular at q = 0 and vanishes at q =∞.
This concludes the proof of the second assertion. 
Lemma 6.18. Suppose X is a proper, separated Deligne-Mumford stack with projective
coarse moduli space X. Let L be a line bundle on X . Then there exists a minimal polynomial
M(q) such that M(L) = 0 in K0(X )Q.
Proof. Without loss of generality, we assume X has only one connected component. By
[26, Lemma 2], some positive power L⊗d is the pullback of a line bundle P on the coarse
moduli space X . It suffices to show that there exists a sufficiently large n0 ∈ Z+ such that
(1−P )n0 = 0 in K0(X)Q. To justify the claim, we first consider a very ample line bundle L
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on X . Let n := dimH0(X,L) and let s ∈ H0(X,L⊕n) be a section corresponding to a basis
of H0(X,L). The section s induces the Koszul resolution
0→
n∧(
(L⊕n)∨
)
→
n−1∧ (
(L⊕n)∨
)
→ · · · →
2∧(
(L⊕n)∨
)
→
(
L⊕n
)∨
→ O → 0,
which implies the relation (L∨−1)n = 0 in K0(X)Q. It follows that (1−L)n = 0 in K0(X)Q.
For the line bundle P , we can always find very ample line bundles L1 and L2 on X such
that P = L1L
∨
2 . By the previous discussion, we can find a sufficiently large n such that
(51) (1− Li)
n = 0 , i = 1, 2,
in K0(X)Q. Set n0 = 2n. Then
(1− L)n0 = L−n02 (L2 − L1)
n0 = L−n02
(
(L2 − 1)− (L1 − 1)
)2n
= 0.
The last equality follows from the binomial theorem and (51). This concludes the proof of
the lemma. 
Appendix A. K-theoretic I-function of the Grassmannian and
wall-crossing contributions
In this appendix, we compute the function µW1d′ (q) which shows up in the wall-crossing
contributions in Theorem 6.16. This function is closely related to the K-theoretic small
I-function of the Grassmannian. The level-0 K-theoretic small I-function of Gr(n,N) was
computed in [43] and the computation was generalized to the case for arbitrary level structure
in [48]. Both computations are generalizations of [3] on the cohomological small I-function
of Gr(n,N).
We first recall the computation of the K-theoretic small I-function of the Grassman-
nian. Let Q0+g,k(Gr(n,N), d) be the moduli stack of (ǫ = 0+)-stable quasimaps and let
QG0+g,k(Gr(n,N), d) be the quasimap graph space (cf. [10, 8]). There is a C
∗-action on
QG0+g,k(Gr(n,N), d) given by
(52) t · [x0, x1] = [tx0, x1], ∀t ∈ C
∗.
The fixed loci of this C∗-action is studied in [8, §4.1].
Now, let us focus on the case g = 0 and k = 0. We denote by Fd the fixed-point component
of QG0+0,0(Gr(n,N), d) parametrizing the quasimaps of degree d
(P1, E, s)
with E a vector bundle of rank n and degree d, and s : P1 → E ⊗ ONP1 a section such that
s(x) 6= 0 for x 6= 0 ∈ P1 and 0 ∈ P1 is a base point of length d.
Let π : C → QG0+0,0(Gr(n,N), d) be the universal curve and let O
N
C → E be the universal
morphism. As in [38], we define the level-l determinant line bundle by
Dl :=
(
detRπ∗(E)
)−l
.
Let {φi} be a basis of K0(Gr(n,N))Q. The K-theoretic small I-function of Gr(n,N) of level
l is defined by
I l(q, Q) = 1 +
∑
i
∑
d>0
Qdχ
(
Fd,O
vir
Fd
⊗ ev∗(φi)⊗
(
trC∗Dl
λC
∗
−1(N
∨
Fd
)
))
φi
where
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• {φi} is the dual basis of {φi} with respect to the twisted Mukai pairing
(φa, φb) := χ
(
φa ⊗ φb ⊗
(
detE
)−l)
,
• NFd is the (virtual) normal bundle of the fixed locus Fd in QG
0+
0,0(Gr(n,N), d), and
• the trace trC∗(V ) of the restriction of a C∗-equivariant bundle V to the fixed point
locus is defined as the following virtual bundle:
trC∗(V ) :=
∑
i
qi V (i),
where t ∈ C∗ acts on V (i) as multiplication by ti.
Let QuotP1,d(C
N , N − n) be the Grothendieck’s Quot scheme parametrizing quotients
ONP1 → Q → 0, where Q is a coherent sheaf on C of rank N − n and degree d. Let X
be a scheme. Suppose ONP1×X → Q˜ → 0 is a flat quotient over P
1 × X . The kernel S
of the quotient map is locally free due to flatness. Let E be the dual of S. By dualizing
the injection 0 → S → ONP1×X , we obtain a morphism O
N
P1×X → E satisfying that, for
any closed point x ∈ X , the restriction of the morphism to P1 × {x} is surjective at all
but a finite number of points. It is easy to check that ONP1×X → E is a flat family of
quasimaps with one parametrized rational component. Therefore, we obtain a morphism
from QuotP1,d(C
N , N − n) to QG0+0,0(Gr(n,N), d). In fact, this morphism is an isomorphism.
Indeed, for any quasimap (C ′, E, s, ϕ) in QG0+0,0(Gr(n,N), d), the underlying curve must be
P1 due to the stability condition. In sum, we have an isomorphism
QG0+0,0(Gr(n,N), d)
∼= QuotP1,d(C
N , N − n).
The distinguished C∗-fixed-point loci Fd is explicitly identified in [3]. Consider a collection
of integers {di}1≤i≤n which satisfies
(53)
∑
di = d and 0 ≤ d1 ≤ d2 ≤ · · · ≤ dn.
Suppose 0 ≤ d1 = · · · = dn1 < dn1+1 = · · · = dn2 < · · · < dnj+1 = · · · = dn. Then the
jumping index of {di} is defined as the collection of integers {ni}1≤i≤j . Let S be the tauto-
logical subbundle over Gr(n,N). According to [3, Lemma 1.2], the irreducible components
of Fd are indexed by collections of integers satisfying (53). More precisely, the irreducible
components of Fd are the images of flag varieties:
ι{di} : Fl(n1, . . . , nj;S) →֒ QuotP1,d(C
N , N − n).
Here Fl(n1, . . . , nj;S) denotes the relative flag variety of type {ni} and we refer the reader
to [3, §1] for the precise definition of the embedding ι{di}.
Consider the universal sequence of sheaves on Quot := QuotP1,d(C
N , N − n):
0→ K → CN ⊗OQuot×P1 → Q→ 0.
Let π : Quot × P1 → Quot be the projection. The tangent bundle of the Quot scheme is
described by the “Euler sequence”:
0→ π∗(K
∨ ⊗K)→ π∗K
∨ ⊗ CN → TQuot→ R1π∗(K
∨ ⊗K)→ 0.
Denote Fl := Fl(n1, . . . , nj;S) and set nj+1 := n. Let q : Fl → Gr(n,N) be the flag bundle
map and let
0 ⊂ Sn1 ⊂ Sn2 ⊂ · · · ⊂ Snj ⊂ Snj+1 = q
∗S
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be the universal flag on Fl. According to [3], the restriction of K from Quot× P1 to Fl× P1
has an increasing filtration 0 = K0 ⊂ · · · ⊂ Kj ⊂ Kj+1 = K with
Ki/Ki−1 ∼= π
∗(Sni/Sni−1)(−dniz).
Therefore, in the K-group K0(Fl× P1), we have
[K∨] =
j+1∑
a=1
[(Sna/Sna−1)
∨(dna)]
and
[K∨ ⊗K] =
j+1∑
a,b=1
[π∗
(
(Sna/Sna−1)
∨ ⊗ (Snb/Snb−1)
)
(dna − dnb)].
Using the splitting principle, we write
ni−ni−1∑
s=1
Lni−1+s = (Sni/Sni−1)
∨.3
To compute the small I-function, we need to compute the equivariant normal bundle
NFl/Quot and the restriction of the equivariant determinant line bundle D
l|Fl. Note that
NFl/Quot = TQuot
mov =
(
π∗K
∨ ⊗ CN
)mov
+
(
R1π∗(K
∨ ⊗K)
)mov
−
(
π∗(K
∨ ⊗K)
)mov
.
Here V mov denotes the moving part of a vector bundle V under the C∗-action (cf. [30, §2.8]).
According to the computations in [43], we have
λC
∗
−1
(((
R1π∗(K
∨ ⊗K)
)mov)∨
−
((
π∗(K
∨ ⊗K)
)mov)∨)
=
∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤na−na−1
∏dba−1
c=1 L
∨
na−1+sLnb−1+tq
−c
∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
(−1)rarb(dba−1)(1−L∨nb−1+tLna−1+sq
dba)
,
and
λC
∗
−1
(((
π∗K
∨ ⊗ CN
)mov)∨)
=
j+1∏
a=1
ra∏
s=1
dna∏
b=1
(1− L∨na−1+sq
b)N ,
where ra = na − na−1 and dba = dnb − dna .
Note that E = K∨. From the definition of the level structure Dl, it is straightforward to
compute
trC∗D
l =
j+1∏
a=1
ra∏
s=1
dna∏
b=0
(L∨na−1+sq
b)l.
3The formal line bundles Lni−1+s can be viewed as the K-theoretic Chern roots of Sni/Sni−1 .
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Combining all the above results and the pushforward lemma [43, Lemma 3], we obtain
I l(q, Q)
=
∑
d≥0
Qd
∑
{di}∑
di=d
ρ∗
(
trC∗Dl
λC−1(N
∨
Fl/Quot)
)
=
∑
d≥0
Qd
∑
{di}∑
di=d
ρ∗
( ∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
(−1)rarb(dba−1)(1−L∨nb−1+tLna−1+sq
dba)
·
∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
dba−1∏
c=1
L∨nb−1+tLna−1+sq
c
·
∏j+1
a=1
∏ra
s=1
∏dna
b=0(L
∨
na−1+s
qb)l∏j+1
a=1
∏ra
s=1
∏dna
b=1(1− L
∨
na−1+sq
b)N
)
=
∑
d≥0
Qd
∑
{di}∑
di=d
∑
w
( ∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
(−1)rarb(dba−1)(1−L∨nb−1+tLna−1+sq
dba)
·
∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
dba−1∏
c=1
L∨nb−1+tLna−1+sq
c
·
∏j+1
a=1
∏ra
s=1
∏dna
b=0(L
∨
na−1+sq
b)l∏j+1
a=1
∏ra
s=1
∏dna
b=1(1− L
∨
ma−1+sq
b)N
)
for w ∈ Sn/(Sr1 × · · · × Srj+1). Here w acts on the indices.
Let W1 = Sλ(S) with λ ∈ Pl. Recall in the proof of Theorem 6.16, we need to study
µW1d′ (q) = (ev∞)∗
(
Dl ⊗ e˜v∗0(Sλ(S))
λC
∗
−1(N
∨)
)
,
where N = Nvir,rel
Fd′/QG
0+
0,1
and e˜v0 : Fd′ → [Mn×N/GLn(C)] is the evaluation morphism at
0 ∈ P1. Note that e˜v∗0(Sλ(S)) = Sλ(K0), where K0 denotes the restriction of K to Fl× {0}.
In the computation of the equivariant virtual normal bundle of Fd′ in QG
0+
0,0, the localization
contribution of automorphisms moving the unmarked points at 0 and ∞ cancels with that
of the deformation of the parametrization ϕ. Therefore we have Nvir,rel
Fd′/QG
0+
0,1
∼= Nvir
Fd′/QG
0+
0,0
.
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By the above analysis, we obtain the explicit formula of µW1d′ (q) as follows:
µW1d′ (q)(54)
=
∑
{di}∑
di=d
′
∑
w
( ∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
(−1)rarb(dba−1)(1−L∨nb−1+tLna−1+sq
dba)
·
∏
1≤a<b≤j+1
∏
1≤s≤na−na−1
1≤t≤nb−nb−1
dba−1∏
c=1
L∨nb−1+tLna−1+sq
c
·
∏j+1
a=1
∏ra
s=1
∏dna
b=0(L
∨
na−1+s
qb)l∏j+1
a=1
∏ra
s=1
∏dna
b=1(1− L
∨
ma−1+sq
b)N
·Sλ(K0)
)
.
Note that the C∗-action (52) on the fiber of OP1(−d) at 0 is given by the dth tensor power
of the standard representation. Hence K0 can be explicitly written as follows:
K0 =
j+1∑
a=1
ni−ni−1∑
s=1
L∨ni−1+sq
dna .
Lemma A.1. If N − n ≥ 2l, then µW1d′ (q) is regular at q = 0 and vanishes at q =∞.
Proof. It is clear that µW1d′ (q) has no pole at q = 0. For any λ ∈ Pl, Sλ(K0) is a polynomial
in q whose degree is bounded above by ld′. For a fixed choice of {di} and w, the degree of
the numerator of (54) is bounded by
∑
1≤a<b≤j+1
rarbdba +
∑
1≤a<b≤j+1
rarb(dba − 1)dba/2 +
j+1∑
a=1
ra(dna + 1)dnal/2 + ld
′
=
∑
1≤a<b≤j+1
rarb(dba + 1)dba/2 +
j+1∑
a=1
ra(dna + 1)dnal/2 + ld
′(55)
and the degree of the denominator is
(56)
j+1∑
a=1
ra(dna + 1)dnaN/2.
Since we have
j+1∑
a=1
d2na ≥
j+1∑
a=1
dna = d
′, ra ≥ 1 and dba ≥ db,
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it follows that the difference (56)− (55) is greater than or equal to
j+1∑
a=1
ra(dna + 1)dna(N − l − (n− 1))/2− ld
′
≥d′(N − l − (n− 1))− ld′
=d′(N − 2l − (n− 1))
>0.
Hence µW1d′ (q) vanishes at q =∞ under the assumption that N − n ≥ 2l. 
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