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A SEXTUPLE EQUIDISTRIBUTION ARISING IN
PATTERN AVOIDANCE
ZHICONG LIN AND DONGSU KIM
Abstract. We construct an intriguing bijection between 021-avoiding inversion sequences
and (2413, 4213)-avoiding permutations, which proves a sextuple equidistribution involving
double Eulerian statistics. Two interesting applications of this result are also presented.
Moreover, this result inspires us to characterize all permutation classes that avoid two
patterns of length 4 whose descent polynomial equals that of separable permutations.
1. Introduction
Let s = {si}i≥1 be a sequence of positive integers. In order to interpret the Ehrhart poly-
nomials of the s-lecture hall polytopes, Savage and Schuster [18] introduced the associated
s-inversion sequences of length n as
I(s)n := {(e1, e2, . . . , en) : 0 ≤ ei < si}.
Since then, many remarkable equidistributions between s-inversion sequences and permuta-
tions have been investigated [4,14,18,19]. In particular, Savage and Visontai [19] established
connections with the descent polynomials of Coxeter groups which enable them to settle
some real root conjectures. When s = (1, 2, 3, . . .), the s-inversion sequences In = I(s)n are
usually called inversion sequences. Recently, Corteel-Martinez-Savage-Weselcouch [5] and
Mansour-Shattuck [16] carried out the systematic studies of patterns in inversion sequences.
A number of familiar combinatorial sequences, such as large Schröder numbers and Euler
numbers, arise in their studies.
In this paper, we will prove a set-valued sextuple equidistribution arising from pattern
avoidance in inversion sequences. Our result can be considered as an extention, since
it involves four more statistics, of a restricted version of Foata’s 1977 result [10], which
asserts that descents and inverse descents on permutations have the same joint distribution
as ascents and distinct entries on inversion sequences. We need some further notations and
definitions before we can state our main result.
The inversion sequences In serve as various kinds of codings for Sn, the set of all per-
mutations of [n] := {1, 2, . . . , n}. By a coding of Sn, we mean a bijection from Sn to In.
For example, the map Θ(pi) : Sn → In defined for pi = pi1pi2 . . . pin ∈ Sn as
Θ(pi) = (e1, e2, . . . , en), where ei := |{j : j < i and pij > pii}|,
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is a natural coding of Sn. Clearly, the sum of the entries of Θ(pi) equals the number of
inversions of pi, i.e., the number of pairs (i, j) such that i < j and pii > pij. This is the
reason why In is named inversion sequences here. For each pi ∈ Sn and each e ∈ In, let
DES(pi) := {i ∈ [n− 1] : pii > pii+1} and ASC(e) := {i ∈ [n− 1] : ei < ei+1}
be the descent set of pi and the ascent set of e, respectively. Another important property
of Θ is that DES(pi) = ASC(Θ(pi)) for each pi ∈ Sn. Thus,
(1.1)
∑
pi∈Sn
tDES(pi) =
∑
e∈In
tASC(e),
where tS :=
∏
i∈S ti for any set S of positive integers.
Throughout this paper, we will use the convention that if upper case “ST” is a set-valued
statistic, then lower case “st” is the corresponding numerical statistic. For example, des(pi)
is the cardinality of DES(pi) for each pi ∈ Sn. It is well known that An(t) :=
∑
pi∈Sn t
des(pi)
is the classical n-th Eulerian polynomial [11,20] and each statistic whose distribution gives
An(t) is called a Eulerian statistic. In view of (1.1), “asc” is a Eulerian statistic on inversion
sequences. For each e ∈ In, define dist(e) to be the number of distinct positive entries of e.
This statistic was first introduced by Dumont [7], who also showed that it is a Eulerian
statistic on inversion sequences. Amazingly, Foata [10] later invented two different codings
of permutations called V-code and S-code to prove the following extension of (1.1).
Theorem 1.1 (Foata 1977). For each pi ∈ Sn let ides(pi) := des(pi−1) be the number of
inverse descents of pi. Then,
(1.2)
∑
pi∈Sn
sides(pi)tDES(pi) =
∑
e∈In
sdist(e)tASC(e).
Recently, this result was rediscovered by Visontai [23] during his study of a conjecture
of Gessel about the 2-D γ-positivity of the double Eulerian polynomial
∑
pi∈Sn s
ides(pi)tdes(pi).
Note that a new proof of (1.2) essentially different from Foata’s was provided by Aas [1].
Next we define the patterns in words. For two wordsW = w1w2 · · ·wn and P = p1p2 · · · pk
on N = {0, 1, 2, . . . }, we say that W contains the pattern P if there exist some indices
i1 < i2 < · · · < ik such that the subword W ′ = wi1wi2 · · ·wik of W is order isomorphic
to P . Otherwise, W is said to avoid the pattern P . For example, the word W = 32421
contains the pattern 231, because the subword w2w3w5 = 241 of W has the same relative
order as 231. However, W is 101-avoiding. For a set W of words, let W(P1, . . . , Pr) denote
the set of words in W avoiding patterns P1, . . . , Pr. Permutations and inversion sequences
are viewed as words in this paper so that patterns are well defined on them.
Patterns in permutations and words have been extensively studied in the literature (see
for instance [21]). One classical result attributed to MacMahon and Knuth is that, for each
pattern σ ∈ S3, Sn(σ) is enumerated by the Catalan number Cn = 1n+1
(
2n
n
)
. West [24] stud-
ied patterns of length 4 and showed that (2413, 3142)-avoiding permutations, also known
as separable permutations, are counted by the (large) Schröder numbers
{Sn}n≥1 = {1, 2, 6, 22, 90, 394, 1860, . . .}n≥1.
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Kremer [22] characterized that, among all permutation classes avoiding two patterns of
length 4, there are only ten nonequivalent classes which have cardinality Sn, including
separable permutations and (2413, 4213)-avoiding permutations. Recently, motivated again
by Gessel’s γ-positivity conjecture above, Fu et al. [9] proved that the descent polynomial
Sn(t) :=
∑
pi∈Sn(2413,3142) t
des(pi) is γ-positive, which implies that the sequence of coefficients
of Sn(t) is palindromic and unimodal. Very recently, Corteel et al. [5] proved that the
Schröder numbers also count 021-avoiding inversion sequences. Moreover, they showed
that the ascent polynomial
∑
e∈In(021) t
asc(e) is palindromic via a connection with rooted
binary trees with nodes colored by black or white. In fact, these two seemingly different
classes of palindromic polynomials are the same, that is
(1.3)
∑
pi∈Sn(2413,3142)
tdes(pi) =
∑
e∈In(021)
tasc(e).
It is this result that inspires us to find the following set-valued sextuple equidistribution,
which is an extension of a restricted version of Theorem 1.1.
Let us introduce the set-valued statistics, for each pi = pi1pi2 . . . pin ∈ Sn:
• VID(pi) := {2 ≤ i ≤ n : pii + 1 appears to the left of pii}, the values of inverse
descents of pi;
• LMA(pi) := {i ∈ [n] : pii > pij for all 1 ≤ j < i}, the positions of left-to-right
maxima of pi;
• LMI(pi) := {i ∈ [n] : pii < pij for all 1 ≤ j < i}, the positions of left-to-rightminima
of pi;
• RMA(pi) := {i ∈ [n] : pii > pij for all j > i}, the positions of right-to-left maxima
of pi;
• RMI(pi) := {i ∈ [n] : pii < pij for all j > i}, the positions of right-to-left minima
of pi;
and for each e = e1e2 . . . en ∈ In:
• DIST(e) := {2 ≤ i ≤ n : ei 6= 0 and ei 6= ej for all j > i}, the positions of the last
occurrence of distinct positive entries of e;
• ZERO(e) := {i ∈ [n] : ei = 0}, the positions of zeros in e;
• EMA(e) := {i ∈ [n] : ei = i − 1}, the positions of the entries of e that achieve
maximum;
• RMI(e) := {i ∈ [n] : ei < ej for all j > i}, the positions of right-to-left minima
of e.
Example 1.2. Take pi = 5 3 6 8 7 4 9 1 11 12 10 2 inS12 and e = (0, 1, 0, 0, 1, 3, 0, 7, 0, 0, 7, 10)
in I12. We have DES(pi) = {1, 4, 5, 7, 10, 11} = ASC(e), VID(pi) = {5, 6, 11, 12} = DIST(e),
LMA(pi) = {1, 3, 4, 7, 9, 10} = ZERO(e), LMI(pi) = {1, 2, 8} = EMA(e), RMA(pi) =
{10, 11, 12} = RMI(e) and RMI(pi) = {8, 12}.
Theorem 1.3. There exists a bijection Ψ : In(021)→ Sn(2413, 4213) such that
(DIST,ASC,ZERO,EMA,RMI,EXPO)e = (VID,DES,LMA,LMI,RMA,RMI)Ψ(e)
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for each e ∈ In(021), where EXPO(e) is the exposed positions of e introduced in Defini-
tion 2.1.
Since |VID(pi)| = ides(pi) for any pi ∈ Sn, the above bijection implies the following
restricted version of Theorem 1.1:
(1.4)
∑
e∈In(021)
sdist(e)tASC(e) =
∑
pi∈Sn(2413,4213)
sides(pi)tDES(pi).
Note that neither Foata’s original bijection nor Aas’ approach can be applied to prove this
restricted version. This equidistribution has two interesting applications:
• The calculation of the double Eulerian distribution (des, ides) on Sn(2413, 4213);
• An interpretation of the γ-coefficients of Sn(t) in terms of 021-avoiding inversion
sequences via the Foata–Strehl group action [12] (see also [15,17]).
Moreover, inspired by equidistributions (1.3) and (1.4), we also characterize all permutation
classes that avoid two patterns of length 4 whose descent distribution give the palindromic
polynomials Sn(t).
The rest of this paper is organized as follows. In Section 2, by introducing the outline
of an inversion sequence, we construct the algorithm Ψ. We show that Ψ is bijective by
giving its inverse explicitly in Section 3. Two applications of Ψ are presented in Section 4.
In Section 5, we investigate some des-Wilf equivalences for Schröder classes avoiding two
length 4 patterns. Finally, we conclude the paper with some remarks.
2. The algorithm Ψ
Recall that a Dyck path of length n is a lattice path in N2 from (0, 0) to (n, n) using the
east step (1, 0) and the north step (0, 1), which does not pass above the line y = x. The
height of an east step in a Dyck path is the number of north steps before this east step. It
is clear that a Dyck path can be represented as d1d2 . . . dn, where di is the height of its i-th
east step. For our purpose, we color each east step of a Dyck path by black or red. We call
such a Dyck path a two-colored Dyck path. If the i-th east step has height k and color red,
then we write di = k¯. For example, the two-colored Dyck path in Figure 1 (right side) can
be written as 0¯11¯122¯4.
Note that an inversion sequence avoids 021 if and only if its positive entries are weakly
increasing. This inspires the following geometric representation which is crucial in our
construction of Ψ.
Definition 2.1 (The outline of an inversion sequence). For each e ∈ In(021), we associate
it with a two-colored Dyck path d(e) = d1d2 . . . dn, where the red east steps, indicated by
an overbar, correspond to the positions of zero entries of e like this:
di =
{
ei if ei 6= 0,
k¯ if ei = 0 and k = max{e1, . . . , ei}.
For example, if e = (0, 1, 0, 1, 2, 0, 4) ∈ I7(021), then d(e) is the two-colored Dyck path
in Figure 1. The two-colored Dyck path d(e) is called the outline of e. We introduce the
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0 1 0 1 2 0 4
7→d
Figure 1. The outline of an inversion sequence
exposed positions of e = e1e2 . . . en as
EXPO(e) := {i : i /∈ C(e) and i− di < j − dj for all j > i },
where k¯ is just k as a number and
C(e) = {i : ei = 0 and there is (a, b), a < i < b, satisfying ea = eb 6= 0}.
Continuing with our example, we have EXPO(e) = {2, 7}.
It is obvious that two different 021-avoiding inversion sequences can not have the same
outline, i.e., the geometric representation d is an injection from In(021) to two-colored
Dyck paths of length n. Now we are ready to present our algorithm Ψ using this geometric
representation.
The algorithm Ψ. Given e ∈ In(021), draw its outline d(e) = d1d2 . . . dn on the N2
plane. For each i ∈ [n], let Ei denote the i-th east step of d(e). By drawing a line on d(e),
we mean drawing a longest line segment which is parallel to the diagonal y = x with two
end points in N2 and is contained in the region bounded by d(e) and the diagonal. For
example, in the following
l1
l2
l3
l4
all the blue lines are good for our purpose, but the two green (dashed) lines are not, one
of which is not contained in the region bounded by d(e) and the diagonal and the other is
not of a maximal length. We say a line touches an east step of d(e) if the line meets the
east step at the initial, equivalently leftmost, point of the step. Moreover, a line is said
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to begin at the leftmost east step that it touches. We also say that a line is to the left or
to the right of another line according to the location of the east steps they begin at. For
instance, the line l3 in the graph above, where the lines are l1, l2, l3, l4 from left to right,
begins at E4 which touches the east steps E4, E5 and E7 of d(e).
In our algorithm, we will draw all the lines on d(e) in some specified order and label the
east steps touched by the lines successively with integers in [n] according to two particular
rules that we describe below:
(r-a) A red east step can be labeled only if all the red east steps to its left are already
labeled.
(r-b) Whenever an east step Ej is labeled after an east step Ei with j < i, we must finish
labeling all the other east steps left to Ei before we can label any east step to the
right of Ei.
When labeling an east step does not violate the above rules, the step is said to be labelable.
1
2
3
4
5
T
last
not last
b
r
r
b
b
L = n+ 1
r
L = n+ 1
L = n+ 1
L = n+ 1
Figure 2. The flowchart of algorithm Ψ: r (resp. b) means EP is a red
(resp. black) east step, last means EP is the last occurrence of a black east
step with the same height and T means the algorithm terminates.
We now present step-by-step instructions to obtain Ψ(e) ∈ Sn(2413, 4213) from the
outline d(e) of e ∈ In(021). The labeling algorithm, where temporary variables L,H, P
correspond to words label, height, position, works as follows (see also the flowchart for Ψ
in Figure 2):
(1) (Start) L← 1 (This means that 1 is assigned to L); draw the diagonal (line) y = x
on d(e) and label the highest east step touched by the diagonal, say Ek, with L;
L← L+1, H ← dk, P ← k; go to (2), if EP is a red east step (i.e. k = 1), otherwise
go to (3);
(2) draw the leftmost new line that touches at least one unlabeled black east step or a
labelable red east step; label the highest east step touched by this new line, say Ek,
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l1
l2
l4
l3
l5
l6
l7
l8
5 3 6 8 7 4 9 1 11 12 10 2
7→Ψ
0 1 0 0 1 3 0 7 0 0 7 10
Figure 3. An example of the algorithm Ψ
with L; L ← L + 1, H ← dk, P ← k; go to (2), if EP is a red east step, otherwise
go to (3).
(3) go to (5), if there is a black east step Ej with j > P and height dj = H, otherwise
go to (4);
(4) move from EP along the two-colored Dyck path d(e) to the left and along the lines
that were already drawn to the southwest until we arrive at the first unlabeled east
step that is a black step or a labelable red step, say Ek; label Ek with L; L← L+ 1,
H ← dk, P ← k; go to (2), if EP is a red east step, otherwise go to (3);
(5) draw the leftmost line beginning at an east step right to EP which touches at least
one black east step; label the highest east step touched by this new line, say Ek,
with L; L← L+ 1, H ← dk, P ← k; go to (3);
Finally, this algorithm stops when L = n + 1 and Ψ(e) is the resulting permutation
pi1pi2 . . . pin, where pii is the label of Ei. Clearly our algorithm Ψ obeys the two rules
(r-a) and (r-b). Therefore, the final permutation Ψ(e) avoids both 2413 and 4213 in view
of rule (r-b), and so Ψ is well defined.
Example 2.2. Let e = (0, 1, 0, 0, 1, 3, 0, 7, 0, 0, 7, 10) ∈ I12(021). In Figure 3, draw the
outline d(e) and apply the algorithm Ψ:
• do (1), draw the line l1 on d(e) and label E8 with 1;
• do (5), draw the line l2 and label E12 with 2;
• do (4), move from E12 along the line l2 to E9 which violates (r-a), then move to E8
which was already labeled, keep moving along the line l1 until we arrive at E2 and
label it with 3;
• do (5), draw l3 and label E6 with 4;
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• do (4), move along l3 to E4 which violates (r-a), then move to E3 which still violates
(r-a), further move to E2 which was already labeled, finally, along l1 we arrive at
E1 and label it with 5;
• do (2), draw the line l4 and label E3 with 6;
• do (2), draw the line l5 and label E5 with 7;
• do (4), move from E5 to E4 which obeys (r-a) and is labeled with 8;
• do (2), draw the line l6 and label E7 with 9;
• do (2), draw the line l7 (although l8 is left to l7, it can not be drawn at this moment,
because the only east step it touches is E10, which is red and violates (r-a)) and
label E11 with 10;
• do (4), move from E11 to E9 and label it with 11;
• do (2), draw l8 and label E10 with 12.
The resulting permutation Ψ(pi) is 5 3 6 8 7 4 9 1 11 12 10 2 ∈ S12(2413, 4213).
3. The inverse algorithm Ψ−1
We prove in this section that Ψ is a bijection by constructing its inverse. First we show
the following required properties of Ψ.
Lemma 3.1. Let e ∈ In(021) and pi = Ψ(e) ∈ Sn(2413, 4213). Then, for each i ∈ [n]:
(1) i is an ascent of e if and only if i is a descent of pi;
(2) ei 6= 0 does not occur in ei+1ei+2 · · · en if and only if i ∈ VID(pi);
(3) ei = 0 if and only if pii is a left-to-right maximum of pi;
(4) ei = i− 1 if and only if pii is a left-to-right minimum of pi;
(5) i is the position of a right-to-left minimum of e if and only if pii is a right-to-left
maximum of pi;
(6) i ∈ EXPO(e) if and only if pii is a right-to-left minimum of pi.
Proof. Let d(e) = d1d2 . . . dn be the outline of e and Ei the i-th step of d(e) for each i ∈ [n].
We establish the above assertions one by one.
(1) If i ∈ ASC(e), then we need to consider three different cases:
• ei = 0, ei+1 > 0 and di = ei+1;
• ei = 0, ei+1 > 0 and di < ei+1;
• 0 < ei < ei+1.
One can check easily that in either case, step Ei is labeled after Ei+1 by algorithm Ψ,
i.e. i ∈ DES(pi). On the other hand, if i /∈ ASC(e), then again one can check routinely
that in all cases below
• ei = ei+1 = 0,
• ei 6= 0, ei+1 = 0 or
• ei = ei+1 6= 0,
step Ei is labeled before Ei+1 by algorithm Ψ, i.e. i /∈ DES(pi).
(2) Clearly, i ∈ DIST(e) if and only if procedure (4) is called from procedure (2) with P = i
in algorithm Ψ for d(e), and procedure (4) is called with P = i and L = j if and only
if j − 1 is the label for Ei and j becomes the label of an east step to the left of Ei.
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(3) Let ei = 0. We may assume that i < n and ei+1 > 0. Let j be the largest index such
that ek > 0 for all k, i < k ≤ j. Since e is 021-avoiding, the entries ei+1, ei+2, . . . , ej are
all positive and weakly increasing. For any pair (a, b) with i ≤ a < b ≤ j satisfying
ea < ea+1 = ea+2 = · · · = eb 6= eb+1,
we claim that pib < pia and pia+1 < pia+2 < · · · < pib. The latter statement is clear from
the algorithm Ψ and pib < pia follows from the the fact that Ea is labeled after Ea+1
and the observation that all east steps before Ea+1 which are labeled after Ea+1 must
be labeled after Ea+2, . . . , Eb. It then follows from the above discussion that pii > pii′
for any i < i′ ≤ j. Therefore, (3) is true in view of rule (r-a) of Ψ.
(4) In the algorithm, ei = i− 1 if and only if step Ei is touched by the diagonal line y = x,
equivalently, pii is a left-to-right minimum of pi.
(5) Let i be the largest such that ei = 0. Applying the claim in (3) gives (5).
(6) If i ∈ EXPO(e), then neither the line l that touches Ei nor the lines to the left of l will
touch an east step to the right of Ei. This shows pii is a right-to-left minimum of pi.
Conversely, if i /∈ EXPO(e), then we need to distinguish two cases. Clearly, if there
exists j > i such that di ≤ dj + i− j, then either the line l that touches Ei or a line to
the left of l will touch a black east step to the right of and higher than Ei, which forces
i /∈ RMI(pi). Otherwise, i ∈ C(e), then either the line l that touches Ei will touch a
higher black east step or a line to the right of l will be drawn before l, which again
forces i /∈ RMI(pi).

The following definition is important in constructing the algorithm Ψ−1.
Definition 3.2 (Big jump). For a permutation pi ∈ Sn with
LMA(pi) = {1 = i1 < i2 < · · · < ik},
an index ij ∈ LMA(pi) (2 ≤ j ≤ k) is called a big jump of pi if piij − piij−1 > 1. Denote by
BJP(pi) the set of all big jumps of pi. For example, if pi = 5 3 6 8 7 4 9 1 11 12 10 2 ∈ S12,
then LMA(pi) = {1, 3, 4, 7, 9, 10} and BJP(pi) = {4, 9}.
The algorithm Ψ−1. As before, all lines we will draw below are parallel to the diagonal
y = x. For a line l : y = x − k (0 ≤ k ≤ n − 1) on N2, when we say drawing the
j-th (1 ≤ j ≤ n) east step that touches the line l, we mean drawing the east step from
(j − 1, j − 1− k) to (j, j − 1− k). Normally, for i < j let (i, j] := {i+ 1, i+ 2, . . . , j}.
Given a permutation pi = Ψ(e) for some e ∈ In(021), we can recover d(e) = d1 · · · dn as
follows. Note that the i-th east step of d(e) is red if and only if i ∈ LMA(pi), by (3) of
Lemma 3.1. We are going to determine the height dpi−1(1), dpi−1(2), . . . , dpi−1(n) successively
using the following algorithm:
(I) (Start) L ← 1; let j = pi−1(L), draw the diagonal (line) y = x (on N2) and the
j-th east step (red or black) that touches this diagonal; L ← L + 1; go to (II), if
j ∈ VID(pi), otherwise go to (III);
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(II) let j = pi−1(L) and draw the j-th east step (red or black) with dj smallest possible
such that it touches a line already drawn; L ← L + 1; go to (II), if j ∈ VID(pi),
otherwise go to (III);
(III) go to (V), if pi−1(L) ∈ LMA(pi), otherwise go to (IV);
(IV) let i = pi−1(L − 1), j = pi−1(L) and d = max{dk : i ≤ k < j and pik < L}, ignoring
undetermined dk’s; let m be the smallest integer satisfying that
m ∈ (i, j] \ (LMA(pi) \ BJP(pi)) and there is no line from (m− 1, d);
draw the line starting in (m− 1, d) and draw the j-th east step (black) that touches
this line; L← L+ 1; go to (II), if j ∈ VID(pi), otherwise go to (III);
(V) let j = pi−1(L) and draw the j-th east step (red) with dj = max{d1, d2, . . . , dj−1};
L← L+ 1; go to (III).
The above algorithm ends when L = n + 1 and we recover the outline d(e) of e. For
example, if we apply the algorithm Ψ−1 to pi = 5 3 6 8 7 4 9 1 11 12 10 2 ∈ S12(2413, 4213),
then we will successively draw the lines l1, l2, l3, l5, l7 and recover the corresponding outline
(see Figure 3). Note that the lines touching only a red east step (e.g. lines l4, l6, l8 in
Figure 3), which are unnecessary, will not be drawn during the procedure. These lines are
exactly the lines beginning with a red east step which is not a big jump step (the i-th step
is called a big jump step if i ∈ BJP(pi)). At each big jump step there must be a line drawn
in procedure (IV) of Ψ−1 (with m ∈ Bi,j), which corresponds to a line drawn in procedure
(2) of Ψ that begins at a red east step and touches at least one black east step. By the
above discussion, one can check without difficulty that Ψ−1(Ψ(e)) = e for each e ∈ In(021),
i.e. Ψ is injective. Therefore, Ψ is a bijection (due to cardinality reason) with all the desired
properties as shown in Lemma 3.1, which completes the proof of Theorem 1.3.
4. Two applications
4.1. Double Eulerian distribution on Sn(2413, 4213). One advantage of our bijection
Ψ is the calculation of the double Eulerian distribution (des, ides) on Sn(2413, 4213) via
the natural structure of two-colored Dyck paths.
Definition 4.1. For a two-colored Dyck path D, we introduce the following four statistics:
• turn(D), the number of turns of D minus 1, where a turn is an east step that is
followed immediately by a north step;
• segment(D), the number of black segments of D, where a segment is a maximal
string of consecutive black east steps with the same height;
• red(D), the number of red east steps of D;
• return(D), the number of returns of D, i.e. the number of times that D touches
the diagonal y = x after the first east step.
For example, for the two-colored Dyck path D = 0¯0¯22¯22¯577¯7¯77, we have turn(D) = 3,
segment(D) = 5, red(D) = 6 and return(D) = 3.
It is clear from the definition of outline that a two-colored Dyck path is an outline of an
inversion sequence if and only if
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(c-1) all the east steps of height 0 are colored red, and
(c-2) the first east step of each positive height is colored black.
Denote by An the set of all two-colored Dyck paths of length n that satisfy the above two
conditions. The following Lemma 4.2 is obvious from the definition of the injection d.
Lemma 4.2. The geometric representation of inversion sequences d : In(021) → An is a
bijection such that for each e ∈ In(021),
(4.1) (dist, asc, zero, ema)(e) = (turn, segment, red, return)(d(e)).
Lemma 4.2 and Theorem 1.3 together give the following interpretations for the four
variable extension of Sn(t):
Sn(s, t, u, v) :=
∑
D∈An
sturn(D)tsegment(D)ured(D)vreturn(D)
=
∑
e∈In(021)
sdist(e)tasc(e)uzero(e)vema(e)
=
∑
pi∈Sn(2413,4213)
sides(pi)tdes(pi)ulma(pi)vlmi(pi).
In order to compute the generating function for Sn(s, t, u, v), we further need to introduce
two related polynomials:
Bn(s, t, u, v) :=
∑
D∈Bn
sturn(D)tsegment(D)ured(D)vreturn(D)
and Rn(s, t, u, v) :=
∑
D∈Rn
sturn(D)tsegment(D)ured(D)vreturn(D),
where Bn (resp. Rn) is the set of all two-colored Dyck paths of length n satisfying con-
dition (c-2) and whose first step is black (resp. red). We have the following system of
algebraic equations regarding the three generating functions S(s, t, u, v; z), B(s, t, u, v; z)
and R(s, t, u, v; z):
S(s, t, u, v; z) :=
∑
n≥1
Sn(s, t, u, v)z
n = uvz + (stuv2 + u2v)z2 + · · ·
B(s, t, u, v; z) :=
∑
n≥1
Bn(s, t, u, v)z
n = tvz + (st2v2 + tv + tuv)z2 + · · ·
R(s, t, u, v; z) :=
∑
n≥1
Rn(s, t, u, v)z
n = uvz + (stuv2 + tuv + u2v)z2 + · · · .
Lemma 4.3. The following system of algebraic equations hold:
S = uvz(1 + S|v=1)(1 + sB),(4.2)
B = vz(t+ tR|v=1 +B|v=1)(1 + sB) and(4.3)
R = uvz(1 +R|v=1 +B|v=1)(1 + sB).(4.4)
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Proof. We will only show (4.3), the other two equations are similar. For convenience, we
use the convention that B0 and R0 both contain only the empty two-colored Dyck path.
Each two-colored Dyck path D = d1 · · · dn ∈ Bn can be decomposed uniquely into a
pair (D1, D2) of two-colored Dyck paths, where D1 = d2d3 · · · dk ∈ Bk−1 ∪ Rk−1 and D2 =
(dk+1 − k)(dk+2 − k) · · · (dn − k) ∈ Bn−k with k = min{i ∈ [n] : di+1 = i or i = n}. This
decomposition is reversible and satisfies the following properties:
turn(D) = turn(D1) + turn(D2) + χ(k 6= n),
segment(D) = segment(D1) + segment(D2) + χ(D1 ∈ Rk−1),
red(D) = red(D1) + red(D2),
return(D) = 1 + return(D2),
where χ(S) equals 1, if the statement S is true; and 0, otherwise. Turning this decomposition
into generating functions then yields (4.3), as desired. 
Theorem 4.4 (Double Eulerian distribution). Let S(s, t; z) := S(s, t, 1, 1; z). Then,
S(s, t; z) = t(z(s− 1) + 1)S3(s, t; z) + tz(2s− 1)S2(s, t; z) + z(ts+ 1)S(s, t; z) + z.
In particular,
(4.5) S(1, t; z) = tS3(1, t; z) + tzS2(1, t; z) + z(t+ 1)S(1, t; z) + z
and
(4.6) S(s, 1; z) = (sz − z + 1)S2(s, 1; z) + szS(s, 1; z) + z,
where S(1, t; z) := S(1, t, 1, 1; z) and S(s, 1; z) := S(s, 1, 1, 1; z).
Remark 4.5. Comparing (4.5) with the generating function formula for the descent poly-
nomials of separable permutations in [9, Theorem 5.10], we get a new proof of (1.3). Recall
that a Schröder n-path is a path in N2 from (0, 0) to (2n, 0) using only the steps (1, 1)
(up), (1,−1) (down) and (2, 0) (flat). An ascent in a Schröder path is a maximal string
of consecutive up steps. Denote by SP n the set of all Schröder n-paths and by asc(p) the
number of ascents of p. Formula (4.6) shows (see also the generating function formula
in oeis:A090981) that ∑
e∈In(021)
sdist(e) =
∑
p∈SPn−1
sasc(p),
which confirms a conjecture by Corteel et al. [5, Conjecture 2].
Proof of Theorem 4.4. For simplicity, we write S, B and R for S(s, t, 1, 1; z), B(s, t, 1, 1; z)
and R(s, t, 1, 1; z), respectively. By (4.2) and (4.4), we have
1 + sB =
S
z(1 + S)
and R =
z(1 +B)(1 + sB)
1− z(1 + sB) .(4.7)
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Substituting the former into the latter we get R = (1+B)S. Plugging this into (4.3) yields
B = z(t+ tS(1 +B) +B)(1 + sB)
=
(t+ tS + tBS +B)S
1 + S
,
where we apply the first formula in (4.7) to get the second equality. Solving the above
equality we obtain B = tS+tS2
1−tS2 . Combining this with the first formula in (4.7), we have
tS + tS2
1− tS2 =
S − z(1 + S)
sz(1 + S)
,
which is simplified to the desired algebraic equation for S after cross-multipying.
The relation (4.6) follows from the factorization of the main equation with t = 1:
S(s, 1; z) = (z(s− 1) + 1)S3(s, 1; z) + z(2s− 1)S2(s, 1; z) + z(s+ 1)S(s, 1; z) + z
factors into
(S(s, 1; z) + 1)
(
(sz − z + 1)S2(s, 1; z) + (sz − 1)S(s, 1; z) + z) = 0.

4.2. The γ-coefficients of ascent polynomial on In(021). In [5], Corteel et al. posed a
question for finding a direct combinatorial proof of the palindromicity of Sn(t) interpreted
as
∑
e∈In(021) t
asc(e). Although we are unable to provide such a direct explanation, we could
give a combinatorial proof of the γ-positivity of Sn(t) as one application of our algorithm
Ψ and the classical Foata–Strehl group action [12].
An index i ∈ [n−2] is called a double ascent of an inversion sequence e ∈ In if {i, i+1} ⊆
ASC(e). Let
I˜n,k(021) := {e ∈ In(021) : asc(e) = k, e has no double ascents and en−1 ≥ en}.
Theorem 4.6. We have
(4.8)
∑
e∈In(021)
tasc(e) =
b(n−1)/2c∑
k=0
|I˜n,k(021)|tk(1 + t)n−1−2k.
The rest of this section is devoted to proving this neat γ-positivity expansion. We begin
with an action on permutations that is a modification of the original Foata–Strehl action.
For any x ∈ [n] and pi ∈ Sn, the x-factorization of pi is the partition of pi into the form
pi = w1w2xw3w4, where wi’s are intervals of pi and w2 (resp. w3) is the maximal contiguous
interval (possibly empty) immediately to the left (resp. right) of x whose letters are all
greater than x. Following Foata and Strehl [12] the action ϕx is defined by
ϕx(pi) = w1w3xw2w4.
For example, with pi = 34862571 ∈ S8 and x = 4, we find that w1 = 3, w2 = ∅, w3 = 86,
w4 = 2571, and we get ϕx(pi) = 38642571. The map ϕx is an involution acting on Sn, and
for all x, y ∈ [n], ϕx and ϕy commute.
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Figure 4. MFS-actions on 34862571
For pi ∈ Sn, a value pii (1 ≤ i ≤ n) is called a double ascent (resp. double descent, peak,
valley) of pi if pii−1 < pii < pii+1 (resp. pii−1 > pii > pii+1, pii−1 < pii > pii+1, pii−1 > pii < pii+1),
where we use the convention pi0 = pin+1 = −∞. For our purpose, we slightly modify the
action ϕx to be
ϕ′x(pi) :=
{
ϕx(pi), if x is a double ascent or a double descent of pi;
pi, if x is a peak or a valley of pi.
Again all ϕ′x’s are involutions and commute. Therefore, for any S ⊆ [n] we can define
the function ϕ′S : Sn → Sn by ϕ′S =
∏
x∈S ϕ
′
x, where multiplication is the composition
of functions. Hence the group Zn2 acts on Sn via the function ϕ′S. This action is called
the Modified Foata–Strehl action (MFS-action for short) and has a nice visualization as
depicted in Figure 4. It should be noted that this action is different with the modification
of Foata-Strehl action defined in [15,17], where they take the convention pi0 = pin+1 = +∞.
For any S ⊆ Sn, let
S˜n,k := {pi ∈ S : des(pi) = k, pi has no double descents}.
Lemma 4.7. Suppose S ⊆ Sn is invariant under the MFS-action. Then,
(4.9)
∑
pi∈S
tdes(pi) =
b(n−1)/2c∑
k=0
|S˜n,k|tk(1 + t)n−1−2k.
Proof. For each pi ∈ S, let Orb(pi) = {g(pi) : g ∈ Zn2} be the orbit of pi under the MFS-
action. Note that if x is a double descent of pi, then x is a double ascent of ϕ′(pi). Thus,
there exists a unique permutation in Orb(pi) which has no double descent. Moreover, if we
let p¯i be such a unique element in Orb(pi), then we have∑
σ∈Orb(pi)
tdes(σ) = tdes(p¯i)(1 + t)da(p¯i) = tdes(p¯i)(1 + t)n−1−2des(p¯i),
where da(p¯i) denotes the number of double ascent of p¯i and the second equality follows from
the simple fact that da(p¯i) = n−1−2 des(p¯i). Summing over all orbits of S under the MFS-
action gives (4.9). Consider for instance pi = 34862571 in Figure 4, then p¯i = 13468257,
da(p¯i) = 5, n = 8 and des(p¯i) = 1. 
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Lemma 4.8. The set Sn(2413, 4213) is invariant under the MFS-action.
Proof. First we show that if pi ∈ Sn contains the pattern 2413, then ϕ′x(pi) must contain
the pattern 2413 or 4213 for any x ∈ [n]. Since pi contains the pattern 2413, there exist
i < j < k < l such that piipijpikpil is order isomorphic to 2413. Let us consider the largest
peak pij′ with i < j′ < k. Note that such a peak pij′ always exists because pii < pij > pil
and obviously pij′ ≥ pij. Then we consider the smallest valley pik′ with j′ < k′ < l, which
also exists (as pij′ > pik < pil) and is less than or equal to pik. Now the (new) subsequence
piipij′pik′pil is again a 2413 pattern in pi, but pij′ and pik′ are respectively a peak and a valley
of pi. It is clear from the definition of ϕ′ that for any x ∈ [n], the subsequence with letters
{pii, pij′ , pik′ , pil} is either a pattern 2413 or 4213 in ϕ′x(pi).
Similarly, we can show that if pi ∈ Sn contains the pattern 4213, then ϕ′S(pi) must contain
the pattern 2413 or 4213 for any S ⊆ [n]. This completes the proof of the lemma. 
Proof of Theorem 4.6. It follows from Lemmas 4.8 and 4.7 that
(4.10)
∑
pi∈Sn(2413,4213)
tdes(pi) =
b(n−1)/2c∑
k=0
|S˜n,k(2413, 4213)|tk(1 + t)n−1−2k,
where
S˜n,k(2413, 4213) = {pi ∈ Sn(2413, 4213) : des(pi) = k, pi has no double descents}.
Applying Ψ−1 to both sides of expansion (4.10) yields (4.8) because of (1) in Lemma 3.1. 
5. On the des-Wilf equivalences for Schröder classes
For two sets of patterns Π and Π′, we write Π ∼des Π′ if∑
σ∈Sn(Π)
tdes(σ) =
∑
σ∈Sn(Π′)
tdes(σ).
Similarly, we define Π ∼DES Π′. We say that Π is des-Wilf (resp. DES-Wilf) equivalent to
Π′ if Π ∼des Π′ (resp. Π ∼DES Π′). Letting s = 1 in (1.4), we obtain the restricted version
of (1.1):
(5.1)
∑
pi∈Sn(2413,4213)
tDES(pi) =
∑
e∈In(021)
tASC(e).
Motivated by the above equidistribution and (1.3), we prove in this section the following
refined Wilf-equivalences.
Theorem 5.1. We have the following refined Wilf-equivalences:
(2413, 3142) ∼des (2413, 4213) ∼DES (2314, 3214) ∼DES (3412, 4312).
Remark 5.2. All the above Wilf-equivalences are known in the works of West [24] and
Kremer [22]. A simple Sage program shows that, among all permutation classes avoiding
two patterns of length 4, these are all the nontrivial classes which are des-Wilf equivalent
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to the classes of separable permutations. Some nice refined Wilf-equivalences can be found
in Elizald and Pak [8], Dokos et al. [6] and Bloom [3].
Proof of Theorem 5.1. We first construct a bijection Φ : Sn(2413, 4213) → In(021), which
transforms the statistic “DES” to “ASC” and therefore provides another simple proof of
equidistribution (5.1). Our bijection Φ will be defined recursively, which can be considered
as a restricted version of Θ for equidistribution (1.1).
For any k ∈ [n], let us define the inserting operator Tk : Sn−1 → Sn by
Tk(pi) = pi
′
1pi
′
2 . . . pi
′
n−1k for each pi ∈ Sn−1,
where pi′i = pii + χ(pii ≥ k) for 1 ≤ i ≤ n− 1. If pi ∈ Sn−1(2413, 4213), then introduce the
set of available inserting values of pi as
AVA(pi) := {k ∈ [n] : Tk(pi) ∈ Sn(2413, 4213)} = {k1 > k2 > · · · },
where kj is called the j-th available inserting value of pi. Clearly, n and 1 are respectively
the first and the last available inserting values of pi. For example, we have AVA(3142) =
{5 > 3 > 2 > 1}.
Before we complete the proof, we need the following lemma:
Lemma 5.3. Suppose pi ∈ Sn−1(2413, 4213) with
AVA(pi) = {n = k1 > k2 > · · · > km = 1}.
Then, for 1 ≤ j ≤ m,
AVA(Tkj(pi)) = {n+ 1 ≥ kj + 1 > kj > kj+1 > · · · > km = 1}.
Proof. If k is less than or equal to kj, then the subsequence of Tk(Tkj(pi)) composed of
letters [n + 1] \ {kj + 1} is order isomorphic to Tk(pi). Therefore, for all k ≤ kj, we have
k ∈ AVA(Tkj(pi)) if and only if k ∈ AVA(pi). On the other hand, if k is greater than kj,
then the penultimate and the ultimate letters “kjk” can play the role of “13” in a length 4
subsequence of Tk(Tkj(pi)) if and only if kj + 1 < k ≤ n. This completes the proof of the
lemma, since {kj + 1, n+ 1} ⊆ AVA(Tkj(pi)). 
We now continue to prove Theorem 5.1. Using the above lemma, we define Φ recursively
as follows. Suppose Φ is defined forSn−1(2413, 4213). Any permutation σ ∈ Sn(2413, 4213)
can be expressed uniquely as σ = Tk(pi) for some pi ∈ Sn−1(2413, 4213) and k ∈ AVA(pi).
If k is the j-th available inserting value of pi and (e1, . . . , en−1) = Φ(pi) ∈ In−1(021), then
define Φ(σ) = (e1, . . . , en−1,mj), where mj is the j-th smallest integer in the set
{0,m,m+ 1, . . . , n− 1} with m = max{e1, . . . , en−1}.
For example, we have Φ(5164372) = (0, 1, 0, 2, 3, 0, 5). Using Lemma 5.3, it is routine to
check by induction on n that Φ : Sn(2413, 4213)→ In(021) as defined above is a bijection,
which transforms the statistic “DES” to “ASC”.
It turns out that a similar construction can be applied to show∑
pi∈Sn(2314,3214)
tDES(pi) =
∑
e∈In(021)
tASC(e) and
∑
pi∈Sn(3412,4312)
tDES(pi) =
∑
e∈In(021)
tASC(e),
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which completes the proof of the theorem. The details are left to interested readers. 
Remark 5.4. Actually, bijection Φ : Sn(2413, 4213) → In(021) transforms the quadruple
(DES,LMA,LMI,RMA) to (ASC,ZERO,EMA,RMI) as the natural bijection Θ : Sn → In
does.
6. Final remarks
In view of Theorem 1.3, a natural question is to see if there exists an analog extension of
Foata’s equidistribution (1.2) regarding our set-valued distributions defined for all elements
of In or Sn. The following result answers this question.
Theorem 6.1. For n ≥ 1, the quadruple distribution (DIST,ASC,ZERO,EMA) on In is
equidistributed with (VID,DES,LMA,LMI) on Sn. In particular,
(6.1)
∑
e∈In
sDIST(e)tASC(e) =
∑
pi∈Sn
sVID(pi)tDES(pi).
Theorem 6.1 can be proved via the principle of Inclusion-Exclusion (essentially Aas’
approach [1]) and a simple (but crucial) bijection, which will appear in [13]. Very recently,
during our preparation of this paper, Baril and Vajnovszki [2] constructed a new coding
b : Sn → In such that for each pi ∈ Sn:
(VID,DES,LMA,LMI,RMA)pi = (DIST,ASC,ZERO,EMA,RMI)b(pi),
which provides a direct bijective proof of Theorem 6.1. Interestingly, we have been able to
show that their coding b restricts to a bijection between Sn(2413, 4213) and In(021). This
restricted b does not transform “RMI” to “EXPO”, while our bijection Ψ−1 in Theorem 1.3
does.
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