Abstract -In a heterogeneous MANET, based on wireless LANs linked together by satellite, the overall channel efficiency is impaired by multiple effects, because of multipath fading in the terrestrial segment and atmospheric fading on the satellite link.
I. INTRODUCTION n the last years, the Mobile Ad hoc NETwork (MANET) lparadigm has received considerable attention in the literature [1] . Generally speaking, available bandwidth is a precious resource in MANETs; saving bandwidth becomes thus a challenge that is dealt with by using dynamic control of allocated resources and the adoption of bandwidth-saving network protocols, i.e. multicast [2] . This consideration is also fundamental in hybrid networks, such as a combination of MANETs and infra-structured networks (including satellite links). The use of multicast protocols allows avoiding the waste of resources in satellite networks, especially in the context of streaming services. Protocols needing a return path to obtain a reliable communication, ' r. Work funded by the European Commission in the framework of "SatNEx" NoE (contract no. 507052).
such as TCP or Automatic Repeat Request (ARQ), are seldom used in such a context. Instead, forward error correction techniques are considered more useful for this purpose: the sender transmits some amount of redundant information, which allows the reconstruction of missing data at the receiver without further interactions with the transmitter. This approach generally simplifies both the sender and the receiver, since it reduces the time for recovering missing packets, often making unicast retransmissions and a feedback channel unnecessary. Some applications relying on multicast communication, e.g. audio or videoconferencing tools, can tolerate segment losses with relatively graceful degradation of performance. On the contrary, other applications, such as electronic whiteboards, electronic newspapers and software distribution have more strict requirements and need reliable delivery of all data segments. Thus, they would greatly benefit from high communication reliability.
In a heterogeneous MANET, based on wireless LANs linked together via satellite, the overall channel efficiency is impaired by multiple effects, because of multipath fading in the terrestrial segment and atmospheric fading on the satellite link. In this paper, we address this issue by applying forward erasure correction codes (FZC) to MPEG-4 video sequences exchanged by the hosts of a hybrid network. The network is made of a satellite link and a wireless LAN that uses 802.1 lb devices. The stream is FZC encoded at the streamer and decoded at the individual receivers. Encoding and decoding operations occur just above the transport layer. This approach has the advantage of being independent of the equipment, the operating system and the end-user application. It performs as middleware between the application and the underlying operating system services, thus allowing the use of standard streaming applications both at the sender and the receiver. This work aims at demonstrating the 0-7803-9206-X/05/$20.00 ©2005 IEEE improvement in quality of service of the video transmitted in the hybrid network. The main parameters measured are the packet loss, the delivery delay, and the overhead in bandwidth occupancy imposed by the use of FZC. The received video is then evaluated by using a MOS (Mean Opinion Score) procedure. While the concept of using FZC has been widely studied for several years [3, 4] , the literature is lacking in experimental results in a hybrid wireless environment. In the following, we first describe our test scenario and then we present measurements obtained in the described environment.
THE REAL CASE STUDY
The forward error correction technique employed in our experiments a class of linear block codes based on Vandermonde matrices [5] . Basically, k blocks of source data are encoded to produce n blocks of encoded data, such that any subset of k encoded blocks suffices to reconstruct all source data (with n>k). Let x be the vector of source blocks and y the vector of encoded blocks. Then, the problem is to find an appropriate nxk coding matrix C such that y=Cx and x=C'"y', for any subset y' of k blocks in y, where C' is the corresponding row-wise sub-matrix in C (a linear block code is said to be systematic if I is a row-wise sub-matrix in C). As indicated in [5] , the FZCs derived from Vandermonde coding matrices are of special interest; they employ efficient field arithmetic.
The video stream used in the experiment is coded using MPEG-4. MPEG-4 is the first standard that describes multimedia contents as a set of audio-visual objects to be presented, manipulated and transported individually. The high compression ratio and error resilience offered by MPEG-4 has driven an explosion of its popularity. The evaluation of FZC performance in MPEG-4 stream delivery on the single wireless path is not new. For example, in [6] the joint usage of FZCs and MPEG-4 s Fine Granularity Scalability (FGS) -a highly suitable technique for IEEE 802.11 -is studied, while [7] studies the behavior of FZCs when applied to MPEG-4 streaming via 3G networks.
Anyway, there is a lack of experimental results in hybrid wireless environment. In order to provide such results, our target scenario is composed of a video-streaming server interconnected to an ad hoc wireless network through an OBP (On Board Processing) satellite. The satellite link is carried by the Eutelsat HotBird6 satellite in Ka band, and uses the technology known as Skyplex Data [8, 9] , which is an IPbased satellite network, derived from DVB-RCS. We used this satellite technology in a point-to-multipoint topology, by using a single multicast receiver. The Skyplex link we used has a bandwidth of 2 Mb/s. Figure I depicts the scenario of our experiment. The video streamer transmits a FZC encoded multicast stream on the satellite; the local gateway receives the traffic from the satellite multicast receiver and forwards it to the wireless clients. The ad-hoc wireless LAN uses the IEEE 802.1 lb standard [10] . Ka 111. EXPERIMENTAL RESULTS Notice that IEEE 802.11 includes the use of automatic repeat request (ARQ) [10] only in unicast mode. We implemented two software modules, an encoder and a decoder, written in C language, by using Rizzo's library [11] .
The encoder works at the transport layer by fetching blocks of k information packets from the video stream and then transmitting k+l UDP packets (k of information + I of redundancy) towards the receiving host. At the receiving host, the decoder fetches k of the k+1 packets per block and recovers the information, provided that no more than I packets are lost in a single block of packets. The receiver then feeds the VLC 0.8.1 decoder with the received stream. VLC uses a packet size of 1316 bytes, which is a block of 7 MPEG-4 frames. The encoder adds a preamble of 4 bytes for the sequence number, which is then cancelled by the decoder. The overall length of the 802.11 MSDU is then equal to 8+20+8+4+1316 bytes, keeping into account the UDP, IP, and SNAP/LLC headers.
A. Packet Error Rate
The MPEG stream carries an Xvid version of the Pirates of Caribbean movie, with a frame rate of 25 frames per second at 576x320 pixels, and an average data stream of 939 kb/s. Our experiments show that the satellite channel is error free (thus the only problem is the intrinsic satellite delay), while the wireless channel is error prone. Thus, the error recovery aspect must be addressed in the wireless environment. By default, 802.11 devices use an internal algorithm for changing the transmission signal rate in order to adapt to varying channel conditions. Since our aim is to verify the performance of different coding schemes, we fixed the signal rate, by disabling the internal auto rate-change algorithm. We used two data bit rates: 11 and 5.5 Mb/s. Lower transmission rates were not considered because the stream throughput would have exceeded the available information rate of the wireless channel. We analyze the channel between the local gateway and the A node (see Fig. 2) , and between the local gateway and the B node (see Fig. 2 ), respectively. In the first case, which is the worst case (due to the distance between the gateway and the client A), the experiment in uncoded mode (no FZC) shows that packet loss can be reduced from 13% to about 6% by changing the transmission rate from 11 to 5.5 Mb/s. In this case, the channel occupancy increases by 56%. A similar redundancy is required when using an FZC coding ratio of 150/100; however, in the latter case, we measured a much better performance, with a packet loss rate of 0.8%.
Better performance yet can be obtained by using an FZC with 120/100 coding ratio, which increases channel occupancy by only 20%. When the B node is considered, the experiment in uncoded case (no FZC) shows that packet loss can be reduced from 5.9% to about 0.4% by changing the transmission rate from 11 to 5.5 Mb/s. However, if we use an FZC coding ratio of 110/100, we measured a much better performance (only 0.3% of packet loss) by increasing the channel occupancy by only 10%. Choosing a coding ratio of 120/100, all packet losses (about 6%) can be recovered by increasing the channel occupancy by 20%. Mb/s. Notice the case of 5.5 Mb/s where, while no FZC redundancy is introduced, the occupied channel share is 56% wider than the corresponding 11 Mb/s case, and the residual bandwidth is reduced accordingly.
Generally speaking, there is a tradeoff between redundancy and error correction performance; these results show that the usage of FZC is convenient with respect to changing the signal rate.
B. Packet delivery delay
A streaming application delivers time-based information, i.e. user data that has an intrinsic time component.
to 0 (Unacceptable). Thirty persons have answered to three quality questions (overall, video, and audio quality) for each coding ratio of the video received by client A; mean opinion scores have been calculated. The results for each quality question are shown in Fig. 5 . By using erasure codes we introduce a packet delivery delay. In fact, when h packets in a block are lost, we must wait for all k packets of information plus h of redundancy. Delivery delay is an important parameter that must be evaluated like the packet loss. Our experiments show that the mean delivery delay for the node A is about 50 ms, and it is less than the delivery delay for the node B (48 ms). This is due to the fact that node A has a greater number of packet losses than node B. The maximum packet delivery delay is evaluated as the time necessary to recovery all the information when a number of packets equal to the redundancy packets is lost. Tables I and II show the packet delivery delay for clients A and B, respectively.
It can be seen that the coding ratio is important for opinions on the quality; this is true for all three questions. Not surprisingly, the best video quality is obtained by using the 200/100 coding ratio. When the coding ratio decreases from 200/100 to the uncoded case, the quality ratings become progressively poorer. 
