In this paper we introduce and study fuzzy deterministic top-down (DT) tree automata over a lattice L. The L-fuzzy tree languages recognized by these automata are said to be DT-recognizable, and they form a proper subfamily DRec L of the family of Rec L of all regular L-fuzzy tree languages. We prove a Pumping Lemma for DRec L from which several decidability results follow. The closure properties of DRec L under various operations are established. We also characterize DT-recognizability in terms of L-fuzzy path languages, and prove that the path closure of any regular L-fuzzy tree language is DT-recognizable, and that it is decidable whether a regular L-fuzzy tree language is DT-recognizable. In most of the paper, L is just any nontrivial bounded lattice, but sometimes it is assumed to be distributive or even a bounded chain.
Introduction
A finite tree automaton may process input trees either bottom-up (frontierto-root) starting at the leaves and proceeding towards the root, or top-down (root-to-frontier) starting at the root and moving towards the leaves. While the family Rec of the recognizable (or regular) tree languages is defined both by deterministic and nondeterministic bottom-up automata as well as by nondeterministic top-down automata, the deterministic top-down (DT) automata give a proper subfamily DRec of Rec. These facts were established for binary trees by Magidor and Moran [26] who also observed that any member T of DRec is fully determined by the labeled paths from the root to a leaf appearing in its trees: if every path in a given tree t appears in at least one tree belonging to T , then also t must be in T . This characterization of DRec-languages was explored further in a general form in [10] and [36] . The path closure requirement means that even some very simple regular tree languages cannot be recognized by a DT automaton. On the other hand, the derivations in any context-free grammar can be represented by a DT-recognizable tree language [18] , the regular types for logic programs considered in [37] are actually DT-recognizable tree languages, and in [27] it is argued that certain DT automata suffice to express markup language schema definitions. Moreover, DT tree automata and the family DRec have some interesting properties of their own, and there is a fairly extensive literature on DT automata and their extensions. We refer the reader to items [10, 14, 17, 18, 19, 23, 24, 26, 27, 34, 36] of the bibliography and the references in them.
Various types of fuzzy automata and languages have been studied already since the 1960s, the first works appearing quite soon after Zadeh [38] had introduced the idea of fuzziness. For surveys and bibliographies covering the topic, one may consult [1] , [29] and [30] . In particular, fuzzy tree recognizers have also been studied by some authors (cf. [5, 15, 22, 30] , for example). In this paper we introduce and study finite fuzzy deterministic top-down tree recognizers and the fuzzy tree languages defined by them.
Much of the theory of fuzzy automata and languages has been done within Zadeh's classical setting where the degrees of membership are real numbers taken from the interval [0, 1]. However, also more general notions of fuzziness are common. Here we shall consider fuzzy tree languages with membership degrees in a bounded lattice L = (L, ≤). Thus they are L-fuzzy sets in the sense of Goguen [20] . It is customary to assume that the lattice L is distributive and complete [20, 30] , or even completely distributive [15] , but usually we need neither distributivity nor completeness because our automata compute the degrees of acceptance using the meet-operation only. This means also that there is no need to assume that L is locally finite, i.e., that finitely generated sublattices of L are finite. Therefore, in most of the paper, L is just any nontrivial lattice with a least element 0 and a greatest element 1. However, when dealing with nondeterministic fuzzy tree recognizers and general regular fuzzy tree languages, we assume that L is distributive, and in Section 9 it is a bounded chain. In what follows, DT stands for deterministic top-down and NDT for nondeterministic top-down.
In Section 2 we define several concepts and symbols pertaining to trees as well as some general notation.
All our tree recognizers, both classical and fuzzy, are essentially deterministic or nondeterministic top-down algebras equipped with some starting and acceptance mechanisms. Such algebras are considered in Section 3. For DT algebras we define the notion of a run tree, and with any NDT algebra we associate a subset algebra which is a DT algebra. Then we present the definitions of NDT and DT tree recognizers. The former define the family Rec of all recognizable (regular) tree languages while the latter yields the subfamily DRec of DT-recognizable tree languages.
For any ranked alphabet Σ and any leaf alphabet X, the set of ΣX-trees is denoted by T Σ (X), and an L-fuzzy ΣX-tree language is any mapping Φ : T Σ (X) → L. The L-fuzzy NDT tree recognizers defined in Section 4 are equivalent to the L-fuzzy bottom-up tree recognizers of [15] , and hence they recognize the recognizable, or regular, L-fuzzy tree languages. We also show that if L is distributive, then these recognizers can be simplified by making the state transitions and the set of initial states crisp. We conclude the section by showing that the equivalence problem of L-fuzzy NDT tree recognizers is decidable.
In Section 5 we define our DT tree recognizers and the family DRec L of DT-recognizable L-fuzzy tree languages, and establish some of their basic properties. In particular, we prove a Pumping Lemma from which several decidability results are derived, including the decidability of the Emptiness, Finiteness and Equivalence Problems of DT tree recognizers.
In Section 6 we study connections between L-fuzzy DT-recognizable, Lfuzzy recognizable tree languages, and usual DT-recognizable tree languages. In Section 7 we define some operations on L-fuzzy tree languages. The operations are natural generalizations of well-known tree language operations and similar to the corresponding operations on tree series. For example top-concatenations, translations and inverse translations, and inverse tree homomorphisms are shown to preserve DT-recognizability. On the other hand, as one would expect, all the negative closure properties of DRec are inherited by DRec L .
The ordinary DT-recognizable tree languages are precisely the path closed regular tree languages; a tree language T is path closed if it contains any tree t such that every labeled path in t leading from the root to a leaf appears in some member of T . In Section 8 we introduce L-fuzzy path languages and path closures. We also associate with any L-fuzzy DT tree recognizer F an L-fuzzy path language Λ F , and show that this is recognized by a unary L-fuzzy DT recognizer obtained from F. The main result of this section is a characterization of the DT-recognizable L-fuzzy tree languages in terms of L-fuzzy path languages from which it follows that any DT-recognizable L-fuzzy tree language is path closed.
In Section 9 we study further fuzzy path languages and DT-recognizability, now under the assumption that the lattice of membership values is a bounded chain C = (C, ≤). For any C-fuzzy NDT tree recognizer NF, we introduce the C-fuzzy path language Λ NF defined by NF. We also define the subset recognizer ℘NF of NF, which is a C-fuzzy DT tree recognizer, and show that Λ ℘NF = Λ NF .
In the theory of crisp DT tree recognizers many results depend on the 'normalization' of NDT and DT tree recognizers (cf. [17, 18, 24] ). When the membership value lattice is a chain C, we may introduce a fuzzy version of this notion, and show that any C-fuzzy NDT tree recognizer NF can be normalized. Then we prove that if NF is normalized, then ℘NF recognizes the C-fuzzy path closure of the C-fuzzy tree language recognized by NF. From this result we can infer that the C-fuzzy path closure of any regular C-fuzzy tree language is DT-recognizable, and that a regular C-fuzzy tree language is DT-recognizable exactly in case it is path closed, and that it is decidable whether a recognizable C-fuzzy tree language is DT-recognizable.
We also consider normalized C-fuzzy DT tree recognizers. Any C-fuzzy DT tree recognizer can be normalized, and we show that normalized C-fuzzy DT tree recognizers have some special properties.
Trees, contexts and paths
Let us first introduce some general notation. We may write A := B to emphasize that A is defined to be equal to B. The cardinality of a set A is denoted by |A|, and the set of all subsets of A by ℘(A). For any nonnegative integer n, let [n] := {1, . . . , n}.
For any direct product A 1 × · · · × A m (m ≥ 1) and any i ∈ [m], the i th projection map A 1 × · · · × A m → A i , (a 1 , . . . , a m ) → a i , is denoted by pr i , and it is also extended to sets of vectors:
For any alphabet X, X * denotes the set of all (finite) words over X. The empty word is denoted by ε. Subsets of X * are called languages (over X).
Let Σ be a ranked alphabet, i.e., a finite set of operation symbols, which does not contain nullary symbols. For each m ≥ 1, Σ m denotes the set of m-ary symbols in Σ. If Σ consists of the symbols f 1 , . . . , f k of the respective arities m 1 , . . . , m k , we may write Σ = {f 1 /m 1 , . . . , f k /m k }. The set r(Σ) := {m ∈ r(Σ) | Σ m = ∅} is called the rank type of Σ. If r(Σ) = {1}, then Σ is said to be unary. In what follows, Σ is always a ranked alphabet and X is an ordinary finite non-empty alphabet, called a leaf alphabet, disjoint from Σ. The set T Σ (X) of ΣX-trees is the least set such that X ⊆ T Σ (X), and f (t 1 , . . . , t m ) ∈ T Σ (X) for all m ∈ r(Σ), f ∈ Σ m and t 1 , . . . , t m ∈ T Σ (X). A ΣX-tree language is any subset of T Σ (X). We also speak about trees and tree languages without specifying the alphabets. A family of tree languages is a map V that assigns to each pair Σ, X a set V(Σ, X) of ΣX-tree languages. We write V = {V(Σ, X)}. For any families of tree languages V and W, V ⊆ W means that V(Σ, X) ⊆ W(Σ, X) for all Σ and X, and unions and intersections of such families are defined by similar componentwise conditions.
The root (symbol) root(t)(∈ Σ ∪ X), the set of subtrees sub(t), the set of leaf symbols leaf(t)(⊆ X), and the height hg(t) of a ΣX-tree t are defined as follows: for any x ∈ X and t = f (t 1 , . . . , t m ),
(1) root(x) = x, sub(x) = leaf(x) = {x}, and hg(x) = 0, and
, and hg(t) = max{hg(t 1 ), . . . , hg(t m )} + 1.
Let ξ be a symbol that does not belong to our alphabets Σ or X. A ΣX-context is a Σ(X ∪ {ξ})-tree in which ξ appears exactly once. The set of ΣX-contexts is denoted by C Σ (X). For any p, q ∈ C Σ (X) and t ∈ T Σ (X), let p(t) and p(q) be the ΣX-tree and the ΣX-context obtained from p by replacing the ξ by t and q, respectively. Furthermore, let p · q := p(q) and p · t := p(t). The depth dt(p) of a ΣX-context is 0 if p = ξ and dt(q) + 1 if p = f (. . . , ξ, . . .) · q with f ∈ Σ and f (. . . , ξ, . . .), q ∈ C Σ (X). Clearly, C Σ (X) forms a monoid with p · q as the product and ξ as the unit element.
Convention.
The frequently occurring phrases deterministic top-down and nondeterministic top-down will be abbreviated to DT and NDT, respectively.
The DT-recognizable tree languages are characterized by the labeled paths appearing in their trees. These paths will play an important role also in our study of fuzzy DT-recognizable tree languages. The paths in a ΣX-tree are formally defined using the path alphabet
A pair (f, i) ∈ Γ is written simply as f i . In what follows, Γ is always the path alphabet of the ranked alphabet Σ considered. The set δ(t) ⊆ T Γ (X) of paths in a ΣX-tree t is defined by
When we regard Γ as a unary ranked alphabet, then the path language δ(T ) := {δ(t) | t ∈ T }(⊆ T Γ (X)) of a ΣX-tree language T is a set of unary trees in Polish form. The path closure ∆(T ) :
Often it is convenient to treat Γ as an ordinary alphabet and view paths in ΣX-trees as expressions wx, where w ∈ Γ * and x ∈ X. Recall that a Σ-algebra A = (A, Σ) consists of a nonempty set A and a Σindexed family of operations f A :
It is well known that the maps T Σ (X) → T Σ (X), t → p(t), where p is a ΣX-context, are precisely the translations of the term algebra T Σ (X) (cf. [7, 8, 33] , for example).
Top-down algebras and recognizers
All the tree recognizers to be considered in this paper are essentially deterministic or nondeterministic finite "top-down algebras" equipped with some starting and acceptance mechanisms. For easier reference, we present all the basic definitions and facts concerning such algebras in this section.
A (finite) DT Σ-algebra A = (A, Σ) consists of a nonempty (finite) set A and a Σ-indexed family of top-down operations f A :
Subalgebras, homomorphisms, congruences, quotient algebras and direct products can be defined for DT algebras in a natural way, and the usual basic relations hold between these notions [17, 18, 36, 14] . For example, the direct product A×B = (A×B, Σ) of two DT Σ-algebras A = (A, Σ) and B = (B, Σ) is the DT Σ-algebra such that for any m ∈ r(Σ), f ∈ Σ m , a ∈ A and b ∈ B, f A×B ((a, b)) = ((a 1 , Finite DT Σ-algebras will serve as top-down tree automata, and their elements are then called states. If the state of A at a node ν of a tree is a and the label of that node is f ∈ Σ m , then A enters the m descendant nodes of ν in the respective states a 1 , . . . , a m , where (a 1 , . . . , a m ) = f A (a). One way to represent the computations of DT algebras is offered by run trees. For any DT Σ-algebra A = (A, Σ), let Σ × A be the ranked alphabet with r(Σ × A) = r(Σ) and (Σ × A) m = Σ m × A for every m ∈ r(Σ). The run (tree) run(A, t, a) of A on a tree t ∈ T Σ (X) starting in a state a ∈ A is a (Σ × A)(X × A)-tree defined as follows:
(1) run(A, x, a) = (x, a) for x ∈ X, and
Since the behaviors of the recognizers considered here are defined in terms of the leaf symbols appearing in run trees, we introduce the abbreviation lr for the composition of the functions leaf and run, i.e., lr(A, t, a) := leaf(run(A, t, a)) for any t ∈ T Σ (X) and a ∈ A.
Any path word w ∈ Γ * induces a mapping w A : A → A as follows.
(1) aε A = a for every a ∈ A.
(2) a(f i u) A = pr i (f A (a))u A for any a ∈ A, f i ∈ Γ and u ∈ Γ * .
When A is viewed as a top-down tree automaton, aw A is the state in which A reaches the leaf at the end of the path described by w if it starts in state a at the root of a tree containing that path.
A (finite) NDT Σ-algebra A = (A, Σ) consists of a (finite) nonempty set A and a Σ-indexed family of NDT operations f A :
We associate with any w ∈ Γ * a mapping w A : A → ℘(A) as follows:
(1) aε A = {a} for every a ∈ A, and
Now aw A can be interpreted as the set of states in which A may reach the leaf at the end of the path represented by the word w when started in state a at the root of a tree containing the path. The maps w A are extended to maps ℘(A) → ℘(A) in the natural way:
The It is easy to prove the following lemma by induction on the word w. Among the numerous devices for defining the recognizable, or regular, tree languages, the NDT tree recognizers are the most convenient ones here. For general presentations of the theory of finite tree automata and regular tree languages, the reader may consult the references [9, 13, 18, 19] .
An NDT ΣX-recognizer, NA = (A, I, α) consists of a finite NDT Σalgebra A = (A, Σ), a set I ⊆ A of initial states, and a final state assignment α : X → ℘(A). The sets T (NA, a) of ΣX-trees accepted by NA starting at the root in a state a ∈ A are defined as follows:
(1) for any x ∈ X and a ∈ A, x ∈ T (NA, a) if and only if a ∈ α(x);
(2) for t = f (t 1 , . . . , t m ) and any a ∈ A, t ∈ T (NA, a) if and only if t 1 ∈ T (NA, a 1 ), . . . , t m ∈ T (NA, a m ) for some (a 1 , . . . , a m ) ∈ f A (a).
The tree language recognized by NA is T (NA) := {T (NA, a) | a ∈ I}. A ΣX-tree language T is said to be recognizable, or regular, if T = T (NA) for some NDT ΣX-recognizer NA. Let Rec = {Rec(Σ, X)} be the family of all regular tree languages.
It is well known that the family Rec is also defined by both nondeterministic and deterministic bottom-up tree recognizers, but that deterministic top-down tree recognizers yield a proper subfamily of it.
A DT ΣX-recognizer, is a system A = (A, a 0 , α), where A = (A, Σ) is a finite DT Σ-algebra, a 0 ∈ A is the initial state, and α : X → ℘(A) is the final state assignment. For any a ∈ A, let T (A, a) be the set of all ΣX-trees t such that b ∈ α(x) for every (x, b) in lr(A, t, a). The tree language recognized by
The tree language recognized by A may be defined also in terms of paths:
It is well known that DRec is properly included in the family Rec of all recognizable tree languages. As shown in [26] , a regular tree language is DT-recognizable if and only if it is path closed. This implies that some very simple tree languages, like the set {f (x, y), f (y, x)} considered in Example 2.1, are not DT-recognizable. For more on DT-recognizable tree languages cf. [10, 18, 19, 23, 36] and especially [24] .
L-fuzzy tree languages
We shall consider fuzzy tree languages with membership degrees in a bounded lattice L = (L, ≤). Thus they are L-fuzzy sets in the sense of Goguen [20] . However, here we usually need neither distributivity nor completeness because in our fuzzy DT tree automata the degrees of acceptance are computed using the meet-operation ∧ only, and the subsets of L associated with these automata are always finite. When distributivity or completeness is needed, this will be explicitly noted. In Section 9 the lattice is a bounded chain C. The classical fuzzy sets of Zadeh [38] are obtained when C is the real interval [0, 1] with the usual ≤-relation. It is well known that chains are distributive and that distributive lattices are locally finite (cf. [21] , for example.)
Convention.
In what follows, unless stated otherwise, L = (L, ≤) is a nontrivial bounded lattice. Its least and greatest element are denoted by 0 and 1, respectively. In contexts involving constructions or decidability, it is assumed that all needed meets and joins in L can be effectively formed.
An L-fuzzy ΣX-tree language is any map Φ :
With any ΣX-tree language T , we associate the crisp L-fuzzy ΣX-tree language T χ , the characteristic function of T , defined by T χ (t) = 1 for t ∈ T , and T χ (t) = 0 for t / ∈ T . The following facts are obvious.
All the usual operations on fuzzy sets apply to L-fuzzy ΣX-tree languages, too. In particular, the union Φ∪Ψ and the intersection Φ∩Ψ of two L-fuzzy ΣX-tree languages Φ and Ψ are defined by
The set L T Σ (X) of all L-fuzzy ΣX-tree languages forms with respect to the inclusion relation defined by
A family of L-fuzzy tree languages is a map F that assigns to each pair Σ, X a set F(Σ, X) of L-fuzzy ΣX-tree languages. Again, we write F = {F(Σ, X)} and define inclusion, unions and intersections by the natural alphabetwise conditions.
It seems that top-down fuzzy tree recognizers have not received any attention in the literature while bottom-up fuzzy tree recognizers appear in various forms (cf. [22, 15, 5] , for example). The recognizers to be defined below become essentially the L-fuzzy bottom-up ΣX-recognizers ofÉsik and Liu [15] when we exchange the initial and final states, and interpret the top-down transition relations as bottom-up transition relations.
In a general L-NDT ΣX-recognizer NG = (A, Σ, X, γ, ι, ω), A is a finite nonempty set of states, γ = (γ f ) f ∈Σ is a family of L-fuzzy transition relations
For each a ∈ A, we define Φ NG,a : T Σ (X) → L as follows. For any
The L-fuzzy tree language recognized by NG is given by
An L-fuzzy ΣX-tree language Φ is said to be recognizable, or regular, if Φ = Φ NG for some L-NDT ΣX-recognizer NG. Let Rec L = {Rec L (Σ, X)} be the family of recognizable L-fuzzy tree languages.
For the rest of this section L is assumed to be distributive and, therefore, locally finite. This implies that for any general L-NDT ΣX-recognizer NG = (A, Σ, X, γ, ι, ω), the sublattice of L generated by the set
of the elements of L appearing in the definition of NG is finite, and hence ran(Φ NG ) is finite. Our fuzzy NDT tree automata can then be simplified by eliminating fuzziness from the initial states and the transitions. A similar fact for fuzzy finite string automata was shown in [28] and in [2] (cf. also [29, 25] ).
We define an L-NDT ΣX-recognizer as a system NF = (A, I, ω), where A = (A, Σ) is a finite NDT Σ-algebra, I ⊆ A is the set of initial states, and ω = (ω x ) x∈X is a family of L-fuzzy sets of final states ω x : A → L. For each a ∈ A, we define Φ NF,a : T Σ (X) → L as follows:
Two L-fuzzy tree recognizers F and G (of any kind) are equivalent if they define the same L-fuzzy tree language. This is expressed by writing F ≡ G. It is clear that any L-NDT ΣX-recognizer can be redefined as an equivalent general L-NDT ΣX-recognizer. We shall now prove the converse. Proof. Consider any general L-NDT ΣX-recognizer NG = (A, Σ, X, γ, ι, ω). Let D be the finite sublattice of L generated by K NG . We define an L-NDT ΣX-recognizer NF = (B, I, π) as follows:
First we prove by tree induction that Φ NF,(a,d
where c always stands for the current γ f (a, a 1 , . . . , a m ). We may now conclude that
It is common to identify a crisp fuzzy language with its support, and here this is justified by Remark 4. 1 
Hence Remark 4.1 yields also the following facts.
On the other hand, a ΣX-tree language T is recognizable if and only if T χ ∈ Rec L (Σ, X).
For the following lemma it would actually suffice to assume that L is locally finite.
Lemma 4. 4 . Assume that L is distributive. Let NF be an n-state L-NDT ΣX-recognizer, and let h := |ran(Φ NF )|. For any ΣX-tree t, there exists a tree u ∈ T Σ (X) such that hg(u) ≤ h n and Φ NF (u) = Φ NF (t).
Proof. Let us define an equivalence relation
The number of ≡ -classes is at most h n , and hence ≡ is of finite index.
Consider any ΣX-tree t. If hg(t) ≤ h n , we may let u := t, so assume that hg(t) ≥ h n + 1. Following some maximum length path in t, we can find p, q ∈ C Σ (X) and s ∈ T Σ (X) such that t = p · q · s, dt(q) ≥ 1 and q · s ≡ s. We shall show by induction on p that Φ NF,a (p · q · s) = Φ NF,a (p · s) for any a ∈ A.
If
For p = f (u 1 , . . . , u m ) · r , where u i = ξ and r ∈ C Σ (X),
By repeating this procedure finitely many times, we will get a tree u ∈ T Σ (X) such that hg(u) ≤ h n and Φ NF (u) = Φ NF (t).
The parallel product of two L-NDT ΣX-recognizers NF = (A, I, ω) and
for any t ∈ T Σ (X), a ∈ A, and b ∈ B, can be verified by tree induction. Hence, for any H ⊆ A, K ⊆ B and t ∈ T Σ (X),
Let NH be the parallel product of NF and NG. By the pumping lemma, there exists an integer h such that for any t, there is a tree s ∈ T Σ (X) such that Φ NH (t) = Φ NH (s) and hg(s) < h. By Lemma 4.5, Φ NF (t) = Φ NG (t) if and only if Φ NF (s) = Φ NG (s), and thus it suffices to check only finitely many trees t for Φ NF (t) = Φ NG (t).
L-fuzzy DT tree recognizers
Let us define an L-fuzzy deterministic top-down ΣX-recognizer, an L-DT ΣX-recognizer for short, as a system F = (A, a 0 , ω), where A = (A, Σ) is a finite DT Σ-algebra, a 0 ∈ A is the initial state, and ω = (ω x ) x∈X is an X-indexed family of L-fuzzy sets of final states ω x : A → L. The L-fuzzy ΣX-tree language Φ F,a : T Σ (X) → L recognized by A starting in a state a ∈ A is defined as follows:
for any x ∈ X;
Similarly as in the nondeterministic case, fuzzy state transitions would not increase the power of our L-DT tree recognizers, but since no suprema are formed, this can be proved without assuming that L is distributive. On the other hand, we cannot allow L-fuzzy sets of initial states because DRec L is not closed under unions (as we shall see later).
From the definition of Φ F it is clear that for any t ∈ T Σ (X), the degree of acceptance Φ F (t) depends just on the states in which F reaches the leaves of t and the labels of the leaves. Moreover, each leaf is reached by a computation of A along some path in t. It is easy to prove by tree induction that
for all b ∈ A and t ∈ T Σ (X). For b = a 0 this yields the following lemma.
For any L-DT ΣX-recognizer F = (A, a 0 , ω), let D ω be the set of all finite meets ω x 1 (a 1 )∧. . .∧ω x k (a k ), where k ≥ 1, x 1 , . . . , x k ∈ X, and a 1 , . . . a k ∈ A, i.e., the ∧-subsemilattice of L generated by R ω := {ω x (a) | x ∈ X, a ∈ A}. Clearly, R ω and D ω are finite. Hence, Lemma 5.1 implies the following fact. Let F = (A, a 0 , ω) be an L-DT ΣX-recognizer. For any p ∈ C Σ (X) and a ∈ A, let p A (a) be the state in which A reaches the ξ-labeled leaf of p if it is started in state a at the root of p, i.e., (ξ, p A (a)) ∈ lr(A, p, a), and let
The following obvious facts can be shown by induction on the depth dt(p).
Lemma 5. 3 . Let F = (A, a 0 , ω) be an L-DT ΣX-recognizer, and consider any a ∈ A, p, q ∈ C Σ (X) and t ∈ T Σ (X).
Next we present a Pumping Lemma for L-fuzzy DT tree recognizers.
Lemma 5. 4 . Let F = (A, a 0 , ω) be an n-state L-DT ΣX-recognizer and let ℓ := |D ω |. If t is a ΣX-tree of height ≥ (ℓ + 1)n + 1, then there exist s ∈ T Σ (X) and p, q ∈ C Σ (X) such that t = p·q·s, dt(q) ≥ 1 and Φ F (p·q k ·s) = Φ F (t) for every k ≥ 0.
Proof. If hg(t) ≥ (ℓ + 1)n + 1, then there is a path in run(A, t, a 0 ) on which some state a ∈ A appears at least ℓ + 2 times. Thus we may write t = p 0 · q 1 · . . . · q ℓ+1 · s 0 for some p 0 , q 1 , . . . , q ℓ+1 ∈ C Σ (X) and s 0 ∈ T Σ (X) such that dt(q i ) ≥ 1 for every i ∈ [ℓ + 1] and F enters the roots of (the displayed occurrences of) q 1 , . . . , q ℓ+1 and s 0 in state a, i.e., p A 0 (a 0 ) = q A 1 (a) = . . . = q A ℓ+1 (a) = a. By Lemma 5.3,
Since these values are elements of D ω , we must have
for every k ≥ 0.
The Pumping Lemma may be formulated also as follows.
Lemma 5. 5 . For any DT-recognizable L-fuzzy ΣX-tree language Φ, there is a constant h such that if t is a ΣX-tree of height ≥ h, then there are p, q ∈ C Σ (X) and s ∈ T Σ (X) such that t = p·q ·s, dt(q) ≥ 1, and Φ(p·q k ·s) = Φ(t) for every k ≥ 0.
Hence, the following result.
Corollary 5. 6 . For any L-DT ΣX-recognizer F, the set ran(Φ F ) can be effectively determined. 
The following fact can easily be verified by tree induction (including induction over ΣX-contexts, too).
We get the following result from Lemma 5.8 by applying the Pumping Lemma to H. Lemma 5.9. One can find a constant h such that for any t ∈ T Σ (X), there is a tree s ∈ T Σ (X) such that hg(s) < h, Φ F (s) = Φ F (t) and Φ G (s) = Φ G (t).
Proposition 5. 10 . The following problems are decidable for any L-DT recognizers F and G.
. By Lemma 5.9 this can be decided by considering a finite number of trees. The decidability of the Equivalence Problem follows directly from the decidability of the Inclusion Problem. Finally, Φ F ∩ Φ G = 0 holds if and only if Φ F (t) ∧ Φ G (t) = 0 for every t ∈ T Σ (X), and again it suffices to consider the trees t of height less than a given number.
As usual, the decision methods immediately suggested by the Pumping Lemma are not necessarily computationally effective.
6 DRec L , Rec L and DRec
In this section we establish some connections between DT-recognizable Lfuzzy tree languages, regular L-fuzzy tree languages and the usual DTrecognizable tree languages.
On the other hand, a ΣX-tree language T is DT-recognizable if and only if T χ ∈ DRec L (Σ, X). Proof . By Remark 4.1 it suffices to show that Φ ∈ DRec L (Σ, X) implies supp(Φ) ∈ DRec(Σ, X), and that T ∈ DRec(Σ, X) implies T χ ∈ DRec L (Σ, X).
Let F = (A, a 0 , ω) be an L-DT ΣX-recognizer for which Φ F is crisp. If A = (A, a 0 , α) is the DT ΣX-recognizer with α : X → ℘(A) is defined by α(x) = {a ∈ A | ω x (a) = 1} (x ∈ X), then obviously T (A) = supp(Φ F ).
Next, let A = (A, a 0 , α) be a DT ΣX-recognizer for T . For each x ∈ X, we define ω x : A → L by setting ω x (a) = 1 if a ∈ α(x), and ω x (a) = 0 if a / ∈ α(x). Then T χ is recognized by F = (A, a 0 , ω). Proof. Let F = (A, a 0 , ω) be any L-DT ΣX-recognizer. If A = (A, a 0 , α) is the DT ΣX-recognizer, where α(x) = {a ∈ A | ω x (a) > 0} for each x ∈ X, then it is easy to show that for all t ∈ T Σ (X) and a ∈ A,
Note that in any bounded chain 0 is ∧-irreducible. The following example shows that the ∧-irreducibility condition is necessary unless Σ is unary. Assume next that T = T (A) for some DT ΣX-recognizer A = (A, a 0 , α). If we define ω = (ω x ) x∈X by setting ω x (a) = c for a ∈ α(x), and ω x (a) = 0 for a / ∈ α(x), then T is the c-cut of Φ F for F = (A, a 0 , ω).
For any
The following example shows that if |L| > 2, then Φ −1 (d) := {t ∈ T Σ (X) | Φ(t) = d} is not always DT-recognizable for Φ ∈ DRec L (Σ, X) and d ∈ L.
In [4] it was shown that Φ −1 (E) is a recognizable tree language for any recognizable tree series Φ over a finite semiring S and any E ⊆ S, and in [16] this result is given for locally finite semirings. For the following proposition we need not assume that the lattice L is locally finite. To prove that T (NA) = Φ −1 (d), we show by tree induction that for all (a, c) ∈ B and t ∈ T Σ (X), Φ F,a (t) = c if and only if t ∈ T (NA, (a, c) ). For
Let t = f (t 1 , . . . , t m ), and assume first that Φ F,a (t) = c. If f A (a) = (a 1 , . . . , a m ) and Φ F,a i (t i ) = c i (i = 1, . . . , m), then c = c 1 ∧ . . . ∧ c m , and thus ((a 1 , c 1 ), . . . , (a m , c m )) ∈ f B ((a, c)). Since t i ∈ T (NA, (a i , c i )) (i = 1, . . . , m), this means that t ∈ T (NA, (a, c) ).
Conversely, if t ∈ T (NA, (a, c) ), then there exist c 1 , . . . , c m ∈ D ω such that ((a 1 , c 1 We now get Corollary 5.6 anew: ran(Φ F ) can be found by constructing for each Φ −1 F (d) with d ∈ D ω an NDT ΣX-recognizer NA and testing whether T (NA) = ∅, which can be done (cf. [18] , for example).
Closure properties of DRec L
We shall now consider a number of operations on fuzzy tree languages and see which ones preserve DT-recognizability. The operations are natural extensions of classical tree language operations and also similar to the corresponding operations on tree series. Let us begin with some positive results. F = (A, a 0 , ω) and G = (B, b 0 , π) be any L-DT ΣX-recognizers. Let H = (A × B, (a 0 , b 0 ), σ) be the L-DT ΣX-recognizer with σ defined by σ x ((a, b) 
Proof. Let
By combining Proposition 6.5 and Lemma 6.1, we get 
if a = a 0 and g = f, or a = b.
Furthermore, the family ω = (ω x ) x∈X of fuzzy sets ω
For any p ∈ C Σ (X) and Φ ∈ L T Σ (X) , p −1 (Φ) and p(Φ) are the L-fuzzy ΣX-tree languages such that, for any t ∈ T Σ (X), p −1 (Φ)(t) = Φ(p(t)) and Proof. Let Φ = Φ F for F = (A, a 0 , ω) and let p ∈ C Σ (X). First we construct an L-DT ΣX-recognizer for p −1 (Φ). Let b := p A (a 0 ) and d := Φ F,a 0 (p). Then we define π = (π x ) x∈X by π x (a) = ω x (a) ∧ d (x ∈ X, a ∈ A), and let G = (A, b, π). For any t ∈ T Σ (X),
Let us now define an L-DT ΣX-recognizer G = (B, b 0 , π) for p(Φ). In the DT Σ-algebra B = (B, Σ) , B is the disjoint union of A, sub(p(a 0 )) and {b}, where p(a 0 ) ∈ T Σ (X ∪ {a 0 }) is obtained from p by substituting a 0 for ξ. For any f ∈ Σ m (m ∈ r(Σ)), define f B : B → B m as follows:
The initial state is b 0 = p(a 0 ), and for each x ∈ X, π x is defined by setting π x (x) := 1 if x ∈ sub(p(a 0 )), π x (r) := 0 for any r ∈ sub(p(a 0 )), r = x, and π x (a) := ω x (a) for a ∈ A, and π x (b) = 0. The recognizer G operates on any input tree t ∈ T Σ (X) as follows. Starting at the root in state p(a 0 ), it first checks whether t is of the form p(s). If not, it reaches some node in state b or a leaf in a state r ∈ sub(p(a 0 )) distinct from the label of that leaf. In both cases, Φ G (t) = 0. On the other hand, if t = p(s) for some s ∈ T Σ (X), then G reaches the root of (the displayed occurrence of) s in state a 0 and simulates then F on s. Since G assigns the value 1 to all the X-labeled leaves of p, we get Φ G (t) = Φ F (s) = p(Φ)(t).
A tree homomorphism h : T Σ (X) → T Ω (Y ) is defined (cf. [9, 13, 18, 19, 35] ) by some given mappings h X : . . , ξ m } is a set of variables disjoint from the other alphabets considered, as follows:
The For h(Φ) to be defined even for a non-complete L, it suffices to assume that ran(Φ) is finite or that h −1 (t) is finite for every t ∈ T Ω (Y ). The latter condition holds for any nondeleting tree homomorphism. Recall that Rec and DRec are closed under inverse tree homomorphisms [18, 19, 24] . Theorem 7. 5 . For any tree homomorphism h : Let b 0 = ({a 0 }, 1), and define π = (π x ) x∈X by π x ((H, d) , (H, d) ∈ B).
To prove that Φ G = h −1 (Φ) for the L-DT ΣX-recognizer G = (B, b 0 , π), we show by tree induction that
The case t ∈ X is obvious, . . , H m and d f are defined as above, then by the inductive assumption
For tree homomorphic images the closure properties of DRec are quite limited (cf. [24] ), but let us note an exception. A tree homomorphism h : T Σ (X) → T Ω (Y ) is alphabetic if for all m ∈ r(Σ) and f ∈ Σ m , h m (f ) = g(ξ 1 , . . . , ξ m ) for some g ∈ Ω m , and h X (x) ∈ Y for every x ∈ X.
is an injective alphabetic tree homomorphism and Φ ∈ DRec L (Σ, X), then h(Φ) ∈ DRec L (Ω, Y ). F = (A, a 0 , ω) be an L-DT ΣX-recognizer for Φ. We construct an L-DT ΩY -recognizer G = (B, b 0 , π) for h(Φ) as follows. Proof. If Φ is recognized by the L-DT ΣX-recognizer F = (A, a 0 , ω), then c.Φ is obviously recognized by G = (A, a 0 , π), when π is defined by π x (a) = c ∧ ω x (a) (x ∈ X, a ∈ A).
Finally, we note that DT-recognizability is preserved under certain changes of the valuation lattice. For any mapping ψ : L → K from a lattice L = (L, ≤) to a lattice K = (K, ≤) and any L-fuzzy ΣX-tree language Φ, let ψ(Φ) : T Σ (X) → K be the K-fuzzy ΣX-tree language defined by ψ(Φ)(t) = ψ(Φ(t)) (t ∈ T Σ (X)). It is known that the recognizability of tree series over semirings is preserved under semiring homomorphisms (cf. [16] ).
Here it suffices to assume that the map ψ preserves (finite) meets. (a) If L is a sublattice of K, then DRec L (Σ, X) ⊆ DRec K (Σ, X).
Proof. Any L-DT ΣX-recognizer may be regarded as a K-DT ΣX-recognizer, assuming -as we implicitly have done -that any map S → L can be regarded also as a map from S to K. Let Φ be recognized by the L-DT recognizer F = (A, a 0 , ω). To prove (b), we define π by π x (a) = ψ(ω x (a)) (x ∈ X, a ∈ A). Then the K-DT ΣX-recognizer G = (A, a 0 , π) recognizes ψ(Φ). Indeed,
for every t ∈ T Σ (X).
As one may expect, if DRec is not closed under some operation, then DRec L is not closed under the 'corresponding' L-fuzzy operation. This can be formalized as follows. Proof. Let T 1 , . . . , T n ∈ DRec(Σ, X) be such that O(T 1 , . . . , T n ) is defined but not DT-recognizable. It follows from Lemma 4.3 that T χ 1 , . . . , T χ n are DT-recognizable but that O(T χ 1 , . . . , T χ n ) is not.
To apply Lemma 7.9 to an operation O with a known classical counterpart O, we have to verify the relation O(T 1 , . . . , T n ) χ = O(T χ 1 , . . . , T χ n ) and to refer to the negative closure property of DRec. In all cases below, the needed results concerning DRec can be found in [24] . In fact, the examples proving the non-closure of DRec can be turned into examples for DRec L simply by replacing each tree language by its characteristic function. For example, it is well known that DRec is not closed under union. Moreover, it is clear that (T ∪ U ) χ = T χ ∪ U χ for any T, U ⊆ T Σ (X), and thus DRec L is not closed under unions, and this can be confirmed by "fuzzifying" any example showing the non-closure of DRec. Next we introduce L-fuzzy forms of some known tree language operations under which DRec is not closed.
For any x ∈ X, the x-product Φ · x Ψ of two L-fuzzy ΣX-tree languages Φ and Ψ is defined as follows. First we define Φ · x s : T Σ (X) → L for each s ∈ T Σ (X) thus:
(1) Φ · x x = Φ and Φ · x y = {y/1} for y ∈ X, y = x;
(2) for s = f (s 1 , . . . , s m ) and any t ∈ T Σ (X),
For any x ∈ X, the x-iteration of Φ :
Note that for any given t, the number of nonzero elements in the supremum defining (Φ · x Ψ)(t) is finite. Similarly, Φ * x (t) = Φ k,x (t) for some k ≥ 0. Hence, we don't have to assume that L is complete. It is not hard to prove the following lemma. To prove the following lemma, it suffices to show that for any t ∈ T Σ (X), h(T ) χ (t) = 1 if and only if h(T χ )(t) = 1.
Lemma 7. 11 . h(T ) χ = h(T χ ) for any ΣX-tree language T and tree homomorphism h : T Σ (X) → T Ω (Y ).
In [24] it is shown (Theorem 4. 2. 3) that DRec is not closed under unions, x-products, x-iterations, nor under every tree homomorphism that is just alphabetic or just injective. Therefore Lemma 7.9 and the above results yield the following non-closure properties of DRec L . In agreement with [31] and [11] , for example, we call Φ : T Σ (X) → L an L-fuzzy subalgebra of the term algebra T Σ (X) if Φ = 0 and Φ(f (t 1 , . . . , t m )) ≥ Φ(t 1 ) ∧ . . . ∧ Φ(t m ) for all m ∈ r(Σ), f ∈ Σ m and t 1 , . . . , t m ∈ T Σ (X). If L is complete, then the L-fuzzy subalgebra [Φ] generated by an L-fuzzy ΣXtree language Φ = 0, i.e., the least L-fuzzy subalgebra of T Σ (X) containing Φ, always exists; it is the intersection of all L-fuzzy subalgebras of T Σ (X) containing Φ. A ΣX-tree language T is an ordinary subalgebra of T Σ (X) if T = ∅ and f (t 1 , . . . , t m ) ∈ T for all m ∈ r(Σ), f ∈ Σ m and t 1 , . . . , t m ∈ T . Let [T ] denote the subalgebra of T Σ (X) generated by T ⊆ T Σ (X), T = ∅.
It is not hard to show that (a) a ΣX-tree language T is a subalgebra of T Σ (X) if and only if T χ is an L-fuzzy subalgebra of T Σ (X), and that (b) [T ] χ = [T χ ] for every tree language T ⊆ T Σ (X). In fact, (a) and (b) hold more generally for subsets of any algebra, as shown by Rosenfeld [31] (for groupoids). Since T ∈ DRec(Σ, X) does not imply [T ] ∈ DRec(Σ, X), we get the following result.
Proposition 7. 13 . Assume that L is a complete lattice. The family DRec L is not closed under the generation of L-fuzzy subalgebras.
Fuzzy path languages and DT-recognizability
As noted above, DT-recognizable tree languages are completely defined by the paths appearing in their trees. Here we shall discuss L-fuzzy path languages and connect them with DT-recognizable L-fuzzy tree languages.
In what follows, Γ is again the path alphabet of our given ranked alphabet Σ. By an L-fuzzy ΣX-path language we mean any mapping Λ : T Γ (X) → L. To introduce the fuzzy forms of the operators δ and δ −1 , we define for any Φ : T Σ (X) → L and Λ : T Γ (X) → L the L-fuzzy sets δ(Φ) : T Γ (X) → L andδ −1 (Λ) : T Σ (X) → L by the respective conditions
Restricted to crisp sets, δ andδ −1 match the original operators: supp( δ(T χ )) = δ(T ) and supp(δ −1 (U χ )) = δ −1 (U ) for any T ⊆ T Σ (X) and U ⊆ T Γ (X).
Note also that formally the definition of δ(Φ) presupposes that L is complete, but if Φ is DT-recognizable, completeness is not needed because ran(Φ) is then finite.
Proof. The statements in (a) and (b) have very simple proofs. Let us prove the first part of (c). For any t ∈ T Σ (X),
The second part of (c) has a similar proof. By (a) and (c), δ andδ −1 define a Galois connection between (T Σ (X), ⊆) and (T Γ (X), ⊇), and hence (a) and (c) imply (d). For example, (c) yields δ(δ −1 ( δ(Φ))) ⊆ δ(Φ), and the converse inclusion follows from Φ ⊆δ −1 ( δ(Φ)) by the isotonicity of δ.
The path closure of Φ : T Σ (X) → L is the L-fuzzy ΣX-tree language ∆(Φ) :=δ −1 ( δ(Φ)), and Φ is said to be path closed if ∆(Φ) = Φ. The following corollary is an immediate consequence of Lemma 8.1.
Let us now consider the L-fuzzy path languages of DT-recognizable Lfuzzy tree languages. First we show how any L-DT ΣX-recognizer defines an L-fuzzy path language in a natural way.
As in [14] , we associate with any DT Σ-algebra A = (A, Σ) the unary algebra A u = (A, Γ) such that f A u i (a) = pr i (f A (a)) for all a ∈ A and f i ∈ Γ. We may also regard A u as a DT Γ-algebra by treating f A u i (a) as a 1-tuple. In [34] also the converse transformation was considered: for any Γ-algebra B = (B, Γ), let B d = (B, Σ) be the DT Σ-algebra with
) for all b ∈ B, m ∈ r(Σ) and f ∈ Σ m . Since A ud = A for any DT Σ-algebra A and B du = B for any Γ-algebra B, there is a bijective correspondence between DT Σ-algebras and Γ-algebras. As noted in [34] , it preserves subalgebras, homomorphisms, congruences, direct products and quotient algebras.
For any L-DT ΣX-recognizer F = (A, a 0 , ω), let F u be the L-DT ΓXrecognizer (A u , a 0 , ω), and for any L-DT ΓX-recognizer G = (B, b 0 , π), let G d be the L-DT ΣX-recognizer (B d , b 0 , π). Of course, F ud = F and G du = G.
For any a ∈ A, t ∈ T Σ (X) and wx ∈ δ(t), lr(A u , wx, a) = {(x, aw A )}, and (x, aw A ) is also the element of lr(A, t, a) appearing at the end of the path in run(A, t, a) described by w. Hence the following fact. An L-DT ΣX-recognizer F = (A, a 0 , ω) reaches the leaf at the end of the path described by a given w ∈ Γ * in state a 0 w A independently of the tree in which the path appears. It is therefore meaningful to regard
as the L-fuzzy path language defined by F. (a) Λ F = Φ F u , and hence Λ F ∈ DRec L (Γ, X).
Proof. (a) follows from the definitions of Λ F and F u : for any wx ∈ T Γ (X),
Hence, we get (b) as follows:
for every t ∈ T Σ (X). Statement (c) follows from Lemma 5.1, but now also from (a) and (b):
and hence also (d) holds.
Proof. The first implication follows by statements (a) and (c) of Lemma 8.4 :
The second implication follows similarly from Lemma 8.4 (b).
The following example shows that the converses of the inclusion (d) of Lemma 8.4 and the implications of Corollary 8.5 are not generally valid. Let G = (A, a 0 , π) be the L-DT ΣX-recognizer with π x (b) = 1 and π x (a 0 ) = π x (a) = 0.
That F ≡ G does not follow from F d ≡ G d , can be seen by considering the L-DT ΓX-recognizers F 1 := F u and G 1 := G u , where F and G are as
We may now characterize the L-DT tree languages in terms of L-fuzzy path languages. Proof. If Φ is recognized by an L-fuzzy DT ΣX-recognizer F, then it follows from Lemma 8.4 
Corollary 8. 8 . Any DT-recognizable tree language is path closed. Proof . By Theorem 8.7, if Φ ∈ DRec L (Σ, X), then Φ =δ −1 (Λ) for some Λ ∈ DRec L (Γ, X), and hence ∆(Φ) =δ −1 ( δ(δ −1 (Λ))) =δ −1 (Λ) = Φ by Lemma 8.1.
Path closure and DT-recognizability
An ordinary regular tree language is DT-recognizable if and only if it is path closed, and the path closure of the tree language recognized by an NDT tree recognizer is recognized by a DT tree recognizer obtained by a subset construction (cf. [24] or [18] , for example). We shall now prove some similar results for fuzzy tree languages.
Throughout this section we assume that the lattice of membership degrees is a nontrivial bounded chain C = (C, ≤). Moreover, NF = (A, I, ω) is always a C-NDT ΣX-recognizer with the underlying NDT Σ-algebra A = (A, Σ).
Since C is a chain, the set R ω = {ω x (a) | x ∈ X, a ∈ A} is a sublattice of C and ran(Φ NF ) ⊆ R ω . For each a ∈ A, we define Λ NF,a : T Γ (X) → C by
The C-fuzzy path language Λ NF : T Γ (X) → C defined by NF is given by Λ NF (r) = max{Λ NF,a (r) | a ∈ I} (r ∈ T Γ (X)). (a) If t ∈ T Σ (X) and r ∈ δ(t), then Φ NF (t) ≤ Λ NF (r).
Proof. Let us first show by tree induction that Φ NF,a (t) ≤ Λ NF,a (r) for any t ∈ T Σ (X), r ∈ δ(t) and a ∈ A.
If t = x ∈ X, then r must be x, and hence Φ NF,a (t) = ω x (a) = Λ NF,a (r).
If t = f (t 1 , . . . , t m ), then r = f i ux for some i ∈ [m], u ∈ Γ * and x ∈ X. Because C is a chain, Φ NF,a (t) = Φ NF,a 1 (t 1 ) ∧ . . . ∧ Φ NF,am (t m ) for some (a 1 , . . . , a m ) ∈ f A (a). Moreover, ux ∈ δ(t i ), and therefore Λ NF,a (r) ≥ Λ NF,a i (ux) ≥ Φ NF,a i (t i ) ≥ Φ NF,a (t). Now we get (a) as follows:
Φ NF (t) = max{Φ NF,a (t) | a ∈ I} ≤ max{Λ NF,a (r) | a ∈ I} = Λ NF (r).
Statement (b) follows from (a) because δ(Φ NF )(r) = max{Φ NF (t) | t ∈ T Σ (X), r ∈ δ(t)} ≤ Λ NF (r) for every r ∈ T Γ (X).
The subset recognizer of a C-NDT ΣX-recognizer NF = (A, I, ω) is the C-DT ΣX-recognizer ℘NF = (℘A, I, π), where π = (π x ) x∈X is defined by π x (H) = max{ω x (a) | a ∈ H} (x ∈ X, H ⊆ A). 
where the fourth equality is justified by Lemma 3.1.
The minimization theory of usual DT tree recognizers [17, 18] uses "normalized" DT tree recognizers to deal with so-called 0-states. In [18] the characterization of the DT-recognizable tree languages as the path closed regular tree languages employs normalized NDT tree recognizers. Here the division of states into 0-states and states from which some tree can be accepted does not suffice since there may be several degrees of acceptance.
To show that NG is normalized, let ((a 1 , d ∧ c), . . . , (a m , d ∧ c)) ∈ f B ((a, d) ) be as in the definition of B, and consider any i ∈ [m]. For any t ∈ T Σ (X),
On the other hand, if t ∈ T Σ (X) is a tree such that Φ NF,a i (t) = M (a i ), then Φ NG,(a i ,d∧c) (t) = M (a i ) ∧ d ∧ c = d ∧ c, and hence M ((a i , d ∧ c)) = d ∧ c for every i ∈ [m].
Lemma 9. 4 . Let NF be a normalized C-NDT ΣX-recognizer. For any r ∈ T Γ (X), there is a tree t ∈ T Σ (X) such that r ∈ δ(t) and Φ NF (t) = Λ NF (r).
Proof.
First we show by induction on w that for any wx ∈ T Γ (X) and a ∈ A, there is a tree t ∈ T Σ (X) such that wx ∈ δ(t) and Φ NF,a (t) = Λ NF,a (wx).
If w = ε, we may choose t = x. Let then w = f i ux for some f i ∈ Γ and u ∈ Γ * . For any a ∈ A,
Let a = (a 1 , . . . , a m ) be an element of f A (a) for which the maximal value ω x (b) is obtained for some b ∈ a i u A . Then Λ NF,a (wx) = Λ NF,a i (ux). By the inductive assumption, there is a tree t i ∈ T Σ (X) such that ux ∈ δ(t i ) and Φ NF,a i (t i ) = Λ NF,a i (ux). Since NF is normalized, there exists for each j ∈ [m], j = i, a tree t j ∈ T Σ (X) such that Φ NF,a j (t j ) = M (a i ) ≥ Φ NF,a i (t i ).
For t := f (t 1 , . . . , t m ), Φ NF,a (t) ≥ Φ NF,a 1 (t 1 ) ∧ . . . ∧ Φ NF,am (t m ) = Φ NF,a i (t i ) = Λ NF,a i (ux) = Λ NF,a (wx).
The converse Φ NF,a (t) ≤ Λ NF,a (wx) holds by Lemma 9.1 because wx ∈ δ(t).
To prove the lemma itself, consider any r ∈ T Γ (X). By definition, Λ NF (r) = max{Λ NF,a (r) | a ∈ I}. Let b ∈ I be a state for which Λ NF (r) = Λ NF,b (r). By the first part of the lemma, there is a t ∈ T Σ (X) such that r ∈ δ(t) and Φ NF,b (t) = Λ NF,b (r). For any a ∈ I, Φ NF,a (t) ≤ Λ NF,a (r) by Lemma 9.1, and therefore Φ NF,a (t) ≤ Λ NF,b (r) = Φ NF,b (t). This implies that Φ NF (t) = Φ NF,b (t) = Λ NF (r).
Theorem 9.5. Φ ℘NF = ∆(Φ NF ) for any normalized C-NDT ΣX-recognizer NF.
Proof. Let t ∈ T Σ (X). For every r ∈ δ(t), Φ NF (t) ≤ Λ NF (r) by Lemma 9.1, but also Φ NF (s) ≤ Λ NF (r) for any s ∈ T Σ (X) such that r ∈ δ(s). On the other hand, by Lemma 9.4 there is an s ∈ T Σ (X) such that r ∈ δ(s) and Φ NF (s) = Λ NF (r). Thus ∆(Φ NF )(t) = min{max{Φ NF (s) | r ∈ δ(s)} | r ∈ δ(t)} = min{Λ NF (r) | r ∈ δ(t)}.
By Proposition 9.2, Λ NF (r) = Λ ℘NF (r) for any r ∈ T Γ (X). Hence we get ∆(Φ NF )(t) = min{Λ ℘NF (r) | r ∈ δ(t)} = Φ ℘NF (t), where the second equality follows from Lemma 8.4(c).
Theorem 9. 6 . The path closure of any regular C-fuzzy tree language is DTrecognizable. A regular C-fuzzy tree language is DT-recognizable if and only if it is path closed. Proof . The first statement follows directly from Theorems 9.5 and 9. 3 .
Consider any C-NDT ΣX-recognizer NF. By Theorem 9.3 we may assume that NF is normalized. If Φ NF is path closed, then Φ NF = ∆(Φ NF ) = Φ ℘NF ∈ DRec C (Σ, X) by Theorem 9.5. On the other hand, if Φ NF is DTrecognizable, then it is path closed by Corollary 8. 8 .
As a further application of Theorem 9.5 we get the following result.
Proposition 9.7. It is decidable whether a given regular C-fuzzy tree language is DT-recognizable. Proof . Consider any Φ ∈ Rec C (Σ, X). By Theorem 9.3 we may assume that Φ = Φ NF for a given normalized C-NDT recognizer NF. By Theorem 9.6, Φ is DT-recognizable if and only if ∆(Φ) = Φ. Since ∆(Φ) = Φ ℘NF by Theorem 9.5, this holds if and only if ℘NF ≡ NF, which is decidable by Proposition 4.6.
We shall now consider normalized deterministic C-fuzzy tree recognizers. Let F = (A, a 0 , ω) be any C-DT ΣX-recognizer. Similarly as in the nondeterministic case, we set M (a) := max{Φ F,a (t) | t ∈ T Σ (X)} for any a ∈ A, and say that F is normalized if for all m ∈ r(Σ), f ∈ Σ m and a ∈ A, f A (a) = (a 1 , . . . , a m ) implies M (a 1 ) = . . . = M (a m ).
The statements of the following proposition are obtained as special cases from Theorem 9.3 and 9.4. To get (a), we have to verify that applied to a DT recognizer, the construction used in the proof of Theorem 9.3 yields a deterministic recognizer. (a) F is equivalent to a normalized C-DT ΣX-recognizer.
(b) If F is normalized, then there is for any r ∈ T Γ (X), a ΣX-tree t such that r ∈ δ(t) and Φ F (t) = Λ F (r).
We may now prove for the special case at hand, the following stronger form of Lemma 8.4 (d).
Proposition 9. 9 . δ(Φ F ) = Λ F for any normalized C-DT ΣX-recognizer F.
