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Abstract
Two-phase flows composed of fluids exhibiting diﬀerent microscopic structure are an important
class of engineering materials. The dynamics of these flows are determined by the coupling among
three diﬀerent length scales: microscopic inside each component, mesoscopic interfacial morphology
and macroscopic hydrodynamics. Moreover, in the case of complex fluids composed by the mixture
between isotropic (newtonian fluid) and nematic (liquid crystal) flows, its interfaces exhibit novel
dynamics due to anchoring eﬀects of the liquid crystal molecules on the interface.
Firstly, we have introduced a new diﬀerential problem to model Nematic-Isotropic mixtures,
taking into account viscous, mixing, nematic and anchoring eﬀects and reformulating the corre-
sponding stress tensors in order to derive a dissipative energy law. Then, we provide two new
linear unconditionally energy-stable splitting schemes. Moreover, we present several numerical
simulations in order to show the eﬃciency of the proposed numerical schemes and the influence of
the diﬀerent types of anchoring eﬀects in the dynamics of the system.
Keywords: Liquid crystal; phase field; finite elements; multiphase flows; energy stability; anchoring
eﬀects.
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1 Introduction
The study of interfacial dynamics between two diﬀerent components has become the key role to
understand the behavior of many interesting systems, with applications in science, engineering, and
industry. For instance, the dynamics of an interface that separates two (or more) materials arise
naturally in hydrodynamics applications or in solidification processes. We can find a big amount of
applications related with phase separation; like liquid crystals, vesicle membranes deformation, image
processing, tumor growth...
A eﬃcient and physically relevant approach for solving interface problems is due to the diﬀuse
interface theory, that is based on describing the interfaces by layers of small thickness and whose
structure is determined through a non-local mixing energy that captures the balance of molecular
forces, where this energy represents the competition for mixing and de-mixing processes. These ideas
were already considered by van der Waals [1], and can be considered the foundation of the phase-field
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theory for phase transition and critical phenomena. In the diﬀuse interface theory, the surface motion
can be derived as the dissipation of a phase-field’s free energy functional Eε(φ),
φt =
δEε(φ)
δφ
,
where φ denotes the so-called phase-field function that is used to localize the components inside the
system, assuming that φ takes diﬀerent stable values for each phase (for instance φ = 1 in one phase
and φ = −1 in the other one). The key point is to consider that in the interfacial regions the function
varies smoothly, making feasible to define the function φ in the whole domain. This fact provide many
interesting properties like easiness of coupling with physical variables, indiﬀerence to morphological
singularities in the interface or the possibility of considering a global space discretization.
In this work we are interested in the diﬀuse interface approach to represent mixtures composed by
isotropic fluids and nematic liquid crystals. Liquid crystals can be viewed as a state of matter that
exhibits properties between liquids and solids. Macroscopically liquid crystals behave like liquids, but
in the microscopic scale their molecules have an orientational property due to elasticity eﬀects (i.e.
liquid crystals can be viewed as anisotropic liquids). There are several types of liquid crystals and can
be classified as thermotropic and lyotropic, whose change of state depends on varying the temperature
or the concentration, respectively.
Examples of liquid crystals can be widely found in nature and technological applications. For
instance, most contemporary electronic devices use Liquid Crystals for their displays and lyotropic
liquid-crystalline phases can be found in living systems, forming proteins and cell membranes. There
are two main groups of thermotropic liquid crystals (see figure 1.1): nematic and smectic. In one
hand, nematic phases are formed by rod-shaped molecules with no positional order, although their
molecules are able to self-align in order to have a long-range directional order parallel with respect
to their long axes. On the other hand, smectic phases (which are found at lower temperatures than
the nematic ones) are positionally ordered along one direction forming well-defined layers that can
slide over one another, acting like liquids within each layer. In particular, in smectic-A phases the
molecules are oriented along the normal vector of the layers, while in smectic-C phases they are tilted
away from the normal vector of the layer. For further information on the physics and properties of
the diﬀerent Liquid Crystals we refer the reader to [2].
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Figure 1.1: Diﬀerent phases of thermotropic liquid crystals
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In order to understand the behavior of the models representing complex fluids composed by mix-
tures of isotropic fluids and nematic liquid crystals, it is needed to combine ideas from fluid dynamics,
phase-field models, mixtures of fluids and nematic liquid crystals. The amount of literature related
to these topics is extremely huge and it is impossible to make a fair description of all the results
or approaches that can be considered. For that reason we just mention here some overviews on the
state of the art on the study of phase field models [3], mixtures of fluids [4], and mathematical study
(theoretically and numerically) of liquid crystals [5, 6].
In recent times, the interest of studying systems representing the interaction between newtonian
and nematic fluids has grown considerably in both, the mathematics and the physics communities.
There have been diﬀerent approaches to simulate this type of models. The authors of [7] study the
kinetics of the nematic-isotropic transition in a two-dimensional liquid crystal by using a lattice Boltz-
mann scheme that couples the tensor order parameter and the flow, finding that the time dependences
of the correlation function, energy density, and number of topological defects arise from dynamic scal-
ing laws. In [8], the authors considered another ideas, using the Landau de Gennes free energy to
calculate the interaction between long cylindrical colloids and the nematic-isotropic interface. In [9]
it is presented an approach to compute the shape and internal structure of two-dimensional nematic
drops. Using these techniques they are able to calculate the director field for a given domain shape.
In [10], the authors explore experimentally the structure of nuclei and topological defects in the phase
transition between the nematic and isotropic phases in lyotropic chromonic liquid crystals, demon-
strating the important role played by the surface anisotropy in morphogenesis of phase transitions in
liquid crystals. Another coupling that has recently attracted attention in the community is the one
between isotropic fluids with cholesteric liquid crystals. It is known that this interface can display a
range of unusual properties, such as a layer of topological defects close to an undulated interface but
the dynamics and composition of this interface remains still poorly understood. We refer the reader
to [11] for a calculation of the structure and surface tension of the cholesteric-isotropic interface.
From the mathematical point of view, the first attempt to represent this coupling by using a
phase field approach was presented in [12, 13]. In these works, the authors presented an energy based
approach that makes it possible to incorporate complex rheology easily and they also present some
numerical simulations. The authors in [14] explore the coupling among bulk liquid crystal orientation,
surface anchoring and the flow field, showing that the anchoring energy plays a fundamental role
in the interfacial dynamics of nematic liquids. More recently, in [15] the authors present a energy-
based phase field model for the coupling of a nematic liquid crystal phase in a viscous fluid phase,
presenting coupled numerical schemes with several simulations. This work was extended in [16], where
the authors presented an splitting numerical scheme for this model. Energy laws are obtained there
for the continuous problem and discrete scheme, designing linear unconditionally stable numerical
schemes. However, in this work the anchoring eﬀects were not taken into account in the numerical
analysis and the interpolation function that they consider to localize the nematic region can not be
arbitrary.
In this work, we study a modification of the model presented in [16] where we take into account
the anchoring eﬀects and an arbitrary interpolation function can be considered to localize the nematic
region (in practice, we consider a fifth order polynomial). We derive new linear splitting schemes
for nematic-isotropic mixtures, taking into account viscous, mixing, nematic and anchoring eﬀects,
that allows us to split the computation of the three pairs of unknowns (v, p) (velocity-pressure), (c, µ)
(phase field-chemical potential) and (d,w) (director vector-equilibrium) in three diﬀerent steps. The
derivation of these new decoupled schemes are inspired in the ideas previously presented in [17, 18, 19].
Moreover, we have proved that these formulations are unconditionally energy-stable (independently
of the size of space and time meshes considered). Finally, we present several numerical simulations to
illustrate the correct behavior of the proposed numerical schemes and to show the dependence of the
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dynamics on the diﬀerent types of anchoring eﬀects that can be considered.
This work is organized as follows. In Section 2 we present the model that we are considering jointly
with the main ideas for deriving it and a reformulation of the problem adding some auxiliary variables
that will allows us to consider C0 finite elements to discretize the system in space. Section 3 is devoted
to design the new numerical schemes and to show their unconditional energy-stability, detailing the
splitting ideas and how to discretize the potentials in a linear and energy-stable way. In Section 4
we present several numerical experiments in order to show the eﬃciency of the proposed numerical
schemes and the influence of the anchoring eﬀects on the dynamics of the system. Finally, in Section 5
we state the conclusions of our work.
2 The Model
In this section we describe the multicomponent complex fluid mixture subject of our study, consisting
of two phases: a nematic liquid crystal and a newtonian fluid.
The model considered is based on the one presented in Ref. [12], where the authors propose a way
of deriving models for mixtures of complex fluids. The idea is based on using a phase field function
to localize inside the domain the region where each component is contained. The total energy of
the system is represented as the sum of the internal energies of each one of the components plus
the mixture energy associated to the phase field system [20]. Then, the key point is to consider
a phenomenological derivation, giving first a total free energy (that depends on an average of the
considered eﬀects: kinetic, interfacial, nematic and anchoring) and arriving at a thermodynamically
consistent PDE system with respect to this free energy. These ideas have been successfully extended
to model diﬀerent complex fluids systems like mixtures, liquid crystals, biofilms, vesicles membranes
or ion channels [21, 22, 23, 24, 25, 26, 27, 28].
Let us present in detail the derivation of a mixture of a nematic liquid crystal and a newtonian
fluid, where for sake of simplicity we assume that both fluids have the same constant density ρNem =
ρIso = 1. We consider a bounded domain Ω ⊂ IRM , (M = 2, 3), whose boundary will be represented
by Γ (i.e., Γ := ∂Ω) and we introduce a phase field function c(x, t) that will be used to localize the
components along the domain Ω, such that
c(x, t) =
￿ −1 Newtonian Fluid ,
1 Nematic Liquid Crystal .
We define the total energy of the system as the addition of the energies related to each component
plus the energy associated to the mixture in the interface between both phases:
Etot(u, c,d) = Ekin(u) + λmixEmix(c) + λnemEnem(d, c) + λanchEanch(d, c), (2.1)
where Ekin(u) denotes the kinetic energy of the system, Emix(c) denotes the mixing energy associated
to the mixture process, Enem(d, c) denotes the elastic energy due to the nematic liquid crystal (that also
contains a penalization part related with the unitary constraint of the director vector) and Eanch(d, c)
denotes the anchoring energy that represents the influence of the interfacial eﬀects on the orientation of
the nematic liquid crystal molecules in the interface between both components. Moreover, parameters
λmix, λnem and λanch are introduced to balance the eﬀect of each energy in the system. In particular,
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the energy terms reads:
Ekin(u) =
1
2
￿
Ω
|u|2dx,
Emix(c) =
￿
Ω
￿
1
2
|∇c|2 + F (c)
￿
dx,
Enem(d, c) =
￿
Ω
I(c)
￿
1
2
|∇d|2 +G(d)
￿
dx,
and the anchoring energy will take diﬀerent forms depending on the anchoring eﬀect considered
Eanch(d, c) =

0 No anchoring,
1
2
￿
Ω
￿
|d ·∇c|2
￿
dx Parallel anchoring,
1
2
￿
Ω
￿
|d|2|∇c|2 − |d ·∇c|2
￿
dx Homeotropic anchoring.
For the functionals F (c) and G(d) we assume the following double-well potentials which in both cases
have their minimums (and consequently their equilibrium states) at ±1:
F (c) =
1
4ε2
(c2 − 1)2 and G(d) = 1
4η2
(|d|2 − 1)2, (2.2)
and we represent their derivatives as f(c) := F ￿(c) and g(d) := G￿(d).
Remark 2.1 Although the functionals F (c) and G(d) looks similar, their role and their physical
meanings are diﬀerent. The functional G(d) comes from the penalization of the constraint |d| = 1, that
it is classical in the nematic liquid crystal framework while F (c) characterizes two diﬀerent phases by
its minima at c = ±1. There are other possible choices of the double well potential like the logarithmic
potential Flog : (−1, 1)→ IR ([29])
Flog(c) =
θ
2
[(1 + c) log(1 + c) + (1− c) log(1− c)] + θc
2
(1 + c)(1− c), (2.3)
where θ, θc are positive constants with θc > θ. It follows that Flog has a double-well form with minima
at c = ±β (binodal points) for some β < 1 (close to 1 in the case of θc much larger than θ). Near
c = 0 this potential leads to the usual approximation of the free energy as quartic polynomial given by
F (c). In contrast with the quartic approximation, the derivatives of Flog become unbounded at c = ±1.
The results presented in the paper can be trivially extended to this type of logarithmic functional by
using a truncated potential of Flog similarly to the truncated potential of F given in (3.19).
The functional I(c) ∈ [0, 1] represents the volume fraction of liquid crystal and its derivative will be
denoted by i(c) := I ￿(c). This functional could take diﬀerent definitions always satisfying the following
properties:
• I ∈ C2(R),
• I(c) = 0 if c ≤ −1,
• I(c) = 1 if c ≥ 1,
• I(c) ∈ (0, 1) if c ∈ (−1, 1).
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For instance, we will consider the following interpolation function (see figure 2.1):
I(c) :=

1
16
(c+ 1)3 (3c2 − 9c+ 8) if c ∈ (−1, 1) ,
1 if c ≥ 1 ,
0 if c ≤ −1 ,
(2.4)
and its derivative is defined as
i(c) := I ￿(c) =

15
16
(c+ 1)2 (c− 1)2 if c ∈ (−1, 1) ,
0 otherwise .
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Figure 2.1: Interpolator I(c) in interval [0, 1]
It is known that for the three systems that we are combining in our formulation (namely: isotropic
newtonian fluid, nematic liquid crystal and phase field model), their governing equations satisfy a
dissipative energy law. In fact, when each system is isolated they have the “dissipative energy laws” :
• Navier-Stokes model
d
dt
Ekin(u) + 2
￿
Ω
ν|Du|2dx = 0 ,
where Du := (∇u+∇ut)/2 and ν > 0 denotes the dynamic viscosity coeﬃcient.
• Cahn-Hilliard model
d
dt
Emix(c) +
￿
Ω
γmix
￿￿￿￿∇δEmixδc
￿￿￿￿2 dx = 0 ,
where γmix > 0 represents the mobility coeﬃcient.
• Nematic Liquid Crystal model
d
dt
[Ekin(u) + λnemEnem(d, c)] + 2
￿
Ω
ν|Du|2dx+
￿
Ω
γnem
￿￿￿￿δEtotδd
￿￿￿￿2 dx = 0 ,
where (δ ·/δd) denotes the variational derivative with respect to d and γnem > 0 is the relaxation
time coeﬃcient.
6
In general, (δE/δφ) denotes the identification with a function in Ω of the variational derivative operator
of a certain functional E with respect to the variable φ, which is defined as￿
Ω
δE
δφ
φ¯ dx =
￿
δE
δφ
, φ¯
￿
= lim
τ→0
E(φ+ τ φ¯)− E(φ)
τ
,
for all regular with compact support functions φ¯.
Now, we are going to derive the coupled system. This can be done combining ideas from the
Least Action Principle (LAP) and the Maximum Dissipation Principle (MDP) [12, 13], arriving at the
following PDE system: 
ut + u ·∇u+∇p−∇ · σtot = 0 ,
∇ · u = 0 ,
dt + (u ·∇)d+ γnem
￿
δEtot
δd
￿
= 0 ,
ct + u ·∇c−∇ ·
￿
γmix∇δEtot
δc
￿
= 0 .
(2.5)
The PDE system (2.5) is supplemented with the following initial and boundary conditions:
u|t=0 = u0, d|t=0 = d0, c|t=0 = c0 in Ω,
u|∂Ω =
￿
I(c)∇d￿n￿￿
∂Ω
= 0 in (0, T ),
∂c
∂n
￿￿￿￿
∂Ω
=
￿
∇δEtot
δc
￿
· n
￿￿￿￿
∂Ω
= 0 in (0, T ),
(2.6)
where n denotes the outwards normal vector to the boundary ∂Ω. The expressions for the identifica-
tion function for each variational derivative in (2.5) will be introduced as two new variables:
w :=
δEtot
δd
= λnem
δEnem
δd
+ λanch
δEanch
δd
= λnem
￿
−∇ · (I(c)∇d) + I(c) g(d)
￿
+ λanch
δEanch
δd
, (2.7)
and
µ :=
δEtot
δc
= λmix
δEmix
δc
+ λnem
δEnem
δc
+ λanch
δEanch
δc
= λmix
￿
−∆c+ f(c)
￿
+ λnemI
￿(c)
￿
1
2
|∇d|2 +G(d)
￿
+ λanch
δEanch
δc
, (2.8)
where the anchoring terms will depend on each case:
δEanch
δd
=

0 No anchoring ,
(d ·∇c)∇c Parallel anch. ,
|∇c|2d− (d ·∇c)∇c Homeotropic anch. .
(2.9)
and
δEanch
δc
=

0 No anchoring ,
−∇ · [(d ·∇c)d] Parallel anch. ,
−∇ · [|d|2∇c− (d ·∇c)d] Homeotropic anch.
(2.10)
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Finally, the stress tensor of the coupled system (2.5) reads:
σtot = σvis + σmix + σnem + σanch ,
where
σvis = 2 νDu in Ω× (0, T ),
σmix = −λmix∇c⊗∇c in Ω× (0, T ), (2.11)
σnem = −λnemI(c)(∇d)t∇d in Ω× (0, T ), (2.12)
and
(σanch)ij = λanch

0 No anchoring ,
− (d ·∇c) (∇c⊗ d) Parallel anch. ,
−|d|2∇c⊗∇c+ (d ·∇c) (∇c⊗ d) Homeotropic anch. .
Hereafter, ⊗ denotes the tensorial product, for instance (∇c⊗ d)ij = ∂ic dj .
Remark 2.2 The viscosities of each component of the mixture could be diﬀerent. In order to capture
this possibility, we consider the coeﬃcient ν depending on the phase function c, therefore hereafter we
will denote ν(c) instead of ν, where ν(c) is a positive function.
The eﬀect of the stress tensor −∇ ·σtot can be rewritten in order to arrive at a simpler formulation
of the model, where these new terms are going to be easier to handle.
Lemma 2.3 (Reformulation of the stress tensor) It holds:
−∇ · σmix −∇ · σnem −∇ · σanch = −µ∇c− (∇d)tw +∇ϕ in Ω× (0, T ) , (2.13)
where
ϕ = λnem I(c)
￿
1
2
|∇d|2 +G(d)
￿
+ λmix
￿
1
2
|∇c|2 + F (c)
￿
+
λanch
2
W (d, c) ,
and
W (d, c) =

0 No anchoring ,
|d ·∇c|2 Parallel anch. ,￿|d|2 |∇c|2 − |d ·∇c|2￿ Homeotropic anch. . (2.14)
Proof. See Appendix.
By applying Lemma 2.3 and using the variables w and µ, system (2.5) can be reformulated as:
ut + u ·∇u+∇￿p−∇ · (2ν(c)Du)− µ∇c− (∇d)tw = 0 ,
∇ · u = 0 ,
dt + (u ·∇)d+ γnemw = 0 ,
λnem[−∇ · (I(c)∇d) + I(c) g(d)] + λanch δEanchδd −w = 0 ,
ct + u ·∇c−∇ · (γmix∇µ) = 0 ,
λmix[−∆c+ f(c)] + λnemI ￿(c)
￿
1
2
|∇d|2 +G(d)
￿
+λanch
δEanch
δc
− µ = 0 ,
(2.15)
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where (δEanch/δd) and (δEanch/δc) were previously computed in (2.9) and (2.10), respectively, and
the following modified potential appears: ￿p := p+ ϕ .
Taking into account the equalities ￿ −µ∇c = −∇(c µ) + c∇µ ,
u ·∇c = ∇ · (cu) ,
(in the second relation the incompressibility constraint ∇ ·u = 0 has been used) we can redefine again
the pressure term as ￿p := ￿p− c µ .
For simplicity of notation we write in the following p instead of ￿p.
Now, we formally deduce the two main properties of this problem; namely, the conservation of the
total volume
￿
Ω c(t,x) dx and the dissipativity of the total energy Etot.
By integrating equation (2.15)5 over Ω, we recover the conservation of volume (standard for Cahn-
Hilliard models):
d
dt
￿
Ω
c(t,x) dx = 0 .
On the other hand, multiplying (2.15)1 by u, (2.15)2 by p, (2.15)3 by w, (2.15)4 by dt, (2.15)5 by µ
and (2.15)6 by ct, integrating over Ω, using the boundary conditions (2.6), accounting (2.7), (2.8) and
using the chain rule￿
δEtot
δd
,dt
￿
+
￿
δEtot
δc
, ct
￿
=
d
dt
￿
λnemEnem(d, c) + λmixEmix(c) + λanchEanch(d, c)
￿
,
the following (dissipative) energy law holds:
d
dt
Etot(u,d, c) + 2
￿
Ω
ν|Du|2dx+ γnem
￿
Ω
|w|2dx+ γmix
￿
Ω
|∇µ|2dx = 0 . (2.16)
In particular, this energy law implies the dissipative character of the free energy Etot(u,d, c) defined
in (2.1) as the sum of the kinetic, mixing, elastic and anchoring energies.
Remark 2.4 It is possible to consider other type of boundary conditions and still maintain an energy
law like (2.16). Indeed, the same type of energy law can be derived changing the non-slip boundary
conditions u|∂Ω = 0 by the slip-friction boundary conditions,
u · n|∂Ω = 0 ,
￿
(σtotn)tg − α(u− uext)tg
￿￿￿￿
∂Ω
= 0 in (0, T ),
where tg denotes the tangential part to the boundary ∂Ω, uext the external velocity and α ≥ 0 is a
friction coeﬃcient. The key point is to take into account the following relations
u · n|∂Ω = 0 ⇒ (ϕ I)tg|∂Ω = O ,
∇c · n|∂Ω = 0 ⇒ σmixn|∂Ω = 0 ,￿
I(c)∇d￿n|∂Ω = 0 ⇒ σnemn|∂Ω = 0 ,
∇c · n|∂Ω = 0 ⇒ σanchn|∂Ω = 0 ,
where I and O denotes the identity and null matrix, respectively. In fact, it holds
σtotn |∂Ω = σvisn |∂Ω,
hence the energy law can be directly deduced.
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From energy law (2.16), we deduce the following regularity for a (possible) solution:
u ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
w ∈ L2(0, T ;L2(Ω)),
∇c ∈ L∞(0, T ;L2(Ω)), ∇µ ∈ L2(0, T ;L2(Ω)),￿
Ω F (c)dx ∈ L∞(0, T ),￿
Ω I(c)
￿
1
2 |∇d|2 +G(d)
￿
dx ∈ L∞(0, T )
Eanch(c,d) ∈ L∞(0, T ).
(2.17)
In particular, from
￿
Ω F (c)dx ∈ L∞(0, T ) and
￿
Ω I(c)G(d) dx ∈ L∞(0, T ), and the inequalities
F (c) ≥ 1
8ε2
￿
c4 − 2￿ , G(d) ≥ 1
8η2
￿|d|4 − 2￿ ,
we can deduce the estimates
c ∈ L∞(0, T ;H1(Ω)),
￿
Ω
I(c) |d|4 ∈ L∞(0, T ). (2.18)
Remark 2.5 In order to obtain a regularity result for d in the whole domain Ω, we can multiply
(2.15)3 by d in and (2.15)4 by d, arriving at,
1
2
d
dt
￿
Ω
|d|2 + γnem
￿
Ω
w · d = 0. (2.19)
On the other hand, testing (2.15)4 by d:￿
Ω
w · d = λnem
￿
Ω
I(c) |∇d|2 dx+ λnem
￿
Ω
I(c) g(d) · d dx+ λanch
￿
Ω
δEanch
δd
· d. (2.20)
Notice that
￿
Ω
I(c) |∇d|2 dx ≥ 0 and
￿
Ω
δEanch
δd
· d =

0 No anchoring,￿
Ω |d ·∇c|2 parallel anchoring,￿
Ω |∇c|2|d|2 − |d ·∇c|2 homoetropic anchoring.
 = 2Eanch(c,d) ≥ 0.
In order to bound the second term of (2.20), taking into account that
g(d) · d =

2
η2
(|d|− 1) |d|2 if |d| ≥ 1,
2
η2
(|d|2 − 1) |d|2 if |d| ≤ 1,
then one has
￿
Ω
I(c) g(d) · d ≥ 0 if |d| ≥ 1, and the term 2
η2
￿
Ω
I(c) |d|2 can be bounded on the
right-hand-side if |d| ≤ 1. In fact, since I(c) ≤ 1,
λnem
2
η2
￿
Ω
I(c) |d|2 ≤ λnem 2
η2
￿
Ω
|d|2 .
10
Then, (2.19) and (2.20) yields to:
1
2
d
dt
￿
Ω
|d|2 ≤ λnem 2
η2
￿
Ω
|d|2 ,
hence using the Gronwall’s Lemma, we arrive at
d ∈ L∞(0, T ;L2(Ω)). (2.21)
3 Numerical Schemes
The purpose of this section is to design eﬃcient numerical schemes for model (2.15). We are interested
in using Finite Element approximations in space and Finite Diﬀerences in time while the resulting
scheme satisfies the conservation of
￿
Ω c and a discrete version of continuos energy law (2.16). To this
end, we present a first order in time, one-step, linear unconditionally energy-stable (see the concept
of energy-stability in Definition 3.1 below) numerical scheme that combines ideas for approximating
linearly the potentials f(c), i(c) and g(d) with splitting ideas to decouple the computation of the
fluid part from the phase-field one and from the nematic part maintaining the energy-stability. Let
V h × Ph ×Dh ×W h × Ch ×Mh be conformed finite element spaces in H10(Ω) × L20(Ω) ×H1(Ω) ×
L2(Ω)×H1(Ω)×H1(Ω) corresponding to a regular and quasi-uniform triangulation Th of the domain
Ω with polyhedric boundary ∂Ω. For the sake of simplicity we skip the use of the subscript h to
denote functions that are discrete in space. For simplicity, we describe the time discretization using a
uniform partition of the time interval [0, T ]: tn = nk, where k = T/N denotes the (fixed) time step.
In general, given (un, pn,dn,wn, cn, µn) an approximation of a regular enough solution (if it exists)
at t = tn, we have to compute (un+1, pn+1,d
n+1,wn+1, cn+1, µn+1) as an approximation at t = tn+1.
We recall here the concept of energy-stability already introduced for other energy-based systems
[3, 18, 30, 31]:
Definition 3.1 A numerical scheme is energy-stable if it holds
δtEtot(un+1,d
n+1, cn+1) + 2
￿
Ω
ν(cn+1)|Dun+1|2dx+ γnem
￿
Ω
|wn+1|2dx
+γmix
￿
Ω
|∇µn+1|2dx ≤ 0 ∀n .
(3.1)
In particular, energy-stable schemes satisfy the energy decreasing in time property
Etot(u
n+1,dn+1, cn+1) ≤ Etot(un,dn, cn) ∀n .
Hereafter, we denote the discrete time derivative as
δta
n+1 :=
an+1 − an
k
.
3.1 Description of the scheme
3.1.1 A coupled nonlinear first order implicit scheme
The first idea that comes to mind to approximate problem (2.15) is to develop an implicit scheme
such that: Let (un, pn,dn,wn, cn, µn) ∈ V h × Ph ×Dh ×W h × Ch ×Mh be known,
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find (un+1, pn+1,dn+1,wn+1, cn+1, µn+1) satisfying the following discrete variational problem,
￿
un+1 − un
k
, u¯
￿
+
￿
(un+1 ·∇)un+1, u¯
￿
− (pn+1,∇ · u¯) + 2(νDun+1,Du¯)
− ￿(∇dn+1)twn+1, u¯￿+ (cn+1∇µn+1, u¯) = 0 ,
(∇ · un+1, p¯) = 0 ,￿
dn+1 − dn
k
, w¯
￿
+
￿
(un+1 ·∇)dn+1, w¯
￿
+ γnem(w
n+1, w¯) = 0 ,
λnem(I(c
n+1)∇dn+1,∇d¯) + λnem(I(cn+1) g(dn+1), d¯)
+λanch
￿
δEanch
δd
(cn+1,dn+1), d¯
￿
− (wn+1, d¯) = 0 ,￿
cn+1 − cn
k
, µ¯
￿
− (cn+1 un+1,∇µ¯) + γmix(∇µn+1,∇µ¯) = 0 ,
λmix(∇cn+1,∇c¯) + λmix(f(cn+1), c¯) + λnem
￿
i(cn+1)
￿ |∇dn+1|2
2
+G(dn+1)
￿
, c¯
￿
+λanch
￿
δEanch
δc
(cn+1,dn+1), c¯
￿
− (µn+1, c¯) = 0 ,
(3.2)
for each (u¯, p¯, w¯, d¯, µ¯, c¯) ∈ V h×Ph×W h×Dh×Mh×Ch. Hereafter, (·, ·) denotes the inner product
in L2(Ω) and ￿ · ￿L2 denotes the corresponding L2(Ω)-norm.
The main disadvantages of this approach are that the computational cost of using scheme (3.2) is very
high because all the equations are coupled, it is not clear that any iterative method to approximate
the nonlinear scheme will converge due to the several nonlinearities in the system and it is not known
if this scheme will satisfy a discrete version of energy law (2.16) to assure the energy-stability.
3.1.2 Splitting in time schemes
Our aim is to design eﬃcient and accurate numerical schemes to approximate (2.15). The main
advantages of our work is to design linear schemes that decouple the computation of the complete
system into smaller sub-systems, maintaining the energy-stability via a discrete version of the energy
law (2.16). We have found two possibilities to decouple computations for nematic part (dn+1,wn+1)
from the phase-field part (cn+1, µn+1) and from the fluid part (un+1, pn+1). In the following, we
will detail both numerical schemes but we will show in detail the energy-stability just for one of the
proposed schemes, because energy-stability of the second scheme can be obtained just applying the
same ideas.
3.1.3 d-c-u scheme
Let (un, pn,dn,wn, cn, µn) ∈ V h × Ph ×Dh ×W h × Ch ×Mh be known.
Step 1: Find (dn+1,wn+1) ∈Dh ×W h such that, for each (d¯, w¯) ∈Dh ×W h
￿
dn+1 − dn
k
, w¯
￿
+ ((u￿ ·∇)dn, w¯) + γnem(wn+1, w¯) = 0 ,
λnem
￿
I(cn)∇dn+1,∇d¯
￿
+ λnem
￿
I(cn)gk(d
n+1,dn), d¯
￿
+λanch
￿
Λd(d
n+1, cn), d¯
￿
− (wn+1, d¯) = 0 ,
(3.3)
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where
u￿ := un + 2 k (∇dn)twn+1 , (3.4)
gk(d
n+1,dn) denotes a first order approximation of g(d(tn+1)) and Λd(d
n+1, cn) represents a first
order approximation of
δEanch
δd
(d(tn+1), c(tn+1)):
Λd(d, c) :=
δEanch
δd
(d, c) = δ1|∇c|2 d+ δ2 (d ·∇c)∇c , (3.5)
where (δ1, δ2) will take diﬀerent forms depending on the anchoring eﬀect, that is,
(δ1, δ2) =

(0, 0) no anchoring ,
(0, 1) parallel anch. ,
(1,−1) homeotropic anch. .
(3.6)
Step 2: Find (cn+1, µn+1) ∈ Ch ×Mh such that, for each (c¯, µ¯) ∈ Ch ×Mh
￿
cn+1 − cn
k
, µ¯
￿
− (cnu￿￿,∇µ¯) + γmix(∇µn+1,∇µ¯) = 0 ,
λmix(∇cn+1,∇c¯) + λmix(fk(cn+1, cn), c¯)
+λnem
￿
ik(c
n+1, cn)
￿
1
2
|∇dn+1|2 +G(dn+1)
￿
, c¯
￿
+λanch
￿
Λc(d
n+1, cn+1),∇c¯
￿
− (µn+1, c¯) = 0 ,
(3.7)
where
u￿￿ := un − 2 k cn∇µn+1 , (3.8)
fk(cn+1, cn) denotes a first order approximation of f(c(tn+1)) and −∇ · (Λc(d, c)) = δEanchδc (d, c), i.e.
Λc(d, c) = δ1 |d|2∇c+ δ2 (d ·∇c)d , (3.9)
where the values of (δ1, δ2) are defined in (3.6) which depend on the type of anchoring.
Step 3: Find (un+1, pn+1) ∈ V h × Ph such that, for each (u¯, p¯) ∈ V h × Ph
￿
un+1 − ￿u
k
, u¯
￿
+ c(un,un+1, u¯)− (pn+1,∇ · u¯)
+2 (ν(cn+1)Dun+1,Du¯) = 0 ,
(∇ · un+1, p¯) = 0 ,
(3.10)
where ￿u := u￿ + u￿￿
2
. (3.11)
It is easy to deduce, taking µ¯ = 1 in Step 2, the conservation property of the scheme:￿
Ω
cn+1 dx =
￿
Ω
cn dx. (3.12)
On the other hand, the following result gives a local in time discrete energy law, which will be the
first step to prove the energy-stability of the scheme.
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Theorem 3.2 Scheme (3.3)-(3.11) satisfies the following local in time discrete energy law:
δtE(d
n+1, cn+1,un+1) + γnem ￿wn+1￿2L2 + γmix￿∇µn+1￿2L2 + 2 ￿ν(cn+1)1/2Dun+1￿2L2
+ NDn+1u +ND
n+1
elast(c
n) +NDn+1penal(c
n) +NDn+1philic
+ NDn+1phobic +ND
n+1
interp(d
n+1) +NDn+1anch = 0, (3.13)
where the numerical dissipation terms are:
NDn+1u =
1
2k
￿
￿un+1 − ￿u￿2L2 + ￿￿u− u￿￿2L2 + ￿￿u− u￿￿￿2L22
+
￿u￿ − un￿2L2 + ￿u￿￿ − un￿2L2
2
￿
,
NDn+1elast(c) = λnem
k
2
￿
Ω
I(c)
￿￿δt∇dn+1￿￿2 dx,
NDn+1penal(c) = λnem
￿
Ω
I(c)
￿
gk(d
n+1,dn) · δtdn+1 − δtG(dn+1)
￿
dx,
NDn+1philic = λmix
k
2
￿
Ω
￿￿δt∇cn+1￿￿2 dx,
NDn+1phobic = λmix
￿
Ω
￿
fk(c
n+1, cn) δtc
n+1 − δtF (cn+1)
￿
dx,
NDn+1interp(d) = λnem
￿
Ω
￿ |∇d|2
2
+G(d)
￿
× ￿ik(cn+1, cn) δtcn+1 − δtI(cn+1)￿ dx,
(3.14)
and
NDn+1anch = λanch
k
2
￿
Ω
￿
δ1
￿
|δtdn+1|2|∇cn|2 + |dn+1|2|δt∇cn+1|2
￿
+ δ2
￿
|δtdn+1 ·∇cn|2 + |dn+1 ·∇δtcn+1|2
￿￿
dx,
with the values of (δ1, δ2) depending on the type of anchoring were defined in (3.6).
Proof. See Appendix.
Remark 3.3 In practice, for the numerical computations there is no need to introduce the extra
unknowns u￿,u￿￿ and ￿u, they are only used as a tool to show the energy-stability of the scheme.
3.1.4 c-d-u scheme
Let (un, pn,dn,wn, cn, µn) ∈ V h × Ph ×Dh ×W h × Ch ×Mh be known.
Step 1: Find (cn+1, µn+1) ∈ Ch ×Mh such that, for each (c¯, µ¯) ∈ Ch ×Mh
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
￿
cn+1 − cn
k
, µ¯
￿
− (cnu￿￿,∇µ¯) + γmix(∇µn+1,∇µ¯) = 0 ,
λmix(∇cn+1,∇c¯) + λmix(fk(cn+1, cn), c¯)
+λnem
￿
ik(cn+1, cn)
￿
1
2
|∇dn|2 +G(dn)
￿
, c¯
￿
+λanch
￿
Λc(d
n, cn+1),∇c¯
￿
− (µn+1, c¯) = 0 ,
(3.15)
where u￿￿ and Λc(d, c) are defined in (3.8) and (3.9), respectively.
Step 2: Find (dn+1,wn+1) ∈Dh ×W h such that, for each (d¯, w¯) ∈Dh ×W h
￿
dn+1 − dn
k
, w¯
￿
+ ((u￿ ·∇)dn, w¯) + γnem(wn+1, w¯) = 0 ,
λnem
￿
I(cn+1)∇dn+1,∇d¯
￿
+ λnem
￿
I(cn+1)gk(d
n+1,dn), d¯
￿
+λanch
￿
Λd(d
n+1, cn+1), d¯
￿
− (wn+1, d¯) = 0 ,
(3.16)
where u￿ and Λd(d, c) are defined in (3.4) and (3.5), respectively.
Step 3: Find (un+1, pn+1) ∈ V h × Ph such that, for each (u¯, p¯) ∈ V h × Ph
￿
un+1 − ￿u
k
, u¯
￿
+ c(un,un+1, u¯)− (pn+1,∇ · u¯)
+2 (ν(cn+1)Dun+1,Du¯) = 0,
(∇ · un+1, p¯) = 0,
(3.17)
where ￿u := u￿ + u￿￿
2
.
Again, this scheme has the conservative property (3.12) and the local discrete energy law given by
the following result.
Theorem 3.4 Scheme (3.15)-(3.17) satisfies the following local discrete energy law:
δtE(d
n+1, cn+1,un+1) + γnem ￿wn+1￿2L2 + γmix￿∇µn+1￿2L2 + 2 ￿ν(cn+1)1/2Dun+1￿2L2
+NDn+1u +ND
n+1
elast(c
n+1) +NDn+1penal(c
n+1) +NDn+1philic
+NDn+1phobic +ND
n+1
interp(d
n) +ND
n+1
anch = 0,
(3.18)
where NDn+1u , ND
n+1
elast(c
n+1), NDn+1penal(c
n+1), NDn+1philic, ND
n+1
phobic and ND
n+1
interp(d
n) are given in (3.14)
and ND
n+1
anch is defined as:
ND
n+1
anch = λanch
k
2
￿
Ω
δ1
￿￿
|dn|2|δt∇cn+1|2 + |δtdn+1|2|∇cn+1|2
￿
+ δ2
￿
|dn ·∇δtcn+1|2 + |δtdn+1 ·∇cn+1|2
￿￿
dx.
Again, the values of (δ1, δ2) depending on the type of anchoring were defined in (3.6).
Proof. Following the same arguments presented in the proof of Theorem 3.2.
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3.2 How To Define fk(cn+1, cn), gk(d
n+1,dn), ik(cn+1, cn) To Obtain Linear Uncondi-
tionally Energy-Stable Schemes
There are many ways of handling the double well potential term appearing in phase field and nematic
liquid crystal frameworks. Indeed, in the last years a vast amount of literature has been devoted
to derive new approximations, where each of these approximations has their own advantages and
disadvantages. For a recent review on this topic we refer the reader to [3].
We are interested in designing linear schemes, therefore we need to consider a linear dependence of
fk(cn+1, cn), gk(d
n+1,dn) and ik(cn+1, cn) with respect to the unknowns cn+1 and d
n+1, such that the
resulting scheme be energy-stable. In this work the key idea to define fk(cn+1, cn) and gk(d
n+1,dn) is
to replace the original double well potentials F (c) and G(d) by potentials ￿F (c) and ￿G(d), that coincide
with F (c) and G(d) in the interval [−1, 1] but are truncated otherwise by means of a quadratic growth,
allowing us to control the numerical dissipation as was done in [19]. Furthermore, the resulting way of
designing the potential approximations can be naturally extended to ik(cn+1, cn) because I(c) can be
viewed as a truncated potential (see (2.4)). Without loss of generality, all the arguments considered
to derive system (2.15) can be naturally extended by using potentials ￿F (c) and ￿G(d) instead of F (c)
and G(d).
3.2.1 Potential fk(cn+1, cn)
We change the potential F (c) in (2.2) by a truncated version ￿F (c) ∈ C2(R) with quadratic growth for
|c| > 1, as follows:
￿F (c) =

1
ε2
(c+ 1)2 if c ≤ −1 ,
1
4ε2
(c2 − 1)2 if c ∈ [−1, 1] ,
1
ε2
(c− 1)2 if c ≥ 1 .
(3.19)
Therefore, by diﬀerentiating
￿f(c) =

2
ε2
(c+ 1) if c ≤ −1 ,
1
ε2
(c2 − 1) c if c ∈ [−1, 1] ,
2
ε2
(c− 1) if c ≥ 1 ,
and
￿f ￿(c) =

2
ε2
if c ≤ −1 ,
1
ε2
(3c2 − 1) if c ∈ [−1, 1] ,
2
ε2
if c ≥ 1 .
(3.20)
Then, the proposed approximation of the potential term fk(cn+1, cn) reads:
fk(c
n+1, cn) := ￿f(cn) + 1
2
￿ ￿f ￿￿∞ (cn+1 − cn) . (3.21)
Notice that fk(cn+1, cn) is a first order approximation of f(c(tn+1)). In particular, taking into account
the expression of ￿f ￿ in (3.20), it is clear that ￿ ￿f ￿￿∞ = 2
ε2
and then (3.21) is written as:
fk(c
n+1, cn) = ￿f(cn) + 1
ε2
(cn+1 − cn) . (3.22)
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Lemma 3.5 Let ￿F ∈ C2(R) defined in (3.19) and fk(cn+1, cn) in (3.21). Then, the term NDn+1phobic
given in (3.14) satisfies:
NDn+1phobic ≥ 0 ∀n .
Proof. See Appendix.
Remark 3.6 The choice in (3.22) does not coincide with the frequently considered concave-convex
decomposition (e.g. see [32, 33]),
fk(c
n+1, cn) = ￿fc(cn+1) + ￿fe(cn) , (3.23)
based on the decomposition ￿F (c) = ￿Fc(c) + ￿Fe(c) with
￿Fc(c) := 1
ε2
(c2 + 1), ￿Fe(c) := ￿F (c)− ￿Fc(c) =

2
ε2
c if c ≤ −1 ,
1
ε2
￿
1
4
c4 − 3
2
c2 − 3
4
￿
if c ∈ [−1, 1] ,
− 2
ε2
c if c ≥ 1 ,
and defining ￿fc(c) = ￿F ￿c(c) and ￿fe(c) = ￿F ￿e(c). In fact,
￿fc(c) = 2
ε2
c , ￿fe(c) =

2
ε2
if c ≤ −1 ,
1
ε2
(c3 − 3c) if c ∈ [−1, 1] ,
− 2
ε2
if c ≥ 1 .
Observe that decomposition (3.23) can also be written as:
fk(c
n+1, cn) = ￿f(cn) + 2
ε2
(cn+1 − cn) .
Therefore, comparing with (3.22) in this case a higher numerical dissipation term is introduced ( 2ε2 (c
n+1−
cn) insted of 1ε2 (c
n+1 − cn)).
3.2.2 Potential ik(cn+1, cn)
We can just extend the ideas presented for the potential fk(cn+1, cn) to define ik(cn+1, cn), because
the potential I(c) defined in (2.4) is already a truncated potential and, in particular, it satisfies:
i￿(c) =

15
4
(c2 − 1) c if c ∈ (−1, 1) ,
0 in other case .
(3.24)
Then, the proposed first order approximation ik(cn+1, cn) of the potential term i(c(tn+1)) reads:
ik(c
n+1, cn) := i(cn) +
1
2
￿i￿￿∞ (cn+1 − cn) . (3.25)
In particular, from (3.24), it is clear that ￿i￿￿∞ = (5
√
3)/6 and then:
ik(c
n+1, cn) = i(cn) +
5
√
3
12
(cn+1 − cn) . (3.26)
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Lemma 3.7 Let I ∈ C2(R) defined in (2.4) and ik(cn+1, cn) in (3.25). Then, the term NDn+1interp(d)
given in (3.14) satisfies:
NDn+1interp(d) ≥ 0 ∀n .
Proof. Following the same arguments presented in the proof of Lemma 3.5.
3.2.3 Potential gk(d
n+1,dn)
We replace the definition of G(d) given in (2.2) by a truncated version ￿G(d) ∈ C2(R3) with quadratic
growth if |d| > 1, as follows:
￿G(d) =

1
η2
(|d|− 1)2 if |d| ≥ 1 ,
1
4η2
(|d|2 − 1)2 if |d| ≤ 1 .
(3.27)
Therefore, its first derivative is
￿g(d) =

2
η2
(|d|− 1) d|d| if |d| ≥ 1 ,
1
η2
(|d|2 − 1)d if |d| ≤ 1 ,
and the Hessian matrix is
Hd ￿Gij(d) =

1
η2
￿
2
|d|3 di dj + 2
(|d|− 1)
|d| δij
￿
if |d| ≥ 1 ,
1
η2
￿
2di dj +
￿|d|2 − 1￿ δij￿ if |d| ≤ 1 .
Then, the proposed first order approximation gk(d
n+1,dn) of the potential term g(d(tn+1)) reads:
gk(d
n+1,dn) = ￿g(dn) + 1
2
￿￿g￿￿∞ (dn+1 − dn) . (3.28)
Lemma 3.8 Let ￿G ∈ C2(R3) defined in (3.27) and gk(dn+1,dn) in (3.28). It holds
NDn+1penal(c) ≥ 0 ∀n .
Proof. See Appendix.
Now, we are in position to state the following energy-stability result.
Theorem 3.9 Schemes (3.3)-(3.11) and (3.15)-(3.17) using the potential approximations (3.22), (3.26)
and (3.28) are linear and unconditionally energy-stable (see Definition (3.1)).
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Proof. The linearity of both schemes is trivial. We are going to assure the energy-stability of the
schemes, because all the numerical dissipation terms will be positive or zero. By definition, it is clear
that
NDn+1u ≥ 0 , NDn+1elast(cn) ≥ 0 , NDn+1elast(cn+1) ≥ 0 and NDn+1philic ≥ 0 .
Moreover, by Lemmas 3.5, 3.7 and 3.8, it is clear that
NDn+1penal(c
n) ≥ 0 , NDn+1penal(cn+1) ≥ 0 , NDn+1phobic ≥ 0 and NDn+1interp(d) ≥ 0 .
Finally, taking into account the relation |a|2|b|2 − |a · b|2 ≥ 0 , it is easy to show
NDn+1anch ≥ 0 and ND
n+1
anch ≥ 0 .
Remark 3.10 Adding the local in time discrete energy law (3.1), it is possible to obtain the global
estimates (2.17), (2.18) and (2.21) following the same argument done at the end of Section 2. In
particular, in order to derive the estimate like (2.21) for (dn) in the whole domain, we have to impose
the constraint Dh ⊆W h and to use the discrete Gronwall’s Lemma.
3.3 Well-Posedness of the Schemes
We study the well-posedness of all the sub-steps of the c-d-u scheme (the corresponding proofs for
the d-c-u scheme can be derived just following the same arguments).
Lemma 3.11 If 1 ∈ Ch, then there exist a unique solution (cn+1, µn+1) of (3.15) using the potential
approximations (3.22) and (3.26) for fk(cn+1, cn) and ik(cn+1, cn), respectively.
Proof. See Appendix.
Lemma 3.12 If Dh ⊆ W h, then there exist a unique solution (dn+1,wn+1) of (3.16) using the
potential approximation (3.28) for gk(d
n+1,dn).
Proof. See Appendix.
Lemma 3.13 If the pair of FE spaces (V h, Ph) satisfies the discrete inf-sup condition
∃β > 0 such that ￿p￿L2 ≤ β sup
u¯∈Vh\{Θ}
(p,∇ · u¯)
￿u¯￿H1
∀ p ∈ Ph , (3.29)
then there exist a unique solution (un+1, pn+1) of (3.17).
Proof. See Appendix.
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3.4 Some possibilities for discrete spaces
We now specify some examples of finite element subspaces to approximate our numerical scheme.
• In order to obtain O(h2) accuracy for the unknowns (u, p,d,w, c, µ) ∈H1(Ω)×L2(Ω)×H1(Ω)×
L2(Ω)×H1(Ω)×H1(Ω) the natural choice is
(u, p) ∼ P2 × P1 , (c, µ) ∼ P2 × P2 and (d,w) ∼ P2 × P1 . (3.30)
The problem of this approach is that the constraint Dh ⊆W h does not hold.
• In order to obtain O(h) accuracy for the unknowns (u, p,d,w, c, µ) ∈H1(Ω)×L2(Ω)×H1(Ω)×
L2(Ω)×H1(Ω)×H1(Ω) the natural choice is
(u, p) ∼ P1 × P0 , (c, µ) ∼ P1 × P1 and (d,w) ∼ P1 × P0 . (3.31)
The problems of this approach are that the constraint Dh ⊆W h does not hold and the spaces
for the velocity-pressure pair does not satisfy the discrete inf-sup condition (3.29).
• We propose the following choice for the discrete spaces:
(u, p) ∼ P2 × P1 , (c, µ) ∼ P1 × P1 and (d,w) ∼ P1 × P1 , (3.32)
that has O(h) accuracy and satisfy the assumptions of Lemmas 3.11, 3.12 and 3.13.
4 Numerical Simulations
In this section we present numerical experiments to show the eﬀectiveness of the numerical schemes and
the approximation of the potentials derived in the paper. In particular, we have considered the c-d-u
scheme presented in Section 3.1.4, where the potential terms have been approximated considering the
ideas introduced in Section 3.2. All the simulations have been carried out in 2D using FreeFem++
software [34], and we consider the choice for the discrete spaces presented in (3.32). The discrete
and physical parameters are presented in Table 5.1, where for simplicity we are considering constant
viscosity ν(c) = ν0.
Moreover, the boundary conditions considered in all the simulations are
u|∂Ω = (I(c)∇d)n|∂Ω = 0,
∂c
∂n
￿￿￿￿
∂Ω
=
∂µ
∂n
￿￿￿￿
∂Ω
= 0 , (4.1)
and the velocity is initially set to zero (u = 0) in all the cases. For all the simulations, we present the
evolution in time of the total energies jointly with the dynamic of the phase field function c and the
director vector d. In the figures we have omitted the velocity field u, because our experiments have
been designed such that the kinetic energy is not playing a main role in the behavior of the system,
in order to be able to identify the influence of the rest of the terms.
We are interested in how the competition between the diﬀerent energies involved in the definition
of the total energy (2.1) (i.e. the competition between the diﬀerent processes) influences the behavior
of the system. To this end, we have compared the behavior of the three possible choices of the
anchoring energy (no anchoring, parallel and homeotropic) in three diﬀerent settings. blackIn the
first experiment, we focus on the equilibrium configurations that can be obtained with homogeneous
director vector fields, while in the second and third cases, the initial condition has been designed
combining ideas from numerical experiments for phase field models and for nematic liquid crystals.
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4.1 Experiment 1. Circular droplet of nematic liquid crystal without defects in
an isotropic fluid
We consider the spatial domain [−1, 1] × [−1, 1] and the time interval [0, 10]. In the first one, we
consider a circular droplet of nematic liquid crystal in an isotropic fluid filling the domain, where
initially the director vector d is parallel to the y-axis. In this case, we observe how the dynamic is
completely diﬀerent depending on the type of anchoring. In figure 4.1 we plot the results obtained for
no anchoring, parallel and homeotropic anchoring, respectively. It is clear how the anchoring energy
influences the dynamic of the system, arriving at completely diﬀerent equilibrium configurations, while
in all the cases the total energy of the system is decreasing until it reaches an equilibrium state (see
figure 4.2).
Figure 4.1: Experiment 1. Dynamic of phase field function c and director vector field d at time
t = 0.0, 1.0, 5.0, 10.0. First row No Anchoring, second row Parallel and third row Homeotropic
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Figure 4.2: Experiment 1. Total energy for the parallel, homeotropic and no anchoring.
4.2 Experiment 2. Circular droplet of nematic liquid crystal with defects in an
isotropic fluid
In the second experiment, instead of a circular shape filled with an uniform director vector, we have
considered an elliptic nematic droplet with two defect points at (±1/2, 0), a Hedgehog defect at (1/2, 0)
and an Anti-Hedgehog defect at (−1/2, 0). This initial configuration for d has been widely used in
the literature related with numerical approximation of nematic liquid crystals (we refer to Ref. [3] for
a review and related references on this topic) and is generated by using the function
d0(x) = I(c) ￿d/￿|￿d|2 + 0.052, with ￿d = (x2 + y2 − 0.25, y) . (4.2)
In this case, there are three main processes that are competing: in order to minimize the mixing
energy, the system should arrive to a circular configuration, while to minimize the elastic energy the
system should annihilate the defects. Finally, to minimize the anchoring energy, the system should
arrive to the equilibrium states observed in the three cases considered in figure 4.1.
The results obtained are presented in figures 4.3, 4.4 and 4.5. Moreover, we plot the evolution of
the total energy of each case in figure 4.6. It is interesting to see how the evolution of the three cases
is completely diﬀerent. When no anchoring energy is considered (figure 4.3), the system annihilates
the defects in a symmetric way, arriving at an equilibrium state formed by a circular shaped droplet
with an uniform director vector d parallel to the x-axis. If the anchoring energy is not zero, we
observe diﬀerent dynamics. On one hand, the parallel anchoring (figure 4.4) enforces a constraint to
the director vector on the interface that plays an important role on the way of how the defects are
annihilated, and we observe how the system is evolving to an equilibrium state that is diﬀerent to
the observed in the first experiment (figure 4.1). On the other hand, the choice of the homeotropic
anchoring (figure 4.5) also imposes a constraint on the possible behavior of the director vector on the
interface and in this case it makes no feasible to annihilate both defects. As a result, instead of the
configuration obtained in the first experiment, the equilibrium state correspond to a circular nematic
droplet with a defect in the center.
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Figure 4.3: Experiment 2. No Anchoring: (From Left to Right and Up to Down). Dynamic of phase
field c and director vector d at time t = 0.0, 0.3, 0.5, 1.0, 1.5, 2.5, 5.0, 10.0.
Figure 4.4: Experiment 2. Parallel Anchoring: (From Left to Right and Up to Down). Dynamic of
phase field c and director vector d at time t = 0.0, 0.3, 0.5, 1.0, 1.5, 2.5, 5.0, 10.0.
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Figure 4.5: Experiment 2. Homeotropic Anchoring: (From Left to Right and Up to Down) Dynamic
of phase field c and director vector d at time t = 0.0, 0.3, 0.5, 1.0, 1.5, 2.5, 5.0, 10.0.
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Figure 4.6: Experiment 2. Total energy for the parallel, homeotropic and no anchoring.
4.2.1 Stability and computational cost of the results
In order to study the stability of the computed results we have carried out the simulations using
diﬀerent meshes. In particular, we have compared the results using the same parameters of Section 4.2
with a coarser (60 × 60) and a finer mesh (120 × 120). The equilibrium configurations are shown in
Figure 4.7 and the comparison of the total energy in each case are presented in Figures 4.8, 4.9 and
4.10. In all the cases we obtain the same dynamics, and as expected, there is numerical convergence
when the mesh is refined.
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Figure 4.7: Comparison of the equilibrium configurations using diﬀerent meshes. First row 60× 60 -
Second row 120× 120. Phase field c and director vector d at time t = 10.0 for no anchoring, parallel
and homeotropic (from Left to Right).
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Figure 4.8: (From Left to Right) Comparison of the total energy using diﬀerent meshes for the no
anchoring case in the interval t ∈ [0, 10] and a zoom at t ∈ [5, 10].
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Figure 4.9: (From Left to Right) Comparison of the total energy using diﬀerent meshes for the parallel
case in the interval t ∈ [0, 10] and a zoom at t ∈ [5, 10].
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Figure 4.10: (From Left to Right) Comparison of the total energy using diﬀerent meshes for the
homeotropic case in the interval t ∈ [0, 10] and a zoom at t ∈ [2, 10].
Moreover, we have compared the previous results with a linearized version of the coupled scheme
(3.2) using the coarser mesh (60×60). We obtain the same dynamics in both cases (Figures 4.11-4.14)
but the computational cost for the coupled scheme is much higher than for the splitting one. In this
case, using a 60× 60 mesh in a computer with 2× 2.26 GHz Quad-Core Intel Xeon with 12 Gb 1066
MHz DDR3, each iteration takes around 36 seconds for the coupled scheme and around 8 seconds for
the splitting scheme (computing the 3 sub-steps), i.e., in this case the splitting scheme is 4.5 times
faster than the coupled one. In the case of considering a 90 × 90 mesh, one iteration of the coupled
scheme takes 83 seconds while the splitting one takes 19 seconds, that is, in this case the splitting
scheme is 4.36 times faster than the coupled one.
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Figure 4.11: Equilibrium configurations using a linearized coupled numerical scheme for a 60 × 60
mesh. Phase field c and director vector d at time t = 10.0 for no anchoring, parallel and homeotropic
(from Left to Right).
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Figure 4.12: Comparison of the total energy between coupled and splitting scheme for the no anchoring
case.
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Figure 4.13: Comparison of the total energy between coupled and splitting scheme for the parallel
case.
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Figure 4.14: Comparison of the total energy between coupled and splitting scheme for the homeotropic
case.
4.3 Experiment 3. Spinodal decomposition
In the third experiment we study the pattern formation produced by considering as initial condition for
the three types of anchoring the same random initial data for the phase field variable c, taking values
between −10−2 and 10−2, in order to simulate a spinodal decomposition. In this case we consider the
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spatial domain [0, 1]× [0, 1] and the time interval [0, 1]. The initial director vector is computed using
the function:
d = I(c)
￿
sin(x y) sin(x y), cos(x y) cos(x y)
￿
.
It can be observed in figure 4.15, how the case of no considering anchoring does not produced any
regular pattern in the dynamics of the system. On the contrary, it is clear from figure 4.16 that the
parallel anchoring induce the system to create vertical stripes (parallel to the y − axis) in order to
create interfaces that are parallel to the initial orientation vector, as the director vector also align
vertically. As it can be observed in figure 4.17, by considering homeotropic anchoring, we obtain
something equivalent but with horizontal stripes (parallel to the x−axis) in order to create interfaces
that are orthogonal to the director vector. Finally, in figure 4.18 we plot the evolution of the total
energy of each case, showing that in all cases the total energy of the system is decreasing in time in
order to arrive at an equilibrium configuration.
Figure 4.15: Experiment 3. No Anchoring: (From Left to Right and Up to Down) Dynamic of phase
field c and director vector d at time t = 0.0, 0.02, 0.03, 0.05, 0.15, 0.25, 0.5, 1.0.
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Figure 4.16: Experiment 3. Parallel Anchoring: (From Left to Right and Up to Down) Dynamic of
phase field c and director vector d at time t = 0.0, 0.02, 0.03, 0.05, 0.15, 0.25, 0.5, 1.0.
Figure 4.17: Experiment 3. Homeotropic Anchoring: (From Left to Right and Up to Down) Dynamic
of phase field c and director vector d at time t = 0.0, 0.02, 0.03, 0.05, 0.15, 0.25, 0.5, 1.0.
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Figure 4.18: Experiment 3. Total energy for the parallel, homeotropic and no anchoring.
5 Conclusions
In this paper we have studied the complex fluid mixture between isotropic (newtonian fluid) and
nematic flows, taking into account viscous, mixing, nematic and anchoring eﬀects. Firstly, we have
introduced a new diﬀerential problem to model Nematic-Isotropic mixtures, reformulating the stress
tensors in order to design an eﬃcient numerical approximation. Then, we have derived two new linear
splitting schemes that allow us to decouple the computation of the three pairs of unknowns (v, p)
(velocity-pressure), (c, µ) (phase field-chemical potential) and (d,w) (director vector-equilibrium).
Moreover, we have proved that these formulations are unconditionally energy-stable, because they
satisfy a discrete energy law independently of the size of the space and time meshes considered. The
fact of being able of decoupling the computations in diﬀerent linear sub-steps maintaining the discrete
energy law is crucial to carry out relevant numerical experiments under a feasible computational cost
and assuring the accuracy of the computed results.
Several numerical computations using these new numerical schemes have been reported, showing
the good performance of the proposed method considering diﬀerent initial conditions. In all the cases
the energy-stability is numerically achieved and we illustrate how the anchoring eﬀects characterize
the behavior of the system, arriving at equilibrium configurations that have been already predicted
by experimental groups [9, 10].
Finally, there are several interesting open questions that we plan to address in our future research:
comparison of the numerical schemes with realistic experimental settings, derivation of second order in
time splitting schemes, study of the numerical order of convergence of the proposed numerical scheme
and to carry out 3D numerical simulations.
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Appendix
Proof of Lemma 2.3
From the contribution of the mixture process to the stress σmix given in (2.11) together with the
definition of µ given in (2.8), we deduce:
−∇ · σmix = λmix
￿
∇c∆c+ 1
2
∇|∇c|2
￿
= −λmix[−∆c+ F ￿(c)]∇c+ λmix∇
￿
1
2
|∇c|2 + F (c)
￿
= −µ∇c+ λnemI ￿(c)
￿
1
2
|∇d|2 +G(d)
￿
∇c+ λanch δEanchδc ∇c
+ λmix∇
￿
1
2
|∇c|2 + F (c)
￿
. (5.1)
On the other hand, using the definition of w given in (2.7) in the contribution of the nematic part to
the stress σnem, we have:
−∇ · σnem = λnem
￿
(∇d)t∇ · (I(c)∇d) + I(c)1
2
∇|∇d|2
￿
= −λnem
￿
(∇d)t[−∇ · (I(c)∇d) + I(c)G￿(d)]− I(c)∇
￿
1
2
|∇d|2 +G(d)
￿￿
= −(∇d)tw + λanch (∇d)t δEanchδd + λnem∇
￿
I(c)
￿
1
2
|∇d|2 +G(d)
￿￿
−λnemI ￿(c)
￿
1
2
|∇d|2 +G(d)
￿
∇c. (5.2)
Moreover, for the anchoring contribution σanch we detail the calculations in the Homeotropic anchoring
case (the Parallel case can be treated in an analogous way). Taking first derivatives of σanch we have
−∂j(σanch)ij = −λanch ∂j
￿
(d ·∇c) dj ∂ic− |d|2 ∂ic ∂jc
￿
= −λanch
￿
∂j
￿
(d ·∇c)dj − |d|2 ∂jc
￿
∂ic+ (d ·∇c)dj ∂2ijc− |d|2 ∂jc ∂2ijc
￿
.
Then, combining the previous expression with the following relations:
∂i (dj ∂jc) = ∂idj ∂jc+ dj ∂
2
ijc ,
and
|d|2 ∂i(|∇c|2) = ∂i
￿|d|2 |∇c|2￿− 2 |∇c|2 d · ∂id ,
and taking into account relations (2.9), (2.10) and (2.14), we can arrive at:
−∇·σanch = −λanch
￿
∇ · ￿(d ·∇c)d− |d|2∇c￿ ∇c
+ (∇d)t ￿|∇c|2d− (d ·∇c)∇c￿+ 1
2
∇ ￿|d ·∇c|2 − |d|2 |∇c|2￿￿
= −λanch
￿
(∇d)t δEanch
δd
+
δEanch
δc
∇c
￿
+
λanch
2
∇(W (d, c)). (5.3)
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Note that using the same arguments, in the Parallel anchoring case, it is possible to deduce
−∇ · σanch = −λanch
￿
(d ·∇c) (∇d)t∇c−∇ · ((d ·∇c)d)∇c− 1
2
∇(|d ·∇c|2)
￿
= −λanch
￿
(∇d)t δEanch
δd
+
δEanch
δc
∇c
￿
+
λanch
2
∇(W (d, c)). (5.4)
Finally, adding up expressions (5.1), (5.2) and (5.3) or (5.4) we arrive at (2.13).
Proof of Theorem 3.2
For the sake of simplicity we will only show the case of hometropic anchoring. Indeed, the parallel
anchoring case can be studied using the same arguments while the no anchoring case is just a trivial
generalization.
Taking (w¯, d¯) = (wn+1, δtd
n+1) in (3.3), we obtain:
γnem ￿wn+1￿2L2 +NDn+1elast(cn) +NDn+1penal(cn)
+λnem
￿
Ω
I(cn) δt
￿ |∇dn+1|2
2
+G(dn+1)
￿
dx
+
λanch
2k
δ1
￿
Ω
￿|∇cn|2|dn+1|2 − |∇cn|2|dn|2 + |∇cn|2|dn+1 − dn|2￿ dx
+
λanch
2k
δ2
￿
Ω
￿|dn+1 ·∇cn|2 − |dn ·∇cn|2 + |(dn+1 − dn) ·∇cn|2￿ dx
= −((u￿ ·∇)dn,wn+1).
(5.5)
On the other hand, taking (µ¯, c¯) = (µn+1, δtcn+1) in (3.7), we obtain:
γmix￿∇µn+1￿2L2 +NDn+1philic +NDn+1phobic +NDn+1interp
+λmix δtEmix(cn+1)
+λnem
￿
Ω
￿ |∇dn+1|2
2
+G(dn+1)
￿
δtI(c
n+1)dx
+
λanch
2k
δ1
￿
Ω
￿|∇cn+1|2|dn+1|2 − |∇cn|2|dn+1|2 + |∇(cn+1 − cn)|2|dn+1|2￿ dx
+
λanch
2k
δ2
￿
Ω
￿|dn+1 ·∇cn+1|2 − |dn+1 ·∇cn|2 + |dn+1 ·∇(cn+1 − cn)|2￿ dx
= (cn u￿￿,∇µn+1).
(5.6)
Combining the discrete product derivative equality
δt
￿
an+1 bn+1
￿
= δta
n+1 bn + an+1 δtb
n+1 ,
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together with expressions (5.5) and (5.6), we arrive at :
γnem ￿wn+1￿2L2 + γmix￿∇µn+1￿2L2
+NDn+1philic +ND
n+1
phobic +ND
n+1
interp +ND
n+1
elast(c
n) +NDn+1penal(c
n) +NDn+1anch
+λnem δtEnem(d
n+1, cn+1) + λmix δtEmix(cn+1) + λanch δtEanch(d
n+1, cn+1)
= −((u￿ ·∇)dn,wn+1) + (cn u￿￿,∇µn+1).
(5.7)
Taking (u¯, p¯) = (un+1, pn+1) in (3.10), we obtain:
1
k
￿1
2
￿un+1￿2L2 −
1
2
￿￿u￿2L2￿+ 12k￿un+1 − ￿u￿2L2 + 2 ￿ν(cn)1/2Dun+1￿2L2 = 0 . (5.8)
We can rewrite (3.11) as ￿u− u￿
2
+
￿u− u￿￿
2
= 0 .
Then, multiplying previous expression by 1k ￿u and integrating over Ω:
1
2k
￿
￿￿u￿2L2 − ￿u￿￿2L2 + ￿u￿￿￿2L22 + ￿￿u− u￿￿2L2 + ￿￿u− u￿￿￿2L22
￿
= 0 . (5.9)
We deduce multiplying (3.4) by
1
k
u￿ and (3.8) by
1
k
u￿￿, respectively:
1
4k
￿
￿u￿￿2L2 − ￿un￿2L2
￿
+
1
4k
￿u￿ − un￿2L2 − ((∇dn)twn+1,u￿) = 0 ,
1
4k
￿
￿u￿￿￿2L2 − ￿un￿2L2
￿
+
1
4k
￿u￿￿ − un￿2L2 + (cn∇µn+1,u￿￿) = 0 .
Then, adding both relations we obtain
− 1
2k
￿un￿2 + 1
2k
￿￿u￿￿2L2 + ￿u￿￿￿2L2
2
￿
+
1
4k
￿￿u￿ − un￿2L2 + ￿u￿￿ − un￿2L2￿
− ￿(∇dn)twn+1,u￿￿+ (cn∇µn+1,u￿￿) = 0. (5.10)
Hence, by adding expressions (5.8), (5.9) and (5.10):
1
2k
￿
￿un+1￿2L2 − ￿un￿2L2
￿
+ 2 ￿ν(cn)1/2Dun+1￿2L2
+NDn+1u − ((∇dn)twn+1,u￿) + (cn∇µn+1,u￿￿) = 0.
(5.11)
Finally, adding expressions (5.7) and (5.11), we arrive at (3.13).
Proof of Lemma 3.5
Using the Taylor expansion for C2(IR)-functions, we obtain
￿F (cn+1) = ￿F (cn) + ￿F ￿(cn) (cn+1 − cn) + 1
2
￿F ￿￿(ξ) (cn+1 − cn)2 ,
= ￿F (cn) + ￿f(cn) (cn+1 − cn) + 1
2
￿f ￿(ξ) (cn+1 − cn)2 ,
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for ξ ∈ (cn, cn+1) or ξ ∈ (cn+1, cn). In particular, it holds
δt ￿F (cn+1) = 1
k
￿f(cn) (cn+1 − cn) + 1
2k
￿f ￿(ξ) (cn+1 − cn)2 .
On the other hand, by the definition of fk(cn+1, cn) in (3.21) we have
fk(c
n+1, cn) δtc
n+1 =
1
k
￿f(cn) (cn+1 − cn) + 1
2k
￿ ￿f ￿￿∞ (cn+1 − cn)2 .
Combining two previous expressions
NDn+1phobic = λmix
￿
Ω
￿
fk(c
n+1, cn)δtc
n+1 − δt ￿F (cn+1)￿dx
= λmix
k
2
￿
Ω
￿
￿ ￿f ￿￿∞ − ￿f ￿(ξ)￿ |δtcn+1|2dx ≥ 0 .
Proof of Lemma 3.8
We use Lemma 4.1 from [19], where it is proved that:
1
2
(dn+1 − dn)tHd ￿G(dn+θ) (dn+1 − dn) ≤ H ￿G2 |dn+1 − dn|2, (5.12)
for H ￿G > 0 a bound of the L∞-norm of the Hessian matrix Hd ￿G associated to ￿G(d) (for instance, it
is also proved in [19] that H ￿G := (M 32 + (M2 −M) 22)1/2, being M the space dimension).
On one hand,
￿G(dn+1) = ￿G(dn) + ￿g(dn) · (dn+1 − dn) + 1
2
(dn+1 − dn)tHd ￿G(dn+θ) (dn+1 − dn) ,
where dn+θ = θ dn + (1− θ)dn+1, with some θ ∈ (0, 1).
On the other hand,
gk(d
n+1,dn) · δtdn+1 = 1
k
￿g(dn) · (dn+1 − dn) + 1
2k
H￿G |dn+1 − dn|2 .
Therefore,
NDn+1penal(c) = λnem
￿
Ω
I(c)
￿
gk(d
n+1,dn) · δtdn+1 − δt ￿G(dn+1)￿dx
=
λnem
2k
￿
Ω
I(c)
￿
(dn+1 − dn)t
￿
H￿G I−Hd ￿G(dn+θ)￿ (dn+1 − dn)￿ dx,
is a positive term thanks to (5.12).
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Proof of Lemma 3.11
Since (3.15) is an algebraic square linear system, it suﬃces to prove uniqueness. Indeed, let (cn+11 , µ
n+1
1 )
and (cn+12 , µ
n+1
2 ) be two possible solutions and denoting c = c
n+1
1 − cn+12 and µ = µn+11 − µn+12 , we
arrive at 
(c, µ¯) + 2 k2(|cn|2∇µ,∇µ¯) + γmix k(∇µ,∇µ¯) = 0 ,
λmix(∇c,∇c¯) + λmix
ε2
(c, c¯)
+λnem
5
√
3
12
￿￿
1
2
|∇dn|2 +G(dn)
￿
c, c¯
￿
+λanch(Λc(d
n, c),∇c¯)− (µ, c¯) = 0 ,
(5.13)
where (12 |∇dn|2+G(dn)) ≥ 0 and Λc(dn, c) was defined in (3.9). Then, taking (µ¯, c¯) = (µ, c) we obtain
2 k2
￿
Ω
|cn|2|∇µ|2dx+ γmix k￿∇µ￿2L2 + λmix￿∇c￿2L2 +
λmix
ε2
￿c￿2L2
+λnem
5
√
3
12
￿
Ω
￿
1
2
|∇dn|2 +G(dn)
￿
|c|2dx+ λanchΦ(dn, c) = 0 ,
with
Φ(d, c) =
￿
Ω
￿
δ1 |d|2 |∇c|2 + δ2 |d ·∇c|2
￿
dx ≥ 0 . (5.14)
Since
1
2
|∇dn|2 + G(dn) ≥ 0, then ∇µ = ∇c = 0 and c = 0 in Ω. In particular µ = C = const. By
returning to (5.13)2, we have
(µ, c¯) = C (1, c¯) = 0 ∀ c¯ ∈ Ch,
Therefore, if 1 ∈ Ch then C = 0.
Proof of Lemma 3.12
Since (3.16) is an algebraic square linear system, it suﬃces to prove uniqueness. Indeed, let (dn+11 ,w
n+1
1 )
and (dn+12 ,w
n+1
2 ) be two possible solutions and denoting d = d
n+1
1 − dn+12 and w = wn+11 − wn+12 ,
we arrive at 
(d, w¯) + 2 k2((∇dn)tw, (∇dn)tw¯) + γnem k(w, w¯) = 0 ,
λnem(I(cn+1)∇d,∇d¯) + λnem
2
￿￿g￿￿∞(I(cn+1)d, d¯)
+λanch(Λd(d, c
n+1), d¯)− (w, d¯) = 0,
(5.15)
where we remind that I(cn+1) ≥ 0 and Λd(d, cn+1) was defined in (3.5). Then, taking (w¯, d¯) = (w,d)
we obtain
2 k2￿∇dnw￿2 + γnem k￿w￿2L2 + λnem
￿
Ω
I(cn+1)|∇d|2dx
+
λnem
2
￿￿g￿￿∞ ￿
Ω
I(cn+1)|d|2dx+ λanchΦ(d, cn+1) = 0
for Φ defined in (5.14). From the previous relation, we obtain w = 0 in Ω. Then using this information
in (5.15)1, we deduce
(d, w¯) = 0 ∀ w¯ ∈W h,
hence d = 0 in Ω if we assume Dh ⊆W h.
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Proof of Lemma 3.13
Since (3.17) is an algebraic square linear system, it suﬃces to prove uniqueness. Indeed, let (un+11 , p
n+1
1 )
and (un+12 , p
n+1
2 ) be two possible solutions and denoting u = u
n+1
1 − un+12 and p = pn+11 − pn+12 , we
arrive at 
1
k
(u, u¯) + c(un,u, u¯)− (p,∇ · u¯) + 2 (ν(cn+1)Du,Du¯) = 0 ,
(∇ · u, p¯) = 0 .
(5.16)
Testing by (u¯, p¯) = (u, p), we obtain
1
k
￿u￿2L2 + 2
￿
Ω
ν(cn+1)|Du|2 = 0 ⇒ u = 0 .
Using this information we obtain from (5.16)1,
(p,∇ · u¯) = 0 ∀ u¯ ∈ V h.
Therefore, assuming that the pair of FE spaces (V h, Ph) satisfies the discrete inf-sup condition (3.29),
we can infer p = 0 in Ω.
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Table 5.1: Parameters
Ω [0, T ] h dt ν0 λnem λmix λanch γnem γmix ε η
[−1, 1]2 [0, 10] 2/90 0.001 1.0 0.1 0.01 0.1 0.5 0.01 0.05 0.075
40
