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Abstract
We consider quadruples of matrices (E,A,B,C) representing generalized linear multi-
variable systems
Ex˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t),
with E, A square matrices and B, C rectangular matrices. We characterize equivalent qua-
druples, by associating matrix pencils to them, with respect to the equivalence relation corre-
sponding to standard transformations: basis changes (for the state, control and output
spaces), state feedback, derivative feedback and output injection. Equivalent quadruples are
those whose associated matrix pencils are “simultaneously equivalent”. © 2001 Elsevier Sci-
ence Inc. All rights reserved.
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0. Introduction
Kronecker’s theory of singular matrix pencils has been widely used in the Control
Theory while studying the linear systems. A canonical form of the matrix pencils is
often used to describe them.
For example, the matrix pencils
(A B)+ λ(In 0) and
(
A B
C 0
)
+ λ
(
In 0
0 0
)
are naturally associated to the dynamical linear systems which can be represented
in the form x˙(t) = Ax(t)+ Bu(t) and in the form x˙(t) = Ax(t)+ Bu(t), y(t) =
Cx(t), respectively. Equivalent pairs of matrices when considering basis changes (in
the state and input spaces) and state feedback, and equivalent triples of matrices with
respect to the equivalence relation are derived from the following transformations:
basis changes (in the state, input and output spaces), state feedback and output in-
jection, respectively, are characterized as those whose associated matrix pencils are
strictly equivalent.
The invariance properties of equivalent systems are shown in the Kronecker ca-
nonical form of the associated matrix pencils (see [8]).
In this paper, we study the quadruples of matrices (E,A,B,C) representing gen-
eralized linear multivariable systems Ex˙(t) = Ax(t)+ Bu(t), y(t) = Cx(t), when
considering the equivalence relation derived from the following standard transfor-
mations: basis changes (in the state, input and output spaces), state feedback, output
injection and derivative feedback. These systems arise in a natural way in differ-
ent set-ups, mechanical multibody systems and electrical circuits, for example (see
[1,7]).
In the case where E is an invertible matrix and no derivative feedback is allowed,
it is possible to consider the system x˙(t) = E−1Ax(t)+ E−1Bu(t), y(t) = Cx(t);
that is, the study can be reduced to the case where the triple (E−1A,E−1B,C)
represents the system. Obviously, this reduction cannot be performed in the cases
where E is a non-invertible matrix and/or derivative feedback is allowed.
The goal of the paper is the characterization of equivalent quadruples associated
to such a system in terms of matrix pencils arising from the matrices which the
quadruple consists of. As stated in Theorem 1 in Section 3, equivalent quadruples
are those with associated matrix pencils being “simultaneously equivalent”.
The structure of the paper is as follows.
We denote byM the space of quadruples of matrices (E,A,B,C) representing a
generalized linear multivariable system Ex˙(t) = Ax(t)+ Bu(t), y(t) = Cx(t). We
consider in M the equivalence relation derived from the above-mentioned standard
transformations on the system.
In Section 1 this equivalence relation is explicitly formulated.
In Section 2 different matrix pencils are associated to a quadruple (E,A,B,C)
inM. Neither the matrix pencil which might be thought of as “naturally” associated
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to the quadruple nor the strict equivalence of matrix pencils does not allow us to
characterize equivalence classes (see Remarks 1, 2 and Propositions 1, 2). Thus, we
need to associate different matrix pencils to a given quadruple and introduce a new
concept: that of “simultaneous equivalence” of matrix pencils. The main result is
Theorem 1, in which equivalent quadruples are characterized as those having three
associated matrix pencils which are “simultaneously equivalent”.
From these matrix pencils, associated to a given quadruple, we derive in Section
3 some structural invariants under the equivalence relation considered in M (see
Theorem 2). These invariants are the ranks of suitable matrices associated to the
quadruple and may be used when studying the problem of regularization of systems.
This set of structural invariants for the quadruple does not constitute a complete
system of structural invariants. But it offers an approach to the problem of obtaining
a canonical form (Ec,Ac, Bc, Cc) which remains an unsolved (though challenging,
in our opinion) problem.
Finally, in Section 4, a motivation from linear differential algebraic control prob-
lems with time-dependent coefficient matrices is presented. Such systems can be
represented by quadruples of matrix functions (E(t), A(t), B(t), C(t)), t ∈ [t1, t2].
The localization of this equivalence relation gives rise to a new equivalence relation
in M. Theorem 3 sets the relationship between equivalence of quadruples (with re-
spect to this new equivalence relation) and strict equivalence of two matrix pencils
associated to the quadruples. Also some structural invariants of a given quadruple un-
der this equivalence relation are presented (see Theorem 4). Mehrmann and Kunkel
(see for example [6]) have presented a system of invariants for DAEs in the case
where feedback is not allowed. For a fixed t0 ∈ [t1, t2], some information on the glob-
al behaviour of the solution in a neighbourhood of t0 can be obtained from knowledge
of the structural invariants of (E(t0), A(t0), B(t0), C(t0)).
1. Equivalence relation
(1.1) Let M be the space of quadruples of matrices (E,A,B,C), where E,A ∈
Mn(C), B ∈ Mn×m(C), C ∈ Mp×n(C) (Mn(C), Mn×m(C), Mp×n(C) denote, as
usual, the sets of n× n, n×m and p × n complex matrices, respectively) repre-
senting generalized linear multivariable systems
Ex˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t).
We will consider the following transformations on the system matrices:
(i) (E1, A1, B1, C1) −→ (P−1E1P, P−1A1P,P−1B1, C1P);
(ii) (E1, A1, B1, C1) −→ (E1, A1, B1S,C1);
(iii) (E1, A1, B1, C1) −→ (E1, A1, B1,QC1);
(iv) (E1, A1, B1, C1) −→ (E1, A1 + B1U,B1, C1);
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(v) (E1, A1, B1, C1) −→ (E1, A1 + T C1, B1, C1);
(vi) (E1, A1, B1, C1) −→ (E1 + B1V,A1, B1, C1);
for some P ∈ Gl(n;C), Q ∈ Gl(p;C), S ∈ Gl(m;C), T ∈ Mn×p(C), U,V ∈
Mm×n(C), where Gl(n;C), Gl(p;C) and Gl(m;C) denote the groups of invertible
complex matrices of orders n, p and m, respectively.
These transformations correspond to: basis changes for the state space, for the
control space and for the output space, state feedback, output injection and derivative
feedback, respectively.
We will consider that two quadruples of matrices in M are equivalent when one
can be obtained from the other by means of one, or more, of the transformations
above.
Concretely, the definition of equivalent quadruples is as follows.
Definition 1. Two quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2) in M are
called equivalent if, and only if, there exist matrices P ∈ Gl(n;C), Q ∈ Gl(p;C),
S ∈ Gl(m;C), T ∈ Mn×p(C), U,V ∈ Mm×n(C) such that(
P−1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P 0 00 P 0
V U S

 = (E2 A2 B20 C2 0
)
. (1)
It is easy to check that this is an equivalence relation. This equivalence relation
is the natural generalization of that “classically” considered when studying pairs of
matrices related to dynamical systems which can be defined in the form
x˙(t) = Ax(t)+ Bu(t)
or triples of matrices related to systems which can be described in the form
x˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t),
which have been widely studied. See, for example, [4] in which the authors give a
characterization of structural stability for systems such as above.
Note that, when E = In or simply E is an invertible matrix, and derivative feed-
back does not occur, the generalized system we consider can be reduced to the cases
above. We are interested in the case where E is a non-invertible matrix and (or) a
new transformation (derivative feedback, (vi) in the list of allowed transformations)
occurs.
Instead of (1) one might have considered the equivalence relation in M derived
from considering basis changes for the state space and pre-multiplication by an in-
vertible matrix; that is to say, one might substitute (i) by
(i′) (E1, A1, B1, C1) −→ (P2E1P1, P2A1P1, P2B1, C1P1)
for some matrices P1, P2 ∈ Gl(n;C), thus obtaining the following definition.
M.I. Garcı´a-Planas, M.D. Magret / Linear Algebra and its Applications 332–334 (2001) 235–256 239
Definition 1′. Two quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2) in M are
called equivalent if, and only if, there exist matrices P1, P2 ∈ Gl(n;C), Q ∈
Gl(p;C), S ∈ Gl(m;C), T ∈ Mn×p(C), U,V ∈ Mm×n(C) such that(
P2 T
0 Q
)(
E1 A1 B1
0 C1 0
)P1 0 00 P1 0
V U S

 = (E2 A2 B20 C2 0
)
. (1′)
Obviously, if the quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2) are equiva-
lent with respect to (1), they are also equivalent with respect to (1′). This means that
the partition of M according to equivalence classes when considering the equiva-
lence relation (1) is finer than the partition obtained when considering the equiva-
lence relation (1′).
(1.2) Note that if (E1, A1, B1, C1) and (E2, A2, B2, C2) are equivalent (with respect
to any of the equivalence relations defined above), then rkB1 = rkB2 and rkC1 =
rkC2. Obviously, rkE1 and rkE2, rkA1 and rkA2 may be different.
2. Matrix pencils associated to a quadruple
(2.1) The main tool used for the characterization of equivalent quadruples under the
equivalence relation (1) is, as indicated in the Introduction, matrix pencils. We briefly
remind some basic definitions about this topic.
A polynomial matrix is a matrix P(λ) whose elements are polynomials in λ. Two
polynomial matrices P1(λ) and P2(λ) are called equivalent if P2(λ) = L(λ)P1(λ)
R(λ), where L(λ) and R(λ) are polynomial square matrices with constant non-zero
determinants.
A matrix pencil is a polynomial matrix whose elements are polynomials in λ of
degree less than or equal to 1. That is to say, a matrix pencil can be written in the form
H(λ) = M + λN , with M,N rectangular matrices of the same order. Two matrix
pencils are called strictly equivalent if H2(λ) = LH1(λ)R, where L,R are constant
square matrices (i.e., square matrices independent of λ) with non-zero determinants.
Definitions and results about polynomial matrices and matrix pencils can be found
in [2].
(2.2) The matrix pencil(
A B
C 0
)
+ λ
(
I 0
0 0
)
is naturally associated to the triple (A,B,C) representing a linear multivariable sys-
tem x˙(t) = Ax(t)+ Bu(t), y(t) = Cx(t). Considering the equivalence relation in
the space of such triples of matrices corresponding to basis changes in the state,
input and output spaces, feedback and output injection we have that two triples are
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equivalent if, and only if, the associated matrix pencils are strictly equivalent (see,
for example, [5]).
Remark 1. One might associate to a given quadruple of matrices (E,A,B,C) in
M the matrix pencil
H(λ) =
(
A B
C 0
)
+ λ
(
E 0
0 0
)
.
But there exist equivalent quadruples of matrices with associated matrix pencils
which are not strictly equivalent. For example, we can consider the quadruples
(E1, A1, B1, C1) =
((
1 0
0 0
)
,
(
0 0
1 1
)
,
(
1
1
)
,
(
1 0
))
,
(E2, A2, B2, C2) =
((
2 1
1 1
)
,
(
0 0
1 1
)
,
(
1
1
)
,
(
1 0
))
,
which are equivalent with respect to the equivalence relation (1) (and thus also with
respect to (1′)):

1 0 00 1 0
0 0 1



1 0 0 0 10 0 1 1 1
0 0 1 0 0




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 1 0 0 1


but the matrix pencils
H1(λ) =
(
A1 B1
C1 0
)
+ λ
(
E1 0
0 0
)
,
H2(λ) =
(
A2 B2
C2 0
)
+ λ
(
E2 0
0 0
)
are not strictly equivalent because rkE1 /= rkE2.
Obviously, if H1(λ) and H2(λ) were strictly equivalent, then rkE1 = rkE2.
There also exist non-equivalent quadruples (E1, A1, B1, C1), (E2, A2, B2, C2)
with associated matrix pencils
H1(λ) =
(
A1 B1
C1 0
)
+ λ
(
E1 0
0 0
)
,
H2(λ) =
(
A2 B2
C2 0
)
+ λ
(
E2 0
0 0
)
,
which are strictly equivalent.
For example, we can consider the quadruples
(E1, A1, B1, C1) =
((
1 0
0 0
)
,
(
0 0
0 1
)
,
(
0
0
)
,
(
0 0
))
,
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(E2, A2, B2, C2) =
((
1 0
0 0
)
,
(
0 0
0 1
)
,
(
0
0
)
,
(
0 1
))
,
which are not equivalent, neither with respect to (1) nor (1′), because rkC1 /= rkC2
and have associated matrix pencils
0 0 00 1 0
0 0 0

+ λ

1 0 00 0 0
0 0 0

 ,

0 0 00 1 0
0 1 0

+ λ

1 0 00 0 0
0 0 0

 ,
which are strictly equivalent:
1 0 00 1 0
0 1 1





0 0 00 1 0
0 0 0

+ λ

1 0 00 0 0
0 0 0





1 0 00 1 0
0 0 1


=

0 0 00 1 0
0 0 0

+ λ

1 0 00 0 0
0 0 0

 .
Only in the case where rkE1 = rkE2 = n strictly equivalent matrix pencils
give rise to equivalent quadruples (with regard to (1′)), as stated in the following
proposition.
Proposition 1. Let(
A1 B1
C1 0
)
+ λ
(
E1 0
0 0
)
and
(
A2 B2
C2 0
)
+ λ
(
E2 0
0 0
)
be two strictly equivalent pencils with rkE1 = rkE2 = n. Then there exist P1, P2 ∈
Gl(n;C), Q ∈ Gl(p;C), S ∈ Gl(m;C), T ∈ Mn×p(C), U, V ∈Mm×n(C), such that(
P1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P2 0 00 P2 0
V U S

 = (E2 A2 B20 C2 0
)
.
Proof. If the matrix pencils(
A1 B1
C1 0
)
+ λ
(
E1 0
0 0
)
and
(
A2 B2
C2 0
)
+ λ
(
E2 0
0 0
)
are strictly equivalent, there exist invertible matrices
L =
(
L1 L2
L3 L4
)
∈ Gl(n+ p;C),
R =
(
R1 R2
R3 R4
)
∈ Gl(n+m;C)
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such that(
L1 L2
L3 L4
)[(
A1 B1
C1 0
)
+ λ
(
E1 0
0 0
)](
R1 R2
R3 R4
)
=
(
A2 B2
C2 0
)
+ λ
(
E2 0
0 0
)
In particular,(
L1 L2
L3 L4
)(
E1 0
0 0
)(
R1 R2
R3 R4
)
=
(
E2 0
0 0
)
.
Since E2 is invertible, the equality above implies L1E1R1E−12 = In, therefore
L1E1, E1R1E
−1
2 are invertible and then
(L1E1)R2 = 0 ⇒ R2 = 0
L3E1R1 = 0 ⇒ L3(E1R1E−12 ) = 0 ⇒ L3 = 0,
thus obtaining
(
L1 L2
0 L4
)(
E1 A1 B1
0 C1 0
)R1 0 00 R1 0
0 R3 R4

 = (E2 A2 B20 C2 0
)
.
Since L, R are invertible, so are L1, L4, R1, R4 and the statement is proved
(taking P1 = L1, T = L2, Q = L4, P2 = R1, V = 0, U = R3 and S = R4). 
(2.3) In order to characterize equivalent quadruples under the equivalence relation
(1) we will associate the following matrix pencils to a given quadruple in M.
Let (E,A,B,C) ∈M be a quadruple. We consider the matrix pencils
H1(E,A,B,C)=
(
E A B
0 C 0
)
+ λ
(
0 In 0
0 0 0
)
,
H2(E,A,B,C)=
(
0 A B
0 C 0
)
+ λ
(
0 In 0
0 0 0
)
,
H3(E,A,B,C)=
(
E 0 B,
0 0 0
)
+ λ
(
In 0 0
0 0 0
)
.
Equivalent quadruples give rise to strict equivalent matrix pencils in the three
cases, as the following proposition sets.
Proposition 2. Let (E1, A1, B1, C1), (E2, A2, B2, C2) ∈M be two equivalent
quadruples.
(a) The matrix pencils H1(E1, A1, B1, C1) and H1(E2, A2, B2, C2) are strictly
equivalent.
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(b) The matrix pencils H2(E1, A1, B1, C1) and H2(E2, A2, B2, C2) are strictly
equivalent.
(c) The matrix pencils H3(E1, A1, B1, C1) and H3(E2, A2, B2, C2) are strictly
equivalent.
Proof. If (E1, A1, B1, C1), (E2, A2, B2, C2) are equivalent, there exist P ∈
Gl(n;C), Q ∈ Gl(p;C), S ∈ Gl(m;C), T ∈ Mn×p(C), U,V ∈ Mm×n(C) such that
(
P−1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P 0 00 P 0
V U S

 = (E2 A2 B20 C2 0
)
.
Then
(
P−1 T
0 Q
)[(
E1 A1 B1
0 C1 0
)
+ λ
(
0 In 0
0 0 0
)]P 0 00 P 0
V U S


=
(
E2 A2 B2
0 C2 0
)
+ λ
(
0 In 0
0 0 0
)
,
(
P−1 T
0 Q
)[(
0 A1 B1
0 C1 0
)
+ λ
(
0 In 0
0 0 0
)]P 0 00 P 0
0 U S


=
(
0 A2 B2
0 C2 0
)
+ λ
(
0 In 0
0 0 0
)
,
and
(
P−1 T
0 Q
)[(
E1 0 B1
0 0 0
)
+ λ
(
In 0 0
0 0 0
)]P 0 00 P 0
V 0 S


=
(
E2 0 B2
0 0 0
)
+ λ
(
In 0 0
0 0 0
)
,
thus obtaining (a), (b) and (c). 
Remark 2. The converses of (a), (b) and (c) are not true. Let us show some exam-
ples illustrating this fact.
(a) (E1, A1, B1, C1) = ((1), (1), (1), (1)) and (E2, A2, B2, C2) = ((1), (1), (0),
(1)) are not equivalent (rkB1 /= rkB2), but the matrix pencils(
1 1 1
0 1 0
)
+ λ
(
0 1 0
0 0 0
)
,
(
1 1 0
0 1 0
)
+ λ
(
0 1 0
0 0 0
)
are strictly equivalent:
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(
1 0
0 1
)[(
1 1 1
0 1 0
)
+ λ
(
0 1 0
0 0 0
)]1 0 −10 1 0
0 0 1


=
(
1 1 0
0 1 0
)
+ λ
(
0 1 0
0 0 0
)
.
(b) (E1, A1, B1, C1) = ((1), (0), (0), (0)) and (E2, A2, B2, C2) = ((0), (0), (0),
(0)) are not equivalent since(
1
p
t
0 q
)(
1 0 0
0 0 0
)p 0 00 p 0
v u s

 = (0 0 00 0 0
)
for all p, q, s /= 0 and t, u, v ∈ C, but the matrix pencils(
0 A1 B1
0 C1 0
)
+ λ
(
0 I1 0
0 0 0
)
and (
0 A2 B2
0 C2 0
)
+ λ
(
0 I1 0
0 0 0
)
are strictly equivalent (actually, they coincide).
(c) (E1, A1, B1, C1) = ((0), (1), (0), (0)) and (E2, A2, B2, C2) = ((0), (2), (0),
(0)) are not equivalent since(
1
a
d
0 b
)(
0 1 0
0 0 0
)a 0 00 a 0
e f c

 = (0 2 00 0 0
)
for all a, b, c /= 0 and for all d, e, f ∈ C, but the matrix pencils(
E1 0 B1
0 0 0
)
+ λ
(
I1 0 0
0 0 0
)
and (
E2 0 B2
0 0 0
)
+ λ
(
I1 0 0
0 0 0
)
are strictly equivalent (they are equal).
There even exist quadruples of matrices (E1, A1, B1, C1), (E2, A2, B2, C2), which
are not equivalent but having strictly equivalent associated pairs of matrix pencils
H1(E1, A1, B1, C1), H1(E2, A2, B2, C2),
H2(E1, A1, B1, C1), H2(E2, A2, B2, C2),
H3(E1, A1, B1, C1), H3(E2, A2, B2, C2).
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For example, we can consider the following quadruples of matrices:
(E1, A1, B1, C1) =
((
0 1
0 0
)
,
(
0 1
0 0
)
,
(
0
1
)
,
(
0 0
))
,
(E2, A2, B2, C2) =
((
0 1
1 1
)
,
(
0 2
0 1
)
,
(
1
1
)
,
(
0 0
))
,
which are not equivalent: the existence of matrices P ∈ Gl(n;C), Q ∈ Gl(p;C),
S ∈ Gl(m;C), T ∈ Mn×p(C), U,V ∈ Mm×n(C) such that(
P−1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P 0 00 P 0
V U S

 = (E2 A2 B20 C2 0
)
is equivalent to the existence of solutions to the linear system
E1P + B1V = PE2,
A1P + PT C1P + B1U = PA2,
B1S = PB2,
QC1P = C2
for some invertible matrices P, Q and S. It is easy to check that a consequence of the
first two equations is P = 0. Therefore we conclude that these quadruples are not
equivalent.
Nevertheless the matrix pencils
0 1 0 1 00 0 0 0 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0

 ,

0 1 0 2 11 1 0 1 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0


are strictly equivalent:
1 0 00 1 0
0 0 1





0 1 0 1 00 0 0 0 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0




×


1 0 0 0 0
0 1 0 1 1
0 0 1 0 0
0 0 0 1 0
1 1 0 1 1

 =

0 1 0 2 11 1 0 1 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0


and also the matrix pencils
0 0 0 1 00 0 0 0 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0

 ,
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0 0 0 2 10 0 0 1 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0


and 
0 1 0 0 00 0 0 0 1
0 0 0 0 0

+ λ

1 0 0 0 00 1 0 0 0
0 0 0 0 0

 ,

0 1 0 0 11 1 0 0 1
0 0 0 0 0

+ λ

1 0 0 0 00 1 0 0 0
0 0 0 0 0


because
1 1 00 1 0
0 0 1





0 0 0 1 00 0 0 0 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0




×


1 −1 0 0 0
0 1 0 0 0
0 0 1 −1 0
0 0 0 1 0
0 0 0 1 1


=

0 0 0 2 10 0 0 1 1
0 0 0 0 0

+ λ

0 0 1 0 00 0 0 1 0
0 0 0 0 0

 ,

 0 −1 0−1 −1 0
0 0 1





0 1 0 0 00 0 0 0 1
0 0 0 0 0

+ λ

1 0 0 0 00 1 0 0 0
0 0 0 0 0




×


1 −1 0 0 0
−1 0 0 0 0
0 0 1 −1 0
0 0 −1 0 0
0 −1 0 0 −1


=

0 1 0 0 11 1 0 0 1
0 0 0 0 0

+ λ

1 0 0 0 00 1 0 0 0
0 0 0 0 0

 .
Remark 2 leads to a new definition of “equivalent matrix pencils” which will be
that corresponding to the concept of equivalent quadruples that we are interested to
characterize.
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Definition 2. Let (E1, A1, B1, C1), (E2, A2, B2, C2) ∈M be two quadruples of
matrices. The matrix pencils associated to them,
{H1(E1, A1, B1, C1), H2(E1, A1, B1, C1), H3(E1, A1, B1, C1)},
{H1(E2, A2, B2, C2), H2(E2, A2, B2, C2), H3(E2, A2, B2, C2)}
are called simultaneously equivalent if, and only if, there exist matricesL1, L2, L3 ∈
Gl(n+ p;C), R1, R2, R3 ∈ Gl(2n+m;C), such that
L1 H1(E1, A1, B1, C1) R1 = H1(E2, A2, B2, C2),
L2 H2(E1, A1, B1, C1) R2 = H2(E2, A2, B2, C2),
L3 H3(E1, A1, B1, C1) R3 = H3(E2, A2, B2, C2),
where L1, L2, L3, R1, R2, R3 are of the form:
L1 =
(
L11 L12
L21 L22
)
, L2 = L1, L3 =
(
L11 L12
L21 L22
)
,
R1 =

R11 R12 R13R21 R22 R23
R31 R32 R33

 , R2 =

R11 R12 R13R21 R22 R23
R31 R32 R33

 ,
R3 =

R11 R12 R13R21 R22 R23
R31 R32 R33


for some matrices
L11 ∈ Mn(C); L12 ∈ Mn×p(C); L21 ∈ Mp×n(C); L22 ∈ Mp(C);
L12 ∈ Mn×p(C); L21 ∈ Mp×n(C); L22 ∈ Mp(C);
R11, R12, R21, R22 ∈ Mn(C); R13, R23 ∈ Mn×m(C);
R31, R32 ∈ Mm×n(C); R33 ∈ Mm(C);
R11, R12, R21 ∈ Mn(C); R13 ∈ Mn×m(C); R31 ∈ Mm×n(C);
R12, R21, R22 ∈ Mn(C); R23 ∈ Mn×m(C); R32 ∈ Mm×n(C).
Note that if these matrix pencils are simultaneously equivalent, then: L21 = 0,
L21 = 0, R13 = 0, R21 = 0, R23 = 0, R21 = 0, R12 = 0, E1R12 = 0, B1R31 = 0,
B1R32 = 0. Besides, L11 is an invertible matrix and R11 = R22 = L−111 .
Finally, we can state a characterization of equivalent quadruples, as was our goal.
Theorem 1. The quadruples (E1, A1, B1, C1), (E2, A2, B2, C2) ∈M are equiva-
lent if, and only if, the matrix pencils H1(E1, A1, B1, C1), H2(E1, A1, B1, C1) and
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H3(E1, A1, B1, C1) are simultaneously equivalent to H1(E2, A2, B2, C2), H2(E2,
A2, B2, C2) and H3(E2, A2, B2, C2).
Proof. Let us assume that the quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2)
are equivalent. Then there exist P ∈ Gl(n;C), Q ∈ Gl(p;C), S ∈ Gl(m;C), T ∈
Mn×p(C), U,V ∈ Mm×n(C) such that(
P−1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P 0 00 P 0
V U S

 = (E2 A2 B20 C2 0
)
.
It suffices to take
L1(= L2) = L3 =
(
P−1 T
0 Q
)
, R1 =

P 0 00 P 0
V U S

 ,
R2 =

P 0 00 P 0
0 U S

 , R3 =

P 0 00 P 0
V 0 S

 .
Conversely, if the matrix pencils
{H1(E1, A1, B1, C1), H2(E1, A1, B1, C1), H3(E1, A1, B1, C1)},
{H1(E2, A2, B2, C2), H2(E2, A2, B2, C2), H3(E2, A2, B2, C2)}
associated to a given pair of quadruples of matrices (E1, A1, B1, C1), (E2, A2, B2,
C2) are simultaneously equivalent, then(
L11 L12
0 L22
)(
E1 A1 B1
0 C1 0
)L−111 R12 00 L−111 0
R31 R32 R33

 = (E2 A2 B20 C2 0
)
.
Since E1R12 = 0, the following equality also holds:(
L11 L12
0 L22
)(
E1 A1 B1
0 C1 0
)L−111 0 00 L−111 0
R31 R32 R33

 = (E2 A2 B20 C2 0
)
,
thus obtaining that the given quadruples are equivalent. 
(2.4) Note that, when dealing with the equivalence relation (1′) the statement in
Proposition 2 is still true; that is to say, equivalent quadruples with respect to (1′)
give rise to strictly equivalent matrix pencils in the case of the three matrix pencils
associated to each quadruple. Again the converses are not true: it suffices to consider
the same four examples shown in Remark 2.
Unfortunately there is not in this case an analogous statement as that in Theorem
1 characterizing equivalent quadruples.
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3. Invariants associated to a quadruple
(3.1) Remark 2 shows that the invariants of the matrix pencils H1(E,A,B,C),
H2(E,A,B,C) and H3(E,A,B,C) associated to a given quadruple (E,A,B,C)
under strict equivalence are invariants of the quadruple under the equivalence rela-
tion (1), but do not constitute a complete system of invariants of the quadruple.
Such a complete system should be obtained from the set of structural invariants
of the matrix pencils H1(E,A,B,C), H2(E,A,B,C) and H3(E,A,B,C) under
simultaneous equivalence.
(3.2) One can obtain some invariants for the quadruple (E,A,B,C) ∈M under the
equivalence relation (1) from these matrix pencils associated with it. The follow-
ing theorem presents some invariants which are expressed as the ranks of certain
matrices associated to the quadruple.
Theorem 2. Let (E,A,B,C) ∈M be a quadruple of matrices. The ranks of the
following matrices are invariant under the equivalence relation (1):
M0(E,A,B,C) =
(
CE CB CAE CAB
CE CB
)
,
M1(E,A,B,C) =

E B AB A2BCB CAB
CB

 ,
M2(E,A,B,C) =

B AE AB A2BCE CB CAB
CB

 ,
M3(E,A,B,C) =
(
E B AB AEB
CB CEB
)
,
M4(E,A,B,C) =
(
B E2 EB EAB
CB
)
,
M5(E,A,B,C) =
(
B EB EAE EAB
CE CB
)
,
M6(E,A,B,C) =
(
B AB AE2 AEB
CB CE2 CEB
)
.
Proof. In the case of the matrix M0, the only transformations that must be taken
into account are (i)–(v) in Section 1. Since M0(E,A,B,C) = M33 (0)(A,B,C, 0) in
[3, Section 2], the statement is a consequence of Theorem 2.3 (in [3]).
250 M.I. Garcı´a-Planas, M.D. Magret / Linear Algebra and its Applications 332–334 (2001) 235–256
In the other cases, it suffices to take into account the following equalities:
M1(P
−1EP,P−1AP,P−1B,CP)
= diag(P−1, Ip, Ip) ·M1(E,A,B,C) · diag(P, Im, Im),
M1(E,A,BS,C) = M1(E,A,B,C) · diag(In, S, S, S),
M1(E,A,B,QC) = diag(In,Q,Q) ·M1(E,A,B,C),
M1(E,A+ BU,B,C)
=M1(E,A,B,C)


In 0 0 0
0 Im UB UAB + UBUB
0 0 Im UB
0 0 0 Im

 ,
M1(E,A+ TC,B,C) =

In T AT + T CT0 Ip CT
0 0 Ip

M1(E,A,B,C),
M1(E + BV,A,B,C) =M1(E,A,B,C)


In 0 0 0
V Im 0 0
0 0 Im 0
0 0 0 Im

 ,
M2(P
−1EP,P−1AP,P−1B,CP)
= diag(P−1, Ip, Ip) ·M2(E,A,B,C) · diag(Im, P, Im, 0),
M2(E,A,BS,C) = M2(E,A,B,C) · diag(S, In, S, S),
M2(E,A,B,QC) = diag(In,Q,Q) ·M2(E,A,B,C),
M2(E,A+ BU,B,C)
=M1(E,A,B,C)


Im UE UB UAB + UBUB
0 In 0 0
0 0 Im UB
0 0 0 Im

 ,
M2(E,A+ TC,B,C) =

In T AT + T CT0 Ip CT
0 0 Ip

M2(E,A,B,C),
M2(E + BV,A,B,C) =M2(E,A,B,C)


Im 0 0 0
0 In 0 0
0 V Im 0
0 0 0 Im

 ,
M3(P
−1EP,P−1AP,P−1B,CP)
= diag(P−1, Ip) ·M3(E,A,B,C) · diag(P, Im, Im, Im),
M3(E,A,BS,C) = M3(E,A,B,C) · diag(In, S, S, S),
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M3(E,A,B,QC) = diag(In,Q) ·M3(E,A,B,C),
M3(E,A+ BU,B,C) = M3(E,A,B,C)


In 0 0 0
0 Im VB VEB
0 0 Im 0
0 0 0 Im

 ,
M3(E,A+ TC,B,C) =
(
In T
0 Ip
)
M3(E,A,B,C),
M3(E + BV,A,B,C) =M3(E,A,B,C)


In 0 0 0
V Im 0 0
0 0 Im VB
0 0 0 Im

 ,
M4(P
−1EP,P−1AP,P−1B,CP)
= diag(P−1, Ip) ·M4(E,A,B,C) · diag(In, P, Im, Im),
M4(E,A,BS,C) = M4(E,A,B,C) · diag(S, In, S, S),
M4(E,A,B,QC) = diag(In,Q) ·M4(E,A,B,C),
M4(E,A+ BU,B,C) = M4(E,A,B,C)


Im 0 0 0
0 In 0 0
0 0 Im UB
0 0 0 Im

 ,
M4(E,A+ TC,B,C) =
(
In ET
0 Ip
)
M4(E,A,B,C),
M4(E + BV,A,B,C)
=M4(E,A,B,C)


Im VE + VBV VB VAB
0 In 0 0
0 V Im 0
0 0 0 Im

 ,
M5(P
−1EP,P−1AP,P−1B,CP)
= diag(P−1, Ip) ·M5(E,A,B,C) · diag(Im, In, P, Im),
M5(E,A,BS,C) = M5(E,A,B,C) · diag(S, S, In, S),
M5(E,A,B,QC) = diag(In,Q) ·M5(E,A,B,C),
M5(E,A+ BU,B,C) = M5(E,A,B,C)


Im 0 0 0
0 Im UE UB
0 0 In 0
0 0 0 Im

 ,
M5(E,A+ TC,B,C) =
(
In ET
0 Ip
)
M5(E,A,B,C),
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M5(E + BV,A,B,C)
=M5(E,A,B,C)


Im VB VAE + VABV VAB
0 Im 0 0
0 0 In 0
0 0 V Im

 ,
M6(P
−1EP,P−1AP,P−1B,CP)
= diag(P−1, Ip) ·M6(E,A,B,C) · diag(Im, Im, P, Im),
M6(E,A,BS,C) = M6(E,A,B,C) · diag(S, S, In, S),
M6(E,A,B,QC) = diag(In,Q) ·M6(E,A,B,C),
M6(E,A+ BU,B,C) = M6(E,A,B,C)


Im UB UE
2 UEB
0 Im 0 0
0 0 In 0
0 0 0 Im

 ,
M6(E,A+ TC,B,C) =
(
In T
0 Ip
)
M6(E,A,B,C),
M6(E + BV,A,B,C)
=M6(E,A,B,C)


Im 0 0 0
0 Im VE + VBV VB
0 0 In 0
0 0 V Im

 . 
Remark 3. Other invariants can be deduced by considering expansions of the ma-
trices M0, M1, M2, M3, M4, M5 and M6.
For example,
rk
(
B EB · · · EjB) ∀j  0,
rk


CE CB CAE CAB CA2E CA2B . . . CAjB
CE CB CAE CAB . . . CAj−1B
CE CB CAj−2B
.
.
.
.
.
.
...
CE CB

 ∀j  0,
rk


E B AE AB A2E A2B . . . AjE AjB
CE CB CAE CAB . . . CAj−1E CAj−1B
CE CB CAj−2E CAj−2B
.
.
.
.
.
.
...
CE CB

 ∀j  0,
etc.
We hope that a canonical form for such quadruples of matrices will be obtained
from a “suitable” collection of discrete and continuous invariants as those above, as
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that obtained in [3] in the case of dynamical systems defined by a triple of matrices
(A,B,C).
4. Local equivalence
(4.1) The entries in matrices E, A, B and C representing a generalized linear multi-
variable system often depend on the parameter t, thus obtaining a generalized linear
differential-algebraic equation with variable coefficients
E(t)x˙(t) = A(t)x(t)+ B(t)u(t),
y(t) = C(t)x(t)
in an interval [t1, t2] ⊂ R. We assume E(t), A(t) ∈ Cr([t1, t2],Mn(C)), B(t) ∈
Cr([t1, t2],Mn×m(C)), C(t) ∈ Cr([t1, t2],Mp×n(C)), x(t) ∈ Cr([t1, t2],Cn),
y(t) ∈ Cr([t1, t2],Cp) and u(t) ∈ C([t1, t2],Cm). Here Cr([t1, t2], V ) denotes the
set of r times continously differentiable functions from the interval [t1, t2] to the
complex vector space V.
These equations arise in a natural way from different set-ups, for instance, when
modelling mechanical multibody systems and electrical circuits (see [1,5]).
(4.2) The generalization of the equivalence relation (1) defined in M to an equiva-
lence relation defined on the space of quadruples of matrices representing systems
with variable coefficients (considering non-constant standard transformations) gives
rise to the following equivalence relation:
(E1(t), A1(t), B1(t), C1(t)) and (E2(t), A2(t), B2(t), C2(t)) are equivalent if, and
only if,
(
P−1(t) T (t)
0 Q(t)
)(
E1(t) A1(t) B1(t)
0 C1(t) 0
)P(t) −P˙ (t) 00 P(t) 0
V (t) U(t) S(t)


=
(
E2(t) A2(t) B2(t)
0 C2(t) 0
)
(2)
for some matrices
P(t) ∈ Cr([t1, t2],Gl(n;C)), Q(t) ∈ Cr([t1, t2],Gl(p;C)),
S(t) ∈ Cr([t1, t2],Gl(m;C)), T (t) ∈ Cr([t1, t2],Mn×p(C)),
U(t), V (t) ∈ Cr([t1, t2],Mm×n(C)).
The occurrence of P˙ (t) is due to the fact that when we consider a basis change in
the state space, x(t) = P(t)x(t), we obtain x˙(t) = P(t)x˙(t)+ P˙ (t)x(t).
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The localization of the equivalence relation (2) (taking into account that for a
fixed point t0 ∈ [t1, t2] we can choose P(t0) and P˙ (t0) independently) leads to the
following definition in M.
Definition 3. Two quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2) are called lo-
cally equivalent if, and only if, there exist matrices P ∈ Gl(n;C), Q ∈ Gl(p;C),
S ∈ Gl(m;C), T ∈ Mn×p(C), U,V ∈ Mm×n(C), W ∈ Mn(C) such that
(
P−1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P W 00 P 0
V U S

 = (E2 A2 B20 C2 0
)
. (3)
Considering this equivalence relation in the space of quadruples of matrices M
we obtain the following characterization of equivalent quadruples.
Theorem 3. The quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2) inM are equiv-
alent (with respect to (3)) if, and only if, there exist matrices L1, L2 ∈ Gl(n+ p;C),
R1, R2 ∈ Gl(2n+m;C), such that
L1
[(
E1 A1 B1
0 C1 0
)
+ λ
(
0 In 0
0 0 0
)]
R1
=
(
E2 A2 B2
0 C2 0
)
+ λ
(
0 In 0
0 0 0
)
,
L2
[(
E1 0 B1
0 0 0
)
+ λ
(
In 0 0
0 0 0
)]
R2
=
(
E2 0 B2
0 0 0
)
+ λ
(
In 0 0
0 0 0
)
,
where L1, L2, R1, R2 are of the form:
L1 =
(
L11 L12
L21 L22
)
, L2 =
(
L11 L12
L21 L22
)
,
R1 =

R11 R12 R13R21 R22 R23
R31 R32 R33

 , R2 =

R11 R12 R13R21 R22 R23
R31 R32 R33


for some matrices
L11 ∈ Mn(C); L12 ∈ Mn×p(C); L21 ∈ Mp×n(C); L22 ∈ Mp(C);
L12 ∈ Mn×p(C); L21 ∈ Mp×n(C); L22 ∈ Mp(C);
R11, R12, R21, R22 ∈ Mn(C); R13, R23 ∈ Mn×m(C);
R31, R32 ∈ Mm×n(C); R33 ∈ Mm(C);
R12, R21, R22 ∈ Mn(C); R23 ∈ Mn×m(C); R32 ∈ Mm×n(C).
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Proof. Let us assume that the quadruples (E1, A1, B1, C1) and (E2, A2, B2, C2)
are equivalent. Then there exist P ∈ Gl(n;C), Q ∈ Gl(p;C), S ∈ Gl(m;C), T ∈
Mn×p(C), U,V ∈ Mm×n(C), W ∈ Mn(C) such that(
P−1 T
0 Q
)(
E1 A1 B1
0 C1 0
)P W 00 P 0
V U S

 = (E2 A2 B20 C2 0
)
.
It suffices to take
L1 = L2 =
(
P−1 T
0 Q
)
, R1 =

P W 00 P 0
V U S

 , R2 =

P 0 00 P 0
V 0 S

 .
Conversely, if
L1
[(
E1 A1 B1
0 C1 0
)
+ λ
(
0 In 0
0 0 0
)]
R1
=
(
E2 A2 B2
0 C2 0
)
+ λ
(
0 In 0
0 0 0
)
,
L2
[(
E1 0 B1
0 0 0
)
+ λ
(
In 0 0
0 0 0
)]
R2
=
(
E2 0 B2
0 0 0
)
+ λ
(
In 0 0
0 0 0
)
,
with L1, L2, R1 and R2 as in the statement, then note that the following matri-
ces have necessarily zero entries: L21, L21, R21, R13, R23, R12, B1R32 and besides
R11 = R22 = L−111 , thus obtaining(
L11 L12
0 L22
)(
E1 A1 B1
0 C1 0
)L−111 R12 00 L−111 0
R31 R32 R33

 = (E2 A2 B20 C2 0
)
.
That is to say, the given quadruples are equivalent. 
Finally, we present here two structural invariants of the quadruples of matrices
under the equivalence relation (3), as a first step to obtain a complete system of
invariants and a canonical form.
Theorem 4. Let (E,A,B,C) ∈M be a quadruple of matrices. The ranks of the
following matrices are invariant under the equivalence relation (3):(
E B AB AEB
CB CEB
)
,
(
B E2 EB EAB
CB
)
.
Proof. These matrices are M3(E,A,B,C) and M4(E,A,B,C) in Theorem 2.
Then it suffices to prove
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rkM3(E,A,B,C) = rkM3(E,A+ EW,B,C),
rkM4(E,A,B,C) = rkM4(E,A+ EW,B,C).
The statement follows from the fact that:
M3(E,A,B,C)


In 0 WB WEB
0 Im 0 0
0 0 Im 0
0 0 0 Im

 = M3(E,A+ EW,B,C),
and
M4(E,A,B,C)


Im 0 0 0
0 In 0 WB
0 0 Im 0
0 0 0 Im

 = M4(E,A+ EW,B,C). 
References
[1] L. Dai, Singular Control Systems, Springer, Berlin, 1989.
[2] F.R. Gantmacher, The Theory of Matrices (I), Chelsea, New York, 1977.
[3] M.I. García Planas, M.D. Magret, An alternative system of structural invariants for quadruples of
matrices, Linear Algebra Appl. 291 (1–3) (1999) 83–102.
[4] M.I. García Planas, M.D. Magret, Deformation and stability of triples of matrices, Linear Algebra
Appl. 254 (1997) 159–192.
[5] I. de Hoyos, Points of continuity of the Kronecker canonical form, SIAM J. Matrix Anal. Appl. 11
(2) (1990) 278–300.
[6] P. Kunkel, V. Mehrmann, A new look at pencils of matrix valued functions, Linear Algebra Appl.
212/213 (1994) 215–248.
[7] W.C. Rheinboldt, Differential-algebraic systems as differential equations on manifolds, Math. Com-
put. 43 (1984) 473–482.
[8] J.S. Thorp, The singular pencil of a linear dynamical system, Int. J. Control. 18 (1973) 577–596.
