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HEAT KERNEL AND ERGODICITY OF SDES WITH DISTRIBUTIONAL DRIFTS
XICHENG ZHANG AND GUOHUAN ZHAO
Abstract. In this paper we consider the following SDE with distributional drift b:
dXt = σ(Xt)dBt + b(Xt)dt, X0 = x ∈ Rd,
where σ is a bounded continuous and uniformly non-degenerate d × d-matrix-valued function
and B is a d-dimensional standard Brownian motion. Let α ∈ (0, 1
2
], p ∈ ( d
1−α ,∞) and β ∈ [α, 1],
q ∈ ( d
β
,∞). Assume ‖(I−∆)−α/2b‖p+‖(−∆)β/2σ‖q < ∞. We show the existence and uniqueness of
martingale solutions to the above SDE, and obtain sharp two-sided and gradient estimates of the
heat kernel associated to the above SDE. Moreover, we study the ergodicity and global regularity
of the invariant measures of the associated semigroup under some dissipative assumptions.
Keywords: Distributional drift, Heat kernel, Ergodicity, Zvonkin’s transformation, Generalized
Itoˆ’s formula
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1. Introduction
Let D be the space of all smooth functions on Rd with compact supports, and let D ′ be the
dual space of D , which is also called distributional function space. Consider the following
stochastic differential equation (abbreviated as SDE) in Rd with distributional drift b ∈ D ′:
dXt = σ(Xt)dBt + b(Xt)dt, X0 = x ∈ Rd, (1.1)
where B is a d-dimensional standard Brownian motion on some complete filtered probability
space (Ω,F , (Ft)t>0,P), and σ : R
d → Rd ⊗ Rd is a bounded continuous and non-degenerate
d × d-matrix-valued function. Since b may be not a real function, the drift term b(Xt)dt in (1.1)
does not make any sense in general. A quite natural definition of the solution to SDE (1.1) is
that X is a continuous Ft-adapted process and satisfies
Xt = x +
∫ t
0
σ(Xs)dBs + A
b
t with A
b
t := lim
n→∞
∫ t
0
bn(Xs)ds, (1.2)
where (bn)n∈N is any mollifying approximation sequence of b, and the limit is taken in the sense
of u.c.p (uniformly on compact subsets of time variable in probability). Suppose now that
b ∈ H−α,p for some α > 0 and p > 1, where H−α,p is the usual Bessel potential space (see
Definition 2.1 below). To show the existence of the above limit, one possible way is to prove
the following Krylov’s type estimate for Xt: for any f ∈ C∞ ∩ H−α,p and T > 0,
E
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
f (Xs)ds
∣∣∣∣∣∣
)
6 C‖ f ‖−α,p, (1.3)
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where the constant C is independent of f . In fact, if the above estimate is proven, then applying
it to bn − bm, one sees that (
∫ ·
0
bn(Xs)ds)n∈N is a Cauchy sequence in L1(Ω;C([0, T ])), and so
there is a continuous adapted process denoted by Abt such that
lim
n→∞
E
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
bn(Xs)ds − Abt
∣∣∣∣∣∣
)
= 0.
In order to show the above estimate, we need to have a better understanding for the following
associated PDE
L
au − λu + b · ∇u = f , (1.4)
where λ > 0, ai j := σikσ jk/2 and L au := ai j∂i∂ ju. Here and below, we use the usual Ein-
stein’s convention for summation: The same index appearing in a product will be summed
automatically. In the sequel, in order to emphasize the dependence on σ, we sometimes write
L σ := L a. Notice that the term b · ∇u in (1.4) should be understood in the distributional sense.
Since the limiting process t 7→ Abt is usually not absolutely continuous (even not of finite
variation) with respect to the Lebesgue measure, if there is no additional information of Abt , it
is in general hard to show the uniqueness, even in weak sense. In one dimensional case, when
b is the derivative of a γ-order Ho¨lder continuous function with γ ∈ (1
2
, 1), and σ is 1
2
-order
Ho¨lder continuous and bounded below by a positive constant, by using the scaling function
s(x) =
∫ x
0
exp
(∫ y
0
2b(z)/σ2(z)dz
)
dy to remove the drift as well as Yamada-Watanabe’s pathwise
uniqueness result about one-dimensional SDE, Bass and Chen [2] showed the existence and
uniqueness of strong solutions to SDE (1.1) in a special class of Dirichlet processes. We also
refer to [7, 10, 11, 22, 14, 15] for more results about one dimensional SDEs driven by Brownian
motion with distributional drifts.
However, in the multi-dimensional case, solving SDE (1.1) with singular drift b becomes
quite involved. When b ∈ Lp(Rd) for some p > d and σ = Id×d, by Girsanov’s transformation
and Lp-theory of parabolic equations, Krylov and Ro¨ckner in [21] showed that there is a unique
strong solution to SDE (1.1). We also mention that the strong well-posedness of SDE (1.1)
driven by multiplicative Brownian noise was studied in [26, 28, 29]. Recently, when σ ≡ Id×d
and b ∈ H−α,p with α ∈ (0, 1
2
) and p ∈ ( d
1−α ,
d
α
), Flandoli, Issoglio and Russo [9] showed the
existence and uniqueness of “virtual” solutions (a class of special weak solutions) to SDE (1.1).
Let us make a brief introduction to their work. Denote Φ(x) := x + u(x), where u : Rd → Rd
solves PDE (1.4) with f = −b and L a = 1
2
∆. For λ being large enough, one can show that Φ
is a C1-diffeomorphism of Rd. Using Itoˆ’s formula formally, it is easy to see that Yt = Φ(Xt)
solves the following new SDE:
Yt = Φ(x) +
∫ t
0
λu ◦ Φ−1(Ys)ds +
∫ t
0
∇Φ ◦ Φ−1(Ys)dBs.
Since this new SDE has continuous and non-degenerate diffusion coefficients, it is well known
that the above SDE admits a unique weak solution, and Xt := Φ
−1(Yt) is in turn defined as the
solution of SDE (1.1) in [9] (called “virtual” solution therein). The above Φ is usually called
Zvonkin’s transformation in literature (cf. [30]). It is noticed that the time-dependent drift b is
considered in [9] so that they need to solve a parabolic equation rather than an elliptic equation
with distributional drift b. However, it is not answered whether the above constructed X really
solves SDE (1.1) in the sense described in (1.2).
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The first purpose of this paper is to give an affirmative answer to the above question. Now
we outline the main points. As mentioned above, in our work the crucial point is to prove the
Krylov estimate (1.3). Such an estimate together with the above transformationΦ will also lead
to the weak uniqueness or the uniqueness of martingale solutions. To achieve this aim, we need
to tackle the following interesting problem: Find minimal conditions on Φ such that for some
C = C(Φ, α, p, d) > 0 and all distribution f ∈ H−α,p,
‖ f ◦ Φ‖−α,p 6 C‖ f ‖−α,p.
Obviously this is a purely analytic problem, which has independent interest. In particular, the
above estimate implies that TΦ( f ) := f ◦Φ is a bounded linear operator from H−α,p to H−α,p. We
shall show it in Lemma 2.6 below by using a duality argument. It should be emphasized that
our well-posedness result about SDE (1.1) (see Theorem 5.1 below) allows the drift b being in
the critical space H−1/2,p. Notice that this case is not covered in [2] and [9], and which requires
a more delicate analysis for PDE (1.4). Roughly to say, due to b ∈ H−1/2,p, in order to make
sense for b · ∇u, we need to at least assume u ∈ H3/2,p. Thus L au and b · ∇u has the same order
at scaling level. This is the source of the difficulty. Let us also mention that Bass and Chen in
[3] studied the weak well-posedness of SDE (1.1) when b belongs to some generalized Kato’s
class, in particular, some measure-valued b is allowed. Of course, our result is not comparable
with [3].
The second aim of this paper is to show the existence and two-sided estimate of the heat
kernel and the ergodicity associated with SDE (1.1). In fact, Zvonkin’s transformation provides
a satsifactory answer. In other words, if the transformed SDE admits a density and two-sided
heat kernel estimates, then the original SDE also admits a density and two-sided heat kernel
estimates. Thus, one can construct the heat kernel of operator L a + b · ∇ with distributional
drift b. Notice that when b belongs to certain Kato’s class, the heat kernel of L a + b · ∇ was
constructed in [27, 5] by a perturbation argument. If it is not impossible, it seems hard to use
the same perturbation method to study the heat kernel of L a + b · ∇ when b is a distribution.
Moreover, we also study the ergodicity of SDE (1.1) with b = b(1) + b(2), where b(1) is the
dissipative part and b(2) ∈ H−α,p is a distribution. This is a continuation of work [26]. Therein,
when b(2) ∈ Lp for some p > d, the ergodicity is obtained by Zvonkin’s transformation. It
should be noticed that for the existence of invariant measures of SDE (1.1) with distributional
drift b, a direct Lyapunov criterion (Itoˆ’s formula) is not applicable.
This paper is organized as follows: In Section 2, we prepare some analytic results. In par-
ticular, product of two distributions in general Sobolev spaces is studied. In Section 3, we give
the conceptions of martingale solutions and weak solutions, and prove their equivalence. In
Section 4, we solve PDE (1.4) with distributional drifts and variable coefficients by using Levi’s
freezing coefficient argument. In Section 5, we state our main results and then prove them.
We close this section by mentioning some conventions used throughout this paper: We use
:= as a way of definition. For a, b ∈ R, a ∨ b := max{a, b} and a ∧ b := min{a, b}, and on
R
d, ∇ := ( ∂
∂x1
, . . . , ∂
∂xd
) and ∆ :=
∑d
k=1
∂2
∂x2
k
. The letter C with or without subscripts stands for an
unimportant constant, whose value may change in difference places. We use A ≍ B to denote
that A and B are comparable up to a constant, and use A . B to denote A 6 CB for some
constant C.
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2. Preliminary
In this section we present some analytic results that will be used later, and we believe that
some of them have independent interest.
Let ρ be a nonnegative smooth function in Rd with compact support in the unit ball and∫
ρ = 1. Define a family of mollifiers
ρn(x) = n
dρ(nx), n ∈ N.
For a distribution f ∈ D ′, if there is no further declaration, we always use fn to denote the
mollifying approximation of f , that is,
fn(x) := f ∗ ρn(x),
where ∗ denotes the convolution in the distributional sense. Let χ be a nonnegative smooth
function with χ(x) = 0 for |x| > 2 and χ(x) = 1 for |x| 6 1. For R > 0, we shall also use the
following cutoff function
χR(x) = χ(x/R). (2.1)
Definition 2.1. For α ∈ R and p ∈ [1,∞), the Bessel potential space Hα,p is defined by
Hα,p := (I − ∆)−α/2(Lp)
with norm
‖ f ‖α,p := ‖(I − ∆)α/2 f ‖p,
where ‖ · ‖p is the usual Lp-norm. We also denote by Hα,ploc the space of all the distribution f ∈ D ′
with fχR ∈ Hα,p for any R > 0, which is the local Bessel potential space.
For α ∈ (0, 2) and p ∈ (1,∞), by Mihlin’s multiplier theorem, we have
‖ f ‖α,p ≍ ‖(I − ∆α/2) f ‖p ≍ ‖ f ‖p + ‖∆α/2 f ‖p, (2.2)
where ∆α/2 := −(−∆)α/2 is the usual fractional Laplacian, which has the following alternative
expression up to a multiplying constant,
∆
α/2 f (x) = P.V.
∫
Rd
f (x + y) − f (x)
|y|d+α dy,
where P.V. stands for Cauchy’s principle value. Clearly, if we write
Γα( f , g)(x) :=
∫
Rd
( f (x + y) − f (x))(g(x + y) − g(x)) dy|y|d+α ,
then
∆
α/2( f g) = ∆α/2 f · g + f · ∆α/2g + Γα( f , g). (2.3)
Notice that the following Sobolev’s embedding holds:
Hα,p ⊂

∩q∈[p,dp/(d−pα)] Lq, if pα < d,
Cα−d/p ∩ (∩q>pLq), if pα > d,
(2.4)
where Cα−d/p is the usual Ho¨lder space. Moreover, for any α ∈ (0, 1] and p ∈ (1,∞), there is a
constant C = C(α, p, d) > 0 such that for all f ∈ Hα,p (see [1, Theorem 2.36]),
‖ f (· + y) − f (·)‖p 6 C|y|α‖∆α/2 f ‖p, (2.5)
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and if pα > d, then for all f ∈ Hα,p and x, y ∈ Rd,
| f (x + y) − f (x)| 6 C|y|α− dp ‖∆α/2 f ‖p, (2.6)
and the following Gagliardo-Nirenberg’s inequality holds: for p > 1 and 0 < α < β 6 1, and all
f ∈ Hβ,p ∩ L∞ (see [1, Theorem 2.44]),
‖∆α/2 f ‖pβ/α 6 C‖ f ‖1−α/β∞ ‖∆β/2 f ‖α/βp . (2.7)
The following simple lemma plays a basic role in this paper.
Lemma 2.2. Let p ∈ (1,∞) and α ∈ (0, 1] be fixed.
(i) For any p1, p2 ∈ [p,∞) with 1p 6 1p1 +
1
p2
< 1
p
+
α
d
, there is a constant C > 0 such that for
all f ∈ Hα,p1 and g ∈ Hα,p2 ,
‖ f g‖α,p 6 C‖ f ‖α,p1‖g‖α,p2 . (2.8)
In particular, if p > d/α, then Hα,p is an algebra under pointwise product.
(ii) For any p1 ∈ [p,∞) and p2 ∈ [ p1p1−1 ,∞) with
1
p
6
1
p1
+
1
p2
< 1
p
+
α
d
, there is a constant C > 0
such that for all f ∈ H−α,p1 and g ∈ Hα,p2 ,
‖ f g‖−α,p 6 C‖ f ‖−α,p1‖g‖α,p2 . (2.9)
Proof. (i) Below we fix p1, p2 ∈ [p,∞) so that 1p 6 1p1 +
1
p2
< 1
p
+
α
d
. By (2.3), one sees that
(I − ∆α/2)( f g) = (I − ∆α/2) f · g − f · ∆α/2g − Γα( f , g).
Let p′i :=
ppi
pi−p , i = 1, 2 and δ :=
d
p′
1
− d
p2
+α > 0. By Ho¨lder’s inequality, (2.4) and (2.5), we have
‖ f g‖α,p 6 ‖ f ‖α,p1‖g‖p′1 + ‖ f ‖p′2‖g‖α,p2 +
∫
Rd
‖ f (· + y) − f (·)‖p1‖g(· + y) − g(·)‖p′1
dy
|y|d+α
. ‖ f ‖α,p1‖g‖α,p2 + ‖ f ‖α,p1‖g‖δ,p′1
∫
Rd
(1 ∧ |y|α+δ) dy|y|d+α . ‖ f ‖α,p1‖g‖α,p2 .
Thus we get (2.8).
(ii) Let p′ := p
p−1 and p
′
1
:=
p1
p1−1 . By the assumption, one sees that
1
p′
1
6
1
p′ +
1
p2
< 1
p′
1
+
α
d
, p′, p2 ∈ [p′1,∞).
By duality and (2.8), we have
‖ f g‖−α,p = sup
‖h‖p′61
∣∣∣∣∣
∫
Rd
f g · (I − ∆)−α/2h
∣∣∣∣∣ 6 ‖ f ‖−α,p1 sup‖h‖p′61 ‖g(I − ∆)
−α/2h‖α,p′
1
. ‖ f ‖−α,p1‖g‖α,p2 sup
‖h‖p′61
‖(I − ∆)−α/2h‖α,p′ = ‖ f ‖−α,p1‖g‖α,p2 .
Thus we get (2.9). 
Remark 2.3. (i) By the above lemma, one sees that if f ∈ H±α,p1
loc
and g ∈ Hα,p2
loc
with p, p1, p2
being as in the lemma, then f g ∈ H±α,p
loc
. Moreover, from the proof of the lemma and by (2.7),
we also have
‖ f g‖−α,p 6 C‖ f ‖−α,p(‖g‖∞ + ‖∆α/2g‖p2), p2 > pp−1 ∨ dα . (2.10)
(ii) Let α ∈ R. For Ho¨lder-Besov space Cα, it is well known that for β > α > 0 (for example,
see [1] and [13]),
‖ f g‖C−α 6 C‖ f ‖C−α‖g‖Cβ .
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Compared with (2.9), the duality argument can not be used to show the above inequality for
β = α since the dual space of C−α does not equal Cα.
LetD0∞ be the set of all C1-diffeomorphisms on Rd:
D0∞ :=
{
Φ : Rd → Rd, ‖Φ‖D0∞ := ‖∇Φ‖∞ + ‖∇Φ−1‖∞ < ∞
}
.
Clearly, D0∞ is closed under the inverse operation, that is, Φ ∈ D0∞ implies Φ−1 ∈ D0∞. The
following lemma is easy by interpolation.
Lemma 2.4. Let Φ ∈ D0∞ be a C1-diffeomorphism. For any α ∈ [0, 1] and p > 1, there is a
constant C = C(α, d, p, ‖Φ‖D0∞) > 0 such that for all f ∈ Hα,p,
‖ f ◦ Φ‖α,p 6 C‖ f ‖α,p. (2.11)
Proof. By the change of variable, it is clear that
‖ f ◦Φ‖p 6 ‖ det(∇Φ−1)‖1/p∞ ‖ f ‖p. (2.12)
On the other hand, noticing that
∇( f ◦ Φ) = (∇ f ) ◦ Φ · ∇Φ,
we have
‖∇( f ◦ Φ)‖p 6 ‖(∇ f ) ◦ Φ‖p · ‖∇Φ‖∞ 6 ‖ det(∇Φ−1)‖1/p∞ ‖∇Φ‖∞‖∇ f ‖p.
Hence, (2.11) holds for α = 1. Noticing that TΦ : f 7→ f ◦ Φ is linear, by the interpolation
theorem, we get (2.11) for α ∈ [0, 1]. 
To perform Zvonkin’s transformation, we need to show that (2.11) holds for negative α. To
this aim, we introduce a subclass ofD0∞ as follows: For β ∈ (0, 1] and q ∈ (d/β,∞),
Dβq :=
{
Φ ∈ D0∞ : ‖Φ‖Dβq := ‖Φ‖D0∞ + ‖I − ∇Φ‖β,q < ∞
}
.
The following proposition shows thatDβq is closed under the inverse operation.
Proposition 2.5. Let β ∈ (0, 1] and q ∈ (d/β,∞). For any Φ ∈ Dβq, we have Φ−1 ∈ Dβq and
‖ det(∇Φ) − 1‖β,q, ‖ det(∇Φ−1) − 1‖β,q < ∞.
Proof. (i) Let U(x) := ∇Φ(x)− I. By the definition of the determinant of a matrix, one sees that
det(∇Φ) = det(I + U) = 1 + P(U), (2.13)
where P is a polynomial of (Ui j) without zero order term. Due to q > d/β, by (2.8) with
p1 = p2 = q, we have
U ∈ Hβ,q ⇒ Um ∈ Hβ,q for any m ∈ N⇒ P(U) ∈ Hβ,q. (2.14)
Hence,
‖ det(∇Φ) − 1‖β,q < ∞.
(ii) To prove Φ−1 ∈ Dβq, by definition it suffices to show ‖I − ∇Φ−1‖β,q < ∞. First of all, since
∇Φ−1 = (∇Φ)−1 ◦ Φ−1, by (2.11) we have
‖I − ∇Φ−1‖β,q . ‖I − (∇Φ)−1‖β,q = ‖(∇Φ)−1(∇Φ − I)‖β,q = ‖(∇Φ)−1U‖β,q.
Clearly,
‖(∇Φ)−1U‖q 6 ‖(∇Φ)−1‖∞‖U‖q < ∞.
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Noticing that
(∇Φ)−1(x + z) − (∇Φ)−1(x) = (∇Φ)−1(x) (U(x) − U(x + z)) (∇Φ)−1(x + z),
by definition (2.3), we can write
∆
β/2((∇Φ)−1U)(x) =
∫
Rd
[
(∇Φ)−1(x + z) − (∇Φ)−1(x)
]
U(x + z)
dz
|z|d+β +
(
(∇Φ)−1∆β/2U
)
(x)
=
∫
Rd
(∇Φ)−1(x) (U(x) − U(x + z)) ((∇Φ)−1U)(x + z) dz|z|d+β +
(
(∇Φ)−1∆β/2U
)
(x).
Let K(x, z) := ((∇Φ)−1U)(x + z). Since by (2.4) and (2.14),
‖∇Φ‖Cβ−d/q . ‖∇Φ‖β,q 6 ‖U‖β,q + 1 < ∞,
it is easy to see that
‖K(·, 0)‖∞ < ∞, |K(x, z) − K(x, 0)| . (1 ∧ |z|)β−d/q.
Therefore, by (2.5),
∥∥∥∆β/2((∇Φ)−1U)∥∥∥
q
6
∥∥∥∥∥
∫
Rd
(∇Φ)−1(·) (U(·) − U(· + z)) (K(·, z) − K(·, 0)) dz|z|d+β
∥∥∥∥∥
q
+
∥∥∥(∇Φ)−1(∆β/2U)K(·, 0)∥∥∥
q
+
∥∥∥(∇Φ)−1∆β/2U∥∥∥
q
. ‖(∇Φ)−1‖∞
∫
Rd
‖U(·) − U(· + z)‖q(1 ∧ |z|)β−d/q dz|z|d+β
+ ‖(∇Φ)−1‖∞‖∆β/2U‖q‖K(·, 0)‖∞ + ‖(∇Φ)−1‖∞‖∆β/2U‖q
. ‖U‖β,q
∫
Rd
(1 ∧ |z|)2β−d/q dz|z|d+β + ‖U‖β,q < ∞.
The proof is complete. 
Now we can show an analogous version of (2.11) for α < 0, which is crucial for applying
Zovnkin’s transformation.
Lemma 2.6. Let Φ ∈ Dβq for some β ∈ (0, 1) and q ∈ (d/β,∞). For any α ∈ [0, β] and p > dd−α ,
there is a constant C = C(α, β, d, p, ‖Φ‖Dβq) > 0 such that for all f ∈ H−α,p,
‖ f ◦ Φ‖−α,p 6 C‖ f ‖−α,p. (2.15)
Proof. By a density argument, we may assume f ∈ D . Letting p′ := p/(p − 1), we have
‖ f ◦Φ‖−α,p = sup
‖g‖p′61
∣∣∣∣∣
∫
Rd
f ◦Φ(x) · (I − ∆)−α/2g(x)dx
∣∣∣∣∣
= sup
‖g‖p′61
∣∣∣∣∣
∫
Rd
f (x) · (I − ∆)−α/2g ◦ Φ−1(x) ·
∣∣∣det(∇Φ−1(x))∣∣∣ dx
∣∣∣∣∣
6 ‖ f ‖−α,p sup
‖g‖p′61
∥∥∥(I − ∆)−α/2g ◦ Φ−1 · det(∇Φ−1)∥∥∥
α,p′ .
Write Gα := (I − ∆)−α/2g ◦ Φ−1. Since p > dd−α and q > dβ , we can choose p2 > p′ so that
1
q
− β−α
d
6
1
p2
< α
d
< 1
p′ .
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Thus, by (2.8) with p1 = p
′ and the above p2,
‖ f ◦ Φ‖−α,p . ‖ f ‖−α,p sup
‖g‖p′61
( ∥∥∥Gα · (det(∇Φ−1) − 1)∥∥∥α,p′ + ‖Gα‖α,p′
)
. ‖ f ‖−α,p sup
‖g‖p′61
‖Gα‖α,p′
(
‖ det(∇Φ−1) − 1)‖α,p2 + 1
)
(2.11),(2.4)
. ‖ f ‖−α,p
(
‖ det(∇Φ−1) − 1)‖β,q + 1
)
,
which gives (2.15) since ‖ det(∇Φ−1) − 1)‖β,q is finite by Proposition 2.5. 
Remark 2.7. By estimate (2.15), for any Φ ∈ Dβq and f ∈ H−α,ploc with β, q and α, p being as in
the above lemma, we can define a distribution f ◦ Φ by
〈 f ◦Φ, g〉 = 〈 f , g ◦Φ−1 · | det(∇Φ−1)|〉, g ∈ D .
In particular, it makes sense that ( f ◦Φ−1) ◦ Φ = f for any f ∈ H−α,p
loc
.
3. Martingale problems and weak solutions
Let C be the space of all continuous functions from R+ to R
d, which is endowed with the
usual Borel σ-field B(C). All the probability measures over (C,B(C)) is denoted by P(C). Let
wt be the coordinate process over C, that is,
wt(ω) = ωt, ω ∈ C.
For t > 0, let Bt(C) be the natural filtration generated by {ws : s 6 t}. For given R > 0, we shall
use the following truncated Bt(C)-stopping time
τR := inf{t > 0 : |wt| > R}. (3.1)
Notice that for each ω ∈ C, it automatically holds that
lim
R→∞
τR(ω) = ∞. (3.2)
For a probability measure P ∈ P(C), the expectation with respect to P will be denoted by EP or
simply by E if there is no confusion.
Now we introduce the following important notion for later use.
Definition 3.1. (Local Krylov’s estimate) Let α ∈ [0, 1] and p > 1. We call a probability
measure P ∈ P(C) satisfy local Krylov’s estimate with indices α, p if for any T > 0 and R > 1,
there are positive constants CT,R and γ such that for all f ∈ C∞, 0 6 t0 < t1 6 T and τ 6 τR,
E
∣∣∣∣∣∣
∫ t1∧τ
t0∧τ
f (ws)ds
∣∣∣∣∣∣
2
6 CT,R(t1 − t0)1+γ‖ fχR‖2−α,p. (3.3)
If CT,R does not depend on R, then the above estimate will be called global Krylov’s estimate.
All the probability measure P with property (3.3) is denoted by K αp (C).
About this definition we have the following useful consequence.
Proposition 3.2. Let α ∈ [0, 1], p > 1 and P ∈ K αp (C). For any f ∈ H−α,ploc , there is a continuous
Bt(C)-adapted process A ft such that for any mollifying approximation fn = f ∗ρn and any T > 0,
lim
n→∞
E
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
fn(ws)ds − A ft
∣∣∣∣∣∣ ∧ 1
)
= 0. (3.4)
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Moreover, for each R > 1, the mapping H−α,p ∋ f 7→ A f·∧τR ∈ L2(C, P;C([0, T ])) is a bounded
linear operator, where τR is defined in (3.1), and for all 0 6 t0 < t1 6 T,
E
∣∣∣A ft1∧τR − A ft0∧τR
∣∣∣2 6 CT,R(t1 − t0)1+γ‖ fχR‖2−α,p, (3.5)
where the constants CT,R and γ are the same as in (3.3).
Proof. Let R > 1. For any f ∈ C∞ and T > 0, by (3.3) and Kolmogorov’s continuity criterion
(see [23]), we have
E
 sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t∧τR
0
f (ws)ds
∣∣∣∣∣∣
2
 6 CT,R‖ fχR‖2−α,p.
In particular, applying this to smooth function fn − fm, we get
lim
n,m→∞
E
 sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t∧τR
0
( fn − fm)(ws)ds
∣∣∣∣∣∣
2
 6 CT,R lim
n,m→∞
‖( fn − fm)χR‖2−α,p
= CT,R lim
n,m→∞
‖(( fχ2R)n − ( fχ2R)m)χR‖2−α,p
(2.9)
6 C′T,R lim
n,m→∞
‖( fχ2R)n − ( fχ2R)m‖2−α,p = 0,
which means that (
∫ ·∧τR
0
fn(ws)ds)n∈N is a Cauchy sequence in L2(C, P;C([0, T ])). So, for each
R > 1, there is a continuous Bt(C)-adapted process A f ,Rt such that for all T > 0,
lim
n→∞
E
 sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t∧τR
0
fn(ws)ds − A f ,Rt
∣∣∣∣∣∣
2
 = 0.
In particular, there is a P-null set N such that for all ω < N and R,R′ ∈ N with R < R′,
A
f ,R
t (ω) = A
f ,R′
t (ω), ∀t < τR(ω).
Since limR→∞ τR(ω) = ∞ (see (3.2)), we may define a continuos adapted process A ft on R+ by
A
f
t (ω) := A
f ,R
t (ω), t 6 τR(ω), ω < N.
Now for any ε > 0, by Chebyshev’s inequality we have
P
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
fn(ws)ds − A ft
∣∣∣∣∣∣ > ε
)
6 P
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t∧τR
0
fn(ws)ds − A ft
∣∣∣∣∣∣ > ε
)
+ P(τR 6 T )
6 E
 sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t∧τR
0
fn(ws)ds − A ft
∣∣∣∣∣∣
2
 /ε2 + P(τR 6 T ),
which converges to zero by first letting n → ∞ and then R → ∞ and (3.2). Thus, we get (3.4).
As for (3.5), it follows by (3.3). 
Remark 3.3. (i) Estimate (3.5) implies that t 7→ A ft is a locally zero energy process, that is,
for any R > 1,
lim
δ→0
sup
{Πt:mesh(Πt)<δ}
n∑
i=0
E|A fti+1∧τR − A fti∧τR |2 = 0,
where Πt := {t0, t1, · · · , tn} denotes a partition of [0, t].
(ii) If f ∈ Lq
loc
(Rd) with q > pd/(d + pα), then t 7→ A ft is absolutely continuous and
A
f
t =
∫ t
0
f (ws)ds.
Indeed, it follows by Sobolev’s embedding L
q
loc
⊂ H−α,p
loc
.
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Definition 3.4. (Martingale Problem) Let α ∈ [0, 1] and p > 1. We call a probability measure
P ∈ K αp (C) a martingale solution of SDE (1.1) with starting point x ∈ Rd if for any f ∈ C∞,
M
f
t := f (wt) − f (x) −
∫ t
0
(L σ f )(ws)ds − Ab·∇ ft (3.6)
is a continuous localBt(C)-martingale with M f0 = 0 under P, provided that b·∇ f ∈ H−α,ploc , where
L σ f := σikσ jk∂i∂ j f /2. All the martingale solution P ∈ K αp (C) of SDE (1.1) with coefficients
σ, b and starting point x is denoted by M
α,p
σ,b
(x).
Remark 3.5. (i) In the above definition, in order to make A
b·∇ f
t well defined, we need to at
least assume b ∈ H−α,p
loc
by Proposition 3.2 and Lemma 2.2. The localization sequence of
stopping times for M
f
t being a martingale can be taken as τn (see (3.1)). Moreover, for
P ∈ M α,p
σ,b
(x), due to M
f
0
= 0, we have P(w0 = x) = 1.
(ii) Trivially M 0,∞
σ,b
(x) is the usual notion of martingale solutions (see [25]).
As a direct consequence of martingale solutions, we have
Lemma 3.6 (Generalized Itoˆ’s formula). Let α ∈ (0, 1
2
], p > d
1−α and β ∈ [α, 1], q ∈ (dβ ,∞).
Suppose σ ∈ Hβ,q
loc
and b ∈ H−α,p
loc
. For any f ∈ H2−α,p
loc
and P ∈ M α,p
σ,b
(x),
M
f
t := f (wt) − f (x) − A(L
σ
+b·∇) f
t
is a continuous local Bt(C)-martingale under P.
Proof. Let fn := f ∗ ρn be the mollifying approximation of f . Fix R > 0. By Definition 3.4, the
process t 7→ M fnt∧τR is a continuous martingale. Since P(limR→∞ τR = ∞) = 1, it suffices to show
lim
n→∞
E
(
sup
t∈[0,T ]
|M fnt∧τR − M
f
t∧τR |2
)
6 4 lim
n→∞
E|M fn
T∧τR − M
f
T∧τR |2 = 0, R > 0,
where the first inequality is due to Doob’s maximal inequality. By (3.5), we only need to show
lim
n→∞
‖(L σ + b · ∇)( fn − f ) · χR‖−α,p = 0.
Since f ∈ H2−α,p
loc
, for any R > 1, we have ∇2( fχR) ∈ H−α,p. Noticing σ ∈ Hβ,qloc , by (2.9) with
p1 = p and p2 = qd/(d − q(β − α)) > d/α > p/(p − 1), one sees that
‖(L σ( fn − f ))χR‖−α,p = ‖(L σχ2R(( fn − f )χ2R))χR‖−α,p
. ‖L σχ2R(( fn − f )χ2R)‖−α,p . ‖∇2(( fn − f )χ2R)‖−α,p‖(σχ2R)(σχ2R)∗‖α,p2
(2.4)
. ‖∇2(( fn − f )χ2R)‖−α,p . ‖( fn − f )χ2R‖2−α,p → 0 as n→ ∞.
Similarly, for p1 = p and p2 = pd/(d − p(1 − 2α)) > d/α, we have
‖b · ∇( fn − f ) · χR‖−α,p = ‖bχR · ∇(( fn − f )χ2R)‖−α,p
(2.9)
. ‖bχR‖−α,p‖∇(( fn − f )χ2R)‖α,p2
. ‖bχR‖−α,p‖( fn − f )χ2R‖1+α,p2
(2.4)
. ‖bχR‖−α,p‖( fn − f )χ2R‖2−α,p → 0.
The proof is complete. 
Proposition 3.7. (Zvonkin’s transformation) Let α ∈ (0, 1
2
], p > d
1−α and β ∈ [α, 1], q ∈ (dβ ,∞).
Suppose that σ ∈ Hβ,q
loc
, b ∈ H−α,p
loc
and Φ ∈ D1−αp . Define
σ˜ := (∇Φ · σ) ◦ Φ−1, b˜ := (L σΦ + b · ∇Φ) ◦ Φ−1. (3.7)
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Then we have
(i) b˜ ∈ H−α,p
loc
and σ˜ ∈ Hβ′,q′
loc
for β′ := β ∧ (1 − α) and
1
q′ :=

1
q
∨
(
1
p
− 1−α−β
d
)
, β ∈ [α, 1 − α],
1
p
∨
(
1
q
− α+β−1
d
)
, β ∈ (1 − α, 1],
(3.8)
and also q′ > d/β′.
(ii) For any x ∈ Rd, it holds that
P ∈ M α,p
σ,b
(x) ⇔ P ◦Φ−1 ∈ M α,p
σ˜,b˜
(Φ(x)). (3.9)
Here P ◦ Φ−1 means that for A ∈ B(C), P ◦Φ−1(A) = P ({ω : Φ(w·(ω)) ∈ A}).
Proof. (i) It follows by Remark 2.3 (i), Lemmas 2.4 and 2.6.
(ii) Since β′ ∈ [α, 1) and q′ > d/β′, by symmetry, we only show ⇒. To show that P ◦ Φ−1
is a martingale solution of SDE (1.1) with coefficients σ˜ and b˜, one only needs to check that
P ◦Φ−1 ∈ K αp (C) and for any f ∈ C∞,
M˜
f
t := f (wt) − f (w0) −
∫ t
0
L
σ˜ f (ws)ds − Ab˜·∇ ft
is a continuous local Bt(C)-martingale under P ◦Φ−1. First of all, since Φ is a homeomorphism,
there is an R′ > R large enough so that for any τ 6 τR,
τ ◦ Φ 6 τR ◦ Φ 6 τR′ ,
and τ ◦ Φ is also a Bt(C)-stopping time. Thus, for any τ 6 τR and 0 6 t0 < t1 6 T , we have
E
P◦Φ−1
∣∣∣∣∣∣
∫ t1∧τ
t0∧τ
f (ws)ds
∣∣∣∣∣∣
2
= E
∣∣∣∣∣∣
∫ t1∧τ◦Φ
t0∧τ◦Φ
( fχR) ◦ Φ(ws)ds
∣∣∣∣∣∣
2
(3.3)
6 CR′,T (t1 − t0)1+γ‖( fχR) ◦ Φ · χR′‖2−α,p
(2.8),(2.15)
6 CR′,T (t1 − t0)1+γ‖ fχR‖2−α,p.
Next we show that M˜
f
t is a continuous local Bt(C)-martingale under P ◦ Φ−1. By definition,
it suffices to prove that M˜
f
t ◦ Φ is a continuous local Bt(C)-martingale under P. Noticing that
∇( f ◦ Φ) = (∇ f ) ◦ Φ · ∇Φ,
and in the distributional sense,
∂2i j( f ◦ Φ) = (∂k f ) ◦Φ · ∂2i jΦk + (∂2i′ j′ f ) ◦ Φ · ∂iΦi
′ · ∂ jΦ j′ ,
we have
(L σ˜ f ) ◦ Φ = L σ( f ◦ Φ) −L σΦ · ∇ f ◦ Φ, (3.10)
and by Remark 2.7,
(b˜ · ∇ f ) ◦ Φ = L σΦ · ∇ f ◦ Φ + b · ∇( f ◦Φ). (3.11)
Hence,
M˜
f
t ◦ Φ = f ◦ Φ(wt) − f ◦ Φ(w0) −
∫ t
0
(L σ˜ f ) ◦ Φ(ws)ds − A(b˜·∇ f )◦Φt
= f ◦ Φ(wt) − f ◦ Φ(w0) − AL
σ( f◦Φ)
t − Ab·∇( f◦Φ)t .
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Moreover, since by (2.8) and (2.11),
‖∇( f ◦Φ) · χR‖1−α,p = ‖(∇ f ) ◦Φ · ∇Φ · χR‖1−α,p
6 ‖((∇ f ) ◦Φ) · χR · (∇Φ − I)‖1−α,p + ‖(∇ f ) ◦ Φ · χR‖1−α,p
. ‖(∇ f ) ◦Φ · χR‖1−α,p · ‖∇Φ − I‖1−α,p + ‖∇ f · (χR ◦Φ−1)‖1−α,p < ∞,
we have f ◦ Φ ∈ H2−α,p
loc
. By Lemma 3.6, M˜
f
t ◦ Φ = M f◦Φt is a continuous local martingale with
respect to P. 
Remark 3.8. The importance of (3.9) lies in the fact that if there is one and only one element
in M
α,p
σ˜,b˜
(Φ(x)), then there is automatically one and only one element in M
α,p
σ,b
(x). Moreover, the
heat kernel estimates and ergodicity can also be derived by (3.9).
Next we introduce the notion of weak solutions and discuss the relationship between martin-
gale solutions and weak solutions.
Definition 3.9 (Weak solutions). Letσ be locally bounded and b ∈ H−α,p
loc
for some α ∈ [0, 1] and
p > 1. Let (X, B) be two Rd-valued continuous adapted processes on some filtered probability
space (Ω,F , (Ft)t>0,P). We call (Ω,F , (Ft)t>0,P; X, B) a weak solution of SDE (1.1) with
starting point x ∈ Rd if B is an Ft-Brownian motion and
Xt = x +
∫ t
0
σ(Xs)dBs + A
b
t , ∀t > 0, P − a.s., (3.12)
where Abt := limn→∞
∫ t
0
bn(Xs)ds in the sense of u.c.p., and bn ∈ C2(Rd) is any approximation
sequence of b so that for each R > 0,
lim
n→∞
‖(bn − b)χR‖−α,p = 0.
Here Abt does not depend on the choice of approximation sequence bn ∈ C2(Rd) of b.
Remark 3.10. If P ◦ X−1 ∈ K αp (C), then the above limit Abt = limn→∞
∫ t
0
bn(Xs)ds does exist.
Indeed, as in Proposition 3.2, for any f ∈ H−α,p
loc
, there is a unique continuous Ft-adapted
process A
f
t such that for any T,R > 0,
E
 sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t∧ηR
0
fn(Xs)ds − A ft
∣∣∣∣∣∣
2
 6 CT,R‖( fn − f )χR‖2−α,p,
where fn := f ∗ρn and ηR := inf{t > 0 : |Xt| > R}. Moreover, we also have for all 0 6 t0 < t1 6 T ,
E
∣∣∣A ft1∧ηR − A ft0∧ηR
∣∣∣2 6 CT,R(t1 − t0)1+γ‖ fχR‖2−α,p. (3.13)
To show the equivalence between weak solutions and martingale solutions, we need the fol-
lowing Itoˆ’s formula established by Fo¨llmer in [12] and a stochastic version of Young’s integral.
Lemma 3.11. Let Xt = X0 + Mt + At be a Dirichlet process, where Mt is a continuous local
martingale, and At is a locally zero energy process (see Remark 3.3 (i)). For any f ∈ C2, we
have
f (Xt) − f (X0) =
∫ t
0
∂i f (Xs)dM
i
s +
∫ t
0
∂i f (Xs)dA
i
s +
1
2
∫ t
0
∂i j f (Xs)d[M
i,M j]s,
where
∫ t
0
∂i f (Xs)dA
i
s is defined as the limit in probability of the usual Riemmanian sum.
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Let p > 1 and β > 0. For a stochastic process At and T > 0, we write
Hβ,p
T
(A) := ‖A0‖Lp(Ω) + sup
s,t,s,t∈[0,T ]
‖At − As‖Lp(Ω)
|t − s|β .
The following lemma is a slight extension of [2, Lemma 2.2], which can be considered as an
analogue of usual Young’s integral.
Lemma 3.12. Let A,K be two stochastic processes and p, q, r ∈ [1,∞) with 1
r
=
1
p
+
1
q
. Suppose
that for any T > 0, there are γ, β ∈ (0, 1] with γ + β > 1 such that
Hβ,p
T
(A) < ∞, Hγ,q
T
(K) < ∞.
For n ∈ N and s > 0, define sn := [2ns]2−n, where [a] denotes the integer part of real number
a. Then for any T > 0,
∫ ·
0
KsndAs converges in C([0, T ]; L
r(Ω)) and the limit is denoted by∫ ·
0
KsdAs. Moreover, there is a constant C > 0 depending only on β, γ and T such that for all
t ∈ [0, T ], ∥∥∥∥∥∥
∫ t
0
KsndAs −
∫ t
0
KsdAs
∥∥∥∥∥∥
Lr(Ω)
6 CHγ,q
T
(K)Hβ,p
T
(A) 2−n(β+γ−1), (3.14)
and for all 0 6 t′ < t 6 T,∥∥∥∥∥∥
∫ t
t′
KsdAs
∥∥∥∥∥∥
Lr(Ω)
6 CHγ,q
T
(K)Hβ,p
T
(A) (t − t′)β. (3.15)
Proof. For simplicity of notation, we write δn
k
:= k2−n. Noticing that
∫ t
0
KsndAs =
[2nt]−1∑
k=0
Kδn
k
(
Aδn
k+1
− Aδn
k
)
+ K[2nt]2−n
(
At − A[2nt]2−n
)
,
we have ∫ t
0
(Ksn+1 − Ksn)dAs =
2[2nt]∑
k even
(
Kδn+1
k+1
− Kδn+1
k
)(
Aδn+1
k+2
− Aδn+1
k+1
)
+ Rnt ,
where
Rnt := 1{2nt−[2nt]>1/2}
(
K[2n+1t]2−n−1 − K[2nt]2−n
)(
At − A[2n+1t]2−n−1
)
.
Suppose 2−m < t − t′ 6 21−m for some m ∈ N. Then for n > m, we have∫ t
t′
(Ksn+1 − Ksn)dAs =
2[2nt]∑
k even,k>2[2nt′]
(
Kδn+1
k+1
− Kδn+1
k
)(
Aδn+1
k+2
− Aδn+1
k+1
)
+ Rnt − Rnt′ ,
and by Ho¨lder’s inequality,∥∥∥∥∥∥
∫ t
t′
(Ksn+1 − Ksn)dAs
∥∥∥∥∥∥
Lr(Ω)
6
2[2nt]∑
k even,k>2[2nt′]
‖Kδn+1
k+1
− Kδn+1
k
‖Lq(Ω)‖Aδn+1
k+2
− Aδn+1
k+1
‖Lp(Ω)
+
∥∥∥K[2n+1t]2−n−1 − K[2nt]2−n∥∥∥Lq(Ω)
∥∥∥At − A[2n+1t]2−n−1∥∥∥Lp(Ω)
+
∥∥∥K[2n+1t′]2−n−1 − K[2n t′]2−n∥∥∥Lq(Ω)
∥∥∥At′ − A[2n+1t′]2−n−1∥∥∥Lp(Ω)
6Hγ,q
T
(K)Hβ,p
T
(A)

2[2nt]∑
k even,k>2[2nt′]
2−n(β+γ) + 2−n(β+γ)

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6Hγ,q
T
(K)Hβ,p
T
(A) 3 · 2−n(β+γ−1)(t − t′).
Moreover, since 2−m < t − t′ 6 21−m, it is easy to see that∥∥∥∥∥∥
∫ t
t′
KsmdAs
∥∥∥∥∥∥
Lr(Ω)
6 2 sup
s∈[0,T ]
‖Ks‖Lq(Ω)Hβ,pT (A)(t − s)β.
Combining the above two inequalities, we get the desired result. 
Now we can show the following equivalence.
Proposition 3.13. Let P ∈ P(C) satisfy that for any T,R > 0 and s, t ∈ [0, T ],
E|wt∧τR − ws∧τR |2 6 CT,R|t − s|. (3.16)
Let α ∈ [0, 1] and p > 1. Assume that b ∈ H−α,p
loc
and σ, σ−1 are locally bounded. Then
P ∈ M α,p
σ,b
(x) if and only if there is a weak solution (Ω,F , (Ft)t>0,P; X, B) in the sense of
Definition 3.9 so that P ◦ X−1 = P ∈ K αp (C).
Proof. (i) Let (Ω,F , (Ft)t>0,P; X, B) be a weak solution of SDE (1.1) satisfying
P ◦ X−1 ∈ K αp (C). (3.17)
By (3.13), X is a Drichlet process. For any f ∈ C∞, by Lemma 3.11 we have
f (Xt) = f (x) +
∫ t
0
∇ f (Xs) · σ(Xs)dBs +
∫ t
0
L
σ f (Xs)ds +
∫ t
0
∇ f (Xs) · dAbt ,
where the last term in the right hand side is defined as the limit in probability of Riemannian
sum (see Lemma 3.11). To show P ◦ X−1 ∈ M α,p
σ,b
(x), by definition it suffices to prove that for
any t > 0, ∫ t
0
∇ f (Xs) · dAbt = Ab·∇ ft , P − a.s., (3.18)
where the right hand side is defined as in Remark 3.10. By (3.17) and Remark 3.10, we have
A
b·∇ f
t = lim
n→∞
∫ t
0
∇ f (Xs) · dAbns = lim
n→∞
∫ t
0
(bn · ∇ f )(Xs)ds in probability, (3.19)
where bn := b ∗ ρn, and for any T,R > 0 and s, t ∈ [0, T ],
E|Abnt∧ηR − Abns∧ηR |2 6 CT,R‖bnχR‖2−α,p|t − s|1+γ 6 C′T,R‖bχR‖2−α,p|t − s|1+γ,
where ηR := inf{t > 0 : |Xt| > R}, and also
E|Abt∧ηR − Abs∧ηR |2 6 C′T,R‖bχR‖2−α,p|t − s|1+γ. (3.20)
By (3.12) and (3.20), it is easy to see that for any T,R > 0 and s, t ∈ [0, T ],
E|∇ f (Xt∧ηR) − ∇ f (Xs∧ηR)|2 6 ‖∇2 f ‖2∞E|Xt∧ηR − Xs∧ηR |2 6 CT,R|t − s|.
Hence, by (3.14) with p = q = 2,
lim
m→∞
sup
n∈N∪{∞}
E
∣∣∣∣∣∣
∫ t∧ηR
0
∇ f (Xs) · dAbns −
∫ t∧ηR
0
∇ f (Xsm) · dAbns
∣∣∣∣∣∣
6 C lim
m→∞
sup
n∈N∪{∞}
(
H
1
2
,2
T
(∇ f (X·∧ηR))H
1+γ
2
,2
T
(Abn·∧ηR) 2
−mγ/2)
= 0,
where b∞ := b and sm := [2ms]2−m. Since P(limR→∞ ηR = ∞) = 1, we further have
lim
m→∞
sup
n∈N∪{∞}
P
(∣∣∣∣∣∣
∫ t
0
∇ f (Xs) · dAbns −
∫ t
0
∇ f (Xsm) · dAbns
∣∣∣∣∣∣ > ε
)
= 0, ∀ε > 0. (3.21)
On the other hand, since Abn → Ab in the sense of u.c.p., for fixed m ∈ N, by writing the integral
as a discretization sum, we have∫ t
0
∇ f (Xsm) · dAbns
n→∞−→
∫ t
0
∇ f (Xsm) · dAbs in probability,
which, together with (3.21) and (3.19), implies (3.18).
(ii) Suppose that P ∈ M α,p
σ,b
(x) satisfies (3.16). By choosing f (x) = xi in (3.6), one sees that
Mit := w
i
t − xi − Ab
i
t is a continuous local martingale under P. By Lemma 3.11 again, we get
witw
j
t − xix j =
∫ t
0
(w jsdM
i
s + w
i
sdM
j
s) +
∫ t
0
(w jsdA
bi
s + w
i
sdA
b j
s ) + [M
i,M j]t.
On the other hand, for any i, j = 1, · · · , d, if we choose f (x) = xix j in (3.6), then
witw
j
t − xix j − Ax
jbi
t − Ax
ib j
t −
∫ t
0
ai j(ws)ds
is also a continuous local martingale. As in showing (3.18), by (3.16) and (3.5), we have
Ax
ib j
t =
∫ t
0
wisdA
b j
s , i, j = 1, · · · , d.
Hence,
[Mi,M j]t =
∫ t
0
ai j(ws)ds.
Now we define
Bt :=
∫ t
0
σ−1(ws)dMs, t > 0.
Since σ−1 is locally bounded, B is a continuous Bt(C)-local martingale under P and by defini-
tion,
[Bi, B j]t = δi j t, i, j = 1, · · · , d.
By Le´vy’s characterization, B is a Bt(C)-Brownian motion under P. Moreover,
wt = x + A
b
t +
∫ t
0
σ(ws)dBs, P − a.s.
Thus (C,B(C), (Bt(C))t>0, P;w, B) is a weak solution in the sense of Definition 3.9. 
4. Cauchy problem for PDEs with distributional drifts
In this section we solve the following Cauchy problem of PDEs with distributional drifts:
∂tu = L
au − λu + b · ∇u + f , u(0) = ϕ. (4.1)
First of all we prepare two freezing lemmas in Bessel potential spaces for later use.
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Lemma 4.1. Let φ be a nonnegative and nonzero smooth function with compact support. Define
φz(x) := φ(x − z). For any α ∈ R and p ∈ (1,∞), there exists a constant C > 1 depending only
on α, p, φ such that for all f ∈ Hα,p,
C−1‖ f ‖α,p 6
(∫
Rd
‖φz f ‖pα,pdz
)1/p
6 C‖ f ‖α,p. (4.2)
Proof. Define
T φ f (z, x) := φz(x) f (x), x, z ∈ Rd.
Suppose that we have proved that for all 1 < p < ∞ and α ∈ R, there is a C > 0 such that
‖T φ f ‖Lp(Rd ;Hα,p) 6 C‖ f ‖α,p, (4.3)
that is, the right hand side estimate in (4.2) was proved, then the left hand side estimate follows
by a duality argument. In fact, letting p′ := p
p−1 , we have
‖ f ‖α,p = sup
‖g‖−α,p′61
∣∣∣∣∣
∫
Rd
f (x) · g(x)dx
∣∣∣∣∣ = sup‖g‖−α,p′61
∣∣∣∣∣
∫
Rd
∫
Rd
f (x) · g(x)φ2z (x)dzdx
∣∣∣∣∣
/ ∫
Rd
φ2
. sup
‖g‖−α,p′61
(∫
Rd
‖φz f ‖α,p‖φzg‖−α,p′dz
)
6 sup
‖g‖−α,p′61
‖T φ f ‖Lp(Rd ;Hα,p)‖T φg‖Lp′ (Rd ;H−α,p′ )
. ‖T φ f ‖Lp(Rd ;Hα,p) sup
‖g‖−α,p′61
‖g‖−α,p′ = ‖T φ f ‖Lp(Rd ;Hα,p).
To show (4.3), by a standard interpolation method, it suffices to prove it for α = 0,±2k, · · · .
For α = 0, 2, 4, · · · , it follows by the chain rule. For α = −2, still by duality, we have
‖T φ f ‖p
Lp(Rd ;H−2,p) =
∫
Rd
sup
‖g‖2,p′61
|〈φz f , g〉|pdz =
∫
Rd
sup
‖g‖2,p′61
|〈(I − ∆)−1 f , (I − ∆)(φzg)〉|pdz.
Recalling that
(I − ∆)(φzg) = −∆φz · g + φz · (I − ∆)g − 2∇φz · ∇g,
we have
|〈(I − ∆)−1 f , (I − ∆)(φzg)〉| 6 ‖(I − ∆)−1 f · ∆φz‖p‖g‖p′
+ ‖(I − ∆)−1 f · φz‖p‖(I − ∆)g‖p′ + 2‖(I − ∆)−1 f · ∇φz‖p‖∇g‖p′
.
(
‖(I − ∆)−1 f · ∆φz‖p + ‖(I − ∆)−1 f · φz‖p + ‖(I − ∆)−1 f · ∇φz‖p
)
‖g‖2,p′ .
Combining the above inequalities, we get
‖T φ f ‖p
Lp(Rd ;H−2,p) .
∫
Rd
(
‖(I − ∆)−1 f · ∆φz‖p + ‖(I − ∆)−1 f · φz‖p + ‖(I − ∆)−1 f · ∇φz‖p
)p
dz
. ‖(I − ∆)−1 f ‖pp = ‖ f ‖p−2,p.
For general α = −4,−6, · · · , it follows by similar calculations. 
Remark 4.2. In fact, a discretized version of Lemma 4.1 was proven in [17]. Our proof pre-
sented here is much simpler.
Lemma 4.3. For any γ ∈ (0, 1), p ∈ (d/γ,∞) and α ∈ [0, γ], there is a constant C =
C(d, α, γ, p) > 0 such that for all δ ∈ (0, 1) and z ∈ Rd,
‖( fz − f )χδz‖α,p 6 C‖∆γ/2 f ‖pδγ−α, (4.4)
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where fz := f (z) and χ
δ
z (x) := χδ(x − z), χδ is defined as (2.1). Moreover, for any continuous
function f with ‖∆γ/2 f ‖p < ∞, we have
lim
δ→0
sup
z
‖( fz − f )χδz‖α,p = 0. (4.5)
Proof. (i) We first consider the case α < γ. Since pγ > d, by (2.6) we have
‖( fz − f )χδz‖pp . ‖∆γ/2 f ‖ppδγp−d
∫
Rd
|χδ(x − z)|pdx . ‖∆γ/2 f ‖ppδγp. (4.6)
Noticing that
‖∆γ/2χδz‖p = ‖∆γ/2χδ‖p 6 δ−γ‖(∆γ/2χ)(·/δ)‖p . δ−γ+d/p,
by (2.5) and (2.6) we have for |y| 6 δ,
‖(( fz − f )χδz)(· + y) − ( fz − f )χδz‖p . ‖ f (· + y) − f ‖p‖χδz‖∞ + ‖( fz − f )(· + y)(χδz (· + y) − χδz )‖p
. |y|γ‖∆γ/2 f ‖p + ‖∆γ/2 f ‖pδγ−d/p‖χδz(· + y) − χδz‖p
. |y|γ‖∆γ/2 f ‖p(1 + δγ−d/p‖∆γ/2χδz‖p) . |y|γ‖∆γ/2 f ‖p.
Thus, by (2.3) and (4.6) we have
‖∆α/2(( fz − f )χδz)‖p 6
∫
Rd
‖( fz − f )χδz)(· + y) − ( fz − f )χδz‖p
dy
|y|d+α
. ‖∆γ/2 f ‖p
∫
|y|6δ
|y|γ dy|y|d+α + ‖∆
γ/2 f ‖pδγ
∫
|y|>δ
dy
|y|d+α
. δγ−α‖∆γ/2 f ‖p.
(ii) Next we consider the case α = γ. By definition, we have
∆
γ/2(( fz − f )χδz)(x) = ∆γ/2 f (x) · χδz(x) +
∫
Rd
( f (z) − f (x + y))(χδz (x + y) − χδz (x))
dy
|y|d+γ .
Clearly, we have
‖∆γ/2 f · χδz‖p . ‖∆γ/2 f ‖p.
To estimate the second term denoted by I δz (x), noticing that for |y| 6 δ,
χδz(x + y) − χδz (x) = 0 if |x − z| > 3δ,
we may write
‖I δz ‖pp =
∫
|x−z|63δ
∣∣∣∣∣∣
∫
|y|6δ
( f (z) − f (x + y))(χδz (x + y) − χδz (x))
dy
|y|d+γ
∣∣∣∣∣∣
p
dx
+
∫
|x−z|63δ
∣∣∣∣∣∣
∫
|y|>δ
( f (z) − f (x + y))(χδz (x + y) − χδz(x))
dy
|y|d+γ
∣∣∣∣∣∣
p
dx
+
∫
|x−z|>3δ
∣∣∣∣∣∣
∫
|y|>δ
( f (z) − f (x + y))(χδz (x + y) − χδz(x))
dy
|y|d+γ
∣∣∣∣∣∣
p
dx
=: I1 + I2 + I3.
For I1, by (2.6) we have
I1 . ‖∆γ/2 f ‖ppδγp−d
∫
|x−z|63δ
∣∣∣∣∣∣
∫
|y|6δ
|χδz(x + y) − χδz(x)|
dy
|y|d+γ
∣∣∣∣∣∣
p
dx
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. ‖∆γ/2 f ‖ppδγp−d
∫
|x−z|63δ
∣∣∣∣∣∣δ−1
∫
|y|6δ
dy
|y|d+γ−1
∣∣∣∣∣∣
p
dx . ‖∆γ/2 f ‖pp,
and
I2 .‖∆γ/2 f ‖pp
∫
|x−z|63δ
(∫
|y|>δ
|x + y − z|γ−d/p dy|y|d+γ
)p
dx
.‖∆γ/2 f ‖ppδd
(∫
|y|>δ
|y|−d−d/pdy
)p
. ‖∆γ/2 f ‖pp.
For I3, noticing that if |x − z| > 3δ, then χδz(x) = 0 and if |x + y − z| 6 2δ, then χδz(x + y) = 0, we
have
I3 =
∫
|x−z|>3δ
∣∣∣∣∣∣
∫
|y|>δ,|x+y−z|62δ
( f (z) − f (x + y))χδz (x + y)
dy
|y|d+γ
∣∣∣∣∣∣
p
dx
.
∫
|x−z|>3δ
∣∣∣∣∣∣
∫
|y|62δ
‖∆γ/2 f ‖pδγ−d/p dy
(|x − z| − 2δ)d+γ
∣∣∣∣∣∣
p
dx . ‖∆γ/2 f ‖pp.
Combining the above calculations, we obtain (4.4).
(iii) If α < γ, the limit (4.5) is obvious. If α = γ, letting f n = f ∗ ρn, by (4.4) we have
‖( fz − f )χδz‖α,p 6 ‖( f nz − f n)χδz‖α,p + ‖( f − f n)z − ( f − f n))χδz‖α,p
6 C
(
‖∇ f n‖pδ1−α + ‖∆α/2( f − f n)‖p
)
,
which gives (4.5) by first letting δ→ 0, then n →∞. 
For T > 0 and α ∈ R, 1 < p < ∞, we introduce the following Banach space:
H
α,p
T
:= Lp([0, T ];Hα,p).
We first show the following result about constant coefficient equation.
Theorem 4.4. Let a(x) = a be a constant symmetric positive definite matrix. Let λ > 0, α ∈ R,
p > 1 and T > 0. For any ϕ ∈ H2+α,p and f ∈ Hα,p
T
, there is a unique solution u ∈ H2+α,p
T
to the
Cauchy problem
∂tu = L
au − λu + f , u(0) = ϕ. (4.7)
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 only depending on the elliptic constant
of a and θ, p, d, T such that for all λ > 1,
λ1−
θ
2 ‖u‖
H
θ+α,p
T
6 C
(
λ1−
θ
2
− 1
p ‖ϕ‖θ+α,p + ‖ f ‖Hα,p
T
)
. (4.8)
Proof. Let Pat f (x) := E f (
√
2a · Bt + x) be the Gaussian heat semigroup with diffusion matrix√
2a. By Duhamel’s formula, the unique solution of (4.7) can be written as
u(t, x) = e−λtPat ϕ(x) +
∫ t
0
e−λ(t−s)Pat−s f (s, x)ds.
By [18, Theorem 1.1], we have
‖∇2u‖p
H
α,p
T
.
∫ T
0
‖∇2Pat ϕ‖pα,pdt +
∫ T
0
∥∥∥∥∥∥∇2
∫ t
0
Pat−s f (s, ·)ds
∥∥∥∥∥∥
p
α,p
dt . ‖ϕ‖p
2+α,p
+ ‖ f ‖p
H
α,p
T
.
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On the other hand, for any θ ∈ [0, 2), noticing that
‖Pat f ‖θ,p 6 Ct−θ/2‖ f ‖p, t > 0,
we have
‖u‖p
H
θ+α,p
T
.
∫ T
0
e−λpt‖Pat ϕ‖pθ+α,pdt +
∫ T
0
(∫ t
0
e−λ(t−s)‖Pat−s f (s, ·)‖θ+α,pds
)p
dt
.
(∫ T
0
e−λptdt
)
‖ϕ‖p
θ+α,p
+
∫ T
0
(∫ t
0
e−λ(t−s)(t − s)−θ/2‖ f (s, ·)‖α,pds
)p
dt
=
1 − e−λpT
λp
‖ϕ‖p
θ+α,p
+
∫ T
0
(∫ T
0
e−λss−θ/2‖ f (t − s, ·)‖α,p1{t−s>0}ds
)p
dt
. λ−1‖ϕ‖p
θ+α,p
+ λ
θp
2
−p‖ f ‖p
H
α,p
T
,
where the last step is due to Minkowskii’s inequality. The proof is complete. 
To show the corresponding result for variable coefficient a = σσ∗/2, we make the following
assumptions about σ:
(Hσ
β,q
) ‖∆β/2σ‖q < ∞ for some β ∈ (0, 1] and q ∈ (dβ ,∞), and there is a constant c0 > 1 such that
c−10 |ξ|2 6 |σ(x)ξ|2 6 c0|ξ|2, ∀x, ξ ∈ Rd. (4.9)
Theorem 4.5. Let β ∈ (0, 1) and q ∈ (d
β
,∞). Under (Hσ
β,q
), for any α ∈ [0, β] and p > d
d−α , there
is a λ0 > 1 large enough such that for all λ > λ0, T > 0 and any ϕ ∈ H2−α,p, f ∈ H−α,pT , there is
a unique u ∈ H2−α,p
T
solving the following PDE
u(t) = ϕ +
∫ t
0
[
(L a − λ)u(s) + f (s)
]
ds in H−α,p. (4.10)
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 such that for all λ > λ0,
λ1−
θ
2 ‖u‖
H
θ−α,p
T
6 C
(
λ1−
θ
2
− 1
p ‖ϕ‖2−α,p + ‖ f ‖Hα,p
T
)
. (4.11)
Proof. By the standard continuity method, it suffices to show the a priori estimate (4.11). We
use the freezing coefficient argument. Let φ be a nonnegative and nonzero smooth function with
support in B1 := {x ∈ Rd : |x| 6 1} and define for z ∈ Rd,
φδ(x) := δ−dφ(xδ−1), φδz(x) := φ
δ(x − z), az := a(z).
Multiplying both sides of PDE (4.10) by φδz , we have
∂t(φ
δ
zu) = L
az(φδzu) − λφδzu + fφδz + (L az −L a)(φδzu) −L aφδz · u − 2ai j∂iφδz∂ ju,
where the above equality holds in H−α,p for Lebesgue almost all t > 0. Let χδz(x) := χδ(x − z),
where χδ is defined as in (2.1). Noticing q >
d
β
, we can choose γ ∈ [α, β] and p2 > q such that
γ
qβ
=
1
p2
< α
d
< 1 − 1
p
.
Since χδz ≡ 1 on the support of φδz , we have χδz · ∇mφδz = ∇mφδz for m = 0, 1, 2. Thus, for any
θ ∈ [0, 2], by (4.8) and Lemma 2.2,
λ1−
θ
2 ‖φδzu‖Hθ−α,p
T
. λ1−
θ
2
− 1
p ‖ϕφδz‖θ−α,p + ‖ fφδz‖H−α,p
T
+ ‖(L az −L a)(φδzu)‖H−α,p
T
+ ‖L aφδz · u‖H−α,p
T
+ ‖ai j∂iφδz∂ ju‖H−α,p
T
19
. λ1−
θ
2
− 1
p ‖ϕφδz‖θ−α,p + ‖ fφδz‖H−α,p
T
+ ‖(az − a)χδz‖α,p2‖∇2(φδzu)‖H−α,p
T
+ ‖ai jχδz‖α,p2
(
‖∂i jφδz · u‖H−α,p
T
+ ‖∂iφδz∂ ju‖H−α,p
T
)
.
Here and below, the constant contained in . is independent of λ, δ and ε. Since σ is bounded
and ‖∆β/2σ‖q < ∞, by (2.3), (2.5) and (2.6), one sees that
‖a‖∞ + ‖∆β/2a‖q < ∞,
and by Gagliardo-Nirenberg’s inequality (2.7),
‖∆γ/2a‖p2 . ‖a‖1−γ/β∞ ‖∆β/2a‖γ/βq < ∞.
Thus for any ε > 0, by (4.5), we can choose δ small enough so that
sup
z
‖(az − a)χδz‖α,p2 6 ε.
Moreover, it is easy to see that
Cδ := sup
z
‖aχδz‖α,p2 < ∞.
Combining the above calculations, we get that for any ε > 0, there is a δ > 0 such that
λ1−
θ
2 ‖φδzu‖Hθ−α,p
T
. λ1−
θ
2
− 1
p ‖ϕφδz‖θ−α,p + ‖ fφδz‖H−α,p
T
+ ε‖φδzu‖H2−α,p
T
+Cδ
∑
i j
(
‖∂i jφδz · u‖H−α,p
T
+ ‖∂iφδz∂ ju‖H−α,p
T
)
.
Taking p-order power for both sides and then integrating with respect to z and by Lemma 4.1,
we get
λ1−
θ
2 ‖u‖
H
θ−α,p
T
. λ1−
θ
2
− 1
p ‖ϕ‖θ−α,p + ‖ f ‖H−α,p
T
+ ε‖u‖
H
2−α,p
T
+ Cδ‖u‖H1−α,p
T
.
Letting θ = 2, 1, respectively, and choosing first ε small enough and then λ large enough, we
obtain the desired estimate. 
As an easy corollary of the above result, we have
Theorem 4.6. Let α ∈ (0, 1
2
], p > d
1−α and β ∈ [α, 1], q ∈ (dβ ,∞). Under (Hσβ,q) and b ∈ H−α,p,
there is a λ0 > 1 large enough such that for all λ > λ0, T > 0 and any ϕ ∈ H2−α,p, f ∈ H−α,pT ,
there is a unique u ∈ H2−α,p
T
such that
u(t) = ϕ +
∫ t
0
[
(L a − λ + b · ∇)u(s) + f (s)
]
ds in H−α,p. (4.12)
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 which only depends on the parameters
and the constants in the assumptions,
λ1−
θ
2 ‖u‖
H
θ−α,p
T
6 C
(
λ1−
θ
2
− 1
p ‖ϕ‖2−α,p + ‖ f ‖H−α,p
T
)
. (4.13)
Proof. By the continuity method, we still only need to prove (4.13). Let bn = b ∗ ρn. By (4.11)
and (2.9) with p1 = p and p2 = pd/(d − p(1 − 2α)) > d/α, we have
λ1−
θ
2 ‖u‖
H
θ−α,p
T
6 C
(
λ1−
θ
2
− 1
p ‖ϕ‖2−α,p + ‖ f + b · ∇u‖H−α,p
T
)
6 Cλ1−
θ
2
− 1
p ‖ϕ‖2−α,p + ‖ f ‖H−α,p
T
+C‖b − bn‖−α,p‖∇u‖Hα,p2
T
+ C‖bn · ∇u‖Lp
T
(2.4)
6 Cλ1−
θ
2
− 1
p ‖ϕ‖2−α,p + ‖ f ‖H−α,p
T
+C‖b − bn‖−α,p‖u‖H2−α,p
T
+C‖bn‖∞‖u‖H1,p
T
.
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First choosing θ = 2 and n large enough so that C‖b − bn‖−α,p 6 1/2, then letting θ = 1 + α and
λ large enough so that C‖bn‖∞ 6 λ 1−α2 /4, we get (4.13). 
Remark 4.7. Notice that u satisfies (4.12) if and only if uλ(t, x) := e
λtu(t, x) satisfies
uλ(t) = ϕ +
∫ t
0
[
(L a + b · ∇)uλ(s) + eλs f (s)
]
ds in H−α,p.
We also have the following solvability to elliptic equations.
Theorem 4.8. Assume that one of the following two conditions holds:
(i) Let β ∈ (0, 1), q ∈ (d
β
,∞) and α ∈ (0, β], p > d
d−α . Assume that b = 0 and (H
σ
β,q
) hold.
(ii) Let α ∈ (0, 1
2
], p > d
1−α and β ∈ [α, 1], q ∈ (dβ ,∞). Assume that b ∈ H−α,p and (Hσβ,q) hold.
Then there is a λ0 > 1 large enough such that for all λ > λ0 and any f ∈ H−α,p, there is a unique
u ∈ H2−α,p such that
(L a − λ + b · ∇)u = f in H−α,p. (4.14)
Moreover, for any θ ∈ [0, 2], there is a constant C > 0 which only depends on the parameters
and the constants in the assumptions such that for all λ > λ0,
λ1−
θ
2 ‖u‖θ−α,p 6 C‖ f ‖−α,p. (4.15)
Proof. We only consider the case (ii). Case (i) is similar by Theorem 4.5. Let T > 0 and
φ : R → R be a nonzero smooth function with compact support in (0, T ). Let u ∈ H2−α,p solve
elliptic equation (4.14). Then u¯(t, x) := u(x)φ(t) satisfies the parabolic equation
∂tu¯ = (L
a − λ + b · ∇)u¯ + fφ + uφ′ in H−α,p.
For any θ ∈ [0, 2], by (4.13) we have
λ1−
θ
2 ‖u¯‖
H
θ−α,p
T
6 C‖ fφ + uφ′‖Hα,p
T
.
Hence,
λ1−
θ
2 ‖u‖θ−α,p‖φ‖Lp(0,T ) 6 C
(
‖ f ‖−α,p‖φ‖Lp(0,T ) + ‖u‖−α,p‖φ′‖Lp(0,T )
)
and
λ1−
θ
2 ‖u‖θ−α,p 6 C1‖ f ‖−α,p + C2‖u‖−α,p.
Choosing θ = 0 and λ > 2C2, we get the desired estimate. 
5. Main results and proofs
5.1. Statement of main results. We make the following assumptions about b:
(Hbα,p) b = b
(1)
+ b(2), where b(1) satisfies that for some ϑ > 0 and κ0, κ1, κ2 > 0,
〈x, b(1)(x)〉√
1 + |x|2
6 −κ0|x|ϑ + κ1, |b(1)(x)| 6 κ2(1 + |x|ϑ), (5.1)
and b(2) ∈ H−α,p for some α ∈ (0, 1
2
] and p ∈ ( d
1−α ,∞).
Our first main result is
Theorem 5.1. Let α ∈ (0, 1
2
], p ∈ ( d
1−α ,∞) and β ∈ [α, 1], q ∈ (dβ ,∞). Under (Hσβ,q) and (Hbα,p),
for any x ∈ Rd, there exists a unique martingale solution Px ∈ M α,pσ,b (x) to SDE (1.1). Moreover,
letting Ex := E
Px , we have the following conclusions:
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(i) For any T > 0 and m ∈ N, there is a constant CT > 0 such that for all 0 6 t0 < t1 6 T,
Ex|wt1 − wt0 |2m 6 CT (t1 − t0)m, (5.2)
and for all f ∈ H−α,p,
Ex
∣∣∣A ft1 − A ft0
∣∣∣2m 6 CT (t1 − t0)(2−α− dp )m‖ f ‖2m−α,p. (5.3)
(ii) If ϑ = 0 in (5.1), then for any ϕ ∈ H2−α,p, u(t, x) := Ptϕ(x) := Exϕ(wt) ∈ Lploc(R+;H2−α,p)
uniquely solves the following Cauchy problem in H−α,p,
∂tu = (L
a
+ b · ∇)u, u(0) = ϕ. (5.4)
Moreover, Pt admits a density p(t, x, y) enjoying the following two-sided estimate: for
some c1, c2 > 1 and all t > 0, x, y ∈ Rd,
c−11 t
−d/2e−c2 |x−y|
2/t
6 p(t, x, y) 6 c1t
−d/2e−c
−1
2
|x−y|2/t, (5.5)
and gradient estimate: for some c3, c4 > 0 and all t > 0, x, y ∈ Rd,
|∇xp(t, x, y)| 6 c3t−(d+1)/2e−c4 |x−y|2/t. (5.6)
(iii) If ϑ > 0 in (5.1), then Pt admits a unique invariant probability measure µ(dx) = ̺(x)dx
with ̺ ∈ Hγ,r, where γ ∈ (0, β ∧ (1 − α)] and r ∈ (1, d
d+γ−1 ).
Remark 5.2. The above (iii) seems to be new even for b(2) ≡ 0 although there are systematic
studies about the regularity of invariant measures ̺ in the monograph [4].
As an easy corollary of Theorem 5.1 and Proposition 3.13, we have
Corollary 5.3. Under the same assumptions of Theorem 5.1, there exists a unique weak solution
(Ω,F , (Ft)t>0,P; X, B) for SDE (1.1) so that P ◦ X−1 ∈ K αp (C).
In the above corollary, we require that the law of weak solution satisfies the local Krylov
estimate, that is, P ◦ X−1 ∈ K αp (C). This is crucial when we use Zvonkin’s transformation to
show the uniqueness. Nevertheless, under some extra assumptions (see (5.7) below), we can
directly prove such a priori estimate for any weak solutions as stated below.
Theorem 5.4. Let α ∈ (0, 1
2
), p ∈ ( d
1/2−α ,∞) and β ∈ [α, 1], q ∈ (dβ ,∞). Under (Hσβ,q) and (Hbα,p),
for any x ∈ Rd, there exists a unique weak solution to SDE (1.1) in the sense of Definition 3.9
so that for each T,R > 0 and s, t ∈ [0, T ],
E|Abt∧ηR − Abs∧ηR |4 6 CT,R|t − s|2(2−α−
d
p
), (5.7)
where ηR := inf{t > 0 : |Xt| > R}. Moreover, P ◦ X−1 ∈ K αp and the conclusions in Theorem 5.1
still hold.
Remark 5.5. In [2, Theorem 2.6], Bass and Chen require (5.7) to hold uniformly for bn.
5.2. SDE with dissipative drift. In this subsection, we consider SDE with dissipative drift
but without distributional part. First of all, we recall a stochastic Gronwall’s inequality due to
Scheutzew [24] (see also [26, Lemma 3.8]).
Lemma 5.6 (Stochastic Gronwall’s inequality). Let ξ(t) and η(t) be two nonnegative ca`dla`g
Ft-adapted processes, At a continuous nondecreasing Ft-adapted process with A0 = 0, Mt a
local martingale with M0 = 0. Suppose that
ξ(t) 6 η(t) +
∫ t
0
ξ(s)dAs + Mt, ∀t > 0. (5.8)
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Then for any 0 < q < p < 1 and stopping time τ, we have
[
E(ξ(τ)∗)q
]1/q
6
(
p
p−q
)1/q(
EepAτ/(1−p)
)(1−p)/p
E
(
η(τ)∗
)
, (5.9)
where ξ(t)∗ := sups∈[0,t] ξ(s).
We first show the following result.
Theorem 5.7. Suppose that b = b(1) satisfies (5.1), σ satisfies (4.9) and for some γ ∈ (0, 1)
|σ(x) − σ(y)| 6 c1|x − y|γ, ∀x, y ∈ Rd. (5.10)
For each x ∈ Rd, there is one and only one element in M 0,∞
σ,b
(x) denoted by Px. Moreover, letting
Ex := E
Px and Ptϕ(x) := Exϕ(wt), we have the following conclusions:
(a) For each m ∈ N, there is a constant C > 0 such that for all T > 0 and x ∈ Rd,
Ex
(
sup
t∈[0,T ]
|wt|m
)
+ Ex
(∫ T
0
|ws|m−1+ϑds
)
6 C(1 + |x|m + Tm), (5.11)
and for each T > 0, there is a constant CT > 0 such that for all 0 6 t0 < t1 6 T,
Ex|wt1 − wt0 |2m 6 CT |t1 − t0|m. (5.12)
(b) If ϑ = 0, then we have Ptϕ(x) =
∫
Rd
p(t, x, y)ϕ(y)dy with p(t, x, y) satisfying (5.5) and (5.6).
(c) If ϑ > 0, then Pt has a unique invariant probability measure.
Proof. (a) For n ∈ N, let χn be the cutoff function defined by (2.1) and define
bn(x) := b(x) · χn(x).
By [25, Theorem 7.2.1], there is a unique element Pnx ∈ M 0,∞σ,bn (x). Let h(y) := (1 + |y|2)m/2. By
(4.9) and (5.1), there are constants κ′
0
, κ′
1
> 0 independent of n such that for all |y| 6 n,
L
σh(y) + 〈∇h(y), bn(y)〉 6 −κ′0|y|m−1+ϑ + κ′1(|y|m−1 + 1).
Let τn be defined by (3.1) with R = n. By definition, one has
h(wt∧τn ) = h(x) +
∫ t∧τn
0
(
L
σh + bn · ∇h
)
(ws)ds + Mt∧τn
6 h(x) − κ′0
∫ t∧τn
0
|ws|m−1+ϑds + κ′1
∫ t
0
(|ws∧τn |m−1 + 1)ds + Mt∧τn ,
(5.13)
where M·∧τn is a continuous martingale under P
n
x. By Lemma 5.6, for any δ ∈ (0, 1), there is a
constant C > 0 such that for all T > 0 and x ∈ Rd,
E
P
n
x
(
sup
t∈[0,T ]
h(wt∧τn )
δ
)
6 Ch(x)δ + C
(
E
P
n
x
∫ T
0
(|ws∧τn |m−1 + 1)ds
)δ
.
In particular, taking δ = 1 − 1
m
and by Young’s inequality, we get
E
P
n
x
(
sup
t∈[0,T ]
|wt∧τn |m−1
)
6 C(1 + |x|m−1) +CT 1− 1m
(
E
P
n
x
(
sup
t∈[0,T ]
|wt∧τn |m−1 + 1
))1− 1
m
6 C(1 + |x|m−1) + 1
2
E
P
n
x
(
sup
t∈[0,T ]
|wt∧τn |m−1 + 1
)
+CTm−1.
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Here and below, the constant C > 0 is independent of n, T > 0 and x ∈ Rd. Hence, for any
m ∈ N,
E
P
n
x
(
sup
t∈[0,T ]
|wt∧τn |m−1
)
6 C(1 + |x|m−1 + Tm−1),
which implies
P
n
x(τn 6 T ) = P
n
x
(
sup
t∈[0,T ]
|wt∧τn | > n
)
6 C(1 + |x|m + Tm)/nm n→∞→ 0. (5.14)
Thus, by [25, p.250, Corollary 10.1.2], there is a unique Px ∈ M 0,∞σ,b (x) such that for all n ∈ N,
Px = P
n
x on Bτn(C), (5.15)
and so,
Ex
(
sup
t∈[0,T ]
|wt∧τn |m
)
6 C(1 + |x|m + Tm). (5.16)
Substituting (5.16) into (5.13), we also have
Ex
(∫ T∧τn
0
|ws|m−1+ϑds
)
6 C(1 + |x|m + Tm). (5.17)
By (5.14) and taking limits n → ∞ for (5.16) and (5.17), we get (5.11).
On the other hand, notice that
Mt := wt − y −
∫ t
0
bn(ws)ds is a continuous local martingale
with quadratic variation process
[Mi,M j]t :=
∫ t
0
a j j(ws)ds.
Hence, for each T > 0 and m ∈ N, by Burkholder’s inequality, there is a constant C > 0
independent of n such that for all 0 6 t0 < t1 6 T ,
Ex|wt1 − wt0 |2m 6 CEx
∣∣∣∣∣∣
∫ t1
t0
bn(ws)ds
∣∣∣∣∣∣
2m
+ CEx
∣∣∣Mt1 − Mt0 ∣∣∣2m
6 C|t1 − t0|2m−1Ex
∫ t1
t0
|bn(ws)|2mds + CEx
(∫ t1
t0
|a(ws)|ds
)m
6 C|t1 − t0|2m−1Ex
∫ t1
t0
(1 + |ws|2mϑ)ds + C(t1 − t0)m 6 C|t1 − t0|m.
(b) If ϑ = 0 in (5.1), then b is bounded measurable. Since σ is uniformly non-degenerate and
Ho¨lder continuous, it is well known that the semigroup Pt admits a density p(t, x, y) so that
Ptϕ(x) =
∫
Rd
ϕ(y)p(t, x, y)dy, and p(t, x, y) satisfies (5.5) and (5.6) (for example, see [5, Theo-
rem 1.1 and Section 4.2]).
(c) If ϑ > 0, then by (5.11) with m = 1 and the classical Bogoliubov-Krylov’s argument, there
exists an invariant probability measure associated with Pt. To show the uniqueness, as usual
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we show the strong Feller property and irreducibility of Pt. Let ϕ be a bounded measurable
function. For any t > 0 and x, y ∈ Rd, we have∣∣∣Exϕ(wt) − Eyϕ(wt)∣∣∣ = ∣∣∣Ex(ϕ(wt)1{t<τn}) − Ey(ϕ(wt)1{t<τn})∣∣∣ + ‖ϕ‖∞(Px(τn 6 t) + Py(τn 6 t))
6
∣∣∣EPnxϕ(wt) − EPnyϕ(wt)∣∣∣ + 2‖ϕ‖∞ (Pnx(τn 6 t) + Pny(τn 6 t)) . (5.18)
By (5.14), we have for any R > 0,
lim
n→∞
sup
|x|6R
P
n
x(τn 6 t) = 0.
Since for each t > 0, the mapping x 7→ EPnx f (wt) is continuous (see part (b)), letting x → y in
(5.18) and then n→ ∞, we obtain the continuity of x 7→ Pt f (x) = Ex f (wt).
Next we show the irreducibility of Pt. Fix x0, x ∈ Rd, t > 0 and a > 0. Choose n large enough
so that Dn := {y : |y| < n} contains x0 and Ba(x0) := {y : |y − x0| 6 a}. Notice that two-sided
estimate (5.5) for the heat kernel of Pnt holds (see part (b)). By [26, Theorem 7.11] or as in [8,
Theorem 2.2.4], one has
Px(wt ∈ Ba(x0)) > Px
(
wt ∈ Ba(x0); t < τn) = Pnx
(
wt ∈ Ba(x0); t < τn) > 0,
which means that Pt is irreducible. The proof is complete. 
Furthermore, we can show the following result.
Lemma 5.8. Assume (Hσ
β,q
) for some β ∈ (0, 1) and q > d/β, and b = b(1) satisfies (5.1). Let
γ ∈ (0, β] and ν > d
1−γ . For each x ∈ Rd, letting Px ∈ M 0,∞σ,b (x) be the unique element, there is a
constant C > 0 independent of x such that for all f ∈ C∞c (Rd) and T > 0,
Ex
(∫ T
0
f (ws)ds
)
6 C‖ f ‖−γ,ν (1 + T + |x|) . (5.19)
Moreover, for any T > 0 and m ∈ N, there is a constant CT > 0 such that for any f ∈ C∞c (Rd)
and 0 6 t0 < t1 6 T,
Ex
∣∣∣∣∣∣
∫ t1
t0
f (ws)ds
∣∣∣∣∣∣
2m
6 CT (t1 − t0)(2−γ− dν )m‖ f ‖2m−γ,ν. (5.20)
In particular, global Krylov’s estimate holds for Px, and M
0,∞
σ,b
(x) ⊂ M α,p
σ,b
(x).
Proof. Under the assumptions of the theorem, by (2.6), one sees that the assumptions of Theo-
rem 5.7 are satisfied. For each x ∈ Rd, let Px ∈ M 0,∞σ,b (x) be the unique element. By Proposition
3.13, there is a unique weak solution (Ω,F , (Ft)t>0,P; X, B) so that Px = P ◦ X−1 and the
following SDE is satisfied
Xt = x +
∫ t
0
σ(Xs)dBs +
∫ t
0
b(Xs)ds. (5.21)
Since a = σσ∗/2 is Ho¨lder continuous, by the classical Schauder theory of PDE (see [19, p.56,
Theorem 4.3.2]), for any f ∈ C∞c (Rd), there are λ > 0 and a unique u ∈ C2b(Rd) solving the
following PDE:
L
au − λu = f .
Moreover, since the assumption (i) of Theorem 4.8 is satisfied for α = γ and p = ν, by (4.15)
we also have
‖u‖2−γ,ν 6 C‖ f ‖−γ,ν. (5.22)
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Now by (5.21) and Itoˆ’s formula, we have
u(Xt) = u(x) +
∫ t
0
(L au + b · ∇u)(Xs)ds +
∫ t
0
(∇u · σ)(Xs)dBs
= u(x) +
∫ t
0
( f + λu + b · ∇u)(Xs)ds +
∫ t
0
(∇u · σ)(Xs)dBs.
(5.23)
Taking expectations and by (5.22), Sobolev’s embedding (2.4), we obtain
E
(∫ t
0
f (Xs)ds
)
6 (2 + λt)‖u‖∞ + ‖∇u‖∞E
(∫ t
0
|b(Xs)|ds
)
6 C‖ f ‖−γ,ν
(
1 + t + E
(∫ t
0
|Xs|ϑds
))
(5.11)
6 C‖ f ‖−γ,ν (1 + t + |x|) .
Thus, we get (5.19).
On the other hand, for 0 6 t0 < t1 6 T , since
Xt1 − Xt0 =
∫ t1
t0
b(Xs)ds +
∫ t1
t0
σ(Xs)dBs, (5.24)
by (5.23) and easy calculations, we have∫ t1
t0
f (Xs)ds = u(Xt1) − u(Xt0 ) −
∫ t1
t0
(λu + b · ∇u)(Xs)ds −
∫ t1
t0
(∇u · σ)(Xs)dBs
= (Xt1 − Xt0 ) ·
∫ 1
0
[
∇u(rXt1 + (1 − r)Xt0) − ∇u(Xt0)
]
dr − λ0
∫ t1
t0
u(Xs)ds
−
∫ t1
t0
b(Xs) · (∇u(Xs) − ∇u(Xt0))ds −
∫ t1
t0
(∇u(Xs) − ∇u(Xt0 )) · σ(Xs)dBs.
(5.25)
Let δ := 1 − γ − d
ν
. By Sobolev’s embedding (2.4) and (5.22),
|∇u(x) − ∇u(y)| . ‖∇u‖1−γ,ν|x − y|δ . ‖ f ‖−γ,ν|x − y|δ. (5.26)
By (5.25), (5.12), (5.26), Burkholder’s inequality and (5.22), we have
E
∣∣∣∣∣∣
∫ t1
t0
f (Xs)ds
∣∣∣∣∣∣
2m
. ‖ f ‖2m−γ,νE|Xt1 − Xt0 |2m(1+δ) + ‖ f ‖2m−γ,ν|t1 − t0|2m
+ E
(∫ t1
t0
|∇u(Xs) − ∇u(Xt0)|2ds
)m
. ‖ f ‖2m−γ,ν|t1 − t0|m(1+δ) + ‖ f ‖2m−γ,νE
(∫ t1
t0
|Xs − Xt0 |2δds
)m
. ‖ f ‖2m−γ,ν|t1 − t0|m(1+δ).
Thus we complete the proof. 
5.3. Proofs of Theorems 5.1 and 5.4. Let α ∈ (0, 1
2
], p ∈ ( d
1−α ,∞) and β ∈ [α, 1], q ∈ (dβ ,∞).
Below we assume (Hσ
β,q
) and (Hbα,p). By (ii) of Theorem 4.8, there exists a constant λ0 > 0 such
that for all λ > λ0, there is a unique u = uλ : R
d → Rd belonging to H2−α,p so that
(L a − λ + b(2) · ∇)u = −b(2) in H−α,p.
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By (4.15), for any θ ∈ [0, 2], there is a constant C > 0 such that for all λ > λ0,
λ1−
θ
2 ‖u‖θ−α,p 6 C‖b(2)‖−α,p. (5.27)
In particular, taking θ ∈ (1+α+ d
p
, 2) and by Sobolev’s embedding (2.4), we can choose λ large
enough so that
‖∇u‖∞ 6 1/2. (5.28)
Now, define
Φ(x) := x + u(x) : Rd → Rd.
By (5.28) and (5.27) with θ = 2, it is easy to see that
1
2
|x − y| 6 |Φ(x) −Φ(y)| 6 2|x − y|, ‖I − ∇Φ‖1−α,p = ‖∇u‖1−α,p 6 C‖b(2)‖−α,p. (5.29)
Hence, Φ ∈ D1−αp and
L
σ
Φ + b(2) · ∇Φ = λu in H−α,p. (5.30)
Define
σ˜ := (∇Φ · σ) ◦Φ−1, b˜ := (λu + b(1) · ∇Φ) ◦ Φ−1. (5.31)
We have the following key observation.
Lemma 5.9. For λ large enough, there are κ˜0, κ˜1, κ˜2 > 0 such that for all y ∈ Rd,
〈y, b˜(y)〉√
1 + |y|2
6 −κ˜0|y|ϑ + κ˜1 and |b˜(y)| 6 κ˜2(1 + |y|ϑ), (5.32)
where ϑ is the same as in (5.1). Moreover, σ˜ satisfies (Hσ
β′,q′) with β
′
= β ∧ (1 − α) and q′ being
defined by (3.8).
Proof. If ϑ = 0, there is nothing to prove (5.32). Below we assume ϑ > 0. First of all, it is clear
that
|b˜(y)| 6 λ‖u‖∞ + κ2(1 + |Φ−1(y)|ϑ)‖∇Φ‖∞ 6 κ˜2(1 + |y|ϑ).
Observing that
y = Φ−1(y) + u
(
Φ
−1(y)
)
, ∇Φ(x) = I + ∇u(x),
by the definition of b˜ and (5.1), we have
〈y, b˜(y)〉√
1 + |y|2
=
λ〈y, u(Φ−1(y))〉√
1 + |y|2
+
〈y, b(1)(Φ−1(y))〉√
1 + |y|2
+
〈y, (b(1) · ∇u)(Φ−1(y))〉√
1 + |y|2
6 λ‖u‖∞ +
〈
Φ
−1(y), b(1)
(
Φ
−1(y)
)〉
√
1 + |y|2
+
|b(1)(Φ−1(y))|(‖u‖∞ + ‖∇u‖∞|y|)√
1 + |y|2
6 λ‖u‖∞ +
(
κ2 − κ1|Φ−1(y)|ϑ
) √1 + |Φ−1(y)|2√
1 + |y|2
+ κ3(1 + |Φ−1(y)|ϑ)
‖u‖∞ + ‖∇u‖∞|y|√
1 + |y|2
.
By (5.27) and Sobolev’s embedding (2.4), we have limλ→∞ ‖∇uλ‖∞ = 0. The first estimate in
(5.32) follows by choosing λ large enough and (5.29). Moreover, by (i) of Proposition 3.7, σ˜
satisfies (Hσ
β′,q′). 
Now we can give
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Proof of Theorem 5.1. For each x ∈ Rd, by Proposition 3.7, Lemmas 5.9, 5.8 and Theorem 5.7,
the unique martingale solution Px ∈ M α,pσ,b (x) is given by
Px = P˜Φ(x) ◦ Φ, (5.33)
where P˜y ∈ M α,pσ˜,b˜ (y) is the unique martingale solution starting from y associated with σ˜, b˜. We
shall write E˜y := E
P˜y and P˜tϕ(y) := E˜yϕ(wt).
(i) It follows by (5.33) and Theorem 5.7, Lemma 5.8.
(ii) If ϑ = 0 in (5.1), then by (5.33), Lemma 5.9 and (ii) of Theorem 5.7, we have
p(t, x, y) = p˜(t,Φ(x),Φ(y)) det(∇Φ(y)),
where p˜(t, x, y) is the heat kernel of P˜t. Since p˜(t, x, y) enjoys the estimates (5.5) and (5.6), by
(5.29), it is easy to see that p(t, x, y) also enjoys the estimates (5.5) and (5.6).
Next we show the probabilistic representation part. For any ϕ ∈ ∩m∈NHm,p, by Theorem 4.6
and Remark 4.7, there is a unique uϕ ∈ H2−α,p
T
∩ H2,p
T
satisfies
uϕ(t) = ϕ +
∫ t
0
(L a˜ + b˜ · ∇)uϕ(s)ds. (5.34)
Since uϕ ∈ H2,p
T
, by applying generalized Itoˆ’s formula to (t, x) 7→ uϕ(T − t, x) (see [16, p.121]),
we get E˜xu
ϕ(0,wT ) = u
ϕ(T, x), i.e. E˜xϕ(wT ) = u
ϕ(T, x). Furthermore, for general ϕ ∈ H2−α,p, let
ϕn := ϕ ∗ ρn be the mollifying approximation. By Theorem 4.6, it is easy to see that
‖∂tuϕn − ∂tuϕ‖H−α,p
T
+ ‖uϕn − uϕ‖
H
2−α,p
T
6 C‖ϕn − ϕ‖2−α,p n→∞→ 0.
By taking limits for uϕn(t, x) = E˜xϕn(wt), we get the probabilistic representation for the unique
solution uϕ of (5.34):
uϕ(t, x) = E˜xϕ(wt) ∈ H2−α,pT , ϕ ∈ H2−α,p. (5.35)
Moreover, by (5.33) we have
Ptϕ(x) = E
Pxϕ(wt) = E
P˜Φ(x)◦Φϕ(wt) = (P˜t(ϕ ◦ Φ−1))(Φ(x)),
Since Φ ∈ D1−αp , by Lemmas 2.2, (2.4) and Proposition 2.5, we have
‖ϕ ◦ Φ−1‖2−α,p .‖ϕ ◦Φ−1‖p + ‖∇(ϕ ◦Φ−1)‖1−α,p = ‖ϕ‖p + ‖∇ϕ ◦ Φ−1 · ∇Φ−1‖1−α,p
.‖ϕ‖p + ‖∇ϕ‖1−α,p(‖∇Φ−1 − I‖1−α,p + 1) . ‖ϕ‖2−α,p.
Hence, by (5.35), P˜t(ϕ ◦ Φ−1) ∈ H2−α,pT and Ptϕ = P˜t(ϕ ◦ Φ−1) ◦ Φ ∈ H2−α,pT . By (3.10), (3.11)
and (5.34), one sees that Ptϕ satisfies (5.4).
(iii) If ϑ > 0, by Theorem 5.7, P˜t admits a unique invariant probability measure µ˜, and by
Lemma 5.8, there is a constant C independent of T and y such that for any γ ∈ (0, β′] , ν > d
1−γ
and any f ∈ C∞c (Rd), y ∈ Rd,
1
T
∫ T
0
P˜t f (y)dt =
1
T
E˜y
(∫ T
0
f (ws)ds
)
6 C‖ f ‖−γ,ν1 + |y| + T
T
,
which implies by Birkhorff’s ergodicity theorem,
µ˜( f ) = lim
T→∞
1
T
∫ T
0
P˜t f (y)dt 6 C‖ f ‖−γ,ν.
Hence, µ˜(dy) = ˜̺(y)dy and ˜̺ ∈ Hγ,r, where r = ν
ν−1 ∈ (1, dd+γ−1). Finally, by [26, Proposition
2.8], µ := µ˜ ◦ Φ is the unique invariant probability measure of Pt. Moreover, it is clear that
28
µ(dx) = ̺(x)dx with ̺(x) = ˜̺ ◦ Φ(x) det(∇Φ(x)). Noticing that 1
p
− 1−α−γ
d
<
d+γ−1
d
< 1
r
, by
Sobolev’s embedding, Lemmas 2.2 and 2.4, one sees that ̺ ∈ Hγ,r. 
Finally we prove Theorem 5.4.
Proof of Theorem 5.4. By Proposition 3.13 and Theorem 5.1, it suffices to show that for any
weak solution (Ω,F , (Ft)t>0,P; X, B), if (5.7) holds, then the local Krylov estimate holds for
the law of X. Let f ∈ C∞c (Rd). By Theorem 4.8, for λ large enough, there is a unique u ∈ H2−α,p
solving the following PDE:
L
au − λu = f .
By (2.4) and (4.15), we have
|∇u(x) − ∇u(y)| . ‖∇u‖1−α,p|x − y|1−α−d/p . ‖ f ‖−α,p|x − y|1−α−d/p. (5.36)
Moreover, by Schauder’s theory of PDE (see [19, p.56, Theorem 4.3.2]), we also have u ∈ C2.
Hence, by Itoˆ’s formula for Dirichlet processes (see Lemma 3.11),
u(Xt) = u(x) +
∫ t
0
(λu − f )(Xs)ds +
∫ t
0
∇u(Xs) · dAbs +
∫ t
0
(∇u · σ)(Xs)dBs.
As in the calculations of (5.25), for t0 < t1, we have∫ t1
t0
f (Xs)ds = (Xt1 − Xt0)
∫ 1
0
[
∇u(rXt1 + (1 − r)Xt0) − ∇u(Xt0)
]
dr − λ
∫ t1
t0
u(Xs)ds
+
∫ t1
t0
(∇u(Xs) − ∇u(Xt0)) · dAbs −
∫ t1
t0
(∇u(Xs) − ∇u(Xt0)) · σ(Xs)dBs.
(5.37)
Since E|Abt1∧ηR − Abt0∧ηR |4 6 C|t1 − t0|2(2−α−
d
p
), by (3.12) we have
E|Xt1∧ηR − Xt0∧ηR |4 6 C|t1 − t0|2,
and by (5.36),
E|∇u(Xt1∧ηR) − ∇u(Xt0∧ηR)|4 6 C‖ f ‖4−α,p|t1 − t0|2(1−α−d/p).
Thus, by 1
2
− α − d
p
> 0 and Lemma 3.12 with p = q = 4, we get
E
∣∣∣∣∣∣
∫ t1∧ηR
t0∧ηR
(∇u(Xs) − ∇u(Xt0)) · dAbs
∣∣∣∣∣∣
2
6 C‖ f ‖2−α,p|t1 − t0|2−α−
d
p .
By (5.37) and as in proving (5.20), we have
E
∣∣∣∣∣∣
∫ t1∧ηR
t0∧ηR
f (Xs)ds
∣∣∣∣∣∣
2
6 C‖ f ‖2−α,p|t1 − t0|2−α−
d
p .
The proof is complete. 
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