Introduction
Let G be a real reductive Lie group in the Harish-Chandra class, and H an open subgroup of the fixed point group for an involution σ of G. We fix a Cartan involution θ of G commuting with σ. We denote by K the group of fixed points for θ. Let D(G/H) be the algebra of left G-invariant differential operators on G/H. Let A(G/H) be the space of K-finite D(G/H)-finite smooth functions on G/H. This space carries a natural structure of (g, K)-module induced by the left regular representation. This means that A(G/H) is a g and K-module with compatible actions of g and K such that each element is K-finite. For a fixed character χ of D(G/H), let A(G/H) (χ) be the (g, K)-submodule of A(G/H) of elements annihilated by some power of the kernel of χ. We introduce a filtration of this (g, K)-submodule, and compute the associated grading as a direct sum of induced representations. This is the version for real reductive symmetric spaces of a result established in [12] for reductive p-adic groups. However the main techniques for the proof are coming from [18] , whose influence on [12] is obvious. As an application of this result to the reductive groups viewed as symmetric spaces, we are able (cf. Theorem 3) to realize any Harish-Chandra module as a subquotient of a direct sum of some successive derivatives of generalized principal series with respect to standard parabolic subgroups (see Appendix A for a definition and some properties on successive derivatives). If P = M AN is the Langlands decomposition of such a parabolic subgroup, the successive derivatives of generalized principal series are in particular induced representations from representations π of P trivial on N . Each π is, as a representation of M A, the tensor product of an irreducible representation of M and of a finite dimensional representation of A, whose all irreducible subquotients are equivalent. The interest here is that we induce from representation which are trivial on N . For a suitable class of reductive groups, including connected linear ones, we show that it is possible, in the above result, to choose the successive derivatives of generalized principal series such that their minimal K-types are of length greater or equal to the length of the minimal K-types of the original module. Notice that this result is used by the first author in a new proof of the Arthur's Paley-Wiener Theorem (cf. [13] ).
We describe in the sequel the results on the filtration in more details. Let a ∅ be a fixed maximal abelian subspace in the intersection of the −1-eigenspaces for the differential of σ and θ in g. Let P st be the set of σθ-stable parabolic subgroups of G, whose Lie algebra contains a ∅ , containing a given minimal parabolic subgroup of the group G σθ of fixed points for σθ. We first describes the (g, K)-submodule A temp (G/H) of A(G/H) consisting of its tempered elements. Let P ∈ P st and P = M AN its Langlands σ-decomposition, δ an element of the unitary dual M of M and λ ∈ ia * (where a * is the dual vector space of a). We define A temp (G/H, δ, λ) to be the set of linear combinations of (higher order partial) derivatives of normalized "Eisenstein integrals" for the generalized principal series (I P δ,ν ) ν∈a * C at λ. Normalized "Eisenstein integrals" are particular K-finite and right H-invariant matrix coefficients of (I P δ,ν ) ν∈a * C meromorphic as functions of ν ∈ a * C , regular on ia * . Any simple subquotient of A temp (G/H, δ, λ) is a (g, K)-submodule of the semisimple G-module I P δ,λ . Let F be a suitable choice of representatives of σ-association classes of P st used here to describe the decomposition of A temp (G/H). We obtain the following (cf. Theorem 1):
where the direct sum is taken over a set of representatives of the conjugacy classes of the pairs (δ, λ) ∈ M × ia * , for P = M AN ranging over F.
The fact that the left hand side is contained in the right hand side comes essentially from [18] . And the sum is direct according to the description of the Fourier transform of the Schwartz space on G/H (see [11] ). We now introduce a filtration F χ of A(G/H) (χ) by use of the theory of asymptotic expansions (see [22] and also [3] ) using projections on convex cones, following an idea due to J. Franke for automorphic forms (cf. [14] and also [21] ). Let P ∈ P st and P = M AN its Langlands σ-decomposition. For λ ∈ a * , denote by λ P the projection on the closed convex cone a * + P of P -dominant elements in a * . Let E χ be the set of pairs (P, ξ) with P ∈ P st and ξ a leading asymptotic exponent along P for at least one element in A(G/H) (χ) . This set is finite since there is a finite number of leading asymptotic exponents yielded by elements of A(G/H) (χ) . We define E n+1 χ by induction on n as the set of elements (P, ξ) in E χ \ ∪ n k=0 E k χ for which Re ξ P has minimal length. Let a n denote the common length Re ξ P for any (P, ξ) ∈ E n χ . The filtration F χ is the finite ascending chain of (g, K)-submodules F n χ , each defined as the set of elements whose leading asymptotic exponents ξ along P are such that (P, ξ) ∈ ∪ n k=0 E k χ , P ranging over P st . The associated grading satisfies the following (cf. Theorem 2):
The subquotient F n χ /F n−1 χ is isomorphic to the direct sum G n χ of the induced (g, K)-modules I P (A temp (M/M ∩ H) (ω) ⊗ S(a * )e ξ ). The sum is taken over P = M AN ∈ P st , ω character of D(M/M ∩ H) and ξ ∈ a * C (both depending on χ) with Re ξ strictly Pdominant and Re ξ = a n .
Here, if V is a suitable (l, L ∩ K)-module, extended trivially to n, I P (V ) denotes the induced (g, K)-module. Also the symmetric algebra S(a * ) of the complexified Lie algebra a * C and Ce ξ are both viewed as (l, K ∩ L)-modules, l and K ∩ L acting by left translations. Let us say something about the proof. We construct a homomorphism of (g, K)-modules from F n χ into G n χ , with kernel equal to F n−1 χ by construction. It remains to show the surjectivity. This is done by using the "K-finite version" of the crucial Proposition 8.0.1 in [18] . Then the proof of the "subquotient theorem" for general Harish-Chandra modules (cf. Theorem 3) is easily deduced from the case where the module is cyclic and generated by a K × K-finite function on G, annihilated by a power of a maximal ideal of the center of the envelopping algebra of the complexification of g. The space of such functions is a particular case of the spaces previously studied, when one views the group as a symmetric space for G × G. The proof is made by an induction on the level of the filtration in which this function is contained, and using the previous results.
Notations
Si E est un espace vectoriel, on note Id E l'application identique de E, E * son dual. S'il est réel, E C désigne son complexifié et S(E) l'algèbre symétrique de E C . Le symbole indiquera soit le dual topologique d'un espace vectoriel topologique soit l'application transposée d'une application linéaire continue. Si S est un groupe de Lie réel, e ou e S désigne sonélément neutre, s son algèbre de Lie, U (s) l'algèbre enveloppante de s C , Z(s) le centre de U (s), S son dual unitaire. Soient G un groupe de Lie réductif dans la classe de Harish-Chandra, σ une involution de G, θ une involution de Cartan de G commutant avec σ, H un sous-groupe ouvert du groupe des points fixes de σ, K le sous-groupe des points fixes de θ. Soit s (resp. q) le sous-espace propre de la différentielle de θ (resp. σ), notée encore de même, pour la valeur propre −1. Si P est un sous-groupe parabolique σθ-stable de G, on note L P ou L son sous-groupe de Levi, N P son radical unipotent et P = M P A P N P sa σ-décomposition de Langlands. En particulier on note G = M G A G la σ-décomposition de Langlands de G. Ici A G est le sous-groupe de la composante déployée de G formé deséléments a de celle-ci tels que σ(a) = a −1 . On l'appelle composante σ-déployée de G. Clairement, si P est un sous-groupe parabolique σθ-stable de G, (L, σ |L , θ |L , H ∩ L) vérifie les mêmes hypothèses que (G, σ, θ, H), et de même pour M . Toutes les notations introduites pour (G, σ, θ, H) sont etendues aux quadruplets vérifiants les mêmes hypothèses.
De plus, on a :
On se fixe dans toute la suite de l'article un sous-espace abélien maximal de s ∩ q. On note L ∅ le centralisateur dans G de a ∅ . C'est la composante de Levi d'un sous-groupe parabolique σθ-stable minimal. Il admet pour σ-
On note Σ P l'ensemble des racines de a P dans n P . On appelle σ-sous-groupe de Levi de G, toute
doubles classes. C'est, pour tout sous-groupe parabolique σθ-stable Q de G de sous-groupe de Levi L, un ensemble de représentants des (H, Q)-doubles classes ouvertes de G. On se fixe dans toute la suite de l'article un ensemble de racines positives, Σ σθ , du système de racines de a ∅ dans la sous-algèbre de Lie de g, g σθ , formée des points fixes pour σθ. Soient L ∈ L et P ∅ unélément minimal dans P L . On dit que P ∅ est standard si l'ensemble des racines de a ∅ ∩ l dans l'algèbre de Lie de P ∅ contient leséléments de Σ σθ nuls sur a L . On note P L st le sousensemble de P L formé des P contenant un tel P ∅ . Si L = G, on notera P st au lieu de P G st . On dit que deux sous-groupes paraboliques σθ-stables, P et Q, sont σ-associés si a P et a Q sont conjugués par unélément de K. On choisit un ensemble F de représentants des classes de σ-association de sous-groupes paraboliques σθ-stables, qui est contenu dans P st (cf. [7] , Lemme 8) . On se fixe une forme bilinéaire B sur g, Ad G-invariante, telle que la forme quadratique sur g, X → X 2 := −B(X, θX), soit définie positive. On suppose en outre que B est invariante par σ et θ, coincide avec la forme de
Si P ∈ P, soit ρ P ∈ a * ∅ la demisomme des racines de a P dans n P , comptées avec leurs multiplicités. On dit que X ∈ a P (resp. λ ∈ a * P ) est strictement P -dominant si α(X) (resp. (λ, α)) est strictement positif pour tout α ∈ Σ P . Soit (τ, V τ ) une représentation unitaire de dimension finie de K. Si L ∈ L (resp. P ∈ P), on notera τ L , ou τ M si L = M A est sa σ-décomposition de Langlands, (resp. τ |P ) la restriction de τà L ∩ K (resp. P ∩ K). On note D(G/H) l'algèbre des opérateurs différentiels sur G/H invariants par les translationsà gauche par leséléments de G. Soit A temp (G/H) (resp. A temp (G/H, τ )) l'espace des fonctions C ∞ , K-finies a valeurs dans C (resp. τ -sphériques) sur G/H, qui sont D(G/H)-finies et tempérées (cf. [10] , Equation (5.1)). On choisit un sous-espace a d de g C stable sous σ et θ, abélien maximal dans
On note avec l'indice supérieur L les objets obtenus en remplaçant G par
, où S(a) agit par représentation régulière droite, (cf. [1] , Equation (19) ) et, dans cet isomorphisme, on a :
, où le second membre désigne l'espace des vecteurs distributions η de (δ, V δ ), invariants par M ∩w −1 Hw et tels que, pour tout v ∈ V δ , la fonction m → δ (m)η, v soit de carré intégrable sur M/M ∩ w −1 Hw. Le produit scalaire L 2 permet de définir un produit scalaire naturel sur cet espace (cf. [7] , Equation (1.6)). On note V(δ) la somme directe orthogonale des
On suppose que Re(λ − ρ P ) est strictement P -dominant. Soit η ∈ V(δ). On dispose d'une fonction continue sur Gà valeurs dans V −∞ δ , j(P, δ, λ, η), H-invarianteà gauche valant η w pour w ∈ W P et se transformant par a λ−ρ P δ (m −1 ) par translationà droite par man, m ∈ M , a ∈ A, n ∈ N P . Ces propriétés sont caractéristiques de cette fonction qui détermine un vecteur distribution H-invariant de π P δ,λ (cf. [6] , Equation (2.4.6)et Proposition 2). On notera j(P, δ, λ, η) la forme linéaire continue correspondante sur C ∞ (K, δ). L'application λ → j(P, δ, λ, η) se prolonge en une fonction méromorphe sur a * Cà valeurs dans le dual topologique de C ∞ (K, δ) = I δ , qu'on note de même (cf. [6] , Théorème 3). Pour ϕélément de C ∞ (K, δ), on définit les "intégrales d'Eisenstein" en posant :
(1.1) Soit Q un autreélément de P(L). On note λ → A(P, Q, δ, λ) le prolongement méromorphe des intégrales d'entrelacement qui envoie I Q δ,λ dans I P δ,λ . On note A(P, Q, δ, λ) l'opérateur correspondant dans la réalisation compacte. Alors λ → B(P, Q, δ, λ) est l'application méromorphe de a * C dans l'espace des endomorphismes de V(δ) telle que l'on ait l'égalité de fonctions méromorphes sur a Par ailleurs, il existe (cf. [15] , Lemme 13 .1 et Théorème 25.1 ; voir aussi [23] , Théorème 10.5.8 et [7] après Equation (3.10) pour une autre démonstration) une fonction méromorphe sur a * C , non identiquement nulle, holomorphe au voisinage de ia * , µ P (δ, λ), telle que l'on ait l'égalité de fonctions méromorphes sur a * C :
A(P,P , δ, λ)A(P , P, δ, λ) = µ P (δ, λ)
IciP désigne le sous-groupe parabolique opposéà P . En outre µ P (δ, λ) est holomorphe au voisinage de ia * et positive ou nulle sur ia * . On définit les vecteurs distributions H-invariants normalisés (cf. [7] , Equation (3.13)) :
On définit les "intégrales d'Eisenstein" normalisées, E 0 (P, δ, λ, η, ϕ), en changeant j en j 0 dans la définition des "intégrales d'Eisenstein" (cf. [6] , Equation (3.4)). Ce sont des fonctions méromorphes sur a * C et holomorphes sur a * ε := {λ ∈ a * C | Re λ < ε}, pour un ε > 0 (cf. [7] , Proposition 8(i)). On note C(G/H) l'espace de Schwartz de G/H (voir par exemple [10] , Equa-
, Proposition 8(ii)) tel que :
On définit l'espace :
sur lequel K agit par représentation régulière gauche sur le premier facteur de chaque terme de la somme (i.e. sur (
, Equation (3.25)), qui possède la propriété suivante :
Alors il existe une application linéaire :
telle que :
On note S 0 P l'espace des invariants de S 1 P sous U P . Alors (cf. [11] , Théorème 3(ii)) :
(1.8)
1.2
Avec les notations de 1.1, on suppose P ∈ F.
(ii) Si (δ, λ) et (δ,λ) sont conjugués sous G, on a :
Il faut démontrer que les fonctions considérées sont tempérées. D'après [7] , Proposition 8(i), ν → E 0 (P, δ, ν, η, ϕ) est une fonction II hol , donc en particulier II hol . Le résultat voulu résulte des propriétés des fonctions II hol (cf. [2] , Lemme 2) .
(ii) Soit w unélément normalisant L et conjuguant (δ, λ) et (δ,λ), ce qui implique que w normalise M et A. Les opérateurs A P (w, δ, ν) définis dans [17] , Equation (1.9), entrelacent, lorsqu'ils sont définis, I P δ,ν et I P δ,ν w . Ces opérateurs sont liés simplement aux opérateurs A(P w −1 , P, δ, ν) (cf. loc. cit.). La multiplication par une fonction scalaire convenable permet de définir les opérateurs d'entrelacement normalisés
Mais le membre de gauche est C ∞ sur ia * (cf. [6] , Lemme 7) . Comme B(ν)η est obtenu parévaluation en certains points de G, on conclut grâceà la Proposition 3(ii) de [6] 
Considérant le sous-(g, K)-module engendré par unélément Φ ayant une projection non nulle sur J, on peut supposer X cyclique et engendré par Φ. Son générateurétant annulé par un idéal de codimension finie de Z(g), X est un module de Harish-Chandra. Mais, tenant compte de la définition de Φ et de la Remarque A.1, on voit que Φ est une combinaison linéaire de dérivées successives en λ (cf. Appendice A.3 pour la définition) de coefficients de la famille C ∞ , (π Théorème 1 On note Θ l'ensemble des couples (δ, λ) ∈ M × ia * , où P = M AN décrit F, et on note Θ/conj un ensemble de représentants des classes de conjugaison de ces couples. Alors
Démonstration. Montrons d'abord l'égalité :
Tenant compte de la correspondance entre "intégrales d'Eisenstein" et intégrales d'Eisenstein normalisées (cf. [7] , Equations (8.9), (2.2), (2.9)à (2.13)), le Théorème 5.1 de [18] implique cetteégalité. Tenant compte du Lemme précédent, on voit que :
Il resteà montrer que la somme est directe. Raisonnons par l'absurde et supposons :
où I est un sous-ensemble fini non vide de Θ/conj, et F δ,λ ∈ A temp (G/H, δ, λ) non nul pour tout (δ, λ) ∈ I. On note (η i ) une base de V(δ) et onécrit :
On peut appliquer le théorème de dérivation sous le signe somme : les "intégrales d'Eisenstein" normalisées sont des fonctions II hol et le Lemme 2 de [2] fournit les majorations voulues. Donc
car le produit scalaire est continu.
Montrons que c'est unélément de S 0 P . Toutes les propriétés se vérifient immédiatement excepté les relations :
Tenant compte de la définition de ϕ et de la W (a)-invariance de Ψ, on a
On choisit maintenant le support de Ψ assez petit pour que ϕ soit nulle au voisinage de tout (δ,λ) ∈ I avec (δ,λ) = (δ, λ). Soit f 1 l'élément de
existence est assurée par (1.8). Alors la formule (1.10) appliquéeà f 1 et f , et le fait que ϕ(δ, ν) = F 0 P f (δ, ν) pour ν voisin de λ, implique que :
est nulle au voisinage de (δ,λ), on voit, par un calcul analogue a celui de l'équation (1.10), que :
Ceci joint auxéquations (1.9) et (1.11) conduità une contradiction. Ceci achève de prouver que la somme est directe.
Filtration de
On a (cf. [5] , Proposition 1) on a :
Pour tout Φ ∈ A(G/H) (χ) il existe un sous-ensemble fini, S P , de a * C , tel que, pour tout g ∈ G et ξ ∈ S P − NΣ P (où NΣ P est l'ensemble des α∈Σ P n α α, n α ∈ N), il existe une fonction polynômiale sur a, p ξ (P |Φ, g), vérifiant : pour tout X ∈ a strictement P -dominant, Φ(g(exp tX)H) admet un développement asymptotique au sens de [3] (cf. aussi [22] ) quand t → +∞ :
On dit que ξ est un exposant asymptotique de Φ le long de P si ξ ∈ S P −NΣ P et est tel que la fonction g → p ξ (P |Φ, g) est non identiquement nulle sur G.
On note e(P, Φ) l'ensemble des exposants asymptotiques de Φ le long de P . Les coefficients correspondants sont appelés coefficients asymptotiques de Φ le long de P . Par unicité des développements asymptotiques (cf. [3] , §3), les coefficients asymptotiques sont linéaires en Φ. Un exposant asymptotique le long de P est dit directeur si c'est unélément maximal de e(P, Φ) pour la relation d'ordre P sur a * C définie par :
On note e l (P, Φ) l'ensemble des exposants asymptotiques directeurs de Φ le long de P . D'après [18] , Lemme 6 ,
ce qui implique que l'on peut prendre S P indépendant de Φ. D'autre part, pour Φ ∈ A(G/H) (χ) , les fonctions g → p ξ (P |Φ, g) sont C ∞à valeurs dans un espace de dimension finie de S(a * ) (cf. [5] , Proposition 1(a)). De plus, notant L la représentation régulière gauche de G et U (g) sur C ∞ (G), on a :
Enfin, les exposants asymptotiques directeurs satisfont les propriétés suivantes (cf. [5] , Proposition 3(a) et Equation (10), et [1] , Equation (21)) :
Définition d'une représentation induite
On conserve les notations précédentes.
, dans un espace de Fréchet. On note I(V ) l'espace des applications ϕ de K dans V , ayant une image contenue dans un espace de dimension finie, et C ∞ de K dans cet espace, qui sont de plus K-finies par les translationsà gauche par K et vérifiant :
On note ind P ↑G V π l'espace de la représentation induite C ∞ de la représenta-tion π de L,étendue trivialementà N . Plus précisément, ind P ↑G V π est l'espace des fonctions ϕ, C ∞ de G dans V π , telles que :
Lemme 2 On note I P (V ) le sous-espace de ind P ↑G V π formé deséléments dont la restrictionà K estélément de I(V ). Alors :
(ii) L'espace I(V ) de même que la structure de (g, K)-module sur I(V ) déduite de celle de I P (V ) par transport de structure ne dépend que de
où les fonctions x r , y s et z t sont C ∞ . Soit ϕ ∈ I P (V ). Il suffit, pour prouver (i) de voir que, pour X ∈ g, l'action régulière gauche de X sur ϕ estélément de I P (V ). Mais cette action régulière gauche est donnée par la convolutionà gauche par la distribution sur G,à support l'élément neutre, associéeà X, notée encore X. Notons ψ = X * ϕ. Donc, pour k ∈ K, on a
Mais la définition de l'induite ind P ↑G V π montre que :
où ρ P ∈ a * est prolongée par 0 sur m. Donc
La K-finitude de ϕ montre que les (X r * ϕ)(k) sont contenus dans le sousespace de V , engendré par {ϕ(k)| k ∈ K}, qui est de dimension finie. De
Ceci montre que ψ està valeurs dans un espace de dimension finie. La formule (2.8) montreégalement que ψ est C ∞ . La K-finitude de ψ résulte de la formule :
(ii) La définition de I(V ) est clairement indépendante de π. Le fait que l'action de g ne dépende que de V résulte de (2.8).
(iii) Clairement, I P (V ) contient la réunion ∪ n∈N I P (V n ). Montrons l'inclusion inverse. Soit ϕ ∈ I P (V ). Comme l'image de K par ϕ est contenue dans un sous-espace de dimension finie de V , celle-ci est contenue dans un V n . Donc ϕ ∈ I P (V n ), comme désiré.
Définition de la filtration de A(G/H) (χ)
Rappelons un faitélémentaire sur la projection sur un cône convexe fermé C d'un espace vectoriel réel euclidien E de dimension finie. On notera C 0 le cône dual de C, i.e. C 0 = {v ∈ E| (v|c) ≤ 0, c ∈ C}. La projection de v ∈ E sur C est l'uniqueélément v C de C de distance minimale avec v. Alors (cf. [18] , Equations (21) et (23)) :
(2.9)
Soit P ∈ P, on note a * + P l'ensemble des λ ∈ a * P strictement P -dominants de a P , i.e. tels que (λ, α) > 0 pour tout α ∈ Σ P . On note a * + P son adhérence, qui est un cône convexe fermé. On note + a * P le cône formé des α∈Σ P x α α, x α ≥ 0. Le cône dual de a * + P estégalà − + a * P . Si λ ∈ a * P , on note λ P sa projection sur a * + P . Montrons :
(2.10)
, wβ vérifie la même propriété. On a donc :
Mais les invariants de W M Q (a ∅ ) dans a * ∅ sont contenus dans a * Q . Donc :
Donc (α, λ ) ≥ 0 pour α ∈ Σ Q , i.e λ ∈ a * + Q . D'après ce qui précède, on a (α, λ ) ≥ 0 pour α ∈ Σ P , car le produit scalaire (α, λ ) estégal au produit scalaire (α |a Q , λ ), c'està dire λ ∈ a * + P , soit encore (λ ) P = λ . D'après la définition de la projection λ P , on doit avoir :
. Donc on doit avoir λ Q = 0 et λ P = λ . Mais alors λ P satisfait les propriétés caractéristiques de la projection de λ sur a * + Q . Donc λ P = λ Q comme désiré. Ceci achève de prouver (2.10).
On note E χ l'ensemble des paires (P, ξ) où P ∈ P st et ξ est un exposant asymptotique directeur le long de P d'au moins unélément de A(G/H) (χ) . Comme P st est fini, E χ est fini d'après (2.1). On note E 0 χ l'ensemble deś eléments (P, ξ) de E χ pour lesquels la norme de Re ξ P est minimale. On définit par récurrence E n+1 χ comme l'ensemble deséléments (P, ξ) de E χ \∪ n k=0 E k χ pour lesquels la norme de Re ξ P est minimale. La filtration F χ de A(G/H) (χ) est définie comme suit : F n χ est l'ensemble deséléments de A(G/H) (χ) dont les exposants asymptotiques directeurs ξ le long de P sont tels que (P, ξ) ∈ ∪ n k=0 E k χ pour P décrivant P st .
(2.11)
Montrons que :
(2.12) Soient Φ ∈ F n χ , u ∈ U (g), P ∈ P st . Alors, d'après (2.3), e(P, L u Φ) ⊂ e(P, Φ). Donc, si ξ ∈ e l (P, L u Φ), il existe ξ ∈ e l (P,
Ceci achève de prouver (2.12).
Soit a n la valeur commune des nombres Re ξ P pour (P, ξ) ∈ E n χ .
Lemme 3 Soient Φ ∈ F n χ , P = M AN ∈ P st . Supposons que ξ est un exposant asymptotique de Φ le long de P avec Re ξ P = a n .
(i) Si Re ξ est strictement P -dominant, alors ξ estélément de e l (P, Φ).
(ii) On ne suppose plus Re ξ strictement P -dominant. On note E n χ l'ensemble des paires (P , ξ ) ∈ E n χ avec Re ξ strictement P -dominant. Soit Q l'élément de P st contenant P dont le sous-groupe de Levi a pour algèbre de Lie la somme des sous-espaces poids sous a ∅ pour des poids orthogonauxà Re ξ P . Alors :
Démonstration. (i) On suppose Re ξ strictement P -dominant. Soit ξ un exposant asymptotique de Φ le long de P . Montrons que si ξ P ξ , alors ξ = ξ. D'après (2.9), on a :
Re ξ P ≥ Re ξ P = a n .
Comme Φ ∈ F n χ , on doit avoirégalité et, toujours d'après (2.9), on a Re ξ P = Re ξ P = Re ξ. On a donc : Re ξ = µ + Re ξ avec µ ∈ − + a * P et µ orthogonal a Re ξ. Comme Re ξ est strictement P -dominant, cela implique que µ = 0, donc Re ξ = Re ξ. Finalement ξ = ξ comme désiré, puisque Im(ξ − ξ ) est nul d'après l'hypothèse ξ P ξ .
(ii) On ne suppose plus que Re ξ est strictement P -dominant. Soit Q comme dans l'énoncé. Par construction η = Re ξ P ∈ a * Q et η est strictement Qdominant. Ecrivons :
Re ξ = µ + Re ξ P avec µ ∈ − + a * P , µ orthogonalà Re ξ P = η.
On restreint les deux membres de l'égalitéà a Q et on trouve :
Comme η ∈ a * Q est strictement Q-dominant, on voit que µ est nul, donc µ est nul sur a Q . Donc, d'après (2.15), on a Re ξ |a Q = Re ξ P . Ceci achève de prouver (2.13). En outre, d'après (2.10), comme Re ξ |a Q ∈ a * Q , (Re ξ |a Q ) Q = Re ξ P . Maintenant ξ |a Q ∈ e(Q, Φ) d'après [5] , Proposition 5(b). Alors, d'après (i) et les hypothèses, on a ξ |a Q ∈ e l (Q, Φ) et (Q, ξ |a Q ) ∈ E n χ ce qui achève de prouver (2.14). 
(i) On a :
(ii) L'intersection des noyaux des T P,ξ , (P, ξ) ∈ E n χ , estégaleà F n−1 χ . Démonstration. Si T P,ξ Φ est non nul, on a ξ ∈ e(P, Φ) et d'après le Lemme précédent, on a ξ ∈ e l (P, Φ). Alors leséquations (2.2), (2.3), (2.4), (2.5) et (2.6) montrent que :
Paréquivariance (cf. Equation (2.2)), on se réduità k = e. D'après [10] , après Equation (5.1), la tempérance de (T P,ξ Φ)(e)e (−ξ+ρ P )•H L estéquivalente au fait que tout les exposants asymptotiques directeurs de (T P,ξ Φ)(e), le long de toutélément Q de P L st , η ∈ a * Q , vérifient :
Mais d'après [5] , Proposition 5(b), η est un exposant de Φ le long de Q := QN ∈ P st (car Q ∈ P L st et P ∈ P st ) qui vérifie η |a P = ξ. Comme Φ ∈ F n χ , on doit avoir Re η Q ≤ a n . Onécrit Re η = µ + Re ξ avec µ orthogonalà a * P . Comme d'après (2.10), Re ξ Q = Re ξ P qui estégalà Re ξ, on a (Re η − Re ξ, Re ξ Q ) = (µ, Re ξ) = 0, et donc, d'après (2.9), Re η Q ≥ Re ξ . Comme Re η Q ≤ a n et Re ξ = a n , Re η Q = Re ξ , puis, toujours grâceà (2.9), on a Re η Q = Re ξ. Alors, d'après (2.9), on a µ ∈ − + a * Q . Il découle alors de l'orthogonalité de µà a * P que µ Q 0. Donc (2.19) est vérifié, ce qui implique (2.18) et achève de prouver (2.16). Prouvons (2.17). Il s'agit de décomposer (T P,ξ Φ)(k) en somme sur i d'éléments de
C . Soit I χ = Ker χ. On suppose Φ annulé par I p χ . Comme ξ ∈ e l (P, Φ), on déduit de [5] , Equation (10), Proposition 3, Equation (18) et [1] , Equation (21), que Ψ := (T P,ξ Φ)(e) est annulé par 
Ceci achève de prouver (2.17) et (i).
Montrons (ii). Soit Φ ∈ F n χ appartenantà l'intersection des noyaux des T P,ξ , (P, ξ) ∈ E n χ . Supposons Φ / ∈ F n−1 χ
. Alors il existe (P, ξ) avec ξ ∈ e l (P, Φ) et Re ξ P = a n . Mais alors, d'après le Lemme 3(ii), on peut choisir Q ∈ P st , contenant P , tel que, notant η = ξ |a Q , on a (Q, η) ∈ E n χ et η ∈ e l (Q, Φ). Alors T Q,η Φ est non nul puisque p η (Q|Φ, ·) est non identiquement nul. Une contradiction avec l'hypothèse sur Φ. Donc Φ ∈ F n−1 χ . Il reste maintenant a montrer l'inclusion inverse, i.e. F n−1 χ
. Supposons par l'absurde, qu'il existe (P, ξ) ∈ E n χ tel que T P,ξ Φ = 0. Paréquivariance (cf. Equation (2.2)), cela implique que T P,ξ Φ(e) = 0, i.e. ξ est un exposant asymptotique de Φ le long de P . Comme (P, ξ) ∈ E n χ , il résulte alors du Lemme 3(i) que ξ est un exposant asymptotique directeur de Φ le long de P . Maintenant, comme Φ ∈ F n−1 χ , on a (P, ξ) / ∈ E n χ , d'où une contradiction. Ceci achève de prouver (ii). . Avant de finir la démonstration, on va montrer la Proposition suivante.
, F peutêtre choisi comme combinaison linéaire de fonctions de la forme :
IciQ est le sous-groupe parabolique opposéà Q.
Démonstration. On va utiliser les résultats de [18] sur les fonctions τ -sphériques, en utilisant le dictionnaire entre les fonctions τ -sphériques et les fonctions K-finies, dont on va rappeler quelqueséléments. Soit V τ un sous-espace de dimension finie de C ∞ (K) invariant par les translationsà droite età gauche par K. On note τ la représentation régulière droite de K dans V τ . Si (π, H π ) est une représentation de K, on notera (H π ) Vτ la somme des composantes isotypiques de type γ ∈ K où γ est contenu dans τ . On note l τ la forme linéaire sur V τ donnée par l'évaluation en l'élément neutre de K. On note (H π ) (K) l'espace des vecteurs K-finis de H π . On regarde l'action régulière gauche de
K M est l'espace de la réalisation compacte des séries principales généralisées associéesà δ et P , noté dans la section 1.1
Alors :
(2.25)
On rappelle maintenant la définition des intégrales d'Eisenstein.
Le quadruplet (G, σ w , θ, w −1 Hw) vérifie les mêmes hypothèses que (G, σ, θ, H) et on lui applique les notations déjà introduites pour de tels quadruplets. Soit L un σ-sous-groupe de Levi de G avec L = M A. On note τ M la restriction de τà M ∩ K. On définit :
Hw)-finies. Ces espaces sont de dimension finie (cf. [10] , Proposition 1). Soit P = LN unélément de P. Soit λ ∈ a * C tel que Re λ − ρ P soit strictement P -dominant. A tout ψ = (ψ w ) w∈W M ∈ A 2 (M, τ ), on associe la fonction Ψ λ définie pour x ∈ G/H par :
L'intégrale d'Eisenstein E(P, ψ, λ) est définie pour x ∈ G/H par :
Cette intégrale converge et définit une fonction de classe C ∞ , τ -sphérique et
De plus E(P, ψ, λ) admet un prolongement méromorpheà a * C (cf. [7] , §3.1). On notera, pour
C'est un isomorphisme linéaire (cf. [7] , Equation (2.13)).
E(P, δ, λ, η, ϕ) τ = E(P, ψ ϕτ ⊗η , λ) (2.27) (cf. [7] , Equation (8.8)). De même (cf. loc. cit., Equation (8.9)), on a l'identité de fonctions méromorphes :
Revenonsà la Proposition 1. Soit φ comme dans l'énoncé de (ii). On choisit V τ assez grand pour que
Rassemblons dans un Lemme des résultats importants de [18] dont nous aurons besoin (cf. [18] , Théorème 8.1, Proposition 8.0.1 et §9).
(ii) ξ est un exposant asymptotique directeur de F le long de P .
(iii) Si Q ∈ P st et λ ∈ e(Q, F ), alors Re λ Q ≤ a n . De plus, si Re λ est strictement Q-dominant et Re λ = a n , alors Q = P et λ = ξ.
, F est combinaison linéaire de fonctions de la forme :
Démonstration. Grâce au Théorème 1, on se ramène au cas où φ est uń
. La Proposition 8.0.1 de [18] et sa preuve, dans lesquelles on change P enP et on prend λ = −ξ, jointe au Théorème 8.1 de loc. cit. dans lequel on change P enP , Q enQ et on prend λ = −ξ, montre qu'il existe F ∈ A(G/H, τ ) (χ) vérifiant (i), (ii) et (iv) (pour (i) voir loc. cit., Proposition 8.0.1(i) et (iv), pour (ii) voir loc. cit., Proposition 8.0.1(iv), et pour (iv) voir la preuve de la Proposition 8.0.1 et le Théorème 8.1 de loc. cit.). En outre, on peut supposer que, pour P ∅é lément minimal de P st et ξ ∈ e(P ∅ , F ), on a (cf. loc. cit., Equation (161), sa preuve et Proposition 8.0.1(iii)) :
ainsi que (loc. cit., Equation (164) et sa preuve) :
Montrons que cela implique (iii). Soient Q ∈ P st et λ ∈ e(Q, F ). Soit P ∅ uń elément minimal de P st contenu dans Q. Il existe ξ ∈ e(P ∅ , F ) avec ξ |a Q = λ. Utilisons (2.9) pour v = Re λ et v = Re ξ , en tenant compte du fait que Re λ Q = Re λ P ∅ d'après (2.10). On en déduit :
D'après (2.29) et (2.30), on en déduit :
Re λ Q ≤ a n car Re ξ = a n (cf. l'hypothèse de la Proposition 1). Ceci prouve la première partie de (iii). En outre, s'il y aégalité, on doit avoir (cf. Equation (2.30)) P ∅ ⊆ P et (cf. Equations (2.9) et (2.29)) :
Donc Re ξ = Re λ Q . Comme Re ξ est strictement P -dominant par hypothèse, le sous-groupe de Levi de P , L P , a pour algèbre de Lie la somme des sousespaces poids sous a ∅ , pour les poids orthogonauxà ξ. Donc L Q ⊂ L P . Par ailleurs, P ∅ est contenu dans P et Q. Donc P (resp. Q) est engendré par P ∅ et L P (resp. L Q ). Donc Q est contenu dans P . Si en outre Re λ est strictement Q-dominant, on a : Re λ = Re λ Q = Re ξ. Donc Re ξ est strictement P et Q-dominant. Ce n'est possible que si P = Q. Alors, d'après (2.31) et le fait que λ = ξ |a Q , on a λ = ξ comme désiré. Ceci achève la preuve du Lemme 5.
Fin de la démonstration de la Proposition 1. Achevons de prouver que φ, comme dans l'énoncé de la Proposition 1(ii), est dans l'image de T n . Soit F comme dans l'énoncé du Lemme 5. On va prouver que
Il résulte alors du Lemme 5 que :
Enfin, d'après le Lemme 5(i) et la τ -sphéricité des deux membres de l'équation suivante, on a :
Jointà (2.32), on en déduit :
Mais (φ τ ) τ = φ (cf. Equation ( La Proposition 1 montre la surjectivité de T n , et cela achève la preuve du Théorème 2.
Application aux groupes regardés comme espaces symétriques
On suppose que G = G 0 × G 0 et que σ est l'inversion des facteurs de sorte que H est la diagonale, Diag G 0 , de
Cartan de g 0 , et K = K 0 ×K 0 où K 0 est un sous-groupe compact maximal de G 0 . Leséléments de P st sont de la forme P = P 0 × θ 0 (P 0 ) où P 0 est un sousgroupe parabolique de G 0 , contenant un sous-groupe parabolique minimal fixé, P min,0 , de G 0 . On note P 0 = M 0 A 0 N 0 la décomposition de Langlands de P 0 , avec M 0 A 0 = P 0 ∩ θ 0 (P 0 ). On note P 0 le sous-groupe parabolique θ 0 (P 0 ). La σ-décomposition de Langlands de P s'écrit
On se limite aux δ de cette forme, car dans les autres cas V(δ) = 0. On note η l'élément de V δ donné par :
, où E(ν) = E(P, δ, ν, η, ϕ), Equation (1.1) (resp. E 0 (P, δ, ν, η, ϕ), après (1.4)) s'écrivent comme des fonctions du type :
où les ϕ i (resp. ϕ i ) ∈ I δ 0 (resp. I δ 0 ), et les f i (ν) sont méromorphes en ν et, en chaque point, le produit de f i (ν) par un polynôme en ν convenable est holomorphe. Mais on a unénoncé similaire en remplaçant P 0 par P 0 : cela résulte de la méromorphie des intégrales d'entrelacement et de leurs inverses. Il résulte du Lemme 10 de [12] que l'ensemble E des combinaisons linéaires de fonctions ∂(u)(p(ν)E(ν)) |ν=λ , lorsque ϕ ∈ (I δ ) (K) , u ∈ S(a * ) et p ∈ S(a) est tel que p(ν)E(ν) est holomorphe en λ, ne change pas si on multiplie les p par un polynôme q tel que les q(ν)f i (ν) soient en outre holomorphes en λ.
Alors :
E est contenu dans l'ensemble des combinaisons linéaires de ∂(u 0 ) π
Théorème 3
(i) Soit V un (g 0 , K 0 )-module de Harish-Chandra admettant un caractère infinitésimal généralisé χ 0 , i.e. annulé par une puissance d'un idéal maximal de Z(g 0 ). Alors V est un sous-quotient d'une somme directe
est une somme directe de certaines dérivées successives de la famille (I
(ii) On suppose ici que G 0 est un groupe réel réductif satisfaisant les hypothèses de [8] , et on définit la notion de longueur des K 0 -types et de 
. Le Théorème 2 jointà la Proposition 1 età (3.1) montre que, si φ δ,ν,ξ = 0, il existe F δ,ν,ξ ∈ F . On note X δ,ν,ξ ou X le sous-(g, K)-module de C ∞ (G 0 ) engendré par F δ,ν,ξ , qui est un sous-espace de l'espace engendré par les coefficients de V δ,ν,ξ . Ici le premier (resp. le second) facteur de G = G 0 × G 0 agit par représentation régulière gauche (resp. droite) sur C ∞ (G 0 ). On note X 0 δ,ν,ξ ou X 0 le sous-(g 0 , K 0 )-module de C ∞ (G 0 ) engendré par F δ,ν,ξ sous la représentation régulière gauche de g 0 et K 0 . Alors X 0 forme un ensemble de générateurs de X sous l'action régulière droite. D'autre part, d'après le Lemme A.2(i), X 0 est un sousquotient de V δ,ν,ξ . Or, d'aprés le Lemme A.1(i), V δ,ν,ξ admet une filtration dont les sous-quotients sont isomorphesà (I
Les K 0 -types minimaux de X 0 sont de longueur supérieure ouégaleà celle des K 0 -type minimaux de (I 
Comme Re ξ 0 est strictement Q 0 -dominant, i.e. −Re ξ 0 est strictement Q 0 -anti-dominant, et ν 0 est imaginaire, on déduit de [19] , Théorème 10.14 et Corollaire 10.15 (voir aussi l'Appendice de [13] ), que ce sous-module contient un K 0 -type minimal de (I 
Comme V δ,λ,ξ est une somme directe de dérivées successives de (I
Les K 0 -types minimaux de V δ,λ,ξ sont de longueur supérieure ouégaleà l.
(3.5)
On notera λ 0 :
On note V Φ (resp. V F δ,λ,ξ ) le (g 0 , K 0 )-module engendré par Φ (resp. F δ,λ,ξ ) sous l'action régulière gauche. Comme F δ,λ,ξ est un coefficient de V δ,λ,ξ : Les K 0 -types de V Φ sont de longueur supérieure ouégaleà l.
(3.8)
On remarque, comme ci-dessus, que V Φ est contenu dans la somme de V Φ et des V F δ,λ,ξ , (δ, λ, ξ) ∈ Θ. L'hypothèse de récurrence s'appliqueà V Φ , d'après (3.6) et (3.8) . Donc leséquations (3.5), (3.6) et (3.7) montrent que V Φ est de la forme voulue. Ceci achève la preuve du Théorème 3.
A Familles de représentations
A.1
On adapte au cas réel les définitions et résultats de [12] , Appendice B. (ii) Pour tout v ∈ V , l'application (ν, g) → π ν (g)v est C ∞ sur O × Gà valeurs dans V (resp. l'application ν → π ν (u)v està valeurs dans un espace de dimension finie et est C ∞ pour tout u ∈ U (g)).
Lemme A.1 Soit D un champs de vecteurs C ∞ sur O.
(i) On définit une famille (D.π ν ) ν∈O de représentations admissibles de G (resp. de (g, K)-modules admissibles) dans V × V par :
où v 1 , v 2 ∈ V , · ∈ G (resp. K ou g). Alors D.π ν admet V ν × {0} comme sous-représentation, qui estéquivalenteà π ν , et le quotient par cette représentation estégalement isomorpheà π ν .
(ii) La famille (D.π ν ) ν∈O est une famille C ∞ de représentations C ∞ admissibles de G (resp. de (g, K)-modules admissibles). (iv) Soit P = LN un sous-groupe parabolique de G avec L = P ∩ θ(P ), (π ν , V ν ) ν∈O une famille C ∞ de représentations C ∞ , admissibles, de L. On note (π, V ) la restriction de π νà L∩K. La restriction des fonctions a K induit un isomorphisme de l'espace de l'induite C ∞ de Pà G, ind P ↑G π ν , sur l'espace C ∞ (K, π) := {ϕ : K → V | ϕ est C ∞ , ϕ(kl) = π(l −1 )ϕ(k), k ∈ K, l ∈ L ∩ K}. La famille de représentations de G, (ind P ↑G π ν ) ν∈O , dans sa réalisation dans C ∞ (K, π), dite réalisation compacte, est une famille C ∞ de représentations C ∞ , admissibles. En outre : Démonstration. (i) se vérifie immédiatement. Pour (ii), voir une démonstra-tion analogue du Lemme 16 (ii) de [12] . Le fait que la famille ((π ν ) (K) , (V ν ) (K) ) ν∈O soit une famille C ∞ résulte du (ii) de la Définition A.1. L'égalité (D.π ν ) (K) = D.(π ν ) (K) est immédiate, ce qui prouve (iii). Prouvons (iv). Soit g ∈ G. On note g = k P (g)l P (g)n P (g) où k P (g) ∈ K, l P (g) ∈ exp(s ∩ l), n P (g) ∈ N P . Alors l'application g → (k P (g), l P (g), n P (g)) et un difféomorphisme et ((ind P ↑G π ν )(g)ϕ)(k) = π ν ((l P (g)) −1 )ϕ(k P (g −1 k)).
On en déduit aisément (iv). Enfin (v) est immédiat.
A.2
On rappelle qu'un module de Harish-Chandra pour G est un (g, K)-module de type fini dont toutélément est Z(g)-fini. Si V est un module de Harish-Chandra, on note V le (g, K)-module contragrédient formé deséléments K-finis du dual de V . On note (π,V ) la complétionà croissance modérée de V (cf. [23] , §11.5.6) : c'est une représenta-tion C ∞ dans le FréchetV , dont le (g, K)-module estégalà V . Notons que V s'identifie au sous-espaceV (K) des vecteurs K-finis du dual topologiquē V deV . En effet, siv ∈V (K) ,v définit par restriction une forme linéaire, v , sur V , D'après la densité de V dansV , cette restriction n'est nulle que siv est nulle. Doncv → v est une injection. Maintenant, la dimension de la composante isotypique de type γ ∈ K deV (K) estégaleà la dimension de la composante isotypique de type γ ∈ K de V . Il en va de même pour la dimension de la composante isotypique de type γ ∈ K de V . On en déduit que l'applicationv → v est bijective comme annoncé. Pour v ∈V , v ∈V , on note : 
A.3
On conserve les notations des sections précédentes. Soit (π ν , V ν ) ν∈O une famille C ∞ de représentations C ∞ admissibles de G. On appelle dérivée de coefficients de (π ν , V ν ) ν∈O en ν = ν 0 , toute fonction sur G de la forme :
g → D π ν (g −1 )v, v |ν=ν 0 où v ∈ V , v ∈ V et D est un champs de vecteurs C ∞ sur O.
