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5Введение
Классические статистические процедуры дают
хорошие результаты, как правило, в случае нор
мального распределения шумов. Если же распреде
ление помех наблюдений имеет «тяжелые хвосты»,
например, F(x)~e—|x|, или представляет собой смесь
распределений, к примеру, гауссовских,
F(x)=(1–ε)N(0,σ12)+εN(0,σ22), ε<<1, σ12<<σ22, где вто
рое распределение вносит «аномальные» помехи, то
их эффективность может быть очень низка. Устойчи
вые (или робастные) статистические методы сохра
няют работоспособность для достаточно широкого
класса распределений и менее подвержены влиянию
«аномальных» ошибок наблюдений. Основы совре
менной теории робастности были заложены в 60х
годах прошлого века [1]. В настоящее время робаст
ные методы находят широкое применение в самых
разнообразных областях не только техники, где их
применение стало обыденным, но и экономики, на
пример, – макроэкономике [2], маркетинге [3, 4],
финансовом анализе [5, 6]. Следует отметить также
устойчивый интерес к применению робастных стати
стических методов (в частности, Моценок) в ма
шинном зрении (computer vision) [7, 8].
Метод наименьших модулей, предложенный и
использованный Р.Дж. Босковичем (R.J. Boscovich)
в 1757 г. является, повидимому, исторически пер
вой робастной процедурой, появившейся, кстати,
на 50 лет раньше метода наименьших квадратов
(МНК) – самого популярного, хотя и неустойчиво
го, метода оценивания. В экономике и финансах
метод наименьших модулей является старейшей и
наиболее распространенной робастной альтерна
тивой МНК – В. Шарп (W. Sharpe) применял его
для анализа рынка ценных бумаг еще в 1971 г. [9].
Процедуры оценивания, основанные на норме L1,
обладают хорошими робастными свойствами [10],
но сложны для исследования и вычисления по
сравнению с МНК. В данной работе предлагается
использовать знаковую функцию в качестве меточ
ной, что характерно для оптимизационных крите
риев по норме L1.
Параметры масштаба случайного сигнала при
ходится оценивать наряду с параметрами сдвига
при применении Моценок параметров положе
ния. Эта проблема возникает, например, при обра
ботке сигнала в большинстве процедур машинного
зрения [11]. В данной работе предполагается, что
среднее и дисперсия меняются с течением времени
и искомые функции допускают разложение по не
которым заданным ортогональным системам
функций, так что задача сводится к оцениванию
параметров этого разложения, что является обыч
ной постановкой в параметрическом анализе вре
менных рядов [12].
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1. Постановка задачи
Будем рассматривать следующую модель на
блюдений
где ni – независимые одинаково распределенные
случайные величины с плотностью p(.), {ψk(.),
k=0,s
⎯
} и {φk(.), k=0,m⎯ } – системы ортонормирован
ных на [0,1] полиномов порядка от нуля до s и m со
ответственно, причем полиномы {ψk(.), k=0,s⎯} орто
нормированны с весом ak и αk –
параметры, подлежащие оцениванию. Экспонен
циальное представление тренда дисперсии вызва
но удобством последующих вычислений.
Оценки параметров трендов среднего и диспер
сии соответственно a?k, k=0,s
⎯
и α? k, k=0,m⎯ предлага
ется искать из следующей системы уравнений
(1)
где знаковая функция Исполь
зование знаковой функции в силу ее ограниченно
сти обеспечивает устойчивость оценок к «загрязне
нию» наблюдений, но, с другой стороны, затрудня
ет исследование их свойств, вследствие ее не диф
ференцируемости в нуле.
Исследуем асимптотические свойства оценок при
неограниченном возрастании числа наблюдений,
пользуясь методикой, примененной в работе [13].
2. Сходимость оценок почти наверное 
Прежде всего, покажем сходимость оценок к
истинным значениям параметров. Докажем вспо
могательный результат.
Лемма. Пусть {yn} – последовательность функ
ций Rk→Rk, которая поточечно сходится к функции
y, причем существует единственная точка x0: 
y(x0)=0, и якобиан 
преобразования y(.) не вырожден в этой точке. Тог
да последовательность {xn} такая, что yn(xn)=0, схо
дится к x0.
Доказательство. Заметим, что ||y(x0)–yn(xn)||→0,
поскольку yn(x0)→y(x0)=0, и yn(xn)=0.
Рассмотрим окрестность S точки x0, в которой
функция y непрерывна – т. к. y(x) имеет единствен
ный нуль в S и detP(x0)≠0, то существует некоторая
окрестность S'⊂S, в которой функция y строго мо
нотонна.
Для любых точек s1, s2∈S' для ∀ε'>0∃δ>0:||y(s1)
y(s2)||<δ⇒||s1–s2||<ε'; с другой стороны, в силу сходи
мости последовательности функций для
∀ε>0∃N:n>N:||yn(s1)–y(s1)||<ε∧||yn(s2)–y(s2)||<ε. Заме
тим, что для ∀n>N
Возьмем ε<δ/4, тогда из условия
||yn(s1)–yn(s2)||<δ/2 будет следовать ||s1–s2||<ε' Таким
образом, для любых s1, s2∈S' и для любого ε0 суще
ствует δ0 такое, что из условия ||yn(s1)–yn(s2)||<δ0 при
достаточно больших номерах n следует ||s1–s2||<ε0.
Итак, из сходимости ||y(x0)–yn(xn)||→0 будет сле
довать сходимость ||x0–xn||→0. Лемма доказана.
Введем векторные обозначения
Теорема 1. Пусть плотность распределения ве
роятностей p(.) симметрична относительно 0 и 
причем p(0)≠0, p(1)≠0, и p(.) непре
рывна в точках x=0 и x=1. Тогда оценки α?6 и a?6 силь
но состоятельны.
Доказательство. Рассмотрим систему (1). Найдем
где
?
?
1
1
0 0
2
0 0
1
0
( ) ( ) exp ( ) ,
( ) ( ) exp ( )
exp ( ) , .
s m
k k k k
k k
s m
kk k k
k k
m
kk k k k
k
u x a x x
u x a x x
x a a a
ψ α φ
ψ α φ
α φ
−
= =
= =
−
=
⎡ ⎤= Δ ⎢ ⎥⎣ ⎦
⎡ ⎤⎡ ⎤= Δ + ×⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
⎡ ⎤× Δ = −⎢ ⎥⎣ ⎦
∑ ∑
∑ ∑
∑
? ?
?
? ?
1
2
( )1
1
00 0
( )1
1
0 0
( , ) lim ( ) /
2 ( )exp [ ( )] ( ) , 0, ;
( , ) lim ( ) /
( )[ 2 ( ) 1/ 2] , 1, 1,
j jN
u xm
kj k
k
j jN
u x
j s
G M N
x x p t dtdx j s
G M N
x p t dt dx j s s m
η
ψ α φ
η
φ
→∞
−
=
→∞
− −
= =
= − =
= =
= − + = + + +
∑∫ ∫
∫ ∫
?? ?
?? ?
a
a
α
α
1
0
( ) 1/ 4,p x dx =∫
?
?
?
?
?
?
0 00 0 0 ( )
, , , , ( ) .
( )m s ssm
a a
a a
α ψα
α ψα
⎛ ⎞ ⎛ ⎞ ⋅⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟= = = = ⋅ =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⋅⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠
?? ??? ? ??
? ? ? ? ?a aα α ψ
1 2 1 1 2 2
1 2 1 2
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) 2 ( ) ( ) .
n n
n n n n
y s y s y s y s y s y s
y s y s y s y sε
− ≤ − + − +
+ − < + −
det ( ) det ( ); , 1,i
j
yP i j kx
⎛ ⎞∂⋅ = ⋅ =⎜ ⎟∂⎝ ⎠
1, 0;
sign( ) 0, 0; .
1, 0.
x
x x
x
− <⎧⎪= =⎨⎪ >⎩
?
?
1
1
0
0
( / )
( / )
sign 1/ 2
exp[ ( / )]
0, 1, 1,
N
j j s
i
s
ki k
k
m
k k
k
i N
x a i N
i N
j s s m
η φ
ψ
α φ
− −
=
=
=
= ×
⎧ ⎫⎡ ⎤− −⎪ ⎪⎢ ⎥⎪ ⎪⎢ ⎥× + =⎨ ⎬⎢ ⎥⎪ ⎪−⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭
= = + + +
∑
∑
∑
?
?
1
1 0
0
( / ) exp ( / )
sign ( / ) 0, 0, ;
N m
kj j k
i k
s
ki k
k
i N i N
x a i N j s
η ψ α φ
ψ
−
= =
=
⎡ ⎤= ×⎢ ⎥⎣ ⎦
⎡ ⎤× − = =⎢ ⎥⎣ ⎦
∑ ∑
∑
2
0
exp [ ( )],
m
k k
k
xα φ−
=
∑
0 0
( / ) exp[ ( / )], 1, ,
s m
i k k i k k
k k
x a i N n i N i Nψ α φ
= =
= + =∑ ∑
Известия Томского политехнического университета. 2008. Т. 313. № 5
6
Сходимость почти наверное ηj/N к Gj при N→∞
следует непосредственно из усиленного закона
больших чисел.
Покажем, что система
(2)
имеет единственное решение  a?
6
=a6 при любых зна
чениях α?6 и α6.
Действительно, функция g(x)=∫
0
x
p(t)dt обращается
в нуль только в точке x=0, поскольку она монотонна
в силу неотрицательности плотности и строго моно
тонна в некоторой окрестности точки x=0 в силу не
прерывности плотности в этой точке, и p(0)≠0. Со
гласно системе (2) функция g(u1(x)) должна быть ор
тогональна с положительным весом exp–1[Σm
k=0
?αkφk(x)]
системе полиномов {ψk(.), k=0,s⎯}, следовательно,
она должна иметь не менее s+1го нуля на [0,1] [14].
С другой стороны, уравнение u1(x)=0 имеет не более
s корней, т. к. Σs
k =0
Δakψk(x) является полиномом не
более чем sго порядка и exp–1[Σm
k=0
αkφk(x)]>0. Отсюда
следует, что для удовлетворения системы (2) необхо
димо потребовать Σs
k =0
Δakψk(x)≡0, т. е. Δak=0, k=0,s⎯.
Аналогично показывается, что система
(3)
также имеет единственное решение  α?6=α6 при
a?
6
=a6. В этом случае u2(x)=exp[Σmk=0 Δ ?αkφk(x)],Δαk=α?k–αk, и функция f(x)=–2∫
0
x
p(t)dt+1/2 обраща
ется в нуль только в точке x=1.
Найдем матрицу производных преобразования,
задаваемого системами (2) и (3):
где
Привлекая лемму, получаем требуемый результат.
3. Асимптотическая нормальность оценок
Найдем асимптотическое распределение оце
нок  α?6 и a?6.
Теорема 2. В условиях теоремы 1 случайные век
торы √–NΔa––6 и √–NΔα––6 имеют при N→∞ нормальное
распределение с нулевым средним и ковариацион
ными матрицами соответственно I/(4p2(0)) и 
где I – еди
ничная матрица соответствующей размерности,
матрица
Доказательство. Рассмотрим случайные вели
чины
где c6=(c0,...,cs)T – некоторый вектор параметров.
Заметим, что ηj(N)(N1/2Δa––6)=N–1/2ηj(α6,α?6).
Обозначим
Найдем
Таким образом, ηj(N)(c6) сходится в среднеква
дратическом при N→∞ к случайной величине
ηj(N)(c6)=–2p(0)cj+ςj, где M(ςj)=0, cov(ςj,ςi)=δij, при
чем распределение вектора ς6=(ς0,...,ςs)T совпадает с
асимптотическим распределением вектора
––6η(N)(06)=(η0(N)(06),...,ηs(N)(06))T.
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Найдем предельное распределение вектора
––6η(N)(06). Для любого действительного вектора
t6=(t0,...,ts)T сумма
по центральной предельной теореме имеет при
N→∞ нормальное распределение, следовательно
[15], вектор ς6 распределен нормально.
Если последовательность векторов c6N удовле
творяет η6(N)(c6N)=0, то нетрудно показать, аналогич
но лемме, что ||c6N–c6*||→0 по вероятности, где c6* удо
влетворяет η6(c6*)=0. Таким образом, асимптотиче
ское распределение вектора c6N=√–NΔa––6 совпадает с
распределением вектора ς6/(2p(0)).
Аналогично рассмотрим
где d
6
=(d0,...,dm)T – некоторый вектор параметров,ηj(N)(N1/2Δa––6,N1/2Δα––6)=N–1/2ηj(α?6,a?6). Раскрывая нео
пределенность, имеем
Аналогично предыдущему, получаем, что в
асимптотике вектор √–NΔα––6 распределен также, 
как и вектор т. е. имеет гаус
совское распределение с нулевым средним. Най
дем ковариационную матрицу этого распределе
ния, учитывая, что
Получаем
что и требовалось показать. Теорема 2 доказана.
Замечание. Требование симметричности ра
спределения шумов, вообще говоря, не является
обязательным, необходимо только фиксировать
квартили распределения Q1=–1, Q2=0, Q3=1.
Выбор весовых функций перед sign(.) в системе
(1) вызван стремлением повысить асимптотическую
точность оценивания. Покажем это для оценок па
раметров тренда среднего. Рассмотрим следующую
систему, определяющую оценки a?
6(b)=(a?k(b), k=0,s⎯):
причем весовые функции bj(.) таковы, что решение
системы
относительно a?
6(b) единственно в условиях теоремы
1 – это обеспечивает сходимость почти наверное
рассматриваемых оценок к a6. Ковариационная ма
трица асимптотического распределения оценок a?
6(b)
будет иметь вид где матрицы
Решая задачу минимизации Sp(A–1DA–1T) по век
тору b
6
(x)=(b0(x),...,bs(x))T, получаем
но, т. к. истинные значения параметров тренда дис
персии α6 неизвестны, а оценки α?6 сильно состоя
тельны, то следует положить
что и сделано в системе (1).
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b x p t dtdx j s
u x a x xψ α φ−
= =
= =
= Δ
∫ ∫
∑ ∑
? ( )( )
1 0
( / )sign[ ( / )] 0,
0, ,
kj
N s bb
j i k
i k
b i N x a i N
j s
η ψ
= =
= − =
=
∑ ∑
( )
2
( , ) ( )lim 2 (1) 2 (0)
( , ) ( )
2 (1) 2 (0)
3/ 4 (1) / (0) (1) / (0) 1
,
4 (1)
N
T
T
M p p
p p
p p p p
p
→∞
⎡ ⎤− ×⎢ ⎥⎢ ⎥⎣ ⎦
⎡ ⎤× − =⎢ ⎥⎢ ⎥⎣ ⎦
+ −=
(N) (N)
(N) (N)
0 0 0B
0 0 0B
I BB
???? ????? ? ?
???? ????? ? ?
η η
η η
[sign( )sign( )] ,
[(sign( 1) 1/ 2)(sign( 1) 1/ 2)] 3 / 4 ,
[(sign( 1) 1/ 2)sign( )] 1/ 2 .
i j ij
i j ij
i j ij
M n n
M n n
M n n
δ
δ
δ
=
− + − + =
− + =
( , ) ,2 (1) Np − Δ
(N) 0 0 B
???? ? ? ???
aη
( )
1
1
0 0
1
0
0
( ) ( )
1
1 1
0
lim ( ( , ))
( ) exp ( )
2 (1) ( ) ,
( )
lim cov( ( , ), ( , ))
( ) ( ) .
j
j k
N
N
s m
k k k k
k k
j s m
k k
k
N N
N
j s k s jk
M
c x x
p x dx
d x
x x dx
η
ψ α φ
φ
φ
η η
φ φ δ
→∞
−
= =
− −
=
→∞
− − − −
=
⎡ ⎤⎛ ⎞ +⎢ ⎥⎜ ⎟⎝ ⎠⎢ ⎥= − ⎢ ⎥+⎢ ⎥⎣ ⎦
=
= =
∑ ∑
∫ ∑
∫
? ?
? ?? ?
c d
c d c d
( ) 1/ 2
1
1
1/ 2 1
0 0
1/ 2
0
( , ) ( / )
sign ( / ) exp ( )
exp ( / ) 1/ 2
0, 1, 1,
j
N
N
j s
i
s m
i k k k k
k k
m
k k
k
N i N
n N c i N x
N d i N
j s s m
η φ
ψ α φ
φ
−
− −
=
− −
= =
−
=
= ×
⎧ ⎡ ⎛ ⎞⎪× − −⎨ ⎢ ⎜ ⎟⎝ ⎠⎪ ⎣⎩
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Разрывность меточной функции в нуле создает
проблемы при применении стандартных методов
решения системы (1). К настоящему времени раз
работано много специальных алгоритмов для чи
сленного оценивания по норме L1 [16]. В системе
(1) все оцениваемые параметры присутствуют во
всех уравнениях системы, что создает дополни
тельные трудности в ее решении. Можно упростить
систему и оценивать параметры тренда среднего
независимо от параметров тренда дисперсии, если
исключить из весовых функций первых (s+1)го
уравнения α6, положив 6b(x)=ψ6(x).
Заметим, что тогда оценки a?
6(b) удовлетворяют
следующему критерию наименьших модулей:
В этом случае будут потери в эффективности оце
нивания a6. Как показывают результаты расчетов, сде
ланные для линейных трендов среднего и дисперсии
при гауссовском распределении шумов, т. е.
ψ0(x)=φ0(x)=1, ψ1(x)=φ1(x)=√––12(x–1/2), p(.)=N(0,σ2),
эти потери могут достигать 30 % в диапазоне значения
α0/α1 от –2,5 до 2,5.
?
? ( )
( )
1 0
( / ) min.k b
k
N s b
i k
ai k
x a i Nψ
= =
− ⇒∑ ∑
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