Recurrence gives powerful tools to investigate the statistical properties of dynamical systems. We present in this paper some applications of the statistics of first return times to characterize the mixed behavior of dynamical systems in which chaotic and regular motion coexist. Our analysis is local: we take a neighborhood A of a point x and consider the conditional distribution of the points leaving A and for which the first return to A, suitably normalized, is bigger than t. When the measure of A shrinks to zero the distribution converges to the exponential e −t for almost any point x, if the system is mixing and the set A is a ball or a cylinder. We consider instead a system, a skew integrable map of the cylinder, which is not ergodic and has zero entropy. This map describes a shear flow and has a local mixing property. We rigorously prove that the statistics of first return is of polynomial type around fixed points and we generalize around other points with numerical computations. The result could be extended to quasi integrable area preserving maps such as the standard map for small coupling.
The statistics of Poincaré recurrences for a class of maps with a finite number of integrable and ergodic components is considered. For an integrable skew map on the cylinder it is shown that the spectrum of Poincaré recurrences has an algebraic decay law. For a uniformly hyperbolic map on the torus the decay law is exponential. If the map has both components, the decay of the spectrum for the points at the boundary is a combination of the previous laws, so that asymptotically the decay is still algebraic as long as the measure of the set is finite, exponential with a slope different from one in the limit of zero measure.
Introduction
We present in this paper some applications of the statistics of return times. Up to now this statistics has been studied in two different regimes: systems with strong mixing properties and zero-entropy systems like irrational rotations. For these two cases, rigorous results are available and the global features of recurrence are fairly well understood. In the case of low-dimensional hamiltonian systems there are only a few numerical investigations, despite the interest of establishing rigorous results for such systems of physical importance. Our contribution is a step in this direction: we will prove a theorem on the statistics of return times which seems to be valid even for the standard map in the quasi-integrable regime, and we will successively use it to describe recurrence in components of the phase space where integrable and chaotic motion coexist.
We first briefly recall the properties of recurrences that we are going to investigate. Let us take any measurable set A in the measurable space X equipped with a measure µ invariant with respect to the transformation R. Define with τ A (x) the first return time (under the transformation R) of the point x ∈ A into A: τ A (x) = min{k > 0; R k (x) ∈ A, x ∈ A}.
Then introduce the distribution:
where µ A denotes the conditional measure to A: µ A (B) = µ(B∩A) µ(A)
, for any measurable B ∈ X , and τ A is the expectation of τ A (x) taken w.r.t. µ A :
The question is to ask whether a limiting distribution F (t) = lim µ(A)→0 F A (t) exists when µ(A) goes to zero and the set A shrinks around a point z ∈ X 1 . In a series of papers [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] (see also the review paper [13] ) it has been proved that the asymptotic distribution is exponential e −t for a wide class of mixing systems, even if they are not uniformly hyperbolic. In such situations τ A is simply µ(A) −1 , as it follows from Kac's theorem (see any book in ergodic theory; actually Kac's result requires only the ergodicity of the map). It must be stressed that the previous convergence to e −t takes place for µ-almost every z. In fact it can be proved that the convergence gives a different asymptotic distribution if the point z is not generic (w.r.t the measure µ), for example if it is a periodic point [1] (see also sect. 6). Another important fact to establish the convergence of (1) is the choice of the sets A shrinking to z. In the mixing situations quoted above,
A was taken either as a ball B (z) with the radius converging continuously to zero, or as a cylinder of increasing rank n belonging to the dynamical partition n−1 i=0 R −i P, where P is a measurable generating partition of X . These choices are the most natural ones to investigate the existence of a limiting distribution for the statistics of first return. Contrary to the behavior enjoyed by mixing measures, there is the case of one-dimensional irrational rotations of the circle for which there are at most three possible first returns in each subset
A [14, 15] , and this prevents the existence of any limiting distribution for the function F A (t) [16] , unless the sets A are chosen in a very particular class of intervals with strong arithmetic properties [16, 29] . Among these two extreme behaviors very little is known.
A recent paper by Lacroix [20] shows that for all aperiodic ergodic dynamical systems any kind of distribution can be obtained, provided that the decreasing sequence of the sets A is chosen suitably around all points, but in general A will not be a ball or a cylinder.
On the other hand there are no results, at our knowledge, which exhibit a distribution different from the exponential for mixing systems with a good choice of the sets A (balls and cylinders). In the paper [21] the authors studied a model of the hyperbolic part of the phase space of an hamiltonian system near a hierarchical islands structure and they produced lower and upper bounds for the asymptotic distribution of the first return times in terms of a power law. This example works out a self-similar structure of the phase space, in the same spirit as the model proposed in [17, 18, 19] for the dynamics for sticky sets in
Hamiltonian systems.
The first result of our paper is to give the example of a skew integrable map R : x = 1 In the notation for the limiting distribution F (t) we drop the dependence on the point z, since it will be clear from the context of our applications.
x+y mod 1, y = y, of the cylinder T×[0, 1], for which the asymptotic distribution (1) exists despite the fact that along each fiber with irrational y the dynamics is given by an irrational rotation of the circle. The limiting distribution is restored on the cylinder by a sort of local mixing in tubular invariant regions (see sect. 2). Our rigorous result applies to square domains A around the fixed points of R, in which case the function F (t) exhibits a power law decay of type t −2 for large t. We show, with very reliable numerical computations, that this behavior is shared by other domains in the cylinder. Moreover, the proof that we provide for the skew linear map could be extended to any integrable twist map. Two majors reasons motivate the study of our map. First, the map R, when restricted to the 2D torus, describes the flow on a square billiard [22] ; second, it allows us to understand the behavior of area-preserving maps in the mixed regions where integrable structures and ergodic components coexist. We will now focus on the second aspect, leaving the first to a future work 2 .
Intense numerical studies were performed and it was suggested that in the thin stochastic layer surrounding a chain of island the decay of return times could follow a power law, due to the sticking phenomenon [23, 24] . This phenomenon is believed to be responsible for the anomalous diffusion which is modeled by Levy like processes which lead to a fractional diffusion equation. To understand this behavior, we took the domain A at the boundary between regular (integrable) and chaotic (mixing) dynamics and we looked for the existence of a limiting distribution when the measure of A goes to zero. We first give a very general formula for the function F A (t) when the set A crosses two invariant domains. Then we assume a power and an exponential decay for F (t), respectively in the integrable and mixing regions. As soon as the domain A intersects the mixing region, the limiting distribution is of exponential type, but this asymptotic behavior is achieved passing through a transition regime where F A (t) is a superposition of exponential and power laws, each of which is weighted by the relative size of the regular and chaotic components. We stress again: the properties of the recurrence quantified in the statistics of first return depend in a precise way on the extension and the proportion of the regular and chaotic components, when both are present in the neighborhood of a chosen point. This very interesting property is confirmed by numerical analysis for the standard map in the intermediate region after the break up of the last KAM curve; we discussed in [25] the level of applicability of our skew integrable 2 We would like to thank S. Troubetzkoy for having pointed out to us the application of our results to the recurrence properties of square billiards.
model to the standard map and new numerical evidences supporting our conclusions are presented in this paper. We finally remind that such a mixture of exponential and power law decays for the distribution of the first return times has been observed in a model of stationary flow with hexagonal symmetry, when the transport is anomalous [26] .
Integrable maps
We introduce in this section the class of skew-maps on the cylinder for which we will perform the statistics of first return times: they will be integrable area preserving maps which can be isochronous or anisochronous:
both maps being defined over T × [0, 1]. The former remains integrable under a periodic perturbation, y → y + V (x) in the right-hand side of (3). Denoting the perturbed map with M is there is a conjugation [28] between M is and the linear map i.e.
where Φ is defined by
and for an analytic perturbation V the solution f Slater's theorem [14] . The return times to the set A (y 0 ) for the anisochronous map R an are no longer a finite number and, after normalization, a continuous limit spectrum exists for → 0 and its decay is algebraic. We will prove this fact in sect. 3 for any rectangle with base along y 0 = 0, whereas a computer assisted construction is provided for y 0 > 0. When the initial domain is a subset of the one dimensional torus, the number of return times is again three, according to Slater's theorem, but a continuous distribution is restored on the 2-dimensional cylinder by a local mixing property caused by filamentation. This is a well known property of a rotating fluid whose angular velocity varies monotonically with the radius. To be more explicit we now prove the local mixing property for our anisochronous linear map.
Notations: from now on we set R = R an and we write µ for the Lebesgue measure.
Let us take a cylinder C = T × [0, ] and define the conditional measure µ
The set C is invariant with respect to R and µ is its invariant measure therein.
Proposition 2.1 Given the dynamical system (C , R, µ ) and the square
the following property holds
Proof. Setting for brevity
The lower vertices of the square are invariant R n (0, 0) = (0, 0), R n (0, ) = (0, ) whereas the upper ones are translated by n after n iterations R n (0, ) = (n , ) and R n ( , ) = ( (n + 1) , ).
For any given n we define k = n/m and j = n mod m so that
According to the geometric construction of Figure 1 , we have
For n = km one can easily show that c km = k /(km) and for n = km + j we have
As a consequence, recalling that = 1/m, we have Remark. The previous proposition can be easily extended to two disjoint rectangles in the region C obtaining again the same decay of order n −1 . We stress that these results differ from the usual mixing condition, since they have a local character and do not require the ergodicity of the map.
Return times
In the usual distribution of the first return times, these are normalized by their expected value. Since in our case the transformation is not ergodic, we can not apply Kac theorem to replace such an expected value with the inverse of the measure of the set (see the introduction). Nevertheless a simple direct computation of the expected value can be performed as well. 
where µ x , µ y represent the Lebesgue measure along the x-axes and y-axes respectively and
Proof. By Fubini's theorem we have that:
where χ A denotes the characteristic function of the set A. The inner integral is equal to 1 for Lebesgue almost every y in I y by Kac's theorem since the dynamics is an irrational rotation along the horizontal fiber A y ; then
Remark. The preceding formula reduces to a simple one if, for example, we take A as a connected set with a continuous boundary and which is the closure of its, non-empty, interior. We shall call such domains simple and we will refer to them again in sect. 5. In fact, if we put y m = min{y; (x, y) ∈ A} and y M = max{y; (x, y) ∈ A}, then the region
. In the next theorem A will be chosen as the
We now state our main result.
, the average return time is τ A = 1/ and the spectrum F of the return times in A reads
wheren = 1/ and t n = n/ τ A , n ∈ N; furthermore the limiting spectrum is given by
Proof. Without loss of generality (the system is invariant under translations), we give the
. We denote by A >n ⊆ A the set of points whose return time is bigger than n, with U n the image of order n of A >n , and by S n the image of the set of points in A which return back to A at the iteration n. We have
Since the map preserves the area it is sufficient to evaluate µ(U n ) to obtain µ A (A >n ) = −2 µ(U n ). To simplify some details of the proof we choose = 1/m where m is a positive integer. With this particular choice (16) becomes 3 :
The geometric construction for m = 4 is shown in Figure 2 , where the set U 1 is the triangle of vertices A 1 , B 2 , B 1 , and the points of the triangle A 0 , A 1 , B 0 come back for n = 1.
We define, for any integer
whereas the A k are invariant (this is a key point which simplifies dramatically the geometric construction). Denoting by T n the triangles A 1 , B n , B n+1 we notice that T n = U n for n ≤ We consider the following sequences to compute the area of U m+k
3 In the more general case in which ∈ ]0, 1[ we need to consider a further term with respect to the equation (20) . To see, that let ben = 1/ : it obviously represents the number of times a segment of length is in the interval [0, 1]. Since now 1/ is not, in general, an integer number, the set Un is no more a triangle but the four-sided polygon A 1 , Dn, B 0 , Bn, where B 0 is the point (1, 0). This implies that where D m+k is the intersection of the segment A 1 E m+k−1 with the line A m B m , namely
The area of the triangle U m+k is then immediately evaluated as difference of the area of 
For k = 0 we have E m−1 = B m+1 so that y m−1 = and y m = (1 − ); at the next steps we have from the above recurrence
As a consequence we make the following guess: y m+k = (1 − )/(1 + k ) and prove it inductively. Indeed for k = 0, 1 it agrees with the above result whereas for y m+k+1 we have
The final result is readily obtained. Indeed
Finally we set n = m + k, we recall that t n = n/ τ A = (m + k) = 1 + k and consequently for n ≥ m we have
as we wished to prove. Using = 10 −2 we have computed F (t) with 0 < t ≤ 5000 for a large sample of initial points y 0 . The least squares interpolation a + b log t to log F (t) gave invariably a value −2
for the coefficient b with an error less than 5 · 10 −4 , choosing t ∈ [3000, 5000]. So we can conclude that there is a strong evidence for the spectrum to be F (t) = C/t 2 asymptotically for large t. More details on the construction and the results of an analysis performed with a large number of significant digits will be reported elsewhere.
Mixed regions
In this section and in the next one we address the following question. Let us take a subset
A which intersects two domains invariant with respect to a transformation M and upon We already stressed in the introduction the physical interest of such a computation on mixed regions. In the following we will provide an analytic formula and will check it against numerical simulations, showing a strong correspondence between the two approaches.
Let (D, M, µ) 4 be the dynamical system which splits into two invariant components
We wish to investigate the return times behavior of the points which are at the common We choose this neighborhood in such a way that the relative weights
remain constant or in any case have a limit when µ(A) → 0, namely we will assume that the following limits exist and are different from zero:
We begin first to observe that (all the expected values are taken w.r.t the conditional invariant measure on the respective sets):
In fact:
Then we show that if in the regions D 1 and D 2 a limiting distribution exists then such a distribution is also defined for any point at the boundary of the invariant regions. Let F A 1 and F A 2 be the return times distributions in A 1 and A 2
and suppose that the respective limiting distributions
are well defined. Furthermore let us suppose that the the following limits exist:
Proposition 4.1 Under the existence of the limits (30, 35, 36) , the distribution for the first return times in the set A exists and is given by
in the points of continuity of both F 1 and F 2 .
Proof. The proof of the statement is rather straightforward, indeed
Let us now observe that ∀ > 0 and µ(A 2 ) small enough (depending on ) we have (a similar statement is true for µ A 1 )
Taking the limit for µ(A 2 ) → 0 and successively for → 0 we get the desired result.
Remark. We will apply this result in the example 1 in sect. 6, where the two regions D 1 and D 2 will be invariant under mixing transformations. In this case (even if the transformations were ergodic) and thanks to Kac Lemma, it is easy to check that
and, under the existence of the limits (30, 36) :
Regular and mixing regions
We are now tempting to apply proposition (4.1) in the case where one of the two dynamics is given by the anisochronous rotations R. We will see that one of the assumption of such a proposition fails, and therefore we will need a specific proof. Let the system be composed by , where A p is the horizontal strip associated to A p according to the remark of sect. 3. Combining this with formula (31) and going back to the first step in the proof of proposition (4.1), we immediately have (with the obvious meaning for the distribution in the regular and mixing regions):
where
It is now interesting to consider the limit spectrum Contrary to the preceding section, the term
has not a finite limit for µ(A) → 0 and therefore we need to proceed differently with respect to proposition (4.1). At this regard, we will use explicitly the expression (16) for the spectrum of Poincaré recurrence which was obtained for a square domain. In particular we can write:
where a is a number greater than 1 + and θ(x) is the Heaviside step function which is equal to 1/2 for x = 0. Since lim →0 + (P/p) = 0, the first term in the sum above is zero in the limit → 0 + for t > 0, whereas it is 1 for t = 0. Therefore it suffices to study the behavior of the second term, which takes into account the last contribution in (16) , by considering
from which we conclude
Supposing now the dynamics defined over D m is such that
we have
We can summarize the results (45) and (47) by writing the spectrum of Poincaré recurrences as
where ϑ(0) = 1 and ϑ(t) = 0 for t > 0.
In a more general way, by assuming that F Ap (t) c/t 2 at least for large values of t (as numerical computations of the spectrum show [30] ), we can write, when µ ( A) 1
which rigorously becomes for µ ( A) → 0
This behavior will be checked in the next section by coupling an anisochronous like rotation with a mixing map: we will see that the limiting distribution will be given by the exponential (1 − p)-law, where p is the relative portion of the regular domain. Whenever µ(A) is positive and small, the corresponding distribution F A (t) keeps memory of the anisochronous rotation, which provides the main contribution for small and huge values of t. As we pointed out in the introduction, this "finite size" effect of the statistics of the first return times, captures the different qualitative behaviors of the regular and chaotic motions and gives even some information on the relative weights of the regions where these dynamics take place.
Examples

Mixing transformations
As an application of sect. 4, we define a one-dimensional map M from the interval [−1, 1]
into itself in the following way (we explicitly write its components M 1 and M 2 respectively on the two subintervals [−1, 0] and (0, 1], see Figure 5 ):
and
The map M is discontinuous in the point x = 0 and it preserves the Lebesgue measure which has two mixing components invariant w.r.t. M 1 and M 2 respectively. Notice that x = 0 is a fixed point of M 1 ; although M 2 is not defined in 0, the dynamics in the neighborhood of this point is the same as if we considered that point as a periodic point of order 2 for M 2 . Therefore, whenever we take a ball of radius around x = 0, the statistics for the first return on the left and on the right of the center will follow respectively those around a periodic point of period 2 and a fixed point. In these situations, as we anticipated in the introduction, we cannot expect an exponential 1-law distribution for F (t) in the limit of small . Instead we will use Hirata's result, according to which for 1-D Markov maps T , like ours, the distribution of the first return times in a ball of radius around a periodic point x of period p is given, in the limit → 0, by the following formula:
being u(x) the potential associated to the invariant Gibbs measure. In the present case (µ=Lebesgue), it is immediate to see that
and therefore, by using proposition (4.1), and setting F 1 (t) and F 2 (t) the limiting distribution respectively for the maps M 1 and M 2 , we have:
Since the maps are mixing, by remark of sect. 4 we immediately get that
while by the prescribed choice of the set A as a symmetric ball around the boundary point it holds w 1 = w 2 = 1/2. Replacing into (56) we get a result which is well confirmed in the numerical computation shown in Figure 6 . 
Regular and mixing transformations
We now give an application of the result stated in sect. 5. We construct a two-dimensional 
We will take an arbitrary point P = (x, 0) along the common boundary y = 0; the set A around P will be a rectangle centered at P with for A taken as a circular domain, whereas in Figure 11 is shown the mixture of exponential followed by algebraic decays.
Standard map
Although the bidimensional system just considered is a rather simple one, nevertheless its distribution of first return exhibits some features that can be found in dynamical systems of higher physical relevance. As an example we now consider the statistics of the first return times for the standard map:
Choosing values of the coupling parameter that lead to a structure where integrable orbits are surrounded by the chaotic 'sea' (Figure 12 ), we first computed numerically the spectrum of recurrences for domains wholly belonging to the regular region: Figure 13 shows that its behavior is well described by a power law like t −2 (curve 1 and 2). Moving the domain from the regular region into the chaotic one (Figure 14) , the spectrum shows an exponential decay with a slope that increases regularly. The statistics of recurrences seems to follow the behavior predicted by our model, even though the boundary between the regular and chaotic region is not completely sharp. Moreover, for sets of finite size that belong to the deep chaotic sea, there exist some evidences [25] of an algebraic tail in the return times spectra. 
Conclusions and open questions
We have at first considered the behavior of Poincaré recurrences for a system whose dynamics is given by the anisochronous rotations defined over the cylinder C = T × [0, 1]. It is shown that this map, which is area preserving and models a shear flow, enjoys a local mixing property.
It is then rigorously proved that the return times spectrum for a particular domain follows an asymptotic algebraic law of type t −2 , and the exact spectrum is determined also for early times. Furthermore, we obtained strong numerical evidences that the result on the asymptotic behavior of the spectrum is valid for a generic subset of C. To this end we have developed an algorithm, with an algebraic computational complexity, which allows to compute exactly (up to the machine round off error) the return times spectrum for an arbitrary rectangular initial domain. As a consequence, the severe accuracy limits involved in statistical methods are avoided and any desired accuracy can be reached by using multiple precision arithmetic packages [31] .
The analysis of Poincaré recurrences for mixed systems which split into two invariant components showed that for a domain including the common boundary the return times spectrum is given by a linear combination of the spectra which characterize each subsystem, weighted by factors respectively proportional to the relative size of the intersection of the chosen domain with each invariant region.
For a system composed by a region with an integrable dynamics, represented by the shear flow, and by one with a mixing dynamics, we have explicitly showed in a particular case that the spectrum has an exponential decay, in the limit of zero measure sets, with an exponent different from one. Even though the proposed example is somehow artificial, nevertheless it seems to shed some light on the behavior of Poincaré recurrences statistics for dynamical systems of more physical interest.
For the standard map we have verified that when an island is embedded in a chaotic sea, being separated by a stochastic layer thin enough that it looks like a sharp boundary, the Poincaré recurrences, computed for neighborhoods of the points of this boundary, decay exponentially with a decay factor which depends on the measures of their intersections with the island and the chaotic sea in agreement with our theoretical prediction. Moreover it was also observed that deeply in chaotic sea power law tails may appear. One might then conjecture that if the Poincaré spectrum in the stochastic layers has a power law decay, then, owing to penetration in whole chaotic sea of very thin tongues issues from this and having an intersection with the neighborhood of any point in the deep chaotic sea, by the mechanisms we propose the presence of a power law tail might be explained. The dynamics within the stochastic layer is very intricate and at the moment the scaling laws proposed on the basis of phenomenological arguments remain the only way to explain the numerical results on the spectra and the anomalous diffusion obtained in this region.
In conclusion: it is our opinion that it would be of great interest to generalize the analysis we carried out about dynamical systems with invariant components by considering successive return times statistics (we remind that such a statistics follows a Poisson law for strongly mixing transformations). At this aim some preliminary work shows that, at least for the shear and mixing maps, the Poincaré successive recurrences spectra appear to be well behaved: these and other results will be reported elsewhere. 
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