We propose a new method for cancer subtype classification from histopathological images, which can automatically detect tumor-specific features in a given whole slide image (WSI). The cancer subtype should be classified by referring to a WSI, i.e., a large size image (typically 40,000 × 40,000 pixels) of an entire pathological tissue slide, which consists of cancer and non-cancer portions. One difficulty for constructing cancer subtype classifiers comes from the high cost needed for annotating WSIs; without annotation, we have to construct the tumor region detector without knowing true labels. Furthermore, both global and local image features must be extracted from the WSI by changing the magnifications of the image. In addition, the image features should be stably detected against the variety/difference of staining among the hospitals/specimen. In this paper, we develop a new CNN-based cancer subtype classification method by effectively combining multiple-instance, domain adversarial, and multi-scale learning frameworks that can overcome these practical difficulties. When the proposed method was applied to malignant lymphoma subtype classifications of 196 cases collected from multiple hospitals, the classification performance was significantly better than the standard CNN or other conventional methods, and the accuracy was favorably compared to that of standard pathologists. In addition, we confirmed by immunostaining and expert pathologist's visual inspections that the tumor regions were correctly detected.
Introduction
In this study, we propose a novel convolutional neural network (CNN)-based method for cancer subtype classification by using digital pathological images of H&E stained tissue specimens as inputs. Since a whole slide image (WSI), 1 arXiv:2001.01599v1 [cs.CV] 6 Jan 2020 which is obtained by digitizing an entire pathological tissue slide, is too large to feed into a CNN [25, 34, 19, 8] , it is common to extract a large number of patches from the WSI [9, 12, 30, 40, 23, 20, 37, 5, 41, 2, 18] . If it can be known whether each patch is a tumor region by pathologist's annotation, the CNN can be trained by using each patch as a labeled training instance. However, the cost of annotation is too high to obtain sufficiently large number of annotated instances for CNN training. When patch label annotation is not available, cancer subtype classification tasks are challenging in the following three aspects.
The first difficulty is that tumor and non-tumor regions are mixed in a WSI. Therefore, when pathologists actually conduct subtype classification, it is necessary for them to first find out which part of the slide contains the tumor region, and to perform subtype classification based on the features of the tumor region. The second practical difficulty is that staining condition greatly varies depending on the specimen conditions and the hospital from which the specimen was taken. Therefore, pathologists perform tumor region identification and subtype classification by carefully considering the different staining conditions. The last difficulty is that different features of tissues are observed when the magnification of the pathological image is changed. Actually, pathologists conduct diagnosis by changing the magnification of a microscope over and over again to find out various features of the tissues.
In order to develop a practical CNN-based subtype classification system, our main idea is to introduce mechanisms that mimic these pathologist's actual practices. To address the above three difficulties, we introduce multiple instance learning (MIL), domain adversarial (DA) normalization, and multi-scale (MS) learning techniques. Although each of these techniques have been studied in the literature, we demonstrate that their effective and careful combination enables us to develop a CNN-based system whose performance is significantly better than the standard CNN or other conventional methods.
We applied the proposed method to malignant lymphoma subtype classifications of 196 cases collected from multiple hospitals, and demonstrated that the accuracy of the proposed method is favorably compared to that of standard pathologists. It was also confirmed that the proposed method not only performed better than conventional methods, but also performed subtype classification in a similar way as pathologists do in the sense that the method was correctly paying attention to tumor regions in images of various different scales.
The main contributions of our study are as follows:
• We develop a novel CNN-based digital pathology image classification method by effectively combining MIL, DA and MS approaches. In comparison with naive CNN, MIL-CNN, DA-CNN and MS-CNN, our proposed method showed significantly better performances.
• We applied the proposed method to malignant lymphoma classification task with 196 whole slide H&E stained histological images collected for the purpose of consultation by an expert pathologist on malignant lymphoma.
Since images are collected from various different hospitals, the staining conditions are not controlled which leads to color variation of stained tissue slides.
• As a result of confirmation by immunostaining in the above malignant lymphoma subtype classification task, it was confirmed that the proposed method performed subtype classification by correctly paying attention to the true tumor regions from images of various different scales.
Preliminary
Here we present problem setup and three related techniques that are incorporated into the proposed method in the next section. In this paper, we use the following notations. For any natural number N , we define [N ] := {1, . . . , N }. We call a vector whose elements are non-negative and sum-to-one as a probability vector. Given two probability vectors p, q, L(p, q) represents their cross entropy.
Problem setup
Consider a training set of a binary pathological image classification problem obtained from N patients. We denote the training set as {(X n , Y n )} N n=1 , where X n is the whole slide image (WSI) and Y n is the two-dimensional class label one-hot vector of the n th patient for n ∈ [N ]. We also define a set of N -dimensional vectors {D n } N n=1 whose n th element is one and the others are zero. Since each WSI is too huge to directly feed into a CNN, patch-based approach is usually employed. In this paper, we consider patches with 224 × 224 pixels.
In cancer pathology, since tumor and non-tumor regions are mixed, not all the patches from positive-class image contain positive class-specific (tumor) information. Thus, we borrow an idea from multiple instance learning (MIL) (the detail of MIL will be described in § 2.2). Specifically, we consider a group of patches, and assume that each group from positive class image contains at least a few patches having positive class-specific information, whereas each group from negative class image does not contain any patches having positive-class specific information. Furthermore, when pathologists diagnose patients, they see the WSI in multiple different scales. To mimic this, we consider patches with multiple different scales.
We denote the groups of the patches in different scales as follows. We use a notation s ∈ [S] to indicate the index of scales (e.g., if 10x and 20x scales are considered, S = 2). The set of groups (called bags in MIL framework) in the n th WSI is denoted by B n for n ∈ [N ]. Then, each group (bag) b ∈ B n is characterized by a set of patches (called instances in MIL framework) I Figure 1 illustrates the notions of WSIs, groups (bags), patches (instances), and scales.
Multiple instance learning (MIL)
Multiple-instance learning (MIL) is a type of weakly supervised learning problems, where instance labels are not observed but labels for a group of instances called bags are observed. In binary classification setting, positive label is assigned to a bag if the bag contains at least one positive instance, while negative label is assigned to a bag if the bag only contains negative instances. Figure 2 illustrates MIL for a binary classification problem. Various models and learning algorithms for MIL have been studied in the literature [15, 29, 43, 1, 27, 7, 39] .
MIL has been successfully applied to classification problems with histopathological images [10, 14, 13, 21, 11, 35, 6] . For example, in binary classification of malignant and benign patients, WSIs for malignant patients contain both WSI Bags Instances Figure 1 : A brief illustration of the notions of a WSI, bags, instances(patches), and scales. A large number of 224×224pixel image patches are extracted from an entire WSI in multiple different scales. In the problem setup considered in this paper, instance class labels are not observed, but the class labels for a group of instances called bags are observed.
It is important to note that each bag contains patches taken from multiple different scales. It enables us to detect multiple regions of interests from multiple different scale images.
Nega�ve bags Posi�ve bags
Nega�ve instance Posi�ve instance Bag of malignant and benign patches, while WSIs for benign patients only contains benign patches. If we regard the WSIs for malignant/benign patients as positive/negative bags and malignant/benign patches as positive/negative instances, respectively, the above binary classification problem can be interpreted as an MIL problem. MIL framework is useful in histopathological image classification when no annotation is made for each extracted patches. Our main idea in this paper is to use MIL framework in order to automatically identify multiple regions of interest in multiple different scales.
Domain-adversarial neural network
Slidewise difference of staining conditions as illustrated in Fig. 3 highly degrades the classification accuracy. To overcome this difficulty, appropriate pre-processing such as color normalization [33, 28, 24, 4, 42] or color augmentation [26, 32] would be required. Color normalization adjusts the color of input images to the target color distribution.
The results of color normalization and following classification accuracy highly depend on the choice of the target image. Color augmentation suppresses the effect of outlying colors by image augmentation where augmented images are generated by slightly changing the color of an original image. Color augmentation often generate unnatural images, which makes the training process more complicated.
Domain-adversarial (DA) [16] training has been proposed to ignore the effect of individual difference among training instances which does not contribute to the classification task. In histopathological image classification setting, Lafarge et al. [26] introduced DA training approach, and demonstrated that it is superior to color augmentation, stain normalization, and their combination. In the proposed method, we use DA training approach for histopathological image classification by regarding each patient as individual domain so that a staining condition of each patient's slide can be effectively ignored.
Multi-scale pathology image analysis
Pathologists observe different features in different magnifications. For example, global tissue structure and detailed shapes of nuclei can be seen in low and high magnifications, respectively. Although most of the existing studies on histopathological image analysis use a prefixed single scale, some studies use multiple scales [3, 17, 14, 38, 36] .
When multi-scale images are available in histopathological image analysis, a common approach is to use them hierarchically from low resolution to high resolution. Namely, low-resolution image is first used to detect regions of interest, and then high-resolution images of the detected regions are used for further detailed analysis. Another possible approach is to automatically selects the appropriate scale from the image itself. For example, Tokunaga et al. [36] employed mixture-of-expert network where each expert is trained with different scale images, and the gating network select which expert should be used for classification.
In this study, we noted that expert pathologists conduct diagnosis by changing the magnification of a microscope over and over again to find out various features of the tissues. This indicates that multiple regions in multiple scales play significant role in subtype classification. In order to mimic this pathologist's practice, we propose a novel method to use multiple patches in multiple different scales within MIL framework. In contrast to hierarchical or selective usage of multi-scale images in existing studies, our approach uses multi-scale images simultaneously.
Proposed method
In the proposed method, the subtype of each patient is predicted based on the H&E stained WSI by summarizing the predicted class labels of the bags taken from the WSI. Specifically, given a test WSI X n , the class label probability is simply predicted as P (Y n = 1) = p 1 /(p 1 + p 0 ), where
Here, P (Y b = 1) and P (Y b = 0) are the class label probabilities of the bag b ∈ B n .
The bag class label probability is obtained as the output of the proposed CNN network as depicted in Fig. 4 . It consists of the following three building blocks:
• Feature extractor G f : x → h is a CNN which maps an 224 × 224-pixel image x into Q-dimensional feature vector h. It is denoted as h = G f (x; θ f ) where θ f is the set of trainable parameters.
• Bag class label predictor G y :
is a NN with attention mechanism which maps the set of 
• Domain predictor G d : h → P (d) is a simple NN which maps a feature vector h into the domain label probabilities P (d). It is denoted as G d (h; θ d ) where θ d is the set of trainable parameters.
Training of the proposed CNN network is conducted in two stages. In the first stage, a single-scale DA-MIL network (top one in Fig. 4 ) is trained to obtain the feature extractor G f (·; θ Fig. 4) is trained by plugging the trained S feature extractors into the network.
Stage1: single-scale learning
In stage 1, a single scale DA-MIL network is trained for each scale s ∈ [S] to predict the bag class labels where each bag only contains instances (patches) from the image with scale s. The training task of a single-scale DA-MIL network is formulated as the following minimization problem:
In eq.(1), the first term is the loss function for bag class label prediction, while the second term is the penalty function for domain adversarial (DA) regularization. The loss function is simply defined by cross entropy between the true class label and predicted class label probability. Here, the bag class label is predicted by only using instances whose attentions are large. The DA regularization term is also defined by cross entropy between the domain label and the predicted domain label probability. By penalizing the domain prediction capability by DA regularization, the feature
is trained so that the difference in staining conditions can be ignored.
Stage2: multi-scale learning
In stage 2, a multi-scale DA-MIL network is trained to predict the bag class label where each bag contains instances (patches) across different scales. The bag class label is predicted as
where the set of feature extractors G f (·;θ 
Algorithm
The algorithm of our proposed method is described in Algorithm 1. Each parameter update is conducted by using the instances (patches) in each bag as mini-batch. stained tissue images of the same case. Attention weights in each bag are normalized between 0 to 1, and heat map from blue to red is assigned to between 0 to 1. The attention-weight map in the upper row is generated from 10x WSI, and the lower one is from 20x WSI. We can confirm that the red regions in the visualization results corresponds to the stained regions with brown in CD20 IHC stained tissue specimens.
Experiments
In the experiment, we evaluate the classification accuracy of the proposed methods. In addition, we visualized the attention weights determined by the proposed network and confirm the validity by comparison with corresponding IHC stained tissues. 
Experimental setup
In this experiments, we used 10x and 20x-magnification images, that is, the scale parameter S was set to 2. We split the dataset mentioned above into 60% of training data, 20% of validation data and 20% of test data. In order to generate bags, 100 of 224 × 224-pixel image patches were randomly extracted from tissue regions in a WSI for each scale. The maximum number of bags generated from each WSI was determined as 50. In extracting image patches for multi-scale, the same regions were selected for each scale as shown in Fig. 1, and where α is a hyperparameter and the best parameter α that showed the highest accuracy for validation data was decided to be set in testing. In this experiment, VGG16 [34] was employed as the feature extractor G f (·; θ f ), and parameters in the network were optimized by SGD momentum [31] where training rate and momentum were set to 0.0001 and 0.9
respectively.
Results Table 1 shows the classification accuracy of each method, where the values are mean accuracy of 5-fold cross validation. In the table, patch-based indicates CNN classification method that the same corresponding label to a case was given for all image patches extracted from the WSI, where VGG16 was used as a CNN model similarly.
Output probability P patch of the patch-based method is defined as P patch (Ŷ n = 1) = p 1 patch /(p 1 patch + p 0 patch ), Here I n is a set of image patchs extracted from n th WSI, and P (ŷ i = 1) is the probability for an input image patch x i to be classified to DLBCL. The maximum number of 224 × 224-pixel image patches extracted from each WSI was set to 5,000, as the case had instances from the same number of regions. DA-MIL in the table has the same meaning as MS-DA-MIL with scale parameter S = 1. We confirmed that MS-DA-MIL showed the highest classification accuracy compared with those of patch-based and attention-MIL. In particular, it was confirmed that the classification accuracy of MS-DA-MIL was higher than that of DA-MIL, which could provide us the significance to use multi-scale input for pathology image classification.
In addition, we visualized the distribution of attention weights which were calculated for a correctly classified case into DLBCL. Figure 5 shows the images of an H&E stained tissue, corresponding attention weights' distribution and CD20 immunohistochemically stained tissue specimen for a serial section of the same case. For attention-weight maps in the middle columns of Fig. 5 , attention weights were normalized between 0 to 1 in each bag, and heat map from blue to red was assigned to between 0 to 1. Thus, red regions in attention weight maps mean the highest contribution for classification in each bag. Because CD20 is an immunohistochemical staining that neoplastic B-cells mainly react and shows strong positivity, we can visually confirm the validity of attention weights of the proposed DA-MIL. In CD20 stained images, positive regions are stained in brown by diaminobenzidine and negative regions are stained in blue by hematoxylin. In comparison of those images, we can see that attention weights showed higher values in CD20positive regions. On the other hand, CD20-negative regions showed low values in attention weight maps and image patches in such regions did not contribute to classification. According to the above results, we confirmed the validity of attention weights. Figure 6 shows the images of an H&E image and its attention-weight map calculated by MS-DA-MIL. Similarly to DA-MIL, attention weights in each bag is normalized from 0 to 1, and attention-weight maps for each scale were generated with heat map. As we can see in Fig. 6 , the one of them has high attention weights in the 10x magnification image, while the other shows high attention weights in the 20x magnification image. Therefore, there exists appropriate magnification to obtain class-specific features depending on the cases, and MS-DA-MIL could consider it and validate the effectiveness of multi-scale input analysis.
Conclusion
We proposed a new CNN for cancer subtype classification from non-annotated histopathological images. The proposed method effectively combines MI, DA, and MS learning frameworks for mimicking the actual diagnosis process of pathologists. When the proposed method was applied to malignant lymphoma subtype classifications of 196 cases, the performance was significantly better than the standard CNN or other conventional methods, and the accuracy was favorably comparable to that of standard pathologists.
