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ABSTRACT. In order to simplify an existing CubeSat design and enhance the ability of
the small satellite community to quickly develop and deploy small satellites with robust
data handling and communications interfaces, the author developed the Communications
on Board (COB) system. The system provides all of the standard satellite data handling
and ground communication capabilities that are universal to small satellites. It interfaces
with other satellite subsystems via an I2C bus, stores data on a SD card, and
communicates with the ground for data and command handling through two radio links.
By developing a single-board solution, the author seeks to improve performance and to
make small satellite missions more accessible to smaller teams with limited time and
budgets.

Introduction
In the quest for fast, efficient,
and cost effective space missions, small
satellite research is leading the way. A
key push in the field is to inspire
students and challenge educational
institutions to participate in the research
side
of
this
industry.
Student
involvement not only helps train the next
generation of space scientists, but also
advances the small satellite field with
creative designs. To date, this effort has
been very successful with a number of
educational institutions now fully
engaged
in
space
research.1,2
Unfortunately, there are still significant
barriers that keep smaller schools and
their students out of the field.
In this introduction I discuss
these barriers and their impact on space
research and education. Next, I present
the COB system, an advanced single
board, data handling, and ground
communications satellite system, that
alleviates barriers and provides a turnkey solution to a critical piece of the
small satellite puzzle.

Each time a new project is
conceived, there is a time delay between
the initial mission need and the
completion of a flight-ready system. A
lack of modularity in small satellites
magnifies
this
delay.
Smaller
universities, particularly undergraduate
liberal arts institutions, experience very
quick turnover from the time students
are first able to contribute to a project to
when they graduate. With no graduate
students, lengthy projects change hands
frequently, further extending the project
as new workers move through the
learning curve. The faster a mission can
be taken from design to completion, the
more likely smaller schools are to get
involved—vastly
increasing
the
available workforce for small satellite
research and innovation.
In order to reduce project
development time, some companies
make use of flight-tested commercial
solutions
that
fit
their
needs.
Unfortunately these solutions are often
highly proprietary and limited in their
application to a single purpose. For each
new issue, no matter how similar, a new
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solution must be either purchased or
designed. The high cost of proprietary
solutions and their limited applications
often make them infeasible for small
schools.
The CubeSat Program is in the
process of addressing some of these
issues. Developed
by California
Polytechnic State University and
Stanford’s Space Systems Development
Lab, CubeSat makes space missions
more accessible to smaller schools.3,4
The program provides a framework of
defined constraints that can drastically
shrink much of the mission design and
testing phases.5 It is not uncommon for
a CubeSat project with a dedicated fulltime staff to progress from mission
design to delivery of flight-ready
hardware in less than 12 months.3 The
CubeSat program also creates launch
opportunities at lower costs for small
universities through the use of their PPod launcher as a secondary payload.
It was for all of these reasons that
Taylor University chose the CubeSat
standard as the framework for its first
Nano-Satellite, TUSAT1. Presented at
the Small Satellite Conference in 2001,
the project was highly ambitious for an
undergraduate, liberal arts institution.6

Figure 1 – Picture of TUSAT1 as
assembled by Taylor students in
2001.

The mission was to provide “a low-cost
store and forward email communication
system for individuals in 3rd world
nations” and to serve as a test-bed for
new technologies.6 Figure 1 shows the
partially assembled TUSAT1 in 2001. 6
A mission that has been through multiple
revisions, TUSAT1 experienced many
difficulties that suggested several areas
that would benefit from greater
standardization.
The CubeSat payload was left
largely undefined by the standard to
avoid limitations on potential missions
and to promote wide acceptance.
Unfortunately, for reasons mentioned
earlier, the design of a payload from the
ground up often is a greater challenge
than a small team can undertake. For
instance, a team composed of
astronomical engineering students may
not have the expertise to develop a
robust RF communications system.
However, key components of the
payload are almost identical from
mission to mission. While specific
science needs change, the system for
storing data and forwarding it to the
ground can be universal.
Communications
On
Board
(COB) provides many of the payload
needs that are universal to small satellite
missions. Specifically, it provides a
complete communications system with
interfaces to two radios, a ground
command interface, and a data
handling/storage system—all on a single
printed circuit board which quickly and
easily interfaces with other satellite
systems. The modular design can be
easily customized to fit specific mission
needs. Each input source and output port
is independent, both in hardware and
software. This modularity allows
different radios, and even storage
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mediums to be used without modifying
other parts of the system.
The I2C interface to the rest of
the satellite allows any number of
subsystems to be connected, controlled,
and utilized without redesign of the
underlying system. Developed entirely
with Commercial Off The Shelf (COTS.)
parts and low-cost software, COB is a
financially feasible solution for small
universities seeking to drastically reduce
their development time.
In the balance of this paper, I
describe the system design requirements.
Based on these overall system
requirements I then describe the
hardware design and implementation as
well as the software design and
implementation. Finally, I describe the
testing process and results of the COB
system.

System Requirements
The first stage of this project was
to set the system requirements. These
requirements then drove both the
hardware and software designs. These
requirements include:
• A highly modular system, allowing
easy integration for diverse satellite
missions.
• Standard ground communication and
data storage options, including an
amateur radio beacon, an interface
for a high data-rate link as well as
storage for up to 2 GB of data.
• Sized to fit within CubeSat
dimensions (10x10x10cm).
• Power costs compatible with a
typical CubeSat power budget.
• Minimal
impact
on
external
subsystems.
• No impact on satellite lifetime.
• Failsafe
backup
supplying
communication and analog data

•
•

collection in the event of total failure
of other subsystems.
Fault tolerant with internal watchdog
timer.
An interface with redundant ground
communication radios.

Hardware Goals
In order to meet COB’s system
requirements, a number of goals were set
to aid in the development of high-quality
hardware. A key requirement was for the
COB to be as loosely coupled with other
subsystems as possible, allowing the
design to maintain its usefulness as an
external system. Consequently, the
design needed to be very low-power in
relation to the CubeSat. Second, the
dimensions of the CubeSat standard
greatly limit internal space, so it was
important that the design add a minimal
amount of volume to the satellite. To
accomplish this objective the TU team
selected a simple and standard electrical
interface between the COB and other
subsystems. It was also important that
the
hardware
require
as
little
modification
as
possible
when
integrating it into different satellites.
Most importantly, the system needed to
be inexpensive to make it a viable option
for low budget missions.

Hardware Design
Figure 2 shows the COB’s hardware
block diagram. The design hinges on the
Texas Instruments MSP430 Ultra Low
Power MCU. This 16-bit RISC
processor
provides
versatile
functionality with object oriented C++
capabilities. Running at a full 8Mhz
during interrupts, the MSP430 possesses
enough computational power to handle
almost any processing need on a
CubeSat class satellite. For the majority
of the time, however, the MSP430 is in a
3

Figure 2 – COB Hardware Block
Diagram
low power mode, waiting for the next
event to trigger operation. During this
low power mode it consumes a
negligible 0.8µA. The specific chip
chosen for our design is the
MSP430F1611, whose extra data
memory and many external peripherals
make it ideal for this application. It has 2
hardware serial ports and 2 timers with a
total of 10 compare/capture registers, 7
A/D conversion channels, as well as
10kb of data memory accessible via
standard C++ variables.7 All of this
makes it an ideal choice for a data
collection and manipulation solution.
Figure 3 describes the external
Inputs
7 A/D lines
20 Digital inputs

Outputs
20 Digital outputs

Figure 3 – MSP430 Interface

interfacing for MSP430.
The external connections of the
COB are the I2C bus, two RS232 ports,
three power connectors, and seven A/D
inputs. As shown in figure 4, The COB
accepts power in the form of an
unregulated line between 5-15-volts, and
two separate power connections to
control power to the radios. The
unregulated power line is run through
3.3-volt and 5-volt regulators to power
the onboard chips. The other two power
connectors run through solid state relays
which
are
controlled
by
the
Inputs
Unregulated
voltage (5-15 Volts)
2-regulated lines
Common ground

Outputs
None

Figure 4 – Power Bus
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microcontroller on the COB. This allows
the radios to be turned off to save power
when not in use. The A/D lines can be
used either as a primary system to
sample scientific data or as a redundant
backup to other systems—in this case,
even if all other satellite systems fail,
much of a mission can still be salvaged
with just the COB and a minimal power
system.
As mentioned earlier, COB has
two serial ports that it uses for
communication with two separate radios.
Two radios provide redundancy and the
ability to transmit a backup beacon on a
completely
separate
line
of
communication, while maintaining a
high data-rate with the one of the links.
Both sets of serial lines run through a
MAX323 line driver to interface
between the 3.3-volt microcontroller and
the 5-volt serial ports for the radios. The
first line is driven by one of the
MSP430’s hardware serial ports, while
the other line utilizes a basic software
serial port. This provides another area of
protection in the event of peripheral
hardware
damage.
The
external
hardware interface for the serial ports is
very simple, as shown in figure 5.
Inputs
2-Serial TX

Outputs
2-Serial RX

Figure 5 – Serial Interface
As shown in figure 2, COB uses
a standard SD card (up to 2 GB) for onsatellite storage of data. A primary
reason for selecting SD is the relatively
simple interface compared with a
compact flash-based solution.8 SD uses a
4-wire Serial Peripheral Interface (SPI)
that allows access speeds of up to 1Mbps
and requires minimal circuit board
space. The SD is connected directly to
the MSP430’s UART for easy firmware

development.9 The SD card is also very
low power.
Communication with all other
satellite subsystems is accomplished via
the I2C bus. This interface was chosen
for its widespread use in the small
satellite industry as well as its
simplicity—it requires only two
connections as shown in Figure 6. A
Inputs
2

Outputs

I C clock and data
lines

2

I C clock and data
lines

Figure 6 – I2C Interface
separate interface allows the MSP430’s
3.3-volt digital lines to work with both
5-volt and 3.3-volt components. The I2C
interface and the SD’s SPI interface are
only supported by one of the
microcontroller’s serial ports which
means that both the SD interface and the
I2C interface must use the same port. On
a small satellite with limited uplink time,
the rate of data collection will generally
be at least an order of magnitude smaller
than the 1Mbps attainable when writing
to the SD card. This assumption allows
for I2C data collection to be temporarily
turned off each time the MSP430 writes
or reads from the SD card. A quadmultiplexing
switch
allows
the
microcontroller to select the set of lines
that is electrically connected to it at any
given time by toggling a single digital
IO.
Each of the system’s digital chips
was specifically selected to be COTS
and low power—generally with a
shutdown line. While ten wires are
sufficient to fully connect this system to
a standard CubeSat bus, many additional
connections can be made if necessary.
All internally unused microcontroller
digital and analog lines are routed to
headers to be accessible for any number
of control and sampling applications.
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This makes the system particularly
robust.
Some of the most noteworthy
design elements of the COB system are
the features that were intentionally
excluded. Of primary importance is the
lack of a satellite power system of any
kind. No attempt is made to have any
direct control over solar panels,
batteries, or power conditioning for other
subsystems. The system was specifically
designed this way to allow a much
greater level of flexibility. Power
conditioning and tracking needs will
vary widely, based on the particular
mission, and any hardware level control
over power systems on the COB would
either drastically limit application, or
force a partial redesign of the COB
system’s software and/or hardware—
something the system is meant to avoid.
Also missing from the design are A/D
lines functioning as primary data
collection. The various clocks and digital
communications that are present on the
COB can create a noisy board.
Therefore, the seven A/D inputs are not
suggested as a primary form of data
collection for highly accurate signals,
but rather they provide a simple solution
for missions in which this noise is not an
issue or a redundant backup for missioncritical sensors (such as power).
Every component within COB is
COTS and readily available. This helps
the COB remain inexpensive and easy to
manufacture. The circuit board itself (a
standard 4-layer PCB) is the most
expensive component while most of the
IC’s used cost less than $1.00. The most
expensive
IC
is
the
$14.00,
MSP430F1611.

Software Goals
While a primary goal for the
COB hardware is to be as robust as
possible and require minimal change
from mission to mission, the COB
software must be highly flexible. As the
hardware design required an easy
integration and customization for
different satellites missions, the software
must be highly modular, so that any
mission-specific functionality can be
changed quickly without affecting the
entire system. This modularity also
streamlines the process of testing new
systems. Another requirement is that the
software must operate within the limits
of a satellite-borne embedded system,
addressing issues such as low processing
power, limited memory, power failure
tolerance, intermittent communication,
and the ability to modify any code inorbit if necessary. The microcontroller
also needs to do as little in-orbit
processing of the data as possible.

Software Design
The software was built using an
object-based design—each module,
shown in figure 7, had a list of tasks that
it would need to complete. I abstracted
the actual implementation of each
module from the others, making
replacement of any module possible
without modification of the entire
system. This is true as long as the
module being replaced adheres to a
defined interface. The hardware is
interrupt-driven, meaning that the
hardware and software interrupts act as
the OS for the system. Figure 7 shows
the flow of data and commands.
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Figure 7 – COB Software Block Diagram
The
Serial
Communication
module is responsible for interacting via
low-level routines with the two radios
chosen for the satellite. It accepts a
single byte at a time for transmission.
When the module receives this byte, the
module is responsible for formatting and
sending the byte to the correct radio.
Information received from the radios is
kept as a raw byte and sent to the
command module. Figure 8 shows the
specific inputs and outputs associated
with the serial routines. This specific
Inputs

Outputs

Hardware: 1-byte
serial data

Hardware Port: 1byte serial data

Software: 1-byte
serial data

Software Port: 2byte ASCII-Coded
Hexadecimal

Figure 8 – Serial Routines

implementation communicates with the
primary radio—for TUSAT1 we used a
Freewave spread-spectrum radio—via
the second hardware serial port, at
57,600-baud. To communicate with the
second radio—a Kenwood TH-D7 HAM
radio—the module contains a software
serial port running at 9,600-baud off of
one of the MSP430’s timers.
With satellite-to-ground
links established, COB required external
subsystem communication capabilities.
The I2C module is responsible for
controlling communication with all of
the satellite’s other subsystems—power
and scientific data gathering. The
module sets the default state of one of
the USART’s to I2C Slave-Mode and
waits for data to be sent. Any time it
receives data, it passes it to the Data
Buffers module to be processed. The I2C
module also has functions that cause the
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USART to enter I2C master-mode. In
this mode commands and requests can
be sent to the rest of the satellite. This
allows full control of an entire satellite
from the ground. Figure 9 shows the
inputs and outputs of the I2C module.
Inputs

Outputs

Master Write: 1-byte
data, 1-byte
destination

Master Write: 12
I C frame

Master Read: 1-byte
destination

Master Read: 12
I C frame
2

Slave Read: 1-I C
frame

Figure 9 – I2C Routines
To handle the high data rates of
the I2C bus, the Data Buffer module
provides temporary storage of data on
the MSP430 before it is stored more
permanently on the SD. This module
determines the amount of readilyaccessible volatile data to keep on the
microcontroller. All incoming data is
passed with a 1-byte data type and a 1byte payload. The module determines
storage location of the data, and when to
utilize the File System module to dump
the data to the SD card through the SPI
interface. The specific implementation
makes use of a standard 512-byte array
for each data type. Each time an array
fills, the data is dumped to the SD and
the array is emptied. Figure 10 shows
the inputs and outputs of the Data
Buffer.
Inputs

Outputs

Write: 1-byte data,
1-byte data-type

Write: 512-byte
array (containing
1-byte data-type)

Figure 10 – Data Buffers

When the buffers dump their
temporary data, the SD File System
controls the location of all data placed
on the SD card. When any module writes
to the SD card, the data passes through
the
file
system.
The
specific
implementation of the file system is
designed to handle any kind of generic
data that can fit on the SD card. This
may include power data, system setting
files, scientific instrument outputs, or emails from the ground to be forwarded
to a different ground station. The file
system is built to operate in an
embedded system environment, avoiding
memory-expensive data structures and
unnecessary data processing. Figure 11
shows the inputs and outputs needed to
interface with the file system. The SD
Inputs

Outputs

Write: 512-byte
block, 1-byte datatype
Read: 1-byte datatype

Write: 512-byte
block, block
number
Read: multiple
512-byte blocks

Figure 11 – SD File System
and embedded systems requirements
created a unique set of file system
characteristics:
• Files are indexed by a table of
contents (TOC) that stores
information about files, such as
length and a unique file ID.
• TOC entries include a 6-byte
miscellaneous data field to store
whatever
arbitrary
file
information the user deems
necessary.
• Files can be set to any length
when created, but length must
remain static afterwards.
• Files can only be addressed 512
bytes at a time, a restriction of
the SD card.
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•

The space set aside on the SD
card for generic files must be
specified.
An extra layer also exists on top of the
low-level file system to handle the need
to transmit files more than 512-bytes at a
time. This layer handles parsing the file
and loading 512-bytes of data onto the
volatile memory of the MSP430 at a
time.
The SD File System uses the SPI
module to write raw data to the SD.
Specifically the SPI controls low level
transfer of data to the Secure Digital
card. SD card I/O requires data transfer
in 512-byte blocks and the SPI routines
handle this packaging. Figure 12 details
the various functions and interfaces for
the SPI module. To write a block to the
Inputs
Read/Write: 512byte array
2-byte block number

Outputs
Read/Write: 512byte array

Figure 12 – SPI Routines
SD, a write function is called and passed
a 512-byte block and a block number.
The SPI must then handle sending the
entire 512-bytes to the SD without tying
up the processor. I accomplish this by
using the DMA capabilities of the
MSP430. A read is accomplished in
much the same way: a read function is
called, and passed a byte number and an
array to fill. Because both the SPI
peripheral and the I2C use the same
USART, the SPI module must also take
care of switching communication from
the I2C to the SD card before any
transfer via a digital line. Collisions are
handled under the assumption that the
block of data being stored is more
important than any byte of data received
over the I2C bus. If I2C data is sent while
the SD is writing, the data is ignored. At

the end of any transfer the module must
also switch the serial port back to I2C
slave-mode.
The Command Module is
responsible for deciding when to utilize
each module and when and where to
send data. Interfaces with the Command
module include the Serial module, the
I2C module, and the File System. The
Command module is the most missionspecific and therefore the most subject to
change. It has an internally modular
structure that simplifies changes. It is
currently under development with a
rudimentary system in place for
hardware and subsystem testing. The
commands are a single byte. Commands
range from internal system modifications
to external I2C writes, and include the
ability to read from storage, check the
functionality of subsystems, command
digital IO, and test communications.
Figure 13 defines the interface for the
Command module.
Inputs

Outputs

Buffered and
unprocessed serial
data, input origin

Formatted serial
data

512-byte blocks of
satellite data

1-byte I C
commands, 1byte destination

Real time clock data
Digital inputs

Flash of
MSP430's
program memory
(for modification
in flight)
Digital outputs

2

Figure 13 – Command
The COB software uses a layered
approach to further aid in abstraction.
Figure 14 shows the layers and how they
interact. On the left are the various
layers and their positions within the
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Front-End
Interface Layer
Data Layer

External
Subsystems

Analog
Inputs

Radios

I2C
Interface

A/D
Interface

Serial
Interface
Com.
Buffers

Data Buffers

Application
Layer

Command/Control Module

Storage Layer

SD File System Module

Interface Layer

SPI Interface

Back End

External IO

Software

Data Storage
Medium

SD Card

Figure 14 – COB Software Layer Diagram
software hierarchy. The right side shows
which section is software, and which
sections are external hardware. It is
important to note that when information
is passing from the front end to the back
end or the reverse, it can take many
different routes. Whatever route it takes,
it must pass through Command/Control
that sends it to the appropriate place.

Testing, Analysis, and Future
Goals
Each hardware subsystem was
tested on a balloon launch to simulate
space-like conditions. Using a Freewave
and a HAM as the primary and
secondary
radios,
the
system
communications were tested, along with
the low level interface routines. The
freewave was used to make an active
connection and to exercise control over
various I2C devices, while monitoring
the data being collected over I2C and
A/D lines. The HAM sent a backup
beacon containing power and uptime
data every 15 seconds. In case of a

power failure on the satellite, the HAM
control lines are automatically reset
every hour. The HAM transmitter was
set to medium power so that the cutoff
range could be assessed. The system
worked flawlessly until the radios began
to
have
difficulty
maintaining
connection around 8dB.
We tested each software module
individually first using simulator objects
first in a linux-based C++ environment
and then on the hardware itself. This
allowed the modules to be fully tested
with all boundary conditions, without the
delay associated with real-time testing.
While the tests confirmed that
the COB functioned as designed, they
did not directly support any claims for
faster
and
more
cost-effective
development time. A real satellite
project was needed to verify that the
COB actually fulfills its design goals. To
this end, TUSAT1—a CubeSat project at
Taylor that has undergone many
revisions and redesigns—was chosen.
Starting in January a team of students
began to redesign the subsystems of
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TUSAT1. The COB system was used to
simplify the overall design and
drastically reduce the amount of time
required to get the project ready for
launch. The project is on track to be
completed, tested, and flight ready by
December of 2006—a development time
of less than 12 months. A 12-month
development timeframe makes small
satellite research realistic, even for
small, undergraduate, liberal arts
universities.

Conclusion
With all of the benefits of
university involvement in the space
program, a solution that enables more
schools to be involved is a crucial piece
of the puzzle. Major hurdles exist and
include high costs, high student
turnaround, and long development time.
COB addresses two of these areas in a
very real way—tangibly reducing
development time and costs, while
improving overall performance.
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