We introduce a pairing structure within the Moore complex NG of a simplicial group G and use it to investigate generators for N G n ∩ D n where D n is the subgroup generated by degenerate elements. This is applied to the study of algebraic models for homotopy types.
Introduction
Simplicial groups and simplicial groupoids are valuable algebraic models for homotopy types. Much has been studied about the way the group structure interacts with the simplicial structure to yield homotopy information.
Recently the work of Wu, [22] , [23] , has shown that there is still progress that can be made in calculation of homotopy invariants such as homotopy groups from simplicial groups. Wu used techniques of combinatorial group theory, iterated commutators and properties related to the semidirect product decompositions of the individual G n to give some insight into,
Simplicial groups, Moore complexes and Peiffer pairings
We refer the reader to Curtis's survey article [13] or May's book, [17] , for most of the basic properties of simplicial sets, simplicial groups, etc. that we will be needing.
The Moore complex
If G is a simplicial group, the Moore complex (NG, ∂) of G is the (nonabelian) chain complex defined by
Kerd i with ∂ n : N G n −→ N G n−1 induced from d n n by restriction. It is well known that n th homotopy group π n (G) of G is the n th homology of the Moore complex of G π n (G) ∼ = H n (NG, ∂) ).
Remark and Warning
There is a possibility of confusion as to the exact definition of NG as two conventions are currently used, one as above takes the intersection of the Kerd i for i < n, the other the intersection of the Kerd i for 0 < i ≤ n. (Curtis [13] uses this latter convention, whilst May, [17] , uses the former.) The two theories run parallel and are essentially 'dual' to each other, however there is a necessity for checking, which convention is being used in any source as the actual form of any formula usually depends on the convention being used.
The poset of surjective maps
We recall the following notation and terminology referring the reader to the work of Conduché, [12] , Carrasco and Cegarra [11] for more motivation and some related results.
For the ordered set [n] = {0 < 1 < · · · < n}, let α n i : [n + 1] → [n] be the increasing surjective map given by
Let S(n, n − l) be the set of all monotone increasing surjective maps from [n] to [n − l] . This can be generated from the various α n i by composition. The composition of these generating maps satisfies the rule α j α i = α i−1 α j with j < i. This implies that every element α ∈ S(n, n−l) has a unique expression as α = α i 1 α i 2 . . . α i l with 0 ≤ i 1 < i 2 < · · · < i l ≤ n, where the indices i k are the elements of [n] at which {i 1 , ..., i l , } = {i : α(i) = α(i + 1)}. We thus can identify S(n, n − l) with the set {(i l , ..., i 1 ) :
In particular the single element of S(n, n), defined by the identity map on
[n], corresponds to the empty 0-tuple ( ) denoted by ∅ n . Similarly the only element of S(n, 0) is (n − 1, n − 2, . . . , 0). For all n ≥ 0, let
We say that α = (i l , ..., i 1 ) > β = (j m , ..., j 1 ) in S(n)
This makes S(n) an ordered set. For instance, the orders of S(2) and S (3) and S(4) are respectively:
If α, β ∈ S(n), we define α ∩ β to be the set of indices which belong to both α and β.
If α = (i l , ..., i 1 ), then we say α has length l and will write #α = l.
The semidirect decomposition of a simplicial group
The fundamental idea behind this can be found in Conduché [12] . A detailed investigation of this for the case of simplicial groups is given in Carrasco and Cegarra [11] .
Lemma 1.1 Let G be a simplicial group. Then G n can be decomposed as a semidirect product:
Proof: The isomorphism can be defined as follows:
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Since we have the isomorphism G n ∼ = Kerd 0 ⋊ s 0 G n−1 , we can repeat this process as often as necessary to get each of the G n as a multiple semidirect product of degeneracies of terms in the Moore complex. In fact, let K be the simplicial group defined by
Applying Lemma 1.1 above, to G n−1 and to K n−1 , gives
Since K is a simplicial group, we have the following
and this enables us to write
We can thus decompose G n as follows: Proposition 1.2 (cf. [12] , p.158) If G is a simplicial group, then for any
The bracketing and the order of terms in this multiple semidirect product are generated by the sequence:
and
Note that the term corresponding to α = (i l , . . . , i 1 ) ∈ S(n) is
, where #α = l. Hence any element x ∈ G n can be written in the form
with y ∈ N G n and x α ∈ N G n−#α .
Peiffer pairings generate
In the following we will define a normal subgroup N n of G n . First of all we adapt ideas from Carrasco [10] to get the construction of a useful family of natural pairings. We define a set P (n) consisting of pairs of elements (α, β)
from S(n) with α ∩ β = ∅ and β < α, with respect to lexicographic ordering in S(n) where α = (i l , . . . , i 1 ), β = (j m , ..., j 1 ) ∈ S(n). The pairings that we will need,
are given as composites by the diagram
where
with j = 0, 1, . . . , n − 1, µ : G n × G n → G n is given by the commutator map and #α is the number of the elements in the set of α, similarly for #β. Thus
Definition Let N n or more exactly N G n be the normal subgroup of G n generated by elements of the form
where x α ∈ N G n−#α and y β ∈ N G n−#β .
This normal subgroup N G n depends functorially on G, but we will usually abbreviate N G n to N n , when no change of group is involved.
We illustrate this subgroup for n = 2 and n = 3 to show what it looks like.
Example (a) : For n = 2, suppose α = (1), β = (0) and
is a generating element of the normal subgroup N 2 .
For n = 3, the possible pairings are the following
For all x 1 ∈ N G 1 , y 2 ∈ N G 2 , the corresponding generators of N 3 are:
and all x 2 ∈ N G 2 , y 1 ∈ N G 1 ,
whilst for all x 2 , y 2 ∈ N G 2 ,
Our aim in this paper is to prove that the images of these pairings generate
Theorem 2.1 ( Theorem A ) Let G be a simplicial group and for n > 1, let D n the subgroup in G n generated by degenerate elements. Let N G n be the normal subgroup generated by elements of the form
As a corollary we, of course, have that the image of
The proof of 2.1 is given in the next section after some preparatory lemmas. Here we restrict to the case n = 2 by way of illustration. In their paper [8] , Brown and Loday proved a lemma:
ated by degenerate elements. Then in the Moore complex of NG we have
where N 2 is the normal subgroup of G 2 generated by elements of the form
This is, of course, a trivial consequence of Theorem A and their proof inspired that of the more general theorem given here.
Remark:
AN unknown referee made the interesting observation that if x is a Moore cycle, so ∂x = 0, then F (0)(1) (x, x) is one also. Thus 3 Elements of N n and properties of the pairings
In the following we analyse various types of elements in N n and show that products of them give elements that we want in giving an alternative de-
. . , j m } and k = i r + 1 for some r, then for
. . , i l } and k = j s + 1 for some s, then for
) with respect to k = j m + 1 (and k = i l + 1 respectively) and for new strings α ′ and β ′ ,
where 0 ≤ k ≤ n − 1.
Proof: Assume β < α and α ∩ β = ∅ which implies i 1 < j 1 . In the range
Similarly if k > i l + 1, then
Clearly the same sort of argument works if k > j m+1 . If k ∈ {j 1 , . . . , j m , j m+1 } and k = j t + 1 for some t, then
Proof: By induction on l. 2 Lemma 3.3 Let x α ∈ N G n−#α , y β ∈ N G n−#β with α, β ∈ S(n), then
where z α∩β has the form sᾱx α sβy β sᾱ(x α ) −1 andᾱ ∩β = ∅.
Proof: If α ∩ β = ∅, then this is trivially true. Assume #(α ∩ β) = t, with t ∈ N. Take α = (i l , . . . , i 1 ) and β = (j m , . . . , j 1 ) with α ∩ β = (k t , . . . , k 1 ),
Using repeatedly the simplicial axiom
is at the beginning of the string, one gets the following
Multiplying these expressions together gives
where z α∩β = sᾱx α sβy β sᾱ(x α ) −1 ∈ N G n−#(α∩β) and whereᾱ = (i l − t, . . . , k t + 1 − t, . . . , i 1 ) andβ = (j m − t, . . . , k ′ t + 1 − t, . . . , j 1 ). Hencē α∩β = ∅ n−#(α∩β) . Moreoverᾱ < α andβ < β as #ᾱ < #α and #β < #β. The following lemma is proved similarly.
and s δ : G m −→ G n . Then setting α, β ∈ S(n) such that
for some elements z γ ∈ N G n−#γ and where s δ s γ ′ = s γ .
Proof of Theorem A :
Hence any element g in D n can be written in the following form g = g n s n−1 (y n−1 )s n−2 (y ′ n−1 )s n−1 s n−2 (y n−2 ) . . . s n−1 s n−2 . . . s 0 (y 0 ), with g n ∈ N G n ∩ D n , y n−1 , y ′ n−1 ∈ N G n−1 , y n−2 ∈ N G n−2 , y 0 ∈ N G 0 etc. To simplify the notation a little, we will assume that G n = D n , so that N n ⊂ D n . The general case would replace N G n by N G n ∩ D n and similarly N n by N n ∩ D n from here on.
As it is easily checked that N n ⊆ N G n ∩ D n , it is enough to prove that any element in D n /N n can be written in the form
for some y n−1 ∈ N G n−1 , etc. We refer to this as the standard form of gN n .
If g ∈ D n , it is a product of degeneracies. If g is itself a degenerate element, it is obvious that it is a product of elements in the semidirect factors,
Assume therefore that provided an element g can be written as a product of k − 1 degeneracies of this form, then it has the desired form modulo N n .
Now for an element
We prove that this can be rewritten in the desired form mod N n by using induction on α within the linearly ordered set S(n) − {∅ n }.
If α = (n − 1), then gN n = s n−1 (xy n−1 )s n−2 (y ′ n−1 ) . . . s n−1 s n−2 . . . s 0 (y 0 )N n where x ∈ N G n−1 and (xy n−1 ) ∈ N G n−1 .
If α = (n − 2), then since
we have gN n = (s n−2 (x n−1 )s n−1 (y n−1 )s n−2 (x n−1 ) −1 )s n−2 (x n−1 )s n−2 (y ′ n−1 ) . . . s n−1 s n−2 . . . s 0 (y 0 )N n = s n−1 (xyx −1 n−1 )s n−2 (xy ′ n−1 ) . . . s n−1 s n−2 . . . s 0 (y 0 )N n where x n−1 , y n−1 ∈ N G n−1 so (xyx
n−1 ), (xy ′ n−1 ) ∈ N G n−1 . In general we need to sort s α x α into its correct place in the product but in so doing will conjugate earlier terms in the product as happened in the case α = (n − 2) above. Each of these terms must be shown to consist only of subterms of types we have already dealt with, that is further to the left in the standard form of the product. Explicitly we assume that we can do this sorting for any term s γ x γ with γ < α and examine
where β ∈ S(n) − ∅ n and α > β with respect to the lexicographic ordering in S(n).
We look at products of the following type
and we want to show that these can always be written in the form γ≤β s γ (z γ ) for some z γ ∈ N G n−#γ . This will mean that we already know how to sort all the terms that arise since none occur 'to the right of' β in the lexicographic order in the product.
We check this product case by case as follows:
If α ∩ β = ∅, then by Lemma 3.2,
where β ∈ S(n) − {∅ n }. Now we need to show that each s k (z k ) is made up of terms s µ (z µ ) with (z µ ) ∈ N G n−#µ , µ ≤ β. (We will use the notation of Lemma 3.1.) Since α > β then i 1 ≤ j 1 . We have
where we write µ = (m 1 , . . . , m r ) so we have k − 1 ≤ m 1 or k ≤ m 1 + 1.
We compare k with m 1 and m 2 : either 
cases (a) and (b),
There are two cases:
where β ≤ β ′ and since j 1 + 1 = j s / ∈ β, then β ′ = {j m , . . . , j s+1 + 1, j s , j s−1 , . . . , j 1 },
where α ≤ α ′ and since
Both cases are covered by the induction hypothesis. Both cases can thus be written ϑ≤β s ϑ (z ϑ ).
We have z ϑ ∈ N G n−#ϑ and for some r and s then it can be written for above cases
If α ∩ β = ∅, then one gets, from Lemma 3.3, the following
whereᾱ >β,ᾱ∩β ∈ ∅ n−#(α∩β) . Using Lemma 3.5 in dimension n−#(α∩β) and Corollary 3.4 then we have
where z η ∈ N G n−#η ,
and s α∩β s θ = s η . Then gN n can be written
where s η = s ν . Thus we have shown that every product can be rewritten in the required form modulo N n , so in general, N n ∩ D n = N G n ∩ D n .
Applications and implications
Kan introduced the notation of a CW -basis for a free simplicial group and 
Crossed complexes
As an illustration we examine the impact of Theorem A on the links between simplicial groups and the homotopy systems of Whitehead, more exactly the connected crossed complexes of Brown and Higgins (cf. [5] and [6] ) or the crossed chain complexes of Baues (cf. [3] and [4] ) as no freeness assumptions will be made here.
Let G be a group, then a G-group is a group H together with a given action of G on H, that is a homomorphism from G to Aut(H). 
of homomorphisms between ρ 1 -groups where d 2 is a crossed module and ρ n , n ≥ 3 is abelian and a π 1 -module via the action of ρ 1 , where
It is known (cf. Ashley [1] , Carrasco and Cegerra [11] or Ehlers and
Porter [14] and the references therein) that crossed complexes correspond, via a nerve-type functor, to simplicial groups with a 'thin' structure. Each simplicial group is a Kan complex as a well known algorithm gives a filler for any horn. A Kan complex, K, is a T -complex if there is for each n a subset T n of K n , made up of so called 'thin' elements, such that any horn has a unique thin filler and two other more technical conditions hold (cf. Ashley [1] ). A simplicial T -complex which is also a simplicial group is a group Tcomplex provided in each dimension T n is a subgroup of K n . In this case one easily checks that T n must be D n the subgroup of K n generated by the degenerate elements. 
The idea of the proof is that two D n fillers for the same horn must differ by an element of N G n ∩ D n , so uniqueness corresponds to the simplicial group being a group T -complex. The final part uses Ashley's equivalence between group T -complexes and crossed complexes.
Carrasco and Cegarra used this in [11] to prove (p. 215) that a simplicial group has Moore complex a crossed complex if and only if their pairings vanish (these are similarly defined to those used here but are based on products rather than commutators). Similarly we have:
Corollary 4.3 A necessary and sufficient condition that a simplicial group G has NG a crossed complex is that for all n and all α, β ∈ P (n), F n α,β (x, y) is trivial for all pairs (x, y).
Proof: Since the F n α,β (x, y) normally generate N G n ∩D n , this is immediate. 2
The importance of this result is probably for the interpretation of the is isomorphic to the center of the quotient group of the free product
where {i 1 , . . . , i t } = {−1, 0, . . . , n} as sets, where (π) j is a copy of π with generators {x
n , and finally the commutator bracket [. . . ] runs over all the commutator bracket arrangements of weight t for each t.
Wu's methods rely on using a construction he attributes to Carlsson [9] . This gives a simplicial group
. Our Theorem A above provides a link between Wu's methods and the Brown-Loday result. We will explore this link to some extent but cannot as yet retrieve the Brown-Loday result by purely algebraic methods. Potentially however this might yield a tensor-like description in dimension 4 and higher, but we will not explore that here.
Although Carlsson introduced the construction F G (X) in 1984, the construction is essentially the same as the tensoring operation used by Quillen and others. Working in the simplicially enriched category of simplicial groups, there is a tensor operation defined as follows: let K be a simplicial set and G 1 , G 2 simplicial groups. The simplicial group G 1⊗ K has the universal property given by the natural isomorphism
The category of simplicial groups is also enriched over S * , the category of pointed simplicial sets. We define G 1∧ K by
There is an isomorphism F G (K) ∼ = G∧K. The advantage of this approach is that it makes it clear that∧ generalises ∧ just as⊗ generalises × Lemma 4.4 If f : G −→ H is a morphism of simplicial groups, it induces f∧K : G∧K −→ H∧K, moreover if f is a weak homotopy equivalence, so is f∧K.
and is thus the diagonal of a bisimplicial group having {(G m ) x | x ∈ K n \ { * }} in its (m, n)-position. A simple spectral sequence argument, or direct manipulation, completes the proof. 2 Proposition 4.5 There is a natural weak homotopy equivalence
where K(π, 0) is the constant simplicial group with value, π, S 1 is the simplicial 1-sphere and is reduced suspension.
Proof: As Kan's loop group functor models Ω and K ∧ S 1 the suspension,
then the adjunction between G and the classifying space functorW gives for K, L, arbitrary pointed simplicial sets, and H an arbitrary simplicial group, the natural isomorphisms
has as model G(W (K(π, 0))∧S 1 ) and hence G(W (K(π, 0)))∧S 1 . By Lemma, 4.4 given the weak homotopy equivalence GW (K(π, 0)) −→ K(π, 0), the result follows. 2
This implies that, like Jie Wu [23] , we can take a simple model for Ω K(π, 1). First we introduce notation for S 1 . We write S 1 0 = * , S 1 1 = {σ, * }, S 1 2 = {x 0 , x 1 , * } where x 0 = s 1 σ, x 1 = s 0 σ and in general S 1 n+1 = {x 0 , . . . , x n , * } where
For simplicity we write G = K(π, 0) and make no distinction between simplicies in different dimensions unless confusion might arise. This then gives (G∧S 1 ) 0 = 1, the trivial group
the free product of two copies of π (G∧S 1 ) 3 ∼ = π * π * π and so on.
We write g∧x for the x-indexed copy of g ∈ π in the coproduct {(π) x :
x ∈ S 1 n \ { * }} so the only relations we have are of the form (gg
We next analyse N (G∧S 1 ) in low dimensions. For simplicity we will write H instead of G∧S 1 . Of course N H 0 = 1, N H 1 = π. By Theorem A, N H 2 is generated by all F (0)(1) (g∧σ, h∧σ), g, h ∈ π :
In fact although Theorem A gives these as normal generators, it is clear that these are generators since conjugates of them are expressible as product of other terms of the same form. For instance
and a similar expression can be found for conjugation by k∧x 0 .
Brown and Loday [8] calculated π 3 ( K(π, 1)) using a van Kampen theorem for cat 2 -groups. This led to an expression for this group as being isomorphic to J 2 (π) = Ker(κ : π ⊗ π −→ π).
We refer to the paper [7] Brown, Johnson and Robertson for some details on the non-abelian tensor product of groups and to Ellis [15] for more on the representation of homotopy types by crossed squares and cat 2 -groups.
Here it will suffice to say that if G, H are groups that act on themselves by conjugation and on each other in such a way that [7] ), the tensor product G ⊗ H is the group generated by symbols g ⊗ h with relations
for all g, g ′ ∈ G, h, h ′ ∈ H. We will need this only when G = H., then there is a map
. This gives a homomorphism since the above relations are abstract versions of the usual commutator identities.
Using a combination of Ellis's work in [15] and the second author's description of the crossed n-cube associated to a simplicial group in [19] , it is clear that the expression for the tensor product should be closely linked to one for N H 2 /d 3 N H 3 and with that in mind we set for g, h ∈ π g⊗h = [g∧x 0 , (h∧x 0 )(h
This 'mysterious' formula will be more fully explained in another paper where the relationship with crossed squares and Ellis's work will be given in detail. For the moment the reader is asked merely to accept the left hand side as a shorthand for the right hand side. 
