Recent years have seen active developments of various penalized regression methods, such as LASSO and elastic net, to analyze high dimensional data. In these approaches, the direction and length of the regression coefficients are determined simultaneously. Due to the introduction of penalties, the length of the estimates can be far from being optimal for accurate predictions. We introduce a new framework, regression by projection, and its sparse version to analyze high dimensional data. The unique nature of this framework is that the directions of the regression coefficients are inferred first, and the lengths and the tuning parameters are determined by a cross validation procedure to achieve the largest prediction accuracy. We provide a theoretical result for simultaneous model selection consistency and parameter estimation consistency of our method in high dimension. This new framework is then generalized such that it can be applied to principal components analysis, partial least squares and canonical correlation analysis. We also adapt this framework for discriminant analysis. Compared to the existing methods, where there is relatively little control of the dependency among the sparse components, our method can control the relationships among the components. We present efficient algorithms and related theory for solving the sparse regression by projection problem. Based on extensive simulations and real data analysis, we demonstrate that our method achieves good predictive performance and variable selection in the regression setting, and the ability to control relationships between the sparse components leads to more accurate classification. In supplemental materials available online, the details of the algorithms and theoretical proofs, and R codes for all simulation studies are provided.
Introduction
It is well recognized that classical multivariate statistical methods have difficulty in dealing with high-dimensional data. For example, ordinary least squares (OLS) has poor prediction accuracy as well as problems of interpretation for high dimensional data. Various penalization techniques have been proposed to improve OLS, such as ridge regression (Hoerl and Kennard, 1970) , LASSO (Tibshirani, 1996) , elastic net (Zou and Hastie, 2005) , supervised principal components (Bair et al., 2006) , sparse partial least squares regression (Chun and Keles, 2010) , smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001) , minimax concave penalty (MCP) (Zhang, 2010) , and many others. Similar to regression, many standard dimension reduction methods, such as principal components analysis (PCA), partial least squares (PLS), canonical correlation analysis (CCA), and Fisher's discriminant analysis for classification also perform poorly in prediction and feature selection, and even fail, in high-dimensional settings. A common feature of these dimension reduction methods is that they all solve eigenvalue or generalized eigenvalue problems, where the eigenvectors correspond to different components and there is no correlation or within-class and between-class correlation among different components. Similar to regression, regularization techniques have been proposed to augment these methods to analyze high-dimensional data. However, one major limitation of these methods is that they are not able to control the relationships among the components, due to inherent limitations in these algorithms. As a result, the components thus constructed may be strongly correlated, which can affect both the interpretation of these components and prediction accuracy.
In this paper, we introduce a new framework, regression by projection, which is equivalent to OLS in the classic regression problem. Based on this new framework, we introduce a sparse version for high dimensional data. The unique feature of our new sparse regression approach is that the direction of the estimated coefficient vector is determined first and then its lengths and the tuning parameters are determined by a cross validation procedure to achieve the largest prediction accuracy. The LASSO and elastic net determine the direction and the length of the estimate simultaneously. We consider the well-known elastic net regression method, which solves where λ ≥ 0 and 0 ≤ α ≤ 1 are tuning parameters. Here we use the parameterization adopted in the R package "glmnet" for the elastic net and denote the estimate as β EN . Typically X β EN is not the projection of y along the direction of X β EN . When α 0 and λ is large or λ 0 and α is large, X β EN is far from the projection of y along the direction of X β EN , which may lead to large bias in the estimate. We develop a regularized version, sparse regression by projection, under the new framework, to address this limitation in LASSO and elastic net. It has been proposed (for example, Cho and Fryzlewicz (2012) ) that variable selection methods are used to identify the set of relevant variables,the final model is constructed using only the selected variables and the OLS.
Hence, all the coefficients of the selected variables are estimated in a separate step other than the variable selection step. The performance of the final model will heavily rely on variable selection.
Our method is different from this approach, in that, the subset of variables and the direction of the estimate are identified simultaneously, and only the length of the estimate (a scaling factor) is determined in a separate step. Zhao and Yu (2006) proved the model consistency for Lasso.
Under the similar setting, we prove the simultaneous consistency of model selection and parameter estimation of our method.
In addition to regression, sparse regression by projection is also generalized to develop sparse versions of PCA, PLS, CCA, and discriminant analysis. In addition to achieving sparse components, the relationships (i.e. dependency) among the components can be controlled in our method, a distinct advantage over existing methods where the sparse components can be highly correlated.
For example, in sparse PCA, CCA and PLS, we can control the components to be either orthogonal or uncorrelated; while in sparse discriminant analysis, we can achieve either zero within-class or zero between-class correlations, or both. In this paper, we focus on sparse discriminant analysis.
We show that the control of within-class and between-class correlations among the sparse components can improve prediction accuracy in some situations. We develop an efficient algorithm and related theory for solving the sparse regression by projection problems. For the regression setting, for high-dimensional data through extensive simulations and application to empirical data sets, the results show that our methods achieve good predictive performance and variable selection. In the classification setting, our results suggest that the control of relationships between the components leads to more accurate classification.
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The rest of the paper is organized as follows. In Section 2, we introduce regression by projection and its connection to discriminant analysis. Section 3 contains the development of sparse regression by projection. Section 4 discusses our discriminant analysis method. Simulation studies and case studies are presented in Sections 5 and 6, respectively. Section 7 is a short discussion.
Algorithmic details, the related theorems and all proofs are provided in the online supplementary materials.
Regression by projection
Let us consider the classical regression. Suppose that the data set has n observations with p predictors. Let y = (y 1 , • • • , y n ) T be the response vector and let X be the n × p design matrix. In OLS, the response is fitted by the linear function (X − μ X ) β, where the coefficient vector β minimizes
2 , μ y and μ X are the means of y and X, respectively, and • 2 is the L 2 norm. Equivalently, the OLS estimate β can be obtained by the following two-step method. We first obtain the direction of β by solving
where we assume that (X − μ X ) T (X − μ X ) is full rank for the moment. Let α be a solution to
projection of (y − μ y ) along the direction of (X − μ X ) α. 
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finding the linear combination of the columns of (X − μ X ) which has the largest projection in the direction of (y − μ y ) among all the linear combinations satisfying the constraint in (2.1), we call this method regression by projection. We will generalize this concept in the following. Without loss of generality, we will assume that the response is centered and the column means of X equal zero, that is, μ X = 0 and μ y = 0, except in Section 3.2 where the whole data set will be partitioned into different subsets and the means of responses and predictors for different subsets will not be the same and cannot be equal to zero simultaneously. When μ X = 0 and μ y = 0, (2.1) becomes
Connection between regression by projection and the discriminant analysis
Several important statistical methods, including PCA, PLS, and CCA for dimension reduction and Fisher's discriminant analysis for classification, have a common feature: they all solve eigenvalue or generalized eigenvalue problems and the eigenvectors correspond to different components.
There are connections between these methods and the regression by projection discussed above. In this paper, we will focus on discriminant analysis although it is straightforward to apply the idea to other methods. As a classification method, Fisher's discriminant analysis projects the original variables to a subspace with dimension less than the number of classes such that the between-class variance is maximized relative to the within-class variance. Hence, this method finds the projection subspace such that different classes can be separated as much as possible. Suppose that the data set has n observations with p predictors and let X be the n × p data matrix. Let K be the number of classes and Y be an n × K matrix with Y ik equal to 1 if the i th observation is in the k th class and equal to 0 otherwise. Then the between-class and the within-class covariance matrices can be 
where 1 ≤ k ≤ K − 1. Assume that Σ w is full rank for the moment, since (2.3) may not have a solution otherwise. Then each observation is assigned to the class whose class mean is closest to the corresponding point in the projection space. With this approach,
Consequently, the within-class covariance matrix
among the components, Xα 1 , • • • , Xα K−1 , are both diagonal matrices. In other words, there are no within-class and between-class correlations among these components. If there are no differences among the magnitudes of the diagonal elements in the between-class covariance matrix, then in the projection space, the class means will not be concentrated along particular directions. On the other hand, by (2.3), the within-class covariance matrix (α 1 ,
) is equal to the identity matrix, which implies that in the projection space, the data points are isotropically distributed about the class means. Hence, the conditions, α j Σ b α k = 0 and α j Σ w α k = 0, for all j k, make it easier to separate the classes, which is illustrated by Figures 2 and 3 in our simulation studies. Hence, we want to keep these properties in our new method for sparse LDA. Equation (2.3) is a generalized eigenvalue problem. Consider the well-known power method for solving generalized eigenvalue problems. For any 1 ≤ k ≤ K − 1, an initial vector α (0) with
0 is selected and a sequence,
Then the sequence converges to α k , where we assume that the eigenvalues involved have multiplicity one. It can be seen that both (2.2) (the key step of regression by projection) and (2.4) are special cases of the problem
where c is a nonzero vector, C is a nonnegative definite symmetric matrix and D is a matrix. In 3 Sparse regression by projection
Sparse regression by projection
In this section, we develop a regularized regression method based on regression by projection. In our approach, the direction of the estimator is determined by a regularized optimization problem and its length will be estimated by projecting the response variable along the inferred direction.
Consider a sparse version of (2.2). The direction α of our estimate solves
where
, and both τ ≥ 0 and 0 ≤ λ ≤ 1 are tuning parameters. The introduction of α 2 2 in the constraint aims to overcome potential multicollinearity problems. When X T X is not full rank, (for example, when n < p), the solution to (2.2) does not exist. The l 1 term in the constraint of (3.1) leads to sparse solutions. We use α 2 1 instead of α 1 as in the elastic net so that the solution to
where t is any positive number, differs from the solution to (3.1) only by a multiplicative constant and thus the two solution vectors have the same directions. Hence, the sparsity penalty is actually imposed on the direction of the coefficient vector. Both λ and τ can control the sparsity of α. When τ > 0 and 0 ≤ λ < 1, the feasible region is a strictly convex set, and hence the solution to (3.1) is unique. Figure 1 provides some insight into (3.1) for a two-dimensional case. When λ and τ are 6 A penalized version of (3.1). Although we formulate our method as a constrained optimization problem (3.1), it has the following penalized version (3.2). The solutions to (3.1) and (3.2) differ only by a scaling factor. However, the essential difference is that in (3.1), we do not determine the length, whereas both the direction and length are determined in (3.2).
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Theorem 3.1. The optimization problem (3.1) has the following penalized version, 
The major difference between (3.2) and the elastic-net problem is that the squared l 1 norm is used in (3.2) instead of the l 1 norm itself. This difference makes (3.2) (and (3.1)) enjoy scale invariant properties which are not possessed by the elastic-net. Specifically, (a). If β * is the solution to (3.2), then cβ * is the solution to (3.2) with y replaced by cy, where c is any positive scaling constant.
(b). If β * is the solution to (3.2), then β * /c is the solution to
where c is any positive scaling constant.
Hence, scaling y does not affect the direction of the estimate of the coefficients. When we scale X, we just need to make τ scaled by the same amount, then the direction of the estimate of the coefficients is unchanged. However, the elastic-net does not have this property. When y is scaled, the direction of the estimate of the coefficients is changed.
We use (3.1) instead of the penalized version (3.2) for two reasons. First, we actually consider a much more general optimization problem which is the sparse version of the (2.5). As we have 7 ACCEPTED MANUSCRIPT seen in Section 2.2, many multivariate methods can be connected to (2.5). Hence, based on our algorithms, we can propose sparse versions for various multivariate methods including the sparse regression problems (3.1) and (3.2). Second, it can be seen from (3.3) that, when the tuning parameter τ is large, the length of the solution β * to (3.2) is quite small and can be far away from the optimal one, which can lead to large prediction errors. Instead, in (3.2), we only determine the direction of the estimate and then the length is chosen to minimize the prediction errors. In addition, the tuning parameters τ and λ need to be chosen to minimize the prediction errors. Hence, we design a cross-validation procedure to choose the tuning parameters and the length of the estimate simultaneously. The details are described in Section 3.2.
By Theorem 3.1, in the special case of λ = 0, given the tuning parameter τ, the solution of (3.1) has the same direction as ridge regression but the lengths are usually different. Moreover, since we have different cross-validation procedure from ridge regression, the selected τ can be quite different.
Choices of tuning parameters and determination of the length of the estimate
We use cross-validation (CV) to choose the tuning parameters. In our method, the length of the estimate is not determined by the optimization problem itself. Instead, it is viewed as a special tuning parameter and will be chosen to maximize prediction accuracy. To measure the prediction accuracy of the models corresponding to different values of λ and τ, we must consider the effect of the length of the estimate. Given a pair of λ and τ, we choose the length to minimize the prediction mean squared error and hence to choose λ and τ. Our cross-validation procedure is different from that of the Lasso and the elastic-net. Roughly speaking, to choose the tuning parameters τ ≥ 0 and 0 ≤ λ < 1, we randomly split the entire data set (y, X) into a "calculation set", (y cal , X cal ),
and an "evaluation set", (y eval , X eval ). For each pair (τ, λ), we first determine the direction α(τ, λ)
of β using the calculation set. Then we project the centered y eval onto the direction of the centered
, and obtain the residual vector, which is the difference between the centered y valid and 8 ACCEPTED MANUSCRIPT the projection. Then we compute the mean squared error. Another important difference between our CV procedure and the usual CV procedure is that we do not split the entire data set into 10 subsets as in standard 10-fold CV procedure where, in each repeat, one subset is selected as the validation set and all the other observations as the training set. The main reason is that in our approach, the length is not determined by the training set. Hence, in order to more accurately estimate the prediction errors in the validation set, we decrease the size of the training set and increase the size of the validation set.
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Specifically, we repeat the following procedure 10 times. In the i th repeat, 1 ≤ i ≤ 10, we randomly split the whole data set into a calculation set and an evaluation set, where the evaluation set has one third of all the observations. Let μ 
Once the direction is determined, we project y eval − μ
Then we calculate the mean squared error,
We choose the pair (τ 0 , λ 0 ) which minimizes 10
Then the direction α of the final estimate solves 
where μ X and μ y are the mean matrix and the mean vector of the whole data set X and y, respectively. The final estimate β is
It is easy to see that (X − μ X ) β is the projection of y − μ y along the direction of (X − μ X ) α. Zhao and Yu (2006) proved that the Lasso is model consistent. We will prove that our method is both model selection consistent and parameter estimation consistent simultaneously under the similar setting. Assume that we have a sequence of linear regression models
Simultaneous model selection consistency and parameter estimation consistency in high dimension
T is a vector of i.i.d. standard normal variables, y n is the n-dimensional response vector and X n is the n × p data matrix. We will consider the situation where both n and p go to infinity. Suppose that the first q coordinates of β n are nonzero and the others are zero.
T , where β n 1 and β n 2 = 0 are the first q and the last p − q coordinates of β n , respectively.
T is the solution to (3.2) with the values of the tuning parameters equal to λ n and τ n , where β n 1 and β n 2 are the first q and the last p − q coordinates of β n , respectively.
Then our estimate is
that is, X n γ n is the projection of y n along the direction of X n β n .
We say β n has the same sign as β n if each coordinate of β n 1 has the same sign as the corresponding coordinate of β 
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converging to 1, it has the same sign as β n . If β n − β n 2 → 0 in probability, we say β n is parameter estimation consistent. We will prove the simultaneous model selection consistency and parameter estimation consistency for both β n and γ n .
We consider a setting essentially the same as in Zhao and Yu (2006) . Let X n = (X n 1 , X n 2 ), where X n 1 and X n 2 are the submatrices corresponding to β n 1 and β 
Theorem 3.2. Under the Condition 1, if we choose
in probability as n → ∞.
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4 Sparse discriminant analysis
Motivation
Although Fisher's discriminant analysis performs well in low-dimensional settings, it faces major problems for high-dimensional data. The within-class covariance matrix, Σ w , is singular in (2.3)
when the sample size is smaller than the dimension, and hence there is no solution to (2.3). Even in the case where p is close to n and Σ w is not singular, the resulting classifier will have large variance and poor performance. To address these problems, regularized discriminant analysis methods have been proposed, including those described in Friedman (1989) others. However, when sparseness penalties are imposed, existing methods cannot simultaneously achieve sparsity and zero within-class and between-class correlations among the components. As discussed in Section 2.2, the lack of correlation property controls the shapes of the distributions of the class means and the observations about the mean in the projection space or the score space, and makes the separation of classes easier. Although one can use orthogonalization to achieve this property, the components thus obtained do not achieve the optimal between-class variances, i.e., the maximum between-class variances subject to the corresponding constraints. In this section, we propose a new sparse discriminant analysis method based on the relationship between regression by projection and discriminant analysis. This method leads to both sparse and uncorrelated components. 
12
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Sparse discriminant analysis
We propose the following sequential method to find the linear combinations Xα 1 ,
, where I is the p-dimensional identity matrix, our method resolves the singularity problem and achieves sparse components. The constraints α T Σ b α j = 0 and α T Σ w α j = 0 guarantee that there is no within-class and between-class correlations, respectively.
We propose the following iterative algorithm to solve (4.1).
Algorithm 4.1.
Choose an initial vector
α (0) with Σ b α (0)
0.
Iteratively compute a sequence
Both the key step (4.2) of Algorithm 4.1 and the sparse regression by projection problem (3.1)
are special cases of the optimization problem
, we obtain (4.2). Since (4.3) is a sparse version of (2.5), we call it sparse regression by projection with linear constraints. We will propose efficient algorithms to solve (4.3) in Section 7.
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Two possible modifications of our method are worth investigating. First, remove the withinclass constraints α T Σ w α j = 0 in (4.1), so that only the between-class correlations are zeros. Second, remove the constraints: α T Σ b α j = 0, so that only the within-class correlations are zeros among the components. Algorithm 4.1 can be applied to these two modifications with changes of the matrix D in (4.3). We will compare the performance of our method with the two modifications in simulation studies.
Choices of tuning parameters and the number of components
We next propose a cross-validation method to choose the tuning parameters τ and λ. As for the number of components, although it can also be chosen by cross-validation or other methods, we will just fix it to be K − 1, the largest one of possible numbers, for two reasons: (a) in almost all our studies, the best choice is K − 1; (b) since the number of components is a discrete parameter, its selection by cross-validation may lead to large variances of the test errors.
To choose τ and λ, we repeat the following procedure 10 times. In the i th repeat, where 1 ≤ i ≤ 10, the data set is randomly split into a training set and a validation set. The validation set has one third of all observations: the proportion of the observations assigned to the validation set has to be reduced if the total sample size is small. The coefficients 
Sparse regression by projection
In this subsection, we compare our regression method, denoted by SRP, with several sparse regression methods using publicly available software: ridge regression (Ridge) (Hoerl and Kennard, 1970) , LASSO (Tibshirani, 1996) , elastic net (EN) (Zou and Hastie, 2005) , and sparse partial least squares regression (SPLS) (Chun and Keles, 2010) , the smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001 ), penalty and the minimax concave penalty (MCP) (Zhang, 2010) . The first three methods are implemented in the R package "glmnet", the SPLS in "spls", the last two in "conreg". We will consider two sets of simulations. The first one has similar settings as those in Zou and Hastie (2005) and the other one as those in Chun and Keles (2010) and Bair et al. (2006) .
To compare variable selection, we consider the sensitivity and specificity defined by
where TP is the number of the variables with β i 0 and its estimate β i 0, i.e., the number of the true features identified, Also, FN is the number of the variables with β i 0 and β i = 0, i.e., the number of the true features not identified, TN is the number of the variables with β i = 0 and β i = 0, and FP is the number of the variables with β i = 0 and β i 0.
First set of simulation studies
Data are simulated from the true model: y = Xβ + σ , ∼ Normal(0, 1) with three examples discussed below. In each example, we compare the performance of these methods for different numbers of variables and different values of σ. For each setting in any example, we simulate 100 independent data sets. Each data set has 500 independent observations which is split into a training set with 50 observations, a validation set with 50 observations and a test set with 400 observations. ) and X is generated as follows:
, and x i ∼ Normal(0, (σ X ) 2 ), 16 ≤ i ≤ p, are independent. We consider p = 100, 300, 500, (σ X ) 2 = 1, 2, and σ 2 = 1, 5, 10, respectively.
Example 2. β = (3, 2, 1.5, 0, 0, 3, 2, 1.5, 0, 0, 3, 2, 1.5, 0, 0, 3, 2, 1.5, 0, 0, 3, 2, 1.5, 0, 0
) and X is generated from a multinormal distribution with cov(x i , x j ) = ρ |i− j| . We consider p = 100, 300, ρ = 0.50, 0.95 and σ 2 = 1, 5, 10, respectively. LASSO, the special case of (1.1) with α = 1, and Ridge regression, the special case of (1.1) with α = 0, the parameters are selected from the grid of λ =0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100, 500.
We choose two parameters 0 < η < 1 and K (the number of components) for SPLS from the grid The averages and standard deviations of the test error, sensitivity and the specificity over the 100 independent data sets are listed in the following tables. 
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method is the mean squared error efficiency of the competing method (the ratio between the average MSEs of our method and the competing method). Table 1 gives the sensitivities and the specificities (in parenthesis) for Example 1. When both the number of variables and the noise are small, our method and SPLS have comparable prediction performance and are better than the other methods.
In these scenarios, all the methods except SCAD and MCP identify almost all true features, but SPLS has a better specificity. When the number of variables or the noise are large, our method has the smallest prediction errors, which is statistically significant by the paired t-test. For example, in the case of p = 300, σ X = 1, σ = 1, for the alternative hypothesis: "our method has a smaller expectation of MSE", the p-values are 7.3 × 10 −13 (EN), 6.5 × 10 −9 (LASSO), 2.2 × 10 −16 (Ridge), and 4.9 × 10 −6 (SPLS), respectively. In these scenarios, SPLS has the lower sensitivity and higher specificity, that is, it tends to choose a model with both fewer true signals and fewer noisy features.
It seems that the prediction accuracy of both SCAD and MCP is very sensitive to feature selection.
For example, consider the scenario corresponding the first line of The results for Example 2 are shown in Tables 9 and 2. Tables 10 and 3 give results for Example 3. Our method has good prediction performance in all the scenarios.
Second set of simulations
We use the same simulation settings as those in Chun and Keles (2010) and Bair et al. (2006) .
In both simulated data sets, p = 5000 and n = 100. We simulate data from the general model
, where β is a p vector with β j = 1/25 for 1 ≤ j ≤ 50 and 0 for 51 ≤ j ≤ p. The underlying data generation for X is different between the two simulated data sets.
Example 4. Two hidden components H 1 and H 2 are defined as follows: H 1 j equals 3 for 1 ≤ j ≤ 50 and 4 for 51 ≤ j ≤ 100 and H 2 j equals 3.5 for 1 ≤ j ≤ 100. The columns of X are generated by 
H 2 j = 3.5 + 1.5I(u 1 j ≤ 0.4), H 3 j = 3.5 + 0.5I(u 2 j ≤ 0.7), H 4 j = 3.5 − 1.5I(u 3 j ≤ 0.7), H 5 j = 3.5, where u 1 j , u 2 j and u 3 j are independent random variables uniformly distributed in (0, 1) and I is the indicator function. The columns of X are generated by 0, 50, 100, 200, 300, p) .
We compare the prediction performance of our method with elastic net and SPLS. In our method, we use cross-validation to select the tuning parameters as described in Section 3.2. For the elastic net and SPLS, the ten-fold cross-validation methods provided in the corresponding packages are used to select the tuning parameters. The results are summarized in Table 4 showing the mean errors and the standard deviations (in parentheses) of 100 simulations for each setting. The p-values of the paired t-tests for the comparison of our method and each of the other two methods are also calculated. For Example 4, our method and SPLS have almost the same prediction accuracy, whereas our method is better in Example 5.
Sparse discriminant analysis
The goal of this simulation study is to show that imposing the sparsity penalty and the constraints of no within-class and between-class correlations among the components simultaneously can improve classification. We compare the prediction performances of the following regularized discriminant analysis methods: our method (denoted by sdaBP), the modification of our method without the constraint on between-class correlations (sdaBP2), the modification of our method without the constraint on within-class correlations (sdaBP3), RDA (Guo et al. (2007) , R package "rda"), PDA (Witten and Tibshirani (2011) , "penalizedLDA"), and SDA (Clemmensen et al. (2011) , "sparseLDA"). Four simulation models are considered. In each simulation, 50 independent data sets are simulated each of which has 1500 observations and three classes. Each observation is randomly assigned to one class and then the values of the covariates are generated from the model. The mean misclassification rates (percentages) of 50 data sets for each simulation are shown in Table 5 , with standard deviations in parentheses. The p-value for the paired t-test between sdaBP and each of the other methods is also calculated. Our method has good prediction accuracies in all the simulations. The unusual large error rates of SDA may be due to our choices of the parameters.
The sdaBP and the sdaBP2 have similar performances and are better than the sdaBP1. Hence, to remove the between-class correlation has a larger effect on the prediction than the within-class correlation. The benefit of controlling of the between-class and the within-class correlations can be illustrated by Figures 2 and 3 . In Figure 2 , the class means of PDA lie approximately along a straight line, i.e., large between-class correlation, which leads to large overlaps of different classes.
In Figure 3 , the observations in the plot of PDA distribute along a particular direction, i.e., large within-class correlation, which leads to large overlaps of the red and the blue classes.
6 Case studies
Predictive modelling of anticancer drug sensitivity
In Barretina and et al. (2012) , the elastic net was used to construct predictive models that explained drug sensitivity profiles based on genetic features of the cell lines. In this study, we apply our method (SRP), ridge regression (Ridge), LASSO (LASSO), elastic net (EN), and SPLS to this data set. The numbers of variables and observations are 54,675 and 491, respectively. There are 24 drugs considered. For each drug, we construct a regression model to predict drug sensitivity.
We randomly split the observations into the training set with 100 observations, the validation set with 100 observations and the test set with 291 observations. We repeat the procedure 20 times Table 6 . The results for all the drugs can be found in Table 3 of the Appendix. All methods except LASSO have almost the same prediction performance. The prediction errors of LASSO are slightly larger than others. Our method and LASSO included the smallest numbers of features in the models for all drugs.
Classification
We next apply our sdaBP method, RDA, SDA and PDA to four data sets which are randomly split into training sets and test sets. For each data set, the procedure is repeated 50 times and the mean and standard deviation of misclassification rates are calculated.
(a). UPP data: Gene expression data from a breast cancer study published by Miller and et al. The data is available at the UCI Machine Learning Repository.
The results are summarized in Table 7 . Our method has good performance both for highdimensional data and for the data with a relatively large number of classes.
Discussion
In this paper, we have proposed a the new framework, regression by projection, and its sparse version for high dimensional data analysis. The unique feature of our new approach is that the direction of the estimate of the coefficient vector is determined first and then its length. This framework can be generalized to PCA, PLS, CCA and discriminant analysis to develop sparse versions of these methods. In addition to the achievement of sparse components, the relationship among the components can be controlled. In this paper, we focused on sparse discriminant analysis. We showed that the control of within-class and between-class correlations among the sparse components can improve prediction accuracy. An efficient algorithm and the related theory for solving the sparse regression by projection were developed. Numerical examples show that the new algorithm is faster than LARS and comparable to the Coordinate Descent algorithm.
Supplementary Materials
Web Appendix: the detailed description of all the algorithms and the proofs of theorems. 
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