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EXPLORATIONS IN SPECIFYING CONSTRUCTION 
PRICE FORECAST LOSS FUNCTIONS 
 
 
ABSTRACT 
 
Typical measures of goodness of construction price forecasts are the mean and standard 
deviation, coefficient of variation and root mean square of the deviations between forecasted 
and actual values.  This can only be valid, however, if the pain, or loss, incurred as a result 
of such deviations is directly proportional to the square of their value.   
 
Two approaches are used to test this.  The first of these analyses ten sets of data collected 
from around the world, while the second explores the use of a postal questionnaire survey to 
elicit construction industry client disutilities.  The results of the first analysis mitigate 
against any general view that projects tend to be overestimated but do clearly suggest 
asymmetric under/overestimates for the measures used.  The second analysis results in an 
approximated loss function although in ordinal terms only.  This also suggests that the 
functional form varies between building types, with Commercial and Residential being the 
most asymmetric and Schools and Industrial being less asymmetric. 
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The work to date indicates that, for construction price forecasting, the loss functions involved 
are asymmetric, with the degree of asymmetry increasing according to the level of 
commercial financial viability at stake. 
 
Keywords: Loss functions; construction; price; forecasts; forecasting; specification; estimate 
errors. 
 
 
INTRODUCTION 
 
“Forecast accuracy is of obvious importance to users of forecasts, because forecasts are used 
to guide decisions.  Forecast accuracy is also of obvious importance to producers of 
forecasts, whose reputations (and fortunes) rise and fall with forecast accuracy” (Diebold and 
Mariano 1995).  In this perspective, forecast accuracy is a function of the losses incurred 
due to the errors made. This loss function, also known as the cost function or disutility 
function (Poirier 1995), is therefore a measure of forecasting accuracy in the form of the cost 
of making errors.  By assigning costs to forecast errors then, the loss function characterizes 
how forecast accuracy is measured and rewarded (Basu and Markov 2004). 
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Typically, the loss function is assumed to be proportional to the square of the estimation error 
( )2ˆ θθ −= ky for 0>k  (Kane 1969).  This function can be regarded as a quadratic 
approximation to whatever constitutes the true loss function and has a relatively long history 
of successful application to real-world problems (Kane 1969:182).  It is, however, 
well-known in the statistics literature that the choice of loss function is critical for model 
estimation and evaluation (Christoffersen and Jacobs 2004).  In fact, it can be argued that 
the choice of loss function implicitly defines the model under consideration (Engle in 
Christoffersen and Jacobs 2004).  Of great importance, and almost always ignored, is the 
fact that the economic loss associated with a forecast may be poorly assessed by the usual 
statistical metrics (Diebold and Mariano 1995).  “… realistic economic loss functions 
frequently do not conform to stylized textbook favourites like mean square prediction error” 
(Diebold and Mariano 1995), with many alternatives being offered including utility-based 
criteria (McCulloch and Rossi 1990 and West et al 1993 in Diebold and Mariano 1995).  
Diebold and Mariano also allow for forecast errors that are potentially non-Gaussian, 
non-zero mean, serially correlated and contemporaneously correlated. 
 
One alternative to the quadratic is the linear loss function, which assumes the loss is 
proportional to the absolute error (e.g., Gu and Wu 2003 in Basu and Markov 2004).  With 
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occasional exceptions (e.g., Chadha and Schellekens 1999), however, symmetrical loss 
functions such as the quadratic and linear have been thought by many to be over simplistic.  
In most common real-life situations, the cost of over predicting is higher or lower than that of 
under predicting – implying an asymmetric loss function to be more appropriate (e.g., Theil 
1966; Zellner and Geisel 1968; Aitcheson and Dunsmore 1975; Zellner 1986; Granger and 
Newbold 1986 and Stockman 197 in Christoffersen and Diebold 1996b; Kuo and Day 1990; 
Basu and Ebrahimi 1991; Shao and Chow 1991; Pandey et al 1996; Thompson and Basu 
1996; Huang and Liang 1997).  Of particular interest are the Linex and Linlin asymmetric 
loss functions in which symmetrical functions are included as special cases (Varian 1974).  
Here the Linex loss function ( ) ( )[ ]1exp −−= axxbxL  while the Linlin loss function is 
( ) ( )( ) ⎪⎭⎪⎬
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xL  both of which have been shown to have some attractive 
theoretical properties (e.g., Varian 1974; Zellner 1986; Christoffersen and Diebold 1996a; 
Christoffersen and Diebold 1996b). 
 
By far the greatest interest in loss functions to date has been in econometric forecasting 
where the Linex and Linlin are described in standard texts (e.g., Diebold 1998), and including 
applications in option valuation (Christoffersen and Jacobs 2004), financial analysts’ earning 
forecasts (Basu and Markov 2004),  policy-making (Chadha and Schellekens 1999), 
volatility forecasts (e.g., Hwang et al 2001), rational expectations (e.g., Elliott et al 2003) and 
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comparison of DSGE models (Schorfheide 2000).  Other applications include climate 
change (Toman 1998), food analysis (Lyn et al 2003), choice of health insurance (Ellis 1989) 
and tolerance design (Creveling 1997).  With the exception of Varian (1974) and Cain and 
Janssen’s (1995) real estate price prediction, there has been no treatment at all of the loss 
function in property/construction price forecasting.  Perhaps the closest activity to 
construction price forecasting is that of software cost estimating, for which there is a 
voluminous literature (see Foss et al 2003 for a brief review).  In this discipline, the 
magnitude of relative error (MRE) is consistently used as the implied loss function, where 
θ
θθ || −=
)
MRE , although recent work has shown this to be an unsatisfactory measure under 
the symmetric assumption (Foss et al 2003) and in need of replacement by some, as yet to be 
found, alternative. 
 
For construction price forecasting, the loss function is again implied, with the predominant 
use of Ordinary Least Squares (OLS) indicating this to be the quadratic.  Measures that have 
been used to date include the raw error θ
θθ −ˆ , percentage error θ
θθ −ˆ100 , ratio error θ
θˆ  
and log ratio error ⎟⎟⎠
⎞
⎜⎜⎝
⎛
θ
θˆln , with their mean and standard deviations being taken as measures 
of bias and inconsistency respectively.  For an overall single measure of accuracy, the 
standard deviation, coefficient of variation and root mean square have also been used.  With 
the lack of research into the appropriate error function to use, all these measures are arbitrary.  
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What is needed, it is suggested, is an indication of the appropriate error function to use.  
This will enable an error measure to be chosen with more confidence than is currently 
possible.  Immediately obvious applications are in the possible development of new 
non-OLS methods for both development and evaluation of models and estimators. 
 
Several methods are available.  One is to consider the circumstances involved, such as the 
extent of client losses involved in terms of project feasibility, the reputation of the forecasters 
and effects on their obtaining further work, etc.  Another is to analyse the deviations that 
occur in practice on the assumption that the forecasters are sufficiently skilled to have inbuilt 
the loss function into the forecasts.  Yet another approach is to try to obtain the loss function 
directly from practitioners. 
 
The second and third approaches are used.  The first of these analyses ten sets of data 
collected from around the world, while the second explores the use of a postal questionnaire 
survey to elicit construction industry client disutilities.  The results of the first analysis 
mitigate against any general view that projects tend to be overestimated but do clearly 
suggest asymmetric under/over estimates for the measures used.  In particular, the 
distribution of under and overestimates are each found to approximate to separate normal 
density functions (but with different parameters), with overestimates trending downwards 
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with increasing project size.  The second analysis results in an approximated loss function 
although in ordinal terms only.  This also suggests that the functional form varies between 
building types, with Commercial and Residential being the most asymmetric and Schools and 
Industrial being less asymmetric. 
 
The major contribution of the work is to provide an examination of the nature of loss 
functions and their means of specification.  The work to date indicates that, for construction 
price forecasting, the loss functions involved are asymmetric, with the degree of asymmetry 
increasing according to the level of commercial financial viability at stake. 
 
 
 
LOSS FUNCTION SPECIFICATION 
 
The very nature of loss functions imply that their specification depends upon their use in 
practice and proper specification is crucial in empirical work (e.g., McCloskey 1985).  In 
option valuation modelling, for example, different loss functions are used for hedging, 
speculating and market making (Christoffersen and Jacobs 2004).  However, loss functions 
are known to be difficult to specify, both from a classical and Bayesian approach (Poirier 
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1995).  Even in tolerance design, one of the most advanced applications of the loss function, 
developing quality-loss functions is said to be a “challenging endeavour” (Creveling 1997).  
Here, the best that is offered is to devote a serious effort to building a database of customer 
needs and tolerances to identify the “critical parameters” needed. 
 
Occasionally, it is possible to make a reasoned guess.  For example, very little is known 
about financial analysts’ loss function but indirect evidence suggests the absolute error to be 
appropriate as: analysts are likely to have stronger incentives to minimize their mean absolute 
forecast error than their mean squared forecast error; there is a higher turnover of analysts 
with poor elative performance measured by high mean absolute errors; low mean absolute 
errors forecasters are more likely to stay or be hired by a top brokerage house; The Wall Street 
Journal ranks financial analysts on their average absolute forecast errors; etc (Basu and 
Markov 2004). 
 
From a construction price forecasting perspective, the theory is that the engineer or designer 
(forecaster) is “more likely to underestimate the number of cost generating influences than to 
overestimate them … [due to] the difficulty of foreseeing the extent of unexpected 
money-consuming problems which completing the project will have to face” (Barnes 
1974:129).  As a result, it is argued that the further from completion of the project the cost 
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predictions are made, the harder such influences are to foresee and therefore the more they 
are underestimated.  This is illustrated in Fig 1 in which point A on the section line ABCD 
denotes the point at which there is a probability of 1/3 that the current cost estimate is 10% 
higher than the ultimate actual cost; B is the actual cost as yet unknown; C is the median of 
current estimates; and D is the point at which there is a 1/3 probability that the current 
estimate is lower than the actual cost.  The lower limit is characteristically further separated 
from the actual than the upper line (Barnes 1974: 142).  To compensate for this 
underestimate bias, a contingency allowance is added to the estimate. 
 
In practice, the contingency allowance is usually guessed or derived unsystematically from 
previous experience (Barnes 1974: 129).  Clearly, adding too much contingency results in an 
overestimate and adding too little results in an underestimate and it is often recommended 
that the difference between contingency-free estimates and actual costs of previously 
completed projects is used as guide.  For example, if the actual costs average 10% more than 
contingency-free estimated costs, then a contingency of 10% is recommended for future 
projects. 
 
However, this recommendation assumes a symmetric loss function, which is unlikely to be 
the case for the project promoters as intuitively it is expected that they would generally be 
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happier with overestimates (and budgets under-spent) than underestimates (cost overruns).  
Of course, the person best able to judge the amount of happiness (or unhappiness) incurred by 
such over and underspending are the promoters themselves.  As Barnes (1974: 131) puts it 
“Only promoters can determine what probability of excess cost is tolerable within their 
limitation on acquisition of capital, or the return to be achieved on its investment” (my 
emphasis).  This raises 3 questions however: 
1. Is only excess cost (overspend) of concern and not underspend? 
2. Are the costs concerns only either tolerable or intolerable, with no degrees of toleration in 
between? 
3. Can only promoters determine the utility of the cost concerns, or can they be estimated 
well enough by indirect means? 
For 1, Raftery (1994) has pointed out that, especially public sector clients, would also prefer 
not to under spend budgets due to the (social) opportunity costs of public money lying idle.  
2 is an empirical issue likely to be resolved by consulting the promoters themselves, but 
experience of the construction industry suggests that degrees of toleration are likely.  As for 
3, a possible indirect source is the forecasters’ errors themselves.  Over-forecasting, for 
example, is common (Table 1).  As Al-Khaldi (1990), for example, points out, there is a 
tendency for estimators to produce a high estimate to avoid cost overruns.  Skitmore’s (1985) 
survey, on the other hand, revealed a tendency to underestimate industrial projects, with  
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commercial projects being overestimated, suggesting that overestimating is related to the 
complexity of the projects and increased uncertainty levels involved (industrial projects being 
relatively simple and with more predictable prices than commercial projects).  It would 
appear, then, that overestimating is a means of risk reduction for the forecasters to help 
preserve their status with the client.  Another possibility is that the financial feasibility of 
commercial projects is more sensitive than industrial projects and therefore less tolerant of 
underestimating in particular.  In other words, it is possible that the forecasters are acting as 
if they know the utility of the errors to the client and hence, depending on how well they are 
doing this, the nature of the loss function itself. 
 
 
FURTHER INDIRECT EVIDENCE? 
 
Table 2 summarises the details of 10 datasets of construction price forecasts in the form of 
pretender estimates gathered from around the world.  An analysis of these shows that the 
majority (nearly two thirds) of projects are overestimated as expected, with an overwhelming 
binomial probability against this occurring by chance alone (Table 3a).  Considering the 
individual datasets, however, case 3, 5 and 9 are exceptions, with more underestimates than 
overestimates - cases 5 and 9 having a significant binomial probability (p<.05).  Also, case 6, 
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although containing more overestimates than underestimates, is not statistically significant. 
 
With the sole exception of case 3, the mean values of overestimates exceed those of 
underestimates for each case, significantly so for five cases as adjudged by the t-test.  Of 
course, the data do not well satisfy the assumption underlying the t-test as following a normal 
distribution, although the t-test is known to be robust to such departures. 
 
Further analysis (Table 3b) shows that the mean percentage errors of forecast is positive 
(overestimate) for seven datasets, with six of these being significantly greater than zero 
(p<0.025).  1 dataset (Case 5) has mean percentage error of forecast significantly less than 
zero.  All datasets have positively skewed percentage errors, with all except Cases 3 and 9 
being statistically significant.  All datasets have a positive kurtosis (more peaked than the 
uniform distribution), with 6 being significantly higher than 3.0 (the value for the normal 
distribution) and 2 (Cases 3 and 5) being significantly lower than 3.0.  Further tests confirm 
all except Cases 3 and 9 to be significantly different from the normal distribution. 
 
These results suggest that overestimating, although often the case, is not always practiced.  
However, the existence of positively skewed errors does appear to be invariant.  In other 
words, overestimates are more extreme than underestimates.  One reason for this may be 
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that, with extremely rare exceptions, negative estimates cannot occur and therefore 
underestimates cannot be less than -100%, while there is no theoretical limit for 
overestimates – thus biasing the results. 
 
One means of compensating for this induced asymmetry of errors is the transformation 
⎟⎠
⎞⎜⎝
⎛ −= 1100'1 e
aE  for 1>
a
e , where a and e denote the actual and estimated costs respectively.  
Tables 4a and 4b summarise the effects of introducing this transformation.  These show the 
mean values of overestimates to exceed those of underestimates for only seven cases (four 
significant) with all others not significant.  The mean error of forecast is still positive for 
seven datasets, with six again being significant.  Two datasets (5 and 9) now have a mean 
percentage error of forecast significantly less than zero.  Seven datasets are now positively 
skewed (all significant), the remaining three being negatively, not significantly skewed.  All 
datasets still have a positive kurtosis, with six now being significantly higher than 3.0, but 
with two significantly less than 3.0.  Further tests for normality produce varying results, the 
2χ test finding all except Case 9 to be non-normal, Lilliefors test (Lilli) finding all except 
Cases 3 and 9 as before, and the Kolmogorov-Smirnov test (K-S) finding all except Cases 3, 
5 and 9. 
 
An alternative is to use the transformation ( ) ( )aeE loglog'2 −=  throughout, which is the 
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same as ⎟⎠
⎞⎜⎝
⎛=
a
eE log'2  and with the handy property of a theoretical range of ∞± centred at 
1=
a
e .  Tables 5a and 5b summarise the results. These show the mean values of 
overestimates to exceed those of underestimates again for seven cases (four significant) with 
all others not significant.  The mean error of forecast is yet again positive for seven datasets, 
six significant (Table 5b).  Datasets 5 and 9 again have a mean percentage error of forecast 
significantly less than zero.  Nine datasets are positively skewed (six significant), the 
remaining one (Case 3) being negatively, not significantly skewed.  Nine datasets also have 
a positive kurtosis, but with only three being significantly higher than 3.0, and four 
significantly less than 3.0.  Further tests for normality again produce varying results, the 
2χ test now finding all except Cases 3, 5 and 9 to be non-normal, Lilliefors test finding all 
except Cases 3 and 9 as before, while the Kolmogorov-Smirnov test finds only Cases 2, 4, 7 
and 8 to be non-normal. 
 
Both the Linex and Linlin approaches assume the loss functions to be different for both 
positive errors and negative errors.  Therefore, it was expected that a separate analysis of 
these would be revealing.  In addition, Cain and Janssen’s (1995) direct loss function 
elicitation for real estate valuations suggested that a square root transformation of the 
negative errors may lead to a normal distribution.  Table 6 summarises the results of this 
analysis, with Table 6a providing the results of the analysis of positive '2E  values and Table 
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6b providing the results of the analysis of both the negative '2E  and their square root 
transformed values together with their standard deviations.  This shows that, for the 
Kolmogorov-Smirnov test, the positive '2E  values are not significantly different from 
normal for all except Case 4, while the untransformed negative '2E  are not significantly 
different from normal for all cases. 
 
Continuing with the '2E  analysis, Fig 2 shows the indifference curves for each of the ten 
cases for the '2E  errors.  These were obtained by first ranking the 
'
2E  values in ascending 
order for each dataset and then pairing each value with its counterpart in descending order, 
and plotting the modulus of the positive '2E values.  Quadratic curves were then fitted for 
each dataset.  The red dashed line indicates the symmetrical position – values above this line 
indicate positive asymmetry (higher positive '2E  errors are matched with lower absolute 
negative '2E  errors) while values below this line indicate negative asymmetry (lower 
positive '2E  errors are matched with higher absolute negative 
'
2E  errors).  As Fig 2 
indicates, many of the points occur in positive asymmetry, but there are also many in negative 
asymmetry, and with clear differences between datasets. 
 
However, an alternative is to examine the relative effects on the error distribution under 
different project characteristics.  Of these, the most easily available is that of project size, as 
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measured by its low bid value. 
 
 
Effects of project size 
 
Despite the many claims that building price forecasts are more accurate for larger projects 
and than smaller projects, little rationale has been offered.  Certainly, it has never been 
suggested that larger projects are easier to estimate than smaller ones.  In fact, the reverse is 
likely to be the case, as larger construction projects tend to be more complex and therefore 
expected to be more difficult to estimate.  One possible explanation is that, from a client’s 
viewpoint, a large dollar error may be more significant than a smaller dollar error even if the 
percentage errors are the same. 
 
Returning to the 10 datasets, Fig 3a shows the plot of lowest bid with percentage error for all 
the data, irrespective of currency, exchange rates and dates involved.  This clearly shows the 
irregular form of both the lowest bids and the percentage errors.  Plotting on a log scale 
appears to correct much of this (Fig 3b) – again encouraging the use of the '2E log 
transformation. 
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Table 7 summarises the results of regressing the log lowest bid value against '2E  for each 
case.  This shows eight cases (six significant) to have negative slope coefficients, indicating 
that '2E reduces with increasing project size.  Neither of the two remaining positive 
coefficients (case 7 and 9) is significant.  The constant terms, on the other hand, are positive 
for all cases (six significant) except case 9, which is negative but not significant. 
 
Tables 8a and 8b summarise the results for the separate analyses of the positive and negative 
'
2E  values respectively.  These show, for the negative 
'
2E  values (Table 8b) a positive 
constant and negative slope for all cases, with the slope being significant for all except four 
cases and the constant being significant for all except three of these.  The positive 
'
2E results are less clear, however, with two cases (2 and 4) having significantly positive 
slopes and two cases (5 and 6) with significantly negative slopes.  It is of interest to note, 
however, that the only two positive constants coincide with the significantly negative slopes 
and the only two significantly negative constants coincide with the significantly positive 
slopes 
 
This strongly suggests a decreasing positive '2E  trend with increasing project value, but with 
the negative '2E  trend varying from case to case. 
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Summary 
 
The variety of results obtained from these ten datasets mitigates against any general view that 
projects tend to be overestimated but do clearly suggest asymmetric errors for all three 
measures used here.  However, it is shown that positive and negative '2E  values each 
approximate to separate normal distributions (but with different parameters), with that of the 
positive '2E  values trending downwards with increasing project size (value).  
 
 
DIRECT SPECIFICATION 
 
The only previous attempt at directly specifying the loss function is that of Cain and Janssen 
(1995).  In this case, they interviewed a single local property agent to develop a measure of 
loss utility over a range of negative and positive valuation errors.  An alternative is to obtain 
a larger sample by questionnaire survey to help identify general trends.  The results reported 
here form part of a larger study conducted in Hong Kong in 2005, concerned with client’s 
perceptions on the quality of construction price forecasts.  Of the 112 questionnaires 
dispatched to clients, 33 (29.5%) were returned, with the majority (70%) of respondents 
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having over 5 years working experience. 
 
Of particular relevance are the respondents’ ratings of the effects of a range of percentage of 
under and over estimates in terms of levels 1= Well within anticipation, no particular action is 
necessary, 2= Borderline range of anticipation, further approval from decision makers may be 
required, 3= Slightly out of anticipation, some major modification of building design and cost 
saving exercise may be required, 4= Completely out of anticipation, a possibility of 
completely redesign or retender, and 5= Outrageous, there may be a revision of budget or 
abandonment of project, with underestimates grouped into bands of less than 50%, -50% to 
-40%, -40% to -30%, -30% to -20%, -20% to -10%, -10% to -5%, -5% to 0%, and 
overestimates grouped into bands of 0% to 5%, 5% to 10%, 10% to 20%, 20% to 30%, 30% 
to 40%, 40% to 50% and over 50%.  Each respondent was presented with a set of bands and 
asked to identify an effect level for each band.  This was repeated for each of four building 
types: 1=Schools, 2=Commercial, 3=Residential and 4=Industrial. 
 
For each estimate band, the midpoint was recorded (e.g., an estimate in the band 0%-5% is 
recorded as 2.5).  Only the threshold points were recorded for each level for each respondent.  
That is, for example, if the 0%-5% and 5%-10% bands are both level 1 while the 10-20% 
band is level 2, this was recorded as level 1=2.5% and level 2=15%. 
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Fig 4 shows the results of plotting the threshold values with its associated level of effect.  
OLS fitted quadratic (r2=0.659) and cubic (r2=0.669) curves are also shown.  Figs 5a and 5b 
show the same result but separated into underestimates (Fig 5a) and overestimates (Fig 5b), 
with the linear (r2=0.788), quadratic (r2=0.838) and cubic (r2=0.843) curves fitted for the 
negative errors and linear (r2=0.764), quadratic (r2=0.785), cubic (r2=0.809) and power 
(r2=0.870) curves fitted for the positive errors. 
 
 
Effects of project type 
 
Table 9 summarises the mean threshold values for each level by building types.  Some care 
is needed in interpreting this due to the use of thresholds in the analysis.  For example, 
although 26 respondents were able to provide effect levels for the full range of 
under/overestimate bands, only 23 provided an underestimate band for effect level 1 (for the 
remaining 3 respondents any underestimate would incur at least a level 2 effect).  Therefore, 
for the Commercial buildings, all except 4 of the 31 respondents rating the effects of 
overestimates considered a level 5 effect impossible for any level of overestimate.  To 
account for the mathematically would mean assigning a value of infinity to these 27 
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responses, making the overall mean for the level also infinity.  Of course, even just one 
respondent deeming a level 5 effect impossible would also result in an infinite mean – 
making the result uninterpretable. 
 
Bearing this in mind, one-way ANOVA identified only underestimates for levels 3-5 as being 
significantly different (p<.05) between building types.  LSD analysis for these three levels 
indicates the Commercial buildings to be the most sensitive to underestimates, with mean 
threshold values of -15.34%, -26.85% and -38.59% for levels 3-5 respectively, followed by 
Residential buildings at -16.14%, -29.83% and -42.78%.  Finally, School and Industrial 
buildings are statistically indistinguishable at approximately -20%, -34% and -47%. 
 
 
CONCLUSIONS 
 
Construction industry folklore is that its consultants (i.e., quantity surveyors) always aim to 
be ‘on the safe side’ when making construction price forecasts on the basis that clients are 
much more likely to be concerned with underestimates (and hence cost overruns) than 
overestimates.  Analysis of sets of data gathered from around the world suggests this to be 
mostly true, but not always.  In a similar vein, it is usually assumed that consultants simply 
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add on a suitable amount to their raw, honest, estimates to ensure that most will be high 
enough.  Hence, if the raw estimates are approximately asymmetrically distributed (as 
expected), their uplifted adjusted version would likewise be also approximately 
asymmetrically distributed as adding a constant dollar or percentage value is unlikely to have 
a significant effect on distribution shape.  This turns out to be not all true, as the analysis 
also shows most (log transformed) estimate errors to be clearly asymmetrically distributed, 
with both under and over estimates being from separate normal censored distributions – 
underestimates having less variance than overestimates generally, with the variance of 
overestimates trending down with project size (value) while the variance of underestimates 
remains constant. 
 
It is not easy to explain this phenomenon.  An obvious assumption that the error of estimates 
is random.  Therefore, the estimator cannot know in advance whether an estimate is high or 
low.  This being the case, there can be no opportunity for an estimator to make a larger 
adjustment to underestimates than overestimates.  The most obvious solution to this problem 
is that the estimator does have some knowledge, albeit imperfect, in advance of the likelihood 
of the estimate being high or low.  Casual conversations with estimators suggest this to be 
the case.  Most, if not all, experienced estimators ‘feel’ what is going to be high or low.  
This is not an unreasonable situation as it is know that experienced contractors also have 
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similar intuitions which, in view of the large amount of uncertainty involved in predicting 
future costs at bidding stage, is an important characteristic for their survival. 
 
This asymmetry is again revealed in the survey of Hong Kong clients, where the effect levels 
of under/overestimates increase more rapidly with underestimates than overestimates.  
Clearly, it is likely that these two similar phenomena are related and in need of reconciliation.  
Cain and Janssen’s approach in his theoretical treatment is to assume a symmetrical raw error 
distribution and weight it with the loss function.  In the case here though, the opposite 
appears to be possible as the final distribution is known but not the raw distribution.  Given 
the loss function specification, therefore, the final distribution can be reverse engineered to 
provide the raw distribution.  There are two major problems to be solved before this can be 
done however.  First is that the estimate error effect levels used to date are, at the very best, 
ordinal.  The equivalence or otherwise of the distance between level 1 and level 2, and level 
2 and level 3 etc., is not known.  The tentative loss function curves in Figs 4 and 5, therefore, 
are likely to be very much distorted on the y axis in terms of real costs/benefits (there is also 
the more technical point concerning the perceived impossibility of some effect levels being 
achievable to be addressed).  Second is the point raised above concerning the influence of 
estimator intuition.  Both issues need careful attention before attempting further progress. 
 
 24
Finally, although the main purpose of this study is to examine some of the issues concerning 
the specification of loss functions in construction price forecasting, the results of their 
application do raise some suggestive issues.  In particular, the apparent influence of the 
building type, where the effects of the loss function ‘bites harder’ where commercial financial 
viability is more at stake.  Of course, with hindsight this is easily explainable and should 
provide a good working hypothesis for future work.  Also, the major finding from the 
analysis of the ten datasets is that the spread of (log) underestimates is smaller and more 
constant than overestimates, which reduce with project size (value), is also indicative of a 
loss function at work and in need to incorporating into any future theoretical development. 
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Fig 1: Chronology of cost estimate accuracy over the project time cycle (Barnes 1974: Fig 
6.3) 
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Fig 1: Underestimate vs overestimate
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Fig 2: Underestimate vs. Overestimate 
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Fig 3a and b: Lowest bid vs error (%) and log error ratio
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Fig 4: % error threshold vs level of`effect (all errors) 
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Fig 5a: % error threshold vs level of`effect (negative errors) 
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Fig 5b: % error vs level of`effect (positive errors) 
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Rank Organisation Location Period N Average Error (%) 
Coefficient 
of Variation 
1 Hanscomb1 USA 1973-5 62  7.71 
2 Hanscomb2 USA 1980-92 217 +5.19 7.82 
3 Levett and Bailey3 Singapore 1980-91 86 +3.47 8.46 
4 QS Office4 UK pre1984 55 +3.72 9.37 
5 PW QS office5 Australia 1970s 153 +5.85 9.73 
6 QS Office4 UK pre1984 62 +2.89 10.88 
7 County Council6 UK 1980s 61 +12.77 11.00 
8 QS Office4 UK pre1984 89 -0.33 11.29 
9 QS Office4 UK pre1984 222 +2.61 11.50 
10 QS Office4 UK pre1984 62 -5.76 11.68 
11 QS Office4 UK pre1984 115 +4.38 12.22 
12 County Council7 UK 1971-7 63  c12.50 
13 PW Dept8 Belgium 1971-4 132 -5.17 13.13 
14 QS Office9 Singapore 1980s 88 -0.18 14.13 
15 County Council UK 1975-8 103 +11.50 c15.00 
16 QS Office4 UK 1978 310 +5.86 15.52 
17 City Council10 UK 1983-7 33 -4.91 18.11 
18 PW Dept11 Belgium 1971-4 168 -1.45 18.37 
19 Govt Agency12 USA 1975-84 292 +9.22 23.99 
20 Levett and Bailey13 Singapore 1980-91 181 +10.32 28.30 
1Hanscomb (formerly Hanscomb Roy Associates) (1976),  2Skitmore and Picken (2000),  3Gunner (1997) main contracts only, 4Morrison 
(1984) public sector buildings, 5Runeson (1976) mainly housing, 6Ogunlana (1989) road and transport departments, 7Flanagan and Norman 
(1983), 8McCaffer (1976) buildings., 9Cheong (1991), 1 0Tan (1988), 1 1 McCaffer (1976) roads, 1 2Brown (1981) aeronautical 
building/engineering work, 13Gunner (1997) all contracts 
 
Table 1:  Most accurate pre-tender estimating organizations (adapted from Skitmore and 
Picken 2000) 
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Dataset Source Description Period No contracts 
Mean value 
of lowest 
bid 
Median CV (%) Skewness Kurtosis 
1=HK259 Fu (2004) Hong Kong Administrative Services Department contracts 1991-96 259 
HKD 
121024691 
HKD 
56205071 148.99 3.305754 13.18285 
2=US217 Skitmore & Picken (2000) 
A private firm of cost consultants (Hanscomb 
Associates) practising in the USA.  They comprise 
a sample of pretender estimates and lowest tender 
values for building projects 
1980-92 217 USD 16830885 
USD 
7300000 180.04 4.811775 28.23518 
3=HK89 
Drew & 
Skitmore 
(2003) 
Pre-tender building price forecasts (estimates) made 
by a Hong Kong consulting organisation for a series 
of building projects 
1995-7 89 HKD 316413241 
HKD 
124642424 220.71 5.587830 35.07114 
4=S181 Gunner (1997) 
A Singaporean private quantity surveyor's price 
estimates for all the practice's projects including 
many of the major construction projects carried out in 
Singapore during that time. 
1980-91 181 SD 19005256 
SD 
3043079 363.11 7.091901 57.56555 
5=B129 McCaffer (1976) 
Belgian public works engineer's price estimates for 
mainly housing 1971-4 129 
BF 
28798179 
BF 
21593217 84.85 2.113699 5.105943 
6=B154 McCaffer (1976) 
Belgian public works engineer's price estimates for 
roads contracts 1971-4 154 BF 3578955 
BF 
2316516 125.48 3.750679 20.07409 
7=AU152 Runeson (1987) 
State of Victoria quantity surveyor's price estimates, 
mainly housing. 1972-82 152 
AUD 
1849666 
AUD 
800287 133.04 2.512378 7.020837 
8=AU161 Runeson (1987) 
Specialist contractors’ bids for NSW Public Works 
and Housing 1972-82 161 
AUD 
193703 
AUD 
96979 174.37 5.541851 39.82259 
9=UK33 Tan (1988) 
A UK Local Authority Architect's Department 
quantity surveyor's price estimates small building 
projects 
1983-7 33 UKP 383790.1 
UKP 
229150 114.39 2.113057 5.424883 
10=US291 Brown (1986) 
A major USA Government aeronautical agency cost 
engineer's price estimates.  The data are restricted to 
construction work although much of this is of an 
engineering nature. 
1974-84s 291 USD 1131408. 
USD 
281449.0 2.38 4.960793 28.19522 
 
Table 2: Data 
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Case Overest N 
Underest
N Bin prob 
Overest 
Mean 
Overest 
Std.Dev. 
Underest
Mean 
Underest
Std.Dev. t-value df p 
1=HK259 215 44 0.999999997 16.19720 14.46979 5.723808 6.601814 4.696592 257 0.000004 
2=US217 159 53 0.999999995 8.093331 7.500970 3.200683 2.939657 4.625602 210 0.000007 
3=HK89 39 50 0.195595468 9.556333 8.662923 10.63981 7.776247 -0.620347 87 0.536651 
4=S181 124 55 0.999999971 19.15192 33.75553 9.220364 9.012806 2.145260 177 0.033295 
5=B129 40 89 0.000018463 14.07148 13.04054 11.02678 7.713813 1.654550 127 0.100485 
6=B154 82 72 0.854172763 16.39578 21.22528 13.48505 10.30574 1.058891 152 0.291329 
7=AU152 122 30 0.999999987 8.782324 8.802658 6.087101 6.758462 1.565873 150 0.119486 
8=AU161 105 55 0.999989554 40.74220 63.92032 8.718435 6.467597 3.700071 158 0.000297 
9=UK33 10 23 0.035377772 15.41803 12.16027 13.74851 10.06909 0.411217 31 0.683743 
10=US291 203 87 0.999999998 34.12844 36.00382 13.99558 12.30167 5.085726 288 0.000001 
All 1099 558 1.000000000 19.88691 31.23169 10.05172 9.265260 7.277052 1655 0.000000 
Table 3a: Over and underestimates (% error) 
 
 
 
 
Case N Mean Confidence Confidence Median Minimum Maximum Std.Dev. Skewness Kurtosis K-S  prob 
Lilli 
prob 
2χ  
prob 
1=HK259 259 12.47317* 10.54251 14.40383 9.402074 -23.7484 107.4245 15.77848 1.541415* 5.835517* <.05 <.01 .00000 
2=US217 217 5.148403* 4.050434 6.246372 3.896104 -11.1801 38.69347 8.206005 1.314665* 2.938074 <.01 <.01 .00008 
3=HK89 89 -1.78981 -4.51718 0.937555 -1.59792 -37.0453 32.58497 12.94726 0.266635 0.364386* n.s. n.s. .43160 
4=S181 181 10.31888* 5.740151 14.89762 4.255319 -36.9199 221.0377 31.21812 3.875211* 19.38217* <.01 <.01 .00000 
5=B129 129 -3.24437* -5.87800 -0.610749 -6.32757 -44.4586 47.13454 15.11734 0.921507* 1.749621* <.05 <.01 .00000 
6=B154 154 2.425524 -1.17502 6.026066 0.875105 -43.0994 146.2266 22.61682 2.143033* 10.88261* <.05 <.01 .00007 
7=AU152 152 5.847569* 4.196660 7.498478 4.877636 -28.5788 57.66511 10.30154 1.235957* 6.606968* <.05 <.01 .00000 
8=AU161 161 23.59265* 14.75342 32.43189 9.899168 -25.2247 502.6517 56.79134 5.050898* 35.07173* <.01 <.01 .00000 
9=UK33 33 -4.91017 -11.0166 1.196256 -7.35178 -32.6664 39.14140 17.22134 0.592348 0.398317 n.s. n.s. .29953 
10=US291 291 19.62357* 15.25221 23.99492 12.86682 -61.2403 292.1569 37.88768 2.193144* 10.75880* <.01 <.01 .00060 
All 1666 9.752014* 8.333238 11.17079 4.633155 -61.2403 502.6517 29.52483 5.565679* 63.59271* <.01 <.01 .00000 
* significant at ±2 standard errors 
Table 3b: % Error stats 
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Case Overest Mean 
Overest 
Std.Dev. 
Underest 
Mean 
Underest 
Std.Dev. t-value df p 
1=HK259 16.19720 14.46979 6.643215 8.378167 4.232739 257 0.000032 
2=US217 8.093331 7.500970 3.403215 3.247326 4.410812 210 0.000016 
3=HK89 9.556333 8.662923 12.83345 10.99286 -1.52756 87 0.130250 
4=S181 19.15192 33.75553 11.41412 13.01132 1.644565 177 0.101834 
5=B129 14.07148 13.04054 13.41371 12.13303 0.278245 127 0.781277 
6=B154 16.39578 21.22528 17.46892 16.21645 -0.348792 152 0.727728 
7=AU152 8.782324 8.802658 7.110561 9.086801 0.926068 150 0.355898 
8=AU161 40.74220 63.92032 10.13209 8.379845 3.530406 158 0.000544 
9=UK33 15.41803 12.16027 17.60145 14.97484 -0.405500 31 0.687895 
10=US291 34.12844 36.00382 19.52575 24.03091 3.464982 288 0.000611 
All 19.88691 31.23169 12.66641 14.97538 5.167367 1655 0.000000 
Table 4a: Over estimates and underestimates ( '1E ) 
 
 
 
 
Case N Mean Confidence Confidence Median Minimum Maximum Std.Dev. Skewness Kurtosis K-S  prob 
Lilli 
prob 
2χ  
prob 
1=HK259 259 12.31698* 10.34693 14.28702 9.402074 -31.1449 107.4245 16.10035 1.351924* 5.583316* <.05 <.01 .00000 
2=US217 217 5.098937* 3.990455 6.207419 3.896104 -12.5874 38.69347 8.284576 1.248156* 2.856366 <.05 <.01 .00020 
3=HK89 89 -3.02219 -6.17852 0.134129 -1.62386 -58.8443 32.58497 14.98357 -0.392781 1.499887* n.s. n.s. .03478 
4=S181 181 9.652275* 4.949228 14.35532 4.255319 -58.5286 221.0377 32.06570 3.527725* 17.62895* <.01 <.01 .00000 
5=B129 129 -4.89117* -7.98751 -1.79483 -6.75500 -80.0460 47.13454 17.77339 -0.148352 3.263087 <.15 <.01 .00027 
6=B154 154 0.562935 -3.48927 4.615137 0.875105 -75.7450 146.2266 25.45391 1.162356* 7.433985* <.05 <.01 .00003 
7=AU152 152 5.645570* 3.903039 7.388101 4.877636 -40.0145 57.66511 10.87326 0.621776* 6.997878* <.05 <.01 .00000 
8=AU161 161 23.10973* 14.21389 32.00556 9.899168 -33.7339 502.6517 57.15499 4.965775* 34.29849* <.01 <.01 .00000 
9=UK33 33 -7.59555* -14.9759 -0.215198 -7.93515 -48.5143 39.14140 20.81407 -0.031308 0.166456* n.s. n.s. .18301 
10=US291 291 17.97022* 13.24141 22.69902 12.86682 -158.000 292.1569 40.98580 1.360588* 9.019338* <.01 <.01 .00322 
All 1666 8.876265* 7.391841 10.36069 4.633155 -158.000 502.6517 30.89097 4.679139* 54.04192* <.01 <.01 .00000 
Table 4b: '1E stats 
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Case Mean Std.Dev. Mean Std.Dev. t-value df p 
1=HK259 0.143362 0.113084 0.061527 0.074153 4.598326 257 0.000007
2=US217 0.075594 0.065888 0.032993 0.030880 4.538486 210 0.000010
3=HK89 0.088387 0.075866 0.116464 0.091666 -1.54389 87 0.126246
4=S181 0.149723 0.204335 0.102103 0.107417 1.629608 177 0.104963
5=B129 0.125629 0.109690 0.121038 0.095347 0.241250 127 0.809750
6=B154 0.139472 0.148333 0.152532 0.127904 -0.581087 152 0.562043
7=AU152 0.081314 0.073776 0.065586 0.077968 1.034510 150 0.302563
8=AU161 0.287505 0.290008 0.093803 0.073391 4.865742 158 0.000003
9=UK33 0.138627 0.101679 0.154811 0.122004 -0.366827 31 0.716240
10=US291 0.266312 0.221915 0.163022 0.166053 3.897405 288 0.000121
All 0.160940 0.182879 0.112042 0.115065 5.762844 1655 0.000000
Table 5a: Over and underestimates ( '2E ) 
 
 
 
Case N Mean Confidence Confidence Median Minimum Maximum Std.Dev. Skewness Kurtosis K-S prob 
Lilli 
prob 
2χ  
prob 
1=HK259 259 0.108555* 0.092384 0.124726 0.089860 -0.271132 0.729597 0.132161 0.680730* 2.415170 <.15 <.01 .00136 
2=US217 217 0.047331* 0.037293 0.057369 0.038221 -0.118560 0.327096 0.075020 0.980814* 1.862663* <.05 <.01 .02182 
3=HK89 89 -0.026698 -0.054654 0.001258 -0.016108 -0.462754 0.282054 0.132711 -0.199844 0.591296* n.s. n.s. .21649 
4=S181 181 0.071547* 0.040271 0.102824 0.041673 -0.460765 1.166388 0.213245 2.077108* 8.049767* <.01 <.01 .00000 
5=B129 129 -0.044552* -0.070992 -0.018112 -0.065366 -0.588042 0.386177 0.151770 0.192769 1.732444* n.s. <.01 .00023 
6=B154 154 0.002950 -0.029129 0.035030 0.008713 -0.563864 0.901082 0.201508 0.485894* 2.708586 n.s. <.05 .11039 
7=AU152 152 0.052321* 0.037142 0.067499 0.047624 -0.336576 0.455303 0.094711 0.268659 5.127455* <.05 <.01 .00000 
8=AU161 161 0.155459* 0.108912 0.202006 0.094393 -0.290682 1.796169 0.299060 2.087376* 7.171691* <.05 <.01 .00000 
9=UK33 33 -0.065890* -0.129216 -0.002564 -0.076360 -0.395511 0.330321 0.178592 0.101156 -0.080926 n.s. n.s. .52096 
10=US291 291 0.137039* 0.104151 0.169928 0.121038 -0.947789 1.366492 0.285050 0.305210* 1.753745* <.20 <.01 .04947 
All 1666 0.068639* 0.058666 0.078613 0.045290 -0.947789 1.796169 0.207543 1.439682* 7.892274* <.01 <.01 .00000 
* significant at ±2 standard errors 
 
Table 5b: '2E stats 
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Case Pos N 
K-S 
prob Lilli prob 
2χ  
prob 
Std dev 
1=HK259 215 n.s. n.s. 0.56382 0.182644 
2=US217 159 n.s. <.05 0.31321 0.098754 
3=HK89 39 n.s. n.s. 0.04847 0.116596 
4=S181 124 <.01 <.01 0.00000 0.251138 
5=B129 40 n.s. <.05 0.05559 0.166919 
6=B154 82 <.2 <.01 0.00035 0.203566 
7=AU152 122 n.s. <.05 0.02834 0.109817 
8=AU161 105 n.s. <.05 0.00652 0.406419 
9=UK33 10 n.s. n.s. - 0.173273 
10=US291 203 n.s. n.s. 0.78364 0.345877 
All 1099 <.01 <.01 0.00030 0.242612 
Table 6a: Positive '2E : test for normal dist 
 
 
 
 
 
 
 
 
 
 
 
 Sqrt Raw 
Case 
Neg 
N 
K-S 
prob Lilli prob 
2χ  
prob 
Std dev K-S prob Lilli prob 
2χ  
prob 
Std dev. 
1=HK259 44 n.s. n.s. 0.56924 0.249468 <.10 <.01 0.00419 0.096253
2=US217 53 n.s. <.10 0.05379 0.182502 n.s. <.2 0.04672 0.045204
3=HK89 50 <.15 <.01 0.00000 0.342988 n.s. n.s. 0.79387 0.148387
4=S181 55 n.s. <.05 0.59711 0.320998 n.s. <.01 0.00040 0.148166
5=B129 89 <.01 <.01 0.00000 0.348887 n.s. n.s. 0.12598 0.154184
6=B154 72 <.05 <.01 0.00002 0.391917 n.s. n.s. 0.88843 0.199183
7=AU152 30 n.s. <.10 0.23774 0.258258 <.15 <.01 0.12705 0.101737
8=AU161 55 <.05 <.01 0.00002 0.307674 n.s. n.s. 0.43881 0.119233
9=UK33 23 n.s. <.10 0.00750 0.397808 n.s. n.s. 0.87064 0.197618
10=US291 87 <.10 <.01 0.00002 0.404925 <.2 <.01 0.00703 0.232689
All 558 <.01 <.01 0.00000 0.334877 <.01 <.01 0.00000 0.160602
Table 6b: Negative '2E : test for normal dist 
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Case 1=HK259 2=US217 3=HK89 4=S181 5=B129 6=B154 7=AU152 8=AU161 9=UK33 10=US291 
N 259 217 89 181 129 154 152 161 33 291 
r .173* .039 .150 .295* .496* .400* .036 .487* .129 .151 
r2 .030 .002 .022 .087 .246 .160 .001 .237 .017 .023 
Adj r2 .026 - .011 .082 .240 .154 - .232 - .019 
F 7.938 .324 1.998 17.062 41.438 28.895 .190 49.391 .526 6.73 
p <.0053 <.5698 <.1611 <.0001 <.0000 <.0000 <.6634 <.0000 <.4370 <.0999 
SEE .130 .075 .132 .204 .132 .185 .095 .262 .180 .282 
Intercept           
B .510* .080 .247 .502* 1.623* 1.236* .012 1.510* -.335 .506* 
SE .143 .058 .194 .105 .259 .230 .093 .194 .373 .143 
t 3.572 1.377 1.272 4.767 6.258 5.377 .126 7.790 -.899 3.533 
p .00042 .16988 .20664 .00000 .00000 .00000 .89981 .00000 .37536 .00048 
loglb           
Beta -.173* -.039 -.149 -.295* -.496* -.400* .036 -.487* .129 -.151* 
SE  .061 .068 .106 .071 .077 .074 .082 .069 .178 .058 
B -.0223 -.0021 -.0147 -.0293 -.0987 -.0844 .0030 -.1183 .0219 -.0290 
SE .0079 .0052 .0104 .0071 .0153 .0157 .0067 .0168 .0302 .0112 
t -2.816 -.569 -1.141 -4.130 -6.437 -5.375 .436 -7.028 .725 -2.593 
p .00525 .56980 .16106 .00006 .00000 .00000 .66335 .00000 .47370 .00999 
* significant at 5% level 
Table 7: Results of regressing loglowbid with '2E  
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Case 1=HK259 2=US217 3=HK89 4=S181 5=B129 6=B154 7=AU152 8=AU161 9=UK33 10=US291 
N 44 53 50 55 89 72 30 55 23 87 
r .119 .312* .095 .331* .253* .257* .151 .080 .178 .131 
r2 .014 .097 .009 .109 .064 .066 .023 .006 .012 .017 
Adj r2 -.009 .080 - .093 .053 .053 - - - .005 
F .599 5.497 .436 6.509 5.953 4.965 .647 .343 .685 1.475 
p <.4434 <.023 <.5122 <.0137 <.0167 <.0291 <.4280 <.5609 <.4171 <.2280 
SEE .075 .030 .092 .001 .093 .124 .078 .074 .123 .166 
Intercept           
B -.203 -.124* -.004 -.363* .497 .341 -.183 -.153 -.451 -.348 
SE .183 .039 .171 .103 .254 .222 .147 .102 .359 .153 
t -1.109 -3.180 -.023 -3.519 1.961 1.537 -1.246 -1.502 -1.257 -2.270 
p .27356 .00251 .98161 .00089 .05311 .12871 .22311 .13909 .22261 .02577 
loglb           
Beta .119 .312* -.095 .331* -.253* -.257* .150 .080 .178 .131 
SE  .153 .133 .143 .130 .104 .115 .187 .137 .215 .108 
B .0078 .0058 -.0060 .0176 -.0362 -.0332 .0087 .0050 .0243 .0144 
SE .0100 .0025 .0090 .0069 .0164 .0149 .0108 .0086 .0293 .0118 
t .774 2.345 -.660 2.551 -2.440 -2.228 .804 .585 .828 1.215 
p .44337 .02298 .51231 .01366 .01672 .02909 .42797 .56087 .41708 .22794 
* significant at 5% level 
Table 8a: Results of regressing loglowbid with '2E  (neg values) 
 
 
 
 
 
 
 
 
 
Case 1=HK259 2=US217 3=HK89 4=S181 5=B129 6=B154 7=AU152 8=AU161 9=UK33 10=US291 
N 215 164 39 125 40 82 122 106 10 204 
r .227* .141 .073 .477* .424* .334* .068 .564* .236 .248* 
r2 .051 .020 .005 .227 .180 .111 .005 .319 .056 .062 
Adj r2 .037 .014 - .221 .158 .100 - .312 - .057 
F 11.540 3.305 .199 36.433 8.341 10.026 .564 48.633 .473 13.283 
p <.001 <.071 <.658 <.000 <.006 <.002 <.454 <.000 <.511 <.000 
SEE .110 .066 .077 .178 .101 .141 .074 .241 .105 .216 
Intercept           
B .602* .188* .173 .790* 1.121* .977* .145 1.797* .356 .739* 
SE .135 .063 .190 .108 .345 .265 .085 .218 .318 .131 
t 4.452 2.968 .910 7.336 3.249 3.687 1.70 8.239 1.120 5.642 
p .0000 .0035 .3687 .0000 .0024 .0004 .0916 .0000 .2952 .0000 
loglb           
Beta -.227* -.141 -.073 -.477* -.424* -.334* -.068 -.564* -.236 -.248* 
SE  .067 .078 .163 .079 .146 .105 .091 .081 .344 .068 
B -.0255 -.0073 -.0045 -.0439 -.0606 -.0583 -.0046 -.1344 -.0173 -.0375 
SE .0075 .0040 .0103 .0073 .0201 .0184 .0062 .0193 .0252 .0103 
t -3.397 -1.818 -.450 -6.036 -2.888 -3.166 -.751 -6.974 -.688 -3.645 
p .00081 .07093 .65826 .00000 .00637 .00219 .45403 .00000 .51106 .00034 
* significant at 5% level 
 
Table 8b: Results of regressing loglowbid with logest-loglowbid (pos values) 
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School Commercial Residential Industrial All 
Level Mean 
(%) N 
Mean 
(%) N 
Mean 
(%) N 
Mean 
(%) N 
Mean 
(%) N 
Under 
estimates           
1 -2.50 23 -2.50 23 -2.50 26 -2.50 25 -2.50 97 
2 -8.17 26 -7.84 22 -8.10 29 -8.62 29 -8.62 106
3 -19.90 26 -15.34 29 -16.14 22 -21.12 29 -21.12 106
4 -34.42 26 -26.85 23 -29.83 30 -33.89 27 -33.89 106
5 -47.35 17 -38.59 32 -42.78 27 -46.47 17 -46.47 92 
Over 
estimates           
1 2.50 26 2.50 31 2.50 33 2.50 29 2.50 119
2 14.04 26 14.42 30 14.81 32 12.67 29 12.67 117
3 24.69 24 29.29 28 28.20 25 26.06 26 26.06 103
4 39.50 20 37.31 13 40.62 16 40.45 22 40.45 71 
5 49.09 11 47.50 4 50.00 6 49.00 10 49.00 31 
 
Table 9: Mean threshold values for each level 
 
