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INTRODUCTION 
The growing complexity of inspection needs in the industrial workplace has 
contributed to an increasing interest in data fusion techniques. The interest in such 
methods have been fueled by a perception that classical approaches, involving the use of a 
single inspection methodology, are sometimes inadequate for capturing all the information 
necessary for characterizing the test specimen. It is often possible to employ two or more 
inspection techniques or measurement conditions for evaluating the specimen. Each test 
may provide a limited but slightly different perspective of the state the test object. 
Operators have traditionally combined the information from the test results "mentally" to 
draw conclusions. Recent developments in the field of data fusion, however, allow the 
information to be integrated on a more systematic basis. The use of such data fusion 
techniques can potentially improve the probability of detecting flaws and contribute to 
improved defect characterization results. 
Data fusion techniques are being studied and applied extensively in a number of 
disciplines [1]. As an example, Akerman [2] uses a multiple step procedure beginning 
with a Gaussian pyramidal decomposition scheme that involves successive application of 
lowpass filtering and decimation operations on the images to be fused. The next step is to 
form a Laplacian pyramid consisting of differences between each layer in the Gaussian 
pyramid and an interpolated version of the image in the next layer. Fusion is performed at 
each level using pixels that are selected on the basis of a preselected criterion. Huntsberger 
and Iawerth [3] use wavelet decomposition techniques to segment the images. 
This paper presents an optimal approach for fusing images derived from a multiple image 
input environment. The method uses a linear minimum mean square error (LMMSE) filter 
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to fuse the signals. The validity of the approach is evaluated using images obtained from a 
scanning scoutic microscopy system. 
LMMSE FILTER FOR MULTIPLE INPUT SYSTEM 
We assume that the images are linearly degraded as shown in Fig. 1, and that both 
image signal and noise are real, stationay random processes with known spectral 
characteristics. We also assume that the images are registered. Under these assumptions 
we can derive a filter that minimizes the mean-square error (M.S.E.). The linear system 
used for fusion, consists of N filters whose outputs are combined together to generate the 
fused image s(u, v), as shown in Fig. 1. We call the linear filter which minimizes the mean 
square error as a multiple input LMMSE filter, and the conventional LMMSE filter with a 
single input as a single input LMMSE filter. The terminology used in the paper is 
summarized below. 
s(u,v) : original image. 
s( u, v): restored image. 
h/u,v): transfer function associated withj-th degradation stage, 1 5,.j 5,. N. 
y/u,v): degraded image corresponding to the j-th stage, I 5,.j 5,. N. 
n/u,v): additive noise at the input of the j-th stage restoration filter, 1 5,.j 5,. N. 
x/u,v): input to the filter at the j-th stage, 1 5,.j 5,. N. 
gj(u,v): restoration filter at the j-th stage, 1 5,.j 5,. N. 
Here we use the correlation function which is defined as follows for a real and 
stationary signal. 
RX,y(r,8) = c[x(u+ r, v + 8)y(u, v)] (1) 
The original image s(u,v) undergoes N different degradation processes, h/u,v), to generate 
y/u,v), 1 5,.j 5,. N. 
for 1 5,.j 5,. N. (2) 
The inputs to the each restoration filter are given by 
x j ( u, v) = Y j ( u, v) + n j ( u, v) = h j ( u, v)* s( u, v) + n j ( u, v) for 1 5,.j 5,. N. (3) 
The restored image s( u, v) is 
N 
s(u,v) = I,gi(U,V)*xi(u,v) 
i=1 (4) N ~ ~ 
= I, f f gi(U- A, v - f3)xi (A,f3)dAdf3 
i=l --<><>-00 
We design the filter by minimizing the mean square error (M.S.E.) defined by 
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Figure 1. Multiple input LMMSE filter without degradation. 
N 
s(u,v) = Lgj(u,v)*xj(u,v) 
i=l (4) N = = 
= L f f gJu- A, v - {3)x j (A,{3)dM{3 
i=l --<>0-<>0 
We design the filter by minimizing the mean square error (M.S.E.) defined by 
M.S.E.= G[(s(u, v)- s(u, V ))2] (5) 
The M.S.E. is minimized if gj (1 ~j ~ N) satisfies the orthogonality condition [4]. 
G[(S(U,v)-s(u,v))x;(u',v')] =0, fOfu'ER,v'ER and\fj, l-:;;'j-:;;'N. (6) 
or, 
(7) 
foru'ER,v'ERand\fj,l-:;;'j-:;;'N. 
Using the definition of cross-correlation function, we have 
(8) 
If s(u,v), ni(u,v) (l ~ i ~ N) are uncorrelated, then 
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(9) 
Substituting (9) into (8), we have 
i j f[ gi(A,!3){RYi ,Yj ('L" - ,1,,8 - 13)+ Rni,nj ('L" - ,1,,8 - !3)}}/ui!3 = Rs,Yj ('L",8), 
,=1 -00-00 
for 't/j, 1::; j ::; N. 
(10) 
Taking the Fourier transform on both sides of (10), we obtain 
[tGi(,u,V)SYi,Yj(,u,V)]+Gj(,u,V)Snj(,u,V)= SS'Yj (,u,v), for 't/j, 1::; j::; N 
(11) 
[t Gi (,u, V)Hi (,u, v )Hj' (,u, v)Ss (,u, V)] + Gj (,u, v)Snj (,u, v) = Hj' (,u, v)Ss (,u, v), 
for 't/j, 1::; j ::; N 
(12) 
We now have an expression for the j-th restoration filter Gi,u, v), 
(13) 
N 
Let r(,u, v) = 2. Gi (,u, V)Hi(,u, v), Rewriting equation (13), we obtain 
i=l 
(14) 
MUltiplying both sides by Hj(,u, v) and summing, we get 
N 
r(,u, v) = 2. Gi (,u, V)Hi (,u, v) 
i=l 
= (1- r(,u, v))t ::i~,~IHi(,u, vf (15) 
We can solve (15) to obtain r(,u, v). 
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(16) 
Substituting r().l, v) in the equation for G/).l, v), (14), we have 
for 1 5:.i 5:. N. (17) 
Often the transfer function representing the degradation is not available. Under 
these circumstances it is possible to use the spectra of the acquired images to construct a 
filter that does not require a transfer function representing the degradation. 
(18) 
If the spctrum is symmetric, Le., H().l, v) = H* (J.l, v), then 
(19) 
In this case, by substituting (19) into (17), we have 
Sx ().l, v) - Sn ().l, v) 
J J 
for 1 5:.i 5:. N. (20) 
or 
Using (21), we can design a multiple input LMMSE filter using the spectra of the 
degraded images together with the original image spectrum and noise spectra. 
When the magnitudes of the noise spectra are much smaller than noise of the image 
spectrum and are all identical, i.e., Sn = Sn and Sx »Sn, for 1 5:.i 5:. N, (21) becomes. 
J J 
~ S, ().l, v)SX} ().l, v) 
Gj ().l, v) = -'--:N~-'--- for 1 5:.i 5:. N. (22) 
I,Sx, ().l, v) 
i=] 
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When the spectrum of the original image is not available, we can use the 
approximation. 
~SXj (Jl, v) 
Gj(Jl, v) = K-;N:----
ISx, (Jl,V) 
i=1 
EXPERIMENTAL VERIFICA nON 
FOR 1 5:. ] 5:. N. (23) 
In order to verify the approach, the image shown in Fig. 2 (a) is used as a reference 
image. The 256x256 reference image was generated using a scanning acoustic microscope 
employing a focused 25 MHz Panametrics® ultrasonic transducer. The test specimen 
consists of a coin that was scanned using 80 J1m step size. Degraded versions of the image 
are generated by low and high pass filtering the image and superimposing uniformly 
distributed noise such that the resulting images have a SNR of 34.44 dB and 22.38 dB 
respectively. The degraded images are shown in Fig. 2 (b) and (c). Fig. 2 (d) illustrates the 
reconstructed image using the two degraded images. To facilitate comparison, the results of 
(a) (b) 
(c) (d) 
Figure 2. (a) Original image; (b) Degraded image 1 with additive noise; 
(c) Degraded image 2 with additive noise; (d) Multiple input LMMSE filtered image. 
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(a) (b) 
(c) 
Figure 3. (a) I-input LMMSE filtered image of Figure 2 (b); (b) I-input LMMSE 
filtered image of Figure 2 (c); (c) image obtained data averaging (a) and (b). 
applying a single input LMMSE filter for the two degraded images are shown in Fig. 3 (a) 
and (b). It is clear that the results are not satisfactory due to additive noise. The average of 
these two reconstructed images, as shown in Fig. 3 (c), is also much worse than the result 
of using the two input LMMSE filter shown in Fig. 2 (d). The use of the cross-correlation 
of two images allows the two-input LMMSE filter to outperform the traditional LMMSE 
filter. 
In real applications we only have the acquired image data and lack information relating to 
the true spectrum. The spectrum of the image is estimated by assuming that the images are 
ergodic and partitioning the frequency domain into 7 x 7 sub-domains similar to the sub-
bands obtained using the multi-resolution analysis technique. Since the process is assumed 
to be ergodic, we estimate the signal spectrum by averaging the spectra of the sub-domains. 
We used the approximate version of filter given by (23) with this spectral estimate. 
the sub-bands obtained using the multi-resolution analysis technique. Since the process is 
assumed to be ergodic, we estimate the signal spectrum by averaging the spectra of the sub-
domains. We used the approximate version offilter given by (23) with this spectral 
estimate. 
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CONCLUSION 
A multiple input LMMSE filter designed for image fusion is presented. Results 
obtained using the method are compared with results obtained using a traditional single 
input LMMSE filter. 
The use of cross-correlation parameters of the two images undergoing different 
degradation processes makes the method superior to reconstruction algorithms that use 
only a single input. The improvement in performance is evident from the derived 
expressions as well as from the test results. An approximate form of the filter was also 
derived for situations where the degradation transfer function as well as noise and signal 
spectra are not explicitly known. 
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