Abstract-This paper presents a novel routing protocol based on the Learning Automata method for large scale Wireless Sensor Networks (WSNs) codenamed DRLR (distributed reinforcement learning routing). In this method, each node is equipped with learning automata so that it can learn the best path to transmit data toward the sink. The approach proved to be efficient, reliable, and scalable. It also prevents routing hole by considering network density and average of energy levels available. The approach also increases network lifetime by balancing energy consumption. We compared our approach to two other methods (MMSPEED and EESPEED) and the simulation results show our algorithm to better meet end-to-end delay and reliability requirements and to improve network lifetime more
INTRODUCTION
A sensor network consists of a large number of smart sensing devices, referred as sensor nodes. Large amounts of these small-size and low cost sensor nodes can be rapidly deployed in a region of interest and form a loosely-coupled distributed networking system called Wireless Sensor Network (WSN). WSN's [1] have emerged as a popular area of research. With the continuously growing wireless technologies Recent use of WSN's in real time applications lead to the need of focusing research towards routing protocols. In these applications, timely and reliable delivery of the data is very important for positive results as out-dated data will lead to disaster effects. Many mechanisms have been proposed for routing QoS constrained real-time multimedia data [2] [3] [4] [ 22] [23] .
In [5] proposes the first architecture (RAP) that handles deadline issues pertaining to soft real time systems. SPEED [6] provides soft end-to-end deadline for real time systems. It combines feedback control and non deterministic QoS-aware geographic forwarding such that each packet can be routed without global topology information. In addition, it doesn't consider energy metric and reliability in its routing protocol.
MMSPEED [7] extends SPEED to support different velocities and level of reliability for probabilistic QoS guarantee in WSN. Geographic forwarding and multiple QoS levels are used to provide scalability and differentiated QoS options in timeliness and reliability domains. Advantages of this protocol are that it is scalable to very large and dense networks. On the downfall side energy metric is not taken into account and it fails when packet reaches the void in network topology.
In EE_SPEED [8] , QoS routing is based on a weight function, which is a combination of the three factors: Delay, Energy and Speed. MCBT [9] propose a distributed algorithm to create a stable backbone by selecting the nodes with higher energy or degree as the cluster heads.
There are some special considerations concerning routing protocol design for WSNs. First of all, because the individual sensor devices have limited power and battery replacement or recharging is typically not practical, any routing protocol must work in an energy-efficient manner. In addition, the nodes in the network are mostly randomly deployed and the position information is not available without a Global Positioning System (GPS) service for the sake of economic cost reduction.
Furthermore self organization and adaptive collaboration among sensors become key properties to provide survivable structure in the network level [24] . Collaboration and self organization among sensor units allow network to route physical information from the observed environment to the base station via multi-hop routes. The features such as low costs of the WSN nodes deployed into inaccessible regions and long life without any maintenance enable sensor networks to be used in a wide range of applications.
Especially in large-scale WSNs where the numbers of nodes can reach thousands or even more, the scalability objective of the routing protocol to handle the long distance which the sensed data must travel from sensors to collection nodes and the huge amount of network overhead must be taken into consideration.
Therefore, there is no way to use classical routing approaches in WSNs and there is need for new routing approaches. As such, these routing approaches emerged as Learning based schemes.
Routing based on Learning techniques have gained in significance because of their flexibility and performance potential [25] . Recently, a few attempts are have been made to apply learning to sensor networks for mobicast routing [18] , multicast routing [26] [27] [19] , data aggregation [20] , and clustering [16] [21] .
(1) (3) (4) In this paper we propose a real-time routing protocol which is based on the Learning Automata model which and is reliable and energy-aware. The protocol can increase network lifetime by balancing energy consumption. It can also prevent the occurrence of routing holes by considering network density. Furthermore, the proposed algorithm is scalable because it makes all the routing decisions on the basis of local information.
The organization of the remainder of this paper is as follows. The proposed method is given in Section II. Finally, simulation results and conclusions are given in Section III and Section IV, respectively.
II.THE PROPOSED PROTOCOL
In this section, we propose a real-time, reliable, and energy-aware routing algorithm based on Learning Automata which is called distributed reinforcement learning routing (DRLR). This routing protocol finds the best path for forwarding packets toward the sink by considering QoS requirements such as delay, energy, and reliability. DRLR also solves the routing hole problem in WSNs.
The proposed algorithm consists of two major phases: initial phase and selection phase. In the first phase, nodes receive their neighbor's information and store it in their routing tables. This phase is performed only when the sink is activated for the first time and it is also repeated when the sink moves to another location. In the second phase, each node selects the next hop based on local information in its routing table. The two phases are described below.
A. Initial phase
The sink initiates this phase by sending out a Hello packet containing residual energy, Node ID,Time stamp, hop count = 0, and its Sink ID to all the nodes in its range. Upon receiving the Hello packet, a node updates the information of its routing table, increases the hop count, and inserts its residual energy and ID into the Hello packet. Then it rebroadcasts the Hello packet toward its neighbors as soon as possible. The process is repeated for the remaining nodes in the network.
At the end of this phase, each node S i in the network has two sets ( ) B. Selection phase In this phase, each node selects the next best hop to forward packets toward the sink. In fact, the node selects the best neighbor using an LA (Learning Automaton [10] [11]). Each node is equipped with an LA which gradually learns the next best hop on the path according to local information of the node. The learning automaton associated with node S i is named LA i that has ( , ) i
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actions. An action ( ) ij j i α S N s e t S , S i ( n k ID ) ∈ of the LA i means that the next hop will be node S j in ( , ) i N s e t S S in k ID . The action is used for forwarding packets of S i toward the sink. The probability set of each action by LA i is initialized through Equation 2:
is the probability of selecting action i j α by LA i in the initial step. The other components of LA i (reinforcement signal, reward, and penalty) will be described once the two packets defined for this phase are discussed. The packets are Data packet and Reply packet.
Data packet
Data packet x contains Data (x), deadline (x), and T elapsed . Data (x) has information that will be forwarded toward the sink. Deadline (x), is the point in time at which a message must be received in the sink. It is assigned a value by the source node according to the type of service. T elapsed which determines the remaining time of deadline (x) in each intermediate node can be calculated by Equation (3) [7] . is the transmission delay of packet x, which can be computed using the transmission rate and packet length. The next node S j can determine the remaining time from the deadline with T elapsed without using a globally synchronized clock. Thus, once node S j successfully receives from node S i the packet containing the correct measurement of the T elapsed , it can update the remaining time from the deadline through Equation (4). is the propagation delay between two neighbor nodes S i and S j , which is negligibly small.
Reply Packet
The receiving node (S j ) sends a reply packet to the sender (S i ).
The reply packet contains 3. Delay estimation Node S i calculates the round-trip single-hop delay using a timer. The process is as follows: S i sends packet x to S j , which sends back a reply packet.
( , ) D e l a y i j which is the delay between S i and S j , can be calculated by Equation (5) ( ) ( ) , ,
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The current delay was estimated by combining the newly measured delay with previous delays via the exponential weighted moving average (EWMA) [6] .
( ) , j D e l a y i S i n k I D is the delay between node S i and the sink via node S j which is calculated through Equation (6).
where D(j, SinkID) is the minimum delay between S j and the destination node (Sink ID) and is a received field in the reply packet which is calculated at node S j .
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The initial value of Dሺj, SinkIDሻ is calculated in the initial phase by Time stamp parameter.To compute the current amount of delay, the EWMA method was applied, and then its value was put in the routing table.
Reinforcement signal
After receiving the reply packet and updating the routing table, node S i calculates the reinforcement signal for packet x using function F ୧ ሺx, Sjሻ (Equation (8)). AcceptReliability is the reliability defined for the packet according to the type of service.
‫ܴܧܲ‬ , is the packet error ratio which is calculated from Equation (10):
If ‫ܨ‬ ሺ‫,ݔ‬ ݆ܵሻ ߠ, it is proved that ߙ was an appropriate action. Thus, P ୧,୨ is rewarded according to Equation (11) 
And if ‫ܨ‬ ሺ‫,ݔ‬ ݆ܵሻ ൏ ߠ, ߙ is proved to have been an inappropriate action. Thus, P ୧,୨ is penalized according to Equation (12) 
In Equations (11) and (12), RS ij is a coefficient which determines the amount of reward and penalty for the probability of each action according to the feedback received from the environment. This coefficient is here called the reinforcement signal and is computed as follows:
Here, uሺxሻ ൌ ቄ 0, ‫ݔ‬ ൏ 0 x, ‫ݔ‬ 0 ሺ13ሻ
Scheduling a queue of packets reaching a node
If more than one packet is received by a node, the primary concern would be to schedule the packets in the queue. For this purpose, the Earliest Deadline First (EDF) Algorithm was used. According to this scheduling algorithm, the packet with the earliest deadline will be sent before the other packets in the queue. It is worth noting that high-priority packets are queue-jumped using a prioritized MAC as in RAP [5] .
III.
Simulation and Results All simulations were performed using the omnet++ simulator. Nodes are placed randomly on a 200(m)*200(m) two-dimensional area. Energy model specified in [19] was used for estimating the amount of energy consumed for packet transmissions. Each sensor node was set to generate packets each being 1000 bits in size. Simulations were performed on 10, 50, 100, 200, 300, 600, and 800 nodes. In all experiments, α and β for the proposed algorithm were set to 0.1. AcceptReliability and ߛ were set at 0.7 and 0.5, respectively. The results were averaged over 20 runs.
fig. 1. Ratio of successful transmissions A. Reliability Analysis
For the reliability analysis, account was taken of the number of successful transmissions for different timing constraints and network loads. Fig. 1 shows the percentage of successful transmissions. The DRLR protocol proved to perform significantly better than EESPEED, particularly at shorter packet deadlines. Fig. 2 shows the relationship between the rate of successful transmissions and the network load. The proposed traffic model was adjusted to Poisson distributed packets with λ = 0.02s and the deadline of packets equal to 0.01s. All protocols worked well when there was a single flow, but increasing the number of flows and thus the network traffic worsened the performance of all protocols. However, the decline in performance was more marked with either MMSPEED or EESPEED than with the proposed algorithm. fig. 2 . Effect of the network load on reliability 
B. Packet Overhead Control
A comparison was drawn between the MMSPEED and EESPEED protocols and the approach advocated in this work in terms of packet overhead. Two types of overhead were considered arising from sending location and reliability packets. MMSPEED and EE-SPEED send a c of packets in order to update location information. However, the proposed algorithm sends no packet for this purpose as it does not need any location information. MMSPEED and EE SPEED send reliability packets, an action which incurs unwanted overhead. Fig. 3 shows the total number of control packets generated by each protocol during the simulation.
C. Network Lifetime
Network lifetime can be defined as the time it takes for the first node or a fraction of the nodes in the network to be depleted of their energies. Since a network tends to dispatch its traffic through the shortest hop paths toward the destination, the nodes on those paths die sooner, causing a reduction in network lifetime.
To increase network lifetime, the proposed approach balances energy consumption across the entire network by considering the energy parameter in routing decisions. More specifically, the DRLR protects nodes with lower energy bands by assigning fewer packets to them. This seems to be
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A comparison was drawn between the MMSPEED and EESPEED protocols and the approach advocated in this work in terms of packet overhead. Two types of overhead were considered arising from sending location and reliability SPEED send a certain number of packets in order to update location information. However, the proposed algorithm sends no packet for this purpose as it does not need any location information. MMSPEED and EE-SPEED send reliability packets, an action which incurs shows the total number of control packets generated by each protocol during the simulation.
Network lifetime can be defined as the time it takes for the first node or a fraction of the nodes in the network to be of their energies. Since a network tends to dispatch its traffic through the shortest hop paths toward the destination, the nodes on those paths die sooner, causing a To increase network lifetime, the proposed approach nces energy consumption across the entire network by considering the energy parameter in routing decisions. More specifically, the DRLR protects nodes with lower energy bands by assigning fewer packets to them. This seems to be an improvement to the previous approaches as MMSPEED does not care about the energy parameter, and EESPEED selects the node with the highest energy level and speed. Fig.4 compares the three algorithms in terms of network lifetime.
Fig. 4. A comparison of network lifetime on DRLR, MMSPEED, and EESPEED

IV.CONCLUSION
Real-time routing protocols need to take account of delay and reliability. Such protocols should be able to trade off between end-to-end delay and energy consumption parameters. This paper proposed a real which is based on the Learning Automata model which and is reliable and energy-aware. The protocol can increase network lifetime by balancing energy consumption. Additionally, it calculates end-to-end delay without using the global clock. It can also prevent the occurrence of routing holes by considering network density. Furthermore, the proposed algorithm is scalable because it makes all the routing decisions on the basis of local information. Th make the proposed protocol a practical alternative to be used in actual networks. us approaches as MMSPEED does not care about the energy parameter, and EESPEED selects the node with the highest energy level and speed.
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