Multi-agent interacting systems are prevalent in the world, from pure physical systems to complicated social dynamic systems. In many applications, effective understanding of the environment and accurate trajectory prediction of interactive agents play a significant role in downstream tasks, such as decision and planning. In this paper, we propose a generic trajectory forecasting framework (named EvolveGraph) with explicit interaction modeling via a latent interaction graph among multiple heterogeneous, interactive agents. Considering the uncertainty and the possibility of different future behaviors, the model is designed to provide multi-modal prediction hypotheses. Since the interactions may be time-varying even with abrupt changes, and different modalities may have different interactions, we address the necessity and effectiveness of adaptively evolving the interaction graph and provide an effective solution. We also introduce a double-stage training pipeline which not only improves training efficiency and accelerates convergence, but also enhances model performance in terms of prediction error. The proposed framework is evaluated on multiple public benchmark datasets in various areas for trajectory prediction, where the agents cover on-road vehicles, pedestrians, cyclists and sports players. The experimental results illustrate that our approach achieves state-of-the-art performance in terms of prediction accuracy.
Introduction
Multi-agent trajectory prediction is critical in many real-world applications, such as autonomous driving, mobile robot navigation and other areas where a group of entities interact with each other, giving rise to complicated behavior patterns at the level of both individuals and the multi-agent system as a whole. Since usually only the trajectories of individual entities are available without any knowledge of the underlying interaction patterns, and there are usually multiple possible modalities for each agent, it is challenging to model such dynamics and forecast their future behaviors.
There have been a number of existing works trying to provide a systematic solution to multi-agent interaction modeling. Some related techniques include, but not limited to social pooling layers [1] , attention mechanisms [10, 13, 31, 32] , message passing over fully-connected graphs [6, 28] . These techniques can be summarized as implicit interaction modeling by information aggregation. Another line of research is to explicitly perform inference over the structure of the latent interaction graph, which allows for a static discrete structure with multiple interaction types [12] . Our proposed approach falls into this category but with significant extension and performance enhancement over existing methods.
The most related work is NRI [12] , in which the interaction graph is static during training with homogeneous nodes. This is sufficient for the systems with fixed interaction patterns, which involve homogeneous type of agents. However, in many real-world applications, the interactions are time-varying even with abrupt changes (e.g. basketball players). There may be heterogeneous types of agents (e.g. cars, pedestrians, cyclists, etc.) involved in the system, while NRI does not distinguish them explicitly. Moreover, NRI only outputs single Gaussian distribution which cannot capture the multi-modality in the future. In this work, therefore, we address the problem of 1) extracting the underlying interaction patterns with a graph structure which is able to handle different types of agents in a unified way and evolve along time, 2) predicting future trajectories based on the history information and extracted interaction graph. The model can capture the dynamics of interaction graph evolution, and 3) capturing the multi-modality of future trajectories.
The main contributions of this paper are summarized as:
• We propose a generic trajectory forecasting framework with explicit interaction modeling via a latent graph among multiple heterogeneous, interactive agents. The framework can incorporate both trajectory information and context information (e.g. scene images, point cloud density maps).
• We propose a dynamic mechanism to evolve the underlying interaction graph adaptively along time, which captures the dynamics of interaction patterns among multiple agents. We also introduce a double-stage training pipeline which not only improves training efficiency and accelerates convergence, but also enhances model performance in terms of prediction error.
• The proposed framework is designed to capture the uncertainty and multimodality of future trajectories in nature, which is more informed than singlemodal prediction and thus more beneficial to potential downstream tasks such as decision and planning. The proposed graph evolution mechanism can enhance multi-modality.
• We validate the proposed framework on multiple trajectory forecasting benchmarks in different areas and the method achieves the state-of-the-art performance. Detailed experimental results and analysis are provided.
Related Work

Trajectory and Behavior Prediction
The problem of trajectory prediction has been considered as modeling behaviors among a group of interactive agents. Earlier work in [8] introduced social forces to model the attractive and repulsive motion of humans with respect to the neighborhoods. Some other learning-based approaches were proposed, such as hidden Markov models [18, 33] , dynamic Bayesian networks [11] , inverse reinforcement learning [30, 37] . In recent years, the conceptual extension has been made to better model social behavior with supplemental cues such as motion patterns [36, 39] and group attributes [21, 35] . Such social models have motivated the recent data-driven methods in [1, 2, 4, 5, 7, 9, [14] [15] [16] 19, 23, 25, 26, 29, 34, 38, 40] . They encode the motion history of individual entities using the recurrent operation of neural networks. However, these methods are susceptible to find acceptable future motions in heterogeneous environments, partly due to their heuristic feature pooling for interaction modeling.
Interaction Modeling and Graph Networks
Interaction modeling and relational reasoning have been widely studied in various fields. Recently, deep neural networks applied to graph structures have been employed to formulate a connection between interactive agents [13, 17, 19, 32] . These methods introduce nodes to represent interactive agents and edges to express their interactions with each other. They directly learn the evolving dynamics of node attributes (agents' states) and/or edge attributes (relations between agents) by constructing spatio-temporal graphs. However, their models have no explicit knowledge about the underlying interaction patterns. Some existing works (e.g. NRI [12] ) have taken a step forward towards explicit relational reasoning by inferring a latent interaction graph. However, it is nontrivial for NRI to deal with heterogeneous agents, context information and the systems with time-varying interactions. In this work, we present an effective solution to handle aforementioned issues.
Problem Formulation
The objective of this work is to forecast future trajectories for multiple heterogeneous, interactive agents based on historical state information and/or context information. Without loss of generality, we assume there are N heterogeneous agents in the scene, which belongs to M categories (e.g. cars, cyclists, pedestrians). The number of agents may vary in different cases. We denote a set Fig. 1 . A high-level graphical illustration of the proposed approach, where the encoding and decoding horizons (re-encoding gap) are both set to 5 without loss of generality. xt denotes the state at time step t, ∆xt denotes the change in state, and c denotes context information. G(·) denotes the latent interaction graph obtained from the static encoding process, and G (·) denotes the adjusted interaction graph with time dependence which is the output of the recurrent network with hidden state H. At each encoding-decoding iteration, G(·) is obtained through the encoding of previous trajectories and context information, which goes through a recurrent unit to get the adjusted interaction graph G(·). The previous trajectories and G (·) are combined as the input of the decoding process, which generates distributions of future trajectories.
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of trajectories covering the historical and forecasting horizons (T h and T f ) as
where (x, y) is the 2D coordinate in the world space or image pixel space in the scope of this paper. We also denote a sequence of historical context information (images or tensors) as C 1:T h = {c 1:T h } for dynamic scenes or fixed context information C for static scenes. For simplicity, we use C when referring to the context information in the equations. The future information is accessible during the training stage. We aim to estimate the conditional distribution p(X T h +1:T h +T f |X 1:T h , C 1:T h ) for dynamic scenes or p(X T h +1:T h +T f |X 1:T h , C) for static scenes. The predicted distribution is desired to be multi-modal to represent uncertainty.
Method
Framework Overview
An illustrative graphical model is shown in Fig. 1 to demonstrate the essential procedures of the prediction framework. Instead of end-to-end training in a single pipeline, our training process contains two consecutive stages: • Static interaction graph learning: An encoder is trained to extract interaction patterns from the observed trajectories and context information and generate a distribution of static latent interaction graphs. A decoder is trained to recurrently generate multi-modal distributions of future states.
• Dynamic interaction graph learning: The well-trained encoder and decoder during the first stage are utilized as an initialization, which are finetuned together with the training of a recurrent network which captures the dynamics of interaction graph evolution. The recurrent unit can be treated as a highly flexible integration which takes past graphs into consideration.
The number of agents can be flexible in different cases without changing the model complexity, due to the function sharing and the property of permutation invariance of graph representation.
Static Interaction Graph
In this stage, the goal is to simultaneously learn an encoder that extracts the underlying interaction patterns as a distribution of latent graphs from the historical information, and a decoder that outputs a sequence of multi-modal distributions of future states based on the encoded interaction graph and historical information. We introduce the details of the encoding / decoding processes in the following.
Observation Graph A fully-connected graph without self-loops is constructed to represent the observed information with node/edge attributes, which is called observation graph. Assume that there are N heterogeneous agents in the scene, which belongs to M categories. Then the observation graph consists of N agent nodes and one context node. Agent nodes are bidirectionally connected to each other, and the context node only have outgoing edges to each agent node. We denote an observation graph as G obs = {V obs , E obs }, where V obs = {{v i , v c }, i ∈ {1, ..., N }} and E obs = {{e ij , e cj }, i, j ∈ {1, ..., N }}. v i , v c and e ij , e cj denote agent node attribute, context node attribute and agent-agent, context-agent edge attribute, respectively. Each agent node has two types of attributes: self-attribute and social-attribute. The former only contains the node's own state information, while the latter only contains other nodes' state information. The calculations of node/edge attributes are given by
where α ij are learnable attention coefficients, f m a (·), f c (·) are agent, context node embedding functions, and f e (·), f ec (·) and f v (·) are agent-agent edge, agentcontext edge, and agent node update functions, respectively. Different types of nodes (agents) use different embedding functions. Note that the attributes of the context node are never updated and the edge attributes only serve as intermediates for the update of agent node attributes. These f (·) functions are implemented by deep networks with proper architectures, which are multi-layer perceptrons (MLPs) in our experiments. At this stage, we obtain a complete set of node/edge attributes which include the information of direct (first-order) interaction. The higher-order interactions can be modeled by multiple loops of equations (4)- (5) , in which the social node attributes and edge attributes are updated by turns.
Interaction Graph The interaction graph is not node/edge attributed, which represents interaction patterns with a distribution of edge types for each edge. We set a hyperparameter L to denote the number of possible edge types (interaction types) between pairwise agent nodes to model agent-agent interactions. Also, there is another edge type that is shared between the context node and all agent nodes to model agent-context interactions. Note that "no edge" can also be treated as a special edge type, which implies that there is no message passing along such edges. More formally, the interaction graph is a discrete probability distribution q(G|X 1:
.., N }} is a set of discrete random variables to indicate pairwise interaction types.
Encoding The goal of the encoding process is to infer a latent interaction graph from the observation graph, which is essentially a multi-class edge classification task. We employ a softmax function with a continuous approximation of the discrete distribution [20] on the last updated edge attributes to obtain the probability of each edge type, which is given by
where g is a vector of i.i.d. samples drawn from Gumbel(0, 1) distribution and τ is the Softmax temperature, which controls the sample smoothness. We also use the repramatrization trick to obtain gradients for backpropagation. The edge type between agent nodes and context node is hard-coded with probability one. For simplicity, we summarize all the operations in the observation graph and the encoding process as q(z|X 1:
Decoding Since in many real-world applications the state of agents has longterm dependence, a recurrent decoding process is applied to the interaction graph and observation graph to approximate the distribution of future trajectories p(X T h +1:T h +T f |G, X 1:T h , C). The output of each time step is K possible Gaussian distributions and their corresponding weights. The detailed operations in the decoding process consists of two stages: burn-in stage (1 ≤ t ≤ T h ) and prediction stage (T h + 1 ≤ t ≤ T h + T f ), which are given bỹ
Draw samples from categorical distribution p(w j t+1 |z,x j T h +1:t , x j 1:T h , c), (16) whereh j t is the hidden state of GRU j , w j,k t+1 is the weight of the kth Gaussian distribution at time step t + 1 for agent j.f l e (·) is the edge update function of edge type l, f k weight (·) is a mapping function to get the weight of the kth Gaussian distribution, and f k out (·) is a mapping function to get the mean of the kth Gaussian component. We should notice that in equation (12) ,x j t is needed while in the previous decoder step, we only have its corresponding distribution p(x j t+1 |z,x j T h +1:t−1 , x j 1:T h , c) from the previous step. We first sample the desired Gaussian distribution from the categorical distribution p(w j t+1 |z,x j T h +1:t , x j 1:T h , c). Say we get the kth one, then we use µ j,k t asx j t , which means the most likely posterior trajectory in this situation. The nodes (agents) of the same type share the same GRU decoder. During the burn-in stage, the ground-truth states are used; while during the prediction stage, the state prediction hypotheses are used as the input at the next time step iteratively. For simplicity, the whole decoding process is summarized as p(
Dynamic Interaction Graph
In many applications, the interaction patterns computed from the past time steps are likely not static in the future. Instead, they are rather dynamic evolving throughout the future time steps. A single static interaction graph is not sufficient to model such situations, especially those with abrupt changes. Moreover, many interaction systems have multi-modal properties in its nature. Different modalities afterwards are likely to represent different interaction patterns. Using only a single interaction pattern is not appropriate to predict all the modalities. Therefore, we introduce an effective dynamic mechanism to evolve the interaction graph.
The encoding process is repeated every τ (re-encoding gap) time steps to obtain the latent interaction graph based on the latest observation graph. Since the new interaction graph also has dependence on previous ones, we also need to consider their effects. Therefore, a recurrent unit (GRU) is utilized to maintain and propagate the history information, as well as adjust the prior interaction graphs. More formally, the calculations are given by
where β is the re-encoding index starting from 0, z(β) is the interaction graph obtained from the static encoding process, z (β) is the adjusted interaction graph with time dependence, and H β is the hidden state of GRU. After obtaining G (β) = {z (β)}, the decoding process is applied to get the states of the next τ time steps,
The decoding and re-encoding processes are iterated to obtain the distribution of future trajectories.
Diverse Trajectory Generation
Due to the uncertainty of human intention and interaction outcomes, the prediction model is desired to capture the multi-modality of human behaviors and generate diverse prediction hypotheses which represent various possible behavior patterns. Therefore, in our decoding process, instead of outputting a deterministic trajectory at every step, we output several Gaussian distributions N (µ j,k t , σ 2 ) and their corresponding weights w j,k t , indicating that we have several possible modalities for the next step output. We only choose a single Gaussian distribution as the next step output. The choice is based on w j,k t , which means the probability of the next step in each modality respectively. This is slightly different from a traditional mixture density network, since we set a fixed variance and use a slightly modified loss function definition instead of a traditional negative log-likelihood function in our training process, which is shown in section 4.5.
However, directly training such a model tends to collapse to a single mode. Therefore, we introduce an effective mechanism to mitigate the mode collapse issue and encourage diverse trajectory generation. We sample the Gaussian distribution from K Gaussian distribution candidates and we use it for iterative decoding in the current decoding step. Using different Gaussian distributions and locations leads to different trajectories afterwards, which enables our model to generate multiple trajectories. Therefore, in our training process, we run our model d times, after which we generate d possible trajectories for each agent under every specific scenarios. We only choose the trajectory with the minimal loss to back propagate. Since the one with the minimal loss is the most likely to be in the same mode as the ground truth. The predicted other trajectories may have much higher loss, but it doesn't necessarily mean that they are wrong. It's still possible that they represent some potentially plausible modalities. If we compute their loss, they may have a very large loss though. Thus back-propagating their loss is not appropriate.
Loss Function and Training
Loss Function In our training process, we are trying to maximize the conditional posterior likelihood. Our loss function is defined as follows:
where q φ denotes the encoding and re-encoding operations, which return a factorized distribution of z ij . p j,k t (x t |z(β(t))) denotes a certain Gaussian distribution.
Training In our experiments, we first train the encoding/decoding functions using a static interaction graph. Then in the process of training dynamic interaction graph, we use the well-trained encoding/decoding functions at the first stage to initialize the parameters of the modules used in the dynamic training. This step is reasonable since the encoding/decoding functions used in these two training process play the same role and their optima are supposed to be close. And if we train dynamic graphs directly, it will lead to longer convergence time and is likely to be trapped into some bad local optima due to large number of learnable parameters. It is possible that this method may accelerate the whole training process and avoid some bad local optima.
Experiments
Datasets
In this paper, we used three benchmark datasets: Honda 3D Dataset (H3D) [22] , NBA SportVU Dataset (NBA), and Stanford Drone Dataset (SDD) [24] . H3D is a large scale full-surround 3D multi-object detection and tracking dataset, which provides point cloud information and trajectory annotations for heterogeneous traffic participants (e.g. cars, trucks, cyclists and pedestrians). NBA dataset was collected by NBA with the SportVU tracking system, which contains the trajectory information of all the ten players and the ball in real games. SDD contains a set of top-down-view images and the corresponding trajectories of involved entities, which was collected in multiple scenarios in a university campus full of interactive pedestrians, cyclists and vehicles.
Evaluation Metrics and Baselines
We evaluate the model performance in terms of average displacement error (ADE) defined as the average distance between the predicted trajectories and the ground truth over all the involved entities within the prediction horizon, as well as final displacement error (FDE) defined as the deviated distance at the last predicted time step. For the H3D and NBA dataset, we predicted the future 10 time steps (4.0s) based on the historical 5 time steps (2.0s). For the SDD dataset, we predicted the future 12 time steps (4.8s) based on the historical 8 time steps (3.2s). We compared the performance of our proposed approach with the following baseline approaches: Constant Velocity Model (CVM), Probabilistic LSTM (P-LSTM) [15] , Social LSTM (S-LSTM) [1] , Social GAN (S-GAN) [5] , Social Attention (S-ATT) [32] , DESIRE [14] , Gated-RN [3] , Trajectron++ [27] and NRI [12] . Please refer to the reference papers for more details.
Implementation Details
A batch size of 32 was used and the models were trained for up to 10 epochs during the static graph learning stage and up to 50 epochs during the dynamic graph learning stage with early stopping. We used Adam optimizer with an initial learning rate of 0.001. The models were trained on a single TITAN X GPU. We used a split of 65%, 10%, 25% as training, validation and testing data.
Quantitative Analysis
We provide quantitative analysis for each dataset in the following.
• H3D Dataset: The comparison of results is shown in Table 1 , where the unit of reported ADE and FDE is meters in the world coordinates. Note that we included cars, trucks, cyclists and pedestrians in the experiments. It is shown that the CVM performs the best in short-term prediction (1.0s), which is reasonable since the change of velocity can be ignored during a short interval. But learning-based models may sacrifice the short-term performance a little for better long-term prediction. Another potential reason is that learning-based models may capture some subtle patterns from data, which complicates short-term behaviors. All the other baseline methods consider the relations and interactions among agents. The S-LSTM uses social pooling layers to fuse the information of different agents.The S-ATT employs spatial attention mechanisms, while the S-GAN demonstrates a generative model which learns the data distribution.The Gated-RN and Trajectron++ both leverage spatio-temporal information to involve relational reasoning, which leads to smaller prediction error. The NRI infers a latent interaction graph and learns the dynamics of agents, which achieves similar performance to Trajectron++. Our proposed method achieves the best performance, which implies the advantages of explicit interaction modeling via evolving interaction graphs. The 4.0s ADE/FDE are significantly reduced by 30.4%/44.9% compared to the best baseline approach (Gated-RN). • NBA Dataset: The comparison of results is shown in Table 2 , where the unit of reported ADE and FDE is meters in the world coordinates. Note that we included both players and the basketball in the experiments. Since basketball players are highly interactive and behaviors often change suddenly due to the reaction to other players, the CVM performs much worse than learning-based baselines. The P-LSTM has better performance than CVM since it learns from data to predict future trajectories based on each agent's history information independently. The other baselines all consider the relations and interactions among agents with different strategies, such as soft attention mechanisms, social pooling layers, and graph-based representation. Owing to the dynamic interaction modeling by evolving interaction graph, our method achieves significantly better performance than state-of-the-art, which reduces the 4.0s ADE/FDE by 40.5%/42.2% (4.0s FDE) with respect to the best baseline (NRI).
• SDD Dataset: The comparison of results is shown in Table 3 , where the unit of reported ADE and FDE is pixels in the image coordinates. Note that we included all types of agents in the experiments, although most of them are pedestrians. Our proposed method achieves the best performance. The 4.8s ADE/FDE are reduced by 37.0%/30.4% compared to the best baseline approach (Trajectron++).
• Analysis on Edge Types and Re-encoding Gap: We also provide a comparison of ADE/FDE (in meters) and testing running time on the NBA dataset to demonstrate the effect of different numbers of edge types and reencoding gaps. In Fig. 3(a) , it is shown that as the number of edge type increases, the prediction error first decreases to a minimum and then increases, which implies too many edge types may lead to overfitting issues, since some edge types may capture subtle patterns from data which reduces generalization ability. The cross-validation is needed to determine the number of edge types. In Fig. 3(b) , it is illustrated that the prediction error increases consistently as the re-encoding gap raises, which implies more frequent re-identification of underlying interaction pattern indeed helps when it evolves along time. However, we need to trade off between the prediction error and testing running time if online prediction is required. The variance of ADE / FDE in both figures are small, which implies the model performance is stable with random initialization and various settings in multiple experiments.
Qualitative Analysis
We qualitatively evaluated on prediction hypotheses of typical testing cases on H3D and NBA datasets in Fig. 2 .
• H3D Dataset: Fig. 2(a) and Fig.2(b) show two random samples from H3D results. We can tell from it that our framework can generate accurate trajectories. More specifically, in Fig.2(a) , for the blue prediction hypothesis at the right bottom, we can tell that there is an abrupt change at the fifth step. This is because the interaction graph evolved at this step (Our re-encoding gap τ was set to be 5 in this case). Moreover, in the heatmap, we can see that there are multiple possible trajectories starting from this point, which means multiple possible modalities. These results show that the evolving interaction graph can reinforce the multi-modal property of our model, since different samples of trajectories at the previous steps lead to different directions of graph evolution, which significantly influences the prediction afterwards. In Fig.2(b) , it is a roundabout scenario. Intuitively, each car is likely to exit the roundabout at any possible exit. Our model can successfully show the modalities of exiting the roundabout and staying in it. Moreover, if exiting the roundabout, the cars are predicted to exit on their right in most cases, which shows that the modalities predicted by our model are not arbitrary, but plausible and reasonable.
• NBA Dataset: Fig. 2(c) , Fig. 2(d) show two random samples from our results. First, we tell that in such cases the ball follows a player at most times, which implies that the predicted results represent plausible situations. Second, most prediction hypotheses are very close to the ground truth, even if some predictions are not similar to the ground truth, they represent a plausible behavior. Third, the heatmaps show that our model can successfully predict most reasonable future trajectories and their multi-modal distributions. More specifically in Fig. 2(c) , for the player of the green team in the middle, the historical steps move forward quickly, while our model can successfully predict that the player will suddenly stop, since he is surrounded by many opponents and he is not carrying the ball. In Fig. 2(d) , our model shows that three pairs of players from different teams competing against each other for chances. the defensing team is closer to the basket. and the player carrying the ball is running quickly towards the basket. Two opponents are trying to defend him. Such case is a very common situation in basketball games. In general, not only does our model achieve high accuracy, it can also understand and predict most moving, stopping, offending and defensing behaviors in basketball games.
Ablative Analysis
We conducted ablative analysis on the H3D and NBA datasets to demonstrate the effectiveness of heterogeneous node types, dynamic interaction graph and two-stage graph learning. The best ADE / FDE of each model setting are shown in the lower parts of Table 1 and Table 2 . We first introduce the five ablative model settings and provide a detailed analysis afterwards.
-Static Graph (same agent node type): This is the simplest model setting,
where only a single interaction graph is extracted based on the history information. The same node embedding function is shared among all the nodes. -Static Graph: This setting is similar to the last one, except that different node embedding functions are applied to different types of agent nodes. • Static Graph (same agent node type) v.s. Static Graph: We show the effectiveness of the distinction of agent node types. According to the prediction results in Table 1 and Table 2 , utilizing distinct agent-node embedding functions for different agent types achieves consistently smaller ADE/FDE than a universal embedding function. The reason is that different types of agents have distinct behavior patterns or feasibility constraints. For example, the trajectories of on-road vehicles are restricted by roadways, traffic rules and physical constraints, while the restrictions on pedestrian behaviors are much fewer. Moreover, since vehicles usually have to yield pedestrians at intersections, it is helpful to indicate agent types explicitly in the model. The 4.0s ADE/FDE are reduced by 4.7%/5.8% on the H3D dataset and 8.6%/6.6% on the NBA dataset.
• Static Graph v.s. Re-encoding w/o GRU: It is shown that the two settings achieve very similar performance, which is reasonable since they share the same data information and model architecture with identical amount of parameters. Although the re-encoding process is applied during the prediction, it cannot capture the dynamics of graph evolution, so the improvement of model performance is quite limited.
• Dynamic Graph (single stage) v.s. Dynamic Graph (double stage): We show the effectiveness and necessity of double-stage dynamic graph learning. It is shown that the double-stage training scheme leads to remarkable improvement in terms of ADE/FDE on both datasets. During the first training stage, the encoding/decoding functions are well trained to a local optimum, which is able to extract a proper static interaction graph. According to empirical findings, the encoding / decoding functions are sufficiently good as an initialization for the second stage training after a several epochs' training. During the second training stage, the encoding/decoding functions are initialized from the first stage and finetuned, along with the training of graph evolution GRU. This leads to faster convergence and better performance, since it may help avoid some bad local optima at which the loss function may be stuck if all the components are randomly initialized. With the same hyperparameters, the single-stage/double-stage training took about 25/14 epochs to reach their smallest validation loss on the NBA dataset and 41/26 epochs on the H3D dataset. Compared to single-stage training, the 4.0s ADE/FDE of double-stage training are reduced by 18.5%/19.2% on the NBA dataset and 9.4%/12.2% on the H3D dataset.
Conclusions
In this paper, we present a generic trajectory forecasting framework with explicit interaction modeling among multiple heterogeneous, interactive agents with a graph representation. Multiple types of context information (e.g. static / dynamic, scene images / point cloud density maps) can be incorporated in the framework together with the trajectory information. In order to capture the underlying dynamics of the evolution of interaction patterns, we propose a dynamic mechanism to evolve the interaction graph, which is trained in two consecutive stages. The double-stage training mechanism can speed up convergence as well as enhance prediction performance. The method is able to capture the multi-modality of future behaviors. The proposed framework is validated by multiple trajectory forecasting benchmarks for different applications, which achieves state-of-the-art performance in terms of prediction accuracy. For the future work, we will handle the prediction task which involves a time-varying number of agents with an extended adaptive framework.
Illustrative Diagram of the Decoding Process
We provide an illustrative diagram of the decoding process, which is shown in Fig. 4 . In this figure, without loss of generality we demonstrate the decoding process for only one node in a five-node observation graph to illustrate how the decoding process works. Fig. 4(a) shows the observation graph, we choose the node on the right as an example. Fig. 4(b) shows the process of using MLPs to process a specific edge, where z ij,l , l = 1, 2, ..., L denotes the probability of the edge belonging to a certain edge type l. The processed edges are shown in red. Fig. 4(c) shows the sum over every incoming edge attribute of this node. Then we input the result into the decoding GRU. The decoding GRU outputs several Gaussian distributions and their corresponding weights. We sample one specific Gaussian distribution based on the weights. Then we use the µ of the sampled Gaussian distribution as the output state at this step. µ is used as the input into the next decoding step (if it's not the burn-in step). We iterate the decoding process several times until the desired prediction horizon is reached. 
Additional Framework Details
Multi-layer perceptron (MLP) is a very frequently used building block in our model. Every MLP used in our model is a three-layer MLP with ELU as the activation function. More specifically, the hidden size of node MLPs was 256 and that of edge MLPs was 512. We also employed GRU units in our decoding and re-encoding process. The hidden size of both GRUs was 256.
