Quantifiying animal behavior is a challenge at the forefront of research in neuroscience. This type of objective description is essential for proper interpretation of results, ensures reproducibility of experiments across laboratories, and presents the researcher with a more complete picture of the genotype-phenotype relationship in the context of the nervous system. Because high-throughput experimental setups increasingly require automated acquisition and analysis of long series of behavioral data, multimedia systems are becoming a vital part of the behavioral neuroscientist's toolkit. In this article we present two examples in which audio and video acquisition and processing have been used to quantify animal behavior, ranging from mammal locomotor activity to birdsong.
Introduction
Research in the neurosciences typically focuses on one of several so-called "levels of organization": the cellular level, in which cellular processes such as enzyme kinematics and gene transcription are of interest; the network level, which focuses on neuroanatomical organization and electrical communication within neural circuits; and the behavioral level, which can be considered the observable outcome of activity at the molecular and network levels in a living organism. One of the major challenges faced in neuroscience today (and all of biology, for that matter) lies in developing a functional relationship between the genotype, or genetic makeup of an organism, and the phenotype, the observed physical and behavioral characteristics of the animal. Applied to a neural system, such a relationship would "span the scales," so to speak, and allow unprecedented insight into the functioning and development of the nervous system. With the sequencing of many genomes now complete, researchers have impressive control over the genotype, yet the phenotype remains sparsely characterized-especially when it comes to finding quantitative descriptions of behavior.
The study of animal behavior has a long history, arguably beginning with the early humans' necessity to become successful hunters. Its birth as the independent scientific discipline of ethology, however, did not occur until the early part of the last century [1] . Some eighty years later, it is hard to overemphasize the influence that ethology has had in neuroscience. To wit, behavior is often regarded as the output of the brain, and this is evident in the design of many neuroscientific experiments: modify a certain gene, inject a certain drug, or stimulate a certain neural circuit and assess the behavioral change that results. Such has also been the standpoint of many behaviorists in psychology, where the definition of behavior has been relaxed to include cognitive processes.
Unfortunately, quantification of behavior in neuroscience has taken a backseat to the advances occurring in molecular neuroscience. Recent years, however, have seen an upsurge of interest in developing these quantitative measures (which may be recognized as the birth of quantitative ethology). It is to this affect that multimedia systems and signal processing techniques are proving invaluable. While signal processing methods have been used quite effectively in research at the cellular level (most notably in microscopy) and at the network level (exploring the nature of neural signals), such techniques are only beginning to be exploited in behavioral neuroscience. In this paper, we will present two instances where multimedia systems and processing have elucidated the behavior of animals and have been central to developing quantitative descriptions. The first is an instance where video data analysis has quantified locomotor behavior in organisms ranging from rats to fruit flies; the second is an example where audio processing has helped uncover the neurobiological mechanisms underlying song learning in the zebra finch. It is our hope that these examples will demonstrate the utility and necessity of multimedia systems in developing a complete phenotypic description and will spur interest about this subject in the multimedia community, therefore allowing more advanced processing techniques to enter the field of quantitative neuroethology.
An instance of video processing: Characterization of locomotor activity and exploratory behavior
Many behavioral characterizations in neuroscience are founded on descriptions of locomotor activity and exploratory behavior. Notions of fear, anxiety, motivation and other anthropomorphisms are defined by assaying the extent to which an animal does or does not move given some set of circumstances [2, 3] . In addition, this behavior underlies many studies of "meta-behavior" such as learning and memory, attention, and decision making. For example, fear conditioning in rodents relies on a measure of the amount of time that the animals remain "frozen" when re-introduced to an environment that was previously associated with a harmful stimulus (such as an electrical shock to the feet) [4] . As another example, measuring olfactory memory in the fruit fly relies on a ratio of how many flies move towards or away from an odor to which they were aversively conditioned [5] .
Such measures are relatively course-grained in the time domain, averaging over fine scale movements of the organism. Because a dynamic description of how behavior unfolds over time is arguably more descriptive than a static endpoint measurement, the utility of extracting relevant information from a video of the process can hardly be overemphasized. From a signal processing standpoint, these videos can present extra time-series, and using feature extraction and proper post-processing, analysis of the timeseries can uncover large-scale dynamic phenomena. Thus, by using image processing techniques, analysis of video can add to the quantitative toolbox of phenotypic descriptions.
One of the more ethologically relevant and insightful setups for phenotyping this behavior is the study of organisms in the Open Field [3] . The setup is shown in Figure 1 .
The organism (in this case, a fly) is introduced into an environment and videotaped. In this setup, video acquisition and analysis is vital. The use of a camera (and proper acquisition system) allows minimal experimenter intrusion and examination of the organism over exceedingly long lengths of time, thus creating a situation that approximates behavior in a natural setting. Of interest in this paradigm is the trajectory the animal takes while exploring the environment: its position and velocity, as well as the general orientation of the body axis. It may be argued that these variables contain all of the information necessary to quantify this type of locomotor behavior, at least at the level of resolution where individual body part movement cannot be assessed. Because of this, care must be taken in measuring these variables directly from the video. This includes choosing a frame rate appropriate to capture very fast movements of the organism. In some cases (such as that of a walking fly), the appropriate frame rate can be in excess of 40 Hz.
Once a video is acquired, the position of the animal must be tracked, either in real time or post-acquisition. Real time tracking is ideal, since entire frames of video need not be stored. Some sessions can extend as long as ten hours per animal, which presents storage problems even when compression is used. In many cases, the tracking algorithms that are used are relatively rudimentary. As an example of one such algorithm, the following is an "off-line" version that we have implemented to track a single fruit fly in a circular Open Field Arena.
Tracking
In the videos acquired with the setup shown in Fig. 1 , the fly is a single ellipsoidal dot moving on a relatively constant background. Therefore, it suffices to find the fly in a frame obtained by subtracting the current frame ]
and squaring the result
where n is the current frame index. Squaring increases signal to noise ratio. The background image is a calculated from a running average, following the rule
Here, 0.9 < α < 1 is a weighting parameter. This parameter ensures that any unexpected and large (but non-persistent) changes to the background will not have a significant effect on the update and will not reduce tracking reliability. To further reduce false tracks, the area around the fly is not included in the update, which prevents a motionless fly from becoming part of the background.
To determine the location of the fly, the pixel of maximum intensity is found in each frame, and a subset image sub ∆ I around this pixel is extracted. The center of intensity of the subset image is calculated and used to calculate the object's x and y locations
.
Here i and j correspond to row and column indices respectively; and L x and L y are the dimensions of the subset image (in pixels). To initially find the object (n = 1), a static background is calculated from a small number of initial frames. If desired, Principle Components Analysis can be used to find the orientation of the body axis. Figure 2 shows trajectory data resulting from ten minutes of observation of a fly in the open field, tracked using the above algorithm.
Smoothing and Segmentation
Once the trajectory has been obtained, the time series must be properly smoothed and segmented. It has been shown in many animals that the locomotor activity can be segmented into two major classifications, lingering and progression episodes [6, 7, 8] .
Although this classification may seem obvious, its quantification is anything but trivial. This quantification begins necessarily with a smooth estimate the trajectory data, since the results from any tracking algorithm suffer from precision level noise, noise from individual body part movements, or other errors in tracking [9] . It is essential that smoothing give an accurate estimate of the velocity, since the velocity distribution of the organism is used to segment the motion. As a consequence, a proper smoothing algorithm must also neglect any outliers in the data that can cause drastic and unphysical velocity estimates 1 . In addition, complete arrests of the organism must not be smoothed to the extent that a stop becomes a slow walk. These requirements often result in the use of a combination of algorithms to obtain an accurate characterization of the movement.
One particularly robust smoothing method that we have used for both rats and flies alike is the Locally Weighted Sum of Squares (LOWESS) algorithm [9, 10] . LOWESS is an extension to the Local Polynomials (LP) algorithm, which fits a polynomial to the data in a window centered at time t, and this window is moved across the entire length of data. An advantage to LOWESS, however, is that the residuals from the polynomial fit are used to calculate weights for each point in the window. These weights are then used in a second iteration, where a local polynomial is now fit to the weighted data. This process of calculating residuals and weighting the data can be iteratively repeated until no significant improvement in smoothing is seen. This process makes LOWESS robust to outliers in the data-points with large residuals are given a zero weight-and because the data is fit to a polynomial in each window, smooth estimates of velocity are obtained at each time point (See [9] for more details regarding the algorithm).
In conjunction with this smoothing algorithm, a Repeated Running Median (RRM) can be used to identify the location of true stops [9] . RRM is another smoothing algorithm robust to outliers, which calculates the median of the data in a given window (again the window is moved along the data record). The median of the window is assigned to the data point at t, and repeating this procedure with windows of different sizes can yield a smooth estimate of the data. The disadvantage of RRM as a smoothing algorithm, however, is in the case of repeated values. Here the estimate becomes fixed at the repeated value, and the subsequent estimates do not look very smooth. Fortunately, this failure as a smoother is exactly what is needed to properly calculate the length of an arrest, which is a repeated series of zero-velocity points. Therefore, the RRM can identify sections of the record where the velocity should be set to zero, and identified as a full stop.
Other smoothing methods are possible; the above is but one example, and has proven useful in video analysis of mammal exploratory behavior. In choosing any algorithm, the experimenter must ensure that the smoothed estimate of position and velocity are accurate and physically plausible. One can obtain visually smooth trajectories that are not representative of the true motion of the organism, and so choice of algorithm parameters takes considerable effort. This typically involves a visual inspection of videos to ensure that parameters are set correctly. It is in this area that more automation could be extremely beneficial; however, once parameters are chosen they are not changed from video to video 2 .
Once a smooth velocity is obtained, a density estimate of the velocity distribution is examined to separate the lingering episodes (those of small or no motion) from progression episodes (those in which the organism is moving considerably) [11] . Here, one could set a hard velocity threshold, but this is typically inadequate and somewhat subjective. Instead, statistical estimates of the distribution using ExpectationMaximization (EM, [12] ) or other techniques can be used to determine the repertoire of movements (in terms of speeds) that the animal has available. Figure 3 shows an example of the segmentation of motion into lingering and progression episodes using EM to estimate the velocity distribution as a mixture of two Gaussian distributions.
Other variables can be extracted from properly smoothed and segmented trajectory data to expand the phenotype quantitatively. Distributions of distance between episodes, angular orientation after lingering, excursions from a wall or a "home base," and number or length of runs have all been used to effectively characterize behavior in organisms ranging from rats to nematodes to bacteria [6, 7, 11, [13] [14] [15] [16] . This type of analysis has greatly elucidated the neural mechanisms at work in locomotor behavior, and the quantitative nature of the measurements has allowed data to be compared across laboratories, eliminating the subjective bias of investigators and any lab specific interactions. This analysis would have been very difficult, tedious, and time-consuming if it weren't for the introduction of automated video systems and processing techniques (imagine having to manually trace the trajectory of an animal over a ten hour time period!) These systems have allowed fine temporal scale observation of behavior, which is essential to developing an "outside-in" description of neural dynamics. On the horizon, more advanced techniques such edge detection, multi-object tracking, and feature extraction will certainly be used to add to these phenotypic descriptions and present researchers with a slew of time series on which to perform a complete behavioral analysis.
An instance of audio processing: Song learning in the zebra finch
Video analysis is but one part of the puzzle in deciphering the neural basis of behavior; watching animals can only take you so far. In fact, much of animal behavior is associated with vocal communication between species members, and understanding how and why these animals vocalize can greatly elucidate gene-environment interactions in neural processes. Accurately characterizing such acoustic-based behaviors can yield much more descriptive phenotypes. Birdsong is an example of a behavior that lends itself well to audio processing and analysis.
While the basic neural circuitry required for singing is innately developed in birds, it has been well established that all true songbirds (order Passeriformes, suborder Oscines) develop their songs through a process of vocal learning [17] . Young males both improvise songs and imitate older male "tutors", comparing their own vocalizations with stored representations of these model songs [18] [19] [20] . Based on auditory feedback, the song is thus refined [21, 22] . An objective and quantitative analysis of birdsongs is essential to phenotyping this behavior, especially since songbirds are increasingly being used as a model system to study neurological substrates of learning and memory.
The procedure for phenotyping song learning is not entirely different from that described above for locomotor behavior. Songs are acquired by microphone, stored, segmented, processed, and then descriptive quantitative parameters are extracted from the resulting time series. Because song learning is a dynamic process which develops over the life of the bird, it is important to record its entire vocal ontogeny. Again, the similarity with the above methods is apparent: for a complete characterization, long time series are ideal. This, again, presents storage issues; recording every song that a single bird sings over its lifetime can exceed 40 GB (100-150 hours of song, 44.1 kHz sample rate, 16 bit, no compression). With current storage technologies, however, this is becoming less and less of a limitation. Instead, automating the analysis, organization, and curation of such a large database is one of the major technical challenges faced in this research.
In contrast to the Open Field setup, however, the acquisition stage in this paradigm has been fully automated, as has some preliminary analysis and storage of relevant features [23] [24] [25] . During training, the bird can choose to hear model songs in response to keypecks 3 . The bird then attempts to imitate the model song, and the onset of the imitation is automatically detected by the acquisition system. The system continuously records, with noise and isolated calls being discarded. After acquisition, songs are segmented into syllables (continuous sounds that are preceded and followed by silent intervals or abrupt changes in frequency) just as locomotor behavior can be segmented into progression and lingering episodes. A spectral decomposition of the data allows this segmentation to be easily performed, and is the natural domain in which to work if one seeks to characterize birdsong.
Characterization of a song
Traditionally, visual inspection of spectrograms (time-frequency plots) was the primary means for characterization of birdsong [26] . Although this method was insightful and yielded many important findings, it is not an entirely objective technique and does not scale well to high-throughput experiments. We circumvent these problems through the use of time and frequency derivatives of the spectrogram, which can be used to accurately detect events (e.g., peaks) in the time-frequency plane. Furthermore, the spectrograms are calculated using multitaper (MT) spectral methods, which produce superior estimates to the traditional spectrogram [27, 28] . The time-frequency derivatives can be estimated robustly with MT methods, and are able to remove slowly varying noise sources. Zero crossing of these derivatives are used to identify the time dependent positions of peaks in the spectrogram.
To automate analysis of the songs, it is necessary to reduce the high dimensionality of the spectrogram to tractable number of degrees of freedom. This can be done through the introduction a small set of features that are extracted from the spectrogram. These features ore accurately consider the correlation between the sound and the apparatus (i.e., the vocal fold) producing it. The most obvious features of the motion of an oscillating membrane are the period and the regularity (entropy) of the oscillation. They are reflected in sound as pitch and Wiener entropy, respectively. Pitch is defined as the median difference between consecutive harmonics. Wiener entropy is defined as the ratio of the geometric mean to the arithmetic mean of the spectrum ) ( f S (or the spectrogram within a time window),
Since songs progress with time, it also makes sense to measure how pitch changes with time by frequency modulation. Frequency modulation is defined as the angle of the maximum directional derivative of the spectrogram. Finally, another metric measuring the progression of sound in time is the so-called spectral continuity, which estimates the continuity of frequency contours across time windows. Consequently, each time window of the spectrogram is represented by a feature vector of the four components. These features are illustrated in Figure 4 . The features are normalized and combined using appropriate weights. When combined with a robust spectral analysis, they simplify the objective study of vocal learning.
Tests for song similarity
Because young males learn their songs from older males, a natural phenotypic measure is the extent to which a pupil's song is similar to that of the tutor. In early studies, this similarity comparison was done visually. Following segmentation of the song, the best matched note of the tutor's song was identified for each of the pupil's song syllables, and a numerical similarity score was assigned for the match [29, 30] . Such a measure was quite idiosyncratic (albeit accurate), and did not facilitate cross-comparison between results obtained by different laboratories. The automation of feature extraction from spectrograms described above allows us to more quantitatively test for similarity.
Consider the short timescale similarity matrix of two songs, defined by taking pair-wise Euclidean distances between features corresponding to different time slices in the songs. We accept the hypothesis of match between two windows when a critical similarity threshold is met. The similarity score can be obtained by calculating the probability that the goodness of the match would have occurred by chance. Thus we obtain a welldefined metric for song comparison, in contrast to visual inspection of song spectrograms. Figure 5 shows a comparison of this automated similarity test to that of visual inspection by humans. The algorithm performs on par to the pattern recognition of a human observer.
Dynamics of vocal imitation process
The similarity matrix was based on a feature vector obtained by sliding a window along the data. An alternative to this method (which preserves temporal structure of a song) is the segmentation of the spectrogram into syllables. The basic idea behind the segmentation algorithm is that syllables are characterized both by a high value of the power in a particular frequency band and by the approximate constancy of this value over certain time. The length of syllable is also called duration and considered as a component in the feature vector of a syllable, in addition to the four features discussed above. This method emphasizes the "syntax" of a birdsong.
With this feature vector, the origin and transformations of the syllable can be easily traced back in song development history. This imitation trajectory exhibits interesting dynamics, at least in the case of the zebra finch vocal imitation process shown in Figure  6 . In Fig. 6(a) , the two syllables of song produced by Bird A on Day 35 originate from repetitions of the same prototype sound on Day 2. While the first syllable remains approximately unchanged, the second syllable undergoes drastic transformation. However, the relative temporal positions of the two sounds remain intact. We call this phenomenon sound differentiation in situ. In the imitation trajectory of a syllable of Bird B shown in Fig. 6(b) , the first part (the harmonic stack) and the second part of the syllable can be traced back to two back-to-back renditions of the same prototype sound. Again, sounds were differentiated in situ [31] .
Young zebra finches tend to produce back-to-back repetitions of similar sounds, similar to human infants' reduplicated (canonical) babbling. The in situ differentiation of two back-to-back renditions of a same prototype sound provides a mechanism of transition from the primitive, repetitive state to a mature state where sequences of dissimilar sounds are produced in a fixed order. This is clearly a common mechanism, even if it is not responsible for all transitions. Such vocal imitation processes indicate the presence of interesting dynamics in the development of the underlying neural networks. Characterization of this process would not have been possible were it not for the automated audio acquisition system and processing techniques.
Conclusions
These two examples illustrate the necessity and utility of multimedia systems in the characterization and quantification of behavioral phenotypes. The astute reader may have noticed, however, that in each case there was nothing very "multi" about the media techniques used; to wit, both of these systems are transparently unimodal. This speaks to the limited cross-over between the two communities: the multimedia community and the behavioral neuroscientists (or neuroethologists). What was shown by these examples, however, is that the neuroscientific community can benefit greatly from incorporation of multimedia techniques into their experiments and analysis of data. As the walls between these disciplines begin to fall, one can envision experimental setups that are truly multimedia in the very near future. Such systems will allow complete phenotypic descriptions of animals in ethologically relevant settings, along with methods with which to analyze, manipulate, annotate, and store the resulting data. Combining these phenotypic descriptions with the corresponding genetic and neural network properties will facilitate connection of these levels of organization and lead to a more thorough understanding of brain functioning. 
