Weakly nonlinear excitations in one-dimensional isotropic Heisenberg ferromagnetic chains with nearestand next-nearest-neighbor exchange interactions are considered. Based on the properties of modulational stability of corresponding linear spin waves, the existence regions of bright and dark magnetic solitons of the system are discussed in the whole Brillouin zone. The antidark soliton mode which is convex soliton superimposed with a plane wave component is obtained near the zero-dispersion points of the spin wave frequency spectrum. The analytical results are checked by numerical simulations. ͓S0163-1829͑98͒01838-4͔
I. INTRODUCTION
The linear elementary excitations out of the ground states of ferromagnetic and antiferromagnetic systems, i.e., linear spin waves, have been well understood. 1 In recent years, in low-dimensional magnetism the study of the nonlinear elementary excitations such as magnetic solitons has generated a great deal of theoretical and experimental interest. 2, 3 However, since in theory nearly all theoretical approaches involved the continuum approximation, valid only for zonecenter spin wave modes ͑i.e., for qϭ0, where q is the wave number of the spin waves͒, some important nonlinear modes of rather short wavelength have been lost. We know that the Heisenberg model for describing magnetic phenomena is inherently discrete, with the lattice spacing being a fundamental physical parameter. For such discrete systems an accurate microscopic description involves a set of nonlinear difference-differential equations and the intrinsic discreteness may drastically modify the nonlinear dynamics of the systems. The discreteness makes the systems lose continuum translational symmetry, thus producing a lower cutoff in the wavelength and a finite upper bound for the frequency spectrum of the linear spin waves. Due to the interplay between the discreteness and nonlinearity, new types of nonlinear excitations, which have no direct analogy in continuum models, may exist. In nonlinear atomic lattices, recent studies have shown that some novel nonlinear localized excitations, say the intrinsic localized modes ͑or called the discrete breathers͒ and the intrinsic gap modes can be natural nonlinear excitations of the systems. These nonlinear localized modes in perfectly periodic lattices have shorter wavelength in carrier waves and a somewhat similar character of the previously studied force constant or mass defects occurring in purely harmonic lattices, but they can appear at any lattice site because of the discrete translational symmetry of the systems. ͑For details see the recent review papers, Refs. 4-7, and references therein.͒
The analogy between lattices and spin waves has stimulated a series of studies of intrinsic localized spin-wave modes ͑ILSMs͒ in semiclassical and classical magnetic models. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] For Heisenberg ferromagnetic and antiferromagnetic chains with on-site easy-axis anisotropy, an ILSM with the vibrating frequency above spin wave bands ͑we call it the upper-cutoff ILSM͒ is impossible due to the softness of the intrinsic nonlinearity in exchange interactions, but ILSMs with the vibrating frequency below the spin wave bands ͑the lower-cutoff ILSMs͒ may exist. [8] [9] [10] [11] [12] [15] [16] [17] The lower-cutoff ILSMs are related to the modulational instability of corresponding lower-cutoff spin waves. 18 If a strong magnetic field is applied which is perpendicular to the easy plane, an upper-cutoff ILSM may appear in easy-plane Heisenberg ferromagnetic chains when the strength of the single-ion anisotropy exceeds a certain value. 13, 14 In a recent work, the gap soliton and kink modes have been found in the Heisenberg ferromagnetic chains with bond alternation 20 by using a quasidiscreteness approach ͑QDA͒, developed in the study of the intrinsic localized and gap modes in nonlinear monoatomic and diatomic lattices. [21] [22] [23] [24] At this stage, there is a need to consider all possible nonlinear localized excitations in Heisenberg chains in a simple and systematic way.
In this paper, we study the weakly nonlinear excitations in the Heisenberg ferromagnetic chains with both nearestneighbor ͑NN͒ and next-nearest-neighbor ͑NNN͒ isotropic exchange interactions. Based on the QDA, our results are valid in the whole Brillouin zone ͑BZ͒ and all possible small-amplitude nonlinear excitations are discussed. This model, with the Heisenberg ferromagnetic chain with only the NN exchange interaction as its particular case, was con-sidered recently by Lai, Kiselev, and Sievers. 25 Due to the introduction of the NNN interaction, the curvature of dispersion curve of the linear spin waves is considerably changed. This change results in a transition of types of the nonlinear localized modes in the BZ, especially near the zone boundary, when the ratio of the NNN interaction to the NN one exceeds a threshold. We show that an antidark soliton mode, which is similar to the intrinsic spin-wave resonance found recently by Lai et al., 25 exists near the zero-dispersion point ͑ZDP͒ of the spin wave spectrum. The ZDP tends to the BZ boundary when the ration of the NNN interaction to the NN one approaches its threshold.
The paper is organized as follows. In the next section, the model is introduced and, based on the QDA, an asymptotic expansion is made and a nonlinear amplitude equation for weakly nonlinear modes is obtained. The modulational instability analysis starting from the amplitude equation is made and the existence regions of bright and dark soliton excitations are discussed in the whole BZ. In Sec. III we consider the dark and antidark soliton solutions near the ZDPs. In Sec. IV a numerical simulation is used to check such solutions and estimate the lifetimes of these modes. Finally, Sec. V contains a discussion and summary of our results.
II. THE MODEL, AMPLITUDE EQUATION, BRIGHT AND DARK SOLITONS

A. The model
We consider a ferromagnetic Heisenberg spin chain with both the NN and the NNN isotropic exchange interactions. The Hamiltonian of the system is given by 25
where S n ϭ(S n x ,S n y ,S n z ) is the spin on site n and J 1 and J 2 are, respectively, the NN and the NNN exchange interaction constants, both of them being taken to be positive. Since the system has a continuum rotational symmetry, there is no loss of generality in assuming that in the ground state all spins align along the z axis direction. If we define s n ϭS n /(Sប) and S n Ϯ ϭS n x ϮiS n y , where S is the spin length and ប is the Planck constant, then we have the 
Ϫͱ1Ϫ͉s n ϩ ͉ 2 ͓s nϪ1 ϩ ϩs nϩ1 ϩ ϩA͑s nϪ2 ϩ ϩs nϩ2 ϩ ͔͒.
͑3͒
The linear dispersion relation of Eq. ͑3͒ is ͑q ͒ϭ4J 1 S c ͕1Ϫcos͑qa͒ϩA͓1Ϫcos͑2qa͔͖͒, ͑4͒
where and q are the frequency and wave number of the linear spin waves, and a is the lattice spacing between adjacent spins. Shown in Fig. 1 is the dispersion curves for different values of A. We can see that the introduction of the NNN coupling changes the curvature of the dispersion curve considerably. When AϽ1/4, there is only a minimum at the zone center wave number qϭ0 and a maximum at the zone boundary wave number qϭq ZB ϭ/a. However, if AϾ1/4, qϭq ZB becomes a point of local minimum. A new maximum appears at qϭq max , here
͑5͒
The corresponding maximum frequency at q max is ϭ max , which is given by
Between q max and q BZ an inflection point ͑i.e,, the point where Љϭ0) occurs at qϭq 2 , where
ͬ . ͑7͒ When A approaches 1/4, q 2 approaches q ZB . The inflection point is just the zero-dispersion point of the dispersion curve. Thus AϭA c ϭ1/4 is a ''critical'' value for the appearance of the inflection point qϭq 2 .
B. Asymptotic expansion and nonlinear amplitude equation
We use the QDA ͑Refs. 20-24͒ to investigate the effects of nonlinearity and discreteness of the system. In this treatment one sets
where ⑀ is a smallness and ordering parameter denoting the relative amplitude of the spin wave excitation and s n,n
( n ,; n ), i.e., the first ͑second͒ subscript n of s n,n ( j) represents the variable n ( n ). n ϭ⑀(naϪt) and ϭ⑀ 2 t are two multiple-scale variables ͑slow variables͒. is a parameter to be determined by a solvability condition. The ''fast'' variable, n ϭqnaϪ(q)t, representing the phase of carrier wave, is taken to be completely discrete. Substituting Eq. ͑8͒ into Eq. ͑3͒ and equating the coefficients of the same powers of ⑀, we obtain a hierarchy of equations about s n,n ( j) ( j ϭ1, 2, 3, . . . ):
͑1͒
Ϫs n,nϩ1
Ϫs n,nϩ2
͑2͒
The operator L is defined by
with u n,n ( j) ( jϭ1, 2, 3, . . . ) a set of arbitrary functions. The expressions of ␣ n,n ( j) for jϭ4, 5, 6, . . . , need not be explicitly written down here.
Using the same procedure as in Ref. 21 we can solve Eq. ͑9͒ order by order. The leading order solution ( jϭ1) is
where F( n ,) is an amplitude ͑or envelope͒ function yet to be determined and (q) is the linear dispersion relation given by Eq. ͑4͒. At the second order ( jϭ2) a solvability condition determines
For jϭ3 ͑the third order͒, a solvability condition yields the nonlinear amplitude equation controlling the evolution of
where 
when returning to the original variables. In Eq. ͑19͒ x n ϭnaϪV g t with V g being the group velocity of the carrier wave exp(i n ), i.e., V g ϭd/dq.
When deriving the nonlinear amplitude equation ͑16͒ ͓or equivalently Eq. ͑19͔͒ we have not specified any given wave vector, i.e., the result is valid in the whole BZ except at the ZDPs qϭq j ( jϭ1,2), where
q 2 has been given in Eq. ͑7͒. 26 Thus we can discuss the modulational instability of the extended spin waves and the weakly nonlinear excitations in the whole BZ in a simple and unified way.
In recent years, the use of nonlinear amplitude equations for studying the stabilities of patterns and waves in systems in and out of equilibrium is widely employed. [27] [28] [29] Here by similar ideas we consider the stability of the linear ͑ex-tended͒ spin waves by using the amplitude equation ͑19͒. A uniform vibrating solution of Eq. ͑19͒ is
where f 0 is any complex constant, which corresponds to the linear spin wave of wave number q with a simple frequency shift ϪQ(q)͉ f 0 ͉ 2 and as a fixed point of the system. Note that it is possible to eliminate the time dependence by a simple transformation, justifying our use of the term ''fixed point'' for the uniform vibrating solution. The fixed point in fact may also be written as
where f 0 in this case can be any real constant and 0р Ͻ2. In this sense we have a ring of fixed point characterized by the different values of the phase . From Eq. ͑19͒ it is easy to show that the fixed point is unstable for a long wavelength small perturbation, if the sign of the product of P and Q, i.e., sgn(PQ), is positive. This kind of instability is due to the sideband modulation of the linear wave and is called the modulational instability ͑MI͒ or the Benjamin-Feir instability. [27] [28] [29] It is similar to the Eckhaus instability for patterns in extended dissipative systems out of equilibrium. 30, 31 We believe that the MI is the basic mechanism for the formation of nonlinear localized structures in spin systems. 18 By this mechanism ͑usually called the Benjamin-Feir resonance mechanism 27 ͒, if sgn(PQ)Ͼ0 a linear spin wave mode will bifurcate, grow exponentially at first and then saturate due to the nonlinearity of the system. At last stage a nonlinear localized spin wave mode of solitonlike structure will appear.
Since Q(q)ϭ(q)/2Ͼ0, 26 the regions of q for the MI are only determined by the sign of P(q)ϭЉ(q)/2. Figure 2 shows in the half BZ (0,/a͔ the curves of Q(q) and Љ(q) for Aϭ0. 27 . We have the following conclusions.
͑1͒ In the open region (0,q 1 ) and the half open region (q 2 ,/a͔, i.e., the positive or normal dispersion regions, the linear spin waves are unstable.
͑2͒ In the open region (q 1 ,q 2 ), i.e., the negative or anomalous dispersion region, a linear spin wave is stable ͑actually it is just neutrally stable͒. 32 It should be noted that the above conclusions are only valid for AϾA c ϭ1/4. When AϽA c , q 2 ϭ/a thus the unstable region (q 2 ,/a͔ disappears. Thus the introduction of the NNN exchange interaction results in a change for the stability property of the spin waves.
Next we discuss the localized solutions of the amplitude equation ͑19͒. In the positive dispersion regions, i.e., q locates in (0,q 1 ) or (q 2 ,/a͔, we have the bright soliton solution
where f 0 , x n 0 , and 0 are real integral constants. Then we have
where n 0 is an arbitrary integer and
is the vibrating frequency of the bright soliton. Since (q) Ͼ0, we have ⍀ s Ͻ(q). From Eq. ͑24͒ we see that the free parameter f 0 ͑the amplitude of the soliton͒ can be taken as an expansion parameter in our QDA, i.e., f 0 ϭO(⑀). Using Eq. ͑25͒ we have f 0 ϭ2͓1Ϫ⍀ s /(q)͔ 1/2 . Thus in our approach the expansion parameter ⑀, used in Eq. ͑8͒, is proportional to the square root of the frequency difference between the nonlinear excitation and the corresponding linear magnon mode. The QDA is valid for small ⑀ thus the frequency difference mentioned above should be small in our approach. If we chose a special wave vector qϭ/a, Eq. ͑19͒ in this case is
where xϭna. Thus only when AϾA c ϭ1/4 do we have the bright soliton solution. This particular case has been discussed recently by Lai et al. 25 In the negative dispersion region, i.e., q is at (q 1 ,q 2 ), since sgn(PQ)Ͻ0 we have generally the dark soliton ͑or kink͒ solution 33 f
where 2 ϭ1Ϫ 2 and 0рр1. When ϭ1, Eq. ͑27͒ becomes a black soliton
͑29͒
If Ӷ1, the solution ͑27͒ can be approximated as
Thus is the parameter controlling the ''blackness'' of the dark soliton. The expression of s n ϩ (t) in the negative dispersion case is given by
being the vibrating frequency of the dark excitation. It should be noted that q max , the wave number where takes its maximum max , is in the negative dispersion region (q 1 ,q 2 ). Thus at qϭq max we only have a dark excitation. Another point which also should be strengthened is that when A approaches A c ϭ1/4, the length of the positive dispersion region (q 2 ,/a͔ tends to zero. Accordingly, if A Ͻ1/4, the BZ may be simply divided into two regions. In (0,q 1 ) and (q 1 ,/a) we have bright and dark excitations, respectively.
From Eqs. ͑25͒ and ͑34͒ we see that all the vibrating frequency of the bright and dark excitations are lowered from the corresponding linear spin wave frequency (q). But there is a difference for the decreasing rate of the frequencies between the bright and dark excitations. The physical reason for the decrease of frequency is that the intrinsic nonlinearity in the exchange interaction of the system is soft. This conclusion in fact can be directly obtained from the amplitude equation ͑19͒. Taking f (x n ,t)ϭ f 0 exp͓i(Kx n Ϫ⍀t)͔, where K and ⍀ correspond, respectively, to the shifts of the wave number and frequency of the carrier exp(i n ), we have
Because Q(q)Ͼ0, the frequency shift ⍀ is always a parabolic decreasing function of the amplitude f 0 . In fact for any type of nonlinear excitations in the systems with a soft nonlinearity, the vibrating frequency of the excitation is always lowered.
The above analytical results are checked by numerical simulations. A detailed discussion for the simulations is given in Sec. IV.
III. ANTIDARK SOLITONS NEAR THE ZERO-DISPERSION POINTS
A. Nonlinear amplitude equation near the zero-dispersion points
In the last section, we studied very generally the nonlinear excitations of the system based on the amplitude equation ͑19͒. However, as already mentioned the discussion is no longer adequate near the ZDPs qϭq j ͓ jϭ1, 2; for q 1 and q 2 , see Eqs. ͑7͒ and ͑20͔͒ because near these points P(q j ) is very small. It can also be seen from the expressions ͑23͒, ͑24͒, and ͑28͒ that the soliton and kink solutions of Eq. ͑19͒ become singular when q→q j ͓thus P(q)→ P(q j )ϭ0]. Hence it is necessary to reconsider the amplitude equation ͑19͒ near the ZDPs. Physically, when q→q j , the dispersion term in Eq. ͑19͒ becomes small so that a balance between the nonlinearity and the dispersion is lost. Thus in this case a nonlinear localized structure is impossible in this approach.
However, the dispersive effect always exists at qϭq j because of the discreteness of the system. Although at qϭq j , Љ(q j )ϭ0, but the third-order dispersion, represented by ٞ(q j ), is finite. Figure 3 shows the curves of Љ(q) and ٞ(q) for Aϭ0. 27 . In this section we investigate the nonlinear excitations when q is near the ZDPs.
A natural consideration is that, near the ZDPs, the thirdorder dispersion term Ϫ(i/3!)ٞ(q)(‫ץ‬ 3 f )/(‫ץ‬x n 3 ) should be added in Eq. ͑19͒. Thus we have
͑36͒
where we have introduced a new quantity f for the amplitude ͑envelope͒ since Eq. ͑36͒ can be derived based on the QDA under the scalings n ϭ⑀(naϪV g t), ϭ⑀ 3 t, s n ϩ (t) F and return to the original variables, we then obtain the amplitude equation ͑36͒.
B. Antidark soliton solutions
An exact analytical solution of Eq. ͑36͒ is not available yet. In what follows we consider its approximate solutions by using the connection between the NLS equation and the Korteweg-de Vries ͑KdV͒ equation 34 though here we have the third-order dispersion term. We assume that qϭq 1 ϩ͉⌬q͉ or q 2 Ϫ͉⌬q͉ with ͉⌬q͉ being small. Thus Љ(q) is negative for these values of q ͓i.e., q is near q j ( jϭ1, 2) but in the region (q 1 ,q 2 )]. We can see in the following that this is the necessary condition for making a relation between our modified NLS equation ͑36͒ and the KdV equation in our system.
Let ␣ϭ͉Љ(q)͉/2(Ͼ0), ␤ϭ(1/3!)ٞ(q) and f ϭ(2/Q)
admits the uniform vibrating solution with the form uϭu 0 exp(2iu 0 2 t) ͑where u 0 is an arbitrary real constant͒, which is relevant to the linear spin wave of wave number q with a simple frequency shift Ϫ2u 0 2 . We predict that the general solution of Eq. ͑37͒ takes the form uϭ͓u 0 ϩA͑x n ,t ͔͒exp͓2iu 0 2 tϩi⌽͑x n ,t͔͒, ͑38͒
where A and ⌽ are two real functions. Substituting Eq. ͑38͒ into Eq. ͑37͒ we obtain
͑40͒
Supposing that A and ⌽ are slowly varying functions of the variables X n ϭ⑀(x n Ϫct) and Tϭ⑀ 3 t, where c is an undetermined parameter, and making the expansion
then by equating the powers of ⑀ we have a hierarchy of equations about A ( j) and ⌽ ( j) ( jϭ0, 1, 2, . . . ).
with 
Equation ͑49͒ is just the KdV equation which is a completely integrable system. It should be noted that in the positive dispersion region, where ЉϾ0, one can only get a pure imaginary wave speed c thus a reduction to the KdV equation ͑49͒ from the modified amplitude equation ͑36͒ is impossible. Let Gϭ⑀ 2 A (0) and recall the definitions of X n and T, we can transfer Eq. ͑49͒ into the form expressed in the original variables:
͑50͒
where y n ϭx n ϪctϭnaϪ(cϩV g )t. The single-soliton solution of Eq. ͑50͒ is G͑ y n , t ͒ϭϪ
where is an arbitrary constant and y n 0 ϭn 0 a with n 0 being an arbitrary integer. From Eq. ͑51͒ one can obtain
͑52͒
It is easy to get
where G sol (y n , t)ϭ͓2/ͱ(q)͔G(y n , t). Thus near the ZDPs and when Љ(q)ϭϪ͉Љ(q)͉ϭϪ2␣Ͻ0, s n ϩ (t) is a superposition of two parts. One is a plane wave with the amplitude 2u 0 /ͱ(q) and the other one is a breather with the envelope G sol (y n , t), which can be positive and negative depending on the values of ␣, ␤, u 0 , and ␦ 1 . It is just the different choices of the values of ␣, ␤, u 0 , and ␦ 1 that make us have the possibility of different types of dark or bright excitations, which will be discussed in the following.
Noticing that the small amplitude approximation for A and ⌽ used in Eqs. ͑41͒ and ͑42͒ means that is a small parameter appearing in Eqs. ͑51͒ and ͑52͒, i.e., ϳ⑀. Hence from Eq. ͑53͒ we can see that the frequency of the carrier wave is slowly modulated to become time and space dependent. Since is small one can easily obtain a simple expression for the vibrating frequency ⍀ r of the carrier wave for the spin on the site nϭn 0
͑54͒
where ͉s n 0 ϩ ͉ϭ2u 0 /ͱ(q)ϩG sol (y n , 0) is the maximum spin derivation. Therefore ⍀ r is a parabolic decreasing function of ͉s n 0 ϩ ͉, reflecting again the softness of the intrinsic nonlinearity of the exchange interaction of the system. Now we analyze these results for the cases when qϭq 1 ϩ͉⌬q͉ and qϭq 2 Ϫ͉⌬q͉, respectively.
͑1͒ qϭq 2 Ϫ͉⌬q͉. In this case we have ␤Ͼ0 ͑see Fig. 3͒ . The feature of the solution depends on dimensionless parameter ␣ 3/2 /(␤u 0 ), i.e., the ratio of the second-to the thirdorder dispersion, and the choice of ␦ 1 .
͑i͒ If 1Ͻ␣ 
Since the function G sol is positive, i.e., Eq. ͑55͒ is a convex soliton ͑i.e., the dark soliton with a amplitude of reverse sign͒ plus a superimposed plane wave component. We call Eq. ͑55͒ the antidark soliton. It may appear at any lattice site n 0 and move with the velocity
)/(␣u 0 ), a reflection of discretely translational symmetry of the system. ͑ii͒ When ␣ 3/2 /(␤u 0 )Ͻ1 or ␣ 3/2 /(␤u 0 )Ͼ4 and ␦ 1 ϭϪ1, one has
Obviously, Eq. ͑58͒ is a dark soliton, consisting of a concave soliton and a superimposed plane wave.
͑iii͒ ␦ 1 ϭϩ1 always gives dark solitons. From the results discussed above, we obtain the existence condition for the antidark solitons in the system: the wave number should be in the negative dispersive region ͓i.e., Љ(q)Ͻ0] and
Thus the appearance of the antidark solitons is due to the competition between the second and the third dispersion of the system.
C. Antidark soliton for A؊A c Ӷ1
In this section we discuss the features of the antidark solitons when qϭq 2 Ϫ͉⌬q͉ and AϪA c Ӷ1. Note that when A ϪA c is small we have
where ZB ϭ(/a)ϭ8J 1 S c is the frequency of the BZ boundary. We now have three small parameters. They are AϪA c , ͉⌬q͉, and . For a given problem, they should have some relations among each other. We assume ͉⌬q͉a ϭ(AϪA c ) 3/4 Q 0 and ϭͱ ZB Ј(AϪA c ) 1/2 with Q 0 and Ј being two dimensionless parameters of order unity. From the antidark soliton solution expressed in Eqs. ͑55͒-͑57͒ one obtains the following results.
͑i͒ The amplitude of the plane wave part in Eq. ͑55͒ is
͑69͒
where u 0 Јϭ2u 0 /ͱ ZB . ͑ii͒ Noticing that ␣ϭ͉Љ(q)͉/2Ϸ͉ٞ(q 2 )͉͉⌬q͉/2 and ␤ ϭٞ(q)/3!Ϸٞ(q 2 )/3!, we obtain the amplitude of the soliton part
From Eqs. ͑69͒ and ͑70͒ we can see that when the relative strength of the NNN exchange interaction decreases, the amplitude of the plane wave part A pw is reduced. When A ϭA c the soliton amplitude vanishes and the plane wave has its maximum amplitude A pw ϭu 0 Ј . Thus AϭA c is similar to a point of ''phase transition'' for the occurrence of the antidark soliton. ͑iii͒ The soliton width is determined by ͓see Eq. ͑56͔͒
. ͑71͒
Therefore, the soliton width becomes narrower ͑more localized͒ if AϪA c decreases. ͑iv͒ The soliton speed V sol is given by
.
͑72͒
Thus it is negative and becomes zero when AϭA c . ͑v͒ It is easy to show that in the present conditions the expression for s n ϩ (t) has the form
͑73͒
The vibrating frequency of the carrier wave is still approximated by Eq. ͑54͒. From above discussion we see that the anti-dark soliton solutions near qϭq 2 and their features are very similar to the intrinsic spin-wave resonances found recently by Lai et al. 25 Thus our analysis provided here maybe a possible mechanism for their interesting findings.
IV. NUMERICAL SIMULATIONS
In order to check our analytical results, in this section we use molecular-dynamics simulations to test the behavior of the soliton solutions obtained in Secs. II and III. We show in various figures the time evolution of the energy density given by
where e 0 ϭ(Ϫ2J 1 Ϫ2J 2 )S c 2 is energy density for the ground state.
Taking the analytical solutions as initial conditions, we investigate the evolution of the system by integrating numerically the Heisenberg equation of motion for the xyz spin components, using the fourth order Runge-Kutta method with adaptive step-size control. The allowed relative error for each time step is set to be 10 Ϫ8 , and the length of the spin and the conservation of total energy of the system is checked every time step. In all the figures shown below, the time is shown in the unit of 1/ (2J 1 S c ) , which is the order of the period of linear spin-wave mode at the BZ boundary T ZB ϭ/ (4J 1 S c ) , and the energy is in the unit of J 1 S c 2 . We have numerically checked all the analytical solutions presented in this paper. We found that these localized modes are quite long lived. They can last for at least one hundred time units. In general, the lifetime is longer for the excitations with smaller spin deviations.
As examples, we show some of them in the following figures. In our numerical simulation, we chose a chain of N spin sites with proper boundary conditions. Now let us first take a look at the region qϽq 1 . According to our analytical results obtained in Sec. II, we have a bright soliton excitation in this region. For this case we impose a periodic boundary condition. Figure 4 shows the time evolution for a bright soliton with qϭ2(135/Na), taking Eq. ͑24͒ as an initial condition.
Similarly, in the region q 2 Ͻqр/a, we also have a bright soliton solution. Such solution is also tested by our simulations. The bright soliton solutions for q being near /a have been considered recently by Lai et al. 25 For the region q 1 ϽqϽq 2 , Eq. ͑19͒ gives a dark soliton solution ͑27͒ thus s n ϩ (t) expressed in Eq. ͑33͒. Since the solution is a kink, we cannot impose periodic boundary conditions for this case. Instead, we use absorbing boundary conditions by assuming two imaginary sites at each end of the chain. These imaginary sites play the role of absorbing waves from the bulk of the chain and preventing the reflection of waves from the boundaries into the bulk of the chain. As shown in Fig. 5 , the dark soliton solution for this case is also long-lived, the soliton keeps it shape before it reaches the boundary. When q locates in the region (q 1 ,q 2 ) but near the ZDPs of the spin wave spectrum, the excitations may be dark or antidark solitons, depending on the choice of the parameter u 0 . Due to the competition between the second and third dispersion of the system, we have an antidark soliton solution if the condition ͑64͒ is satisfied. In Fig. 6 , we show such a solution from our simulations. Notice that ␣ 1.5 /(u 0 ͉␤͉) ϭ1.34701, hence the condition ͑64͒ is satisfied for the parameters we have chosen.
We can also get dark solitons for q near q 2 , see Fig. 7 , for example. In this figure ␣ 1.5 /(u 0 ͉␤͉)ϭ0.538806Ͻ1, hence we have a dark soliton according to the condition given in Eq. ͑58͒. The model studied here includes the particular case with only the NN exchange interaction. Due to the introduction of the NNN interaction, the curvature of the linear dispersion FIG. 4 . In the region qϽq 1 , the solution is a bright soliton. This figure shows the time evolution of the energy density, taking Eq. ͑24͒ with tϭ0 as the initial condition. The parameters used for this figure are Nϭ512, Aϭ0.4, f 0 ϭ0.1, n 0 ϭ110, 0 ϭ0, qϭ2(64/Na), and q 1 ϭ0.966827/aϷ2(79/Na).
FIG. 5.
In the region q 1 ϽqϽq 2 , we have a dark soliton solution. This figure shows the time evolution of the energy density, using Eq. ͑33͒ with tϭ0 as the initial condition. The parameters used for this figure are Nϭ512, Aϭ0.9, f 0 ϭ0.2, ϭ0.5, n 0 ϭ100, 0 ϭ0, q ϭ2(135/Na), q 1 ϭ0.874912/aϷ2(72/Na), and q 2 ϭ2.46539/aϷ2(201/Na). The boundary condition is the absorbing one as described in the text.
curve of the spin waves is drastically changed. When A ϾA c , an important feature is that a maximum of the spin wave frequency appears at qϭq max , located between the center and the boundary of the BZ, resulting in an inflection point at qϭq 2 . Based on the amplitude equation ͑19͒ obtained by the QDA, we discussed the modulational stability of the extended spin waves in the whole BZ. We found that (0,q 1 ) and (q 2 ,/a͔ are unstable regions, in which a bright soliton will form via the Benjamin-Feir resonance mechanism. In (q 1 ,q 2 ), the spin waves are stable thus we only have dark solitons. The length of the unstable region (q 2 ,/a͔ tends to zero when A approaches A c . In fact, in this limit both q max and q 2 tend to the zone boundary q ϭ/a. Thus AϭA c is a ''critical point'' for the appearance of the bright solitons in the region (q 2 ,/a͔. Near the ZDPs, i.e., when q→q j ( jϭ1, 2), the amplitude equation ͑19͒, which is the NLS equation, is no longer valid because the coefficient of the dispersion term, represented by Љ(q)/2, tends to zero. But this does not mean that the dispersion is not important at the ZDPs. In fact, the dispersion still plays a role because of the discreteness of the system. Thus we modified Eq. ͑19͒ to a new nonlinear amplitude FIG. 6 . The anti-dark soliton solution near q 2 , using Eq. ͑55͒ with tϭ0 as the initial condition. The parameters used are Nϭ1024, A ϭ0.9, u 0 ϭ0.02, ϭ0.01, and n 0 ϭ700. We take qϭ2.4421/aϭ2(398/Na), being less but close to the ZDP q 2 ϭ2.46539/a Ϸ2(402/Na). The boundary condition is the absorbing one as described in the text .   FIG. 7 . The dark soliton solution near q 2 , using Eq. ͑58͒ with tϭ0 as the initial condition. The parameters are Nϭ1024, Aϭ0.9, u 0 ϭ0.05, ϭ0.015, and n 0 ϭ700. qϭ2.4421/aϭ2(398/Na), close to the ZDP q 2 ϭ2.46539/aϷ2(402/Na). The boundary condition is the absorbing one as described in the text. equation ͑36͒, which includes the third-order dispersion effect. For qϭq 1 ϩ͉⌬q͉ or qϭq 2 Ϫ͉⌬q͉ we solved Eq. ͑36͒ and obtained the antidark soliton solutions. The occurrence of the antidark solitons is due to the competition between the second-and the third-order dispersion. At qϭq 2 Ϫ͉⌬q͉ the features of the antidark soliton solutions have been discussed in detail and we found that they are similar to the spin wave resonances obtained numerically by Lai et al. recently. 25 In fact, the appearance of an antidark soliton is a universal characteristic near the ZDPs. The antidark solitons in nonlinear optics have been considered in Refs. 35 and 36 .
From the results obtained in Secs. II and III, in smallamplitude approximation the types of the nonlinear localized excitations in the isotropic Heisenberg ferromagnetic chains with the NN and the NNN exchange interactions are summarized in Table I . In Table I ExSM denotes the extended spin wave mode ͑i.e., a plane wavelike mode͒. q 3 is the wave number at which ٞ(q)ϭ0. Its expression is given by
͑75͒
When q is near the ZDPs qϭq j ( jϭ1, 2) but within the region (0,q 1 ) or (q 2 ,/a͔, we have ЉϾ0. The conclusions obtained in Sec. III are not valid since in this case there is no relation between the modified NLS equation ͑36͒ and the KdV equation. Thus an antidark soliton solution is impossible. In fact, in normal dispersion region (ЉϾ0) Eq. ͑36͒ with QϾ0 was intensively studied in soliton communications in optical fiber. 37 For any nonzero ٞ, numerical integrations showed that an initial localized pulse evolves into solitons plus small radiations, decaying exponentially, hence basically bright solitons. If Љϭ0, i.e., exactly at the ZDPs, one still has the bright solitons with some ͑small͒ dispersive waves. 37 Therefore in Table I we have included qϭq 1 and qϭq 2 in the first and last lines, respectively.
The results presented in this paper show that the weakly nonlinear localized excitations may be mobile. But in largeamplitude case these discrete nonlinear excitations can be pinned by Peierls-Nabarro potentials. 38 For a large-amplitude excitation we should extend our QDA to higher-order expansions, a future work which will be considered elsewhere. We also noted that Lai and Sievers 39 and Kiselev et al. 40 have numerically found the intrinsic resonant modes in the antiferromagnetic chains with single-ion easy-plane anisotropy and in the diatomic lattices with soft optical modes. Since the main feature of the dynamics of these resonant modes seems due to the resonant coupling between the optical and acoustic modes, we believe that they are different from the spin wave resonances in the isotropic ferromagnetic chains with the NN and the NNN exchange interactions and need to look for a new mechanism for their theoretical explanation. 
