Abstract. We start a systematic parameterized computational complexity study of three NP-hard network design problems on arc-weighted directed graphs: directed Steiner tree, strongly connected Steiner subgraph, and directed Steiner network. We investigate their parameterized complexities with respect to the three parameterizations: "number of terminals," "an upper bound on the size of the connecting network," and the combination of these two. We achieve several parameterized hardness results as well as some fixed-parameter tractability results, in this way extending previous results of Feldman and Ruhl [SIAM J. Comput., 36 (2006) 1. Introduction. Steiner-type problems lie at the heart of network design and connectivity problems [26] (see [30] for a broad account on Steiner tree problems). Roughly speaking, the task in these problems is to find in a given weighted graph a low-cost subgraph that satisfies prescribed connectivity requirements. Most of the corresponding optimization problems are NP-hard. Thus, there are numerous results on polynomialtime approximability [26] . By way of contrast, the study of the parameterized complexity of these problems is much less developed (refer to [3] , [12] , [21] for fixed-parameter tractability and to [11] for parameterized hardness results concerning the undirected case). Our work contributes new algorithmic and computational hardness results concerning the parameterized complexity of three fundamental NP-hard Steiner problems in arc-weighted directed graphs.
1. Introduction. Steiner-type problems lie at the heart of network design and connectivity problems [26] (see [30] for a broad account on Steiner tree problems). Roughly speaking, the task in these problems is to find in a given weighted graph a low-cost subgraph that satisfies prescribed connectivity requirements. Most of the corresponding optimization problems are NP-hard. Thus, there are numerous results on polynomialtime approximability [26] . By way of contrast, the study of the parameterized complexity of these problems is much less developed (refer to [3] , [12] , [21] for fixed-parameter tractability and to [11] for parameterized hardness results concerning the undirected case). Our work contributes new algorithmic and computational hardness results concerning the parameterized complexity of three fundamental NP-hard Steiner problems in arc-weighted directed graphs.
Problem descriptions. For the directed Steiner tree (DST) problem, the task is to connect a distinguished root vertex by directed paths to a set of given terminals. For the strongly connected Steiner subgraph (SCSS) problem, the task is to connect all terminals among each other. Finally, for the directed Steiner network (DSN) problem, http://www.siam.org/journals/sidma/25-2/79456.html the task is to connect given terminal vertex pairs. Obviously, DST and SCSS are special cases of DSN, whereas they are "incomparable" to each other. Note that, following standard modeling, we always assume the underlying directed graph to be complete; arcs that do not exist are modeled by assigning them the weight ∞. Formally, let N be the set of natural numbers, and let W ⊆ N ∪ f0; ∞g. If V is a set of vertices, w∶V × V → W is a weight function, 1 and A ⊆ V × V is a set of arcs; then we define wðAÞ ≔ P a∈A wðaÞ. We study the following: Directed Steiner Tree (DST): Instance: A set of vertices V , a weight function w∶V × V → W , a set T ⊆ V of terminals (l ≔ jT j), a root s ∈ V , and a weight bound p ∈ N. Question: Is there a set of arcs A ⊆ V × V of weight wðAÞ ≤ p such that in the digraph D ≔ ðV ; AÞ for every t ∈ T there is a directed path from s to t? Strongly Connected Steiner Subgraph (SCSS): Instance: A set of vertices V , a weight function w∶V × V → W , a set S ⊆ V of terminals (l ≔ jSj), and a weight bound p ∈ N. Question: Is there a set of arcs A ⊆ V × V of weight wðAÞ ≤ p such that in the digraph D ≔ ðV ; AÞ for every s, t ∈ S there is a directed path from s to t? Directed Steiner Network (DSN): Instance: A set of vertices V , a weight function w∶V × V → W , l pairs of vertices ðs 1 ; t 1 Þ; ðs 2 ; t 2 Þ; : : : ; ðs l ; t l Þ, and a weight bound p ∈ N. Question: Is there a set of arcs A ⊆ V × V of weight wðAÞ ≤ p such that in the digraph D ≔ ðV ; AÞ for every 1 ≤ i ≤ l there is a directed path from s i to t i ? We set min W ≔ minðW \ f0gÞ and max W ≔ maxðW \ f∞gÞ. To achieve full modeling flexibility (including the cases where one wants to augment an already existing digraph), we sometimes also use arcs of weight 0 to represent already existing connection structure that comes for free. Allowing only arcs of weights 0 and 1 is known in the literature as the augmentation problem [13] , and allowing only arcs of weights 1 and ∞ models the case that one searches for a minimum-size subgraph, for example, including the classical unweighted DST problem [12] . We distinguish between 0-DSN and DSN, indicating whether 0-weights are allowed or not (analogously, 0-SCSS, SCSS, 0-DST, DST). Moreover, inspired by Papadimitriou and Yannakakis [29] , we consider the ratio r of arc weights to be the quotient of the maximum occurring arc weight and the minimum occurring arc weight, excluding 0-weights from consideration. If there are ∞-weight arcs, then we call this the unbounded ratio. Clearly, a bounded ratio means that in principle every arc is a candidate for being part of the connecting minimum-cost subgraph. Observe that a higher ratio makes the problem more general as well as allowing arcs of weight 0 does. In the spirit of a multivariate algorithmics approach to computational intractability [17] , [28] , some meaningful parameterizations of the considered Steiner problems are
• the parameter l denoting the number of terminals to be connected;
• the weight p of the solution divided by the minimum arc weight min W (again excluding 0), giving the parameter p∕ min W ; 2 and • the combined parameter ðl; p∕ min W Þ. Note that a parameterized hardness result with respect to the combined parameter clearly means hardness results for each single parameter and, on the contrary, a 1 Observe that in this way we implicitly deal with complete digraphs in the sense that only arc weights are specified. 2 This parameter naturally reflects the number of arcs in the spanning subgraph by providing an upper bound on the number of (nonzero) arcs. fixed-parameter tractability result for a single parameter trivially extends to the combined parameter.
Previous results. We first describe some results on the polynomial-time approximability of Steiner problems in directed graphs, omitting a lot of the rich literature in this direction. Herein, n denotes the number of vertices and m the number of arcs of finite weight. In general terms, one may say that the considered problems are hard to approximate. For instance, it is known that DSN cannot be approximated to within a factor ofOð2 log 1−ϵ n Þ for any fixed ϵ > 0, unless NP ⊆ TIMEð2 poly logðnÞ Þ [9] . The best known approximation factor is Oðl 1∕ 2þϵ Þ for any fixed ϵ > 0 [7] . Moreover, 0-DST cannot be approximated to within a factor of ð1 − ϵÞ ln l for any fixed ϵ > 0, unless NP ⊆ DTIMEðn
Oðlog log nÞ Þ [15] . The best known approximation factor for DST is Oðl ϵ Þ for any fixed ϵ > 0 [6] . For more information, we refer to surveys [14] , [25] , [26] on the numerous polynomial-time approximation results for Steiner-type problems.
Much less is known about the parameterized complexity [11] , [19] , [27] of directed Steiner problems. The basic Steiner tree problem (find a subtree of an undirected graph connecting the terminals of minimum size) is known to be W [2] -complete with respect to the parameter "number of nonterminals in the solution" [11] . On the contrary, it is fixedparameter tractable (FPT) with respect to the parameter "number of terminals" [3] , [12] , [21] . Both results also transfer to the directed case. In particular, the FPT algorithm can also be used to solve 0-DST, yielding its fixed-parameter tractability with respect to the parameter "number of terminals." Moreover, since the set cover problem is W[2]-complete [11] and it can also be formulated as a special case of both 0-DST and 0-SCSS [20] , it follows that 0-DST, 0-SCSS, and 0-DSN are W[2]-hard with respect to the parameter p∕ min W . Finally, Feldman and Ruhl [16] showed that 0-DSN can be solved in Oðmn 4l−2 þ n 4l−1 log nÞ time using their Oðmn 2l−3 þ n 2l−2 log nÞ-time algorithm for 0-SCSS as a subprocedure. These algorithmic results directly lead to the question whether there are polynomial-time algorithms whose polynomial degree is independent of l. In other words, Feldman and Ruhl asked for the fixed-parameter tractability of (0-)DSN and (0-)SCSS with respect to the parameter l.
Our results. We extend the above results by initiating a systematic study of the parameterized complexity of the Steiner problems discussed above (also see Table 1.1) . First, we show W[1]-hardness results even with respect to the combined parameter ðl; p∕ min W Þ for all four types of problems (0-DSN, DSN, 0-SCSS, SCSS), answering Feldman and Ruhl's question. Interestingly, for arc-weight ratio r for SCSS (0-SCSS) we obtain W[1]-hardness with respect to the combined parameter only if r ≥ 9 (r ≥ 4), whereas we obtain fixed-parameter tractability for SCSS when r ≤ 2 and mixed results for 0-SCSS for r < 4 (see Table 1 .1 for details). Notably, also with respect to the combined parameter, 0-SCSS turns out to be FPT for r ¼ 1, whereas 0-DSN is W[1]-hard for r ¼ 1. As a further intractability result, we show that DST and 0-DST parameterized by the combined parameter ðl; p∕ min W Þ have no polynomial-size problem kernels unless NP ⊆ coNP∕ poly. This means that, under this complexity-theoretic assumption, there is no polynomial-time preprocessing algorithm for the problems transforming an input instance into an equivalent instance of the same problem whose size is bounded by a polynomial of the parameter. Notably, small problem kernel sizes, that is, polynomial-size problem kernels, are desirable for applications in practice. Fixed-parameter tractability only implies exponential-size problem kernels, and it is open in general whether or not polynomial-size problem kernels can be achieved. As indicated in Table 1 .1, our work leaves several challenges for future research, particularly concerning the parameterized complexity for small arc-weight ratios.
Preliminaries.
We use fu; vg to denote the undirected edge between vertices u and v and use ðu; vÞ to denote the arc directed from u to v. Moreover, in a directed graph D ¼ ðV ; AÞ, the in-degree (out-degree) of a vertex u denotes the number of vertices which have arcs directed to u (from u). A graph is strongly connected if between each pair of vertices u and v there is a path from u to v and a path from v to u.
A parameterized problem is a set L ⊆ Σ Ã × N, where Σ is some finite alphabet. An instance ðx; kÞ ∈ Σ Ã × N of a parameterized problem consists of main part x and parameter k. A given parameterized problem L is FPT with respect to a parameter k if there is an algorithm deciding whether the instance ðx; kÞ ∈ Σ Ã × N belongs to L in f ðkÞ · jxj Oð1Þ time for some computable function f . It is important to realize that the degree of the polynomial has to be independent of the parameter. A core tool in the development of fixed-parameter algorithms is polynomial-time preprocessing by data reduction rules, often yielding a problem kernel [4] , [22] . Herein, the goal is, given any problem instance G with parameter k, to transform it in polynomial time into a new instance G 0 with parameter k 0 such that the size of G 0 is bounded from above by some function only depending on k, k 0 ≤ k, and ðG; kÞ is a yes-instance if and only if ðG 0 ; k 0 Þ is a yes-instance. There is a hierarchy for parameterized complexity, called the W-hierarchy [11] . At the 0th level of this hierarchy lies the class FPT of fixed-parameter tractable problems. 
parameterized problem shown to be W[1]-hard gives a strong indication for fixedparameter intractability [11] , [19] , [27] . In the context of lower bounds for problem kernel sizes we need the concept of composition algorithms [5] . A composition algorithm for a parameterized problem L ⊆ Σ Ã × N is an algorithm that receives as input a sequence ððx 1 ; kÞ; : : : ; ðx t ; kÞÞ with ðx i ; kÞ ∈ Σ Ã × N for each 1 ≤ i ≤ t, uses time polynomial in P t i¼1 jx i j þ k, and outputs ðy; k 0 Þ ∈ Σ Ã × N with 1. ðy; k 0 Þ ∈ L ⇔ ðx i ; kÞ ∈ L for some 1 ≤ i ≤ t, and 2. k 0 being polynomial in k.
3. Parameterized hardness results. In this section, we present new parameterized hardness results for DST, SCSS, and DSN. We start with SCSS. We provide an FPT-reduction from the W[1]-complete multicolored clique (MCC) problem [18] . In MCC we are given an undirected graph that is properly colored 3 by k colors, and the question is whether there is a k-vertex clique in it taking exactly one vertex from each color class. The parameter is k.
THEOREM 3.1. SCSS with arc-weight ratio at least 9 is W ½1-hard with respect to the combined parameter ðl; p∕ min W Þ.
Proof. Let an undirected graph G ¼ ðV ; EÞ, an integer k ≥ 1, and a proper coloring c∶V → f1; : : : ; kg form an instance of MCC. In what follows, we construct an instance ðV 0 ; w; S; pÞ of SCSS that corresponds to the given instance of MCC in the sense that it is a yes-instance of SCSS if and only if ðG; c; kÞ is a yes-instance of MCC. Since the instance will be constructible in polynomial time and its parameters l and p∕ min W will be bounded by a function of the original parameter k, the construction provides a parameterized reduction between the problems, showing the W[1]-hardness of SCSS with respect to the combined parameter. The three parts of the high-level idea of the construction of the corresponding SCSS instance are as follows.
First, for every fixed arc-weight ratio r ≥ 9, we will use only two weights for the arcs between the vertices in V 0 , the cheap arcs having weight min W and the expensive arcs having weight max W (∞ if the ratio is unbounded) with r ¼ max W ∕ min W . It will be shown that there is a path consisting of at most 9 cheap arcs between any pair of vertices, and hence there is always a solution using only cheap arcs. Thus, we consider in the following only such solutions. Second, for each color i there will be one terminal b i that has cheap arcs only to and from vertex gadgets (which will be described later) representing the vertices in the MCC graph G of this color. Thus, the paths between b i and other terminals, which consist of cheap arcs, have to pass through some arcs in some of these vertex gadgets. This corresponds to taking some vertex from this color class into the solution for the MCC instance. A similar gadget will also be used for every pair of distinct colors, representing the choice of the edge connecting the vertices of the appropriate colors.
Third, the vertex gadget for a vertex v of G will consist of two vertices c v and c 0 v and a cheap arc ðc v ; c 0 v Þ. This arc will be the only cheap one leaving c v and will also be the only cheap arc entering c 0 v . Taking this uniquely defined arc in solutions for the SCSS instance represents the selection of the corresponding vertex into the solution for the MCC instance. The edges of G will be encoded in a similar way. Note, however, that every edge will be encoded twice. Finally, the vertex and edge gadgets will be connected by cheap arcs according to the incidence so that the selected edges are between the selected vertices. After this informal high-level description of the parameterized reduction from MCC to SCSS, we now come to the mathematical details. We construct our instance ðV 0 ; w; S; pÞ of SCSS as follows. The set of vertices V 0 consists of the following six vertex subsets (also see Figure 3 .1 for an illustrative example):
The following arcs are given the weight min W ; that is, they are cheap arcs (see A ≔ fα v ≔ ðb cðvÞ ; c v Þjv ∈ V g; 
All remaining arcs are set to be expensive arcs; that is, for ðx; yÞ ∈ ððV × V Þ \ YÞ, wððx; yÞÞ ≔ max W (∞ if the ratio is unbounded). The terminal set S is B ∪ F and hence
It is clear that the instance is constructible in polynomial time and that both l and
Part of the construction from Theorem 3.1 with three vertices-v and w of color i and u of color j-and two edges fu; vg and fu; wg. The original graph is drawn on the right. Only the arcs of Y \ Γ are drawn for simplicity. The gadget representing the choice of a vertex of color i is in the bottom left corner; the one for a vertex of color j is in the bottom right. The edge selection is represented as a selection of an arc from color-i vertices to color-j vertices in the top left and as a selection of an arc from color-j vertices to color-i vertices in the top right. The gadgets are interconnected according to the incidence of the vertices and the edges.
only depend on the parameter k. Next, we show that every k-vertex clique of the MCC instance one-to-one corresponds to a weight-p solution of the SCSS instance.
"⇒": If K is a multicolored clique in G, then one obtains a set A of arcs that form a solution to the SCSS instance as follows:
To show that the vertices of S are mutually connected in the digraph ðV 0 ; AÞ, assume that v h ∈ K is the vertex of color h. Now, for every two terminals b i and b j , the arcs α v i ,
form a path from b i to f i;j , and the arcs ζ v i ;v j , ϵ v i ;v j , δ 0 v i ;v j , β v j , α 0 v j form a path from f i;j to b j . Hence, the set S is strongly connected, and with an easy calculation one shows wðAÞ ¼ p.
"⇐": To show that a weight-p solution of the SCSS instance implies a k-vertex clique of the MCC instance, we need the following claim.
Claim. For every set of arcs A ⊆ V 0 × V 0 , there is a set of arcs A 0 ⊆ Y with wðA 0 Þ ≤ wðAÞ such that, for every two vertices x; y ∈ V 0 , if there is a path from x to y in ðV 0 ; AÞ, then there is a length-9 path from x to y in ðV 0 ; A 0 Þ.
Proof of Claim. We construct a set A 0 by replacing each arc from A \ Y by a set of arcs in Y and show that, for every ðx; yÞ ∈ A, there is a path from x to y in ðV ; A 0 Þ. Since the weight of the replaced arc is max W whereas the weight of each replacement arc is min W , if we introduce at most r replacement arcs for each replaced arc, then wðA 0 Þ ≤ wðAÞ and the claim follows.
To define the set A 0 e of the replacement arcs for a replaced arc e ¼ ðx; yÞ ∈ A \ Y, we distinguish several cases depending on whether the endpoints represent a color, a pair of colors, a vertex, or an edge. Moreover, in order to decrease the number of cases in the analysis, we build A 0 e in three steps: first the replacement arcs forming a path from x to some vertex x 0 ∈ C 0 , then the replacement arcs forming a path from some vertex y 0 ∈ C to y, and, finally, the replacement arc connecting x 0 to y 0 . In the first step, we consider the following cases for x: • If x ¼ f i;j for some 1 ≤ i,j ≤ k then consider an arbitrary edge fu; vg ∈ E such that cðuÞ ¼ i and cðvÞ ¼ j, add arcs ζ u;v ,ϵ u;v ,δ 0 u;v ,β v to A 0 e , and set x 0 ≔ c 0 v . In the second step, we consider y: v for some v ∈ V , then add the arc β v to A 0 e , and set y 0 ≔ c v .
• If y ¼ d u;v for some u; v ∈ V , then add the arcs β u and δ u;v to A 0 e , and set y 0 ≔ c u .
• If y ¼ d 0 u;v for some u; v ∈ V , then add arcs β u ,δ u;v ,ϵ u;v , to A 0 e , and set y 0 ≔ c u .
• If y ¼ f i;j for some 1 ≤ i, j ≤ k, then consider an arbitrary edge fu; vg ∈ E such that cðuÞ ¼ i and cðvÞ ¼ j, add arcs β u ,δ u;v , ϵ u;v , ζ 0 u;v to A 0 e , and set y 0 ≔ c u .
In the third step, we add the arc ðx 0 ; y 0 Þ to A 0 e . This arc exists since x 0 ∈ C 0 , y 0 ∈ C , and Γ has an arc from u to v for every pair of vertices u and v with u ∈ C 0 and v ∈ C . Altogether, we add at most four arcs in the first step, at most four in the second step, and the arc ðx 0 ; y 0 Þ in the third step to A 0 e . That is, we add at most nine replacement arcs for each arc from A \ Y. Moreover, it is not hard to check that the replacement arcs form a length-9 path from x to y. This finishes the proof of the claim. ▯ Given a solution A to the SCSS instance, we can assume, due to the above claim, that A ⊆ Y. We take an arbitrary vertex f i;j ∈ F. All the paths to and from f i;j in Y pass through some vertex in D ∪ D 0 . In order to connect f i;j to other terminals, A must contain at least one arc from each of the sets Z
We show that K is a multicolored clique in G.
For each color i there is exactly one vertex of color i in K , since there is exactly one β u in A among those with cðuÞ ¼ i, as we have shown above. It remains to show that, for two arbitrary vertices u 0 and v 0 in K , there is an edge between u 0 and v 0 in E. As we have shown, there are exactly one δ u;v , exactly one δ ▯ A similar reduction as above also works for 0-SCSS; however, we can prove hardness already for a smaller arc-weight ratio. THEOREM 3.2. 0-SCSS with ratio at least 4 is W ½1-hard with respect to the combined parameter ðl; p∕ min W Þ.
Proof. Giving a parameterized reduction from MCC to 0-SCSS, we use the same construction as for the proof of Theorem 3.1 and only replace the weight function w by a function w 0 that is defined as follows. For any x; y ∈ V 0 , we set w 0 ððx; yÞÞ ≔ min W if ðx; yÞ ∈ B ∪ H, w 0 ððx; yÞÞ ≔ 0 if ðx; yÞ ∈ Y \ ðB ∪ HÞ, and w 0 ððx; yÞÞ ≔ max W otherwise. We set p ≔ k 2 · min W . Again, S ≔ B ∪ F and l ¼ k 2 .
It is not hard to check that if K is a multicolored clique in G, then
is again a solution to the instance ðV 0 ; w 0 ; S; pÞ of 0-SCSS. It is also not hard to check that an analogue of the claim shown in the proof of Theorem 3.1 holds in this case. It suffices to take the same replacement and then check that the replacement arcs have weight at most 4 · min W , whereas the replaced arc has weight max W which is at least 4 · min W since the ratio is at least 4. It remains to show that if there is a solution A such that A ⊆ Y, then there is a multicolored clique in G. To this end, first observe that in ðV 0 ; Y \ ðB ∪ HÞÞ the vertices in C and D are sinks, while the vertices in C 0 and D 0 are sources. Thus, to connect the vertex b i to the other terminals, there must be at least one β v in A with cðvÞ ¼ i. Similarly, to connect f i;j to the other terminals it requires at least one ϵ u;v in A with cðuÞ ¼ i and cðvÞ ¼ j. Summing these up, we know that there is exactly one such arc in each of these subsets of Y and, by similar reasons as in the proof of Theorem 3.1, the set K ≔ fv | β v ∈ Ag forms a multicolored clique in G. ▯ Theorem 3.2 clearly extends to the more general 0-DSN problem. In what follows, however, we strengthen the W[1]-hardness result by showing that, in case of 0-DSN, it already holds for arc-weight ratio r ¼ 1. The reduction for 0-DSN with ratio 1 again is from MCC. However, with now only one value of nonzero weight allowed, a completely different construction is used. THEOREM 3.3. 0-DSN with arc-weight ratio at least 1 is W ½1-hard with respect to the combined parameter ðl; p∕ min W Þ.
Proof. We reduce from MCC. For each edge and each vertex color there is a pair of vertices that can be connected either directly or by one of several paths formed by two arcs each, exactly one of them of weight zero. The middle vertex of the chosen path represents the choice of the appropriate edge/vertex. Formally, let G ¼ ðV ; EÞ, k, and c∶V → f1; : : : ; kg be an instance of MCC. We construct our instance of 0-DSN as follows. The set of vertices V 0 consists of the following six vertex subsets (see Figure 3. 2): It is clear that the instance is constructible in polynomial time and that both l and p∕ min W only depend on the parameter k. It remains to show that there is a k-vertex MCC in G if and only if there is a weight-p solution to the constructed 0-DSN instance.
If K is a multicolored clique in G, then we get a set A of arcs that form a solution to the constructed 0-DSN instance by setting
Indeed, if we assume that v i ∈ K is the vertex of color i, then for each i < j the arcs α v i and α Proof of Claim. We concentrate on the arcs in X ≔ ðV 0 × V 0 Þ \ ðA 0 ∪ B ∪ CÞ, that is, the arcs of nonzero weight. The solution A contains at most p∕ min W of them. Each vertex in B has out-degree at least 1 with respect to A ∩ X since it is connected to a vertex from B 0 in ðV 0 ; AÞ. For each 1 ≤ i < j ≤ k, at least one of the vertices in D ij ∪ ff ij g has out-degree at least 1 in A ∩ X since the vertex f ij is connected to f 0 ij . But this already gives k þ ð1∕ 2kðk − 1Þ ¼ p∕ min W arcs. Hence, no vertex in C ∪ B 0 ∪ F 0 has nonzero out-degree in A ∩ X , the vertices in B have out-degree exactly one, and for each 1 ≤ i < j ≤ k exactly one vertex from D ij ∪ ff ij g has out-degree exactly one. By similar reasons the vertices in F 0 have in-degree exactly one, for each 1 ≤ i ≤ k there is exactly one vertex in C i ∪ fb 0 i g with in-degree one, and all the other vertices have in-degree zero. Now suppose that for some i the solution contains an arc ðb i ; xÞ, where x ∈ = C i ∪ fb 0 i g. Then, however, either x ∈ F 0 ∪ B 0 \ fb 0 i g, which is not possible since this would mean that x has out-degree 0 in A and b i is not connected to b 0 i , or x ∈ C . In this case there must be an arc from some vertex in D to some vertex in C i or to b ▯ So far, we neglected studying (0-)DST. It is already known from the literature that DST is FPT for both single parameterizations by l and p∕ min W [8] , [12] , while 0-DST is FPT with respect to l [8] , [12] and it is W[2]-hard with respect to p∕ min W [11] . We can add to these results a proof for the presumable nonexistence of a polynomial-size problem kernel for DST parameterized by the combined parameter ðl; p∕ min W Þ. Recall that this implies the nonexistence of polynomial-size problem kernels for the more general 0-DST case as well as for the single parameter cases. To this end, we use a technique introduced by Bodlaender et al. [5] . A similar result for the undirected unweighted Steiner tree problem was proved by Dom, Lokshtanov, and Saurabh [10] as a byproduct of a more complicated proof of presumable nonexistence of a polynomial-size problem kernel for a different problem. THEOREM 3.4. There is no polynomial-size problem kernel for DST with unbounded ratio with respect to the combined parameter ðl; p∕ min W Þ unless NP ⊆ coNP∕ poly.
Proof. We show the claim by applying the lower bound technique of Bodlaender et al. [5] to DST. More specifically, we show that there exists a composition algorithm for DST, which implies, according to Lemmas 1 and 2 of [5] , that a polynomial problem kernel for DST with respect to the combined parameter would lead to NP ⊆ coNP∕ poly.
Let ðI 1 ; l; dÞ; : : : ; ðI r ; l; dÞ be a set of DST instances where, for 1 ≤ i ≤ r, I i consists of a vertex set V i , a weight function w i ∶V i × V i → W i , a set T i ⊆ V i of terminals, a root s i ∈ V i , and a weight bound p i ∈ N. Moreover, l ¼ jT 1 
. By rescaling, we can assume that minfW 1 \ f0gg ¼ · · · ¼ minfW r \ f0gg and, thus p 1 ¼ · · · ¼ p r . Note that this can be done without loss of generality, as the minimum obtained this way is upper-bounded by a product of the original minima, and thus the length of its encoding is upperbounded by the sum of lengths of encodings of the original minima. Also the length of encoding of each other number involved in the instances is this way increased only by an additive factor upper-bounded by the length of encoding of the new minimum. Hence, this operation can be clearly done within polynomial time and does not change the value of the parameter. Now we show how a composition algorithm constructs a DST instance ðI ; l; 2d þ 2lÞ which is a yes-instance if and only if there is one i such that ðI i ; l; dÞ is a yes-instance. First, the algorithm adds a set U of l þ 1 new vertices to V ≔∪ 1≤i≤r V i . Herein, one new vertex s is the new root, and the remaining l new vertices form the new terminal set T ≔ ft 1 ; : : : ; t l g. The set W of weights of the new instance contains all possible weights of the old instances. We set min W ≔ minfW 1 \ f0gg and p ≔ 2 p 1 þ 2l · min W . Let T i ≔ ft i 1 ; : : : ; t i l g denote the respective terminal sets of the given instances. The new weight function w is defined as follows:
• wððu; vÞÞ ≔ w i ððu; vÞÞ if both u and v are from V i ;
• wððu; vÞÞ ≔ ∞ if u and v are from different instances;
• wððu; sÞÞ ≔ ∞;
• wððs; uÞÞ ≔ p i þ l · min W if u ¼ s i for some 1 ≤ i ≤ r; otherwise, wððs; uÞÞ ≔ ∞; • wððt i ; uÞÞ ≔ ∞ for all 1 ≤ i ≤ l; • wððu; t i ÞÞ ≔ min W if u ¼ t j i for some 1 ≤ j ≤ r; otherwise, wððu; t i ÞÞ ≔ ∞. Clearly, the above algorithm runs in polynomial time. To show that ðI ; l; 2d þ 2lÞ is a yes-instance if and only if one of ðI i ; l; dÞ is a yes-instance, observe that from the new root s we can only use the arcs between s and the old roots s i . By the weight upper bound p, we know that we cannot afford to use more than one of such arcs. Therefore, connecting s to T can be reduced to connecting one of the old roots to its corresponding terminals. This completes the proof. ▯
Algorithmic results.
In this section, we present two fixed-parameter algorithms for two variants of SCSS and 0-SCSS that restrict the allowed arc-weight ratio. Recall that, for the combined parameters, in Theorems 3.1 and 3.2 we have shown W[1]-hardness of SCSS for arc-weight ratio r ≥ 9 and of 0-SCSS for r ≥ 4. Now, we complement this with fixed-parameter tractability results for r ≤ 2 and r ¼ 1, respectively, leaving a small gap of unsettled cases. In addition, we show that these algorithms directly imply a significant running time improvement of the algorithm by Feldman and Ruhl [16] for these relevant cases. THEOREM 4.1. SCSS with arc-weight ratio at most 2 is solvable in
We consider only the case that p∕ ð2min w Þ < l ≤ p∕ min W since a Hamiltonian cycle over the terminals gives a total weight at least l · min W and at most 2l · min W . This means that to strongly connect the terminals in S we need an arc set with a minimum weight at least l · min w and a maximum weight at most l · max W ≤ 2l · min W . Thus, p ≥ 2l · min W always gives yes-instances, while p < l · min W gives noinstances. Therefore, the parameters l and p∕ min W are linearly related to each other. In particular, it suffices to show that the problem is solvable in Oð2 l · l 2 þ n 2 Þ time. To this end, we claim that there is always a Hamiltonian cycle on S having the minimum total weight among all arc sets strongly connecting S. Since a minimum-weight Hamiltonian cycle on S can be found in Oð2 l · l 2 Þ time [24] , the theorem follows. We allow Oðn 2 Þ time to read the entire input.
Claim. Among all arc sets strongly connecting the terminals in S, there is always one arc set A with a minimum total weight such that A induces a Hamiltonian cycle on S.
Proof. Let A denote an arc set strongly connecting S with a minimum total weight. If A induces a Hamiltonian cycle on S, then we are done; otherwise, we construct a new arc set A 0 from A such that A 0 induces a Hamiltonian cycle on S and wðA 0 Þ ≤ wðAÞ. Consider a maximal arc set P ⊆ A ∩ ðS × SÞ that forms vertex-disjoint paths on S. Let n p be the number of such paths. There have to be n p arcs in A that enter the startvertices of paths in P and n p arcs that leave the end-vertices. If there is only one arc a leaving the end-vertex of some path and this arc enters the start-vertex of this path, then the path together with the arc a form a cycle. As this cycle does not contain all terminals (due to our assumptions), there is an arc ðx; yÞ in A leaving this cycle. We modify P by removing the arc of P leaving x and adding a. If there is an arc from x to a starting point of some other path, we add it also. Further, we add an arc leaving the end-vertex of some other path and entering the start-vertex of this path, as long as this does not create a cycle. Then P is again a maximal set of arcs that forms vertex-disjoint paths on S. We apply the above strategy until every path has an arc leaving its end-vertex and not entering its start-vertex. This is possible as each application reduces the number of paths that do not satisfy the condition. We let n p still be the number of paths of P. Now there are n p arcs that leave the end-vertices of the paths and do not enter the start-vertex of the same path. Note that these arcs are distinct from the n p arcs entering the startvertices of the paths: if an arc leaving a path p 1 was equal to an arc entering a path p 2 , for some paths p 1 ≠ p 2 of P, then we could add this arc to P and still have a set of paths, contradicting the fact that P is maximal.
We connect the paths of P directly using arcs between their endpoints to construct a Hamiltonian cycle over the terminals. Let A 0 be the arc set of this Hamiltonian cycle. To connect the paths into a Hamiltonian cycle, we need at most n p arcs of total weight at most 2n p · min W , while the arcs of A \ P mentioned in the previous step have weight at least 2n p · min W . Thus, wðA 0 Þ ≤ wðAÞ.
▯ ▯ Next, we consider the "augmentation case" of 0-SCSS, namely, the case that there are only two weights and one of them is zero. In contrast to the W[1]-hardness of the augmentation case of 0-DSN (cf. Theorem 3.3), for 0-SCSS we achieve fixed-parameter tractability with respect to the number of terminals l. THEOREM 4.2. 0-SCSS with arc-weight ratio 1 is solvable in Oð4 l 2 −l þ n 3 Þ time. Proof. First note that in this case we have only two weights 0 and min W ¼ max W . Suppose that we are given an input instance of 0-SCSS consisting of V , w, S (where jSj ¼ l), and p. If p∕ min W ≥ l, then the answer is always yes, since we can connect all terminals to a cycle that costs at most l · min W . So, for the rest of the proof we will assume that p∕ min W < l.
We provide four polynomial-time executable data reduction rules that lead to a problem kernel with at most 2 · 2 l þ l vertices. Let A 0 ≔ fa ∈ V × V | wðaÞ ¼ 0g.
To simplify the presentation, the rules are described as modifications of the digraph H ≔ ðV ; A 0 Þ. The vertices of V \ S are called nonterminals. In the following, we use N þ A ðvÞ and N − A ðvÞ to denote the sets of vertices which have arcs in a set A directed from and to v, respectively. If clear from the context, then we omit the index A. The rules are ordered, and the next rule is always applied after the previous one cannot be applied any more. Later rules never produce a situation where an earlier rule could again be applied. The correctness of the rules follows from the proven fact that an instance produced by a rule is a yes-instance if and only if the original instance is a yes-instance. Rule 1. Contract strongly connected components of H into a single vertex. Since the arcs in A 0 can be added to any solution, Rule 1 is clearly correct. Moreover it can be exhaustively applied in Oðn 2 Þ time.
Rule 2. For any nonterminal v ∈ V \ S with both N − ðvÞ ≠ ∅ and N þ ðvÞ ≠ ∅ delete v and connect its neighbors appropriately; that is, continue with the digraph H 0 ≔ ðV \ fvg; A 0 \ ððfvg × N þ ðvÞÞ ∪ ðN − ðvÞ × fvgÞÞ ∪ ðN − ðvÞ × N þ ðvÞÞÞ.
After this rule is exhaustively applied, there remain only sources, terminals, and sinks in the digraph, and the connections between them are preserved. Hence, the resulting digraph does not depend on the order in which the vertices are considered. To see the correctness of the rule, it is enough to realize that any arc a ∈ = A 0 of the solution starting in v can be replaced by an arc starting in some sink reachable from v in H . Similarly, any arc a ∈ = A 0 ending in v can be replaced by an arc ending in some source from which v can be reached in H . This rule can be exhaustively applied in Oðn 3 Þ time, since there are n vertices and to apply the rule to one vertex takes Oðn 2 Þ time.
Rule 3. Delete all weight-0 arcs between two nonterminals. The rule can be applied in Oðn 2 Þ time. The following claim shows its correctness. Claim. If neither Rule 1 nor Rule 2 can be applied anymore, then there is an optimal solution that uses no arc of weight 0 between two nonterminals.
Proof of claim. Suppose, on the contrary, that each optimal solution uses some arc in A 0 ∩ ððV \ SÞ × ðV \ SÞÞ. Let A be an optimal solution with the minimum number of such arcs, and let a ≔ ðx; yÞ ∈ A ∩ A 0 be such an arc; that is, x; y ∈ V \ S. Clearly, x is a source and y is a sink in H ¼ ðV ; A 0 Þ; otherwise we could apply Rule 2. There is some arc (of nonzero weight) in A ending in x and some nonzero arc in A starting in y since A \ fag is not a solution. We can assume that there is only one arc ending in x in A for the following reason. If jN − A ðxÞj ≥ 2, then select an arbitrary x 0 ∈ N − A ðxÞ, and replace the arcs ending in x (except ðx 0 ; xÞ) by arcs ending in x 0 , and get another optimal solution that satisfies this assumption (each replaced arc was nonzero, as x is a sink in H ). Let us call this unique arc ðx 0 ; xÞ. Similarly, we assume that there is a unique arc starting in y, and we call it ðy; y 0 Þ. Let V 0 denote the minimal set S ⊆ V 0 ⊆ V such that A ⊆ V 0 × V 0 , and also assume that A is minimal in the sense that ðV 0 ; AÞ is a strongly connected digraph. Now distinguish the following sets of vertices (see Observe that in A \ fag there is no path from any vertex in N to any vertex in P (in particular, N ∩ P ¼ ∅), since otherwise there would be a path from x to y different from ðx; yÞ, and thus A \ fag would be a solution. There is also no path from O to P and from N to O according to the definition of N , P, and O. If N is empty, then A 0 ≔ ðA \ fðx 0 ; xÞ; agÞ ∪ fðx 0 ; yÞg is a better solution, since ðV 0 \ fxg; A 0 Þ is strongly connected, x is a nonterminal, and wððx 0 ; xÞÞ ≥ wððx 0 ; yÞÞ. Hence, N is nonempty. Similarly, P is nonempty since otherwise ðA \ fa; ðy; y 0 ÞgÞ ∪ fðx; y 0 Þg would be a better solution. Since N is nonempty and ðV 0 ; AÞ is strongly connected, there must be some arc from some vertex in N to some vertex outside N . But, as we have shown, it can end neither in O nor in P nor in y. Hence, it ends in x, and thus x 0 ∈ N . Similarly, y 0 ∈ P. Now let A 0 ≔ ðA \ fa; ðx 0 ; xÞ; ðy; y 0 ÞgÞ ∪ fðx 0 ; y 0 Þ; ðy; xÞg. To check that H 0 ≔ ðV 0 ; A 0 Þ is again strongly connected, observe that there is a path from x to y in H 0 formed by a path from x to x 0 (x 0 ∈ N ), the arc ðx 0 ; y 0 Þ, and a path from y 0 to y (y 0 ∈ P). The path from x 0 to x is formed by the arc ðx 0 ; y 0 Þ, a path from y 0 to y, and the arc ðy; xÞ, and finally the path from y to y 0 is formed by the arc ðy; xÞ, a path from x to x 0 , and the arc ðx 0 ; y 0 Þ. Since wððx 0 ; xÞÞ þ wðy; y 0 ÞÞ ¼ 2min W ≥ wððx 0 ; y 0 ÞÞ, we have wðA 0 Þ ≤ wðAÞ. Also, due to optimality of A we have wðA 0 Þ ≤ wðAÞ and wððx 0 ; y 0 ÞÞ ¼ wððy; xÞÞ ¼ min W . Thus A 0 is an optimal solution which uses fewer arcs of weight 0 between two nonterminals-a contradiction. ▯ Rule 4. If there are several nonterminals with the same neighborhood in H , then delete all of them except for one.
Rule 4 can be exhaustively applied in Oðn · l · log nÞ time by first encoding the neighborhood of each vertex as an l-bit string, then sorting these strings in Oðn · l · log nÞ-time and comparing the strings for each of OðnÞ pairs of vertices consecutive in the order; each comparison takes OðlÞ time, and if they are the same, deleting one of them can be done in OðnÞ time. To see the correctness, observe that we can reconnect the solution arcs with nonzero weight incident with deleted vertices to make them incident with the appropriate remaining vertex without affecting any connection between terminals.
Claim. If Rule 4 cannot be applied, then the digraph has at most 2 · 2 l þ l vertices. Proof of claim. The neighborhood of a nonterminal is formed only by terminal vertices. Moreover a nonterminal is always either a source or a sink. Hence, there are at most 2 · 2 l different neighborhoods and thus by Rule 4 at most 2 · 2 l nonterminals. Together with l terminals this gives the claimed bound on the number of the vertices. ▯ By the above claim, we have at most 2 · 2 l nonterminals in the reduced instance. To solve 0-SCSS on the reduced instance, try all possibilities to connect at most p∕ min W sinks out of 2 l many to at most p∕ min W sources out of 2 l many, and check whether in the resulting digraph the terminals are mutually interconnected. We have ð 2 l l−1 Þ ways to choose the sinks, ð 2 l l−1 Þ ways to choose the sources, and ðl − 1Þ! ways to interconnect them. Since at most 3l − 2 vertices are involved in such a solution, its strong connectivity can be checked in Oðl 2 Þ time. This yields time Oðð
Þ for this part of the algorithm. Thus, 0-SCSS with ratio 1 can be solved in Oð4 l 2 −l þ n 3 Þ time.
▯ The (0-)DSN algorithm developed by Feldman and Ruhl [16] uses an algorithm for (0-)SCSS as a subprocedure. Using the algorithms developed in the proofs of Theorems 4.1 and 4.2 in case of arc-weight ratios 2 and 1, respectively, as the subprocedure, the running time of the overall algorithm of Feldman and Ruhl can be significantly improved by roughly halving the degree of its running time polynomial for the relevant case of these small arc-weight ratios. COROLLARY 4.3. DSN with arc-weight ratio 2 and 0-DSN with arc-weight ratio 1 can be solved in Oð2 2l · l 2 · n 2l Þ time and Oð128 2l 2 −l n 2l þ n 2lþ3 Þ time, respectively. Proof. The (0-)DSN algorithm of Feldman and Ruhl [16] is based on a simulation of a game in which one moves some tokens along the arcs of the input digraph, the price of the move being the total weight of the arcs used. To this end, they construct a so-called "game graph," with vertices representing the possible token positions and arcs representing the legal moves. For (0-)DSN with l terminal pairs a game graph for l tokens is constructed, and the solution is then determined by a single shortest path computation in this graph. One type of legal move is moving some k ≤ l tokens along some strongly connected subgraph to their new positions. The price of such a move can be determined by solving an instance of (0-)SCSS with up to 2l terminals corresponding to old and new positions of the tokens. For this computation our algorithms can be used. Since there are at most n 2l such moves and the time needed to perform the corresponding computations overshadows all other steps of the algorithm (see section 6.2 of [16] for the details on the time complexity of the original algorithm), the result follows. ▯ While DSN with arc-weight ratio 2 only allows for a running time exponentially depending on the number l of terminal pairs, in case of arc-weight ratio 1 a simple argument suffices to achieve polynomial-time solvability independent of the value of l. PROPOSITION 4.4. DSN with arc-weight ratio 1 is solvable in polynomial time.
Proof. First observe that we can focus attention to arcs between terminals. If a nonterminal was part of an optimal solution, then we could reroute the arcs incident with it to some terminal without increasing the weight of the solution. Let ðV ; ðs 1 ; t 1 Þ; : : : ; ðs l ; t l ÞÞ and p form an instance of DSN with ratio 1 (a weight function is not necessary in this case). Consider the digraph D ¼ ðV t ; A t Þ, where V t ≔ ∪ l i¼1 fs i ; t i g is the set of terminals and A t ≔ fðs 1 ; t 1 Þ; : : : ; ðs l ; t l Þg.
It is easy to see that each (weakly) connected component can be treated separately. If such a component C is acyclic (that is, it does not contain a directed cycle), then we can compute a topological order of the vertices of C and then connect them according to this order by a simple path, from the first one to the last one. This can be done in polynomial time by standard techniques, and it is easy to see that in this way we obtain a solution of weight ðjC j − 1Þ · min W . As any solution must use at least jC j − 1 arcs to make this component connected, the solution is optimal.
If the considered component C contains a cycle, then at least jC j arcs are needed, and any cycle over the vertices of C constitutes an optimal solution. ▯ 5. Conclusion. We extended previous work on directed Steiner problems [16] . In particular, we examined the impact of the ratio of the arc weights on the parameterized complexity of three Steiner problems with respect to the considered parameterizations. Table 1 .1 in the introduction summarizes known and new results and indicates open questions. Specifically, the parameterized complexity of (0-)SCSS and DSN is unsettled for some small values of the arc-weight ratio. Given the vast literature on polynomial-time approximation algorithms, one may encounter many more questions to study concerning the parameterized complexity of network design problems in general-for instance, the connectivity augmentation problems with arc reversal and complement operations [1] . Moreover, it would also be interesting to investigate whether some restrictions on the graph structure, such as planarity, could lead to fixed-parameter tractability results of Steiner-type problems (see Bateni, Hajiaghayi, and Marx [2] for some approximation results). Finally, we contributed to parameterized complexity results for NP-hard problems on directed graphs, still a comparatively littledeveloped field within parameterized algorithmic graph theory (cf. [23] ).
