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Abstract
Virtual view synthesis technique renders a virtual view image from several pre-collected viewpoint images. The
hotspot on virtual view synthesis area is depth image-based rendering (DIBR), which has low one-time imaging
quality. To achieve high imaging quality artifacts, the holes must be inpainted after image warping which means
high computational complexity. This paper proposed a real-time virtual view synthesis method from light field.
Then the light field is transformed into frequency domain. The light field is parameterized and reconstructed from
image array. The virtual view is rendered by resampling the light field in frequency domain. After resampling the
image by performing Fourier slice, the virtual view image is obtained by inverse Fourier transform. Experiments
show that our method can get high one-time imaging quality in real time.
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1 Introduction
For many modern applications including special effects
on films, TVs, and surveillance as well as virtual reality
and other applications, it is often desirable to generate a
high-quality virtual view image of a 3D scene from a
viewpoint for which no direct information is available.
The virtual view is synthesized from information from a
number of known reference views (RV). Depth image-
based rendering (DIBR) technique is the hotspot in
virtual view synthesis field. Each pixel in RV has corre-
sponding depth information. The core of DIBR is 3D
image warping theory proposed by McMillan [1]. The
virtual view is synthesized by re-projection of every pixel
of referenced images in space.
The main drawback of DIBR technology is a low one-
time image quality. The holes [2, 3], artifacts [4, 5],
deformation [6], and abnormal edge [7] will appear after
image warping; repair works for these issues, such as
inpainting, have high computational complexity. Al-
though there are a lot of recent work on improving im-
aging quality in real time [8], Ho [9] and Xiao [10]
reduced the computational complexity and improved
operational efficiency in their work but still cannot
achieve real-time performance. Mori [11] and Zinger
[12] enhanced imaging quality in their work but further
increased computational complexity.
Levoy [13], the proposer of light field rendering theory,
called light field the “next generation display technology”
and introduced light field into computer graphics. Stud-
ies on light field have gotten good results in many re-
search areas, such as microscopic imaging [14], light
field camera [15], complex scene 3D reconstruction [16],
and accurate depth estimation [17]. Light field has
shown great potential in these research works.
For the first time, this paper applies the light field the-
ory to virtual view synthesis. Our method can synthesize
high-quality virtual view from the light field in real time.
2 Parameterization and collection of light field
Traditional cameras capture a 2D digital image, in which
each pixel is the energy integration of all rays that reach
the point in scene; the direction of these rays are not
distinguished. The image is a projection of 3D scene,
which makes the direction and position of rays lost.
Light field retains the directions and positions of rays in
scene.
2.1 Parameterization
In 1991, Adelson [18] proposed the concept plenoptic
function, which is expressed as L = plenoptic (Vx, Vy, Vz,
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θ, ∅, λ, t). Plenoptic function is a seven dimensional
function. (Vx, Vy, Vz) is the spatial position of the obser-
vation point, (θ, ∅) is the light pitch angle and azimuth
angle, λ is the wavelength of light, and t is the observa-
tion light recording time. Taking the propagation of light
in 3D space into account, the wavelength λ (color) gen-
erally does not change. Then the plenoptic function can
be reduced to five-dimensional, which is L = plenoptic
(Vx, Vy, Vz, θ, ∅). In most real-world scenarios, the light
that imaging system collected are propagating in a lim-
ited light path. Thus, light field can be represented using
two reciprocal parallel planar, called light field [13] or
lumigraph [19], which is expressed as L(u, v, s, t),
wherein (u, v) are coordinates of the camera focal plane
and (s, t) are coordinates of the image plane, as shown
in Fig. 1. Light field can be understood as a certain in-
tensity of light passing through the point (u, v) and (s, t)
on the two planes. In this representation, a ray is repre-
sented by two points in (u, v) and (s, t), so the direction
and position can be determined, meanwhile the
characterization of light down to four-dimensional,
moreover light field can be limited into the effective area
of the two planes. In practical, color information λ rep-
resented by RGB channel and different frames can ex-
press time information t. Therefore, light field could
only focus on direction and position.
2.2 Light field collection based on camera array
The camera array is a basic model of light field acquisi-
tion equipment, which has a number of digital cameras
accurately aligned in the same plane with fixed spacing.
Figure 2 is the Stanford multi-camera array [20].
Equation (1) interprets the parametric form of light
field. The (u, v) plane is the main lens plane and (s, t) is
the image plane. LF(u, v, s, t) represents the radiation of
light, while F is the distance between (u, v) and (s, t).
The amount of received radiation on the image plane
can be expressed as EF(s, t). θ is the angle between light
LF(u, v, s, t) and the (u, v) plane. A(u, v) is the pupil func-
tion, which describes the impact of light coming in
through the imaging system. Taking amplitude and
phase of the light will change in the imaging system for
instance.
EF s; tð Þ ¼ 1
F2
∬LF u; v; s; tð ÞA u; vð Þcos4θdudv ð1Þ
In practical, lights are not in pupil L(u, v, s, t) = 0, Eq.
(1) can be reduced to Eq. (2), which is the classical im-
aging equation (imaging equation [21]).
EF s; tð Þ ¼ 1
F2
∬LF u; v; s; tð Þ cos4θdudv ð2Þ
Then by the paraxial approximation, Eq. (2) is reduced
to Eq. (3); finally, an approximate digital image is calcu-
lated using numerical integration.
EF s; tð Þ ¼ 1
F2
∬LF u;v;s;tð Þdudv ð3Þ
3 Method
In this paper, we propose a real-time virtual view synthe-
sis method based on light field; the algorithm flow chart
is shown in Fig. 3. First, light field is reconstructed ac-
cording to the image array captured by camera array.
Then, a virtual view image is synthesized by resampling
the reconstructed light field, and this process is real time
when light field is reconstructed.
3.1 Light field reconstruction
The photosensitive device inside camera captures im-
ages. Each position on these photosensitive devices cap-
tures all the light irradiation on it. Figure 4a describes
Fig. 1 Parameterization of light field
Fig. 2 Stanford multi-camera array
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how a pixel on a camera sensor is formed, wherein u plane
is the plane of the main lens of the camera and s plane is
the image plane of the camera; the thin lines represent the
light converged on a pixel in the imaging plane through
the main lens. Figure 4b describes a pixel which is formed
in the s plane by overlaying a series of light pass through
the main lens in the u plane. The box in Fig. 4b represents
that all the light pass through the main lens and image on
the s plane. The linear inside box intersects with axis s at
point (a, 0) means a series of light pass through the u
plane forms pixel (a, 0), which is the pixel in Fig. 4a. Here,
for convenience of explanation, this example uses only
one dimension each of plane (s, t) and plane (u, v). In
practical, the imaging process also includes the vertical
dimension v and t of light.
In the conventional imaging process, light is projected
on the image plane which makes the position informa-
tion of light on the s plane recorded but does not record
the location information on the u plane. However, in a
camera array, the imaging process, the resultant is a
multiple image array of the same scene. This is equiva-
lent to placing lots of main lens on the u plane in Fig. 4,
which means the position information of light on the u
plane is recorded. Therefore, using camera spatial rela-
tionship and imaging Eq. (3), a light field is captured.
As shown in Fig. 5, the focus in different distances
from the plane s' and s, in Eq. (3) F is different; the re-
sult is equivalent to cutting the propagation of light in a
track, different facets obtained. When camera is focused
on the new plane s, F' changes into F, then expressed
LF(u, s) with LF (u, s'); thus, a new image is synthesized.
As shown in Fig. 5, LF described by (u, s') also can be
described by (u, s). Thus, let α = F '/ F, by the similar tri-
angles, and then extending two-dimensional to four-
Fig. 3 Framework of light field-based virtual view synthesis
Fig. 4 (a) describes how a pixel on camera sensor is formed, (b)
describes a pixel which is formed in s plane by overlaying a series of
light pass through main lens in u plane Fig. 5 Change in focus
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Fig. 6 The relationship between photographs and light fields is integral projection in the spatial domain (middle row) and slicing in the Fourier
domain (bottom row)
Fig. 7 (a) is a synthetic virtual view, (b) shows the relationship of rays between two planes,(c) shows the Fourier slice in frequency domain
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dimensional case, the following equation can be
obtained:
LF 0 u; v; s








Ng [22] have used Eq. (4) to achieve a light-field image
refocusing work. In this paper, a pixel of slices of light
field is calculated by Eqs. (3) and (4). Thus, any virtual
view in light field is given by Eq. (5):
E αFð Þ s0; t0ð Þ ¼ 1
α2F2









The formula expressed that image can be taken as
a slice of 4D light field project on a 2D plane. There-
fore, each image in image array can be taken as a
slice of the light field of a certain scene project on a
2D plane.
3.2 Resampling in frequency domain
Although the spatial relationship between the image and
the light field can be visually described in space domain,
but the description itself is an integral projection
process, algorithm of this process usually have high
computational complexity O(n4). In contrast, the rela-
tionship between images and light field in frequency do-
main can be simply express as an image is a 2D slice of
4D light field in Fourier domain. This conclusion stems
from the fundamental theory Fourier slice theorem by
Ron Bracewell [23] proposed in 1956. The classical the-
ory has a great contribution later in the field of medical
imaging, computed tomography scanning, and positron
imaging technology.
Classic Fourier slice theorem performs a 1D projection
in a 2D function; this theorem can be extended to 4D
[22]. Figure 6 is a graphical illustration of the relation-
ship between light fields and photographs, in both the
spatial and Fourier domains. The middle row shows that
photographs focused at different depths correspond to
slices at different trajectories through the ray-space in
the spatial domain. The bottom row illustrates the
Fourier-domain slices that provide the values of the pho-
tograph’s Fourier transform. The slices pass through the
origin. The slice trajectory is horizontal for focusing on
the optical focal plane, and as the chosen virtual film
plane deviates from this focus, the slicing trajectory tilts
away from horizontal.
We use Fourier slice theorem to synthesize virtual
view images based on image array. Figure 6 shows this
theory in our application. Figure 7a is a synthetic virtual
view. Figure 7b shows the relationship of rays between
two planes, which is a number of rays through plane u
will converge to a point in plane s. Figure 7c shows the
Fourier slice in frequency domain, which coincides with
ks axis.
The two planes parameterize light field are finite actu-
ally, and the size is constrained by camera array size and
other parameters. Therefore, when it comes to frequency
domain, the slice is not a line but a line segment, and
when it comes to space domain, it is a tangent plane
which is not perpendicular to plane (u, v) and plane (s,
t). As shown in Fig. 8, if the tangent is out of blue range,
such as the yellow tangent, the resolution of virtual view
image is deleted; if the tangent is in the blue region, such
as the red tangent, the resolution of virtual view image
is not deleted. Therefore, when resampling in frequency
domain, in order to get a full-resolution image, the focal
Fig. 8 Full resolution in finite frequency domain
Fig. 9 Complexity in space and frequency domain
Table 1 The software and hardware environment
CPU Intel(R) Core(TM) i7-4790 K @ 4.00 GHz
GPU NVIDIA(R) GeForce GTX TITAN X (16 GB)
RAM 16GB DDR3 1600 MHz
OS Windows 10 professional x64
Software OpenGL, C++, OpenCV 2.4.11, CUDA 7.0
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length should be shorter than the distance between
plane (u, v) and (s, t).
The process of virtual view synthesis can be trans-
formed from space domain to frequency equivalently.
First, transforming light field into frequency domain,
the transformation formula is:
GF f u; f v; f s; f t ;ð Þ ¼ g4 LF u; v; s; tð Þf g: ð6Þ
Second, performing Fourier slice, the formula is:
GF ‘ f s; f tð Þ ¼
1
F2
GF Ba−T f u; f v; f s; f t½ T
 
: ð7Þ
Finally, the virtual view 2D image obtained by inverse
Fourier transform, the formula is:
EF s; tð Þ ¼ g2 GF 0 f x; f t
  	
: ð8Þ
Equations (6) to (8) are the resampling imaging
process in frequency domain, in which fu, fv, fs, and ft are
the projection of the Fourier domain.
This process reduces the computational complexity of
virtual view synthesis, thereby contributing to the real-
time performance of virtual view synthesis. Figure 9 is a
schematic view of the complexity of algorithms in spatial
and frequency domain [22]. The frequency domain light
field data can get from the collecting device, meanwhile
the context of real time in this paper is after the recon-
struction of light field. Therefore, computational com-
plexity of operation in the frequency domain is
O(n2logn) +O(n2) =O(n2logn), which is reduced a lot
compared to O(n4) when operating in space domain.
4 Results and discussion
4.1 Experiment environment
The experiment environment is listed in Table 1.
4.2 Experiment 1: open dataset
In section, the algorithm proposed in this paper will be
tested and analyzed based on public light field data col-
lection Stanford multi-camera array [20]. The selected
data sets are “amethyst,” “chess,” “tarot cards and crystal
ball” (referred to as “ball”), “knight,” and “gantry” image
data arrays. Image arrays’ information is shown in
Table 2.
4.2.1 Real-time performance experiment
In this section, the real-time performance is evaluated
by frames per second (fps). The more frames rendered
per second, the better real-time performance is.
The experimental design is as follows:
1) The viewpoint is moving along the red path in Fig. 10.
2) This process lasts 18 s. From start to end, fps is
calculated each second. Thus, average fps and
one-time imaging time can be obtained.
Table 2 Image array information
Image array Amethyst Chess Ball Knight Gantry
Image amount 17 × 17 17 × 17 17 × 17 17 × 17 17 × 17
Image resolution 768 × 1024 1400 × 800 1024 × 1024 1024 × 1024 640 × 1024
Single image size(KB) 939 ~ 968 1265 ~ 1274 1657 ~ 1687 1263 ~ 1280 873 ~ 883
Total size (MB) 269 358 473 356 248
Fig. 10 Viewpoint movement path Fig. 11 Real-time performance experiment result
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Figure 10 is a visualization of plane (u, v) in a pa-
rameterized light field. The dark square is the light
field we constructed. Each dark point in dark square
represents the center of a camera in camera array.
The white point upper left is where the viewpoint
starts. The black point lower left is where the view-
point ends. The red broken line is the path which
viewpoint moves along. The blue point upper left
means the viewpoint is closer to that camera. The
viewpoint is moving along the red path. The view-
point movement trajectory covers all camera points,
from start to end.
The results are shown in Fig. 11. Frame rate is be-
tween 28 and 32 fps, which means we can render around
30 images per second.
4.2.2 Vision effect experiment
The virtual view synthesis results are shown in Fig. 12.
The left column in Fig. 12 is a real view, while the right
is a synthesized image in the same position.
As shown in Fig. 12, virtual view images of amethyst
and chess are similar with real images. Synthesized
image in ball blurs obviously.
When evaluating the quality of synthesized images, we
usually compare the real view image and the synthesized
image. The more similar they are the better vision effect
there is. PSNR is a common objective evaluation stand-
ard of image quality, the unit is dB, and the greater the
value, the better synthesis quality is.
Figure 13 is a PSNR distribution on amethyst, chess,
and ball. The average PSNR of amethyst and chess is 31
and 32.9, which meet the basic synthetic quality virtual
view requirement [24]. Ball’s average PSNR is 21.2,
which is consistent with visual effects.
The reasons why we did not get good result in data set
Ball are as follows:
1) This data set is a close-up image array, compared
with amethyst and chess with the same space
between cameras; the rays captured in ball have
Fig. 12 (a) shows real and synthesized images of Amethyst, (b)
shows real and synthesized images of Chess, (c) shows real and
synthesized images of Ball
Fig. 13 PSNR of virtual view
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larger angle of incidence, which results in the
attenuation effect of the incident light [25].
2) The scene contains a relatively large transparent
object [26], which has negative influence on
resampling. This is a current problem in this area,
our algorithm provides no special treatment with
this case, which lowers the imaging effect.
4.3 Experiment 2: simulated dataset
In this experiment, we compare the real-time perform-
ance and imaging quality of our algorithm with a DIBR-
based virtual view synthesis algorithm. Limited by
current studies, the data used in two virtual view synthe-
sis methods do not support mutual-use. Therefore,
simulation scenario is used in this experiment.
In simulation scene (Fig. 14), we use a 4 × 4 camera array
with a 10-cm spacing. For DIBR algorithm, we choose cam-
eras at row 2 and column 1 and column 2, the virtual view
is between them. Images’ resolution is 1024 × 768.
Most of studies based on DIBR in recent years is some
improvements based on the framework proposed Do
[24], for example, depth image preprocessing [27],
improved hole-filling algorithm [28], allocation of re-
sources [9], and parallelization acceleration. So in this
Fig. 14 (a) is the ground truth, (b) is the result of Do's method, (c) is our method's result. The second and fourth row are partial enlarged details
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experiment, we selected a DIBR synthesis algorithm pro-
posed by Do [24].
4.3.1 Real-time performance experiment
As shown in the 2 row of Table 3, Do’s algorithm still
cannot synthesize one image within 100 ms after 128 ×
128 thread CUDA acceleration. In Do’s work, one image
is synthesized in 25,000~30,000 ms when implementa-
tion on CPU (Do 1). Implementation on GPU with
128 × 128 threads block (Do 2) reduces the time to
2300 ms; the main reason is that the latter part of the
image restoration process is a complicated algorithm.
The imaging time of a single image is 33 ms in our algo-
rithm, which is consistent with earlier experiments and
means our algorithm can achieve better real-time
performance.
4.3.2 Vision effect comparison
As shown in Fig. 14, column (a) lists real image and the
details in virtual view position, column (b) lists images
synthesized by Do’s algorithm, and column (c) lists im-
ages synthesized by our algorithm. In the cups scene, we
can see that our result is much more similar to the
ground truth at the right edge of the cup (the first and
second rows in Fig. 14). In the bowling scene, there are
ghost edges and blurring on the bowling pins because of
the specular surface, and our result is good.
Objective evaluation results are as shown in Table 3
from 3 to 5 rows. The PSNR, MSE, and SSIM differ-
ences between our method and Do’s method were small,
but our algorithm has better visual result in real-time
performance.
4.4 Experiment 3: light field compression
The large amount of data is a challenge to our virtual
view synthesis method. This problem can be solved by
taking a compression algorithm. In this experiment, we
choose a light field compression algorithm proposed by
Magnor [26]. Table 4 shows the size of light field and
compressed light field. The bandwidth problem caused
by large amount of data can be solved by using light field
compression algorithm.
5 Conclusions
Traditional DIBR based virtual view synthesis method
has low one-time imaging quality, and it is time-
consuming to deal with artifacts, holes, and other issues.
Our light field based virtual view synthesis method pro-
vides a better one-time imaging quality, and no repair
work is needed after first-time imaging, which means
lower computational complexity; thus, high-quality and
real-time virtual view synthesis is performed in this
paper. Experiments show that the virtual view synthetic
methods proposed in this paper provides good perform-
ance in real time and objective image quality using light
field. But with transparent objects in the scene, the im-
aging quality is not high enough. Tao [25] in their study
has made some attempt for this issue, which is also the
direction of our next study. Moreover, our method is
currently only performed on image array. The amount
of data will be larger when it comes to videos. Our next
work is to compress light field.
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