Then to construct x n := (x (1) n , x (2) n , x Further let us recall the definition of digital (0, 2)-sequences in base 2: A digital (0, 2)-sequence in base 2 is a sequence x 0 , x 1 , . . . in [0, 1) generated as follows: Choose two N × N-matrices C 1 and C 2 over Z 2 such that for every integer s ≥ 1 the upper left s × s-matrices C 1 (s) and C 2 (s) generate a digital (0, s, 2)-net in base 2 (a digital (0, s, 2)-net in base 2 is defined analogously as a digital (0, s, 3)-net in base 2-see Section 3). Then to construct x n := (x (1) n , x (2) n ) for n ≥ 0, represent n in base 2: n = n 0 + n 1 In this paper we study the star discrepancy of digital (0, s, 3)-nets in base 2 and of digital (0, 2)-sequences in base 2. With the help of Walsh series analysis we improve the general bound for the star discrepancy of digital (0, s, 3)-nets in base 2 given by Niederreiter (Theorem 1). Further we give an improved upper bound for the star discrepancy of digital (0, 2)-sequences in base 2 (Theorem 3) from which we conclude-in the same way as Niederreiter did in [6] -the existence of digital (0, s, 3)-nets in base 2 with an essentially smaller bound for the star discrepancy than the general bound given in Theorem 1 (Theorem 2).
The results.
We have the following general upper bound for the star discrepancy of digital (0, s, 3)-nets in base 2. This bound improves the discrepancy bound given in [6] .
where
The proof will be given in Section 4. From Theorem 1 we immediately get the following corollary:
where the maximum is taken over all digital (0, s, 3)-nets in base 2.
Actually we can prove the existence of digital (0, s, 3)-nets in base 2 with an essentially smaller constant at the leading term in the discrepancy bound as given in Theorem 1. We have
The proof of this theorem will be given in Section 5. The digital (0, s, 3)-nets in base 2 for which the discrepancy bound in Theorem 2 holds are obtained by setting x n = (n/2 s , y n ), n = 0, . . . , 2 s − 1, where y n is the nth element of a digital (0, 2)-sequence in base 2. We shall see that the above Theorem 2 is a consequence of the following theorem: The proof of this theorem will be given in Section 5. Combining the result from Theorem 3 with the result of Faure [1] mentioned in Section 1 we obtain
where the maximum is taken over all digital (0, 2)-sequences in base 2.
3. Notation and auxiliary results. For 0 ≤ α, β, γ ≤ 1 we consider the discrepancy function
Since the generating matrices C 1 , C 2 and C 3 of a (0, s, 3)-net must be regular, and since multiplying C 1 , C 2 and C 3 by a regular matrix A does not change the point set (only its order) we may always assume that
We will call 1
N at most by the almost negligible quantity 3/N and seems for nets to be the more natural measure for the irregularities of distribution.
We need some further notation: For any s-bit
and for a non-negative integer k = k s−1 2
For the proof of Theorem 1 we need two auxiliary results. 
where wal k denotes the kth Walsh function in base 2 (see Remark 1),
where ψ(x) is periodic with period 1 and 
Proof of Lemma 1. This is a simple calculation, to be found for example in [3, Lemma 2] .
Proof. See [4, Lemma 2] .
For the proof of Theorem 3 we need some further notation and auxiliary results:
The concept of shifted digital (0, s, 2)-nets in base 2 is a slight generalization of the well known concept of digital (0, s,
which is generated as follows: Choose two s×s-matrices C 1 , C 2 over Z 2 with the following property: For every integer k, 0 ≤ k ≤ s, the system of the first k rows of C 1 together with the first s − k rows of C 2 is linearly independent over Z 2 . Further choose two fixed vectors k i = (k
with n j ∈ {0, 1}. Now multiply C i with the vector of digits and add the vector k i , i.e.:
and set
Remark 2. In the definition of usual digital (0, s, 2)-nets in base 2 the vectors k i , i = 1, 2, are omitted.
For the star discrepancy of shifted digital (0, s, 2)-nets in base 2 we have the following result:
Proof. In [4, Theorem 5] this lemma was proved for digital (0, s, 2)-nets in base 2. It easily follows from the proof that the assertion is also true for shifted digital nets.
Finally we need the following general result which is well known in the theory of uniform distribution modulo one:
Proof of Theorem 1. Due to formula (1) it suffices to show that
) ∈ [0, 1) by Lemma 1 we have
)wal l (y (2) )wal m (y
)wal l (y (2) )wal m (y (3) ).
Let now
i , x
i )
From [4, Theorem 5] together with the proof of [4, Theorem 1] it follows that
|Σ i | ≤ s 3 + 19 9 for i = 1, 2, 3, and hence it suffices to show that
for all digital (0, s, 3)-nets in base 2. We now consider
and we define
3s , ⊕).
(For more details see [2] or [5] .)
Now we have wal k,l,m (x
(by the definition of the net); this means
and this is satisfied if and only if
by the definition of δ and ε. Hence ,m) ) . 
for some k i ∈ Z 2 (therefore in the following we sometimes write υ(k(n)) = w). Now we have to consider three cases:
Then the matrix (C (u,v) , e 1 , . . . , e w ) has rank s − 2 and therefore the system (2) has one or no solution.
2. u + v + w = s − 1. Then the matrix (C (u,v) , e 1 , . . . , e w ) has rank s − 1 and therefore the system (2) has one or no solution.
3. u + v + w ≥ s. Then the matrix (C (u,v) , e 1 , . . . , e w ) has rank s and therefore the system (2) has exactly 2 u+v+w−s solutions.
In the following we give the solutions of the system (2) in the above three cases and calculate the values of Σ 6 (u, v, w). 
Assume that λ (note that D = D(u, v) exists due to the (0, s, 3)-net property). We have
. . . c and hence for u + v + w = s − 2 we have
) be as in case 1. We consider two subcases:
Assume that D n is a solution of the system (2). Then we find as in case 1 that
Let r ∈ Z 
This system has a unique solution and this solution is n 0 . From this together with (3) it follows that the system
cannot have a solution.
Altogether for u + v + w = s − 1 we have
3. u+v+w ≥ s. We know that system (2) has exactly 2 u+v+w−s solutions. Again we consider two subcases.
Proceeding as in case 1 we find that the solutions of system (2) are given by D n where
with arbitrary n 0 , . . . , n u+v+w−(s+1) ∈ Z 2 . From this we get
n as in (4) (−1)
).
where 
We have
where I is the s × s unit matrix, we get the following solutions for our equation system:
for arbitrary k i ∈ Z 2 and arbitrary r i ∈ Z 2 and where e i is the ith unit vector in Z u+v−s 2 
Then we can write n as
where e w+1 is the (w + 1)th unit vector in Z u+v 2
. Inserting in (5) yields
We consider three cases.
where we used Lemma 2. Hence
We have 
Now with Lemma 2 we get
s−(u+v)+p−1 w=s−(u+v) ψ(2 w α) − ψ(2 s−(u+v)+p α) = s−(u+v)+p−1 w=0 ψ(2 w α) − ψ(2 s−(u+v)+p α) − s−(u+v)−1 w=0 ψ(2 w α) = α s−(u+v)+p+1 − α s−(u+v)+1 − ψ(2 s−(u+v) α).
