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Abstract
There are two methods to study families of conformal theories in the operator formalism.
In the first method we begin with a theory and a family of deformed theories is defined in
the state space of the original theory. In the other there is a distinct state space for each
theory in the family, with the collection of spaces forming a vector bundle. This paper
establishes the equivalence of a deformed theory with that in a nearby state space in the
bundle via a connection that defines maps between nearby state spaces. We find that an
appropriate connection for establishing equivalence is one that arose in a recent paper by
Kugo and Zwiebach. We discuss the affine geometry induced on the space of backgrounds
by this connection. This geometry is the same as the one obtained from the Zamolodchikov
metric.
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1 Introduction
The basic problem facing string theory is that we know no principle to select the right background
(i.e the right Conformal Field theory, henceforth CFT) from the plethora of consistent string
models. One line of work, places faith in String Field Theory(SFT) as a route to discovering
a formulation with more predictive power than the present one. By investigating the relation
between the SFT actions of “nearby” backgrounds, one hopes to progress toward an analogue of
SFT, that does not require choosing of a specific background. Since the SFT action is constructed
using the operator formalism it is natural in these investigations to use this formalism.
Deforming CFT’s: In the operator formalism two methods for the study of nearby CFT’s,
have received attention. One method formulates the new CFT in the state space of the old one.
An explanation of this statement follows. CFT’s are, leaving aside subtleties, representations
of the algebra of P(g, n), the space of n punctured Riemann surfaces with coordinates chosen
around the punctures. This means that for every point p ∈ P(g, n) we have an n tensor, |p> in
the space of tensors T on the state space H and that the algebraic operation of sewing surfaces
in P(g, n) is realized as an operation on the associated tensors. By saying that the new CFT
is formulated in the state space of the old we mean that for each point p ∈ P(g, n) we have a
new n tensor |p>new defined on the same state space such that the CFT axioms (essentially the
sewing requirement) hold. In practice we do not know how to define the |p>new exactly. Instead
one assumes that the new theory is defined in a power series in a small parameter ǫ, with an
explicit prescription given only for the first two terms. This method was developed by many
authors [DEF] and was summarized succinctly by Nelson, Campbell and Wong [NCW]. Sen [S]
has used this method to study the relation between SFT actions of theories related by “exactly
marginal” perturbation.
Nearby CFT’s in distinct state spaces: Kugo and Zwiebach [KZ] discuss another approach to
exploring nearby conformal theories. They begin with a specific space of backgrounds with a dif-
ferent state space for each background. The space of backgrounds B they consider, arises through
toroidal compactification. A specific background is characterized by a matrix E of dimension
d equal to the number of compactified dimensions. This matrix contains the compactification
data [NSW]. The state space of the background at E is denoted HE and is constructed through
the action of oscillators α(i)m (E) and α¯
(i)
m (E) on the vacum |0>E, for all m > 0 and i = 1...d. In
mathematical language then, what we have is a vector bundle VB with base space B and fibers
HE. One then defines a “connection”, ΓKZ , on the vector bundle VB to infinitesimally transport
arbitrary tensors - and hence those that define CFT correlation functions - from one background
to another (i.e from one basepoint to another).
The result of this paper: The method described by Nelson, Campbell and Wong in [NCW] is
generally applicable to any CFT. It can in particular be applied to the background E. Doing so
we obtain a new theory defined in HE. We expect this new theory to be equivalent to the theory
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defined at a background E ′, for some E ′. This derives from the idea that deforming theories a
la NCW “corresponds” to adding a term to the Lagrangian in functional integration and hence
that the deformed theory and the theory at E ′ are different operator realizations of the same 2-d
lagrangian. To our knowledge this plausibility argument for equivalence has not yet been turned
into a proof within the operator formulation of CFT’s. The main result of this paper is the proof
of the equivalence of a deformed theories with that at a different background to first order in
the perturbing parameter ǫ. This result can be restated as follows. We establish the existence
of a connection on the vector bundle VB with the property that the parallel transport it defines
(to first order in ǫ) establishes the equivalence of a deformed theory in HE to the theory defined
in E ′. We note that in another context, that of quatum field theories, Sonoda [S] has dealt with
connections on the vector bundle of theories.
We will now explain the meaning of this result. First we detail what it means for two CFT’s
to be equivalent in the operator formalism. Equivalence means that there is an isomorphism (a
one to one and onto map), fEE′ between HE′ and HE with the property that the map f
T
EE′ it
induces between the space of tensors TE′ and TE, carries the tensors, |p>E′, of the theory at E ′
into the corresponding tensors |p>newE , of the new theory at E. In terms of the diagram of Fig. 1
below we require that the maps in the triangle commute (i.e CFTnew = f
T
EE′ ·CFT ). The maps
named CFT from P(g, n) to TE and TE′ are the ones that define the CFT in the respective
backgrounds whereas CFTnew is the one that defines the deformed theory in the state space HE .
We will require in addition that the map fEE′ carry the complex conjugation operator, CE in
one space into the conjugation operator CE′ in the other. Recall that the operator CE together
with the BPZ product defines the hermitian inner product on the state space. Our condition on
CE then implies that fEE′ preserves the hermitian inner product.
HE HE′✛
fEE′
TE TE′✛
fTEE′
❅
❅
❅
❅
❅
❅
❅
❅❘
CFT
 
 
 
 
 
 
 
 ✠
CFTnew
✬
❄
CFT
P(g, n)
Figure 1
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An isomorphism fEE′ that makes the triangle of maps commute is not unique since there
could be automorphisms of the state space which preserve all the states |p > of the CFT -
that is there could be symmetries. If S denotes a symmetry of the perturbed CFT at E (i.e
S|p>newE = |p>newE ) then S · fEE′ defines another isomorphism that establishes the equivalence
of theories. The possibility of non trivial maps S (not equal to the identity) exists because the
set of tensors |p> that arise from a CFT only constitute a subset (not a subspace) of the space
of all tensors. A non trivial symmetry S preserves the tensors in this subset but must change
some of the tensors outside of this subset.
Having detailed the meaning of equivalence of conformal theories in the operator formalism
we define what it means for a deformed theory to be equivalent to a nearby one to the first
order in the perturbing parameter ǫ. To do so we introduce a connection Γ on the vector bundle
VB. A connection, Γ associates with every path between E
′ and E a map from HE′ to HE, and
hence a method of transporting tensors. In particular the connection can be used to transport
the tensors arising from the CFT map. Instead of paths we will be considering the case E ′ being
nearby to E, that is E ′ = E + ǫδE, where δE is thought of as an element of the tangent space
TEB. The pair E and E
′ is all that is necessary to define the transport of tensors to first order
in ǫ. The transported tensor in TE is denoted Γ(E,E
′)|p>E′. Here Γ(E,E ′)|p>E′ is understood
to include a factor of ǫ. Note that this first order transport does not require us to solve the
equation of parallel transport for a connection. Now we need to say to which deformed theory
at E we are going to compare the theory transported from E ′. To answer this we recognize that
the perturbing operators, ∂zx
iδEij∂z¯x
j , that define the deformation of a theory a la [NCW] (see
Eqns.( 4),( 22)) are defined by a matrix δE, of the same dimension as the one that defines a
specific background. There is then a natural identification of TEB, the tangent space to B at the
point E with the subspace of “exactly marginal” states in HE , denoted ME . This identification
defines the deformed theory to which we are to compare the theory transported from E ′. If the
transported tensors are to be equal to the deformed tensors to first order in ǫ then the connection
must satisfy the equation below
∆|p>E= Γ(E,E ′)|p>E′ −|p>E ∀p ∈ P(g, n), (1)
where ∆|p>E denotes the first order correction in deforming theories by the method described
in [NCW](See Eqn.( 4)). In this paper we will show the existence of a connection satisfying this
condition. This connection was first defined in [KZ] and we denote it ΓKZ . If we define
δ|p>E= ΓKZ(E,E ′)|p>E′ −|p>E . (2)
then the condition of Eqn.( 1) can be written as
∆|p>E= δ|p>E ∀p ∈ P(g, n) The condition for first order equivalence (3)
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Verifying this equation, henceforth called the condition for first order equivalence, is the main
task of this paper.
Geometry induced by connection: Having noted that the identification between the tangent
space TEB and the space of exactly marginal statesME is not without significance we investigate
the geometry of B. The identification suggests a natural candidate for a metric on B, the
Zamolodchikov metric.We will denote the connection associated with this metric as ΓZ . This
connection on the space of theories is related to the contact terms that arise in conformal theory
and was investigated by Kutasov [K]. Note that this is a connection on the manifold B as
distinguished from a connection on the vector bundle VB, such as ΓKZ . However ΓKZ gives rise
to another candidate for a connection on B. When ΓKZ is used to transport states in ME′ to
HE, the transported state will not in general lie in ME . If however it is projected back into ME
with the BPZ metric, a connection PΓKZ on the space B is obtained through the identification
of TEB and ME . We will show that the two connections, ΓZ and PΓKZ are the same.
Issues not addressed in this paper: There are other issues that still need investigation with
regard to connections that satisfy the condition for first order equivalence Eqn.( 3). Firstly we
would like to establish the curvature of this connection in the vector bundle. If it is flat then the
map that it defines between points E ′ and E are independent of path. If not we have a family of
maps that identify a deformed theory with that at a different point. Secondly the remarks on the
non-uniqueness of the map fEE′ suggest that there is no unique connection satisfying Eqn.( 3).
What then is the space of such connections ? Thirdly if the condition of flatness is imposed on the
connection what subset of this space are we restricted to ? Lastly for a connection the holonomy
around any closed curve would yield symmetries of the theory at a particular background and
this would be interesting to study as well.
The investigation of these issues requires that we resolve the problems associated with higher
order corrections both in deforming conformal theories and in defining parallel transport with the
connection. In our present understanding the higher order corrections in deforming conformal
theories are divergent. In addition the prescription for transporting states from one background
to another also yields divergences if we attempt to include higher order corrections. In this
paper we have not had to deal with these problems since we work not with actual deformations
or actual maps, but only with their infinitesimally analogues. While the condition for first order
equivalence, Eqn.( 3), is a necessary requirement on a connection that establishes equivalence of
theories, it is not sufficient. Unless we show that actual maps can be obtained through parallel
transport and that actual deformations exist we would not have established the equivalence of
deformed theories to those in a neighbouring background. We hope to address the issue of higher
order corrections in the near future.
Plan of this paper: This paper is organized as follows. The task of sections 2 through 6 is the
verification of the condition for first order equivalence, Eqn.( 3). Section 2 is a brief review of
the standard method of deforming theories which was summarized in [NCW]. Section 3 reviews
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the necessary parts of the [KZ] paper. In Section 4 we argue that in order to establish the
Eqn.( 3) it is sufficient to (a) check that ∆|p >E= δ|p >E for one point in each of the spaces
P(0, 1), P(0, 2) and P(0, 3) and (b) check that ∆Ln(E) = δLn(E) where Ln are the Virasoro
operators (To understand this equation recall that an operator such as Ln is also a tensor).
This argument uses the sewing property of tensors in conformal field theory and the transport
properties of the Virasoro operators. In the appendix we show that Eqn.( 3) is satisfied for
all contact interactions. A contact interaction is one where the |ξ(z)| = 1 discs of the local
coordinates ξ(z) exactly cover the entire surface. This result ensures that we have at least one
point each in P(0, 2) and P(0, 3) with the requisite property. This however leaves out the case
of P(0, 1) where the notion of contact interaction is not meaningful. Section 5 remedies this
by showing that ∆|S 1
z
>= δ|S 1
z
> where |S 1
z
> is the state associated to the sphere with one
puncture at ∞ with standard coordinate 1/z. In section 6 we show that ∆Ln(E) = δLn(E)
where Ln are the Virasoro operators. This completes the proof of the condition for first order
equivalence. In section 7 we consider (affine) geometry on the space of backgrounds B and
establish that ΓZ = PΓKZ. Section 8 is devoted to conclusions and questions that remain to be
answered.
2 Review of Ref [NCW]
The paper of Nelson, Campbell and Wong [NCW] describes how, given a CFT one can define a
new one in the same Hilbert space. More precisely we think of the tensors of the new CFT as
being defined by a power series in a parameter ǫ. The zero order term for the tensor associated
to a point p ∈ P(g, n) is the original tensor, and the first order term is obtained by summing over
(integrating) contributions from tensors associated with points in P(g, n + 1). More concretely
we write equation 3.1.1 of [NCW]
|ΣR, ξ>ǫ ≡ |ΣR, ξ>0 +
∆|p>︷ ︸︸ ︷
ǫ
2πi
∫
P∈ΣR/Dξ
<φ|ΣR, ξ, u>0 du|P ∧ du¯|P , (4)
where ΣR denotes the Riemann surface with punctures, ξ denotes the degrees of freedom corre-
sponding to the location of the punctures and the local coordinates chosen around the punctures.
Together they determine the point p ∈ P(g, n). The tensor corresponding to this point is de-
noted, in the original theory as |ΣR, ξ>0 and in the deformed theory as |ΣR, ξ>ǫ. The bra <φ|
is the BPZ partner of |φ>, a state which is primary and of dimension (1,1). P is the point at
which this state is inserted in the n+1 point function. The surface ΣR is covered by a set of
coordinate patches of which u is a representative. The local coordinate chosen at the point P is
u − u(P ). Dξ denotes the union of interiors of the discs ξi ≤ 1 corresponding to the punctures
i. The domain of integration of the point P , is the exterior of the discs |ξi(z)| ≤ 1 on ΣR.
The prescription of Eqn.( 4) for ∆|p> ensures that the sewing property required of a con-
formal theory holds. If the deformed tensors are sewn together then the first order term in ǫ is
clearly just the integral over the sewn surface of the insertion of the state |φ>. This is precisely
the statement that the sewing property is preserved to first order. The prescription of Eqn.( 4)
works only if |φ> is primary and of dimension (1,1) since otherwise the integral of the insertion
over the surface will depend on the coordinate patches chosen to evaluate the integral.
In this paper we will be applying this method to the specific space of backgrounds described
in the next section.
3 Review of Ref [KZ]
The space of backgrounds we consider in this paper is a space of toroidally compactified back-
grounds, B. More details on this space of theories and elaboration on the discussion below may
be found in [KZ]. A point b ∈ B is characterized by a matrix E, which contains the information
on the metric and the antisymmetric tensor in the compactification. Associated with every point
b ∈ B there is a state space Hb. For every point in P(g, n)xB we have an n tensor defined in
the associated state space, Hb, as required by the axioms of conformal theory. In other words,
for every p ∈ P(g, n) we have a field of tensors |p>E on the space B.
Consider backgrounds E and E ′ where E ′ = E + ǫδE with ǫ a small parameter and δE a
matrix. Consider a map between the state space of the backgrounds E ′ and E which is given as
a power series in the small parameter ǫ. This allows us to transport tensors from the background
E ′ to the background E. The transported tensors are also represented as a power series in ǫ. If
however we are given only the the zeroth and first order terms of the map then we can compute
the transported tensors to first order. We will refer to tensors transported in this way as “tensors
transported by the connection”.
How is such a connection defined ? To answer this we need to look at how the theory at
each background is constructed. The construction involves quantizing a 2-d action of the fields
X i(σ, τ). The construction of the theory through canonical quantization of the appropriate
Hamiltonian involves expanding the fields X i(σ) and the momentum associated with it, Pi(σ),
in terms of oscillators αin as follows
X i(σ)|E = xi + wi + i√
2
∑
n 6=0
1
n
[αin(E)e
inσ + α¯in(E)e
−inσ], (5)
2πPi(σ)|E = pi + 1√
2
∑
n 6=0
[Etijα
j
n(E)e
inσ + Eijα¯
j
n(E)e
−inσ], (6)
where
[xi, pj ] = iδ
i
j , (7)
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and
[αim(E), α
j
n(E)] = [α¯
i
m(E), α¯
j
n(E)] = mG
ijδm+n,0. (8)
To obtain how the oscillators at a background E are to be mapped to those at a background E ′
the X i(σ) and Pi(σ) are regarded as “universal coordinates” on the space of backgrounds. In
equations this means
X i(σ)|E ≡ X i(σ)|E′ and Pi(σ)|E = Pi(σ)|E′. (9)
The mapping of the oscillators is in itself not sufficient to define a map between the state spaces
at different points. To obtain a candidate for a map we would in addition have to map one state
in HE′ to HE. We can then generate the full state space by the action of the oscillators on this
state. Not surprisingly the state chosen is the vacuum state. The relation between fock space
states and wave functionals suggests that we map the vacuum as follows
|0 >E′→ eB|0 >E , (10)
where the antihermitean operator B generates the Bogoliubov transformation eB to go from states
in HE′ to that in HE . This transformation preserves the condition αn(E)|0>E= 0 ∀n ≥ 0 (i.e
the transported annihilation oscillators acting on the transported vacuum is zero). We should
note that Eqn. ( 10) is formal since infinities that arise in evaluating the exponential make it ill
defined.
However the infinitesimally analogues of these operations can be defined and this is all we
need to obtain the connection mentioned earlier. More specifically consider a tensor that is
described in terms of the action of oscillators on the vacuum of the theory at E ′. In equations
|V >E′= fE′(α(E ′), α¯(E ′))|0>E′ . (11)
Now make the following replacements in the above equation and only retain the terms which
are first order in ǫ to get ΓKZ(E,E
′)|V >E′ the tensor in the space HE obtained by transporting
with the connection
αn(E
′) → αn(E)− ǫ
2
G−1(δEtαn + δEα¯−n),
α¯n(E
′) → α¯n(E)− ǫ
2
G−1(δEα¯n + δE
tα−n), (12)
|0 >E′ → |0 >E +B|0 >E ,
where
B = ∑
p 6=0
1
2p
αipδEijα¯
j
p. (13)
The operation defining the connection works independently on each index of a tensor, and
this ensures that the operation is tensorial. We must now check that this recipe is well de-
fined in that if a tensor is represented in two different ways - i.e with two different polynomials
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fE′(α(E
′), α¯(E ′)) - then the recipe yields the same tensor when applied to either of the repre-
sentations. The tensorial property of the operation ensures that we need to check this condition
only for first rank tensors (i.e vectors). The first question then is what is the equivalence class of
polynomials fE′(α(E
′), α¯(E ′)) that correspond to the same operator in the Hilbert space ? The
answer is that all fE′(α(E
′), α¯(E ′)) related by commutation of the α′s lie in the same class. The
second question is what are the equivalence class of operators that yield the same state when
acting on the vacuum ? To answer this use the commutation relations to write every operator
in normal ordered form, N
(
fE′(α(E
′), α¯(E ′))
)
as a sum of products. Consider the coefficients
of each of the products. Clearly if the coefficients of the products composed only of creation
operators is the same in two N
(
fE′(α(E
′), α¯(E ′))
)
, then they have the same action on the
vacuum. This understanding of the equivalence class of fE′(α(E
′), α¯(E ′)) that lead to the same
vector when acting on the vacuum yields the two sets of conditions that need to be satisfied if
the operation is to define a connection. The first condition is that the commutation algebra of
operators should be preserved when mapping them from E ′ to E. This means that the algebra
of operators on the left and right hand side of Eqns.( 12) should be the same to first order in ǫ.
For example this requires that
[αn(E
′), α¯n(E
′)] (14)
=
[
αn(E)− 1
2
G−1ǫ(δEtαn + δEα¯−n), α¯n(E)− 1
2
G−1ǫ(δEα¯n + δE
tα−n)
]
,
to first order in ǫ. There are two other such equations one with both oscillators holomorphic and
the other with both anti-holomorphic. All of these conditions can be shown to hold. The second
set of conditions is the requirement that an annihilation operator be carried into an operator
that annihilates the new vacuum.
αn(E)− 1
2
G−1(δEtαn + δEα¯−n)(|0 >E +B|0 >E) = 0 for n ≥ 0,
α¯n(E)− 1
2
G−1(δEα¯n + δE
tα−n)(|0 >E +B|0 >E) = 0 for n ≥ 0. (15)
These conditions are guaranteed by virtue of the property of Bogoliubov transformations de-
scribed earlier. So we conclude that we have a well defined connection. This connection is
defined for any tensor |V >E′. It can in particular be applied to the states |p>E′ that arise in
conformal theory. Doing so we are led to define as was done earlier
δ|p>E= ΓKZ(E,E ′)|p>E′ −|p>E . (16)
We have now defined the two operations δ and ∆. Both define the first order corrections of
the tensors |p> that define a conformal theory. However, the two operations are in spirit and
origin very different. δ|V >E can be defined for an arbitrary field of tensors defined on the space
of backgrounds. We don’t need to require that it be the field |p>E arising from the conformal
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theories defined at each of the backgrounds. This distinguishes it from the NCW method which
is a pointwise operation and does not require a field of objects. Further ∆ defines the first
order perturbation only for tensors |p>E that arise from the CFT map rather than for arbitrary
tensors.
4 Reducing the condition for first order equivalence
Having completed reviews and definitions we move to the main task of this paper the verification
of the condition for first order equivalence, Eqn.( 3). The aim of this section is to reduce the
verification of this condition to, checking ∆|p>E= δ|p>E for a few simple surfaces p ∈ P(g, n).
We start by showing that it is sufficient to verify that ∆|p>E= δ|p>E for just one point in every
space P(g, n). The argument goes as follows. Recall that for any p, q ∈ P (g, n) we can obtain
|q> by the application of Virasoro operators on |p> (the transport equation of [GGMV]). For
p we choose a point where we have established that ∆|p>E= δ|p>E. The expression for |q> in
terms of the Virasoro operators also yields the prescription for computing ∆|q>E and δ|q>E in
terms of ∆Ln and δLn respectively (recall that ∆Ln and δLn are defined by regarding the Ln
as tensors). The prescriptions for ∆|q>E and δ|q>E are identical except for the replacement of
∆Ln by δLn. Since as we will later show in section 6 ∆Ln = δLn we have the result required.
Now we use the sewing property to show that it is enough to have one point for which
∆|p >E= δ|p >E in each of P(0, 1), P(0, 2) and P(0, 3) to ensure that there is one p in each
P(g, n) with this property. Start with a surface r obtained by sewing together surfaces p and q.
Let <Sz,1/z| denote the tensor corresponding to the sewing surface. Then we can write
|r>E′=E′<Sz,1/z|
(
|p>E′ |q>E′
)
. (17)
Since the connection acts tensorially this expression for |r>E′ tells us that
ΓKZ(E,E
′)|r>E′= [E′<Sz,1/z|ΓKZ(E,E ′)]
(
ΓKZ(E,E
′)|p>E′ ΓKZ(E,E ′)|p>E′
)
. (18)
A corollary of the result in the appendix is that E′ <Sz,1/z|ΓKZ(E,E ′) =E<Sz,1/z|. We then use
the definition δ|p>E= ΓKZ(E,E ′)|p>E′ −|p>E and retain terms only to first order in ǫ to find
δ|r>E=E<Sz,1/z|
(
δ|p>E |q>E +|p>E δ|q>E
)
. (19)
Now if δ|p>E= ∆|p>E and δ|q>E= ∆|q>E then we see that
δ|r>E=E<Sz,1/z|
(
∆|p>E |q>E +|p>E ∆|q>E
)
= ∆|r>E, (20)
where in the last step we have used the fact that the deformation of CFT’s preserves the sewing
property to first order in ǫ (see Section 2). To conclude then we have shown how to obtain a
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surface r for which ∆|r >E= δ|r>E from two surfaces p and q satisfying the same property. If
then we have at least one surface in each of P(0, 1), P(0, 2) and P(0, 3) satisfying this property,
then we can obtain at least one surface p in each P(g, n) satisfying ∆|p>E= δ|p>E, by sewing
together the former.
We will show in the appendix that ∆|p>E= δ|p>E explicitly for all contact interactions in
P(0, n). Contact interactions are surfaces where the |ξi(z)| ≤ 1 discs for each puncture cover the
entire surface exactly. This is in fact more than we need to do since we need only one point in
each of P(0, 1), P(0, 2) and P(0, 3) where this property holds. That we can explicitly verify for
more surfaces than required provides confirmation of our formal arguments, on transport using
Virasoro operators and sewing.
5 Showing that ∆|S1
z
>= δ|S1
z
>
We now consider the case of the sphere with one puncture at∞ and coordinate 1/z. The tensor
associated with this point in P(0, 1) is denoted |S 1
z
>. The formula in Eqn. ( 4) tells us how
to compute the change in the state associated with this point in P(0, 1). This formula involves
the tensor corresponding to a two punctured sphere. A two punctured sphere can be obtained
from a three punctured sphere by sewing a one punctured sphere with standard coordinates onto
the third puncture, so that it deletes that puncture. We will use this fact to write the formula
in Eqn.( 4) in terms of the conformal field Φzz¯, corresponding to the state |φ>. Recall that a
conformal field is defined in terms of a three punctured sphere with the state |φ> inserted in
one of the punctures. The action of the conformal field, Φzz¯, on the vacuum |0>E yields a two
punctured sphere with a puncture at ∞ with coordinate 1/z and a puncture at z with standard
coordinate at which a state |φ> is inserted. Referring to the prescription of Eqn.( 4) we see that
this is the right object to be used in the computation of ∆|S 1
z
>. So we find
∆|S 1
z
>=
∫
|z|<1
dzdz¯ Φzz¯|0>E . (21)
Now change variables from z to r, θ where z = reiθ and substitute the explicit expression for Φzz¯
below
Φzz¯ = ∂zx
iδEij∂z¯x
j where ∂zx
i =
∑
n
αinz
−n−1 and ∂z¯x
j =
∑
n
α¯jnz¯
−n−1. (22)
Using these expansions we get
∆|S 1
z
> =
i
2πi
∫ 1
0
dr r
∫ 2π
0
dθ
∑
p
αipr
−p−1e−i(p+1)θδEij
∑
q
α¯jqr
−q−1ei(q+1)θ|0>,
=
1
2π
∫ 1
0
dr r−p−q−1
∑
p
∑
q
∫
dθ ei(q−p)θαipδEijα¯
j
q|0>,
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=
∑
p
∫ 1
0
dr r−2p−1 αipδEijα¯
j
p |0>,
=
∑
p<0
1
2p
αipδEijα¯
j
p|0> . (23)
where the last step uses the fact that αip|0>= α¯jp|0>= 0 for p ≥ 0. Having computed ∆|S 1
z
>
let us compute δ|S 1
z
>. Eqn ( 12) tells us that
δ|0>= −B|0> where B = ∑
p 6=0
1
2p
αipδEijα¯
j
p. (24)
Using again αip|0>= α¯jp|0>= 0 for p ≥ 0 we get
δ|0>= ∑
p<0
1
2p
αipδEijα¯
j
p|0> . (25)
Comparing this with Eqn.( 23) proves the result required.
6 Showing that ∆Ln = δLn
For any conformal theory the Virasoro operators can be determined once the states corresponding
to points in P(g, n) are known [NCW]. Since Eqn.( 4) determines the states of the perturbed
conformal theory, one can compute the perturbed Virasoro operators from it using the same
method. This was done in [NCW] and written as equation (3.1.4) which we repeat below
∆Ln = Xn = − 1
2πi
∮
|z(Q)|=1
dz¯ zn+1Φzz¯(Q). (26)
For the particular space of backgrounds under consideration the explicit expression for Φzz¯ is
given in Eqn.( 22). Substituting for Φzz¯ in Eqn.( 26) and changing to the variable θ where
z = reiθ with r = 1 we get
Xn =
i
2πi
∫ 2π
0
dθ e−iθei(n+1)θ
∑
p
αipe
−i(p+1)θδEij
∑
q
α¯jqe
i(q+1)θ, (27)
=
1
2π
∑
p
∑
q
∫ 2π
0
dθ ei(n+q−p)θαipδEijα¯
j
q,
=
∑
q
αi(n+q)δEijα¯
j
q. (28)
Having computed ∆Ln we examine δLn which is defined to be ΓKZ(E,E
′)Ln(E
′) − Ln(E).
Here ΓKZ(E,E
′)Ln(E
′) denotes the operator obtained by transporting a virasoro operator from
the background E ′ = E + δE to the background E with the connection ΓKZ . Equation (2.28)
of [KZ] tells us that δLn =
∑
q α
i
(n+q)δEijα¯
j
q. Comparison with Eqn.( 28) shows that ∆Ln = δLn
as promised.
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7 Geometry on B
In this section we discuss affine geometry on the space of backgrounds B [K]. The space B is
the homogeneous manifold SO(d, d)/SO(d)xSO(d) and is hence equipped with a natural metric.
This metric is the one invariant under the action of SO(d, d) on the space B. We have used a
representation for the space B in terms of a d-dimensional matrix E. If
f =
(
a b
c d
)
, (29)
denotes an element in SO(d, d) where a, b, c&d are dxd matrices, then the action of this element
on a matrix E is given by
E ′ = f(E) ≡ (aE + b)(cE + d)−1 = αβ−1, (30)
where α = (aE + b) and β = (cE + d). The metric invariant under this action is given by
g(C,D) = Tr(G−1CTG−1D), (31)
where G ≡ ES = 1
2
(E+ET ) and C & D are elements of TEB. We think of C and D as matrices
if no indices are present (i.e. C = Cµν∂/∂Eµν). Otherwise we use the notation C
i or Dj with the
index i or j referring to the pairs of indices of a matrix. To check the invariance of this metric
under a transformation g ∈ SO(d, d) we need to compute the push forward f∗C and f∗D of the
vectors C and D under this transformation and compute their product at the new point. The
push forward is
f∗C = (aCβ
−1 − αβ−1cCβ−1), (32)
and from [KZ] we have that
β−1G′−1(β−1)T = G−1. (33)
This yields
Tr(CTf G
′−1DTf G
′−1) = Tr
(
G−1CT (a− αβ−1c)TβG−1βT (a− αβ−1c)D
)
,
= Tr
(
G−1CT (I − 2Gβ−1c)TG−1(I − 2Gβ−1c)D
)
, (34)
where in the last step we have used some of the identities [KZ] satisfied by the matrices a, b, c & d.
Invariance of the metric is the requirement that the RHS of Eqn.( 34) is the same as the RHS
of Eqn.( 31). We will now use the fact that SO(d, d) is generated by the elements for which
c = 0 and the element (a = d = 0 & b = c = I). For elements for c = 0 quite clearly
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the condition for isometry is satisfied. Let us examine the RHS of Eqn.( 34) for the element
(a = d = 0 & b = c = I).
Tr
(
G−1CT (I − 2GE−1)TG−1(I − 2GE−1)D
)
= Tr(G−1CTG−1D)
−2Tr
(
G−1CT
(
(E−1)T + ET
)
D
)
+4Tr
(
G−1CT (E−1)TGE−1D
)
(35)
Writing G = 1
2
(E + ET ) in the last term yields the desired result
Tr
(
G−1CT (I − 2GE−1)TG−1(I − 2GE−1)D
)
= Tr(G−1CTG−1D). (36)
This invariant metric is the same as the Zamolodchikov metric [GMR]. The Zamolodchikov
metric is constructed using the identification of TEB with ME . The BPZ product restricted to
ME is moved via the identification to TEB to obtain the Zamolodchikov metric. To verify that
this metric is the same as the invariant metric discussed earlier we compute the Zamolodchikov
metric
<0|αi1Cijα¯j1αi−1Dijα¯j−1|0>= Tr(G−1CTG−1D) = g(C,D). (37)
From metrics we now move to consider connections or in other words affine geometry on
B. The connection associated with the Zamolodchikov metric is computed using the formula
Γijk =
1
2
(∂jgik + ∂kgij − ∂igjk). We define ΓZ [A,B,C] = ΓZijkAiBjCk and have used the square
brackets to indicate that this it is not an invariant object. The formula δG−1 = G−1 δG G−1
tells us that ∂iG
−1Ai = G−1 AS G−1 where AS ≡ 1
2
(A + AT ). Using this result we find that
∂jgikA
iBjCk = Tr(ATG−1BSG−1CG−1) + Tr(ATG−1CG−1BSG−1), (38)
with similar expressions for the other two terms. Using the cyclic property of the trace we find
that
ΓZ [A,B,C] = −1
2
(
Tr(ATG−1BG−1CG−1) + Tr(ATG−1CG−1BG−1)
)
. (39)
Having computed the connection associated with the Zamolodchikov metric consider the
connection PΓKZ obtained by projecting ΓKZ onto the subspace ME . The connection ΓKZ is
an object with index structure ΓXY i where X and Y index the state space of a theory HE and
i indexes the tangent space TEB. An alternative to the index notation is to use the number
ΓKZ [α, β, C] obtained on choosing frames on the fibers and choosing elements α and β in the
fiber HE and an element C in the tangent space TEB. We want to compute this number for the
case in which α and β are in ME and are associated with the matrices A and B respectively. So
we begin with the state αi−1Bijα¯
j
−1|0>E′ in ME′ and apply the prescription of Eqn.( 12). We
find
ΓKZ [·, B, C] = −1
2
GilCklα
k
−1Bijα¯
j
−1|0> −
1
2
αi−1BijG
jlClkα¯
k
−1|0>
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−1
2
GilClkα¯
k
−1Bijα¯
j
−1|0> −
1
2
αi−1BijG
jlCklα
k
−1|0>
+αi−1Bijα¯
j
−1B|0> (40)
Now to compute PΓKZ project this state onto ME . To do so just take the BPZ product of this
with the state inME determined by the matrix A, since this is the state which we will ultimately
use as the first entry in PΓKZ. The last three terms of Eqn.( 40) yield zero on taking the BPZ
product and so we get
PΓKZ[A,B,C] =<0|αp1Apqα¯q1
(
−1
2
GilCklα
k
−1Bijα¯
j
−1|0> −
1
2
αi−1BijG
jlClkα¯
k
−1|0>
)
. (41)
Evaluating this we get
PΓKZ[A,B,C] = −1
2
(
Tr(ATG−1BG−1CG−1) + Tr(ATG−1CG−1BG−1)
)
. (42)
Comparison of Eqn.( 39) with Eqn.( 42) establishes that PΓKZ = Γ
Z .
8 Conclusions and Questions
The chief result of this paper is that for the space of theories considered there is a connection
satisfying the condition for first order equivalence. This condition establishes the equivalence
of deformed theories with those in a neighbouring background to first order in the perturbation
parameter ǫ. Such a connection could be relevant to the current efforts to formulate a background
independent string field theory where one is attempting to write a lagrangian for the “space of
theories” [W]. Presumably in such a formulation the tangent space at a point is the state space
of the theory at that point. We expect that in such a formulation there is a method of deforming
theories within a single state space. The possibility of such deformation suggests a role for a
connection on the “space of theories” to establish the equivalence of a deformed theory with a
neighbouring one.
That the connection ΓKZ satisfies the condition for first order equivalence is noteworthy. In
fact it is remarkable considering that the connection was defined in terms of “universal coor-
dinates” [KZ], a structure independent of the definition of CFT’s. In addition the connection
PΓKZ induced on the space of backgrounds by ΓKZ is the same as the connection that arises from
the Zamolodchikov metric. These two “coincidences” suggests that there is a deeper relation-
ship between “universal coordinates” and conformal/string theory which needs to be elucidated.
One direction of investigation would be to seek an analogue of “universal coordinates” in more
general conformal/string theories.
This paper however does not address the question of existence of actual (i.e finite as opposed
to infinitesimally) deformations. The second and higher order corrections to Eqn.( 4) could
perhaps be defined in a manner that respects the sewing axiom, but to our knowledge this issue
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still needs investigation. We have also not investigated the possiblity of defining actual maps
to establish equivalence of theories, but have rather dealt only with connections. We need to
understand whether solutions to the equation of parallel transport asociated to the connection
exist and whether the maps so defined establish the equivalence of deformed theories to those
at a finitely separated background.
Some of the issues mentioned in these concluding remarks have been clarified in a recent
paper [RSZ].
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Appendix: ∆|p>= δ|p> for p a contact interaction
As explained earlier a contact interaction is one where the |ξi(z)| ≤ 1 discs for each puncture
cover the entire surface exactly. It is clear that ∆|p>= 0 in this case because there is no area
exterior to the discs on which the integral of Eqn.( 4) can be performed.
We want to now check that δ|p>= 0 for contact interactions. In [KZ] the expression for the
the tensor |p> was given. We recall the relevant part of this expression. For the full expression
see Eqn.(3.24) of [KZ].
|p>= (...)·exp

1
2
∑
r,s
∑
n,m≤0
N rsnmα
i(r)
n (E)Gijα
i(r)
m (E) +
1
2
∑
r,s
∑
n,m≤0
N¯ rsnmα¯
i(r)
n (E)Gijα¯
i(r)
m (E)

 |0>E .
(43)
The conditions that the Neumann coefficients of a vertex must satisfy so that δ|p >= 0, were
derived in [KZ] (See equations (3.48)). A minor correction needs to be made to those identities
since they were derived assuming that the Neumann coefficients for the antiholomorphic sector
are the same as those of the holomorphic sector. In fact the coefficients for the antiholomorphic
sector are the complex conjugates of those in the holomorphic sector and hence the correction.
We simply list the corrected conditions below.
N¯ rsm1nnN
st
nm2 =
1
m1
δm1m2δ
rt, (44)
N¯ rs0nnN
st
nm = −N rt0m, (45)
N¯ rs0nnN
st
n0 = −(N rt00 + N¯ rt00). (46)
The Neumann coefficients have an integral representation [LPP]. We will use these integral
representations to verify that Eqns.( 44), ( 45) & ( 46) above are satisfied for any contact
interaction. The integral representations involve the functions hi(z). The hi(z) define the local
coordinates around the punctures by mapping a neighbourhood of the origin in the z plane to
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a neighbourhood of the puncture hi(0). By changing variables to the inverse of these functions
ξi(u) we write them in the form we will need later.
N rs00 =
{
log|h′r(0)| for r = s
log|hr(0)− hs(0)| for r 6= s
(47)
N rs0m =
1
m
∮
dw
2πi
w−m(h′s(w))
−1
(hr(0)− hs(w))
=
∮
du
2πi
ξs(u)
−m 1
(hr(0)− u) (48)
N rsnm =
1
n
∮
dw
2πi
w−n(h′r(w))
1
m
∮
dz
2πi
z−m(h′s(z))
−1
(hr(w)− hs(z))2
=
1
n
∮
dy
2πi
ξr(y)
n
∮
du
2πi
ξs(u)
−m 1
(y − u)2 (49)
To verify Eqns.( 44),( 45) & ( 46) we will evaluate the left hand side of each in turn by
carrying out the sums and the integrals involved. Before we begin we note some of the common
features that will arise in manipulating the integrals. The first point to note is that we will not
consider a point in p ∈ P(g, n) corresponding to a contact interaction directly. We will scale all
the local coordinates ξ by the factor (1+ǫ) to define the new local coordinate ξǫ(z) . The contour
|ξǫ(z)| = 1 lies inside the |ξ(z)| = 1 contour leaving some area on the surface outside of the new
circles where we know that the local coordinate ξǫ(z) is well defined and analytic. This area will
be necessary in the course of the proofs below. After doing all the manipulations however we
will find that the limit ǫ → 0 exists, yielding the identities we seek for contact interactions. In
dealing with each of the identities we will, on manipulating the left hand side get the desired
right hand side and an additional term that goes to zero in the limit ǫ→ 0. The mechanism for
this additional term going to zero will be the same in all cases; namely “pairwise cancellation”,
the meaning of which will be explained later. We will however not write out the process of
scaling and then take the limit explicitly since it will be fairly obvious how our arguments below
can be made rigorous.
The second issue is that the types of manipulations fall into three categories. The kind of
quantity one starts out with is a sum of multiple integrals and so the manipulations are: 1)
Deforming contours and breaking one contour into two (eg when we move a contour across
a singularity) 2) Algebraic operations such as summing up terms/rearranging the sums and
integration by parts - the result of either of these is to change the integrands we will deal with
3) actually carry out the integration around a contour using the residue method resulting in an
integral with one less variable(contour). As regards 3) we will always do first the integration in
the variable v, then in u, then if necessary in y and z where the role of variables u, v, y&z is
defined below. (There is a minor modification to this order of evaluation in proving the second
part of the last identity).
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Lastly Fig. 2 indicates the representative location of the contours. In each case the u contour
will be the |ξǫs(u)| = 1 contour. The v contour will start out just outside of the u contour but
within the contour |ξs(v)| = 1, and then be subject to deformations. The need for this arises
as follows. We will need in the proof to locate the u contour as the |ξǫs(u)| = 1 curve. In the
very first step of each of the three proofs one will do the summation over n. This sum is yields
log(1 − 1
ξ¯ǫs(u)ξ
ǫ
s(v)
) which is convergent for |ξǫs(u)| = 1 only if v satisfies ξǫs(v) > 1. Since all
reference to ǫ is dropped below, these remarks on initial location of contours should be borne in
mind.
First condition:
∑
s
∑∞
n=1 N¯
rs
m1,n
nN stn,m2 = δ
rt 1
m1
δm1m2
To verify this condition we evaluate the left hand side using the integral representation. This
gives a sum over integrals of four variables u, v, y&z with y and u associated with the first
Neumann coefficient and z and v being associated with the second. The left hand side then is
∑
s
∞∑
n=1
N¯ rsm1nnN
st
nm2
=
1
m1
∮
d¯y
2πi
ξ¯r(y)
−m1
1
m2
∮
dz
2πi
ξt(z)
−m2F (y¯, z), (50)
where
F (y¯, z) =
∑
s
∮ d¯u
2πi
1
(y¯ − u¯)2
∮ dv
2πi
1
(v − z)2 log(1−
1
ξ¯s(u)ξs(v)
) (51)
We first evaluate F (y¯, z). To do so we integrate by parts in the variable v. Since the v contour
encloses the branch cut singularity in the logarithm (see Fig.2) we have one term that is the
integral of the total derivative of a single valued function. This yields 0. So we obtain
F (y¯, z) =
∑
s
∮
d¯u
2πi
1
(y¯ − u¯)2
∮
dv
2πi
1
(v − z)
ξ′s(v)
ξs(v)(1− ξ¯s(u)ξs(v)) (52)
We evaluate this integral by finding the residues at the poles. There are poles at v = hs(0) and
v = u, for all s. For s = t there is an additional pole that is encircled at v = z. Doing these
integrals we find
F (y¯, z) =
∑
s
∮
d¯u
2πi
1
(y¯ − u¯)2
1
(z − hs(0)) (I)
+
∑
s
∮
d¯u
2πi
1
(y¯ − u¯)2
1
(z − u) (II)
+
∮
du
2πi
1
(y¯ − u¯)2
ξ′t(z)
ξt(z)(ξ¯t(u)ξt(z)− 1) . (III)
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We evaluate each of the terms by doing the u integration. We find
(I) = 0 because the residue of 1
(y¯−u¯)2
at u = y is 0.
(II) = 0 because of pairwise cancellation.
(III) = δrt
ξ′t(z)ξ¯
′
t(y)
(1− ξt(z)ξ¯t(y))2 .
Plugging expression (III) for F (y¯, z) into Eqn.( 50) we get
∑
s
∞∑
n=1
N rsm1,nnN
st
n,m2
= δrt
1
m1
∮
dy
2πi
ξt(y)
−m1
1
m2
∮
dz
2πi
ξt(z)
−m2
ξ′t(z)ξ¯
′
t(y)
(1− ξt(z)ξ¯t(y))2 (53)
We write 1
(1−ξt(z)ξ¯t(y))2
=
∑∞
n=0(n + 1)(ξt(z)ξ¯t(y))
n. We then change variables from y and z to
ξ¯t(y) and ξt(z). We see that m1 must equal m2 for a non zero answer. We finally get the result
∑
s
∞∑
n=1
N¯ rsm1,nnN
st
n,m2
= δrt
1
m1
δm1m2 . (54)
Second condition:
∑
s
∑∞
n=1N
rs
0nnN¯
st
nm = −N¯ rt0m
As in the earlier case we evaluate the left hand side using the integral representation. In this case
there are only three variables u, v,&z with u being associated with the first Neumann coefficient
and z and v being associated with the second. We find
∑
s
∞∑
n=1
N rs0nnN¯
st
nm =
1
m
∮
d¯z
2πi
ξ¯t(z)
−mG(z), (55)
where
G(z¯) =
∑
s
∮
du
2πi
1
(hr(0)− u)
∮
d¯v
2πi
1
(v¯ − z¯)2 log(1−
1
ξ¯s(v)ξs(u)
). (56)
We first evaluate G(z¯). To do so we integrate by parts in the variable v to obtain two terms.
The first is the integral of the total derivative of a single valued function - single valued since
the v contour encloses the branch cut singularity of the logarithm (see Fig. 2). This term yields
0. The other term yields
G(z¯) =
∑
s
∮ du
2πi
1
(hr(0)− u)
∮ d¯v
2πi
1
(v¯ − z¯)
ξ′s(v)
ξs(v)(1− ξ¯s(u)ξs(v)) . (57)
Now we perform the v integration by finding the residues at the poles. There are poles at
v = hs(0) and v = u, for all s. For s = t there is an additional pole that is encircled at v = z.
Doing these integrals we find
G(z¯) =
∑
s
∮
du
2πi
1
(hr(0)− u)
1
(hs(0)− z¯) (I)
18
+
∑
s
∮
du
2πi
1
(hr(0)− u)
1
(u¯− z¯) (II)
+
∮
ht(0)
du
2πi
1
(hr(0)− u)
ξ¯′t(z)
ξ¯t(z)(ξt(u)ξ¯t(z)− 1) . (III)
Evaluating each of the terms in order we find
(I) =
1
(h¯r(0)− z¯) since only contribution is from the pole
1
(hr(0)−u)
when s = t.
(II) = 0 by pairwise cancellation.
(III) = δrt
ξ¯′t(z)
ξ¯t(z)
since the u contour encircles a pole only if t = r
Now we put back (I) and (III) back into Eqn.( 55) to get respectively
1
m
∮
d¯z
2πi
ξ¯t(z)
−m (I) =
1
m
∮
d¯z
2πi
ξ¯t(z)
−m 1
(h¯r(0)− z¯) = −N¯
rt
0m (58)
1
m
∮
d¯z
2πi
ξ¯t(z)
−m (III) =
1
m
∮
d¯z
2πi
ξ¯t(z)
−mδrt
ξ¯′t(z)
ξ¯t(z)
= δrt
1
m
∮
d¯w
2πi
w−m−1 = 0 (59)
So finally one has the result sought after
∑
s
∞∑
n=1
N rs0nnN¯
st
nm = −N¯ rt0m. (60)
Third condition:
∑
s
∑
n N¯
rs
0nnN
st
n0 = −(N rt00 + N¯ rt00)
To evaluate the left hand side for this condition we will need to consider separately the cases
r 6= t and r = t. This is needed because the nature of the integrals that occur differ for these
two cases. The separate treatment is to be expected since the right hand side (see Eqn 47 has
a form that depends on whether r = t or not. The only variables of integration here are u & v
with u being associated with the first Neumann coefficient and v, the second. First consider the
case of r 6= t
The case r 6= t
We begin by writing down the left hand side using the integral representation of the Neumann
functions. This leads to
∑
s
∑
n
N¯ rs0nnN
st
n0 =
∑
s
∮
hs(0)
d¯u
2πi
1
(h¯r(0)− u¯)
∮
hs(0)
dv
2πi
1
(v − ht(0)) log(1−
1
ξ¯s(u)ξs(v)
). (61)
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We integrate by parts in the variable v. In doing so we will have to treat the cases s = t and s 6= t
differently. In the latter case the function 1
(v−ht(0))
is analytic in the contour and so its integral
log(v − ht(0)) can be choosen to be single valued. In the former case its integral log(v − ht(0))
is not single valued and so the usual integral of a total derivative is not zero. So for s = t let
V be the value of v where the contour in the v plane intersects the branch cut in the function
log(v − ht(0)). We use V+ and V− to refer respectively to the value of v just above and just
below the branch cut at the point V . Then we find that the left hand side
=
∑
s 6=t
∮
hs(0)
d¯u
2πi
1
(h¯r(0)− u¯)
∮
hs(0)
dv
2πi
log(v − ht(0)) ξ
′
s(v)
ξs(v)(ξ¯s(u)ξs(v)− 1)
+
∮
ht(0)
d¯u
2πi
1
(h¯r(0)− u¯)
∫ V+
V−
dv
2πi
log(v − ht(0)) ξ
′
t(v)
ξt(v)(ξ¯t(u)ξt(v)− 1)
+
∮
ht(0)
d¯u
2πi
1
(h¯r(0)− u¯) log(1−
1
ξ¯t(u)ξt(V )
). (62)
In the first term we get contributions in the v plane from the poles at v = hs(0) and v = u.
In the second term we move the contour in the v plane across the pole at v = u. We group
the contribution from the pole at u with similar terms arising in the case s 6= t. The term that
remains is zero, since on changing the order of integration we find that the contour in the u
plane encloses no singularities. In the third term we integrate by parts in the variable u. Doing
all of this we find
∑
s
∑
n
N¯ rs0nnN
st
n0 =
∑
s
∮
hs(0)
d¯u
2πi
1
(h¯r(0)− u¯) log(u− ht(0)) (I)
+
∑
s 6=t
∮
hs(0)
d¯u
2πi
1
(h¯r(0)− u¯) log(hs(0)− ht(0)) (II)
+
∮
ht(0)
d¯u
2πi
log(h¯r(0)− u¯) ξ¯
′
t(u)
ξ¯t(u)(ξ¯t(u)ξt(V )− 1) . (III)
Examining each term in turn yields
(I) = 0 by pairwise cancellation.
(II) = − log(hr(0)− ht(0)) since only the s = r term contributes.
(III) = − log(h¯r(0)− h¯t(0)) since the only pole enclosed is at u = ht(0)
So we get finally what was to be shown for the case r 6= t
∑
s
∑
n
N¯ rs0nnN
st
n0 = − log(hr(0)− ht(0))− log(h¯r(0)− h¯t(0))
= −2 log |hr(0)− hs(0)| = −(N rt00 + N¯ rt00). (63)
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The case r = t
Just as in the earlier case we use the integral representation to write the left hand side. We find
∑
s
∑
n
N¯ ts0nnN
st
n0 =
∑
s
∮
hs(0)
d¯u
2πi
1
(h¯t(0)− u¯)
∮
hs(0)
dv
2πi
1
(v − ht(0)) log(1−
1
ξ¯s(u)ξs(v)
) (64)
We now go through the steps of the earlier subsection. Integrate by parts in the variable v.
Group together the terms for s 6= t. For s = t the integration by parts picks up an additional
term. For s = t let V be the value of v where the contour in the v plane intersects the branch
cut in the function log(v − ht(0)). Then we find that the left hand side
=
∑
s 6=t
∮
hs(0)
d¯u
2πi
1
(h¯t(0)− u¯)
∮
hs(0)
dv
2πi
log(v − ht(0)) ξ
′
s(v)
ξs(v)(ξ¯s(u)ξs(v)− 1)
+
∮
ht(0)
d¯u
2πi
1
(h¯t(0)− u¯)
∫ V+
V−
dv
2πi
log(v − ht(0)) ξ
′
t(v)
ξt(v)(ξ¯t(u)ξt(v)− 1)
+
∮
ht(0)
d¯u
2πi
1
(h¯t(0)− u¯) log(1−
1
ξ¯t(u)ξt(V )
). (65)
In the first term we get contributions in the v plane from the poles at v = hs(0) and v = u. In
the second term we move the contour in the v plane across the pole at v = u and group as before
the contribution from the pole with similar terms arising in the first term. On the modified
second term (i.e with contour excluding the pole at u), we perform integration by parts. In the
third term also we integrate by parts in the variable u. In both of these integration by parts
we find that log(h¯t(0) − u¯) the integral of 1(h¯t(0)−u¯) is not single valued on the contour. Let U
denote the point at which the contour intersects the branch cut in log(h¯t(0)− u¯). Also let U+
and U− denote respectively the points just above and just below the intersection point U . With
this notation we find on performing the operations above that the left hand side
=
∑
s
∮
hs(0)
d¯u
2πi
1
(h¯t(0)− u¯) log(u− ht(0)) (I)
+
∑
s 6=t
∮
hs(0)
d¯u
2πi
1
(h¯t(0)− u¯) log(hs(0)− ht(0)) (II)
+
∫ U+
U−
d¯u
2πi
log(h¯t(0)− u¯)
∫ V+
V−
dv
2πi
log(v − ht(0)) ξ
′
t(v)ξ¯
′
t(u)
(ξ¯t(u)ξt(v)− 1)2 (III)
+
∫ U+
U−
d¯u
2πi
log(h¯t(0)− u¯) ξ¯
′
t(u)
ξ¯t(u)(ξ¯t(u)ξt(V )− 1) (IV)
+
∫ V+
V−
dv
2πi
log(v − ht(0)) ξ
′
t(v)
ξt(v)(ξ¯t(U)ξt(v)− 1) (V)
+ log(1− 1
ξ¯s(U)ξs(V )
). (VI)
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Examining each term in turn yields
(I) = 0 by pairwise cancellation.
(II) = 0 since there are no singularities in the u plane for s 6= t.
In terms (III) through (VI) we will shrink the contours in the u and v planes to tightly enclose
the singularities at ht(0) in both planes. This means that U and V go to ht(0). In this limit we
find
(III) = 0,
(IV ) = − log(U¯ − h¯t(0)),
(V ) = − log(V − ht(0)),
(V I) = log [(U¯ − h¯t(0))(V − ht(0))ξ′t(ht(0))ξ¯′t(ht(0))].
Writing the logarithm of the product in (VI) as a sum of logarithms we find that (IV) and (V)
are canceled by the first two logarithms. This ensures that the sum of terms (III), (IV), (V) and
(VI) is independent of the value of U and V in the limit that they go to ht(0). So we finally get
∑
s
∑
n
N¯ ts0nnN
st
n0 = log ξ
′
t(ht(0))ξ¯
′
t(ht(0)) = −2 log |h′t(0)| = −(N tt00 + N¯ tt00). (66)
In the last step we have used the fact that ξ′t(ht(0)) is
1
h′t(0)
, a consequence of the fact that ξ and
h are inverses of each other.
With the verification of this last identity we have proven that ∆|p>E= δ|p>E for p a contact
interaction.
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Figure Caption
Fig.2: The figure shows a part of the Riemann sphere with the z = 1 contours of the local
coordinates forming the grid for a contact interaction. The representative initial location of the
contours is indicated. This figure applies to the first identity. For the other identities one or
both of the y and z contours will be absent.
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