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a b s t r a c t
In this paper, we study the time–space fractional order (fractional for simplicity) nonlinear
subdiffusion and superdiffusion equations, which can relate the matter flux vector to
concentration gradient in the general sense, describing, for example, the phenomena of
anomalous diffusion, fractional Brownian motion, and so on. The semi-discrete and fully
discrete numerical approximations are both analyzed, where the Galerkin finite element
method for the space Riemann–Liouville fractional derivative with order 1 + β ∈ [1, 2]
and the finite difference scheme for the time Caputo derivative with order α ∈ (0, 1)
(for subdiffusion) and (1, 2) (for superdiffusion) are analyzed, respectively. Results on the
existence and uniqueness of the weak solutions, the numerical stability, and the error
estimates are presented. Numerical examples are included to confirm the theoretical
analysis. During our simulations, an interesting diffusion phenomenon of particles is
observed, that is, on average, the diffusion velocity for 0 < α < 1 is slower than that
for α = 1, but the diffusion velocity for 1 < α < 2 is faster than that for α = 1. For the
spatial diffusion, we have a similar observation.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional calculus is considered as the generalization of the classical (or integer order) calculus with a history of at
least three hundred years. It can be dated back to Leibniz’s letter to L’Hospital, in which the meaning of the one-half order
derivative was first discussed [1]. Although fractional calculus has such a long history, its research still stay in the realm of
theory, due to the lack of proper mathematical analysis methods and real applications. Until the past several decades, many
authors pointed out that fractional derivative and fractional differential equation do have many applications in various
fields, such as in viscoelastic mechanics, power-law phenomenon in fluid and complex network, allometric scaling laws
in biology and ecology, colored noise, electrode–electrolyte polarization, dielectric polarization, boundary layer effects in
ducts, electromagneticwaves, quantitative finance, quantumevolution of complex systems, fractional kinetics, and so on [1].
At present, there have been studies on approximate methods for fractional differential equations. For example, Dithelm
et al., have presented some results on numerical fractional ordinary differential equations [2–5]. Adomian decomposition
method, homotopy perturbation method and differential transform method are other choices when seeking approximate
solutions to the fractional ordinary/partial differential equations; for example, see [6–10]. Recently, a typical fractional
difference method and its variants have been utilized to approximate the fractional operator that specially appeared in
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fractional partial differential equations [11–18]. On the other hand, the finite element method has also been used to
find the variational solution to the space fractional partial differential equations [19–26], where the temporal derivative
is the classical derivative and the spatial derivative is of fractional order. These are pioneering works on finite element
analysis for fractional partial differential equations. However, there are fewworks to solve the time–space fractional partial
differential equation numerically by using the fractional finite-difference–finite-element mixed method, especially for
nonlinear problems. The main difficulties are whether the temporal and spatial derivatives are both nonlocal operators
and whether or not stable for the iteration with the nonlinear term in the progress of the fractional finite-difference–finite-
element mixed method. In this paper, we use the fractional finite-difference–finite-element mixed method to numerically
solve the time–space fractional partial differential equation, where both temporal and spatial derivatives are of fractional
orders.
The fractional order diffusion equation as a typical kind of fractional partial differential equation [27], is a generalization
of the classical diffusion equationwhich can be used to better characterize anomalous diffusion phenomena. Here, we briefly
introduce the formulation of the time fractional diffusion equation.
The classical diffusion theory is based on the Fick law
J = −κ grad u
relating the matter flux vector J to the concentration gradient, where κ is the diffusion conductivity. In combination with
the balance equation for mass, the Fick law leads to the classical diffusion equation
∂u
∂t
= λ∂
2u
∂x2
(1)
where λ is the diffusivity coefficient. Eq. (1) makes an integral part of the classical theory of the diffusive stresses.
For more general cases, the classical Fick law was generalized to characterize the time-nonlocal or/and space-nonlocal
dependence between the heat flux vector and the temperature gradient. This generalization resulted in an integro-
differential heat conduction equation [28],whichwas then applied to the thermoelasticity theory [29]. Viewing fromanother
angle, let us take a closer look at the fractional Fick law proposed in [30,31]:
J = −κ
∫ t
0
K(t − τ) · grad u(τ ) dτ . (2)
Green and Naghdi [32] used the following simplest form of the kernel function
K(t − τ) = 1,
which actually corresponds to the wave equation for the temperature and thermoelasticity without any energy dissipation.
Chandrasekharaiah [33] pointed out that the constitutive equation for the heat flux could also be rewritten in a nonlocal
form with the ‘‘short-tail’’ exponential time-nonlocal kernel
K(t − τ) ∼ exp

− t − τ
ξ

,
in which ξ is a non-negative constant, and τ is a variable defined in (0, t).
The time-nonlocal dependence between the flux and the associate gradientswith a ‘‘long-tail’’ power-law-like kernel can
be rewritten in terms of the fractional integral and derivatives, which yields the following time fractional diffusion equation:
CDα0,tu = λ
∂2u
∂x2
, 0 < α < 2. (3)
The kernel of the constitutive Eq. (2) of (3) is given as
K(t − τ) =

α
Γ (1− α)(t − τ)
−α−1, 0 < α < 1,
1
Γ (α − 1) (t − τ)
α−2, 1 < α < 2.
Therefore, one can see that the fractional constitutive relations are read as
J = −κ · I1−α grad u, 0 < α < 1,
and
J = −κ · Iα−1 grad u, 1 < α < 2,
where I1−α and Iα−1 are fractional integrals [34] defined in the next section.
(3) is usually called ‘‘anomalous diffusion’’ or ‘‘fractional diffusion’’ [35]. The limiting case α = 0 corresponds to the
Helmholtz equationwhich is associatedwith the localized diffusion. The subdiffusion regime is characterized by 0 < α < 1.
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The ordinary diffusion corresponds to α = 1 and the superdiffusion regime by 1 < α < 2. The limiting case α = 2
corresponds to the wave equation which is called ‘‘ballistic diffusion’’.
Here, we mainly focus on constructing and analyzing a kind of efficient numerical scheme for approximately solving
time–space fractional nonlinear subdiffusion and superdiffusion equations, respectively. The considered equations read as
follows: for 0 < α < 1,
CDα0,tu(x, t)− λ1RLD1+βa,x u(x, t)+ λ2B(u)ux = f (x, t), x ∈ Ω, t ∈ [0, T ],
u(x, t) = 0, x ∈ ∂Ω, t ∈ [0, T ],
u(x, 0) = ϕ0(x), x ∈ Ω;
(4)
for 1 < α < 2,
CDα0,tu(x, t)− λ1RLD1+βa,x u(x, t)+ λ2B(u)ux = f (x, t), x ∈ Ω, t ∈ [0, T ],
u(x, t) = 0, x ∈ ∂Ω, t ∈ [0, T ],
u(x, 0) = ϕ0(x), ∂u(x, 0)
∂t
= ϕ1(x), x ∈ Ω,
(5)
whereΩ = (a, b); time T > 0; 0 < β < 1, and 0 < α < 1 is for the subdiffusion case, 1 < α < 2 is for the superdiffusion
case. Here the spatial fractional differential operator RLD1+β is also commonly referred to as anomalous diffusion, where the
underlying stochastic process is a Lévy (1 + β)/2-stable flight [36,37]. And when β = 1, it models a Brownian diffusion
process. The nonlinear term B(u)ux can be considered as the general form of uux. And when B(u) is a linear integral operator
of u, it models particle interactions [38]; when B(u) equals u, it models the Burgers turbulent flow [37,39]. f is a source term,
λ1 is the diffusivity coefficient, and λ1, λ2 satisfy some suitable conditions for the error estimates.
The rest of this paper is constructed as follows. In Section 2 the preliminary knowledge of fractional derivatives and
fractional derivative spaces are introduced. The approximate system of these equations, unconditional stability analysis,
existence and uniqueness of the weak solution, and the error estimates of the semi-discrete schemes of these considered
diffusion equations are discussed in Section 3. The error estimates of the full discrete schemes for (4) and (5) are studied in
Section 4. In Section 5, numerical examples are presented to demonstrate the efficiency of the theoretical results derived in
Section 4.
2. Fractional derivatives and fractional derivative spaces
2.1. Fractional derivatives
In this subsection, we recall some basic concepts of fractional calculus. There are several definitions for the fractional
derivatives, but the Riemann–Liouville derivative and the Caputo derivative are the often used fractional derivatives
[1,34,40–44].
Definition 2.1. The αth order left and right Riemann–Liouville integrals of function u(x) are defined on the interval (a, b)
as follows,
aIαx u(x) =
1
Γ (α)
∫ x
a
u(s)
(x− s)1−α ds,
xIαb u(x) =
1
Γ (α)
∫ b
x
u(s)
(s− x)1−α ds,
where α > 0.
Definition 2.2. The αth order left and right Riemann–Liouville derivatives of function u(x) defined in a finite interval (a, b)
are given as,
RLDαa,xu(x) =
1
Γ (n− α)
dn
dxn
∫ x
a
(x− τ)n−α−1u(τ )dτ ,
RLDα∗x,bu(x) =
(−1)n
Γ (n− α)
dn
dxn
∫ b
x
(τ − x)n−α−1u(τ )dτ ,
in which n − 1 < α < n ∈ Z+. Obviously, it is the integer derivative of the left and right fractional integral In−αu(x),
respectively.
An alternative definition of the fractional derivative was proposed by Caputo.
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Definition 2.3. The αth order left and right Caputo derivatives of function u(x) are defined as follows,
CDαa,xu(x) =
1
Γ (n− α)
∫ x
a
(x− τ)n−α−1 d
nu(τ )
dτ n
dτ , n− 1 < α < n,
CDα∗x,bu(x) =
(−1)n
Γ (n− α)
∫ b
x
(τ − x)n−α−1 d
nu(τ )
dτ n
dτ , n− 1 < α < n.
Compared to the Riemann–Liouville derivative, the Caputo derivative changes the sequence of the derivative and integral.
And they are equivalent under homogeneous initial conditions. The properties for the fractional derivatives were discussed
in [34,43,44].
2.2. Fractional derivative spaces
In this subsection, we introduce the fractional derivative spaces and present corresponding properties regarding the
space fractional diffusion operator RLD1+β , where we only use the form Dα for convenience when no confusion arises. These
spaces are useful for the following finite element analysis.
The following notations are used: L2(Ω) inner product is denoted by (·, ·), and the Lp(Ω) norm by ‖ ·‖Lp , with the special
cases L2(Ω) and L∞(Ω) norms denoted as ‖ · ‖ and ‖ · ‖∞, respectively. We denote the norm associated with the Sobolev
spaceW k,p(Ω) by ‖ · ‖W k,p , with a special caseW k,2(Ω) rewritten as Hk(Ω)with norm ‖ · ‖Hk or ‖ · ‖k and semi-norm | · |Hk
or | · |k. When u(x, t) is defined on the entire time interval (0, T ), we defined
‖u‖L∞(Hk(Ω)) = sup
0<t<T
‖u(·, t)‖Hk(Ω).
Definition 2.4. Let α > 0. The semi-norm and norm of the left, right, symmetric fractional derivative spaces on bounded
domainΩ are defined as follows
|u|JαL (Ω) = ‖Dαu‖L2(Ω), ‖u‖JαL (Ω) = (‖u‖2L2(Ω) + λαt |u|2JαL (Ω))
1/2, (6)
|u|JαR (Ω) = ‖Dα∗u‖L2(Ω), ‖u‖JαR (Ω) = (‖u‖2L2(Ω) + λαt |u|2JαR (Ω))
1/2, (7)
|u|JαS (Ω) = ‖(Dαu,Dα∗u)‖L2(Ω), ‖u‖JαS (Ω) = (‖u‖2L2(Ω) + λαt |u|2JαS (Ω))
1/2 (8)
where αt = (1t)αΓ (2−α) for α ∈ (0, 1) or (1t)αΓ (3−α) for α ∈ (1, 2), and λ is a constant. And let JαL (Ω), JαR (Ω), JαS (Ω)
denote the closure of C∞0 (Ω)with respect to ‖ · ‖JαL (Ω), ‖ · ‖JαR (Ω), ‖ · ‖JαS (Ω) correspondingly.
By using the idea in [18], the domainΩ in the above definition can be generalized to thewhole lineR, then the semi-norm
should be defined respectively by
|u|JαL (R) = ‖Dα−∞,xu‖L2(R), |u|JαR (R) = ‖Dα∗x,∞u‖L2(R),
|u|JαS (R) = ‖(Dα−∞,xu,Dα∗x,∞u)‖L2(R).
(9)
We then define the fractional Sobolev space Hα(R) for α > 0 as follows
|u|Hα(R) = ‖|ω|αu‖L2(R), ‖u‖Hα(R) = (‖u‖2L2(R) + λαt |u|2Hα(R))1/2, (10)
and denote Hα(R) as the closure of C∞(R)with respect to ‖ · ‖Hα(R).
For bounded domainΩ , we define Hα(Ω)
Hα(Ω) = {v ∈ L2(Ω)|∃v ∈ Hα(R) such thatv|Ω = v} (11)
with the norm
‖v‖α,Ω = infv∈Hα(R),v|Ω=v ‖v‖α,R, (12)
and denote Hα0 (Ω) as the closure of C
∞
0 (Ω)with respect to ‖ · ‖Hα(Ω).
Similar to [18,21], we get the following lemmas about their equivalence.
Lemma 2.1. Let α > 0, α ≠ n+ 12 , n ∈ N. The spaces JαL (R), JαR (R), JαS (R),Hα(R) are equal in the sense that their semi-norms
as well as norms are equivalent.
Lemma 2.2. Let α > 0, α ≠ n + 12 , n ∈ N. The spaces JαL (Ω), JαR (Ω), JαS (Ω),Hα0 (Ω) are equal in the sense that their semi-
norms as well as norms are equivalent.
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Therefore, in this paper we always use Hα0 (Ω) to denote the fractional derivative space equipped with the norm ‖ · ‖α
which can be any norm from (6)–(8) and (12).
For convenience, let X denote the space X = H(1+β)/20 (Ω) and H−(1+β)/2(Ω) the dual space of H(1+β)/20 (Ω), with norm‖ · ‖−(1+β)/2.
For the fractional diffusion operator, we have the properties below. There exist constants C1, C2 > 0 such that for
u, v ∈ X, 1/2 < µ < 1,
−(D2µu, v) = −(Dµu,Dµ∗v) ≤ C1‖u‖µ · ‖v‖µ (continuity on X × X), (13)
−(D2µu, u) = −(Dµu,Dµ∗u) ≥ C2‖u‖2µ (coercivity on X). (14)
In terms of computation, for 2µ = 1 + β (0 < β < 1), we found that −(D2µu, v) = (Dβu,∇v) is more suitable than
−(D2µu, v) = −(Dµu,Dµ∗v), because Dµ is a nonlocal operator, i.e., for shape functions ϕi and ϕj, the full discrete form of
(Dβϕi,∇ϕj) is a semi-sparse matrix, but−(Dµϕi,Dµ∗ϕj) is an almost ‘‘dense’’ matrix, which requires much more computer
memory for computation and storing data. Meanwhile, the two forms are always equivalent in the fractional Sobolev space
X .
For the operator B(·) in (4) and (5), we always assume that
(1) B(·) is linear,
(2) B(·) is an operator of order 0, i.e., for γ ≥ 0, u ∈ Hγ (Ω),
‖B(u)‖γ ≤ CB‖u‖γ .
Nowwe are ready to present some inequalities on norms for Sobolev spaces which will be used in the following sections.
Lemma 2.3 ([22]). Let Ω ⊂ R be bounded, ∂Ω ∈ C1. Then for 0 < µ < 1,ϵ > 0, p > 1, u and v are finite in the following
norms
‖uv‖µ ≤ C‖u‖1 · ‖v‖µ/2+ϵ .
Lemma 2.4 ([21] (Fractional Poincaré–Friedrichs)). Let Ω ⊂ R be bounded, then for u ∈ Hα0 (Ω), one has
‖u‖L2(Ω) ≤ C‖u‖Hα0 (Ω),
and for 0 < s < α, one has
‖u‖Hs0(Ω) ≤ C‖u‖Hα0 (Ω).
3. Finite difference and variational formulation
In this section, we present the variational formulations for time–space fractional nonlinear subdiffusion and
superdiffusion equations, respectively, where the time fractional derivative is the Caputo derivative, and the space fractional
derivative is the Riemann–Liouville one.
3.1. Subdiffusion case
For the subdiffusion case (4), i.e., 0 < α < 1, we use the finite difference scheme to numerically approximate the
derivative. First, we suppose tn = n1t, n = 0, 1, . . . ,N , in which1t = TN denotes the step size of time.
Similar to the first order derivative, the following approximation to the Caputo derivative is used [11]
CDα0,tu(x, tn+1) =
1
Γ (1− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)−α ∂u(x, η)
∂η
dη
= 1
Γ (1− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)−α u(x, tj+1)− u(x, tj)
1t
dη + rn+11t
= (1t)
1−α
Γ (2− α)
n−
j=0
νn−jut(x, tj)+ rn+11t , (15)
in whichνj = (j+ 1)
1−α − j1−α, νn−j = (n− j+ 1)1−α − (n− j)1−α > 0,
ut(x, tn)
.= u(x, tn+1)− u(x, tn)
1t
.
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Now set
(1t)1−α
Γ (2− α)
n−
j=0
νn−jut(x, tj) = cbα0,tun+1.
The truncation error between cbαt u
n+1 and CDα0,tu(x, tn+1) in [45] is denoted by r
n+1
1t , and
rn+11t ≤ Cu(1t)2−α,
where Cu is a constant only related to u.
So, the subdiffusion case (4) turns out to be a semi-discrete variational problem: for n = 0, 1, . . . ,N − 1 (N = T/1t),
to find un+1 ∈ H(1+β)/20 (Ω)where un+1(x) is an approximation to u(x, tn+1) satisfying (4), that is,
(cbα0,tu
n+1, v)+ λ1(RLDβa,xun+1,∇v)+ λ2(B(un+1)∇un, v) = ⟨f n+1, v⟩, ∀v ∈ H(1+β)/20 (Ω). (16)
From (16), we have the iterative solutions un+1 in the following way
(un+1, v)+ λ1α0(RLDβa,xun+1,∇v)+ λ2α0(B(un+1)∇un, v) =
n−
j=0
anj · (uj, v)+ α0⟨f n+1, v⟩, (17)
in which α0 = Γ (2− α)(1t)α ,
anj =

νn, j = 0;
νn−j − νn−j+1, 1 ≤ j ≤ n. (18)
ν0 = 1, anj is the jth element of an, j = 0, . . . , n. It is worthwhile to note that, anj > 0, and
∑n
j=0 a
n
j = 1.
For α = 1, we need to make a hypothesis 00 := 0, then we get anj = 0 for j = 0, . . . , n − 1, and ann = 1, (17) can be
written in the following special form,
(un+1, v)+ λ11t(RLDβa,xun+1,∇v)+ λ21t(B(un+1)∇un, v) = (un, v)+1t⟨f n+1, v⟩.
Note that this is just the Euler backward difference scheme for the first order temporal derivative discussed in [22].
Remarks. The iteration form of the nonlinear term can also be written as (B(un)∇un+1, v) where the corresponding semi-
discrete scheme can also be shown unconditionally stable and also works well numerically. It can also be applied in the
superdiffusion case.
3.2. Superdiffusion case
In the present subsection, we discuss the superdiffusion case (5) with 1 < α < 2 which no other published research
seems to have taken into account so far. Similar to the subdiffusion case, we use the center difference scheme to approximate
the second order derivative at time t = tn+1, i.e.,
CDα0,tu(x, tn+1) =
1
Γ (2− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)1−α · ∂
2u(x, η)
∂η2
dη
= 1
Γ (2− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)1−α · u(x, tj+1)− 2u(x, tj)+ u(x, tj−1)
(1t)2
dη + Rn+11t
= (1t)
2−α
Γ (3− α)
n−
j=0
ωn−jutt(x, tj)+ Rn+11t (19)
in which
ωj = (j+ 1)2−α − j2−α, ωn−j = (n− j+ 1)2−α − (n− j)2−α > 0,
utt(x, tn) = u(x, tn+1)− 2u(x, tn)+ u(x, tn−1)
(1t)2
.
In particular, for j = 0, denote u−1 = u(x, 0)−1tu(1)(x, 0) = ϕ0 −1tϕ1. Now for brevity we set
(1t)2−α
Γ (3− α)
n−
j=0
ωn−j
u(x, tj+1)− 2u(x, tj)+ u(x, tj−1)
(1t)2
= CPα0,tu(x, tn+1).
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Next, we discuss the truncation error Rn+11t . By Taylor series expansion, one has
u(x, tj+1)− 2u(x, tj)+ u(x, tj−1)
(1t)2
= ∂
2u
∂t2
(x, tj)+ (1t)
2
12
∂4u
∂t4
(x, tj)+ O((1t)4).
Therefore, the truncation error takes the following form
Rn+11t =
1
Γ (2− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)1−α

∂2u(x, η)
∂η2
− ∂
2u
∂t2
(x, tj)− (1t)
2
12
∂4u
∂t4
(x, tj)+ O((1t)4)

dη
= 1
Γ (2− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)1−α

(η − tj) ∂
3u
∂t3
(x, tj)+

(η − tj)2
2
− (1t)
2
12

∂4u
∂t4
(x, tj)+ O((1t)4)

dη
= 1
Γ (2− α)
n−
j=0
∫ tj+1
tj
(tn+1 − η)1−α

(η − tj) ∂
3u
∂t3
(x, tj)+ O((1t)2)

dη.
Then, the absolute value of the truncation error can be estimated as follows
|Rn+11t | ≤
CM1
Γ (2− α)1t
n−
j=0
∫ tj+1
tj
(tn+1 − η)1−αdη + O((1t)2)
= CM1T
2−α
Γ (3− α)1t + O((1t)
2),
in whichM1 is the upper bound of
 ∂3u
∂t3
(x, t)
.
So, the superdiffusion case (5) is changed into a semi-discrete variational problem: for n = 0, 1, . . . ,N − 1 (N = T/1t),
to find un+1 ∈ H(1+β)/20 (Ω)where un+1(x) is an approximation to u(x, tn+1) such that
(CPα0,tu
n+1, v)+ λ1(RLDβa,xun+1,∇v)+ λ2(B(un+1)∇un, v) = ⟨f n+1, v⟩. (20)
After some adjustment, the iterative solution un+1 in the following way can be obtained:
(un+1, v)+ λ1α1(RLDβa,xun+1,∇v)+ λ2α1(B(un+1)∇un, v) =
n−
j=−1
bnj · (uj, v)+ α1⟨f n+1, v⟩, (21)
in which α1 = Γ (3− α)(1t)α , and
bnj =

−ωn, j = −1;
2ωn − ωn−1, j = 0;
−ωn−j−1 + 2ωn−j − ωn−j+1, 1 ≤ j ≤ n− 1;
2ω0 − ω1, j = n.
Here ω0 = 1, bnj is the jth element of bn, j = −1, . . . , n. It is worth noting that
∑n
j=−1 b
n
j = 1,−1 <
∑n−1
j=1 b
n
j < 0.
For α = 2, to have consistency with results we need to denote 00 = 0. Then bnj = 0 for j = −1, . . . , n − 2, and
bnn−1 = −1, bnn = 2. Therefore (21) turns to be the following special scheme
(un+1, v)+ λ1(1t)2(RLDβa,xun+1,∇v)+ λ2(1t)2(B(un+1)∇un, v) = (2un − un−1, v)+ (1t)2⟨f n+1, v⟩.
This is just the central difference scheme for the second order temporal derivative.
3.3. Stability analysis, existence and uniqueness of variational solutions for (17) and (21)
First, for the subdiffusion case, we denote
A0(un; un+1, v) = (un+1, v)+ λ1α0(RLDβa,xun+1,∇v)+ λ2α0(B(un+1)∇un, v), (22)
f0 = n−
j=0
anj · uj + α0f n+1, F0(v) = ⟨f0, v⟩. (23)
Then we have the variational formulation for the subdiffusion case in a concise form as follows:
A0(un; un+1, v) = F0(v). (24)
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As for the superdiffusion case, we denote
A1(un; un+1, v) = (un+1, v)+ λ1α1(RLDβa,xun+1,∇v)+ λ2α1(B(un+1)∇un, v), (25)
f1 = n−
j=−1
bnj · uj + α1f n+1, F1(v) = ⟨f1, v⟩. (26)
The variational formulation for the superdiffusion case takes the following concise form
A1(un; un+1, v) = F1(v). (27)
Before the existence and uniqueness theorem, we first discuss the stability of the semi-discrete schemes (17) and (21).
Lemma 3.1. The semi-discrete form (17) is unconditionally stable for a sufficiently small step size1t > 0, and
‖un+1‖(1+β)/2 ≤ ‖u0‖, n = 0, 1, . . . ,N − 1, (28)
holds.
Proof. For convenience and without loss of generality, we suppose f = 0 in (23). For n = 0, we have
(u1, v)+ λ1α0(RLDβa,xu1,∇v)+ λ2α0(B(u1)∇u0, v) = (u0, v). (29)
Taking v = u1, using the inequality ‖u1‖ ≤ C‖u1‖(1+β)/2 and the definition of norm for the adopted fractional derivative,
one immediately has
‖u1‖(1+β)/2 ≤ ‖u0‖. (30)
Now, suppose that
‖uj‖(1+β)/2 ≤ ‖u0‖, (31)
holds for j = 1, 2, . . . , n, next we need show that
‖un+1‖(1+β)/2 ≤ ‖u0‖.
Substituting v = un+1 in (22) gives
(un+1, un+1)+ λ1α0(RLDβa,xun+1,∇un+1)+ λ2α0(B(un+1)∇un, un+1) =
n−
j=0
anj · (uj, un+1).
By using (30) and (31), one gets
(un+1, un+1)+ λ1α0(RLDβa,xun+1,∇un+1)+ λ2α0(B(un+1)∇un, un+1) =
n−
j=0
anj · (uj, un+1)
≤
n−
j=0
|anj | · ‖uj‖ · ‖un+1‖
≤
n−
j=0
|anj | · ‖u0‖ · ‖un+1‖
= ‖u0‖ · ‖un+1‖ ≤ ‖u0‖ · ‖un+1‖(1+β)/2. (32)
Obviously, we obtain that
‖un+1‖(1+β)/2 ≤ ‖u0‖ (33)
holds for 0 < α < 1. 
Lemma 3.2. The semi-discrete form (21) is unconditionally stable for a sufficiently small step size1t > 0, and it holds that
‖un+1‖(1+β)/2 ≤ C(‖ϕ0‖ +1t‖ϕ1‖), n = 0, 1, . . . ,N − 1. (34)
Proof. By using the inequality ‖u−1‖ ≤ C(‖ϕ0‖ + 1t‖ϕ1‖) and the same idea of Lemma 3.1, one can also finish the proof
of this lemma. The details are thus omitted. 
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Lemma 3.3 (Existence and Uniqueness). For a sufficiently small step size 1t > 0, there exists a unique solution un+1 satis-
fying (17) and (21), respectively, and un+1 also satisfies
‖un+1‖(1+β)/2 ≤ C‖fi‖−(1+β)/2 (35)
for i = 0, 1, respectively.
Proof. Firstly, we discuss the nonlinear term. By using the idea of the interpolation [46], for un+1, v ∈ H(1+β)/20 (Ω), we have
(B(un+1)∇un, v) = (D(1+β)/2un,D1−(1+β)/2(B(un+1)v))
≤ ‖un‖(1+β)/2 · ‖B(un+1)v‖(1−β)/2
≤ C1M‖B(un+1)v‖[L2,H(1+β)/2](1−β)/(1+β),2
≤ C2‖B(un+1)‖(1+β)/2 · ‖v‖(1+β)/2
≤ C3‖un+1‖(1+β)/2 · ‖v‖(1+β)/2, (36)
where we use the result from the stability analysis (28) and (34) correspondingly to getM in the above formulation.
Then we begin to prove that the bilinear form Ai(un; un+1, v) is coercive over H(1+β)/20 (Ω) for i = 0, 1. For a given
sufficient small1t > 0, using (14) and (36) and the fractional Poincaré–Friedrichs inequality, we have
Ai(un; un+1, un+1) = (un+1, un+1)+ λ1αi(RLDβa,xun+1,∇un+1)+ λ2αi(B(un+1)∇un, un+1)
≥ ‖un+1‖2 + C4αi|un+1|2(1+β)/2 − C5αi|un+1|2(1+β)/2
= ‖un+1‖2 + (C4 − C5)αi|un+1|2(1+β)/2
≥ C6‖un+1‖2(1+β)/2. (37)
Next, we prove that Ai(un; un+1, v) is continuous on H(1+β)/20 (Ω)× H(1+β)/20 (Ω). That is
Ai(un; un+1, v) = (un+1, v)+ λ1αi(RLDβa,xun+1,∇v)+ λ2αi(B(un+1)∇un, v)
≤ ‖B(un+1)‖ · ‖v‖ + C7αi‖un+1‖(1+β)/2 · ‖v‖(1+β)/2 + C3αi‖un+1‖(1+β)/2 · ‖v‖(1+β)/2
≤ C8‖un+1‖(1+β)/2 · ‖v‖(1+β)/2. (38)
Moreover, we can also prove that Fi(·) is continuous over H(1+β)/20 (Ω) for i = 0, 1. Asfi ∈ H(1+β)/20 (Ω) ⊂ H−(1+β)/2(Ω),
then we have
|Fi(v)| = ‖fi‖−(1+β)/2 · ‖v‖(1+β)/2. (39)
Therefore, the operatorsAi, Fi satisfy the hypothesis of the Lax–MilgramTheorem [46], fromwhich existence and uniqueness
of the variational solutions to (17) and (21) can be proved. Then the estimates (35) for i = 0, 1 can be directly obtained from
(37)–(39). 
3.4. Error estimates for the semi-discrete schemes
In this subsection, we show the error estimates for the semi-discrete schemes of (17) and (21) correspondingly.
Theorem 3.1. Assume that (4) has an exact solution u(tn+1) at t = tn+1 and {un+1}N−1n=0 is the solution of (17)with the boundary
and initial conditions
un+1 = 0, x ∈ ∂Ω, t ∈ [0, T ]; u0 = ϕ0(x), x ∈ Ω.
Then, the approximation solution un+1 satisfies the following error estimates: when 0 < α < 1,
‖u(tn+1)− un+1‖(1+β)/2 ≤ CuT
α
1− α (1t‖ut‖L∞(H1) + (1t)
2−α), (40)
while when α → 1,
‖u(tn+1)− un+1h ‖(1+β)/2 ≤ CuT (1t‖ut‖L∞(H1) +1t). (41)
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Proof. We first define the error en+1 = u(tn+1)− un+1, at t = tn+1, n = 0, 1, . . . ,N − 1.
By using (19), we get the exact solution u at t = tn+1 satisfying
(u(tn+1), v)+ λ1α0(RLDβa,xu(tn+1),∇v)+ λ2α0(B(u(tn+1))∇un, v)
=
n−
j=0
anj · (u(tj), v)− λ2α0(B(u(tn+1))∇(u(tn+1)− un), v)+ α0(f n+1, v)− α0(rn+11t , v), ∀v ∈ X . (42)
Therefore, subtracting (17) from (42), we get
(en+1, v)+ λ1α0(RLDβa,xεn+1,∇v)+ λ2α0(B(en+1)∇un, v)
=
n−
j=0
anj · (ej, v)− λ2α0(B(u(tn+1))∇(u(tn+1)− un), v)− α0(rn+11t , v). (43)
Taking v = en+1 into (43), we obtain
(en+1, en+1)+ λ1α0(RLDβa,xen+1,∇en+1)+ λ2α0(B(en+1)∇un, en+1)
=
n−
j=0
anj · (ej, en+1)− λ2α0(B(u(tn+1))∇(u(tn+1)− un), en+1)− α0(rn+11t , en+1). (44)
Similar to the proof of the coercivity of A0(un; un+1, un+1), the left hand side of (44) is equivalent to ‖en+1‖2(1+β)/2.
The second term on the right hand side of (44) can be rewritten as the sum of the three terms
λ2α0(B(u(tn+1))∇(u(tn+1)− un), en+1)
= λ2α0(B(u(tn+1))∇(u(tn+1)− u(tn)), en+1)+ λ2α0(B(u(tn+1))∇(u(tn)− un), en+1)
= λ2α0(B(u(tn+1))∇(u(tn+1)− u(tn)), en+1)+ λ2α0(B(u(tn+1))∇en, en+1). (45)
For the first term of (45), we have
λ2α0(B(u(tn+1))∇(u(tn+1)− u(tn)), en+1) ≤ λ2ϵ‖B(u(tn+1))en+1‖2 + λ2
ϵ
‖α0∇(u(tn+1)− u(tn))‖2
in which ϵ > 0 is a constant.
Using
‖u(tn+1)− u(tn)‖1 = 1t‖ut(tn)‖1,
we have
λ2α0(B(u(tn+1))∇(u(tn+1)− u(tn)), en+1) ≤ λ2ϵ‖en+1‖2 + λ2
ϵ
(α01t)2‖ut(tn)‖21.
For the second term of (45), we use the duality with respect to L2 inner product and then we have
λ2α0(B(u(tn+1))∇en, en+1) = −λ2α0(en,∇(B(u(tn+1))en+1))
≤ λ2
ϵ
α20‖en‖21−(1+β)/2 + λ2ϵ‖B(u(tn+1))en+1‖2(1+β)/2.
From the above equation, using that ‖u‖1 is bounded for t ∈ [0, T ], Lemma 2.3, and the interpolation between L2(Ω) and
H
1+β
2 (Ω), we obtain
‖B(u(tn+1))en+1‖(1+β)/2 ≤ ‖u(tn+1)‖1 · ‖en+1‖(1+β)/4+ϵ
≤ M‖en+1‖ 2(1+β)4ϵ−1−β · ‖en+1‖ 2(1+β)1+β+4ϵ(1+β)/2
≤ C‖en+1‖2(1+β)/2. (46)
The last inequality holds due to the fractional Poincaré–Friedrichs inequality (see Lemma 2.4).
Moreover, we note that,
‖en‖21−(1+β)/2 ≤ C‖en‖2(1+β)/2,
because of 1− (1+ β)/2 < (1+ β)/2.
For the truncation error term of the time fractional operator, we conclude that
α0(rn+11t , e
n+1) ≤ ‖α0rn+11t ‖ · ‖en+1‖ ≤
α20
ϵ
(1t)4−2α + ϵ‖en+1‖2,
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where ϵ is a positive constant less than 1. From the above discussion, we combine the result into the following way
‖en+1‖2(1+β)/2 ≤
n−
j=0
anj ‖ej‖2 + ϵC‖en+1‖2 + ϵC‖en+1‖2(1+β)/2 + α20(λ2(1t)2‖unt ‖21 + (1t)4−2α). (47)
Using the fact that ‖en+1‖ ≤ C‖en+1‖(1+β)/2 yields
(1− ϵ)‖en+1‖2(1+β)/2 ≤
n−
j=0
anj ‖ej‖2 + α20(λ2(1t)2‖unt ‖21 + (1t)4−2α).
Therefore, we conclude that
‖en+1‖2(1+β)/2 ≤
n−
j=0
anj ‖ej‖2 + α20(λ2(1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α). (48)
In the following, we will use mathematical induction to obtain the error estimates. For the first case 0 < α < 1, we start
with the following estimates:
‖u(tj)− uj‖2(1+β)/2 ≤ Cuν−2j−1α20(λ2(1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α), j = 1, 2, . . . ,N. (49)
When j = 1, that is n = 0 in (23), one has,
‖e1‖2(1+β)/2 ≤ |a00|‖e0‖2 + (α0rn+11t )2 + α20(1t)2‖ut‖2L∞(H1(Ω))
= α20(1t)4−2α + α20(1t)2‖ut‖2L∞(H1(Ω)).
Therefore, we have that
‖e1‖2(1+β)/2 ≤ ν−20 ((1t)4 + α20(1t)2‖ut‖2L∞(H1(Ω))).
Therefore, this completes the case j = 1.
Suppose that (49) holds for all j = 1, 2, . . . , n, we now need to prove that it holds also for j = n+ 1.
(en+1, v)+ λ1α0(RLDβa,xen+1,∇v)+ λ2α0(B(en+1)∇un, v)
=
n−
j=0
anj (e
j, v)− λ2α0(B(u(tn+1))∇(u(tn+1)− un), v)− α0(rn+11t , v), ∀v ∈ X .
Taking v = en+1, ‖e0‖ = 0, (18) and also using the above analysis, we have
‖en+1‖2(1+β)/2 ≤
n−
j=0
anj ‖ej‖2 + α20((1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α)
=
n−
j=1
(νn−j − νn−j+1)ν−2j · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)+ α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α.
Because ν−1j < ν
−1
j+1 and 0 < νj < 1 for all non-negative integers j, we obtain that
‖en+1‖2(1+β)/2 ≤
n−
j=1
(νn−j − νn−j+1)ν−2j (α20(1t)2‖ut‖2L∞(H1(Ω))
+α20(1t)4−2α)+ α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α
≤
n−
j=1
((νn−j − νn−j+1)+ νn)ν−2n · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)
= ν−2n · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α).
The estimate (49) is thus proved.
By simple computation, we can get that (n+ 1)−αν−1n increasingly tends to 11−α as n →∞. Hence, we have that
(n+ 1)−αν−1n ≤
1
1− α , n = 0, 1, . . . ,N − 1.
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Therefore, for all n such that n1t ≤ T , we have
‖en+1‖2(1+β)/2 ≤ C(n+ 1)−2αν−2n (n+ 1)2α · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)
≤ C 1
(1− α)2 ((n+ 1)1t)
2α(1t)−2α · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)
= Cu,αT 2α(1t)−2α(α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α). (50)
When α → 1, (50) has no meaning because Cu,α → ∞. Therefore, (41) cannot be directly obtained from (40). So we need
to look for an error estimate of other form.
Taking into account the fact that j1t ≤ T for all j = 1, 2, . . . ,N , we present the error estimate
‖u(tj)− uj‖2(1+β)/2 ≤ Cuj2(α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α), j = 1, . . . ,N, (51)
where Cu is a constant only related to u. Here, we use mathematical induction again to prove this estimate. The details are
almost the same as above, so are omitted.
‖u(tn+1)− un+1h ‖2(1+β)/2 ≤ Cu

n−
j=1
anj j
2(α20(1t)
2‖ut‖2L∞(H1(Ω))
+α20(1t)4−2α)+ (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)

= Cu

n−
j=1
anj ·
j2
(n+ 1)2 +
1
(n+ 1)2

(n+ 1)2 · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)
≤ Cu

n−
j=0
anj (n+ 1)2 · (α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α)

= Cu(n+ 1)2(α20(1t)2‖ut‖2L∞(H1(Ω)) + α20(1t)4−2α),
in which (n+ 1)2 ≥ 1+∑nj=1 anj j2, because of∑nj=1 anj < 1. Then (51) is proved, and (41) is proved too. 
Theorem 3.2. Assume that (5) has an exact solution u(tn+1) at t = tn+1 and {un+1}N−1n=0 is the solution of (27)with the boundary
and initial conditions
un+1 = 0, x ∈ ∂Ω, t ∈ [0, T ]; u0 = ϕ0(x), u0t = ϕ1(x), x ∈ Ω.
Then, the approximation solution un+1 satisfies the following error estimates: when 1 < α < 2, one has
‖u(tn+1)− un+1‖(1+β)/2 ≤ CuT
α−1
2− α ((1t)
2 + (1t)2‖ut‖L∞(H1(Ω))), (52)
when α → 2, one has
‖u(tn+1)− un+1‖(1+β)/2 ≤ CuT ((1t)2 + (1t)2‖ut‖L∞(H1(Ω))). (53)
Proof. Similar to Theorem 3.1, we can also use mathematical induction to get the error estimates, in which we will use
e−1 = u(t−1)− u−1 = u(t−1)− u(0)+1tu(1)(0) = (1t)
2
2! u
(2)(0)+ O(1t)3, (54)
and the property (n+ 1)1−αω−1n increasingly approaches to 12−α as n →∞. Therefore, the details are left out. 
4. Error estimates of the full discrete schemes
In this section, we first give the full discrete schemes, and then analyze the error estimates. Firstly, let Sh denote a uniform
partition onΩ , with grid parameter h. For k ∈ N, let Pk(Ω) denote the space of polynomials onΩ of degree no greater than
k. Then we define Xh as the finite element space on Sh to be the basis of the piecewise polynomials of order k, k ∈ N, i.e.,
Xh = {v ∈ X ∩ C(Ω) : v|D ∈ Pk(D),∀D ∈ Sh}
in which D is the unit of Sh.
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The following property of finite element spaces and Sobolev spaces is very useful for our subsequent analysis. For
u ∈ Hk+1(Ω), there exists v ∈ Xh such that (see [47])
‖u− v‖ + h‖∇(u− v)‖ ≤ Chk+1‖u‖k+1. (55)
Let un+1h be the finite element solution at time t = tn+1 of the following full discrete schemes for the subdiffusion case
(0 < α < 1)
(un+1h , vh)+ λ1α0(RLDβa,xun+1h ,∇vh)+ λ2α0(B(un+1h )∇unh, vh) =
n−
j=0
anj · (ujh, vh)+ α0⟨f n+1, vh⟩, ∀vh ∈ Xh, (56)
and the superdiffusion case (1 < α < 2)
(un+1h , vh)+ λ1α1(RLDβa,xun+1h ,∇vh)+ λ2α1(B(un+1h )∇unh, vh) =
n−
j=−1
bnj · (ujh, vh)+ α1⟨f n+1, vh⟩, ∀vh ∈ Xh. (57)
Wewill show that (56) and (57) are uniquely solvable for unh at each time step n. From the idea in [22],we use the following
induction hypothesis, which simply states that the computed iterates un+1h are bounded independent of h and n, i.e.,
‖ujh‖1 ≤ M1, j = 0, 1, . . . , n, (58)
and we will prove that the hypothesis is true later.
Since Xh is a subset of the space ofH
(1+β)/2
0 (Ω), similar to Lemma 3.3, we have that (56) and (57) satisfy the hypothesis of
the Lax–Milgram lemma for a sufficiently small step size1t correspondingly, which can be used to conclude the existence
and uniqueness of the solution un+1h .
Now, we carry out the error estimation for the full discrete problems. We always denote C as a generic constant which
may be changed at different situations from now on.
Theorem 4.1. Assume that (4) has a solution u satisfying ut ∈ L2(0, T ;Hk+1(Ω)) ∩ L∞(0, T ;Hk+1), utt ∈ L2(0, T ; L2(Ω)),
with u0 ∈ Hk+1(Ω). Then, the finite element approximation (56) is convergent to the solution of (4) on the interval (0,T) as
1t, h → 0. The approximation solution un+1h satisfies the following error estimates:
if 0 < α < 1, then
‖u(tn+1)− un+1h ‖(1+β)/2 ≤
CuTα
1− α ((1t)
−αhk+(1−β)/2‖u‖L∞(Hk+1(Ω)) +1t‖ut‖L∞(H1(Ω)) + (1t)2−α), (59)
‖u− uh‖ ≤ CuT
α
1− α ((1t)
−αhk+1‖u‖L∞(Hk+1(Ω)) +1t‖ut‖L∞(H1(Ω)) +1t2−α); (60)
if α → 1, then
‖u(tn+1)− un+1h ‖(1+β)/2 ≤ CuT ((1t)−1hk+(1−β)/2‖u‖L∞(Hk+1(Ω)) +1t‖ut‖L∞(H1(Ω)) +1t), (61)
‖u(tn+1)− un+1h ‖ ≤ CuT ((1t)−1hk+1‖u‖L∞(Hk+1(Ω)) +1t‖ut‖L∞(H1(Ω)) +1t). (62)
Proof. In order to estimate the error,we first discuss the error at t = tn+1, n = 0, 1, . . . ,N−1. Define εn+1 = u(tn+1)−un+1h ,
and for Un+1 ∈ Xh, defineΛn+1 and En+1 asΛn+1 = u(tn+1)−Un+1, En+1 = Un+1− un+1h . So, we have εn+1 = Λn+1+ En+1.
Similar to the proof of the error estimate for the semi-discrete scheme, the true solution of this problem u at t = tn+1
also satisfies
(u(tn+1), v)+ λ1α0(RLDβa,xu(tn+1),∇v)+ λ2α0(B(u(tn+1))∇unh, v)
=
n−
j=0
anj · (u(tj), v)− λ2α0(B(u(tn+1))∇(u(tn+1)− unh), v)+ α0(f n+1, v)− α0(rn+11t , v). (63)
Therefore, subtracting (56) from (63) gives
(εn+1, v)+ λ1α0(RLDβa,xεn+1,∇v)+ λ2α0(B(εn+1)∇unh, v)
=
n−
j=0
anj · (εj, v)− λ2α0(B(u(tn+1))∇(u(tn+1)− unh), v)− α0(rn+11t , v). (64)
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Substituting εn+1 = Λn+1 + En+1, v = En+1 into (64) leads to
(En+1, En+1)+ λ1α0(RLDβa,xEn+1,∇En+1)+ λ2α0(B(En+1)∇unh, En+1)
=
n−
j=0
anj · (εj, En+1)− (Λn+1, En+1)− λ1α0(RLDβa,xΛn+1,∇En+1)
−λ2α0(Λn+1∇unh, En+1)− λ2α0(B(u(tn+1))∇(u(tn+1)− unh), En+1)− α0(rn+11t , En+1). (65)
Similar to the proof of the coercivity of A0(un; un+1, un+1), the left hand side of (65) is equivalent to ‖En+1‖2(1+β)/2. For
the first term on the right hand side, we have
n−
j=0
anj · (εj, En+1) ≤
n−
j=0
anj ‖εj‖ · ‖En+1‖ ≤
n−
j=0
anj

1
ϵ
‖εj‖2 + ϵ‖En+1‖2

.
Next,
(Λn+1, En+1) ≤ ‖Λn+1‖ · ‖En+1‖ ≤ 1
ϵ
‖Λn+1‖2 + ϵ‖En+1‖2, (66)
in which
‖Λn+1‖ ≤ Chk+1‖u(tn)‖k+1
where (55) is used. For the third term on the right hand side, we have
λ1α0(RLDβa,xΛ
n+1,∇En+1) ≤ λ1‖α20Λn+1‖(1+β)/2 · ‖En+1‖(1+β)/2
≤ λ1

α20
ϵ
‖Λn+1‖2(1+β)/2 + ϵ‖En+1‖2(1+β)/2

,
in which
‖Λn+1‖(1+β)/2 ≤ Chk+(1−β)/2‖u(tn)‖k+1.
Next,
λ2α0(B(Λn+1)∇unh, En+1) ≤ λ2α0‖B(Λn+1)∇unh‖ · ‖En+1‖
under the hypothesis of ‖ujh‖1 ≤ M for j = 0, 1, . . . , n. (We will show that it is true later on.) We obtain the result similar
to (66).
The remaining term is rewritten as the sum of the three terms
λ2α0(B(u(tn+1))∇(u(tn+1)− unh), En+1) = λ2α0(B(u(tn+1))∇(u(tn+1)− u(tn)), En+1)
+ λ2α0(B(u(tn+1))∇(u(tn)− unh), En+1)
= λ2α0(B(u(tn+1))∇(u(tn+1)− u(tn)), En+1)
+ λ2α0(B(u(tn+1))∇Λn, En+1)+ λ2α0(B(u(tn+1))∇En, En+1). (67)
For the first and second terms on the right hand side of (67), we get the same results from Theorem 3.1, so we have
λ2α0(B(u(tn+1))∇(un+1 − un), En+1) ≤ λ2ϵ‖En+1‖2 + λ2
ϵ
(α01t)2‖ut(tn)‖21,
λ2α0(B(u(tn+1))∇Λn, En+1) ≤ λ2
ϵ
α20‖Λn‖21−(1+β)/2 + λ2ϵ‖B(un+1)En+1‖2(1+β)/2.
With the interpolation error bound, one gets
‖Λn‖1−(1+β)/2 ≤ Chk+(1+β)/2‖u(tn)‖k+1,
and similar to (46), one has
‖B(u(tn+1))En+1‖(1+β)/2 ≤ M‖En+1‖(1+β)/2.
Therefore,
λ2α0(B(u(tn+1))∇Λn, En+1) ≤ λ2
ϵ
α20h
2k+(1+β)‖u(tn)‖2k+1 + λ2ϵM‖En+1‖2(1+β)/2.
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For the last term of (67), one obtains
λ2α0(B(u(tn+1))∇En, En+1) ≤ λ2α
2
0
ϵ
‖En‖2(1+β)/2 + λ2ϵM‖En+1‖2(1+β)/2.
And
α0(rn+11t , E
n+1) ≤ α
2
0
ϵ
(1t)4−2α + ϵ‖En+1‖2.
So, combining the above results yields
‖En+1‖2(1+β)/2 ≤
n−
j=0
anj ‖εj‖2 + ϵC‖En+1‖2 + ϵC‖En+1‖2(1+β)/2 + h2k+2‖u(tn)‖2k+1 + α20(λ1h2k+1−β‖u(tn)‖2k+1
+ λ2h2k+1+β‖u(tn)‖2k+1 + λ2(1t)2‖unt ‖21 + (1t)4−2α).
Using ‖En+1‖ ≤ C‖En+1‖(1+β)/2 leads to
(1− ϵ)‖En+1‖2(1+β)/2 ≤
n−
j=0
anj ‖εj‖2 + h2k+2‖u(tn)‖2k+1 + α20(λ1h2k+1−β‖u(tn)‖2k+1 + λ2h2k+1+β
×‖u(tn)‖2k+1 + λ2(1t)2‖unt ‖21 + (1t)4−2α),
where ϵ is again a sufficiently small constant.
From the definition of the error and the above analysis, one gets
‖εn+1‖2(1+β)/2 ≤ ‖En+1‖2(1+β)/2 + ‖Λn+1‖2(1+β)/2
≤
n−
j=0
anj ‖εj‖2 + α20(h2k+1−β‖u(tn)‖2k+1 + λ2(1t)2‖unt ‖21 + (1t)4−2α)+ h2k+1−β‖u(tn)‖2k+1, (68)
where the rate of h2k+1−β is lower than α20h2k+1−β because of α0 = (1t)αΓ (2 − α). Therefore, (68) can be rewritten as
follows
‖εn+1‖2(1+β)/2 ≤ ‖En+1‖2(1+β)/2 + ‖Λn+1‖2(1+β)/2
≤
n−
j=0
anj ‖εj‖2 + C(h2k+1−β‖u‖2L∞(Hk+1(Ω)) + α20((1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α)).
Similarly, we can also obtain that
‖εn+1‖2 ≤ ‖En+1‖2 + ‖Λn+1‖2
≤
n−
j=0
anj ‖εj‖2 + C(h2k+2‖u‖2L∞(Hk+1(Ω)) + α20((1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α)).
Next, we use mathematical induction to get the error estimations which are similar to those of Theorem 3.1,
‖u(tj)− ujh‖2(1+β)/2 ≤ Cuν−2j−1[h2k+1−β‖u‖2L∞(Hk+1(Ω)) + α20((1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α)],
‖u(tj)− ujh‖2 ≤ Cuν−2j−1[h2k+2‖u‖2L∞(Hk+1(Ω)) + α20((1t)2‖ut‖2L∞(H1(Ω)) + (1t)4−2α)],
hold for j = 1, 2, . . . ,N . And the results are obtained by following the same lines as those in Theorem 3.1.
Finally, we will prove that hypothesis (58) is true. Firstly, we assume that ‖ujh‖1 ≤ M for j = 0, 1, . . . , n− 1. Using the
interpolation property and (61), one gets
‖unh‖1 ≤ ‖unh − u(tn)‖1 + ‖u(tn)‖1 ≤ ‖En‖1 + ‖Λn‖1 + ‖u(tn)‖1
≤ C(h−1‖En‖ + ‖u(tn)‖1)
≤ C(h−1((1t)−αhk+1 +1t‖ut‖L∞(H1) +1t2−α)+ ‖u(tn)‖1).
Since C is independent of n, u ∈ L∞(0, T ;H1(Ω)) for 1t ≤ ch, we have that ‖unh‖1 is bounded. Therefore, we have that
‖ujh‖1 ≤ M2 for j = 0, . . . , n. An analogous argument shows that ‖unh‖ is also bounded independent of h and n. 
Next, we give the error estimates for the full discrete scheme for the superdiffusion case.
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Theorem 4.2. Assume that (5) has a solution u satisfying ut ∈ L2(0, T ;Hk+1(Ω))∩L∞(0, T ;Hk+1(Ω)), utt ∈ L2(0, T ; L2(Ω)),
with u0, u0t ∈ Hk+1(Ω). Then, the finite element approximation (57) is convergent to the solution of (5) on the interval (0, T ) as
1t, h → 0. The approximation solution un+1h satisfies the following error estimates: if 1 < α < 2, then
‖u(tn+1)− un+1h ‖(1+β)/2 ≤
CuTα−1
2− α ((1t)
1−αhk+(1−β)/2‖u‖L∞(Hk+1(Ω)) + (1t)2 + λ2(1t)2‖ut‖L∞(H1(Ω))), (69)
‖u(tn+1)− un+1h ‖ ≤
CuTα−1
2− α ((1t)
1−αhk+1‖u‖L∞(Hk+1(Ω)) + (1t)2 + λ2(1t)2‖ut‖L∞(H1(Ω))); (70)
if α → 2, then
‖u(tn+1)− un+1h ‖(1+β)/2 ≤ CuT ((1t)−1hk+(1−β)/2‖u‖L∞(Hk+1(Ω)) + (1t)2 + λ2(1t)2‖ut‖L∞(H1(Ω))), (71)
‖u(tn+1)− un+1h ‖ ≤ CuT ((1t)−1hk+1‖u‖L∞(Hk+1(Ω)) + (1t)2 + λ2(1t)2‖ut‖L∞(H1(Ω))). (72)
Proof. The error equation is given as follows
(εn+1, v)+ λ1α1(RLDβa,xεn+1,∇v)+ λ2α1(B(εn+1)∇unh, v)
=
n−
j=−1
bnj · (εj, v)− λ2α1(B(u(tn+1))∇(u(tn+1)− unh), v)− α1(Rn+11t , v). (73)
The discussion of the error estimates of (73) is omitted here due to almost the same proof as that of Theorem 4.1; for more
details, see Theorem 4.1. Only some difference is that we should prove ε−1 has the following property
ε−1 = u(t−1)− u−1h = u(t−1)− u−1 + u−1 − u−1h
= e−1 + u0 −1tu0t − (u0 −1tu0t )h = e−1 + u0 − u0h −1t(u0t − ut0h),
where e−1 can be seen from (54),
u0 − u0h = u(t0)− U0 + U0 − u0h = Λ0 + E0,
u0t − ut0h = ut(t0)− U0t + U0t − ut0h = Λ0t + E0t ,
‖E0‖ = ‖E0t ‖ = 0, ‖Λ0‖ ≤ Chk+1‖u0‖k+1, ‖Λ0t ‖ ≤ Chk+1‖u0t ‖k+1.
Hence, the proof is completed. 
5. Numerical examples
In this section, we present numerical results for the Galerkin approximations which supports the theoretical analysis in
Section 4.
Let Sh denote a uniform partition on [a, b], and Xh the space of continuous piecewise linear functions on Sh, i.e. k = 1.
In order to implement the Galerkin finite element approximation, we adapt finite element discrete at the space axis, and
fractional finite difference scheme along the time axis. We associate the shape function of the space Xh with the standard
basis of hat functions on the uniform grid of size h = 1n .
First, we consider the subdiffusion case. From Theorem 4.1, we have predicated the space convergence rates
‖un+1 − un+1h ‖ ∼ O(1t),
if1t = Ch; and the time convergence rates
‖un+1 − un+1h ‖ ∼ O(h),
if h = C ′1t .
Here, we suppose the nonlinear term B(u)ux are defined as uux for generality, and it turns out to be the generalized
Burgers equation [39].
Example 5.1. Suppose the following fractional Burgers equationCD
α
0,tu(x, t)− RLD1+β0,x u+ uux = f , x ∈ Ω, t ∈ [0, T ]
u(0, t) = u(1, t) = 0, t ∈ [0, T ]
u(x, 0) = x2(1− x)2, x ∈ Ω.
(74)
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Table 1
The experiential error results of Example 5.1: time convergence rate for C ′ =
0.5 (the third column) and space convergence rate for C = 0.05 (the last
column).
1t ‖u(T )− uNh ‖ Cvge.rate h ‖u(T )− uNh ‖ Cvge.rate
1
5 1.33732 ·10−2 – 14 6.17257 ·10−3 –
1
10 7.00853 ·10−3 0.93 18 2.05985 ·10−3 1.58
1
20 3.50049 ·10−3 1.00 116 8.15526 ·10−4 1.34
1
40 1.74046 ·10−3 1.01 132 3.6935 · 10−4 1.14
1
80 8.67665 ·10−4 1.00 164 1.77943 ·10−4 1.05
1
160 4.32965 ·10−4 1.00 1128 8.82782 ·10−5 1.01
Fig. 1. Figure of Example 5.2, t = 0.5, h = 1/32, β = 0.6, α = 0.1, . . . , 1.0.
in whichΩ = (0, 1), T = 1, 0 < α < 1, and the source term f is chosen as
8t2−α
Γ (3− α) −
4t1−α
Γ (2− α)

x2(1− x)2 + (4t2 − 4t + 1)

2x1−β
Γ (2− β) −
12x2−β
Γ (3− β) +
24x3−β
Γ (4− β)

+(4t2 − 4t + 1)2(x2(1− x)2(2x− 6x2 + 4x3)).
Then its exact solution (4t2 − 4t + 1)x2(1− x)2.
If we suppose α = 0.999 and β = 0.1, we get the numerical results in Table 1 which confirms Theorem 4.1.
Example 5.2. The right function f is t(1 − t)x(1 − x) in (74). In this example f is not specifically chosen, hence its exact
solution is not easily obtained due to nonlinearity.
In this example, we want to observe the relations between its solution and the fractional orders α, β . At first, we fix β ,
say, β = 0.6, then decrease α from 1.0 to 0.1 with a step length 0.1. In this situation, we always let the space step length
h = 1/32, we get Fig. 1 for the numerical solution at t = 0.5. Next, we fix α = 0.8, then decrease β from 1.0 to 0.1 with the
step size 0.1. Set again h = 1/32, we get Fig. 2 for the numerical solution at t = 0.5. From Figs. 1 and 2, we find that with
the decrease of α for a fixed β , and with the increase of β for a fixed α, the solution (i.e. diffusion velocity) increases more
slowly, and the peak becomes smoother. This confirms the physical systems, that is, Dγ u with 0 < γ < 1 corresponds to
the subdiffusion phenomenon, and that with γ > 1 corresponds to the superdiffusion phenomenon.
In the following, we consider the superdiffusion case. From Theorem 4.2, we have predicated the convergence rates. If
we suppose1t = Ch, we have the space convergence rate
‖u(tn+1)− un+1h ‖ ∼ O(h3−α),
and if we suppose h = C ′1t , we have the time convergence rate
‖u(tn+1)− un+1h ‖ ∼ O((1t)3−α).
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Fig. 2. Figure of Example 5.2, t = 0.5, h = 1/32, α = 0.8, β = 0.1, . . . , 1.0.
Table 2
The experiential error results of Example 5.3: time convergence rate for C ′ =
0.5 (the third column) and space convergence rate for C = 0.05 (the last
column).
1t ‖u(T )− uNh ‖ Cvge.rate h ‖u(T )− uNh ‖ Cvge.rate
1
5 4.97588 · 10−3 – 14 2.24697 · 10−2 –
1
10 3.49223 · 10−3 0.51 18 1.82814 · 10−2 0.30
1
20 2.377724·10−3 0.55 116 1.159734·10−2 0.66
1
40 1.816074·10−3 0.39 132 6.505725·10−3 0.83
1
80 1.433193·10−3 0.34 164 4.807568·10−3 0.44
Example 5.3. Consider the fractional nonlinear superdiffusion equation below,
CDα0,tu(x, t)− RLD1+β0,x u+ uux = f , x ∈ Ω, t ∈ [0, T ]
u(0, t) = u(1, t) = 0, t ∈ [0, T ]
u(x, 0) = x2(1− x)2, ∂u
∂t
(x, 0) = −4x2(1− x)2, x ∈ Ω,
(75)
in whichΩ = (0, 1), T = 1, 1 < α < 2 and the source term f is
8t2−α
Γ (3− α)x
2(1− x)2 + (4t2 − 4t + 1)

2x1−β
Γ (2− β) −
12x2−β
Γ (3− β) +
24x3−β
Γ (4− β)

+(4t2 − 4t + 1)2(x2(1− x)2(2x− 6x2 + 4x3)).
So its solution has the same expression as that of Example 5.1.
If we suppose α = 1.1 and β = 0.8, we get numerical results in Table 2.
The numerical results confirm the theoretical prediction.
Example 5.4. The right function f is t(1− t)x(1− x) in (75). We plot the solutions of the nonlinear fractional superdiffusion
equations with different α and β in Figs. 3 and 4. From Figs. 3 and 4, we can see that the diffusion phenomena of particles,
i.e., for a fixed α(β), the bigger β(α), the bigger diffusion velocity, which confirm to the physical systems.
The numerical examples of the linear, nonlinear problems with subdiffusion and the linear problem with superdiffusion
workwell and confirm the theoretical analysis. However, the numerical exampleswith superdiffusiondoes not fit theoretical
analysis very well mostly due to superdiffusion and nonlinearity. It is known that the limiting case of superdiffusion (i.e.,
α → 2) is the hyperbolic case that is also difficult to deal with numerically. So such a case of superdiffusion needs further
study.
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Fig. 3. Figure of Example 5.4, t = 0.5, h = 1/32, β = 0.6, α = 1.1, . . . , 2.0.
Fig. 4. Figure of Example 5.4, t = 0.5, h = 1/32, α = 1.8, β = 0.1, . . . , 1.0.
6. Conclusions and comments
So far except [18] used the space–time spectral method to solve the time fractional diffusion equation, we have not
found similar work. In this paper, we use the fractional difference method in time and the finite element method in space,
for the nonlinear problems of time–space fractional order subdiffusion and superdiffusion equations. The existence and
uniqueness of theweak solutions are proved. And the stability analysis and error estimates for the semi-discrete schemes are
discussed. Finally, we also give the error estimates for the full discrete schemes. For the subdiffusion linear problem, we get
the approximation of order1t2−α+(1t)−αh2, for the nonlinear problemwe get the approximation of order1t+(1t)−αh2.
For the superdiffusion linear and nonlinear problems, we get the approximation of order1t2+ (1t)1−αh2. From numerical
experimentswe can observe the interesting diffusion phenomena of particleswhich are in linewith the real cases. For a fixed
β (corresponding to the spatial derivative), the diffusion velocity in time direction increases with the increase of α ∈ (0, 2).
For a given α(∈ (0, 2)), the diffusion velocity in spatial direction increases with the increase of β ∈ (0, 1).
Moreover, during the discrete process of spatial finite elements, we take (Dβu,∇v) instead of −(Dµu,Dµ∗v), where
2µ = 1 + β . Although they are both theoretically equivalent to −(D2µu, v), the former makes the zero elements in
the finite element matrices as much more as possible, however the latter does not due to the nonlocality of fractional
derivative operators which brings about bigger consumption in computer memory for computation and restoring data. This
fact implies that theoretical equivalence does not always mean equivalent efficiency in applications, as Chinese numerical
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mathematician Kang Feng said. In detail, for the one dimension case, the dimension of the eth elementmatrix (Dβφ(e)i ,∇φ(e)j )
is (e+1)×2, but−(Dµφ(e)i ,Dµ∗φ(e)j ) is (e+1)×(e+1) (themesh node)with the shape functionsφ(e)i , φ(e)j for i, j = 1, 2 in the
element e (e = 1, . . . , n−1). After assembling the elementmatrix, we get the stiffnessmatrix (Dβφi,∇φj)whose form is an
upper triangular form andwith a lower diagonal for i, j = 1, . . . , n. Butwith both the nonlocal operators, the stiffnessmatrix
−(Dνφi,Dν∗φj) is almost dense, which is hard to deal with. Therefore, we prefer to use (Dβφi,∇φj) form. Furthermore, this
kind of stiffness matrix is diagonal dominant except the first row (the biggest element is at the last column). So we can use
the Gaussian elimination method to solve these linear algebraic systems where the results work well. On the other hand,
in the discrete process of temporal fractional derivative operators, we need to sum up all of the ‘‘historical’’ results, when
iteration proceeds from one step to the next step. If we deal with the long-term integration, the above difference schemes
are generally expensive. To overcome this problem, we can apply the ‘‘short memory principle’’ to the long-term integration
[34,48] under suitable assumptions of the unknown solutions.
References
[1] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, John Wiley & Sons Inc., New York, 1993.
[2] K. Dithelm, An algorithm for the numeicial solution of differential equations of fractional order, Electron. Trans. Numer. Anal. 5 (1997) 1–6.
[3] K. Dithelm, N.J. Ford, A.D. Freed, A predictor–corrector approach for the numerical solution of fractional differential equations, Nonlinear Dynam. 29
(2002) 3–22.
[4] C.P. Li, X.H. Dao, On the fractional Adams method, Comput. Math. Appl. 58 (2009) 1573–1588.
[5] C.P. Li, A. Chen, J.J. Ye, Numerical approaches to fractional calculus and fractional ordinary differential equation, J. Comput. Phys. 230 (2011) 3352–3368.
[6] H.L. Arora, F.I. Abddwahidi, Solution of non-integer order differential equations via the Adomian decomposition method, Appl. Math. Lett. 6 (1993)
21–23.
[7] A.J. George, A. Chakrabarti, The Adomian method applied to some extraordinary differential equations, Appl. Math. Lett. 8 (1993) 91–97.
[8] H. Jafari, S. Momani, Solving fractional diffusion and wave equations by modified homotopy perturbation method, Phys. Lett. A 370 (2007) 388–396.
[9] S. Momani, Z. Odibat, V.S. Erturk, Generalized differential transform method for solving a space- and time-fractional diffusion-wave equation, Phys.
Lett. A 370 (2007) 379–387.
[10] C.P. Li, Y.H. Wang, Numerical algorithm based on Adomian decomposition for fractional differential equations, Comput. Math. Appl. 57 (2009)
1672–1681.
[11] F. Liu, V. Anh, I. Turner, P. Zhuang, Time fractional advection dispersion equation, J. Appl. Math. Comput. 13 (2003) 233–245.
[12] M.M. Meerschaert, Charles Tadjeran, Finite difference approxiamtion for two-sided space-fractional partial differential equations, J. Appl. Math. 56
(2006) 80–90.
[13] S.B. Yuste, L. Acedo, An explicit finite difference method and a new von Numann-type stability analysis for fractional diffusion equations, SIAM J.
Numer. Anal. 42 (2005) 1862–1874.
[14] J.S. Liang, Y.Q. Chen, Hybrid symbolic and numerical simulation studies of time-fractional order wave-diffusion systems, Internat. J. Control 79 (2006)
1462–1470.
[15] C. Tadjeran, M.M. Meerschaert, A second order accurate numerical method for the two-dimensional fractional diffusion equation, J. Comput. Phys.
220 (2007) 813–823.
[16] M.S. Tavazoei, M. Haeri, S. Bolouki, M. Siami, Stability preservation analysis for frequency-based methods in numerical simulation of fractional order
systems, SIAM J. Numer. Anal. 47 (2008) 321–338.
[17] P. Zhuang, F. Liu, V. Anh, I. Turner, New solution and analytical techniques of the implicit numerical method for the sub-diffusion equation, SIAM J.
Numer. Anal. 46 (2008) 1079–1095.
[18] X.J. Li, C.J. Xu, A space-time spectral method for the time fractional diffusion equation, SIAM J. Numer. Anal. 47 (2009) 2108–2131.
[19] G.J. Fix, J.P. Roop, Least squares finite-element solution of a fractional order two-point boundary value problem, Comput. Math. Appl. 48 (2004)
1017–1033.
[20] J.P. Roop, Computational aspects of FEM approximation of fractional advection dispersion equations on bounded domains in R2 , J. Comput. Appl. Math.
193 (2006) 243–268.
[21] V.J. Ervin, J.P. Roop, Variational formulation for the stationary fractional advection dispersion equation, Numer. Methods Partial Differential Equations
22 (2006) 558–576.
[22] V.J. Ervin, N. Heuer, J.P. Roop, Numerical approximation of a time dependent nonlinear, space-fractional diffusion equation, SIAM J. Numer. Anal. 45
(2007) 572–591.
[23] H. Zhang, F. Liu, V. Anh, Galerkin finite element approximations of symmetric space-fractional partial differential equations, Appl. Math. Comput. 217
(2010) 2534–2545.
[24] Y.Y. Zheng, C.P. Li, Z.G. Zhao, A note on the finite elementmethod for the space-fractional advection diffusion equation, Comput. Math. Appl. 59 (2010)
1718–1726.
[25] Y.Y. Zheng, C.P. Li, Z.G. Zhao, A fully discrete discontinuous Galerkin method for nonlinear fractional Fokker–Planck equation, Math. Probl. Eng. 2010
(2010) doi:10.1155/2010/279038. Article ID: 279038.
[26] Q. Liu, F. Liu, I. Turner, V. Anh, Finite element approximation for the modified anomalous subdiffusion process, Appl. Math. Modelling (2011), in press
(doi:10.1016/j.apm.2011.02.036).
[27] W. Wyss, The fractional diffusion equation, J. Math. Phys. 27 (1986) 2782–2785.
[28] M.E. Gurtin, A.C. Pipkin, A general theory of heat conduction with finite wave speeds, Arch. Ration. Mech. Anal. 31 (1968) 113–126.
[29] P.J. Chen, M.E. Gurtin, On second sound in materials with memory, Z. Angew. Math. Phys. 21 (1970) 232–241.
[30] T.B. Moodi, R.J. Tait, On the thermal transients with finite wave speeds, Acta Mech. 50 (1983) 97–104.
[31] F.R. Norwood, Transient thermal waves in the general theory of heat conduction with finite wave speeds, J. Appl. Mech. 39 (1972) 673–676.
[32] A.E. Green, P.M. Naghdi, Thermoelasticity without energy dissipation, J. Elasticity 31 (1993) 189–208.
[33] D.S. Chandrasekharaiah, Thermoelasticity with second sound: a review, Appl. Mech. Rev. 39 (1986) 355–376.
[34] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, CA, 1999.
[35] Y.Z. Povstenko, Two-dimensional axisymmetric stresses exerted by instantaneous pulses and sources of diffusion in an infinite space in a case of
time-fractional diffusion equation, Int. J. Solids Structure 44 (2007) 2324–2348.
[36] D.A. Benson, S.W.Wheatcraft, M.M. Meerschaeert, The fractional order governing equations of Lévymotion,Water Resour. Res. 36 (2000) 1413–1423.
[37] M.F. Shlesinger, B.J. West, J. Klafter, Lévy dynamics of enhanced diffusion: application to turbulence, Phys. Rev. Lett. 58 (1987) 1100–1103.
[38] P. Biler, W.A. Woyczyński, Global and exploding solutions for nonlocal quadratic evolution problems, SIAM J. Appl. Math. 59 (1998) 845–869.
[39] N. Sugimoto, Burgers equation with a fractional derivative: hereditary effects on nonlinear acoustic waves, J. Fluid Mech. 225 (1991) 631–653.
[40] S.C. Samko, A.A. Kilbas, O.I. Maxitchev, Integrals and derivatives of the fractional order and some of their applications, Nauka i Tekhnika, Minsk, 1987
(in Russian).
[41] M. Caputo, Linear models of dissipation whose Q is almost frequency independent, part II, Geophys. J. R. Astron. Soc. 13 (1963) 529–539.
C. Li et al. / Computers and Mathematics with Applications 62 (2011) 855–875 875
[42] N. Heymans, I. Podlubny, Physical interpretation of initial conditons for frational differenial equations with Riemann–Liouville fractionsl derivatives,
Rheol. Acta 45 (2006) 765–772.
[43] C.P. Li, W.H. Deng, Remarks on fractional derivatives, Appl. Math. Comput. 187 (2007) 777–784.
[44] C.P. Li, X.H. Dao, P. Guo, Fractional derivatives in complex plane, Nonlinear Anal. TMA 71 (2009) 1857–1869.
[45] Y. Lin, C.J. Xu, Finite difference/spectral approximations for the time-fractional diffusion equation, J. Comput. Phys. 225 (2007) 1533–1552.
[46] R.A. Adams, Sobolev Space, Academic Press, New York, 1975.
[47] S.C. Brenner, L.R. Scott, The Mathematical Theory of Finite Element Methods, Springer-Verlag, New York, Berlin, 1994.
[48] W.H. Deng, Short memory principal and a predictor–corrector approach for fractional differential equations, J. Comput. Appl. Math. 206 (2007)
174–188.
