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a b s t r a c t
Spectral methods are a class of methods for solving partial differential equations (PDEs).
When the solution of the PDE is analytic, it is known that the spectral solutions converge
exponentially as a function of the number of modes used. The basic spectral method
works only for regular domains such as rectangles or disks. Domain decomposition
methods/spectral element methods extend the applicability of spectral methods to more
complex geometries. An alternative is to embed the irregular domain into a regular one.
This paper uses the spectral method with domain embedding to solve PDEs on complex
geometry. The running time of the new algorithm has the same order as that for the usual
spectral collocation method for PDEs on regular geometry. The algorithm is extremely
simple and can handle Dirichlet, Neumann boundary conditions as well as nonlinear
equations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Spectral methods are a class of methods for solving partial differential equations (PDEs). As opposed to finite
difference/elements which use local basis functions, spectral methods employ global basis functions. When the solution of
the PDE is analytic, it is known that the spectral solutions converge exponentially as a function of the number ofmodes used.
The basic spectral methodworks only for regular domains such as rectangles or disks in the 2D case. Domain decomposition
methods/spectral element methods extend the applicability of spectral methods to more complex geometries. These are
iterative methods which partition the domain into smaller regular subdomains. If fast solvers are available on these
subdomains, then these methods are optimal in the sense that the number of iterations to reach a prescribed stopping
criterion is independent of the discretization parameters.
If the subdomain boundaries are not straight and aligned with the coordinate axes, then domain decomposition
methods/spectral element methods need to map the subdomains to a rectangle by some transformation. This increases
the complexity of the procedure.
This paper proposes a simple extension of the spectral method to enable it to solve PDEs on complex geometry. Themain
idea is to embed the irregular domain into a regular one. It complements domain decomposition/spectral element methods
which work well for solutions which need not be analytic because, for instance, the boundary is not smooth. The running
time of the new algorithm has the same order as that of the usual spectral collocationmethod for PDEs on regular geometry.
The algorithm is extremely simple and can handle Dirichlet, Neumann boundary conditions as well as nonlinear equations.
Good references on spectral methods include [5,7,10,15,16,18–20,27,30]. Some references on domain decomposi-
tion/spectral element methods are [11,21,28,29,22]. The idea of embedding the complex domain into a simple one is cer-
tainly not new. In the literature, it is known as fictitious domain or domain embedding methods. See, for instance, [2,6,
1,12,9,24,23,17]. Some studies on spectral methods on irregular geometry include [8,13,14,25]. Needless to say, these are
representative publications and are not complete in any sense.
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We describe very briefly the above works on spectral methods for PDEs in complex domains. The influential paper [25]
solves PDEs on complex domains which can be mapped to a regular one by a transformation. Ref. [13] solves the PDE on a
rectangle containing the irregular domain. The solution on the rectangle is defined to be a periodic extension of the solution
on the irregular domain. The boundary conditions on the given domain is enforced by a boundary element approach. This
method was used to solve the Navier–Stokes equations in [14]. Ref. [8] solves nonlinear parabolic PDEs by a smoothed
boundary method. Here, instead of solving for the solution u in the irregular domainΩ , they solve for u = uφ where φ is
a smooth approximation of the characteristic function ofΩ . In practice, φ is taken as the convolution of the characteristic
function and the Gaussian function of width . The function u is periodic on the rectangle which containsΩ and converges
to u in the limit  → 0.
We now briefly describe one popular fictitious domain method originally developed in [9]. We follow the exposition
in [26].
Given a PDE on a complex domainΩ , let the discrete equation for unknowns inΩ be Ax1 = b1. SupposeΩ is embedded
in a larger rectangle R. Extend the PDE fromΩ to R and let B be the discrete operator on R. Also extend the right-hand side
as b = [b1; b2; b0] where b2 and b0 are unknowns on R \ Ω and ∂Ω , respectively. The algorithm consists of the following
steps:
1. By = b
2. w0 = −Sy0
3. Bv =
[
0
0
w0
]
4. x1 = y1 + v1.
In the above, S is the Schur complement defined by
S = B00 − B01B−111 B10 − B02B−122 B20
where
B =
[B11 0 B10
0 B22 B20
B01 B02 B00
]
with the blocks partitioned according to unknowns inΩ, R\Ω and ∂Ω . This algorithm is not suitable for us since we intend
to employ spectral methods. The right-hand side of the equation for v is the discrete counterpart of a non-smooth function
and so the spectral solution for v will not be accurate. Furthermore, the algorithm requires two global solves involving B.
We take a different fictitious domain approach pioneered by [1]. See [2] for a theoretical discussion of the method. It
differs from the first approach in that it solves for the unknown boundary function g on ∂R by requiring the solution to
vanish along ∂Ω . Ref. [1] implements the algorithm using finite elements. Our proposed algorithm, called spectral domain
embedding, uses spectral collocation. It requires only one global solve and attains spectral convergence.
Refs. [3,4] are continuations of [2] employing the Fourier spectral method combined with techniques of optimal
distributed control. The former uses a rectangle as the embedding domain while the latter uses a disk. Fast algorithms
are available for the resultant system, making these methods quite attractive.
The outline of this paper is as follows. The 1D case will be considered in the next section. This actually contains all
the main ideas. In Section 3, the Dirichlet problem in two-dimensions will be described. Extensions to Neumann problems
and nonlinear problems are given in Section 4. Numerical results are presented in Section 5 which will be followed by a
conclusion and future work.
2. 1D case
Let a and f be real analytic functions defined on (0, 1)with a positive on [0, 1]. Consider the ODE
−(au′)′ = f , (0, 1)
with boundary conditions u(0) = 0 = u(1). The interval (0, 1) is embedded in the larger interval (−1, 1) on which the ODE
is solved by a spectral method. Here, we extend a and f to be real analytic on (−1, 1)with a positive on [−1, 1]. The choice
of extension is not important as long as the required properties are satisfied.
For the problem on (−1, 1), it is obvious that the boundary condition at x = 1 is inherited from that of the original
problem. The question is the choice of boundary condition at the left end point: u(−1) = g ∈ R. Our fictitious domain
method sets up a linear equation for the unknown value g by requiring that the solution vanish at x = 0.
Let x0, . . . , xn denote the Legendre–Gauss–Lobatto nodes with x0 = 1, xn = −1. (Chebyshev–Gauss–Lobatto nodes can
also be used.) For 0 ≤ j ≤ n, let `j(x) be the Lagrange interpolant of these nodes. That is, `j(x) is a polynomial of degree n
and satisfies `j(xk) = δjk. In fact,
`j(x) = − 1n(n+ 1)Ln(xj)
(1− x2)L′n(x)
x− xj (2.1)
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where Ln is the nth Legendre polynomial. We employ the spectral method (more specifically, pseudospectral method or
spectral collocation) to discretize the ODE and so we seek a solution of the form
uh(x) =
n∑
j=1
uj`j(x).
Note that u0 = 0 from the boundary condition at the right end. There are n unknowns, and n equations are required. The
collocation conditions−(a(xj)u′(xj))′ = f (xj), j = 1, . . . , n−1 provide n−1 conditions and the remaining one comes from
the constraint that the solution must vanish at the origin. This translates into
uh(0) =
n∑
j=1
uj`j(0) = 0. (2.2)
We nowwrite down precisely the linear system thatmust be solved. LetD ∈ R(n+1)×(n+1) be the Legendre pseudospectral
derivative matrix so that
Djk = d`k(xj)dx .
Analytic expression for each entry can be derived from
`′j(x) =
1
n(n+ 1)Ln(xj)(x− xj)
[
n(n+ 1)Ln(x)+ (1− x
2)L′n(x)
x− xj
]
. (2.3)
Let T be the (n+ 1)× (n+ 1) diagonal matrix whose jth diagonal entry is a(xj). The discrete spectral matrix corresponding
to the differential operator on (−1, 1) is A = −DTD. Since u(1) = 0, the first row and first column of A can be deleted. Also,
since constraint (2.2) must be imposed, we replace the final row of A by the row vector
v = [`1(0), . . . , `n(0)].
Call Aˆ ∈ R(n−1)×n as Awith the first and last rows deleted and also the first column removed. The complete system reads Aˆ
v


u1
...
un−1
un
 =
 fh
0
 . (2.4)
Here fh ∈ Rn−1 is the vector whose jth component is f (xj), j = 1, . . . , n − 1. Note that if n is odd, then xj 6= 0 for all j and
so v has no zero entry. On the other hand, if n is even, then xj = 0 where j = n/2. In this case, v is the vector of all zeroes
except for a one in the jth component. We shall take n to be odd to be consistent with the 2D case where the boundary of
the domain will in general not coincide with any grid point.
The eigenvalue problem corresponding to (2.4) is Aˆ
v


φ1
...
φn−1
φn
 = λ

φ1
...
φn−1
φn

with the differential equation analog:
− φ′′(x) = λφ(x), x ∈ (−1, 1) (2.5)
with boundary conditions φ(1) = 0, φ(0) = λφ(−1). (To simplify matters, we take a(x) = 1.) The form of the solution is
sin(1− x)bwhere b can be determined from the boundary condition. In fact, it must satisfy
0 = (2λ cos b− 1) sin b. (2.6)
The solutions of the above equation are b = jpi for any positive integer j and solutions of 2λ cos b = 1. From the ODE, it is
easy to see that λ = b2 and so the other solutions are given by the intersections of the graphs of λ = b2 and λ = .5 sec b.
See Fig. 2.1. It is apparent that the nth eigenvalue is O(n2).
Theorem 2.1. The largest eigenvalue of the matrix in (2.4) is bounded above by O(n4).
The proof of this theorem will be given in the Appendix. The smallest eigenvalue of the discrete system approaches the
smallest eigenvalue of the continuous problem (2.5) with spectral accuracy. This value is the first root of (2.6) which is
.797224 . . .. Hence the spectral condition number, defined as the ratio of the largest to the smallest eigenvalue, is bounded
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Fig. 2.1. Semilog plot of the graphs of λ = b2 and λ = .5 sec b. The solutions of (2.6) are marked with ‘◦’.
Fig. 2.2. Condition number of thematrix in (2.4) ‘∗’ and that of the usual discrete spectral operatorwith homogeneous Dirichlet conditions ‘◦’. The diffusion
coefficient is a(x) = ex .
above by O(n4). See Fig. 2.2. It is well known that the spectral condition number of the matrix (A0) occurring in the spectral
discretization of second-order differential equations is also O(n4). Hence (2.4) is nomore difficult to solve than the standard
Dirichlet problem.
Unfortunately, the above result does not carry over in two-dimensions, where the system corresponding to (2.4) is
extremely ill-conditioned. We illustrate an alternate way to solve (2.4) in the 1D case below.
From the first n− 1 equations of (2.4), we obtain u1...
un−1
 = A−10 (fh − wun) (2.7)
where A0 is the first n − 1 columns of Aˆ with w as the last column. Substitute this into the last equation of (2.4) to get
Sun = −v1A−10 fh where
S = v2 − v1A−10 w
is the Schur complement which is a real number in the 1D case. Here v1 is the first n− 1 components of v with the final one
as v2. Solve this equation for un and then the other components u1, . . . , un−1 can easily be computed from (2.7). The amount
of work done is dominated by the LU factorization of A0. Two back solves involving f and w are needed in this procedure.
Hence the overall complexity is the same as that of solving one ODE on the domain (−1, 1).
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Fig. 3.1. Condition number of thematrix in (3.1) ‘∗’ and that of the usual discrete spectral operatorwith homogeneous Dirichlet conditions ‘◦’. The diffusion
coefficient is a(x, y) = ex+y .
3. 2D elliptic PDEs
Consider now a bounded domain Ω in R2 with a complex boundary. Suppose a is a smooth positive function and f is a
smooth function. Define the PDE
−∇ · (a∇u) = f onΩ
u = 0 on ∂Ω.
The basic idea is to embed Ω in a larger rectangle and adjust the values on the boundary of the rectangle so that
u = 0 on ∂Ω .
Before proceeding to the general case, let us consider the special situation where one part of the boundary of the domain
can be parametrized by x. Suppose the domain is given by (−1, 1)2 ∩ {(x, y), y > Γ (x)}. Here, we solve the PDE on the
rectangle R with the solution vanishing along the left, right and upper boundaries. We find the value of the solution on the
lower boundary (y = −1) so that the solution vanishes along y = Γ (x). The n−1 constraints are then, for k = 1, . . . , n−1,
u(xk,Γ (xk)) ≈
n−1∑
i=1
n∑
j=1
uij`i(xk)`j(Γ (xk)) =
n∑
j=1
ukj`j(Γ (xk)) = 0.
The discrete spectral operator has the same block structure as in (2.4). The Schur complement is an (n−1)× (n−1)matrix.
Now consider the general case where the domainΩ is a strict subset of the rectangle (−1, 1)2. LetM be the number of
constraints to be imposed on the boundary ∂Ω . That is, let (pi, qi), i = 1, . . . ,M be equally-spaced points along ∂Ω . The
constraint equations are
u(pi, qi) ≈
n∑
j,k=0
ujk`j(pi)`k(qi) = 0.
The global system is[
A w
v1 v2
] [
u1
u2
]
=
[
fh
0
]
(3.1)
where A ∈ R(n−1)2×(n−1)2 is the discrete spectral differential operator on R while w ∈ R(n−1)2×4n corresponds to the
differential operator involving terms along the boundary of the rectangle. The unknowns in the interior of R are denoted by
u1 while u2 denotes unknowns along ∂R. The components of theM× (n+ 1)2 matrix v = [v1, v2] are the coefficients of the
constraint equations. We used the formula
M =
⌈
L
2
n
⌉
. (3.2)
Here dxe is the smallest integer larger than x and L is an approximate length of the boundary ∂Ω . The rationale behind the
formula is as follows. It is reasonable that the value ofM should be proportional to L. When L = 8 which is the length of the
perimeter of the outer rectangle, thenM = 4nwhich is the number of nodes we use. This works quite well in most cases.
The condition number of the global matrix is quite large. See Fig. 3.1 for a typical example. This implies that the rows of
the vector v are effectively linearly dependent. Instead of solving (3.1) directly, we first calculate u2 = −SĎ(v1A−1fh)where
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Ď denotes pseudoinverse and S = v2 − v1A−1w is aM × 4n rectangular matrix. This is followed by solving Au1 = fh −wu2.
As before, we only require one global solve with multiple right-hand sides (fh andw).
In practice, we take the pseudoinverse with tolerance of 10−10. That is, all singular values smaller than 10−10 are set to
zero. Although the calculation of pseudoinverse is a computationally intensive operation, S is a small matrix relative to the
size of the global system.
4. Neumann problems
A simple modification of the algorithm discussed in the last section allows us to solve PDEs with Neumann boundary
conditions. In the 1D case, suppose the Neumann condition is applied at x = 0 : u′(0) = 0 and the Dirichlet condition is
applied at x = 1 : u(1) = 0. In place of (2.2), we have
u′h(0) =
n∑
j=1
uj`′j(0) = 0
where `′j(0) can be calculated using (2.3).
In the 2D case, the constraints equations are ∂u
∂ν
= 0 for points (pi, qi), i = 1, . . . ,M along ∂Ω . Here ν = [ν1, ν2] denotes
the unit outward normal along ∂Ω . With
uh(x, y) =
n∑
j,k=0
ujk`j(x)`k(y),
the constraint equations take the form
n∑
j,k=0
ujk
(
ν1`
′
j(pi)`k(qi)+ ν2`j(pi)`′k(qi)
) = 0, i = 1, . . . ,M.
5. Nonlinear problems
By using Newton’s method, the spectral domain embedding method can be used to solve nonlinear PDEs in complex
geometry. Consider
−∇ · (a∇u) = f (x, y, u) onΩ
with boundary condition u = 0 on ∂Ω . Suppose the current approximation is u(n). The iteration proceeds with the solution
of the linear equation
−∇ · (a∇φ)− fu(x, y, u(n))φ = ∇ · (a∇u(n))+ f (x, y, u(n)) on R
with the constraint that φ = 0 vanishes on ∂Ω . The next iterate is then u(n+1) = u(n) + φ. The discrete form of this linear
equation is[
A− fu(u(n)1 ) w
v1 v2
] [
φ1
φ2
]
=
[
−Au(n)1 + f (u(n)1 )
0
]
.
Here, the subscript 1 indicates variables defined in the interior of R while the subscript 2 denotes variables along ∂R.
Assuming that u(0) vanishes along ∂Ω , then u(n) also vanishes along ∂Ω for all n. We stress that the Newton iteration solves
for the unknowns on R and not just those onΩ .
6. Numerical results
We have implemented the algorithms in MATLAB. The user specifies the coefficients of the differential equation, the
boundary of the domain and the value of n. The number of constraintsM is calculated by formula (3.2). The user can of course
override this. For programming convenience, the user also inputs a function g(x, y) so that all points satisfying g(x, y) = 0
are boundary points and that g(x, y) < 0 denotes the interior of the domain. For Neumann problems, the user must also
define the normal derivative along ∂Ω .
We first give a 1D example. The ODE is
−(exu′)′ = 1, u(0) = 0 = u(1).
The spectral method solves the ODE on [−1, 1] as described in Section 2. The convergence of the scheme as a function of n
is shown in Fig. 6.1. Three different extensions are used. The function f is defined to be 1, 1− x2, 1− x4 on (−1, 0) so that it
is analytic, once and three times differentiable, respectively, on (−1, 1). As expected, the convergence is fastest in the first
case and slowest in the second.
Next, we proceed to some 2D examples. In all examples a = ex+y. We display the formula for the exact solution u and
the function f is defined as f = −∇ · (a∇u). For most but certainly not all test problems, the Dirichlet boundary condition
is homogeneous.
S.H. Lui / Journal of Computational and Applied Mathematics 225 (2009) 541–557 547
Fig. 6.1. Convergence for the 1D example. The function f is extended to be 1 (‘◦’), 1− x2 (‘∗’) and 1− x4 (‘+’) on (−1, 0).
Fig. 6.2. Boundary for example 1 for K = 1 (left) and K = 3 (right).
1. u = (1− y)(y− Γ (x)) cos(pix/2),Γ (x) = .7 sin Kx. The boundary, exact solution and convergence rates for K = 1 and
K = 3 are shown in Figs. 6.2–6.4, respectively.
2. u = sin pi2 Γ (x, y), where Γ (x, y) = x
2
b2
+ y2
.92
−1. Here, the boundary is an ellipse with centre at the origin. The boundary,
exact solution and convergence rates for the two cases b = .9 and b = .6 are shown in Figs. 6.5–6.7, respectively. The
convergence is not quite spectral. The reason is that the width of the ellipse is much smaller than two and thus most of
the collocation points lie outside ofΩ . A simple fix is to embedΩ in a rectangle rather than a square.
3. u = sin(x2 + y2). The boundary is a star-shaped domain defined by the polar equation r = .7+ .2 sin 5θ . The boundary
and the exact solution are shown in Fig. 6.8, while the convergence rate is given in Fig. 6.9.
4. u = sin ((y2 − .81)(2.25x+ 1.125− y)(−2.25x+ 1.125− y)). The boundary is a trapezoid. Despite the presence of
re-entrant corners, this domain poses no problem to the algorithm because the solution is analytic. The boundary and
exact solution are given in Fig. 6.10, while the convergence rate is shown in the left diagram of Fig. 6.12. The default value
of M given by (3.2) gave an inferior solution. The most likely reason is that the top boundary of the trapezoid is rather
short. An insufficient number of nodes there led to a drop in the accuracy. By settingM = 4n, we obtain better spectral
convergence. (For instance, when n = 31, the default value isM = 93while 4n = 124.) As can be seen, some adjustment
inM can lead to slight improvements.
5. u = sin
(
4x2 − 4
.92
x4 − y2
)
. The domain is in the form of a butterfly with boundary x = .9 cos θ, y = .9 sin 2θ
parametrized by the polar angle θ . See Fig. 6.11. That the boundary crosses itself at the origin causes no problem for
the algorithm. Note that this problem was treated as one domain although the two halves of the domain can also be
solved separately at the expense of some inconvenience. Convergence is shown in the right diagram in Fig. 6.12.
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Fig. 6.3. Exact solution for example 1 for K = 1 (left) and K = 3 (right).
Fig. 6.4. Convergence rate for example 1 for K = 1 (left) and K = 3 (right).
6. u = sin pi2 Γ (x, y) where Γ (x, y) = x
2
.62
+ y2
.92
− 1. The domain is the region between a circle of radius .4 and an ellipse.
See the left diagram in Fig. 6.13 for the domain and Fig. 6.14 for the exact solution. Convergence rate is shown in the left
diagram of Fig. 6.15. Such a non-simply-connected domain is easily handled.
7. u = sin pi2 Γ (x, y) where Γ (x, y) = x2 + y2 − .92. The domain is the region between a circle of radius .9 with centre at
the origin and a circle of radius .6 with centre at (x, y) = (.3, 0). See the right diagram in Fig. 6.13 for the domain and
Fig. 6.14 for the exact solution. Convergence rate is shown in the right diagram of Fig. 6.15. This example can pose some
difficulties for finite element solvers because of the cusp at the coordinates (.9, 0).
8. u = sin(x2 + y2). The domain is the region between two star-shaped boundaries defined by the polar equations
r = .7+ .2 sin 5θ and r = .4+ .2 sin 5θ . See Fig. 6.16. The convergence rate is shown in Fig. 6.17.
6.1. Neumann problems
We give two examples involving Neumann boundary conditions. The first one is the elliptic domain already encountered
before with exact solution cos pi2
(
x2
.62
+ y2
.92
− 1
)
. The second one is the star-shaped domain with exact solution
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Fig. 6.5. Circular (left) and elliptic (right) domains.
Fig. 6.6. Exact solution for the circular (left) and elliptic (right) domains.
Fig. 6.7. Convergence rate for the circular (left) and elliptic (right) domains.
u = sin(x2 + y2). Fig. 6.18 shows the convergence for these problems. Again, the convergence in the ellipse case is not
spectral because the embedding domain is a square rather than a rectangle.
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Fig. 6.8. Boundary and exact solution of the star-shaped domain.
Fig. 6.9. Convergence rate for the star-shaped domain.
6.2. Nonlinear problems
We give two examples of nonlinear problems with homogeneous Dirichlet boundary condition. The nonlinear function
has the form f1(x, y) + eu. The first case is a disk of radius .9 with exact solution u = sin pi2 (x2 + y2 − .92). The second is
an ellipse with exact solution sin pi2
(
x2
.62
+ y2
.92
− 1
)
. With a starting guess of the zero vector, five Newton iterations were
sufficient for every run to reduce ‖φ‖∞, the magnitude (in infinity norm) of the Newton step, to 10−10 or smaller. See
Fig. 6.19. We also tried the other domains but the simple Newton iteration did not converge. To solve these problems, we
need to implement a quasi-Newton method.
7. Conclusion
Wehavedemonstrated that the spectral domain embeddingmethod is simple, efficient and easy to program for uniformly
elliptic (linear and nonlinear) PDEs with an essentially arbitrary domain and standard boundary conditions. When the
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Fig. 6.10. Boundary and exact solution of the trapezoidal domain.
Fig. 6.11. Boundary and exact solution for the butterfly domain.
solution is analytic, the algorithm converges exponentially as a function of the number of spectral modes. One other
advantage over the finite elementmethod is that there is no need to generate a grid. This is especially crucial in 3D problems.
Our program is a blackbox solver which is easy to use and is easy to code. Spectral element is a powerful technique but its
implementation is considerably more difficult than the current method especially for domains with curved boundaries.
The main disadvantage of the new method is the assumption that the solution must be analytic in the extended regular
domain. Often in real applications, this does not hold. Also it is sometimes difficult to extend the coefficients of the PDE in a
smooth way to the embedding domain. The current implementation is not optimal since in Legendre collocation, the nodes
cluster near the boundary of the rectangle which is outsideΩ , the domain of interest.
This work is still in its preliminary stage. We need to understand theoretically the role of the Schur complement in the
solution process. Certainly more numerical experiments including non-academic ones must be performed. Other future
work include extending the ideas to the eigenvalue problem, parabolic problems and more difficult nonlinear PDEs such as
the Navier–Stokes equations. Another rich source of problems includes free boundary problems. These techniques can also
be applied to PDEswith discontinuous coefficients. Assuming that the solution is piecewise analytic, we can recover spectral
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Fig. 6.12. Convergence rate for the trapezoid (left) and butterfly (right) domains.
Fig. 6.13. Domains are the region between the circle and the ellipse (left) and the region between two circles (right).
convergence at the expense of solving two global problems. We have already conducted successful numerical experiments
in the 1D case and are in the process of doing 2D examples.
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Appendix
We prove the theorem that the largest eigenvalue of (2.4) is bounded above by a constant multiple of n4.
We begin with some notation and facts. See [5] for details. If p is a polynomial of degree 2n− 1 or less,∫ 1
−1
p(x)dx =
n∑
j=0
p(xj)ρj, ρj = 2n(n+ 1)L2n(xj)
.
The weights (ρj) in the quadrature satisfy the following:
c1
n2
≤ ρj ≤ c2n (A.1)
for some positive constants c1 and c2. Another useful inequality is
ρj ≤ c0n (1− x
2
j )
1/2, j = 1, . . . , n− 1 (A.2)
for some positive constant c0.
S.H. Lui / Journal of Computational and Applied Mathematics 225 (2009) 541–557 553
Fig. 6.14. Exact solution for the region between the circle and the ellipse (left) and for the region between two circles (right).
Fig. 6.15. Convergence rate for the region between the circle and the ellipse (left) and for the region between two circles (right).
Given vector v = [v0, . . . , vn], define
[v, v]n =
n∑
j=0
v2j ρj, v(x) =
n∑
j=0
vj`j(x).
It is well known that there are positive constants c3, c4 and c5 so that
c3
∫ 1
−1
v2(x)dx ≤ [v, v]n ≤ c4
∫ 1
−1
v2(x)dx (A.3)
and ∫ 1
−1
v′(x)2dx ≤ c5n4
∫ 1
−1
v(x)2dx. (A.4)
Define |v|∞ = max0≤j≤n |vj|.
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Fig. 6.16. Region between two star-shaped boundaries (left) and exact solution (right).
Fig. 6.17. Convergence rate for the region between two star-shaped domains.
Lemma A.1. Let v be any vector. Then
|v|2∞ ≤
n2
c1
[v, v]n.
Proof. Let |v|∞ = |vk|. Then
|v|2∞ =
1
ρk
v2kρk ≤
1
ρk
n∑
j=0
v2j ρj ≤
n2
c1
[v, v]n. 
Lemma A.2. For some positive constant c6,
n−1∑
i=1
ρi
(1+ xi)2 ≤ c6n
2.
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Fig. 6.18. Convergence for the Neumann problem for the ellipse (left) and star-shaped (right) domains.
Fig. 6.19. Convergence for the nonlinear problem for the circle (left) and ellipse (right).
Proof. Recall that the separation between adjacent nodes behaves like O(n−2) near x = ±1 and increases to O(n−1) near
x = 0. Thus there is some positive constant c so that
1+ xj ≥ cjn2 , j = 1, . . . , n− 1. (A.5)
This estimate is sharp only near x = −1. From this estimate, we get
(1+ xj)−3/2 ≤ cn
3
j3/2
.
(Here c is a generic constant which may take different values.) Together with (A.2),
ρj
(1+ xj)2 ≤
c0(1− xj)1/2(1+ xj)1/2
n(1+ xj)2 ≤
√
2c0
n(1+ xj)3/2 ≤
cn2
j3/2
.
Thus
n−1∑
j=1
ρj
(1+ xj)2 ≤ cn
2
n−1∑
j=1
1
j3/2
≤ cn2. 
Now we are ready to begin the proof of the theorem. Let φ be an nth degree polynomial such that
− φ′′(xj) = λφ(xj), j = 1, . . . , n− 1 (A.6)
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with boundary conditions φ(1) = 0 and
n∑
j=1
`j(0)φj = φ(0) = λφ(−1).
As usual, write
φ(x) =
n∑
j=1
φj`j(x), φj = φ(xj).
Multiply (A.6) by φ(xj)ρj and then sum over j to obtain
−
n−1∑
j=0
φ′′(xj)φ(xj)ρj = λ
n−1∑
j=0
φ(xj)2ρj
or
−
n∑
j=0
φ′′(xj)φ(xj)ρj = λ
n∑
j=0
φ(xj)2ρj − φ′′(−1)φ(−1)ρn − λφ(−1)2ρn. (A.7)
Using the fact that φ′′φ is a polynomial of degree at most 2n− 2, (A.7) becomes, after an integration by parts,
−
∫ 1
−1
φ′′(x)φ(x)dx = φ′(−1)φ(−1)+
∫ 1
−1
φ′(x)2dx = λ[φ, φ]n − φ(−1)φ′′(−1)ρn − λφ(−1)2ρn.
Rearranging this equation and using the boundary condition φ(0) = λφ(−1),
λ =
∫ 1
−1 φ
′(x)2dx+ φ′(−1)φ(−1)+ ρnφ(−1)φ′′(−1)+ φ(−1)φ(0)ρn
[φ, φ]n . (A.8)
We now estimate the terms in the numerator for the above expression for λ. Below, c will denote a generic constant whose
value may differ at different occurrences. By (2.3) and the first lemma,
|φ(−1)φ′(−1)| ≤ |φn|
n−1∑
j=1
|φj||`′j(−1)| + φ2n |`′n(−1)|
≤ |φ|∞
n−1∑
j=1
|φj|
√
n(n+ 1)ρj
(1+ xj)
√
2
+ |φ|2∞
n(n+ 1)
4
≤ cn[φ, φ]1/2n n
n−1∑
j=1
|φj|√ρj
1+ xj + cn
2[φ, φ]nn2
≤ cn2[φ, φ]1/2n
(
n∑
j=0
φ2j ρj
)1/2 (n−1∑
j=1
1
(1+ xj)2
)1/2
+ cn4[φ, φ]n
≤ cn2[φ, φ]n
(
n2
c1
n−1∑
j=1
ρj
(1+ xj)2
)1/2
+ cn4[φ, φ]n
≤ cn4[φ, φ]n
where we have applied the second lemma to obtain the last inequality. Next,
|ρnφ(0)φ(−1)| ≤ |φ|2∞ρn ≤
n2
c1
[φ, φ]n c2n =
c2n
c1
[φ, φ]n.
Finally, by some tedious but straightforward calculations, it can be shown that
n−1∑
j=1
`′′j (−1)2 ≤ cn8, |`′′n(−1)| ≤ cn4.
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Using these facts,
|ρnφ′′(−1)φ(−1)| ≤ ρn|φn|
n−1∑
j=1
|φj|√ρj
|`′′j (−1)|√
ρj
+ φ2nρn|`′′n(−1)|
≤ c
n2
n[φ, φ]1/2n
(
n∑
j=0
φ2j ρj
)1/2 (n−1∑
j=1
`′′j (−1)2
ρj
)1/2
+ c
n∑
j=0
φ2j ρj · n4
≤ c
n
[φ, φ]n
(
n2
c1
n−1∑
j=1
`′′j (−1)2
)1/2
+ cn4[φ, φ]n
≤ cn4[φ, φ]n.
Putting all the estimates together with (A.4), (A.8) becomes
λ ≤ cn4.
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