The Johnson-Neyman (JN) procedure, as originally formulated (Stat Res Mem, 1 (1936) , applies to a situation in which measurements on 1 dependent (response) variable, X, and 2 independent (predictor) variables, Z, and Z,, are available for the members of 2 groups. The expected value of X is assumed to be a linear function of Z, and Z,, but not necessarily the same function for both groups. The JN technique is used to obtain a set of values for the Z variables for which one would reject, at a specified level of significance a! (e.g., a! = 0.05), the hypothesis that the 2 groups have the same expected X values. This set of values, or 'region of significance,' may then be plotted to obtain a convenient description of those values of Z, and Z, for which the 2 groups differ. The technique can thus be described as a generalization of the analysis of covariance (ANCOVA) which does not make the assumption that the regression coefficients for the regression of X on the covariates, Z, and Z,, are equal in the groups being compared. In this paper we describe, illustrate and make available a menu-driven PC program (TXJNZ) implementing the JN procedure.
Introduction
In a recent paper [l], we described and implemented a method for dealing with nonparallel regressions in the analysis of covariance (AN-COVA) where we had exactly 2 groups (TX = treatment, C = control), and pre-and post-TX measurements on each, the pre-TX value acting as and notation to [I] . In the second, 2 covariates are included. The technique is not limited to 2 covariates but, when more are present, the graphical part of the output -which is perhaps the most interesting from the practical standpoint -is difficult to implement. We begin with a description of the JN procedure. We maintain the basic notation established in [l] ; in particular, Zsi denotes the pre-TX value for the ith individual (i = 1,2, . . . . +) in group g (s = 1, 2), and X, the corresponding post-TX value. Here, however, it will be convenient to use matrix notation in describing the computations. We follow [5] closely in our development.
The Johnson-Neyman technique
The JN procedure, as originally formulated in [2] , applies in situations in which measurements on 1 X variable and 2 Z variables are available for each of the individuals comprising 2 groups. The JN technique is used to obtain a set of values of the Z variables for which one would reject the hypothesis that the 2 groups have the same expected X value at a given level of significance (e.g., CY = 0.05). This set of Z values is referred to as a 'region of significance'. This was illustrated for the special case of a single Z variable in [ 
11.
We now consider the JN procedure when, say, Q covariates (Z variables) are available. These may be any measurements made at baseline, not only the premeasure matching the postmeasure, X. It is assumed that the conditional distribution of Xgi given Zgi is normal (Gaussian) with the same variances in the 2 groups, and that
E(xgilzgi) = POg + S&i (1)
We use boldface type to indicate vectors and/or matrices. In the above, Zgi is Q x 1, containing the values of the covariates for a given individual; and 6, is the Q x 1 vector of corresponding regression coefficients (flog is the 'intercept'). Letting 1, denote the ng x 1 vector of 1 's, if we define zg<Q x ng> = (Zg4g2~ . . . . Zg,,g> which is the true difference in expected values of X in the 2 groups at the 'point' Z. This can be estimated by
We also define
Then the JN 'region of significance' consists of the set of all points Z such that
where tl _ c1/2 u> is the 1 -cr/2 percentile of the tdistribution with f degrees of freedom. We use the notation @ to denote the set of points for which Eq. 14 is satisfied. For any point 2 in a, one can reject A(Z) = 0 at level (Y. This is for any specified individual point in CR. We use the notation R,+, (Z) to represent the marginal (one-at-a-time) function defining the JN region of significance. Simultaneous inferences, for all points in another, somewhat smaller set cRs, can be obtained by using It is perhaps more useful to express Eqs. 14 and 15 in terms of confidence intervals for A(2). For a specified Z, Eq. 14 becomes 
and (19) which is the error sum of squares (cf Eq.'9) under the model with fll = p2. Then
may be compared with the F(QA distribution to test @, = p2. The (1 -o) x 100% confidence interval for &I -&,2 when 81 = P2 is
where t* denotes the value tl _ &(nt + n2 -Q -2).
Examples
We first consider data originally collected by Rikkers et al. [6] and later used by Brogan and Kutner [7] to compare and contrast some of the analyses which are often used in two-group, pretest/posttest situations. The data were gathered as part of a prospective randomized surgical trial in which cirrhotic patients were allocated to either a nonselective shunt (standard operation or 'control') or to a selective shunt (new operation). The dependent variable is the maximal rate of urea synthesis (MRUS), which is a measure of kidney function: poor liver function is associated with low MRUS values. The purpose of the analysis is to test for a difference between the treatments, using the pretreatment measurement as the (single) covariate. The data, as assembled into an ASCII file for input into our program, are shown below: The 3 columns comprising the data set are, respectively, the group indicator variable, and the preand post-measurements. The T group is indicated bya'l'incolumnl;theCgroupbya'2'incolumn 1. Upon issuing the command gsruni txjn2, and giving the name and location of the ASCII file, the user is prompted for the confidence coefficient to be used in constructing the confidence intervals (it is set at 0.95 for this example).
For this data set, we have The first piece of output is a plot of the individual changes as shown in Fig. 1 . These are color coded (on the screen) for group membership. This plot may be useful in describing the overall interindividual patterns of change, group differences in change patterns, and in identifying outliers. The numbers on the far right of the inset refer to the case numbers of subjects in the data set. Next we plot the mean changes as shown in Most of this output is self-explanatory. Some terminology which may be useful in connecting the above development to the general linear model is: SSEF is the error sum-of-squares for the full model (Si); DFF is the number of degrees of freedom for the full model v); MSEF is mean square error for the full model (SE); and SSER is the error sum-of-squares for the reduced model (S$) . This is consistent with the terminology employed in [8, 9] .
In any event, since F,-&1,17) = 4.45, we reject equality of slopes at the 5% level of significance (our program computes the P value for this hypothesis, viz., P = 0.0186). This indicates that the difference between the adjusted mean differences for the groups depends on 2. When 8, # &, the difference between the groups may be significant for certain values of 2; not significant for others. And this is what the JN procedure is designed to accomplish -to determine those values of 2 for which significant differences exist. Thus if one rejects H:& = & or, simply, does not choose to make this assumption, the user will continue with the JN analysis which constitutes the subsequent output from our program.
The value of D(Z) as given in Eq. 12 and the lower and upper limits for the marginal and simultaneous confidence intervals defined in Eqs. 16 and 17, respectively for several values of Z are shown below and plotted in Fig. 4 . The user has control of the values of Z for which the confidence intervals are to be computed, and which values of Z will be included in the plots. He/she is prompted for the initial and final values of Z and the increment between them. In the example below, we use 30(5)65, i.e., we begin at Z = 30 and work up to Z = 65 in steps of 5. (The value Z = 51 was computed separately to make another point.) In Fig. 4 If 0 (zero) is in the confidence interval corresponding to a given value of Z, there is no significant difference between the groups at that value of Z.
It is seen from the numerical results and/or Fig. 4 that the region of significance consists of those values of Z, roughly, for which Z < 50. One can also get some feeling for the differences in the widths .of the marginal and simultaneous contidence intervals from the above results. The simultaneous intervals are considerably wider. While Z = 50 is in the marginal region of significance, it is not in the simultaneous region of significance. The largest integral value of Z which is in the simultaneous region of significance is Z = 48 (cf Fig. 4 These are, of course, much the same as before except now we have a second covariate and the output is labeled to reflect this fact. For example, RZD22 is the correlation between D and 22 in group 2, i.e., the first 2 signifies group membership, the second the second covariate. It is seen that the average age for subjects in the second (control) group is somewhat higher than that for group one (ZBAR12 = 62.25, ZBAR22 = 65. It is seen that we reject the equality of slopes hypothesis. This would ordinarily prompt users to not use the ANCOVA and to proceed to the JN technique. Nevertheless, regardless of the outcome of this test for equality of slopes, at this point in our program we print the confidence interval (Eq. This confidence interval corresponds to what one would get from the routine use of the ordinary ANCOVA. If the data do not contradict the hypothesis 8, = &, the user may wish to stop at this juncture, using the above confidence interval to assess possible differences between the groups. If zero is not in this interval, the groups differ; if it is, they do not. In this example, there is a signiticant difference between &i and boo2 since zero is not contained in In the second set of numerical output, again for each combination of Zi and Z,, we give the values of RdZ) and Rs(Z), viz., axes. While the plot is on the screen, the user may choose to reorient (rotate) the plot by using the arrow keys in the obvious way to rotate left, right, up or down. With the plot visible, the user presses the Esc (escape) key and chooses a particular rotation or the proceed option which produces the next plot in the sequence. These rotations may be used . 7) . of age and initial MRUS values. more than once and in combination. The result of rotating twice to the right is shown in Fig. 6 . Note that the Zt and Z, axes are positioned differently than in Fig. 5 . In Fig. 7 , the values of D(Z) are shown in a different form. Lines emanating from the zero plane Fig. 7 would appear as shown in Fig. 9 . It is seen that the points at which D(Z) is evaluated in Fig. 9 are much more dense than in Fig. 7 . Which is preferred is a matter of personal preference and/or the purpose of the investigation. The user may have to experiment with various choices to find the optimal density of points in particular situations.
Plots of the type shown above are also produced representing the simultaneous and marginal regions of significance as shown in Figs Fig. 11 corresponding to Zt = 65 and Z, = 75. While this cun happen, one should note that this point corresponds to the 2 most extreme values of Zi and Zz. The user is free to choose any ranges for Zt and Z2, but should, in general, be careful to limit this choice to regions where data points exist.
As another example of the ways in which the choice of the increments between the Z values influences the appearance of the plot, we offer Fig.  12 which is to Fig. 11 as Fig. 9 is to Fig. 8 .
Other plots produced by our program include surface plots of D(Z) and the regions of signiticance. Examples are shown in Figs. 13 and 14 . The surface plot of D(Z) is entirely similar to Fig. 5 , except that a plane has been fit to the data in Fig. 13 . For Q = 2, D(Z) will always be a plane and this correspondence will be true. R(Z), on the other hand, is a true surface as is seen in Fig. 14 . Again, this surface can be made smoother by selecting more Z values to be plotted.
