Let Pt be the diffusion semigroup generated by L := ∆ + ∇V on a complete connected Riemannian manifold with Ric ≥ −(σ 2 ρ 2 o + c) for some constants σ, c > 0 and ρo the Riemannian distance to a fixed point. It is shown that Pt is hypercontractive, or the logSobolev inequality holds for the associated Dirichlet form, provided − HessV ≥ δ holds outside of a compact set for some constant δ > (1+ √ 2)σ √ d − 1. This indicates, at least in finite dimensions, that Ric and − HessV play quite different roles for the log-Sobolev inequality to hold. The supercontractivity and the ultracontractivity are also studied.
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1. Introduction. Let M be a d-dimensional completed connected noncompact Riemannian manifold and V ∈ C 2 (M ) such that
where dx is the volume measure on M . Let µ(dx) = Z −1 e V (x) dx. Under (1.1) it is easy to see that H 2,1 0 (µ) = W 2,1 (µ), where H 2,1 0 (µ) is the completion of C 1 0 (M ) under the Sobolev norm f 2,1 := µ(f 2 + |∇f | 2 ) 1/2 , and W 2,1 (µ) is the completion of the class {f ∈ C 1 (M ) : f + |∇f | ∈ L 2 (µ)} under · 2,1 . Then the L-diffusion process is nonexplosive and its semigroup P t is uniquely determined. Moreover, P t is symmetric in L 2 (µ) so that µ is P t -invariant. It is well known by the Bakry-Emery criterion (see [4] ) that Ric − Hess V ≥ K (1.2) for // t→0 : T xt M → T x M the associated stochastic parallel displacement, and (Ric − Hess V ) # (v t ) ∈ T xt M with (Ric − Hess V ) # (v t ), X := (Ric − Hess V )(v t , X), X ∈ T xt M.
Thus, for the gradient of P t , which is a short distance behavior of the diffusion process, a condition on Ric − Hess V appears naturally. On the other hand, however, Ric and − Hess V play very different roles for long distance behaviors. For instance, Let ρ o be the Riemannian distance function to a fixed point o ∈ M. If Ric ≥ −k and − Hess V ≥ δ for some k ≥ 0, δ ∈ R, the Laplacian comparison theorem implies
Therefore, for large ρ o , the Ric lower bound leads to a bounded term while that of − Hess V provides a linear term. The same phenomena appears in the formula on distance of coupling by parallel displacement (cf. [3] , (2.3), (2.4)), which implies the above Bismut-Elworthy-Li formula by letting the initial distance tend to zero (cf. [15] ). Here, k ≥ 0 is essential for our framework, since the manifold has to be compact, if Ric is bounded below by a positive constant.
Since the log-Sobolev inequality is always available on bounded regular domains, it is more likely a long-distance property of the diffusion process. So, Ric and − Hess V should take different roles in the study of the log-Sobolev inequality. Indeed, it has been observed by the author [20] that (1.3) holds for some C > 0, provided Ric is bounded below and − Hess V is uniformly positive outside a compact set. This indicates that for the log-Sobolev inequality, the positivity of − Hess V is a dominative condition, which allows the Ricci curvature to be bounded below by an arbitrary negative constant, and hence, allows Ric − Hess V to be globally negative on M .
The first aim of this paper is to search for the weakest possibility of curvature lower bound for the log-Sobolev inequality to hold under the condition − Hess V ≥ δ outside a compact set (1.4) for some constant δ > 0. This condition is reasonable as the log-Sobolev inequality implies µ(e λρ 2 o ) < ∞ for some λ > 0 (see, e.g., [2, 17] ). According to the following Theorem 1.1 and Example 1.1, we conclude that under (1.4) the optimal curvature lower bound condition for (
More precisely, let θ 0 > 0 be the smallest positive constant, such that for any connected complete noncompact Riemannian manifold M and V ∈ C 2 (M ), such that Z := M e V (x) dx < ∞, the conditions (1.4) and (1.5) with δ > σθ 0 √ d − 1, implies (1.3) for some C > 0. Due to Theorem 1.1 and Example 1.1 below, we conclude that
The exact value of θ 0 is however unknown. 
Example 1.1. Let M = R 2 be equipped with the rotationally symmetric metric
under the polar coordinates (r, θ) ∈ [0, ∞) × S 1 at 0, where k > 0 is a constant, then (see, e.g., [13] )
Thus, (1.5) holds for σ = 2k. Next, take V = −kρ 2 o − λ(ρ 2 o + 1) 1/2 for some λ > 0. By the Hessian comparison theorem and the negativity of the sectional curvature, we obtain (1.4) for δ = 2k. Since d = 2 and
But the log-Sobolev inequality is not valid since by Herbst's inequality it implies µ(e rρ 2 o ) < ∞ for some r > 0, which is, however, not the case due to (1.6). Since in this example one has δ > σθ √ d − 1 for any θ < 1, according to the definition of θ 0 , we conclude that θ 0 ≥ 1.
Following the line of [19, 20] , the key point in the proof of Theorem 1.1 will be a proper Harnack inequality of type
for any nonnegative f ∈ C b (M ), where α > 1 is a constant and C α ∈ C((0, ∞), M 2 ) is a positive function. Such an inequality was established in [19] for Ric − Hess V bounded below and extended in [3] to a more general situation with Ric satisfying (1.5).
The Harnack inequality presented in [3] contains a leading term exp[ρ(x, y) 4 ], which is, however, too large to be integrability w.r.t. µ × µ under our conditions. So, to prove Theorem 1.1, we shall present a sharper Harnack inequality in Section 3 by refining the coupling method introduced in [3] (see Proposition 3.1 below). This inequality, together with the concentration of µ ensured by (1.4) and (1.5), will imply the hypercontractivity of P t . To establish this new Harnack inequality, some necessary preparations are presented in Section 2.
Finally, in the same spirit of Theorem 1.1, the supercontractivity and ultracontractivity of P t are studied in Section 4 under explicit conditions on Ric and − Hess V .
Preparations.
We first study the concentration of µ by using (1.4) and (1.5), for which we need to estimate Lρ o from above according to [5] and references within.
Lemma 2.1. If (1.4) and (1.5) hold, then there exists a constant C 1 > 0 such that
Proof. By (1.5) we have Ric ≥ −(c + σ 2 ρ 2 o ) for some constant c > 0. By the Laplacian comparison theorem this implies that
holds outside cut(o). Thus, outside cut(o) one has
, where the second inequality follows from the fact that
On the other hand, for x / ∈ cut(o) and U the unit tangent vector along the unique minimal geodesic ℓ form o to x, by (1.4) there exists a constant c 1 > 0 independent of x such that
Combining this with (2.2) we prove (2.1).
Finally, let δ > σ
for some constants c 2 , c 3 > 0. By [5] , Proposition 3.2, this implies Z < ∞ and
Proof. By Lemma 2.1, we have
outside cut(o) for some constant C > 0. Then the Itô formula for ρ o (x t ) due to Kendall [16] implies that
holds for some Brownian motion b t on R. This implies that the L-diffusion process is nonexplosive so that
Hence, P(T n ≤ t) → 0 as n → ∞ for any t > 0. This implies lim n→∞ T n = ∞ a.s. For any λ > 0 and n ≥ 1, it follows from (2.3) that
where in the last step we have used the inequality
This follows immediately from the Schwartz inequality and the fact that exp[2M t − 2 M t ] is a martingale. Thus, taking
for some C 2 > 0. Then the proof is completed by letting n → ∞.
Finally, we recall the coupling argument introduced in [3] for establishing the Harnack inequality of P t .
Let T > 0 and x = y ∈ M be fixed. Then the L-diffusion process starting from x can be constructed by solving the following Itô stochastic differential equation:
where d I is the Itô differential on manifolds introduced in [12] (see also [3] ), B t is the d-dimensional Brownian motion, and Φ t is the horizontal lift of x t onto the orthonormal frame bundle O(M ).
To construct another diffusion process y t starting from y such that x T = y T , as in [3] , we add an additional drift term to the equation (as explained in [3] , Section 3, we may and do assume that the cut-locus of M is empty)
where P xt,yt is the parallel transformation along the unique minimal geodesic ℓ from x t to y t , U (x t , y t ) is the unit tangent vector of ℓ at y t , ξ t ≥ 0 is a smooth function of x t to be determined, and
is the coupling time. Since all terms involved in the equation are regular enough, there exists a unique solution y t . Furthermore, since the additional term containing 1 {t<τ } vanishes from the coupling time on, one has x t = y t for t ≥ τ due to the uniqueness of solutions.
Lemma 2.3. Assume that (1.4) and (1.5) hold with δ ≥ 2σ √ d − 1. Then there exists a constant C 3 > 0 independent of x, y and T such that x T = y T holds for ξ t := C 3 + 2σ
Proof. According to Section 2 in [3] , we have
where
for R the Riemann curvature tensor, U the unit tangent vector of the minimal geodesic ℓ : [0, ρ(x t , y t )] → M from x t to y t , and
the Jacobi fields along ℓ, which, together with U , consist of an orthonormal basis of the tangent space at x t and y t and satisfy
By (1.5) we take a constant c ≥ 0 such that Ric ≥ −(c + σ 2 ρ 2 o ). Letting K(x t , y t ) = sup
we obtain from Wang [21] , Theorem 2.14 (see also [7, 8] ), that 
for some constant c 1 > 0. Combining this with (2.4), (2.5) and
we arrive at
Thus, when
which implies that τ ≤ T and hence, x T = y T .
3. Harnack inequality and proof of Theorem 1.1. We first prove the following Harnack inequality using results in Section 2. 
holds for all x, y ∈ M, T > 0 and nonnegative f ∈ C b (M ).
Proof. According to Lemma 2.3, we take
such that τ ≤ T and x T = y T . Obviously, y t solves the equation
forΦ t := P xt,yt Φ t being the horizontal lift of y t , andB t solving the equation
By the Girsanov theorem and the fact that τ ≤ T , the process {B t : t ∈ [0, T ]} is a d-dimensional Brownian motion under the probability measure RP for
Thus, under this probability measure {y t : t ∈ [0, T ]} is generated by L. In particular, P T f (y) = E[f (y T )R]. Combining this with the Hölder inequality and noting that x T = y T , we obtain
That is,
Since for any continuous exponential integrable martingale M t and any β, p > 1, the process exp
M t ] is a martingale, by the Hölder inequality one has
By taking β = α/(α − 1) we obtain
, small ε ′ > 0 and large C 4 > 0, independent of T, x and y, such that
there exist p, α > 1 such that
Combining this with (3.4) and Lemma 2.2, we obtain
for some constant C 5 > 0. This completes the proof by (3.2).
Proof of Theorem 1.1. By Proposition 3.1, let α > 1 and C > 0 such that (3.1) holds. Since δ > σ √ d − 1, we may take T > 0 such that
Then for any nonnegative f ∈ C b (M ) with µ(f α ) = 1, since µ is P T -invariant, it follows from (3.1) that
for some constant ε ′ > 0. Thus,
according to Lemma 2.1. This implies that
Therefore, the log-Sobolev inequality (1.3) holds for some constant C > 0, due to the uniformly positively improving property of P t (see [20] , proof of Theorem 1.1, and [1] ).
4. Supercontractivity and ultracontractivity. Recall that P t is called supercontractive if P t 2→4 < ∞ for all t > 0 while ultracontractive if P t 2→∞ < ∞ for all t > 0 (see [10] ). In the present framework these two properties are stronger than the hypercontractivity: P t 2→4 ≤ 1 for some t > 0, which is equivalent to (1.3) due to Gross [14] . Proof. The proof is similar to that of [18] , Theorem 2.3. Let f ∈ L 2 (µ) with µ(f 2 ) = 1. By (3.1) for α = 2 and noting that µ is P t -invariant, we obtain
Hence, for any T > 0 there exists a constant λ T > 0 such that
Conversely, if P t is supercontractive then the super log-Sobolev inequality (cf. [10] )
holds for some β : (0, ∞) → (0, ∞). By [2] (see also [17, 18] ), this inequality implies µ(e λρ 2 o ) < ∞ for all λ > 0. (2) By (4.1) and the semigroup property,
provided P t e λρ 2 o ∞ < ∞ for any t, λ > 0. Conversely, since the ultracontractivity is stronger than the supercontractivity, it implies that e λρ 2 o ∈ L 2 (µ) for any λ > 0 as explained above. Therefore,
Then the proof is completed.
To derive explicit conditions for the supercontractivity and ultracontractivity, we consider the following stronger version of (1.4):
for a positive increasing function Φ with Φ(r) ↑ ∞ as r ↑ ∞. We then aim to search for reasonable conditions on positive increasing function Ψ such that
implies the supercontractivity and/or ultracontractivity. for some constants θ ∈ (0, 1/(1 + √ 2)) and C > 0. Then P t is supercontractive. Furthermore, if
then P t is ultracontractive. More precisely, for 
for some constant c 1 > 0. Combining this with (4.5) and noting that
where C > 0 is a universal constant and
Therefore, (1.1) holds and
(b) By (4.5), (4.8) and Kendall's Itô formula [16] as in the proof of Lemma 2.2, we have
for some constants ε, C 1 > 0, where x t and b t are in the proof of Lemma 2.2. Let
We arrive at 
This implies that for any λ > 0,
(c) Let γ : [0, ρ(x t , y t )] → M be the minimal geodesic from x t to y t , and U its tangent unit vector. By (4.2), there exists a constant C 3 > 0 such that ∇V, ∇ρ(·, y t ) (x t ) + ∇V, ∇ρ(x t , ·) (y t ) (4.14)
To understand the last inequality, we assume, for instance, that ρ o (x t ) ≥ ρ o (y t ) so that by the triangle inequality, ρ o (γ s ) ≥ ρ o (x t ) − s ≥ ρ(x t , y t )/2 − s, s ∈ [0, ρ(x t , y t )/2].
For the coupling constructed in Section 3, one concludes from (4.14) and the proof of Lemma 2.3 that dρ(x t , y t ) ≤ 2 K(x t , y t )(d − 1) + C 4 (4. Combining this with (4.13) and (3.2) we obtain (P T f (y)) α ≤ (P T f α (x)) exp CT + C T ρ(x, y) 2 + Cϕ • ρ 2 (x) (4.16) holds for some α, C > 1, any positive f ∈ C b (M ) and all x, y ∈ M, T > 0. Combining this with (4.11) we obtain P T α→pα < ∞, T > 0, p > 1.
This is equivalent to the supercontactivity by the Riesz-Thorin interpolation theorem and P t 1→1 = 1. Thus, the first assertion holds.
(e) To prove (4.7), it suffices to consider t ∈ (0, 1] since P t 2→∞ is decreasing in t > 0. So, below we assume that T ≤ 1. By (4.17) and the fact that (P 2T f ) α ≤ P T (P T f ) α , we have
