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BOUNDING ζ(s) IN THE CRITICAL STRIP
EMANUEL CARNEIRO AND VORRAPAN CHANDEE
Abstract. Assuming the Riemann Hypothesis, we make use of the recently
discovered [1] extremal majorants and minorants of prescribed exponential
type for the function log
(
4+x2
(α−1/2)2+x2
)
to find upper and lower bounds with
explicit constants for log |ζ(α+ it)| in the critical strip, extending the work of
Chandee and Soundararajan [4].
1. Introduction
Littlewood showed in 1924 (see [8]) that the Riemann Hypothesis (RH) implies
a strong form of the Lindelo¨f Hypothesis, namely, on RH, for large real numbers t
there is a constant C such that∣∣ζ( 12 + it)∣∣≪ exp(C log tlog log t
)
. (1.1)
Over the years no improvement has been made on the order of magnitude of the
upper bound (1.1). The advances have rather focused on reducing the value of the
admissible constant C (see for instance the works by Ramachandra and Sankara-
narayanan [12] and Soundararajan [13]) and extending the results to general L-
functions (see the work of Chandee [3]). A similar situation occurs when bounding
the argument function S(t) = 1pi arg ζ
(
1
2 + it
)
, where the argument is defined by
continuous variation along the line segments joining 2, 2+ it and 12 + it, taking the
argument of ζ(s) at 2 to be zero. Under RH, Littlewood showed that
|S(t)| ≪ log t
log log t
, (1.2)
and this bound has not been improved except for the size of the implied constant.
Recently, the idea of using the theory of extremal functions of exponential type
was proved useful in both contexts, resulting in improved constants (and best up-
to-date) for the upper bounds (1.1) and (1.2). The method of Goldston and Gonek
[6] uses the explicit formula together with the classical Beurling-Selberg majorants
and minorants of characteristic functions of intervals, and leads to the bound
|S(t)| ≤ ( 12 + o(1)) log tlog log t .
In [4], Chandee and Soundararajan recognized that the corresponding treatment
for
∣∣ζ( 12 + it)∣∣, using the Hadamard’s factorization and the explicit formula, would
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require the extremal minorant for the function log
(
4+x2
x2
)
, available in the frame-
work of Carneiro and Vaaler [2]. This combination was successful and led to the
following bound [4, Theorem 1]∣∣ζ( 12 + it)∣∣≪ exp( log 22 log tlog log t +O
(
log t log log log t
(log log t)2
))
. (1.3)
It was mentioned in that paper that a similar approach to bounding |ζ(α+ it)|, for
α 6= 1/2, would require the solution of the Beurling-Selberg extremal problem for
the function
fα(x) = log
(
4 + x2
(α− 1/2)2 + x2
)
, (1.4)
which was not available at that particular time.
Very recently, Carneiro, Littmann and Vaaler in [1] developed a new approach to
the Beurling-Selberg extremal problem based on the solution for the Gaussian and
tempered distribution arguments. With this method, they were able to extend the
solution of this problem to a wide class of even functions, in particular, including
the desired family (1.4).
The purpose of this paper should be clear at this point. Here we make use of the
recently discovered extremal majorants and minorants for fα(x) to find upper and
lower bounds with explicit constants for |ζ(α + it)| on the critical strip. Observe
that majorants for fα(x) exist when α 6= 1/2 and this is what makes the lower
bounds possible. For simplicity, we will focus on the off-critical-line case (although
the methods here plainly apply to the case α = 1/2 with slightly different Fourier
transform representations than those of [4]), assuming from now on that α = α(t)
is a real-valued function with 1/2 < α ≤ 1. Since |ζ(α+ it)| = |ζ(α− it)| we might
as well assume that t ≥ 0. Our main results are the following.
Theorem 1 (Upper Bound). Assume RH. For large real numbers t, we have
log |ζ(α+it)| ≤

log
(
1 + (log t)1−2α
)
log t
2 log log t +O
(
(log t)2−2α
(log log t)2
)
,
if (α− 1/2) log log t = O(1);
log(log log t) +O(1), if (1 − α) log log t = O(1);(
1
2 +
2α−1
α(1−α)
)
(log t)2−2α
log log t + log(2 log log t) +O
(
(log t)2−2α
(1−α)2(log log t)2
)
,
otherwise.
Theorem 2 (Lower Bound). Assume RH. For large real numbers t, we have
log |ζ(α+it)| ≥

log
(
1− (log t)1−2α) log t2 log log t −O ( (log t)2−2α(log log t)2(1−(log t)1−2α)) ,
if (α− 1/2) log log t = O(1);
− log(log log t)−O(1), if (1 − α) log log t = O(1);
−
(
1
2 +
2α−1
α(1−α)
)
(log t)2−2α
log log t − log(2 log log t)−O
(
(log t)2−2α
(1−α)2(log log t)2
)
,
otherwise.
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Observe that when α→ 1/2 in Theorem 1 we recover the main term of the bound
(1.3). Also it is worth mentioning that the order of magnitude in the general upper
bound in Theorem 1 is a classical result in the theory of the Riemann zeta-function
(see for instance [14, Theorem 14.5]), and the novelty here is in fact the method with
which we arrive at this upper bound and the explicit computation of the implied
constant.
With a refined calculation we can find the constant term when α = 1 and obtain
Littlewood’s result [9] and [10] for bounds at Re(s) = 1.
Corollary 3. Assume RH. For large real numbers t, we have
|ζ(1 + it)| ≤ (2eγ + o(1)) log log t,
and
1
|ζ(1 + it)| ≤
(
12eγ
π2
+ o(1)
)
log log t,
where γ is the Euler constant.
The paper is divided in three sections plus an appendix. In Section 2 we prove
the upper bounds for ζ(s) contained in Theorem 1 and Corollary 3. In Section
3 we prove the corresponding lower bounds for ζ(s) in Theorem 2 and Corollary
3. In these two sections we will state the necessary facts concerning the extremal
functions as supporting lemmas that will be ultimately proved in Section 4. The
Appendix in the end details some of the asymptotic calculations carried along the
proofs.
2. Upper bound for ζ(s)
2.1. Proof of Theorem 1. Let
ξ(s) = s(1− s)π−s/2Γ
(s
2
)
ζ(s)
be the Riemann’s ξ-function. This function is an entire function of order 1 and
satisfies the functional equation
ξ(s) = ξ(1 − s).
Hadamard’s factorization formula gives us
ξ(s) = eA+Bs
∏
ρ
(
1− s
ρ
)
es/ρ,
where ρ = 12 + iγ runs over the non-trivial zeros of ζ, and from the functional
equation we can show that B = −∑ρRe(1/ρ). On RH, γ is real.
By the functional equation and Hadamard’s factorization formula, we obtain∣∣∣∣ ξ(α+ it)ξ(5/2− it)
∣∣∣∣ = ∣∣∣∣ ξ(α+ it)ξ(−3/2 + it)
∣∣∣∣ = ∏
ρ=1/2+iγ
(
(α− 1/2)2 + (t− γ)2
4 + (t− γ)2
)1/2
.
Recall Stirling’s formula for the Gamma function [5, Chapter 10]
log Γ(z) =
1
2
log 2π − z + (z − 12) log z + O(|z|−1),
for large |z|. Using Stirling’s formula and the fact that |ζ(5/2− it)| ≍ 1, we obtain
log |ζ(α + it)| =
(
5
4
− α
2
)
log
t
2
− 1
2
∑
γ
fα(t− γ) +O(1). (2.1)
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The sum of fα(t − γ) over the non-trivial zeros is hard to evaluate, so the key
idea here is to replace fα by its appropriate minorant (with a compactly supported
Fourier transform) and then apply the following explicit formula which connects
the zeros of the zeta-function and prime powers. The proof of the following lemma
can be found in [7, Theorem 5.12].
Lemma 4 (Explicit Formula). Let h(s) be analytic in the strip |Im(s)| ≤ 1/2+ǫ for
some ǫ > 0, and such that |h(s)| ≪ (1 + |s|)−(1+δ) for some δ > 0 when |Re(s)| →
∞. Let h(w) be real-valued for real w, and set ĥ(x) = ∫∞−∞ h(w)e−2piixw dw. Then∑
ρ
h(γ) = h
(
1
2i
)
+ h
(
− 1
2i
)
− 1
2π
ĥ(0) log π +
1
2π
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
iu
2
)
du
− 1
2π
∞∑
n=2
Λ(n)√
n
(
ĥ
(
logn
2π
)
+ ĥ
(− logn
2π
))
.
The properties of the minorant function that we are interested in are described
in the next lemma, that shall be proved in Section 4.
Lemma 5 (Extremal Minorant). Let ∆ denote a positive real number. There is a
unique entire function g∆ which satisfies the following properties:
(i) For all real x we have
− C
1 + x2
≤ g∆(x) ≤ fα(x), (2.2)
for some positive constant C. For any complex number x+ iy we have
|g∆(x+ iy)| ≪ ∆
2
1 + ∆|x+ iy|e
2pi∆|y|. (2.3)
(ii) The Fourier transform of g∆, namely
gˆ∆(ξ) =
∫ ∞
−∞
g∆(x)e
−2piixξ dx,
is a continuous real valued function supported on the interval [−∆,∆]. For
0 ≤ |ξ| ≤ ∆ it is given by:
gˆ∆(ξ) =
∞∑
k=0
(−1)k
(
k + 1
|ξ|+ k∆
(
e−2pi(|ξ|+k∆)(α−1/2) − e−4pi(|ξ|+k∆)
)
− k + 1
∆(k + 2)− |ξ|
(
e2pi(|ξ|−(k+2)∆)(α−1/2) − e4pi(|ξ|−(k+2)∆)
))
.
In particular, if ξ = 0, we have
gˆ∆(0) = 2π
(
5
2
− α
)
− 2
∆
log
(
1 + e−(2α−1)pi∆
1 + e−4pi∆
)
.
(iii) The L1-distance between g∆ and fα equals to∫ ∞
−∞
{fα(x) − g∆(x)} dx = 2
∆
(
log
(
1 + e−(2α−1)pi∆
)− log(1 + e−4pi∆)).
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From (2.1) and (i) of Lemma 5 we obtain, for any ∆ > 0,
log |ζ(α + it)| ≤
(
5
4
− α
2
)
log
t
2
− 1
2
∑
γ
g∆(t− γ) +O(1). (2.4)
To bound the sum of g∆(t− γ) we let h(z) = g∆(t− z) and apply Lemma 4 to get
(observe that the growth condition |h(s)| ≪ (1 + |s|)−(1+δ) for some δ > 0 can be
derived from (2.2), or alternatively, directly from (4.5) and (4.6))
∑
ρ
g∆(t− γ) =
{
g∆
(
t− 1
2i
)
+ g∆
(
t+
1
2i
)}
− 1
2π
ĝ∆(0) log π
+
1
2π
∫ ∞
−∞
g∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx
− 1
2π
∞∑
n=2
Λ(n)√
n
ĝ∆
( log n
2π
)(
e−it log n + eit logn
)
(2.5)
We now proceed to the asymptotic analysis of each of the elements on the right
hand side of the expression (2.5).
2.1.1. First term. From (i) of Lemma 5 we get∣∣∣g∆(t− 1
2i
)
+ g∆
(
t+
1
2i
)∣∣∣≪ ∆2 epi∆
1 + ∆t
. (2.6)
2.1.2. Second term. From (ii) of Lemma 5 we get
1
2π
ĝ∆(0) log π =
(
5
2
− α
)
log π − log π
π∆
log
(
1 + e−(2α−1)pi∆
1 + e−4pi∆
)
. (2.7)
2.1.3. Third term. We will now show that
1
2π
∫ ∞
−∞
g∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx
=
(
5
2
− α
)
log
t
2
− 1
π∆
log
(
1 + e−(2α−1)pi∆
1 + e−4pi∆
)
log
t
2
+O
(
∆ log(1 +
√
t∆)√
t
)
.
(2.8)
From (i) of Lemma 5, for x 6= 0, we get
− C
1 + x2
≤ g∆(x) ≤ fα(x) ≤ 4
x2
,
and hence
|g∆(x)| ≪ min
{
1
x2
,
∆2
1 + ∆|x|
}
. (2.9)
Since Re Γ
′
Γ (
1
4 + iu)≪ log(|u|+ 2), we see that for sufficiently large t,∫ ∞
4
√
t
g∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx≪
∫ ∞
4
√
t
log(x+ 2)
x2
dx≪ log t√
t
. (2.10)
By similar arguments,∫ −4√t
−∞
g∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx≪ log t√
t
. (2.11)
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Finally, we use that
Γ′(s)
Γ(s)
= log s+O
(|s|−1)
for large s, together with (2.9), part (iii) of Lemma 5, and the fact that
∫∞
−∞ fα(x) dx =
2π
(
5
2 − α
)
, to get
∫ 4√t
−4√t
g∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx
=
∫ 4√t
−4√t
g∆(x)
(
log
t
2
+O
(
1√
t
))
dx
= log
t
2
∫ ∞
−∞
g∆(x) dx+O
(
∆ log(1 +
√
t∆)√
t
)
= 2π
(
5
2
− α
)
log
t
2
− 2
∆
log
(
1 + e−(2α−1)pi∆
1 + e−4pi∆
)
log
t
2
+O
(
∆ log(1 +
√
t∆)√
t
)
.
(2.12)
Combining (2.10), (2.11) and (2.12) we arrive at (2.8).
2.1.4. Fourth term (sum over prime powers). This is the hardest term to analyze.
We will have to make use of the explicit expression for Fourier transform of g∆
described in (ii) of Lemma 5 to get
1
2π
∞∑
n=2
Λ(n)√
n
gˆ∆
(
logn
2π
)(
e−it logn + eit logn
)
=
∑
n≤e2pi∆
Λ(n)√
n
∞∑
k=0
(
k + 1
logn+ 2πk∆
e−(2α−1)pik∆
nα−1/2
− k + 1
(2π∆(k + 2)− logn)
nα−1/2
e(2α−1)pi(k+2)∆
)
(−1)k (e−it logn + eit log n)
− 2Re
∑
n≤e2pi∆
Λ(n)
n5/2+it logn
+O
(
e−3pi∆
)
=
∑
n≤e2pi∆
Λ(n)√
n
∞∑
k=0
(
k + 1
logn+ 2πk∆
e−(2α−1)pik∆
nα−1/2
− k + 1
(2π∆(k + 2)− logn)
nα−1/2
e(2α−1)pi(k+2)∆
)
(−1)k (e−it logn + eit log n)
− 2 log
∣∣∣∣ζ (52 + it
)∣∣∣∣+O(e−3pi∆).
(2.13)
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From now on we let x = e2pi∆. Since 1log y
1
yα−1/2
is a non-increasing function for
y > 1, we deduce that for all integers k ≥ 0 (recall that n ≤ x),
1
lognxk
1
(nxk)α−1/2
− 1
(log x
k+2
n )
1(
xk+2
n
)α−1/2 ≥ 0. (2.14)
The following two lemmas will be used to bound the sum over prime powers
above.
Lemma 6. For all k ≥ 0 and n ≤ x,
(k + 1)
(
1
lognxk
1
(nxk)α−1/2
− 1
log x
k+2
n
1(
xk+2
n
)α−1/2
)
≥ (k + 2)
(
1
lognxk+1
1
(nxk+1)α−1/2
− 1
log x
k+3
n
1(
xk+3
n
)α−1/2
)
.
Proof. The above inequality is equivalent to
k + 1
x(α−1/2)k
(
1
nα−1/2lognxk
− n
α−1/2
x2α−1 log x
k+2
n
)
≥ k + 2
x(α−1/2)(k+1)
(
1
nα−1/2lognxk+1
− n
α−1/2
x2α−1 log x
k+3
n
)
.
Since 1
xα−1/2
≤ 1, it suffices to show that
1
nα−1/2
(
k + 1
k log x+ logn
− k + 2
(k + 1) log x+ log n
)
≥ n
α−1/2
x2α−1
(
k + 1
(k + 2) logx− logn −
k + 2
(k + 3) log x− logn
)
.
The above is true since
k + 1
k log x+ logn
− k + 2
(k + 1) log x+ logn
=
log x− logn
(k log x+ logn)((k + 1) log x+ logn)
≥ 0,
while
k + 1
(k + 2) log x− logn −
k + 2
(k + 3) log x− logn
=
logn− log x
((k + 2) log x− logn)((k + 3) logx− logn) ≤ 0.

Lemma 7. For all k ≥ 1 and positive real numbers 2 ≤ n ≤ x,
1
log x
− 1
xα−1/2 log x
≤ k + 1
k log x+ logn
− k + 2
xα−1/2((k + 1) log x+ logn)
,
and
1
log x
− 1
xα−1/2 log x
≥ k + 1
(k + 2) log x− logn −
k + 2
xα−1/2((k + 3) log x− logn) .
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Proof. We will only show the proof for one inequality. The proof of the other is
quite similar. Let us show that
1
log x
− 1
xα−1/2 log x
≤ k + 1
k log x+ logn
− k + 2
xα−1/2((k + 1) log x+ log n)
This is equivalent to
1
xα−1/2
(
k + 2
(k + 1) log x+ logn
− 1
log x
)
≤ k + 1
k log x+ logn
− 1
log x
⇐⇒ 1
xα−1/2
(
log x− logn
((k + 1) logx+ logn) log x
)
≤
(
log x− logn
(k log x+ logn) log x
)
.
The above inequality follows from the fact that 1
xα−1/2
≤ 1. This proves the lemma.

From (2.13), (2.14) and Lemma 6, we have
1
2π
∞∑
n=2
Λ(n)√
n
gˆ∆
(
logn
2π
)(
e−it logn + eit logn
)
≤ 2
∑
n≤x
Λ(n)√
n
∞∑
k=0
(−1)k
(
k + 1
k log x+ log n
1
(nxk)α−1/2
− k + 1
((k + 2) log x− logn)
nα−1/2
(xk+2)α−1/2
)
− 2 log
∣∣∣∣ζ (52 + it
)∣∣∣∣+O(e−3pi∆).
(2.15)
Rearranging the terms and using Lemma 7, we obtain that the sum over k is
bounded above by
∞∑
k=0
(−1)k
(
k + 1
k log x+ logn
1
(nxk)α−1/2
− k + 1
((k + 2) log x− logn)
nα−1/2
(xk+2)α−1/2
)
≤ 1
nα−1/2 logn
− n
α−1/2
(2 log x− logn)x2α−1
+
1
log x
∞∑
k=1
(−1)k
(
1
(nxk)α−1/2
− n
α−1/2
(xk+2)α−1/2
)
=
1
nα−1/2 logn
− n
α−1/2
(2 log x− logn)x2α−1
− 1
log x(xα−1/2 + 1)
(
1
nα−1/2
− n
α−1/2
x2α−1
)
.
(2.16)
Recall that the prime number theorem on the Riemann hypothesis is∑
n≤x
Λ(n) = x+O(x1/2 log x). (2.17)
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Therefore using partial summation, (2.16), and (2.17), we obtain that∑
n≤x
Λ(n)√
n
∞∑
k=0
(−1)k
(
k + 1
k log x+ logn
1
(nxk)α−1/2
− k + 1
((k + 2) logx− logn)
nα−1/2
(xk+2)α−1/2
)
≤
∫ x
2
(
1
tα log t
− 1
log x(xα−1/2 + 1)tα
)
dt
− 1
x2α−1
∫ x
2
(
1
t1−α(2 log x− log t) −
1
t1−α log x(xα−1/2 + 1)
)
dt
+O
(
min
{
log x,
1
α− 1/2
})
= A(x) −B(x) +O
(
min
{
log x,
1
α− 1/2
})
,
where the asymptotics af A(x) and B(x) (calculated in the Appendix) are given by
A(x) =
{
log log x+O (1) , if (1 − α) log x = O(1);
x1−α
(1−α) log x
(
xα−1/2
xα−1/2+1
)
+ log log x+O
(
x1−α
(1−α)2 log2 x
)
, otherwise,
and
B(x) =
1
α
x1−α
log x
(
xα−1/2
xα−1/2 + 1
)
+O
(
x1−α
log2 x
)
.
Therefore the sum over prime powers is∑
n≤x
Λ(n)√
n
∞∑
k=0
(−1)k
(
k + 1
k log x+ logn
1
(nxk)α−1/2
− k + 1
((k + 2) logx− logn)
nα−1/2
(xk+2)α−1/2
)
≤
{
log log x+O (1) , if (1 − α) log x = O(1);
2α−1
α(1−α)
x1−α
log x
(
xα−1/2
xα−1/2+1
)
+ log log x+O
(
x1−α
(1−α)2 log2 x
)
, otherwise.
(2.18)
2.1.5. Final Analysis. Combining all the results above (equations (2.4)-(2.8) and
(2.18)), and recalling that x = e2pi∆, we obtain
log|ζ(α + it)| ≤ 1
2π∆
log
(
1 + e−(2α−1)pi∆
1 + e−4pi∆
)
log
t
2
+O
(
∆2
epi∆
1 + ∆t
)
+O
(
∆ log(1 +
√
t∆)√
t
)
+

log 2π∆+O (1) , if (1 − α)∆ = O(1);
2α−1
α(1−α)
e(2−2α)pi∆
2pi∆
(
e(2α−1)pi∆
e(2α−1)pi∆+1
)
+ log 2π∆+O
(
e(2−2α)pi∆
(1−α)2pi2∆2
)
,
otherwise.
(2.19)
An optimal bound in (2.19) occurs when π∆ = log log t. This upper bound depends
on how far α is from 1/2 and 1, and we examine three cases:
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Case 1. α− 1/2 = O
(
1
log log t
)
.
For this case, 2α−1α(1−α) = O
(
1
log log t
)
, and the upper bound (2.19) becomes
log |ζ(α+ it)| ≤ log
(
1 + (log t)−(2α−1)
) log t
2 log log t
+O
(
(log t)2−2α
(log log t)2
)
,
which, as mentioned in the Introduction, recovers the main term in (1.3)
when α→ 1/2.
Case 2. 1− α = O
(
1
log log t
)
.
The upper bound is
log |ζ(α + it)| ≤ log(2 log log t) +O(1).
In §2.2, we will bound explicitly what the constant term is for |ζ(1 + it)|.
Case 3. Otherwise, we have
log
(
1 + e−(2α−1)pi∆
)
≍ 1
(log t)2α−1
,
and the upper bound (2.19) becomes
log |ζ(α+ it)| ≤
(
1
2
+
2α− 1
α(1− α)
)
(log t)2−2α
log log t
+ log(2 log log t) +O
(
(log t)2−2α
(1 − α)2(log log t)2
)
.
This completes the proof of Theorem 1.
2.2. An upper bound for |ζ(1 + it)|. In this section we will bound ζ(1 + it) and
rederive Littlewood’s result [9], which is
|ζ(1 + it)| ≤ (2eγ + o(1)) log log t,
where γ is the Euler constant.
The method used to bound |ζ(1 + it)| is the same as the above except that we
will bound
∑
n≤x
Λ(n)
n logn with an error term o(1). From [9] and Merten’s formula
[11], we have ∑
n≤x
Λ(n)
n logn
= log log x+ γ +O
(
1
log x
)
.
Moreover by the prime number theorem (2.17),∑
n≤x
Λ(n)
x(2 log x− logn) ≤
1
x log x
∑
n≤x
Λ(n) = O
(
1
log x
)
.
To obtain a constant term of the upper bound for |ζ(1 + it)|, we will exploit a
refined upper bound for (2.1). To be precise, we can show that
log
∣∣ζ(α+ it)∣∣ = (5
4
− α
2
)
log
t
2
− 1
2
∑
γ
fα(t− γ)
+ log |ζ( 52 + it)| − (54 − α2
)
log π +O
(
1
t
) (2.20)
using Stirling’s formula.
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Therefore by (2.20) and the bounds for each terms in the explicit formula, we
obtain that
log |ζ(1 + it)| ≤ log 2eγπ∆+ 1
2π∆
log
(
1 + e−pi∆
1 + e−4pi∆
)
log
t
2
+O
(
∆ log(1 +
√
t∆)√
t
+
∆epi∆
t
+
1
π∆
+
1
t
)
.
The upper bound of |ζ(1 + it)| in Corollary 3 follows from choosing π∆ = log log t.
3. Lower bound for ζ(s)
3.1. Proof of Theorem 2. The method of computing a lower bound for ζ(α+ it)
is similar to the one for the upper bound in Section 2, with the only difference
being the use of a majorant function instead. The majorant function that we are
interested in satisfies the following properties (that shall be proved in the next
section).
Lemma 8 (Extremal Majorant). Let ∆ denote a positive real number. There is a
unique entire function m∆ which satisfies the following properties:
(i) For all real x we have
fα(x) ≤ m∆(x) ≤ C 1
1 + x2
,
for some positive constant C. For any complex number x+ iy we have
|m∆(x+ iy)| ≪ ∆
2
1 + ∆|x+ iy|e
2pi∆|y|.
(ii) The Fourier transform of m∆, namely
mˆ∆(ξ) =
∫ ∞
−∞
m∆(x)e
−2piixξdx,
is a continuous real valued function supported on the interval [−∆,∆]. For
0 ≤ |ξ| ≤ ∆, it is given by
mˆ∆(ξ) =
∞∑
k=0
(
k + 1
|ξ|+ k∆
(
e−2pi(|ξ|+k∆)(α−1/2) − e−4pi(|ξ|+k∆)
)
− k + 1
∆(k + 2)− |ξ|
(
e2pi(|ξ|−(k+2)∆)(α−1/2) − e4pi(|ξ|−(k+2)∆)
))
.
In particular, if ξ = 0, we have
mˆ∆(0) = 2π
(
5
2
− α
)
− 2
∆
log
(
1− e−(2α−1)pi∆
1− e−4pi∆
)
.
(iii) The L1-distance between m∆ and fα equals to∫ ∞
−∞
{m∆(x) − fα(x)} dx = 2
∆
(
log
(
1− e−4pi∆)− log(1− e−(2α−1)pi∆)) .
From (2.1) and (i) of Lemma 8 we obtain, for any ∆ > 0,
log |ζ(α + it)| ≥
(
5
4
− α
2
)
log
t
2
− 1
2
∑
γ
m∆(t− γ) +O(1). (3.1)
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We then apply the explicit formula (Lemma 4) to the majorant function m∆(z) to
get∑
ρ
m∆(t− γ) =
{
m∆
(
t− 1
2i
)
+m∆
(
t+
1
2i
)}
− 1
2π
mˆ∆(0) log π
+
1
2π
∫ ∞
−∞
m∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx
− 1
2π
∞∑
n=2
Λ(n)√
n
mˆ∆
(
logn
2π
)(
e−it logn + eit log n
)
,
(3.2)
and the asymptotic analysis follows just as before:
3.1.1. First term. From (i) of Lemma 8 we have∣∣∣∣m∆(t− 12i
)
+m∆
(
t+
1
2i
)∣∣∣∣≪ ∆2 epi∆1 + ∆t . (3.3)
3.1.2. Second term. From (ii) of Lemma 8 we have
1
2π
mˆ∆(0) log π =
(
5
2
− α
)
log π − log π
π∆
log
(
1− e−(2α−1)pi∆
1− e−4pi∆
)
. (3.4)
3.1.3. Third term. Proceeding as in §2.1.3 we obtain
1
2π
∫ ∞
−∞
m∆(x)Re
Γ′
Γ
(
1
4
+
i(t− x)
2
)
dx
=
(
5
2
− α
)
log
t
2
− 1
π∆
log
(
1− e−(2α−1)pi∆
1− e−4pi∆
)
log
t
2
+O
(
∆ log(1 +
√
t∆)√
t
)
.
(3.5)
3.1.4. Fourth term (sum over prime powers). By the same arguments that led to
(2.15), using inequality (2.14), the sum over prime is bounded below as follows
(recall that x = e2pi∆)
1
2π
∞∑
n=2
Λ(n)√
n
mˆ∆
(
logn
2π
)(
e−it logn + eit logn
)
≥ −2
∑
n≤x
Λ(n)√
n
∞∑
k=0
(
k + 1
k log x+ logn
1
(nxk)α−1/2
− k + 1
((k + 2) logx− logn)
nα−1/2
(xk+2)α−1/2
)
− 2 log
∣∣∣∣ζ (52 + it
)∣∣∣∣+O(e−3pi∆).
(3.6)
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The sum over k in (3.6) is bounded above by
∞∑
k=0
(
k + 1
k log x+ logn
1
(nxk)α−1/2
− k + 1
((k + 2) log x− logn)
nα−1/2
(xk+2)α−1/2
)
≤
∞∑
k=0
1
(xk)α−1/2
(
1
nα−1/2 logn
− n
α−1/2
(2 logx− logn)(x2α−1)
)
=
xα−1/2
xα−1/2 − 1
(
1
nα−1/2 logn
− n
α−1/2
(2 logx− logn)(x2α−1)
)
.
(3.7)
Using partial summation, the prime number theorem (2.17), equation (3.7), and
the integrals on the Appendix, we obtain that
∑
n≤x
Λ(n)√
n
∞∑
k=0
(
k + 1
k log x+ log n
1
(nxk)α−1/2
− k + 1
((k + 2) logx− logn)
nα−1/2
(xk+2)α−1/2
)
≤ x
α−1/2
xα−1/2 − 1
{∫ x
2
(
1
tα log t
− 1
x2α−1
1
t1−α(2 log x− log t)
)
dt
+O
(
min
{
log x,
1
α− 1/2
})}
=

log log x+O(1), if (1− α) log x = O(1);
xα−1/2
xα−1/2−1
{
2α−1
α(1−α)
x1−α
log x + log log x+O
(
x1−α
(1−α)2 log2 x
)}
, otherwise.
(3.8)
3.1.5. Final Analysis. Combining the bounds (3.1)-(3.8) above, and using the fact
that x = e2pi∆, we derive
log |ζ(α + it)| ≥ 1
2π∆
log
(
1− e−(2α−1)pi∆
1− e−4pi∆
)
log
t
2
+O
(
∆2
epi∆
1 + ∆t
)
+O
(
∆ log(1 +
√
t∆)√
t
)
−

log 2π∆+O (1) , if (1− α)∆ = O(1);(
e(2α−1)pi∆
e(2α−1)pi∆−1
){
2α−1
α(1−α)
e(2−2α)pi∆
2pi∆ + log 2π∆+O
(
e(2−2α)pi∆
(1−α)2pi2∆2
)}
,
otherwise.
(3.9)
An optimal bound in (3.9) occurs when π∆ = log log t. Similar to the upper bound,
the lower bound depends on the location of α, and again we examine three cases:
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Case 1. α− 1/2 = O
(
1
log log t
)
.
For this case, 2α−1α(1−α) = O
(
1
log log t
)
and the lower bound (3.9) becomes
log |ζ(α + it)| ≥ log (1− (log t)1−2α) log t
2 log log t
−O
(
(log t)2−2α
(log log t)2(1− (log t)1−2α)
)
.
Observe that when α→ 1/2, the bound goes to −∞, which corresponds to
the case when ζ(1/2 + it) = 0.
Case 2. 1− α = O
(
1
log log t
)
.
For this case, the lower bound (3.9) is
log |ζ(α + it)| ≥ − log(2 log log t)−O(1).
In §3.2, we will bound explicitly what the constant term is for |ζ(1 + it)|.
Case 3. Otherwise, log
(
1− e−(2α−1)pi∆) ≍ − 1(log t)2α−1 , and the lower bound (3.9)
becomes
log |ζ(α + it)| ≥ −
(
1
2
+
2α− 1
α(1 − α)
)
(log t)2−2α
log log t
− log(2 log log t)
−O
(
(log t)2−2α
(1− α)2(log log t)2
)
.
This completes the proof of Theorem 2.
3.2. A lower bound for |ζ(1 + it)|. In this section we will bound 1/ζ(1+ it) and
rederive Littlewood’s result [10],
1
|ζ(1 + it)| ≤
(
12eγ
π2
+ o(1)
)
log log t,
where γ is the Euler constant.
To obtain this bound, we will use (2.20). The method exploited to derive the
bound for 1/|ζ(1 + it)| is the same as the one in §3.1 except that we will bound
Re
∑
n≤x
Λ(n)
n1+it logn with the error term o(1). The following identity from [10] is
useful in bounding the sum over prime powers:
Re
∑
n≤x
Λ(n)
n1+it logn
= −Re log
∏
p≤x
(
1− 1
p1+it
)
+O(
1√
x
)
≥ −Re log
∏
p≤x
(
1 +
1
p
)
+O(
1√
x
).
= − log
(
6eγ
π2
log x
)
+ o(1).
Moreover by the prime number theorem, we have∑
n≤x
Λ(n)
x(2 log x− logn) ≤
1
x log x
∑
n≤x
Λ(n) = O
(
1
log x
)
.
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By (2.20) and the same arguments contained in §3.1 we obtain
log |ζ(1 + it)| ≥ − log
(
12eγ
π2
π∆
)
+
1
2π∆
log
(
1− e−pi∆
1− e−4pi∆
)
log
t
2
+O
(
∆ log(1 +
√
t∆)√
t
+
∆epi∆
t
+
1
π∆
)
.
If we pick π∆ = log log t, we obtain the bound in Corollary 3.
4. Extremal functions
In this section we will discuss the extremal functions used in this paper, proving
Lemmas 5 and 8. This study relies substantially on the recent work of Carneiro,
Littmann and Vaaler [1] that contains the solution of the Beurling-Selberg extremal
problem for the Gaussian and a general integration technique on the free parameter,
producing a variety of new examples. In particular, the logarithmic family fα(x)
considered in this paper falls in the range of the ideas in [1].
Throughout this section we let a = (α − 1/2)∆, and b = 2∆. We have the
following identity
log
(
x2 + b2
x2 + a2
)
=
∫ ∞
0
e−piλx
2
(
e−piλa
2 − e−piλb2
λ
)
dλ (4.1)
Define F∆(x) to be the expression on the left hand side of (4.1). It is clear that
fα(x) = F∆(∆x).
By Corollary 17 in [1], there is a unique extremal minorant G∆(x) and a unique
extremal majorant M∆(x) of exponential type 2π for F∆(x). We will let
g∆(x) = G∆(∆x) and m∆(x) = M∆(∆x) (4.2)
From [1], we also have
G∆(z) =
(cosπz
π
)2 ∞∑
n=−∞
{
F∆
(
n− 12
)(
z − n+ 12
)2 + F ′∆
(
n− 12
)(
z − n+ 12
)} , (4.3)
and
M∆(z) =
( sinπz
π
)2 ∞∑
n=−∞
{
F∆(n)
(z − n)2 +
F ′∆(n)
(z − n)
}
. (4.4)
4.1. Proof of Lemma 5. Part (iii) of Lemma 5 is contained in [1, Corollary 17,
Example 3], and thus we will focus here in proving parts (i) and (ii).
4.1.1. Part (i). Observe first that
G∆(z) =
∞∑
n=−∞
(
sinπ
(
z − n+ 12
)
π
(
z − n+ 12
) )2{fα(n− 12
∆
)
+
(
z − n+ 12
)
∆
f ′α
(
n− 12
∆
)}
.
(4.5)
For any complex number ξ we have (sin(πξ)/(πξ))2 ≪ e2pi|Imξ|/(1 + |ξ|2). Using
the fact that
fα(x) ≤ 4
x2 +
(
α− 12
)2 and f ′α(x) ≤ 8|x|
(x2 + 4)
(
x2 +
(
α− 12
)2) , (4.6)
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we can split the sum (4.5) in two parts, where n ≤ |z|/2 and n ≥ |z|/2, to conclude
that
|G∆(x+ iy)| ≪ ∆
2
1 + |x+ iy|e
2pi|y|.
and from (4.2) we arrive at (2.3).
For x real, we have fα(x) ≥ 0 and f ′α(−x) = −f ′α(x), and we can pair the terms
n ≥ 1 and 1− n ≤ 0 in the sum (4.5) to obtain
G∆(x) ≥
(cosπx
π
)2 ∞∑
n=1
1
∆
f ′α
(
n− 12
∆
){
1(
x− n+ 12
) − 1(
x+ n− 12
)}
=
∞∑
n=1
sin2 π
(
x− n+ 12
)
π2
(
x2 − (n− 12)2)
2
(
n− 12
)
∆
f ′α
(
n− 12
∆
)
.
(4.7)
Using (4.6) and (4.7) we can show that there is a constant C such that
−C ∆
2
∆2 + x2
≤ G∆(x) ,
and thus from (4.2) we arrive at (2.2), completing the proof of part (i).
4.1.2. Part (ii). It is sufficient to consider the Fourier transform of G∆(x) since
gˆ∆(y) =
1
∆Gˆ∆
(
y
∆
)
.
For |y| ≥ 1, Gˆ∆(y) = 0. Therefore, in what follows we will consider Gˆ∆(y) when
|y| < 1. From (4.1) and [1, Theorem 4], we know that
Gˆ∆(y) =
∫ ∞
0
{
(1− |y|)
∞∑
n=−∞
e−piλ(n+1/2)
2
e2piiy(n+1/2)
− λ
2π
sgn(y)
∞∑
n=−∞
2πi
(
n+ 12
)
e−piλ(n+1/2)
2
e2piiy(n+1/2)
}
·
(
e−piλa
2 − e−piλb2
λ
)
dλ.
(4.8)
It is easy to see that Gˆ∆(y) is an even function. Therefore it is sufficient to consider
the case 0 ≤ y < 1. We will evaluate the integrals of the first and second sums
separately.
Integration of the first sum. By calculus, we can show that∫ ∞
0
(1− |y|)
{ ∞∑
n=−∞
e−piλ(n+1/2)
2
e2piiy(n+1/2)
}
·
(
e−piλa
2 − e−piλb2
λ
)
dλ
= (1− |y|) epiiy
∞∑
n=−∞
log
(
(n+ 1/2)2 + b2
(n+ 1/2)2 + a2
)
e2piiyn.
(4.9)
Let
kˆ(x) = log
(
(x+ 1/2)2 + b2
(x + 1/2)2 + a2
)
.
To evaluate the sum over n, we will use Poisson summation formula,∑
n∈Z
kˆ(n)e2piiyn =
∑
n∈Z
k(y + n).
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Therefore we need to compute k(w). For w 6= 0 we use integration by parts to get
k(w) =
∫ ∞
−∞
log
(
(x+ 1/2)2 + b2
(x+ 1/2)2 + a2
)
e2piiwx dx
=
e−piiw
2πiw
∫ ∞
−∞
2x(b2 − a2)
(x2 + b2)(x2 + a2)
e2piiwx dx.
(4.10)
For w = 0 we will have
k(0) =
∫ ∞
−∞
log
(
(x+ 1/2)2 + b2
(x+ 1/2)2 + a2
)
dx = 2π(b− a).
The integrals above can be computed via contour integration.
Case 1: w > 0. The chosen contour is a rectangle with vertices −X,X,X+iY,−X+
iY, where X,Y > 0, and X,Y →∞. Therefore∫ ∞
−∞
2x(b2 − a2)
(x2 + b2)(x2 + a2)
e2piiwx dx = 2πi
(
e−2piwa − e−2piwb) . (4.11)
Case 2: w < 0. The contour is a rectangle with vertices X,−X,−X − iY,X − iY,
where X,Y > 0, and X,Y →∞. Therefore∫ ∞
−∞
2x(b2 − a2)
(x2 + b2)(x2 + a2)
e2piiwx dx = −2πi (e2piwa − e2piwb) . (4.12)
Combining equations (4.9) - (4.12) above, for y 6= 0, we obtain∫ ∞
0
(1− |y|)
{ ∞∑
n=−∞
e−piλ(n+1/2)
2
e2piiy(n+1/2)
}
·
(
e−piλa
2 − e−piλb2
λ
)
dλ
= (1− |y|)
{ ∞∑
n=0
(−1)n e
−2pi(y+n)a − e−2pi(y+n)b
y + n
−
∞∑
n=1
(−1)n e
2pi(y−n)a − e2pi(y−n)b
y − n
}
.
For y = 0, the integral is
2π(b− a)− 2 log
(
1 + e−2pia
1 + e−2pib
)
.
Integration of the second sum. For y = 0, the second integral is 0. So we will
compute its value for 0 < y < 1. By calculus, we have
−
∫ ∞
0
λ
2π
{ ∞∑
n=−∞
2πi
(
n+ 12
)
e−piλ(n+1/2)
2
e2piiy(n+1/2)
}(
e−piλa
2 − e−piλb2
λ
)
dλ
= −i e
piiy
π
∞∑
n=−∞
(
(n+ 1/2)
(n+ 1/2)2 + a2
− (n+ 1/2)
(n+ 1/2)2 + b2
)
e2piiyn.
(4.13)
Let
hˆ(x) =
(x+ 1/2)
(x+ 1/2)2 + a2
− (x + 1/2)
(x+ 1/2)2 + b2
.
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Again we will compute the sum above by Poisson summation formula,∑
n∈Z
hˆ(n)e2piiyn =
∑
n∈Z
h(y + n). (4.14)
Since y + n 6= 0, we will compute h(w), where w 6= 0,
h(w) =
∫ ∞
−∞
(
(x + 1/2)
(x+ 1/2)2 + a2
− (x+ 1/2)
(x+ 1/2)2 + b2
)
e2piiwx dx
= e−piiw
∫ ∞
−∞
(
x
x2 + a2
− x
x2 + b2
)
e2piiwx dx
(4.15)
We now use contour integration again.
Case 1: w > 0. The contour is a rectangle with vertices −X,X,X + iY,−X + iY,
where X,Y > 0, and X,Y →∞. Therefore
h(w) = 2πie−piiw
(
resx=ia
x
x2 + a2
· e2piiwx − resx=ib x
x2 + b2
· e2piiwx
)
= πie−piiw
(
e−2piwa − e−2piwb) . (4.16)
Case 2: w < 0. The contour is a rectangle with vertices X,−X,−X − iY,X − iY,
where X,Y > 0, and X,Y →∞. Therefore
h(w) = −2πie−piiw
(
resx=−ia
x
x2 + a2
· e2piiwx − resx=−ib x
x2 + b2
· e2piiwx
)
= −πie−piiw (e2piwa − e2piwb) . (4.17)
Finally, combining (4.13)- (4.17) we obtain
−
∫ ∞
0
λ
2π
{ ∞∑
n=−∞
2πi(n+
1
2
)e−piλ(n+1/2)
2
e2piiy(n+1/2)
}(
e−piλa
2 − e−piλb2
λ
)
dλ
=
∞∑
n=0
(−1)n
(
e−2pi(y+n)a − e−2pi(y+n)b
)
−
∞∑
n=1
(−1)n
(
e2pi(y−n)a − e2pi(y−n)b
)
,
and this ultimately leads to part (ii) of Lemma 5.
4.2. Proof of Lemma 8. The proof of part (i) of Lemma 8 is very similar to the
analogous part (i) of Lemma 5, proved in §4.1. Part (iii) of Lemma 8 is contained
in [1, Corollary 17, Example 3], and thus we will only focus here on part (ii).
4.2.1. Part (ii). Since M∆(y) is an even function, it suffices to consider Mˆ∆(y) for
0 ≤ y < 1. We know from (4.1) and [1, Theorem 4] that
Mˆ∆(y) =
∫ ∞
0
{
(1− |y|)
∞∑
n=−∞
e−piλn
2
e2piiyn − λ
2π
sgn(y)
∞∑
n=−∞
2πin e−piλn
2
e2piiyn
}
·
(
e−piλa
2 − e−piλb2
λ
)
dλ.
(4.18)
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Integration of the first sum. By the same arguments used for G∆(y), we have∫ ∞
0
(1− |y|)
{ ∞∑
n=−∞
e−piλn
2
e2piiyn
}(
e−piλa
2 − e−piλb2
λ
)
dλ
= (1 − |y|)
∞∑
n=−∞
log
(
n2 + b2
n2 + a2
)
e2piiyn
= (1 − |y|)
{ ∞∑
n=0
e−2pi(y+n)a − e−2pi(y+n)b
y + n
−
∞∑
n=1
e2pi(y−n)a − e2pi(y−n)b
y − n
}
,
(4.19)
for y 6= 0. For y = 0 we have the value
2π(b− a)− 2 log
(
1− e−2pia
1 − e−2pib
)
.
Integration of the second sum. By the same arguments used for G∆(y), the second
term is equal to
−
∫ ∞
0
λ
2π
{ ∞∑
n=−∞
2πin e−piλn
2
e2piiyn
}(
e−piλa
2 − e−piλb2
λ
)
dλ
=
∞∑
n=0
(
e−2pi(y+n)a − e−2pi(y+n)b
)
−
∞∑
n=1
(
e2pi(y−n)a − e2pi(y−n)b
)
.
(4.20)
Combining (4.18), (4.19) and (4.20) we complete the proof of part (ii).
5. Appendix
Here we show the following asymptotics:
A1.∫ x
2
1
tα log t
dt =
{
log log x+O(1), if (1− α) log x = O(1);
x1−α
(1−α) log x + log log x+O
(
x1−α
(1−α)2 log2 x
)
, otherwise.
(5.1)
A2. ∫ x
2
1
t1−α(2 log x− log t) dt =
1
α
xα
log x
+O
(
xα
log2 x
)
. (5.2)
Proof of A1. The left hand side of (5.1) can be written as∫ x
2
1
tα log t
dt = log log x− log log 2 +
∫ (1−α) log x
(1−α) log 2
ey − 1
y
dy. (5.3)
If (1−α) log x = O(1), then ey−1y ≤ ey = O(1) for (1−α) log 2 ≤ y ≤ (1−α) log x.
Therefore the integral on the right hand side of (5.3) is O(1).
Otherwise, the integral on the right hand side of (5.3) is O(1) plus
ey − y − 1
y
∣∣(1−α) log x
0
+
∫ (1−α) log x
0
ey − y − 1
y2
dy
=
x1−α
(1 − α) log x +
∫ (1−α) log x
0
ey − y − 1
y2
dy +O(1).
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Since limy→0 e
y−y−1
y2 =
1
2 ,∫ (1−α) log x
0
ey − y − 1
y2
dy
=
∫ (1−α) log x
2
2
ey − y − 1
y2
dy +
∫ (1−α) log x
(1−α) log x
2
ey − y − 1
y2
dy +O(1)
≤ 1
4
∫ (1−α) log x
2
2
(
ey − y − 1)dy + 4
(1− α)2 log2 x
∫ (1−α) log x
(1−α) log x
2
(
ey − y − 1)dy +O(1)
= O
(
x1−α
(1− α)2 log2 x
)
.

Proof of A2. Let y = x2/t. The integral (5.2) becomes
x2α
∫ x2/2
x
1
y1+α log y
dy =
1
α
xα
log x
− x
2α
α
∫ x2/2
x
1
y1+α log2 y
dy +O
(
1
log x
)
.
Expression (5.2) follows from the fact that∫ x2/2
x
1
y1+α log2 y
dy ≪ 1
log2 x
∫ x2/2
x
1
y1+α
dy ≪ 1
xα log2 x
.

Acknowledgments
The authors would like to thank K. Soundararajan for the very valuable dis-
cussions during the preparation of this manuscript. This material is based upon
work supported by the Institute for Advanced Study and the National Science
Foundation under agreement No. DMS-0635607. E. Carneiro would also like to
acknowledge support from the Capes/Fulbright grant BEX 1710-04-4.
References
[1] E. Carneiro, F. Littmann, and J. D. Vaaler, Gaussian subordination for the Beurling-Selberg
extremal problem, preprint.
[2] E. Carneiro and J. D. Vaaler, Some extremal functions in Fourier analysis, II, Trans. Amer.
Math. Soc. (to appear).
[3] V. Chandee, Explicit upper bounds for L-functions on the critical line, Proc. Amer. Math.
Soc. 137 (2009), no. 12, 4049–4063.
[4] V. Chandee and K. Soundararajan, Bounding |ζ( 1
2
+it)| on the Riemann Hypothesis, preprint.
[5] H. Davenport, Multiplicative number theory, Third edition, Graduate Texts in Mathematics
74, Springer-Verlag, New York, 2000.
[6] D. A. Goldston and S. M. Gonek, A note on S(t) and the zeros of the Riemann zeta-function,
Bull. Lond. Math. Soc. 39 (2007), no. 3, 482–486.
[7] H. Iwaniec and E. Kowalski, Analytic Number Theory, American Mathematical Society Col-
loquium Publications, vol. 53, 2004.
[8] J. E. Littlewood, On the zeros of the Riemann zeta-function, Proc. Camb. Philos. Soc. 22
(1924), 295–318.
[9] J. E. Littlewood, On the Riemann zeta-function, Proc. London Math. Soc. 24 (2) (1925),
175–201.
[10] J. E. Littlewood, On the function 1/ζ(1 + it), Proc. London Math. Soc. 27 (1928), 349–357.
BOUNDING ζ(s) IN THE CRITICAL STRIP 21
[11] H.L. Montgomery and R.C. Vaughan, Multiplicative number theory I. Classical Theory, Cam-
bridge University Press, Cambridge, 2007.
[12] K. Ramachandra and A. Sankaranarayanan, On some theorems of Littlewood and Selberg, I.
J. Number Theory 44 (1993), no. 3, 281–291.
[13] K. Soundararajan, Moments of the Riemann zeta-function, Ann. of Math. (2) 170 (2009), no.
2, 981–993.
[14] E. C. Titchmarsh, The theory of the Riemann zeta-function, Second edition, The Clarendon
Press, Oxford University Press, New York, 1986.
School of Mathematics, Institute for Advanced Study, Princeton, NJ 08540.
E-mail address: ecarneiro@math.ias.edu
Department of Mathematics, Stanford University, 450 Sierra Mall, Bldg. 380, Stan-
ford, CA 94305
E-mail address: vchandee@math.stanford.edu
