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Abstract 
In this paper, two new a~gorithms £or deriving optima~ 
and near-optimal £~owcharts £rom limited-entry decision ta-
bles are presented. Both take into account ru~e £requencies 
and the time needed to test conditions. One o£ the a~gorithms 
- ca~~ed the optimum-£inding algorithm - leads to a £~ow-
chart which truly minimizes execution time for a decision 
tab~e in which simp~e rules are already contracted to complex 
ru~es. The other one - cal~ed the optimum-approaching algorithm 
- requires much ~ess calcu~ations but does not necessarily 
produce the optimum flowchart. The a~gorithms are first de-
rived £or treating decision tables not containing an ELSE-rule, 
but the optimum-approaching a~gorithm is shown to be equal~y 
valid for tab~es including such a ru~e. 
Both a~gorithms are compared with already existing ones 
and are app~ied to a somewhat ~arge decision table derived 
from a rea~ case. From this comparison two conc~usions can be 
drawn. 1. The optimum-approaching algorithm will usua~ly ~ead 
to better resu~ts than comparab~e existing ones and wi~~ not 
require more - but usually ~ess - computation time. 2. In ge-
neral, the greater computation effort needed for app~ying the 
optimum-finding a~gorithm wi~~ not be justified by the sma~l 
reduction in execution time obtained. 
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1. Introduction 
In the past, a number of algorithms have been proposed 
for converting decision tables to computer programs. 
From the vieuwpoint of the techniques used for the con-
version, theg can be divided into two categories: whose deri-
ving a flowchart, (viz. the algorit~ms proposed by Pollack [5] 
Reinwald and Soland [ 6] and Shwayder [ 7] and those using 
rule mask techniques (viz. the algorithms proposed by King 
Kirk (3] , Muthukrishnai and Rajaraman [~ and Verhelst 
From the vieuwpoint of the result obtained, the algorithms 
can be classified into three categories: those deriving optimal 
solutions in terms of execution time of the resulting program 
or in terms of storage space occupied by that program [6] 
[ 5] 
[ 4] 
[s] 
[7] 
, those deriving near-optimal solutions 
and those not aiming a~ optimization 
In the present paper, two new algorithms will be proposed. 
They both are using the flowcharting method. One of them is 
leading to an optimal solution and the other one to a near-
optimal solution, in terms of execution time of the resulting 
program. In what follows, it is indeed argued, that optimiza-
tion of storage space is not relevant. 
After having presented the algorithms, we shall compare 
them to the algorithms of Pollack and Shwayder in terms of 
their computational efficiency and their result~ The compari-
son with the Reinwald and Soland algorithm is not carried 
through, because the input of the latter algorithm is different 
from the input of all others. Indeed, the input to the Reinwald 
and Soland algorithm is a complete decision table containing 
only simple rules (i.e. rules not showing dashes), whereas 
the input of the others is a decision table which contains 
dashes. For that reason, the concept of optimization is some-
what different. 
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In understanding the comparison, the reader is supposed 
to be familiar with the algorithms of Pollack L5J and Shway-
der [7] • A treatment of the fundamentals of the construc-
tion and use of decision tables can be found in [1} . 
2. Minimizing criteria 
The algorithms for translating decision tables into op-
timal flow-charts are utilizing one of two criteria: mtnimi-
zation of storage space or minimization of execution time. The 
algorithms described in this paper will only use as a crite-
rion minimization of execution time.Restriction to this cri-
terion is based on the following practical consideration. 
If the conditions specified in a decision table are such 
that only one or two machine language instructions are needed 
to state each of them, minimization of storage space is not so 
important. If at the other extreme, each condition is quite 
voluminous and a subroutine is needed for testing it~ the pro-
gram can be structured such that each subroutine only appears 
at one storage space Testing the condition at a particular 
point of the flowchart then means to branch to the subroutine 
and to return to the appropriate point. In the latter case, 
testing a condition can be specified by a couple of machine 
language instructions, which again means that the minimization 
problem is no longer important. 
For a clear understanding of the rationale behind the 
algorithms proposed in this paper, it is necessary to intro-
duce and consider a number of concepts. For this reason, the 
next three sections will treat the following subjects: the 
use of dashes and stars in a decision table, the lower bound 
for the test time of a decision table and finally the basic 
objective of the algorithms. 
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3. The use of dashes and stars in a decision table 
The condition part of the rules in a (limited-entry) de-
cision table usually shows the following symbols: Y(yes), N(no) 
and- (don't care). The dash means that the question is irre-
levant in the context of the considered decision rule. It is 
very important to distinguish between two reasons for the 
irrelevance of a particular question. A first reason may be 
that the answer can be Y or N, but that it does not matter; a 
second reason may be that the answer to the question is known 
because it is implied by the answers to the other questions 
explicitly stated in the same rule. In the latter case, we 
propose not to use the dash, but to indicate the real answer 
surmounted by a star. The following example illustrates this 
way of notation. 
Age < 20 
Age ) 60 
y 
N* 
N* 
y 
----"" __ ,_!...._ ___ '------
The reason for us1ng a star in this case is related to 
the fact, that the use of a dash sometimes leads to pairs of 
dependent rules, which caru1ot be handled by algorithms for 
converting decision tables to flowcharts. 
4· The lower bound for the test time of a decision table 
In order to calculate the test time of a decision table, 
we need information about the relative frequencies of the 
rules and the test time of the conditions. If the decision 
table does not contain an ELSE-rule, it can be shown that a 
flowchart derived from the decision table can never require 
a test time which is lower than the time obtained by testing 
all answers not dashed and not starred. This lower bound will 
be denoted by S. If the frequency for rule j is denoted 
by 
by 
5 
f. (j = l, ••• ,n) and the test time of condition i 
J 
t. (i = l, .••• ,m), then S can be calculated as follows: 
J.. 
m 
s = L.. 
i=l 
f. 
J 
, for all j for which the answer 
on condition i is not dashed 
or starred. 
As an example, consider the calculation of S for the 
following decision table 
R1 R2 R 3 
f. 0.20 0.50 0.30 t. 
J J.. 
c1 N N y 20 
c2 N y Y* 10 
c'3 N* y 5 
s = 20 (0.20 + 0.50 + 0.30) + 10 (0.20 + 0.50) + 5 
(0.30) = 28.5. This simply means that the average time to 
test a transaction can never be less than 28.5, whatever the 
structure of the flowchart be. 
In order to prove this theorem, let us consider the way 
in which the flowcharting method operates. The action part of 
a particular rule is reached when the algorithm produces an 
empty subtable or a subtable consisting of 1 column. Theore-
tically~ it would be possible that not all conditions in this 
column are dashed or starred, Assuming that the table does not 
contain an ELSE-rule, this would then mean that for that rule 
at least one condition which is not starred or dashed does not 
have to be tested, in which case S would be lower than stated 
above. If however such a case would arise, it would mean that 
in preparing the table, one has forgotten to star those con-
ditions. Indeed, if N or Y elements appear in a subtable of 
one rule, and if the decision table contains no ELSE-rule, 
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this indicates that, given the combination of answers on 
conditions tested leading to the subtable of one column, no 
other rule existe for which the answer on the not yet tested 
conditions is different. This automatically means that the 
considered N and Y elements could have been starred in the 
original table. VJhen such a case arises, one shou!hd star tho-
se answers and repeat the algorithm. 
By proving that the conditions have to be tested for all 
rules in which they are not dashed or starred, we have deli-
vered the proof that no flowchart can give us a lower average 
test time than S. This does not mean however that there exists 
a possible flowchart structure reaching this minimum. Consi-
der as an example the following decision table. 
R1 R2 R2, .• _l.-~ 
f. 0.50 0.20 0.301 t. 
J ~ 
c1 y N* N 1 
...::__2 N* y N 1 
s = 1(0.80) + (0.50) = 1. 30 
There are only 2 possible flowchart structure~ : 
Test time : 1 (1.00) + 1 (0.50) = 1.50 
Test time: 1 (1.00) + 1 (0.80) = 1.80 
5· Basic objective of the algorithm~ 
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The algorithms presented in this paper aim at deriving 
a flowchart which realizes as close as possible the lower 
bpund S. Two algorithms will be propoe.ed. Th·2 ::c"'::Lr:st one can-
not be said to lead to the minimum realizable test time, but 
will approach this minimum. Tho second one however minimizes 
the test time, but requires more search time. The first algo-
rithm, called hereafter "the optimum-approaching algorithm" 
can be compared with the ones proposed by Pollack [5] and 
Sbwayder [7] ; it also considers only one subtable for 
optimizatioh purposes, but will be shown to be superior to the 
ones just mentioned in that it allows the derivation of flow 
charts of tables containing dependent rules and that it takes 
into consideration the test times of ~he conditions. The se-
cond algorithm, called hereafter the "optimum-finding" algo-
rithm can be compared to the one proposed by Reinwald and So-
land [6] ·. We tbi.nk that it can be said to be superior to 
the Reinwald algorithm, because it requires less search time. 
6. The optimum-approaching algoz~~ 
As the reader will recall, any method for converting de-
cision tables into flowcharts starts by selecting a certain 
ruondition to be tested and produces from the original decision 
table tw~ subtables, ea~~ containing o~e row less than the 
original one and containing the rules for which the answer on 
the tested condition was not yes (first subtable) or not no 
(second subtable). 
If the purpose is to minimize test time, we should avoid 
to test in t~e first place conditions which are not relevant 
in a high percentage of cases, because the longer we wait to 
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test sQch conditions, the more Qhance we have not to have 
to test them at all. Also, when ~wo conditions A and B are 
relevant in an eqQal nQmber of capes, bQt condition B takes 
more time to test, we will prefer to test A and to postpone 
the testing of B. 
Therefore, an algorithm which would approach the lower 
boQnd for the test time, can be stated as follows. 
- At each selection stage, compQte for each condition row 
f. for all j containing a star or a dash in 
J 
. the considered row. 
- Se1ect as ths condition to be tested at that selection 
stage the one stated in the row with minimal T .• If there 
1 
is a tie, select one of the tied rows. If the selected con-
dition is dashed for one or more rules, divide the frequen-
cies o£ the columns containing a dash £or that condition 
equally over the two resulting subtables. 
Tbe algorithm stops when each eranch of the flowchart 
has empty subtables or subtables with not more than one de-
cision rule. 
As an illustration, the algorithm is applied on a deci-
sion table as appears in £igure 1. 
R1 R2 R 
:f.' I 10 30 5 
c1 N N 
c2 N y Y* 
c3 N* Y* 
c~ N* N 
N 
I 
y 
<§ 
~ 
R1 R2 R3 
:f .i 10 30 25 t. T. J. J. 
c2 N y Y* 5 12. 
c3 N* - Y* 20 850 
c4 N* N y 11 110 
N~~~--_2_ __ 
~/ I 
R2 R3 
:fj 30 2.5 t. T. J. l. 
c3 - Y* 20 650 
c4 N y I 1 1 0 
I 
,--~-~---~-, 
·-v 
R2 
i 
R3 
:f. 30 :f . I 
.l 
2.5 
c3 c4j Y* 
ES1 ~ R3j :J 
R4 R 
.20 
y y 
Y* 
N y 
. N* N 
y 
---r 
:f. 
J 
c2 
c4 
t 
9 
60 1 300 ~ 
i 
5 300 
20 900 
11 1 330 
R3 R51 
2.5 35 
Y* Y* 
y N 
N/c 
'-, 
t. T. 
J. J. 
5!187. 
11 1 0 ' 
y 
----
i 
c I Y* 2, 
I [5] 
Average test time: S + 300 + 12.5 + 50+ 0 + 0 = S + 362.5 
Figu.re 1 
5 
10 
At this point, it might be instructive to compare the 
results obtained by applying this algorithm to the ones ob-
tained by means of the algorithms of Pollack and Shwayder. 
Since the latter algorithms do not consider differences in 
condition test times (t.), we computed for both cases the 
~ 
flowchart for the above decision table, where the values of 
t. were all set equal to 1. The average test time for a trans-
~ 
action then was 2.9 units for Pollack's method and 2.7 units 
for Shwayder's method and ours. Also, the latter two methods 
produced the same flowchart. From this, it cannot be conclu-
ded however thAt Shwayder 1 s algorithm and ours would always 
produce exactly the same results. 
7. Theorems on which the optimum finding al,go~~m_i@,f§...~9:. 
Before stating the algorithm producing the tree leading 
to the minimum average test time, it is necessary to consider 
a number of underlying theorems, which are at the same time 
definitions. 
~h~o~em 1 : The minimum increase of test time Lk by testing 
first Ck can be calculated as the sum of 3 quantities T : 
- Tk in the original table; 
- min Ti in the subtable obtained for the exit N of Ck; 
- min T. in the subtable obtained for the exit Y of Ck 
~ . 
The proof of this theorem is simple. By testing Ck, S is im-
mediately increased by Tk. Furthermore, since at the next stage 
after having tested C, , necessarily not more than 2 conditions 
X 
have to be tested, the average test time cannot, at this stage, 
be increased by less than the sum of the separate minimum T. 's 
~ 
appearing on each side of the node at the next stage of the 
tree. 
Referring as an example to the table of Figure 1, L1 = 
300 + 12.5 + 50 = 362.5 
1 1 
Theorem 2: An upper bound for the increase of test time 
(Mk) by testing first Ck can always be calculated by applying 
the optimum-approaching algorithm to a tree starting with ck~ 
This is obvious and needs no proof~ 
As an example, for the table of Figure 1, M1 = 362.5 
~rem~: If at a certain node of a tree under construction, 
two conditions C1 and C ,, are considered as candidates to be 
"oe .(;. 
tested at that node, and ~f < Lk, continuing the structure 
by testing Ck at that point can never lead to an optimal tree. 
The proof is again obvious! Since Mt <: Lk' we know that 
continuing with C~ will always lead to a lower test time 
than continuing with ck. 
Consider again the table of Figure 1 as an example. At 
the first node, we see that L3 ~ 900 since we know already 
that M1 ~ 362.5, we can derive that M < L3 • Therefore the 
optimal tree cannot start with c
3
• 
%heorem 4: If it is conditionally stated that a tree has to 
start with Ck at the first node, the tree is optimal if for all 
conditions { tested at each subsequent node, Mi -:(. Li for 
all i c) f. 
This theorem is nothing else but a corrolary of themrem 3. 
Figure 1 can again be referred to for the purpose of il-
lustration. The tree of Figure 1 contains 5 nodes, spread 
over 3 stages. Let us number these nodes from the left to the 
right as follows: 
- Stage 1 node 
-
Stage 2 nodes 2 and 3 ; 
-
Stage 3 nodes 4 and 5. 
At node 2 : M2 = 12.5 + 0 = 12.5 L3 _.). 850 
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At node 3 ]:113 = 50 + 0 = 50; L2 ~ 287.5 L4 > /:?' 2.20 
At node 4 ]:114 = 0 L3 > 650 
At node 5 ].\14 ::::: 0 L2> 187·5 
Therefore the tree of Figure 1 shows the optimal flow-
chart if this flowchart should start by testing c 1 • It should 
be clearly kept in mind however, that this is not necessarily 
the overall optimal flowchart, as it may also be possible that 
the overalJ_ optimal flowchart starts with another condition 
than c1. 
8. The optimum-finding algorithm 
On the basis of the theorems considered above, the opti-
mum-findi.ng algorithm can now be stated as follows. 
For a decision table containing m conditions, consider a 
maximum of m stages and proceed as follows for each stage, 
starting by stage 1. 
1. Consider each (sub)table belonging to the stage and fulful-
ling each of the following conditions: 
- the (sub)table does not belong to a tree already eliminated; 
- it is not tagged for optimality; 
- it does ~ot belong to a tree already tagged for optimality 
For each of these ( sub)·ta bles proceed as follows. 
1.1 Compute L. for each 0. in the (sub)table. 
l. l. 
1.2 Consider k=i for L. 
l. . 
mJ.n. 
1.3 Construct a (sub)tree starting with Ok following the 
method of the optimum-approaching algorithm and compute 
Hk. If Mk is calcula~ed for the first time at this stage 
for this sub }table o:t if Mk ( M* (where J:-1* designates an 
M calculated earlier during the same stage for the same 
sub)tabl~, consider M. as the new value of M*. Oonstru± 
K: 
a new comnleto tree by AttachinP th~ (Aub)tree nh*nin8~ 
1 3 
to the node to which the considered (sub)table belongs. 
1.4 Eliminate from further consideration all trees not yet 
eliminated, and starting at the node considered by any 
C. for which M*<: L .• If M* > L. for one or more ~ ~ ~ ~ 
i ~ k, consider L , where p indicates the condition p 
showing the lowest value of Li <: M* for which M has 
not yet been computed; consider p as the new value of 
k and go to 1.3. 
1.5 Construct as many new complete trees as (sub)trees 
have been developed, by replacing in the old complete 
tree, the old (sub)tree starting at the (sub)table not 
tagged for optimality by the (sub)trees developed at 
the present stage for that (sub)table. 
2. For each complete tree derived so far and not yGt elimi-
nated, consider all nodes not yet tagged for optimality 
and not belonging to a (sub)tree starting with another node 
tagged for optimality. Examine for each such node whether 
Mk ~ Li for the condition Ck tested and all i ~ k at the 
stage to which the node belongs and at all subsequent sta-
ges (cf. Theorem 4). If this condition holds for all i ~ k, 
tag the appropriate node for optimality. (For efficiency 
reasons, the nodes are best examined from the top to the 
bottom). 
3. For each complete tree derived so far and not yet elimina-
ted, consider the node at stage 1. All trees for which the 
two nodes at the next stage are tagged for optimality, are 
considered to belong to set A. If a complete tree is found 
to belong to set A, then all other complete trees starting 
with the same condition at node 1 are eliminated from fur-
ther consideration. From the set B, consisting of set A and 
a complete tree :Ln stt>rage, ~-i-:nre tb.c: compJ_ete tree showing 
the lowest average test time and eliminate all other trees 
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be1onging to set B £rom £~rther consideration. I£ aLl 
complete trees, except the one is storage, are elimina-
ted, the tree in storage is the optimal one and the al-
gorithm is terminated. 
4. For each complete tree not yet eliminated and not in sto-
rage (let ~s ca11 the set of all s~ch trees set C), con-
sider a11 nodes tagged £or optimality not be1onging to a 
(s~b)tree starting with another node tagged for optima1~ty. 
For each s~ch node, examine the other complete trees o£ 
set C looking £or trees showing another condition at that 
node b~t the same path £rom that node to hode 1. For all 
complete trees at set C £~1£illing the latter condition, 
rep1ace the condition at the considered node and the (s~b) 
tree attached to it by the condition at the node tagged for 
optimality and the (s~b)tree attached to it. 
5. Consider a11 trees belonging to set C. If 2 or more trees 
are £o~d with exactly the same str~ct~e, retain only one 
of them and eliminate the others £rom consideration. 
6. From set C, define a s~bset D, consisting of all trees from 
which a11 nodes be1onging to the next stage are tagged £or 
optimality. From the set E consisting of s~bset D and the 
tree in storage, store the tree showing the lowest tota1 
test time and e1iminate all other trees belonging to set E 
from £~rther consideration. 
From set C, define a s~bset F, consisting of all trees not 
belonging to s~bset D. For all trees of s~bset F, calc~1ate 
K, Bhich is the s~m of 1) the val~es T. for the conditions 
~ 
tested at the present and earlier stages and 2) the val~es 
Ti for conditions tested at later stages i£ these condi-
tions belong to a s~btree from which the node at the next 
stage is tagged for optimality and 3) the val~es T. for con-
~ 
ditions tested at the next stage b~t not belonging to a s~b-
tree tagged £or optimality at the next stage. Eliminate from 
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further consideration all trees belonging to subset F, 
for which S + K ~ the total test time of the tree in 
storage. 
7. If the set of trees not yet eliminated and not stored is 
not empty, move to the next stage and go to 1. If however 
this set is empty, the tree in storage is the optimal one. 
As an example, let us apply this algorithm to the table of 
Figure 1 • 
Stage 1 
step 1.1 
I R1 R2 
f. 10 30 
J 
c1 N N 
c2. N y 
c3 N* -
c4 N* N 
Step 1.2 
L. = 330. 
l. • 
mJ.n 
R3 R4 R5 
5 20 35 t. T. L. 
l. l. J. 
' 
-
y y 60 300 362.5 
Y* 
-
Y* 5 300 430 
Y* N y 20 900 900 
y N* N 1 1 330 330 
Therefore k = 4• 
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Step 1.3 R1 R2 R3 R4 R5 
10 20 I f. 30 5 35 t. T. 
:J J. ~ 
c1 N N - y y 60 300 
c2 N y Y* - Y* 5 300 
c3 N* - Y* N y 20 900 
c4 N* N y N* N 1 1 330 ·(--
N ~ v 
R1 R2 R4 R5 
_j _ _:_.--s_" 
-
fj 10 30 20 35 t. T. 
:: I 
5 
~ ~ 
c1 N N y y 60 0 <-
c2 N y Y* 5 275 c 2 Y* 
c3 N* N y 20 800 c3_:_~1.-
N 
<3> y 
R1 R2 c R4 R5 
f. 10 30 t. T. 
.1 ~ ~ 
f. 20 35 t. T. 
:1 ~ ~ 
c2 N y 5 0 c2 - Y* 5 275 
c3 N* - 20 800 c3 N y 20 0 
~ I y ~---0>- y l 
R1 R2 Rilj I R51 
:~ """"""""'~ -.... •.. ~ .. --"'·"" ' f. 10 f. 30 f. ~ J .1 :1 :1 c3 N* c3 c2 c2j.::J_ 
cb ~ ~ I [SJ 
M4 = 330 + 0 + 0 + 0 = 330 
M* = M4 = 330 Figu.re 2. 
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Ste121.4 
330 < 362.5 
330 < 430 
330 < 900 
We therefore eliminate all trees starting with c 1 , C2 or c3 • 
_ste12 1 • 5 
Not applicable, since we only have 1 complete tree. 
Ste12 2. 
Consider stage 1 ' node 1 
M4 < L1' L2, L3 
Consider stage 2, node 2 
I vi 1 < L2' L3 
Consider stage 3, node 3 
l\1 2 < L3 
Consider stage 3, node 4 
M3 < L2 
We therefore tag all nodes for optimality. 
Ste12 3.!.. 
Set A consists of 1 tree, viz. the one developed (star-
ting by c 4 ). Therefore all other trees starting by c 4 are 
eliminated from further consideration. Set B also consists 
of the same tree; so this tree is stored. Since all trees 
except the one in storage are eliminated at this point, we can 
conclude that the tree in storage (starting by c4) is the 
optimal one. 
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9. Application of the algorithms on tables containing an 
ELSE-rule. 
If the table to be treated contains an ELSE-rule, the 
same algorithms can be applied. In this case it is possible 
that at the end of a tree, a table is obtained consisting 
of one column, and showing condition which are not starred 
or dashed. In that case, all such remaining conditions are 
to be tested in sequence, and to all answer-exits for which 
no rule specified in the table is e.pplicable, the ELSE-rule 
must be attached. 
As a matter of fact, when the table contains an ELSE-
rule, the optimum-finding algorithm will not lead to the real 
optimum in all cases. It will be clear however, that if opti-
mization is really important, the table should be constructed 
such that it does not contain an ELSE-rule. In our opinion, 
it therefore does not make sense to apply the optimum-finding 
algorithm to tables containing an ELSE-rule. 
As an illustration, the optimum-approaching algorithm is 
applied below to a table containing an ELSE-rule (Figure 3). 
R1 R2 R3 R4 ELSE 
f' .i 10 30 20 35 5 t. T. J. J. 
c1 N N y y 60 0 
c2 N y - Y* 5 275 
c3 N* - N y 20 800 
c4 N* N N* N 1 1 330 
R1 R2 R3 R4 
f'. 10 30 t. T. 
J J. J. 
f. 20 35 t. T. 
J J. J. 
c2 N y 5 0 c2 - Y* 5 275 
c3 N* - .20 800 
c4 N* N 1 1 110 
c3 N y .20 0 
\ c4 N* N 11 200 
N 
c3 
y 
I I 
R 
f. f. 
N 
Figure 3. 
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10. Concluding remarks 
In order to illustrate our conclusions, we have applied 
both algorithms proposed in this paper and also the algorithms 
of' Pollack [5] and Shwayder [7] to the f'ollowing large 
decision table, derived f'rom a real practical case in the 
business data processing area. 
R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R1Ll_2 R13 R14 
f'.t 18 10 9 5 10 6 3 1 9 7 10 2 2 8 t. ~ 
c1 N N N* N* N* N N N y y y y y y 3 
c2 - - N N N y y y Y* Y* Y* y-x- Y* Y* 8 
c3 N y Y* Y* Y* Y* Y* Y* N y y Y* Y* Y* 2 
c4 N* N y Y* Y* y y Y* N* N N y y Y* 5 
c5 N* N* N y y - N y N* N* N* - N y 10 
c6 - - - N y N y y - N y N y y 2 
The average execution times per transaction are the f'ollowing. 
- testing all conditions f'or all transactions: 30 
- algorithm of' Pollack: 26.04 
- algorithm of' Shwayder: 17.22 
- optimum-approaching algorithm: 16.92 
optimum-f'inding algorithm: 16.25 
( 1 oo~O 
(86.68%) 
(57-40~0 
(56. 40)1:) 
(54.17%) 
From this single example alone, no general conclusion 
can be drawn. This example conf'irms however what can be de-
rived f'rom a comparison between the two algorithms described 
in this paper and the other ones mentioned above. 
1. The optimum-approaching algorithm will usually lead to a 
lower execution time than the algorithm proposed by Pollack 
and Shwayder. Comparing it with the algorithm of' Shwayder, 
it has the advantages to take into consideration the time to 
21 
test each condition and to reqQire less computation time. 
Compared to the algorithm of Pollack, it also shows 2 advan-
tages: it takes into consideration the time to test condi-
tions, and it takes advantage of starred conditions (i.e. con-
ditions on which the answer is known when the answer on one or 
more other conditions is given.) 
2. If the decision table to be converted shows a certain degree 
of complexity and is somewhat large, the additional computation 
effort needed to derive the optimal flowchart by applying the 
optimum-finding algorithm is usually not justified by the small 
reduction of execution time obtained. 
22 
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