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7 THE AUTOMORPHISM GROUP OF THE REDUCED
COMPLETE-EMPTY X−JOIN OF GRAPHS
ADEL TADAYYONFAR⋆ AND ALI REZA ASHRAFI♯
Abstract. Suppose X is a simple graph. The X−join Γ of a set of complete or
empty graphs {Xx}x∈V (X) is a simple graph with the following vertex and edge sets:
V (Γ) = {(x, y) | x ∈ V (X) & y ∈ V (Xx)},
E(Γ) = {(x, y)(x′, y′) | xx′ ∈ E(X) or else x = x′ & yy′ ∈ E(Xx)}.
TheX−join graph Γ is called reduced if for vertices x, y ∈ V (X), x 6= y, NX(x)\{y} =
NX(y) \ {x} implies that (i) if xy 6∈ E(X) then the graphs Xx or Xy are non-empty;
(ii) if xy ∈ E(X) then Xx or Xy are not complete graphs.
In this paper, we want to explore how the graph theoretical properties of X−join
of graphs effect on its automorphism group. Among other results we compute the
automorphism group of reduced complete-empty X−join of graphs.
Keywords: X−join of graphs, reduced X−join of graphs, automorphism group.
2010 AMS Subject Classification Number: Primary 20B25; Secondary 05C50.
1. Introduction
Throughout this paper all graphs are assumed to be simple and undirected. Our
notations are standard and taken mainly from [8, 9]. Suppose X is such a graph.
Sabidussi [2, p. 396], has defined the X−join of a set of graphs {Xx}x∈V (X) as the
graph Γ with vertex and edge sets
V (Γ) = {(x, y) | x ∈ V (X) & y ∈ V (Xx)},
E(Γ) = {(x, y)(x′, y′) | xx′ ∈ E(X) or else x = x′ & yy′ ∈ E(Xx)}.
This graph is obtained by replacing each vertex x ∈ V (X) by the graph Xx and insert-
ing either all or none of the possible edges between vertices of Xx and Xy depending
on whether or not x and y are joined by an edge in X . In this paper, X is assumed to
⋆Corresponding author (Email: adeltadayyonfar@iauln.ac.ir).
♯ (Email: ashrafi@kashanu.ac.ir).
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be connected and the X−join of complete or empty graphs Xx, x ∈ V (X), is denoted
by (
⊎
x∈V (X)Xx)X . It is clear that when X = K2, the X−join of graphs X1 and X2 is
the ordinary join and if X = Pn, n ≥ 2, then the X−join of graphs X1, · · · , Xn+1 is
the sequential join of these graphs.
Suppose ∆ is a graph and N∆(x) denotes the set of all neighbors of x in ∆. Following
Habib and Maurer [3], a subset A of V (∆) is externally related in ∆, if N∆(x) \ A =
N∆(y) \ A, for all x, y ∈ A. Obviously, ∅, {x}, x ∈ V (∆), and V (∆) are externally
related. The complete-empty X−join graph Γ = (
⊎
x∈V (X)Xx)X is called reduced if for
vertices x, y ∈ V (X), x 6= y, NX(x) \ {y} = NX(y) \ {x} implies that (i) if xy 6∈ E(X)
then at least one of Xx and Xy is not an empty graph; (ii) if xy ∈ E(X) then at least
one of Xx and Xy is not a complete graph.
Suppose Γ1 and Γ2 are graphs with disjoint vertex sets. The lexicographic product
of Γ1 and Γ2 is another graph Γ1oΓ2 with vertex set V (Γ1) × V (Γ2) and two vertices
(x1, y1) and (x2, y2) are adjacent if and only if x1x2 ∈ E(Γ1) or x1 = x2 and y1y2 ∈ E(Γ).
Note that the lexicographic product is not commutative. If Γ is the X−join of graphs
{Xx}x∈V (X) and Xx ∼= Xy, for each x, y ∈ V (X), then Γ ∼= XoXx, for some x ∈ V (X).
Lemma 1.1. Suppose x, y are vertices of a simple graph ∆. Then N∆(x) \ {y} =
N∆(y) \ {x} if and only if {x, y} is externally related.
Proof. It is easy to see that N∆(x)\{x, y} ⊆ N∆(x)\{y} and N∆(y)\{x, y} ⊆ N∆(y)\
{x}. Since ∆ is simple, N∆(x)\{y} ⊆ N∆(x)\{x, y} and N∆(y)\{x} ⊆ N∆(y)\{x, y}
proving the lemma. 
The complete and empty graphs on a non-empty set B are denoted by KB and ΦB ,
respectively. In the case that |B| = n we use the notation Kn as KB and Φn as ΦB .
The complete bipartite graphs Km,n can be constructed as Km,n = Φm +Φn. If Σ and
∆ are graphs with V (Σ) ⊆ V (∆) and E(Σ) ⊆ E(∆), then we say Σ is a subgraph
of ∆ and write Σ ≤ ∆. If T ⊆ V (∆) then the induced subgraph ∆[T ] is a subgraph
with V (∆[T ]) = T and E(∆[T ]) = {e = uv ∈ E(∆) | {u, v} ⊆ T}. If C and D are
subsets of V (∆) and all elements of C are adjacent to all elements of D, then we write
C ∼ D. If there is no element in C to be adjacent with an element of D, then we use
the notation C ≁ D. If Γ is a graph and P is a partition of V (Γ) then the quotient
graph Γ
P
has the vertex set P and two partitions V1 and V2 are adjacent if there are
v1 ∈ V1 and v2 ∈ V2 such that v1v2 ∈ E(Γ). Our other notations are standard and can
be taken from the standard book on graph theory.
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The aim of this paper is to compute the automorphism group of the reduced complete-
empty X−join graphs. To do this, we assume that Γ is such a graph. Choose
Xx, x ∈ V (X), to be the subgraph corresponding to the vertex x in X . Define
x ≈ y, if and only if Xx ∼= Xy, where x, y ∈ V (X). It is easy to see that ≈ is
an equivalence relation. Moreover, we assume that Tx denotes the equivalence class
of x under ≈ and W is a set of representatives for equivalence relation ≈. Define
A(X) = {f ∈ Aut(X) | ∀x ∈ W, f(Tx) = Tx} as a subgroup of Aut(X). Our main
result is:
Theorem 1.2. Suppose Γ is a reduced complete-empty X−join of graphs Xx, x ∈
V (X). Then,
Aut(Γ) ∼=

 ∏
x∈V (X)
Sym(V (Xx))

⋊A(X).
2. Proof of the Main Theorem
The aim of this section is to prove the main theorem of this paper.
Lemma 2.1. Suppose Γ is a reduced complete-empty X−join and Xx is a graph cor-
responding to the vertex x of X. If σ ∈ Aut(Γ) satisfies this condition that for
each x ∈ V (X), there exists y ∈ V (X), such that σ(Xx) = Xy then the function
f : V (X) −→ V (X) given by f(x) = y is an automorphism of X.
Proof. We assume that tx ∈ V (Xx), for each x ∈ V (X). Then we have:
xx′ ∈ E(X) ⇔ txtx′ ∈ E(Γ)
⇔ σ(tx)σ(tx′) ∈ E(Γ)
⇔ yy′ ∈ E(X)
⇔ f(x)f(x′) ∈ E(X),
where y′ = f(x′), proving the lemma. 
Theorem 2.2. Suppose Γ is a reduced complete-empty X−join and Xx is a graph
corresponding to the vertex x of X. If for each y ∈ V (X), Xx ∼= Xy, then Aut(Γ) ∼=
Sym(V (Y )) ≀V (X) Aut(X), where Y ∼= Xx.
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Proof. If |V (X)| = 1, 2 or |V (Xx)| = 1 then the proof will be clear. Hence we can
assume that |V (X)| ≥ 3 and |V (Xx)| ≥ 2. Since for each x ∈ V (X), Xx’s are isomor-
phism and they are complete or empty, Aut(Xx) ∼= Sym(V (Xx)). Define:
U = {σ ∈ Sym(Γ) | ∃f ∈ Aut(X), ∀x ∈ V (X), σ(Xx) = Xf(x)}.
We first prove that U = Aut(Γ). To prove U ⊆ Aut(Γ), we assume that σ ∈ U
and a, b ∈ V (Γ). If there exists x ∈ V (X), such that a, b ∈ V (Xx) then there exists
f ∈ Aut(X), such that σ(a), σ(b) ∈ σ(V (Xx)) = V (Xf(x)). This shows that ab ∈ E(Γ)
if and only if σ(a)σ(b) ∈ E(Γ). We now assume that there are x, y ∈ V (X) such
that x 6= y, a ∈ V (Xx) and b ∈ V (Xy). Then obviously there is an automorphism
f ∈ Aut(X) such that σ(a) ∈ σ(Xx) = Xf(x), σ(b) ∈ σ(Xy) = Xf(y). Therefore,
ab ∈ E(Γ) ⇔ xy ∈ E(X)
⇔ f(x)f(y) ∈ E(X)
⇔ Xf(x) ∼ Xf(y)
⇔ σ(a)σ(b) ∈ E(Γ).
This proves that U ⊆ Aut(Γ). To prove Aut(Γ) ⊆ U we assume that θ ∈ Aut(Γ),
x ∈ V (X) and a ∈ V (Xx). Since |V (Xx)| ≥ 2, there exists a vertex b ∈ V (Xx) such
that b 6= a. There are two cases for θ(a) as follows:
(1) θ(a) ∈ V (Xx). We should prove that θ(b) ∈ V (Xx). Let us assume that, on the
contrary, there exists y ∈ V (X) such that x 6= y and θ(b) ∈ V (Xy). If all Xx
are complete then
ab ∈ E(Xx)⇒ ab ∈ E(Γ)⇒ θ(a)θ(b) ∈ E(Γ)⇒ Xx ∼ Xy.
If |V (X)| = 2 then clearly NX(x) \ {y} = NX(y) \ {x} = ∅ contradict by
reducibility of Γ over X . Suppose |V (X)| ≥ 3, z ∈ NX(x) \ {y} and c ∈ Xz.
Then,
ac ∈ E(Γ) ⇔ θ(a)c ∈ E(Γ) (θ(a) ∈ V (Xx))
⇔ aθ−1(c) ∈ E(Γ)
⇔ bθ−1(c) ∈ E(Γ) (b ∈ V (Xx))
⇔ θ(b)c ∈ E(Γ)
⇔ z ∈ NX(y) \ {x} (θ(b) ∈ V (Xy)).
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Hence NX(x) \ {y} = NX(y) \ {x} which is impossible. If all Xx’s are empty
then there is no edge in Xx connecting a and b and so θ(a) is not adjacent to
θ(b). So, there is no an edge connecting Xx and Xy in Γ. Again, we can prove
that NX(x) \ {y} = NX(y) \ {x}, a contradiction. So, θ(b) ∈ V (Xx).
(2) θ(a) 6∈ V (Xx). In this case there exists y ∈ V (X) such that θ(a) ∈ V (Xy).
We prove that θ(b) ∈ V (Xy). By the contrary, we assume that there exists
z ∈ V (X) such that y 6= z and θ(b) ∈ V (Xz). If Xx’s are complete then
we have ab ∈ E(Xx) which proves that θ(a)θ(b) ∈ E(Γ). So, Xy ∼ Xz. If
NX(y) \ {z} = NX(z) \ {y} = ∅, then this is contradict by reducibility of Γ over
X . If t ∈ NX(z) \ {y} and c ∈ Xt then
tz ∈ E(X) ⇔ cθ(b) ∈ E(Γ)
⇔ θ−1(c)b ∈ E(Γ)
⇔ θ−1(c)a ∈ E(Γ)
⇔ cθ(a) ∈ E(Γ)
⇔ ty ∈ E(X).
This implies that NX(y) \ {z} = NX(z) \ {y}, contradict by the fact that
Γ is a reduced complete-empty X−join. Now, we assume that all Xx’s are
empty. If |V (X)| = 2 then Γ is isomorphic to a complete bipartite graph
and so θ(b) ∈ V (Xy), which is impossible. If |V (X)| ≥ 3 then similar to the
previous case, NX(y)\{z} = NX(z)\{y} which is another contradiction. Thus,
θ(b) ∈ V (Xy).
By above discussion, for each x ∈ V (X), there exists a unique yx ∈ V (X) such
that θ(Xx) = Xyx. Now, By defining g(x) = yx and Lemma 2.1, one can see that
θ(Xx) = Xg(x). Therefore, Aut(Γ) ⊆ U and
Aut(Γ) = {σ ∈ Sym(Γ) | ∃f ∈ Aut(X), ∀x ∈ V (X), σ(Xx) = Xf(x)}.
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There exists ϕ : Aut(Γ) → Aut(X) given by ϕ(σ) = fσ, σ ∈ Aut(Γ), is an onto
homomorphism such that for each x ∈ V (X), σ(Xx) = Xfσ(x). Therefore,
Ker(ϕ) = {σ ∈ Aut(Γ) | ϕ(σ) = eAut(X)}
= {σ ∈ Aut(Γ) | fσ = eAut(X)}
= {σ ∈ Aut(Γ) | ∀x ∈ V (X) , σ(Xx) = Xx}
= {σ ∈ Aut(Γ) | σ = Πx∈V (X)σx s.t. ∀x ∈ V (X) , σx ∈ Sym(V (Xx))}
=
∏
x∈V (X)
Sym(V (Xx)) ∼=
∏
x∈V (X)
Sym(Y ),
By previous notations, Γ ∼= XoY and σx ∈ Sym(V (Y )). Without loss of generality,
one can consider that σx ∈ Sym({x} × V (Y )). Set
B = {σf ∈ Aut(XoY ) | f ∈ Aut(X) , ∀(x, y) ∈ V (XoY ), σf((x, y)) = (f(x), y)}.
It is clear that B ∼= Aut(X) and
B ∩Ker(ϕ) = {σf ∈ B | ∀x ∈ V (X) , f(x) = x} = {eAut(Γ)}.
By definition of U and for each (x, y) ∈ V (XoY ), we have:
σ((x, y)) = (f(x), σx(y)) = σf ((x, σx(y))) = σf(σx((x, y))) = (σfoσx)((x, y)).
Therefore σ ∈ BKer(ϕ) and so Aut(Γ) = BKer(ϕ). Since Ker(ϕ)EAut(Γ),
Aut(Γ) ∼= Ker(ϕ)⋊ B
∼=
∏
x∈V (X)
Sym(Y )⋊ Aut(A)
∼= Sym(Y )≀V (X)Aut(X).
This completes the proof. 
It is merit to mention here that Theorem 2.2 can be proved by [5, Theorem 3.1],
but our proof is independent from some technical concepts like natural isomorphism,
collapsed graph, section graph, X−subjoin, smorphism and inverting X−point. On
the other hand, three parts of the proof of Theorem 2.2 are needed to complete the
proof of main theorem.
Theorem 2.3. Suppose Γ is a reduced complete-empty X−join and Xx is a graph
corresponding to the vertex x of X. If for each x 6= y ∈ V (X), Xx 6∼= Xy, then
Aut(Γ) ∼=
∏
x∈V (X) Sym(V (Xx)).
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Proof. If |V (X)| = 1 or 2 then the proof is trivial. Suppose |V (X)| > 2 and σ ∈ Aut(Γ)
is arbitrary. We prove that for each x ∈ V (X), σ(Xx) = Xx. Since Xx’s are non-
isomorphic, for each x 6= y ∈ V (X), σ(Xx) 6= Xy. Suppose that there are x ∈ V (X)
and a ∈ V (Xx) with this property that σ(a) 6∈ V (Xx). Hence there exists y ∈ V (X),
y 6= x, such that σ(a) ∈ V (Xy). We consider four separate cases as follows:
(1) Xx ∼= K1. Suppose V (Xx) = {a}. Since Xs’s are mutually non-isomorphic,
|V (Xy)| ≥ 2. So, there are b ∈ V (Xy) and z ∈ V (X), such that b 6= σ(a) and
σ−1(b) ∈ V (Xz). If NX(x) 6= {z}, then we assume that t ∈ NX(x) \ {z} and
c ∈ V (Xt). Then,
tx ∈ E(X) ⇔ ca ∈ E(Γ) (c ∈ V (Xt), a ∈ V (Xx))
⇔ σ(c)σ(a) ∈ E(Γ)
⇔ σ(c)b ∈ E(Γ) (b, σ(a) ∈ V (Xy))
⇔ cσ−1(b) ∈ E(Γ)
⇔ tz ∈ E(X) (σ−1(b) ∈ V (Xz)).
Hence NX(x) \ {z} = NX(z) \ {x}. If NX(x) = {z} then NX(x) \ {z} = NX(z)
\ {x} = ∅. Since |V (Xz)| ≥ 2, we can choose d 6= σ
−1(b) in Xz. Then
bσ(a) ∈ E(Γ) ⇔ σ−1(b)a ∈ E(Γ)
⇔ zx ∈ E(X) (σ−1(b) ∈ V (Xz), a ∈ V (Xx))
⇔ da ∈ E(Γ) (d ∈ V (Xz))
⇔ σ(d)σ(a) ∈ E(Γ)
⇔ σ(d)b ∈ E(Γ) (b, σ(a) ∈ V (Xy))
⇔ dσ−1(b) ∈ E(Γ).
This means thatXy is complete if and only ifXz is complete. IfXy is a complete
graph, then σ−1(b)a ∈ E(Γ) and so Xx ∼ Xz. But, Xx ∼= K1 which contradicts
by reducibility of Γ over X . Thus, Xy is empty and we have bσ(a) 6∈ E(Γ).
Therefore, Xz is empty and Xx 6∼ Xz, which is impossible. This proves that
σ(Xx) = Xx.
(2) Xx ≇ K1 and there exists b ∈ V (Xx) such that a 6= b and σ(b) ∈ V (Xx). Xx
is complete if and only if ab ∈ E(Γ). It means that σ(a)σ(b) ∈ E(Γ) and so
Xx ∼ Xy. At first, suppose that NX(x) 6= {y}. Assume that z ∈ NX(x) \ {y}
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and c ∈ V (Xz). Then we have:
xz ∈ E(X) ⇔ σ(b)c ∈ E(Γ) (c ∈ V (Xz), σ(b) ∈ V (Xx))
⇔ bσ−1(c) ∈ E(Γ)
⇔ aσ−1(c) ∈ E(Γ) (a, b ∈ V (Xx))
⇔ σ(a)c ∈ E(Γ)
⇔ yz ∈ E(X) (σ(a) ∈ V (Xy)).
SoNX(x)\{y} = NX(y)\{x}. IfNX(x) = {y} then again we have NX(x)\{y} =
NX(y) \ {x} = ∅. Since Γ is reduced, Xx is complete, if and only if Xy is an
empty graph. If |V (Xy)| = 1 then Xy ∼= K1 or Xy ∼= Φ1, which leaded us to
another contradiction. Therefore, there exists d ∈ V (Xy), d 6= σ(a). Hence,
xy ∈ E(X) ⇔ σ(b)d ∈ E(Γ) (σ(b) ∈ V (Xx), d ∈ V (Xy))
⇔ bσ−1(d) ∈ E(Γ)
⇔ aσ−1(d) ∈ E(Γ) (a, b ∈ V (Xx))
⇔ σ(a)d ∈ E(Γ).
It means that Xx is complete, if and only if Xy is complete which is a contra-
diction. Therefore, for each x ∈ V (X), σ(Xx) = Xx.
(3) Xx ≇ K1 and there exists b ∈ V (Xx) such that b 6= a and σ(b) 6∈ V (Xx)∪V (Xy).
In this case, there exists z ∈ V (Xx) such that z 6= x, y and σ(b) ∈ V (Xz). Xx is
complete if and only if ab is an edge of Γ and so σ(a)σ(b) ∈ E(Γ). It means that
Xx is a complete graph if and only if yz ∈ E(X). By assumption NX(z) 6= {y}.
Set t ∈ NX(z) \ {y} and c ∈ V (Xt). Since
tz ∈ E(X) ⇔ cσ(b) ∈ E(Γ) (c ∈ V (Xt), σ(b) ∈ V (Xz))
⇔ σ−1(c)b ∈ E(Γ)
⇔ σ−1(c)a ∈ E(Γ) (a, b ∈ V (Xx))
⇔ cσ(a) ∈ E(Γ)
⇔ ty ∈ E(X) (σ(a) ∈ V (Xy)),
NX(y) \ {z} = NX(z) \ {y}. If NX(z) = {y} then again NX(y) \ {z} = NX(z) \
{y} = ∅. Since Γ is reduced, exactly one of Xy or Xz are empty graph. On the
other hand, Xs’s are mutually non-isomorphic and so none ofXy orXz have one
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vertex. Choose d ∈ V (Xy) and e ∈ V (Xz). The following discussion shows that
Xy is complete if and only if Xz is a complete graph which is a contradiction:
σ(a)d ∈ E(Γ) ⇔ aσ−1(d) ∈ E(Γ)
⇔ bσ−1(d) ∈ E(Γ) (a, b ∈ V (Xx))
⇔ σ(b)d ∈ E(Γ)
⇔ eσ(a) ∈ E(Γ) (σ(b), e ∈ V (Xz), d, σ(a) ∈ V (Xy))
⇔ σ−1(e)a ∈ E(Γ)
⇔ σ−1(e)b ∈ E(Γ)
⇔ eσ(b) ∈ E(Γ).
So, σ(Xx) = Xx.
(4) Xx ≇ K1 and there exists b ∈ V (Xx) such that a 6= b and σ(b) ∈ V (Xy).
Since ab ∈ E(Γ) if and only if Xx is complete, one can easily see that Xx is a
complete graph, if and only if Xy is complete. If |V (Xx)| = |V (Xy)| = 2 then
Xx ∼= Xy, which is impossible. If |V (Xy)| = 2 then |V (Xx)| ≥ 3 and so there
exists c ∈ V (Xx) such that σ(c) 6∈ V (Xy). But, this is the case (3) which is
a contradiction. Thus |V (Xy)| ≥ 3. Then there exists an element c ∈ V (Xy)
such that c 6= σ(a), σ(b). But there is z ∈ V (X), such that σ−1(c) ∈ V (Xz).
We assume that NX(x) \ {z} 6= ∅, t ∈ NX(x) \ {z} and d ∈ V (Xt). Then
tx ∈ E(X) ⇔ da ∈ E(Γ) (d ∈ V (Xt), a ∈ V (Xx))
⇔ σ(d)σ(a) ∈ E(Γ)
⇔ σ(d)c ∈ E(Γ) (σ(a), c ∈ V (Xy))
⇔ dσ−1(c) ∈ E(Γ)
⇔ tz ∈ E(X) (σ−1(c) ∈ V (Xz)).
Therefore, NX(x) \ {z} = NX(z) \ {x}. If Xy is complete then σ(a)c is an
edge of Γ, which implies that aσ−1(c) ∈ E(Γ). Ultimately, xz ∈ E(X). By the
similar argument, we can see that if xz ∈ E(X), then the graph Xy is complete.
Now, reducibility of Γ over X concludes that Xx is complete, if and only if Xz
is an empty graph. Hence, |V (Xz)| ≥ 2 and so, there exists e ∈ V (Xz) such
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that e 6= σ−1(c). Now, we have
ab ∈ E(Γ) ⇔ σ(a)σ(b) ∈ E(Γ)
⇔ σ(a)c ∈ E(Γ) (σ(b), c ∈ V (Xy))
⇔ aσ−1(c) ∈ E(Γ)
⇔ be ∈ E(Γ) (a, b ∈ V (Xx), σ
−1(c), e ∈ V (Xz))
⇔ σ(b)σ(e) ∈ E(Γ)
⇔ cσ(e) ∈ E(Γ)
⇔ σ−1(c)e ∈ E(Γ).
Above argument shows that Xx is complete if and only if Xz is a complete
graph, which is our final contradiction. So, we have again σ(Xx) = Xx, as
desired.
Therefore, each σ, σ ∈ Aut(Γ), has a decomposition of σx’s, where σx ∈ Aut(Xx).
Thus, Aut(Γ) can be written as an inner product of Aut(Xx)’s. But, for every y,
y ∈ V (X) and y 6= x, Aut(Xx) ∩ Aut(Xy) = {eAut(Γ)}. Since Xx’s are complete or
empty, Aut(Xx) ∼= Sym(V (Xx)). Therefore, Aut(Γ) ∼=
∏
x∈V (X) Sym(V (Xx)). This
completes the proof. 
Proof of the Main Theorem. It is clear that if |V (X)| = 1 or |V (Xx)| = 1,
x ∈ V (X), then the proof is trivial. So, suppose |V (X)|, |V (Xx)| ≥ 2. Since all Xx’s
are complete or empty, Aut(Xx) ∼= Sym(V (Xx)), for each x ∈ V (X). Define
C = {σ ∈ Sym(Γ) | ∃f ∈ A(X), ∀x ∈ V (X), σ(Xx) = Xf(x)}.
We prove that C = Aut(Γ). Let σ ∈ C and a, b ∈ V (Γ). If there exists x ∈ V (X)
such that a, b ∈ V (Xx), then σ(a), σ(b) ∈ V (σ(Xx)) = V (Xf(x)), for some f ∈ Aut(X)
that f(Tx) = Tx. Since Xx ∼= Xf(x), ab ∈ V (Γ) if and only if σ(a)σ(b) ∈ E(Γ). So,
C ⊆ Aut(Γ). If there exists x, y ∈ V (X), such that x 6= y, a ∈ V (Xx) and b ∈ V (Xy),
then by a similar argument as Theorem 2.2, again one can conclude that C ⊆ Aut(Γ).
Conversely, suppose θ ∈ Aut(Γ), x ∈ V (X) and a ∈ V (Xx). We show that there exists
h ∈ A(X) such that θ(Xx) = Xh(x). If |V (Xx)| = 1 then by a similar argument as the
proof of Theorem 2.3 (a), θ(Xx) = Xy in which y ∈ Tx. Now, we proceed the proof by
assuming that |V (Xx)| ≥ 2. Choose b, b 6= a, be an arbitrary vertex of Xx. We have
three separate cases as follows:
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a. θ(a) ∈ V (Xx). In this case, if θ(b) ∈ V (Xy), y ∈ Tx, then a similar argument
as the proof of Theorem 2.2 (a), x = y. Furthermore, if θ(b) ∈ V (Xz), for some
z ∈ V (X) such that z 6∈ Tx, then a similar argument as the proof of Theorem
2.3 (b), shows that it is impossible. So θ(b) ∈ V (Xx).
b. θ(a) ∈ V (Xy) such that y ∈ Tx. In this case, the argument of the previous case
applies for x = y. If θ(b) ∈ V (Xz) such that z ∈ Tx, then a similar argument
as the proof of Theorem 2.2 (b), lead us to y = z. Ultimately, assume that
θ(b) ∈ V (Xt), for some t ∈ V (X) such that t 6∈ Tx. It is easy to see that
Xx is complete if and only if ab ∈ E(Γ) and also, yz ∈ E(X) if and only
if θ(a)θ(b) ∈ E(Γ). So, Xx is a complete graph if and only if yz ∈ E(X).
Since Xx and Xy are isomorphic, Xy is complete if and only if yz ∈ E(X). If
NX(y) \ {z} = ∅ then NX(y) \ {z} = NX(z) \ {y}. Suppose NX(y) \ {z} 6= ∅,
t ∈ NX(y) \ {z} and c ∈ V (Xt). Then,
ty ∈ E(X) ⇔ cθ(a) ∈ E(Γ)
⇔ θ−1(c)a ∈ E(Γ)
⇔ θ−1(c)b ∈ E(Γ)
⇔ cθ(b) ∈ E(Γ)
⇔ tz ∈ E(X).
By above relations and the fact that Γ is a reduced complete-empty X−join,
Xx and Xy are complete graphs if and only if Xz is empty. On the other hand,
by the following relations and the fact that Xz is an empty graph if and only
if dθ(b) 6∈ E(Γ), one can deduce that Xy is complete if and only if yz 6∈ E(X),
which is a contradiction:
dθ(b) 6∈ E(Γ) ⇔ θ−1(d)b 6∈ E(Γ)
⇔ θ−1(d)a 6∈ E(Γ)
⇔ dθ(a) 6∈ E(Γ)
⇔ yz 6∈ E(X).
c. θ(a) ∈ V (Xz) and z 6∈ Tx. If θ(b) ∈ E(X) then a similar argument as the proof
of Theorem 2.3 (b), implies that it is impossible. Moreover, if θ(b) ∈ V (Xt)
and t ∈ Tx, then the previous case deduces that it is not possible, too. By the
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proof of Theorem 2.3 (c), if θ(b) ∈ V (Xs) and s 6∈ Tx, then we get another
contradiction. Therefore, θ(b) ∈ V (Xz).
We observe in three cases that for each x ∈ V (X), there exists yx ∈ V (X) such that
θ(Xx) = Xyx . By putting h(x) = yx and Lemma 2.1, we have θ(Xx) = Xh(x). This
proves C = Aut(Γ). One can easily see that the map ϕ : Aut(Γ) → A(X) given by
ϕ(σ) = fσ is an onto group homomorphism and for every x ∈ V (X), σ(Xx) = Xfσ(x).
Hence,
Ker(ϕ) = {σ ∈ Aut(Γ) | ϕ(σ) = eA(X)}
= {σ ∈ Aut(Γ) | fσ = eA(X)}
= {σ ∈ Aut(Γ) | ∀x ∈ V (X) , σ(Xx) = Xx}
= {σ ∈ Aut(Γ) | σ = Πx∈V (X)σx s.t. σx ∈ Sym(V (Xx))}
=
∏
x∈V (X)
Sym(V (Xx)).
We use the notation (x, a) for vertices of Xa in Γ. Without loss of generality, we
can assume that σx ∈ Sym({x} × V (Xx)). For every f ∈ A(X), the automorphism
σf ∈ Aut(Γ) is defined as σf ((x, a)) = (f(x), a). Define D to be the set of all such
permutations. It is clear that D ∼= A(X) and
D ∩Ker(ϕ) = {σf ∈ D | ∀x ∈ V (X) , f(x) = x} = {eAut(Γ)}.
Suppose σ ∈ Aut(Γ). Then, there exists f ∈ A(X) such that for each x ∈ V (X),
σ(Xx) = Xf(x). Now, for every (x, a) ∈ V (Γ),
σ((x, a)) = (f(x), σx(a)) = σf ((x, σx(a))) = σf (σx((x, a))) = (σfoσx)((x, a)).
Therefore, σ = σfoσx ∈ DKer(ϕ) which shows that Aut(Γ) = DKer(ϕ). SinceKer(ϕ)
is normal in Aut(Γ),
Aut(Γ) ∼= Ker(ϕ)⋊D ∼= (
∏
x∈V (X)
Sym(V (Xx)))⋊A(X).
This completes our arguments. 
Corollary 2.4. Suppose Γ is a reduced complete-empty X−join and Xx denotes the
subgraph corresponding to the vertex x ∈ V (X). Then Aut(Xx) is isomorphic to a
normal subgroup of Aut(Γ).
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Proof. For each x ∈ V (X), set
Sx = {σ ∈ Aut(Γ) | ∀a ∈ V (Γ) \ V (Xx), σ(a) = a}.
It is clear that Sx ∼= Sym(V (Xx)) and Sx ≤ Aut(Γ). Let σ and θ be arbitrary elements
of Aut(Γ) and Sx, respectively. By the proof of Theorem 1.2, for each y ∈ V (X), there
exists zy ∈ V (X), such that σ(Xy) = Xzy . So
σ−1θσ(Xy) = σ
−1θ(Xzy) = σ
−1(Xzy) = Xy,
which shows that Sx is isomorphic to a normal subgroup of Aut(Γ). 
3. Applications
Suppose Γ is a connected graph. If the intersection of each decreasing chain of
neighborhoods of vertex subsets are non-empty then Γ is called NDC graph. For
example, every finite graph or infinite graph in which its vertices have finite degrees
satisfies NDC condition.
It is far from true that each graph is NDC. To see this, it is enough to check the
graph Λ with V (Λ) = R and E(Λ) = {xy | |xy| < 1}. For each i ∈ N, define Ai = {i}.
It is easy to see that N(Ai) = (−
1
i
, 1
i
), Ai+1 ⊆ Ai and
⋂
i∈NN(Ai) = ∅. Therefore, Λ
is not an NDC graph.
In this section, we apply our main theorem and its corollary to obtain the main
properties of connected NDC graphs.
Theorem 3.1. Let Γ be a simple connected graph satisfies NDC condition. Then Γ
can be written as a reduced complete-empty X−join.
Proof. If Γ is complete, then Γ can be written as a reduced complete K1−join. So we
can assume that Γ is not complete. Define the sets NN , CE and CEm as follows:
NN = {U ⊆ V (Γ) | N(U) 6= ∅},
CE = {U ∈ NN | Γ[U ] : complete or empty graph},
CEm = {U ∈ CE | ∀x, y ∈ U,N(x) \ {y} = N(y) \ {x}}.
The sets NN , CE and CEm are not empty, since they are containing single points. It
is clear that CEm is a partially ordered set under set inclusion. We now prove that for
each a ∈ V (Γ), CEm has a maximal element containing a. Define the chain {Ui}i∈I ,
for each non-empty and arbitrary set I, such that one of the members of this chain is
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{a}. We claim that
⋃
i∈I Ui ∈ CEm. If for all i ∈ I, Ui = {a}, then it is trivial. So
assume that
⋃
i∈I Ui 6= {a}. Set U =
⋃
i∈I Ui and we first show that N(U) 6= ∅. The
following relations prove that N(
⋃
i∈I Ui) =
⋂
i∈I N(Ui):
x ∈ N(
⋃
i∈I
Ui)⇔ ∀i ∈ I, x ∈ N(Ui)⇔ x ∈
⋂
i∈I
N(Ui).
NDC condition implies that
⋂
i∈I N(Ui) 6= ∅ and so, N(U) 6= ∅. We now prove that
Γ[U] is complete or empty. We first assume that there exists l ∈ I such that Γ[Ul] is
complete and non-isomorphic to K1. Then, for each i ∈ I, such that Ul ⊆ Ui, Γ[Ui] is
a complete graph and so, Γ[U] is complete. If for each i ∈ I, Γ[Ul] is empty then it is
clear that Γ[U] is also empty. Therefore, we observe that in each case Γ[U] is complete
or empty. Choose elements x and y in U, then there are j, k ∈ I such that x ∈ Uj and
y ∈ Uk. Since Ui’s are chain, without loss of generality, we can assume that Uj ⊆ Uk.
Thus x, y ∈ Uk. Since Uk ∈ CEm, N(x)\{y} = N(y)\{x} which proves that U ∈ CEm.
It can easily see that U is a maximal member of this chain and so by Zorn’s lemma,
CEm has a maximal element M in the set {T ∈ CEm | a ∈ T}. The maximal member
M is also the maximal member of CEm, since otherwise, M is contained in a member
of CEm, contradict by maximality of M .
The set of all maximal elements of CEm is denoted by M. Since CEm is containing
all singletons,
⋃
M =
⋃
CEm = V (Γ). To prove the intersection of the two arbitrary
different elements ofM is empty, by contrary, we assume that M1,M2 ∈M such that
M1∩M2 6= ∅. It is easy to prove |M1|, |M2| 6= 1. Now, we consider two cases as follows.
a. |M1∩M2| ≥ 2. We first notice that Γ[M1] is complete if and only if Γ[M1∩M2]
is complete if and only if Γ[M2] is complete and in the same way Γ[M1] is
empty if and only if Γ[M2] is an empty graph. Without loss of generality, we
assume that M1 \ M2 is nonempty and let y ∈ M1 \ M2. We now assume
that Γ[M1] and Γ[M2] are complete graphs and x ∈ M1 ∩M2. By assumption
NΓ(x)\{y} = NΓ(y)\{x}. IfM2\M1 is a nonempty set, then all of its elements
are adjacent to x in Γ and we have M2 \M1 ⊆ NΓ(y) \ {x}. This implies that
Γ[M1 ∪M2] is complete. Which contradicts by maximality of M1 and M2 in
CEm. Hence M2 \ M1 = ∅ and so M2 ( M1. This leaded us to another
contradiction by maximality of M2. Next we assume that Γ[M1] and Γ[M2] are
both empty graphs. Choose x ∈ M1 ∩M2. Since NΓ(x) \ {y} = NΓ(y) \ {x},
NΓ(x) = NΓ(y). Moreover, if z ∈ M2 \M1, then NΓ(x) \ {z} = NΓ(z) \ {x}
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and so NΓ(x) = NΓ(z). Therefore, NΓ(x) = NΓ(y) = NΓ(z) which implies that
M1 ∪M2 ∈ CEm, a contradiction. If M2 \M1 = ∅, then again M2 ( M1 and
this is all final contradiction.
b. |M1∩M2| = 1. If both of Γ[M1] and Γ[M2] are complete graphs or empty graphs,
then a similar argument as case (a), leaded us to a contradiction. Thus, without
loss of generality, we can assume that Γ[M1] is a complete graph and Γ[M2] is
empty. Choose x ∈ M1 ∩M2, y ∈ M1 \M2 and z ∈ M2 \M1. By definition of
CEm, NΓ(x)\{z} = NΓ(z)\{x}. Since y ∈ NΓ(x)\{z}, y ∈ NΓ(z)\{x}, which
shows that z ∈ NΓ(y) \ {x}. On the other hand, NΓ(x) \ {y} = NΓ(y) \ {x},
implies that z ∈ NΓ(x) \ {y} which is impossible.
In each case we lead to a contradiction which shows thatM is a partition of vertices
of Γ. Suppose M and M ′ are arbitrary distinct elements of M, x ∈ M and x′ ∈ M ′.
We will prove that xx′ ∈ E(Γ) if and only if Γ[M ] ∼ Γ[M ′]. It is enough to assume
that xx′ ∈ E(Γ), y ∈ M and y′ ∈M ′. Since x′ ∈ NΓ(x), x
′ ∈ NΓ(y) and so x
′y ∈ E(Γ),
which proves that x′ is adjacent to all elements of M . A similar argument shows that
x is adjacent to all elements of M ′. Since y ∈ NΓ(x
′) \ {y′} and NΓ(x
′) \ {y′} =
NΓ(y
′) \ {x′}, y and y′ are adjacent, which implies that all elements of M are adjacent
to all elements of M ′. Therefore, Γ[M ] ∼ Γ[M ′] and xx′ 6∈ E(Γ) if and only if it is
impossible to find an edge that connects a vertex in Γ[M ] to another vertex in Γ[M ′].
Define the graph X as follows:
V (X) =M ; E(X) = {M1M2 | Γ[M1] ∼ Γ[M2]}.
Suppose Γ[M ] is the graph corresponding to the vertex M in X . Since any subgraph
generated by elements of CEm are complete or empty, the subgraph generated by all
elements M is also complete or empty. Thus, Γ[M ] is complete or empty. So, we
proved that the graph Γ can be written as an X-join of complete or empty graphs. We
now prove that this join is reduced. To do this, we consider two arbitrary vertices M1
and M2 such that NX(M1) \ {M2} = NX(M2) \ {M1}.
We first assume that M1M2 6∈ E(X) and show that at least one of the graphs Γ[M1]
or Γ[M2] are not empty. By contrary, suppose both of Γ[M1] and Γ[M2] are empty
graphs. By connectedness of Γ, there exists M3 ∈ V (X) such that M3 6= M1,M2 and
M1M3,M2M3 ∈ E(X). It is clear thatM3 ⊆ N(M1∪M2) and soN(M1∪M2) 6= ∅. Since
M1 and M2 are empty, M1 ∪M2 is empty and hence M1 ∪M2 ∈ CE. Choose arbitrary
distinct elements x1, x2 ∈ M1 ∪M2. If x1, x2 ∈M1 or x1, x2 ∈ M2, then one can easily
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see that NΓ(x1) \ {x2} = NΓ(x2) \ {x1}, which shows that M1 ∪M2 ∈ CEm. This is a
contradiction by maximality of M1 and M2. Therefore, without loss of generality, we
can assume that x1 ∈ M1 and x2 ∈ M2. Obviously, for each a ∈ NΓ(x1) \ {x2}, there
exists Ma ∈ V (X) such that a ∈ Ma and Ma 6= M2. Since ax1 ∈ E(Γ), Ma 6= M1
and so M1Ma ∈ E(X). Hence Ma ∈ NX(M2) \ {M1}, which implies that ax2 ∈ E(Γ).
Thus a ∈ NΓ(x2) \ {x1}, which shows that NΓ(x1) \ {x2} ⊆ NΓ(x2) \ {x1}. By a similar
argument as above, we can see that NΓ(x2) \ {x1} ⊆ NΓ(x1) \ {x2}, which proves
NΓ(x1) \ {x2} = NΓ(x2) \ {x1}. Therefore, M1 ∪M2 ∈ CEm, which is impossible. This
contradiction shows that at least one of Γ[M1] and Γ[M2] are nonempty.
We now assume that M1M2 ∈ E(X) and prove at least one of the graphs Γ[M1]
and Γ[M2] are not complete. To see this, by contrary, assume that both of them are
complete graphs. If NX(M1) \ {M2} is empty, then X ∼= K2 and graphs corresponding
to two vertices of K2 are complete which concludes that Γ is complete. This lead us to
a contradiction. Therefore, NX(M1) \ {M2} = NX(M2) \ {M1} 6= ∅, which shows that
there exists M4 ∈ V (X) such that M4M1,M4M2 ∈ E(X). Hence M4 ⊆ N(M1 ∪M2)
and so N(M1 ∪M2) 6= ∅. Since Γ[M1] and Γ[M2] are complete and M1M2 ∈ E(X),
Γ[M1 ∪M2] is a complete graph and so M1 ∪M2 ∈ CE. Choose y1, y2 ∈ M1 ∪M2. If
y1, y2 ∈ M1 or y1, y2 ∈ M2, then we can easily see that NΓ(y1) \ {y2} = NΓ(y2) \ {y1}.
So, M1 ∪M2 ∈ CEm lead us to a contradiction. Then, without loss of generality, we
can assume that y1 ∈ M1 and y2 ∈ M2. Choose a ∈ NΓ(y1) \ {y2}. If a ∈ M1 then
ay2 ∈ E(Γ) and so a ∈ NΓ(y2) \ {y1}. If a ∈ M2, then ay2 ∈ E(Γ) which again proves
that a ∈ NΓ(y2)\{y1}. If a 6∈M1∪M2, then there areM3 ∈ V (X), M3 6= M1,M2, such
that a ∈ M3. Since ax ∈ E(Γ), M3M1 ∈ E(X) and so M3 ∈ NX(M1) \ {M2}. This
concludes that M3 ∈ NX(M2) \ {M1}. Hence M3M2 ∈ E(X) and a ∈ NΓ(y2) \ {y1}.
Therefore, NΓ(y1) \ {y2} ⊆ NΓ(y2) \ {y1} and similarly NΓ(y2) \ {y1} ⊆ NΓ(y1) \ {y2}.
This leaded us toM1∪M2 ∈ CEm that contradicts by maximality of M1 and M2. This
completes the proof.

Lemma 3.2. Assume that Γ is an X−join graph. Then, there exists a partition of
V (Γ) that is denoted by P, such that Γ/P ∼= X.
Proof. Suppose Xx is a graph corresponding to the vertex x of X . Define Px = V (Xx)
and let P = {Px | x ∈ V (X)}. It is clear that the well-defined function f : Γ/P → X ,
by the criterion f(Px) = x, is a bijection. So, it is enough to prove that f is a
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graph isomorphism. Following discussion shows that PxPy ∈ E(Γ/P) if and only if
xy ∈ E(X), for every x, y ∈ V (X):
PxPy ∈ E(Γ/P) ⇔ ∃px ∈ Px, py ∈ Py s.t. pxpy ∈ E(Γ)
⇔ ∃px ∈ V (Xx), py ∈ V (Xy) s.t. pxpy ∈ E(Γ)
⇔ xy ∈ E(X).

In the following theorem, it is proved that the graph X in Theorem 3.1 is unique.
Theorem 3.3. Let Γ be a reduced complete-empty X− and Y−join. Then X ∼= Y .
Proof. By Lemma 3.2, V (Γ) have two partitions P1 and P2 such that Γ/P1 ∼= X and
Γ/P2 ∼= Y . If P1 = P2 then clearly, X ∼= Y . Suppose P1 6= P2. Without loss of
generality, assume that there exists P1 ∈ P1 \ P2. Then there exist P2, P
′
2 ∈ P2, such
that P1 ∩ P2, P1 ∩ P
′
2 6= ∅. Let y2, y
′
2 ∈ V (Y ) which are corresponding to the graphs
Γ[P2] and Γ[P
′
2], respectively. We consider y ∈ NY (y2) \ {y
′
2} and denote the graph
corresponding to y by Yy. So, there exists P
′′
2 ∈ P2 such that Yy = Γ[P
′′
2 ]. We will
consider two separate cases as follows:
a. P ′′2 \ P1 6= ∅. Suppose a ∈ P
′′
2 \ P1. Hence there exists a part P
′
1 ∈ P1 such
that a ∈ P ′1. Since a is adjacent to all vertices of Γ[P2] and P1 ∩ P2 6= ∅,
all elements of P1 are adjacent to all elements of P
′
1. Thus, a is adjacent to
all elements of P1 ∩ P
′
2 and so Γ[P
′′
2 ] ∼ Γ[P
′
2]. Hence, y ∈ NY (y
′
2) \ {y2} and
NY (y2) \ {y
′
2} ⊆ NY (y
′
2) \ {y2}, as desired.
b. P ′′2 ⊆ P1. Since Γ[P2] ∼ Γ[P
′′
2 ], all elements of P
′′
2 are adjacent to all elements
of P1 ∩ P
′
2. Hence, E(Γ[P1]) 6= ∅ and Γ[P1] is complete. This concludes that
all elements of P ′′2 are adjacent to all elements of P1 ∩ P
′
2 and so, are adjacent
to vertices of Γ[P ′2]. Now, one can prove that y ∈ NY (y
′
2) \ {y2}. Therefore,
NY (y2) \ {y
′
2} ⊆ NY (y
′
2) \ {y2}.
Now, using a similar argument, shows that NY (y
′
2) \ {y2} ⊆ NY (y2) \ {y
′
2} and so
NY (y
′
2) \ {y2} = NY (y2) \ {y
′
2}.
The inclusion relation between P2 and P1 and between P
′
2 and P1, is discussed in the
following two cases.
1. P2, P
′
2 ⊆ P1. If Γ[P1] is complete, then Γ[P2] and Γ[P
′
2] are complete graphs
in which Γ[P2] ∼ Γ[P
′
2]. So, y2y
′
2 ∈ E(Y ) which contradicts by reducibility of
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Γ over Y . If Γ[P1] is an empty graph, then Γ[P2] and Γ[P
′
2] are empty and
so Γ[P2] 6∼ Γ[P
′
2]. Thus, y2y
′
2 6∈ E(Y ), which is again a contradiction due to
reducibility of Γ over Y .
2. P2∪P
′
2 6⊆ P1. Without loss of generality, assume that P2 6⊆ P1 and P1∩P2 6= ∅.
Let a ∈ P1 ∩ P2, b ∈ P1 ∩ P
′
2 and c ∈ P2 \ P1. There is P
′
1 ∈ P1 such that
c ∈ P ′1. It is easy to see that Γ[P1] is complete, if and only if ab ∈ E(Γ). A
similar argument shows that Γ[P2] is a complete graph, if and only if ac ∈ E(Γ).
Hence,
ab ∈ E(Γ) ⇔ Γ[P2] ∼ Γ[P
′
2]
⇔ bc ∈ E(Γ)
⇔ Γ[P1] ∼ Γ[P
′
1]
⇔ ac ∈ E(Γ),
which implies that Γ[P1] is complete, if and only if Γ[P2] is a complete graph. It
is easy to prove that Γ[P2] ∼ Γ[P
′
2], if and only if y2y
′
2 ∈ E(Y ). If P
′
2 ⊆ P1, then
Γ[P1] is a complete graph, if and only if Γ[P
′
2] is complete, which contradicts
by reducibility of Γ over Y . Also, if P ′2 6⊆ P1 and P1 ∩ P
′
2 6= ∅, then a similar
argument as P2, shows that Γ[P1] is complete, if and only if Γ[P
′
2] is a complete
graph, which is an another contradiction.
Now, if there exists an element in P2 contains P1, then the changing role of X and
Y , lead us to a contradiction. This completes proof.

By the last theorem, if Γ can be written as a reduced complete-empty X−join, we
call X to be a characteristic graph of Γ and denote it by χ(Γ) = X . The following
corollary is an immediate consequence of the previous theorem.
Corollary 3.4. Suppose Γ is a connected, NDC graph and Aut(Γ) is simple. Then
Γ ∼= χ(Γ).
Proof. Theorems 3.1 and 3.3 conclude that Γ can be written as a reduced complete-
empty X−join of some graphs for a unique graph X , up to isomorphism. If we denote
Xx as a graph corresponding to the vertex x ∈ V (X), then By Corollary 2.4, Aut(Xx)
is isomorphic to a normal subgroup of Aut(Γ). Since Aut(Xx) ∼= Sym(V (Xx)) and
Aut(Γ) is simple, |V (Xx)| = 1 which shows that Γ = X = χ(Γ). 
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4. Concluding Remark
In this paper, reduced complete-empty X−join of graphs together with their auto-
morphism group are studied. It is proved that the automorphism group of such graphs
is a semi-direct product of two groups. Our calculations with graphs of small orders
suggest the following open question:
Question 4.1. Is it true that every simple connected graph can be written as a reduced
complete-empty X−join of some graphs?
It is well-known that most of graphs have trivial automorphism group. If the above
question has an affirmative answer then we can immediately prove that the most of
graphs have trivial Xx, x ∈ V (X).
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