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Introduction
Ce me´moire est une synthe`se des travaux re´fe´rence´s en fin de document et
consacre´s au controˆle optimal des transferts orbitaux. Le mode`le est l’e´quation
de Kepler controˆle´e,
q¨ = − q|q|3 + F, q ∈ R
3\{0},
ou` q est la position dans un re´fe´rentiel fixe (i, j, k) de l’objet (assimile´ a` un point
mate´riel) que l’on souhaite controˆler, et ou` F est le controˆle que l’on exerce. Il
s’agit en pratique de la pousse´e du moteur d’un engin spatial, limite´e par une
contrainte du type
|F | ≤ Fmax.
On donne ici le mode`le sous sa forme la plus simple : outre le fait qu’on
a, sans perte de ge´ne´ralite´, normalise´ la constante de gravitation traduisant
l’origine du champ central, on a entre autres approximations suppose´ la masse
de l’objet controˆle´ constante. Les mode`les plus re´alistes utilise´s dans les sim-
ulations nume´riques dont sont tire´s certains des re´sultats qui seront pre´sente´s
prennent e´videmment en compte les variations de cette masse (dues par exemple
a` la consommation de carburant). Pour des valeurs approprie´es de la position
et de la vitesse, la trajectoire libre est une ellipse ou orbite. Le proble`me du
transfert consiste alors a` faire passer l’objet controˆle´ d’une orbite initiale a` une
orbite terminale en minimisant un certain couˆt. On s’inte´ressera tout partic-
ulie`rement au proble`me du temps minimal, crucial quand la pousse´e maximale
Fmax dont on dispose est tre`s petite.
Si q×q˙ est non nul, la pousse´e peut eˆtre de´compose´e dans le repe`re tangentiel-
normal selon F = utFt + unFn + ucFc avec
Ft =
q˙
|q˙|
∂
∂q˙
, Fc =
q × q˙
|q × q˙|
∂
∂q˙
,
et Fn = Fc × Ft. Un autre repe`re local utilise´ dans la suite est le repe`re radial-
orthoradial dans lequel F = urFr + uorFor + ucFc avec
Fr =
q
|q|
∂
∂q˙
, For = Fc × Fr.
Si la composante uc du controˆle est nulle, le syste`me est dit coplanaire et reste
dans le plan osculateur constant engendre´ par q et q˙. Deux inte´grales premie`res
classiques du mouvement libre sont le moment angulaire, c = q× q˙, et le vecteur
de Laplace, L = − q|q| + q˙ × c. Toujours en supposant le moment angulaire non
nul, la trajectoire est circulaire si L = 0, elliptique (non de´ge´ne´re´e) si L 6= 0 et
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si l’e´nergie E = q˙2/2− 1/|q| est strictement ne´gative. Le domaine elliptique X
est en conse´quence de´fini par
X = {(q, q˙) | E < 0, c 6= 0}.
On introduit sur ce domaine les coordonne´es ge´ome´triques [60, 66] qui de´-
crivent l’orbite osculatrice : les trois angles d’Euler du plan osculateur dans
le repe`re (i, j, k), Ω (pre´cession ou longitude du nœud ascendant), i (nutation
ou inclinaison), et ω (rotation propre ou argument du pe´ricentre), et deux
parame`tres de´terminant la forme de l’ellipse, par exemple a (demi-grand axe)
ou P (parame`tre), et e (excentricite´). La dernie`re coordonne´e est la longitude l,
qui permet de repe´rer la position de l’objet sur l’ellipse. Dans ces coordonne´es,
X = {e < 1} × S1,
et la structure de fibre´ trivial de fibre S1 du domaine est claire. Au voisinage
des orbites circulaires ou coplanaires, on de´singularise les coordonne´es en posant
ex = e cos(ω +Ω), hx = tan(i/2) cosΩ,
ey = e sin(ω +Ω), hy = tan(i/2) sinΩ.
Le vecteur excentricite´ (ex, ey) est coline´aire a` L, et (hx, hy) dirige l’intersection
du plan osculateur avec le plan e´quatorial (i, j).
La pre´sentation des re´sultats est organise´e en deux chapitres : le premier
est consacre´ au temps minimal, le second a` la moyennation du proble`me de la
minimisation de l’e´nergie. L’action du controˆle peut eˆtre conside´re´e comme la
perturbation d’un syste`me inte´grable, perturbation dont la moyennation fournit
une approximation dont on ve´rifie qu’elle est encore inte´grable.
Un objet fondamental dans l’e´tude est l’application exponentielle de´finie
par le flot extre´mal du proble`me de controˆle. Ses proprie´te´s renseignent sur
l’existence de solution, ainsi que sur l’optimalite´ locale ou globale des extre´males
du proble`me. Parmi les re´sultats obtenus, on peut citer la mise en e´vidence
de l’existence de Π-singularite´s et de points conjugue´s en temps minimal, la
platitude de la me´trique associe´e par la moyennation au transfert a` e´nergie
minimale vers les orbites circulaires (les trajectoires optimales sont des droites),
ainsi que la caracte´risation du lieu de coupure du moyenne´ par comparaison
avec la restriction de la me´trique plate a` un ellipso¨ıde de re´volution.
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Chapter 1
Temps minimal
1.1 Controˆlabilite´
En coordonne´es carte´siennes, x˙ = F0(x) + F avec x = (q, q˙), F0 = q˙∂/∂q −
q/|q|3∂/∂q˙, F e´tant la pousse´e. Cette dernie`re peut eˆtre de´compose´e dans l’un
des repe`res locaux, tangentiel-normal ou radial-orthoradial. On peut ensuite
se restreindre a` une seule direction de pousse´e et conside´rer le syste`me mono-
entre´e affine x˙ = F0(x) + uF1(x). Le calcul de l’alge`bre de Lie correspon-
dante, Lie{F0, F1}, permet de comprendre l’action spe´cifique de chaque moteur,
sachant que l’on peut avoir en pratique des contraintes astreignant par exemple
la pousse´e a` rester dans un coˆne (voir [38] pour le cas ou` ce coˆne est dirige´
par la vitesse). L’effet d’une force oppose´e a` Ft et d’intensite´ proportionnelle a`
ρq˙2 – ou` ρ est la densite´ de l’atmosphe`re – traduit par ailleurs classiquement une
force de traˆıne´e en me´canique spatiale. Dans ce qui suit, l’orbite d’un point est
la varie´te´ inte´grale associe´e a` la distribution involutive engendre´e par les deux
champs de vecteurs choisis.
Dans le cas d’une pousse´e dirige´e selon Ft, on a un syste`me coplanaire et on
note r = |q|, v = q˙ = (v1, v2). Le crochet de Lie de deux champs de vecteurs
est le commutateur [X,Y ] = XY − Y X. Dans la mesure ou` les trajectoires
singulie`res qu’on calculera au 1.4 sont feedback-invariantes [28], on pose u′ =
u/|v| et on re´e´crit le syste`me sous la forme
x˙ = F0(x) + u′F ′t (x)
avec F ′t = v∂/∂v. On obtient
[F0, F ′t ] = −v
∂
∂q
− q
r3
∂
∂v
,
[F ′t , [F0, F
′
t ]] = −F0,
[F0, [F0, F ′t ]] =
2q
r3
∂
∂q
+
2
r5
(
(2q21 − q22)v1 + 3q1q2v2
) ∂
∂v1
+
2
r5
(
3q1q2v1 + (2q22 − q21)v2
) ∂
∂v2
,
de sorte que les champs de vecteurs F0, F ′t , [F0, F
′
t ], [F0, [F0, F
′
t ]] forment une
base puisque q × q˙ 6= 0. Comme la de´rive du syste`me est pe´riodique, le re´sultat
de controˆlabilite´ en de´coule [48].
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Proposition 1. Le syste`me mono-entre´e affine x˙ = F0(x)+uFt(x), |u| ≤ 1 est
controˆlable sur le domaine elliptique coplanaire.
Dans le cas d’une pousse´e normale,
Fn = − v2|v|
∂
∂v1
+
v1
|v|
∂
∂v2
,
et on ve´rifie non seulement que
[F0, Fn] = − (q × v)× v|(q × v)× v|
∂
∂q
− v |q × v|
r3|v|3
∂
∂v
,
mais aussi que les crochets de longueur trois sont contenus dans Vect{F0, Fn}.
Proposition 2. L’orbite d’un point tel que q × q˙ 6= 0 a` travers le syste`me
x˙ = F0(x)+uFn(x), |u| ≤ 1, est de dimension trois et forme´e par l’intersection
du domaine elliptique coplanaire avec le plan osculateur {a = a(0)}.
Concerne la pousse´e hors-plan, dirige´e par Fc, on observe que ni le demi-
grand axe ni l’excentricite´ ne sont controˆlables, le cas e = 0 e´tant singulier
(orbites circulaires). Plus pre´cise´ment,
[F0, Fc] = − q × v|q × v|
∂
∂q
,
[F0, [F0, Fc]] = − 1
r3
Fc,
[Fc, [F0, Fc]] =
(q × v)× q
|q × v|2
∂
∂q
+
(q × v)× v
|q × v|2
∂
∂v
,
[F0, [Fc, [F0, Fc, ]]] = 0,
[Fc, [Fc, [F0, Fc, ]]] = − r
2
|q × v|2 [F0, Fc] +
q · v
|q × v|2Fc.
On ve´rifie (i) que les vecteurs F0, Fc et [F0, Fc] sont inde´pendants, (ii) que F0,
Fc, [F0, Fc] et [Fc, [F0, Fc]] forment une base de Lie{F0, Fc} si et seulement si
L(0) 6= 0 (ou` L est le vecteur de Laplace), et que (iii) l’alge`bre de Lie engendre´e
par le syste`me est de dimension finie e´gale a` trois si L(0) = 0. On en de´duit les
orbites correspondantes.
Proposition 3. On conside`re le syste`me x˙ = F0(x) + uFc(x), |u| ≤ 1. Si
L(0) 6= 0, l’orbite est de dimension quatre et forme´e par l’intersection du do-
maine elliptique avec {a = a(0), e = e(0) 6= 0}. Si L(0) = 0, l’orbite est
de dimension trois et constitue´e de l’intersection du domaine elliptique avec
{a = a(0), e = e(0) = 0}.
Dans le cas d’une de´composition de la pousse´e dans le repe`re local radial-
orthoradial, on a
F0 = v
∂
∂q
− q µ
r3
∂
∂v
,
Fr =
q
r
∂
∂v
,
For =
q2
r
∂
∂v1
− q1
r
∂
∂v2
,
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et on introduit comme pre´ce´demment le feedback u′ = u/r (et F ′r = rFr, F
′
or =
rFor). Dans le cas d’une pousse´e radiale seule, tout d’abord, les crochets de
longueur trois sont donne´s par
[F0, F ′r] = −q
∂
∂q
+ v
∂
∂v
,
[F0, [F0, F ′r]] = −(q + v)
∂
∂q
− q
r3
∂
∂v
,
[F ′r, [F0, F
′
r]] = 2F
′
r,
et l’on de´duit la description des orbites ci-apre`s.
Proposition 4. Soit x˙ = F0(x) + uFr(x), |u| ≤ 1. L’alge`bre de Lie engendre´e
par F0 et Fr est dimension trois et F0, Fr, [F0, Fr] forment une base. L’orbite
est donne´e par l’intersection du domaine elliptique avec le plan osculateur et
{P = P (0)} ou` P est le parame`tre.
Pour une pousse´e orthoradiale, enfin, on a
[F0, F ′or] = −q2
∂
∂q1
+ q1
∂
∂q2
+ v2
∂
∂v1
− v1 ∂
∂v2
,
[F0, [F0, F ′or]] = 2
(
−v2 ∂
∂q1
+ v1
∂
∂q2
− q2
r3
∂
∂v1
+
q1
r3
∂
∂v2
)
,
[F ′or, [F0, F
′
or]] = −2F ′r,
et
D0 = F ′or ∧ [F0, F ′or] ∧ [F0, [F0, F ′or]] ∧ F0 = 2(v ∧ q)(|v|2 +
1
r
),
D1 = F ′or ∧ [F0, F ′or] ∧ [For, [F0, F ′or]] ∧ F0 = −2r2q · v.
On en tire particulier (i) que les vecteurs F0, F ′or, [F0, F
′
or], [F0, [F0, F
′
or]] forment
une base de l’alge`bre de Lie engendre´e par F0 et F ′or, (ii) que F0, F
′
or, [F0, F
′
or]
et [F ′or, [F0, F
′
or]] sont line´airement inde´pendants si et seulement si q · v 6= 0,
c’est-a`-dire en dehors des pe´ricentres et apocentres.
Proposition 5. Le syste`me x˙ = F0(x) + uFor(x), |u| ≤ 1 est controˆlable sur le
domaine elliptique coplanaire.
Notons pour finir l’existence de trajectoires temps minimales comme conse´-
quence du the´ore`me de Filippov, quelle que soit la contrainte sur le module de
la pousse´e. En effet, le champ des vitesses est convexe et borne´ par la contrainte
sur le controˆle et le fait que q/r3 → 0 quand r →∞, a` condition de se restreindre
a` une boule de se´curite´ autour de la collision q = 0.
Proposition 6. E´tant donne´s deux points du domaine elliptique appartenant a`
une meˆme orbite du syste`me conside´re´, soit r1 la distance a` la collision d’une
trajectoire les joignant. Il existe alors une trajectoire temps minimale reliant
ces deux points et telle que |q| ≤ r1.
Une telle trajectoire peut a priori posse`der des arcs frontie`res ou` la con-
trainte |q| ≤ r1 devient active. On suppose en pratique que ce n’est pas le cas
afin d’utiliser la version classique du principe du maximum sans contraintes
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sur l’e´tat. Une approche constructive permettant d’obtenir des trajectoires
coplanaires admissibles est e´galement possible [38], l’ide´e de de´part e´tant la re-
marque suivante : une trajectoire (P, ex, ey) parame´tre´e par la longitude ve´rifie
la dynamique de Kepler (au sens ou` il existe un controˆle dont elle soit la re´ponse)
si et seulement si
(1/P )′ + (ex/P )′ cos l + (ey/P )′ sin l = 0,
ou` ′ = d/dl.
Les conse´quences de la structure des alge`bres de Lie qui viennent d’eˆtre
de´crites sur les extre´males des syste`mes mono-entre´e affines associe´s sont de´-
taille´es au 1.4. On analyse auparavant les extre´males du cas multi-entre´e (deux
controˆles en coplanaire, trois en non-coplanaire).
1.2 Extre´males en sous-riemannien avec de´rive
L’ensemble des controˆles admissibles pour le proble`me du temps minimal du
syste`me lisse
x˙ = f(x, u), x ∈ X, u ∈ U
ou` X est une varie´te´ de dimension n, U une varie´te´ (e´ventuellement avec bord)
de dimensionm, est l’ensemble des (classes de) fonctions localement (essentielle-
ment) borne´es a` valeurs dans U ,
U = {u ∈ L∞loc(R) | u ∈ U p.p.}.
E´tant donne´es des extre´mite´s fixe´es x0, xf , et un controˆle optimal u de temps
minimal tf et de re´ponse x, le principe du maximum assure l’existence d’une
paire non triviale (p0, p) ou` p0 est une constante ne´gative et p une fonction
absolument continue telle que, si on de´finit le (pseudo) hamiltonien du proble`me
(parame´tre´ par p0) sur T ∗X × U par
H(x, p, u) = p0 + 〈p, f(x, u)〉,
on a, presque partout sur [0, tf ], d’une part
x˙ =
∂H
∂p
(x, p, u), p˙ = −∂H
∂x
(x, p, u),
d’autre part
H(x, p, u) = max
v∈U
H(x, p, v).
L’homoge´ne´ite´ en (p0, p) conduit a` normaliser le couple soit par p0 = −1 si
p0 6= 0 (extre´male normale), soit par |p(0)| = 1 si p0 = 0 (extre´male anormale).
On dispose en temps minimal d’une condition supple´mentaire qui fixe le niveau
du hamiltonien le long de l’extre´male : H = 0 (de sorte qu’on peut aussi fixer
|p(0)| a` un dans le cas normal).
On appelle proble`me sous-riemannien avec de´rive le proble`me du temps
minimal pour un syste`me lisse de la forme
x˙ = F0(x) +
∑
i=1
uiFi(x)
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ou` u appartient a` U = Bm−1, la boule unite´ de Rm, avec m au moins e´gal
a` deux (si m = 1, ∂U = {−1, 1} n’est pas lisse, et on a un proble`me affine
mono-entre´e, voir 1.4). Le proble`me du transfert en temps minimal appartient
clairement a` cette classe. On de´finit alors le rele`vement hamiltonien de chaque
champ de vecteurs,
Hi = 〈p, Fi(x)〉, i = 0, . . . ,m,
et on note Σ la surface de commutation
Σ = {H1 = · · · = Hm = 0}.
La classification des extre´males se fait selon l’ordre du contact avec la sur-
face de commutation [41], ce qui revient a` stratifier cette dernie`re. Soit donc
z0 = (x0, p0) n’appartenant pas a` Σ (contact d’ordre ze´ro) : la condition de
maximisation du hamiltonien H = p0 +H0 +
∑m
i=1 uiHi implique que
ui =
Hi√∑m
i=1H
2
i
, i = 1, . . . ,m
au voisinage du point. En injectant le feedback dynamique ainsi de´fini dans le
hamiltonien, on forme le vrai hamiltonien (encore note´ H) sur T ∗X,
H = p0 +H0 + (
m∑
i=1
H2i )
1/2,
dont les extre´males d’ordre ze´ro sont des courbes inte´grales contenues dans le
niveau nul. Si (z, u) est une telle paire extre´male associe´e au temps minimal tf
(on note z = (x, p)), le principe du maximum dit que l’application entre´e-sortie
de´finie sur un voisinage de u dans L∞([0, tf ],Sm−1) par
Ex0,tf : u 7→ x(tf , x0, u)
est lisse et admet u comme point critique.
Supposant la distribution D = Vect{F1, . . . , Fm} involutive, on remarque
que les Hi sont de classe C 1 le long d’une extre´male avec
H˙i = {H0,Hi} sur Σ.
Un point z0 ∈ Σ est donc un contact d’ordre un s’il appartient a` la strate
Σ1 = Σ\ {{H0,H1} = · · · = {H0,Hm} = 0} .
On prend m = 2 pour analyser le comportement des extre´males au voisinage
d’un tel point, l’e´tude s’e´tendant directement en dimension supe´rieure. Avec
l’e´clatement en polaires
H1 = ρ cosϕ, H2 = ρ sinϕ,
on obtient le syste`me en (ρ, ϕ)
ρ˙ = cosϕ{H1,H0}+ sinϕ{H2,H0},
ϕ˙ = 1/ρ (− sinϕ{H1,H0}+ cosϕ{H2,H0}) .
Le syste`me s’inte`gre dans le nouveau temps dτ = dt/ρ, et les extre´males qui
traversent Σ sont obtenues en re´solvant ϕ˙ = 0.
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Proposition 7. Il existe des extre´males obtenues par concate´nation de deux
extre´males d’ordre ze´ro. Au point de contact sur la surface de commutation, le
controˆle tourne instantane´ment d’un angle pi.
Au voisinage d’un tel point, appele´ Π-singularite´, on peut utiliser un mode`le
nilpotent pour estimer la complexite´ de l’exponentielle. On est en dimension
quatre, et un mode`le avec des crochets de longueur supe´rieure a` trois tous nuls
est
x˙1 = 1 + x3, x˙2 = x4,
x˙3 = u1, x˙4 = u2.
On ve´rifie que l’ensemble Λ des valeurs initiales de l’e´tat adjoint qui donnent
lieu a` des commutations est stratifie´ selon
Λ = Λ1 ∪ (Λ12 ∪ Λ22)
ou` Λ1 = {p1 6= 0, p2 6= 0, p1p4 − p2p3 = 0} est la quadrique (codimension un)
depuis laquelle les deux composantes de la fonction de commutation s’annulent
simultane´ment, et Λ12 = {p1 = p3 = 0, p2 6= 0}, Λ22 = {p2 = p4 = 0, p1 6= 0}, qui
sont des re´unions disjointes de demi-plans (codimension deux) depuis lesquels
l’une des composantes est identiquement nulle et l’autre avec un seul ze´ro. Sur
Λ1, inte´grer le mode`le nilpotent revient a` inte´grer
ξ˙ =
t− δ√
t2 + δ2
ou` δ = (p4/p2 − p3/p1)/2 est la demi-distance entre les deux poˆles, et la singu-
larite´ de l’exponentielle en δ = 0 est du type
ξt(δ) =
√
t2 + δ2 − |δ|(arcsh t
δ
+ 1) + cte,
i.e. du type δ log |δ|. On a continuite´ mais pas diffe´rentiabilite´. On ve´rifie de
meˆme sur Λ12 (et syme´triquement sur Λ
2
2) que l’inte´gration porte sur
ξ˙ =
t− σ
|t− σ|
ou` σ = p3/p1 est l’unique racine de la premie`re composante de la fonction de
commutation, et on a le meˆme type de re´gularite´. Les singularite´s rencontre´es
ne posent pas de proble`me a` un inte´grateur diffe´rentiel classique, pas plus qu’a`
une me´thode de Newton, les points critiques du flot (et donc de la fonction de
tir, cf. 1.3) e´tant localise´es sur des sous-varie´te´s de codimension non nulle.
L’application au transfert est imme´diate, en coplanaire (deux entre´es) ou
non-coplanaire (trois entre´es), puisque dans les deux cas la distribution D est
involutive et que l’analyse du 1.1 implique que Σ = Σ1. Les contacts sont
d’ordre au plus un, et on ne peut avoir de trajectoire singulie`re (contact d’ordre
infini). Les seules commutations possibles sont des Π-singularite´s, en nombre
fini sur tout compact. On peut e´galement obtenir une majoration globale sur le
nombre de commutations conse´cutives aux pe´ricentres ou apocentres [2].
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1.3 Points conjugue´s, cas re´gulier
L’objectif e´tant d’analyser l’optimalite´ des extre´males d’ordre ze´ro de´finies au
1.3, on suppose dans la suite que le domaine de controˆle U du proble`me temps
minimal du syste`me
x˙ = f(x, u), x ∈ X, u ∈ U,
est une varie´te´ sans bord, si bien que la condition ne´cessaire locale de maximi-
sation du hamiltonien s’e´crit
∂H
∂u
= 0
dans une carte. Cette maximisation re´ve`le en ge´ne´ral la compe´tition entre
plusieurs hamiltoniens de´crite dans [41]. L’analyse micro-locale qui en re´sulte
peut eˆtre effectue´e comme suit sous l’hypothe`se de re´gularite´ de la paire extre´-
male de re´fe´rence (condition forte de Legendre):
(H1) Le hessien ∂2H/∂u2 est de´fini ne´gatif le long de l’extre´male de re´fe´rence.
Alors, on tire au voisinage de cette extre´male le maximiseur global du hamil-
tonien comme une fonction a` parame`tres de x et p, u(x, p), ce qui permet comme
au 1.2 (la condition revient dans le cas du transfert a` supposer l’extre´male
d’ordre ze´ro) de de´finir le vrai hamiltonien (toujours parame´tre´ par p0) selon
H(x, p) = H(x, p, u(x, p)).
La condition de Legendre est une condition classique d’optimalite´ L∞-locale
[22, 63]. La notion de temps conjugue´, qui e´tend au controˆle optimal le the´ore`me
de Jacobi du riemannien [37] permet de pre´ciser jusqu’ou` cette optimalite´ est
pre´serve´e.
On de´finit l’application exponentielle dans le cas normal (plus ge´ne´ralement,
voir [6]).
(H2) L’extre´male de re´fe´rence est normale.
On pose p0 = −1, et on de´finit expx0,t : Λ0 → X par
expx0,t(p0) = x(t, x0, p0)
pour (t, p0) dans un voisinage de (tf , p(0)), avec Λ0 e´gal a` (un ouvert de) T ∗x0X∩{H = 0} (et on suppose que 0 est une valeur re´gulie`re de H(x0, ·)).
De´finition 1. L’instant tc est dit conjugue´ (a` t = 0) le long de l’extre´male
de re´fe´rence si expx0,tc n’est pas une immersion en p(0). La valeur critique
correspondante, x(tc), est appele´e point conjugue´ (a` x0). Quand il existe, le
premier temps (resp. point) conjugue´ le long de l’extre´male est note´ t1c (resp.
x1c).
L’existence d’un tel instant traduit l’apparition le long de l’extre´male de
re´fe´rence d’un noyau non-trivial de la de´rive´e seconde intrinse`que de l’appli-
cation entre´e-sortie pour ce temps et e´value´e en le controˆle de re´fe´rence. Une
condition suffisante pour garantir que les temps conjugue´s sont isole´s le long de
l’extre´male est que le controˆle soit une singularite´ de corang un de l’application
entre´e-sortie sur tout intervalle inclus dans [0, tf ].
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(H3) Quels que soient 0 ≤ t1 < t2 ≤ tf , codim Im dEx(t1),t2−t1(u) = 1.
The´ore`me 1. [63] Sous les hypothe`ses pre´ce´dentes, le controˆle de re´fe´rence est
L∞-localement optimal jusqu’au premier temps conjugue´, plus L∞-localement
optimal apre`s.
L’analyse faite le long de l’extre´male de re´fe´rence s’e´tend a` toutes les ex-
tre´males ge´ne´re´es par les p0 dans Λ0. On de´finit en particulier le lieu conjugue´
C(x0) comme l’ensemble des premiers points conjugue´s. Il s’agit d’apre`s ce qui
pre´ce`de du lieu des points ou` les extre´males perdent leur optimalite´ L∞-locale.
On de´finit e´galement le lieu de coupure, Cut(x0), comme le lieu des points apre`s
lesquels une extre´male perd son optimalite´ globale.
Dans le cas sous-riemmanien avec de´rive examine´ au 1.2, H = p0 +Hr ou`
Hr = H0 + (
m∑
i=1
H2i )
1/2
est le hamiltonien re´duit. Quitte a` remplacer T ∗X par une composante connexe
de T ∗X\Σ, on peut supposer la condition forte de Legendre remplie et Hr
lisse sur T ∗X\X. Dans le cas normal, on est sur le niveau {Hr = 1}, et Hr est
homoge`ne sur les fibres de T ∗X\X. Alors, la projection σ : T ∗X\X → S(T ∗X)
sur le cotangent sphe´rique (fibre´ des e´le´ments de contact oriente´s) induit un
diffe´omorphisme local qui transfe`re sur {Hr = 1} la structure de contact de
S(T ∗X). En particulier, quitte a` restreindre Λ0, on a σ|Λ0 diffe´omorphisme
sur un ouvert de la fibre S(T ∗x0X), et Λ0 est une sous-varie´te´ legendrienne. On
de´signe par
−→
H le gradient symplectique du hamiltonien.
Proposition 8. [25] Soit Λt = exp t
−→
H (Λ0) l’image de Λ0 par le groupe a` un
parame`tre ge´ne´re´ par
−→
H . Alors, Λt est une sous-varie´te´ legendrienne du niveau
{H = 0}.
Le front d’onde W (x0, t) est la projection Π(Λt) sur X, Π : T ∗X → X e´tant
la projection canonique sur la base. Par de´finition de l’exponentielle, les points
conjugue´s sont les valeurs critiques des restrictions de la projection aux Λt, et on
dispose de la classification des singularite´s ge´ne´riques dans ce cas (singularite´s
legendriennes, cf. [24]).
On peut renforcer les conclusions du the´ore`me d’optimalite´ pre´ce´dent a` l’aide
de la notion de champ central (field of extremals, cf. [22]). En effet, sous les
hypothe`ses de Legendre et de normalite´, on sait (en supposant qu’on n’a pas un
point d’e´quilibre a` l’origine, f(x0, u(x0, p(0))) 6= 0) que l’extre´male de re´fe´rence
est C 0-localement optimale en temps petit [52]. Comme pre´ce´demment, la
notion de temps de conjugue´ permet de pre´ciser jusqu’ou` cette optimalite´ est
pre´serve´e. On suppose dans ce qui suit la trajectoire de re´fe´rence injective.
Proposition 9. Soit L0 la fibre T ∗x0X, et soit Lt = exp t
−→
H (L0) son image
par le groupe a` un parame`tre ge´ne´re´ par
−→
H . Alors, Lt est une sous-varie´te´
lagrangienne de T ∗X.
La restriction de Π a` Lt est de rang au plus n− 1. On pose
L = (∪t≥0Lt) ∩ {H = 0}.
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Proposition 10. La sous-varie´te´ L est lagrangienne et, en l’absence de point
conjugue´ le long de l’extre´male de re´fe´rence, la projection Π restreinte a` L est
re´gulie`re le long de l’extre´male. La projection de L sur X s’appelle dans ce cas
un champ central.
La projection posse`de en ge´ne´ral des singularite´s sur L (singularite´s lagrangi-
ennes, cf. [24]) et l’ensemble des valeurs critiques de´finit la caustique, qui con-
tient le lieu conjugue´. Dans la configuration champ central, il existe une fonction
ge´ne´ratrice g telle que, localement, L soit le graphe {p = dg(x)}.
The´ore`me 2. En l’absence de point conjugue´ le long de l’extre´male de re´fe´-
rence, il existe un voisinage ouvert V de la trajectoire (extre´mite´ initiale exclue)
et deux applications lisses, g : V → R et uˆ : V → U , telles que pour tout
(x, u) dans V × U ,
0 = H(x, dg(x), uˆ(x)) ≥ H(x, dg(x), u),
et la trajectoire de re´fe´rence est C 0-localement optimale.
L’analyse ci-avant montre que la fonction de tir
S : (t, p0) 7→ expx0,t(p0)− xf
est de´finie, lisse et de rang plein sur un voisinage de (tf , p(0)), la dynamique du
syste`me e´tant transverse aux sous-varie´te´s Lt.
Le calcul pratique de points conjugue´s utilise la description des espaces tan-
gents aux Lt a` l’aide des champs de Jacobi.
De´finition 2. On appelle champ de Jacobi une solution non-triviale δz =
(δx, δp) de l’e´quation aux variations le long de l’extre´male de re´fe´rence,
δz˙ = d
−→
H (z(t))δz.
Le champ est dit vertical en t si δx(t) est nul.
Une conse´quence de la de´finition est que les champs de Jacobi verticaux a`
l’origine engendrent a` l’instant t l’espace tangent a` Lt en z(t). On en de´duit les
deux premiers tests e´quivalents.
Test 1. Soient δz1, . . . , δzn des champs de Jacobi qui forment une base de
Tz(0)L0 en t = 0, tc est un instant conjugue´ si et seulement si
rang{δx1(tc), . . . , δxn(tc)} < n− 1.
Test 2. Soient δz1, . . . , δzn−1 des champs de Jacobi qui forment une base de
Tz(0)Λ0 en t = 0, tc est un instant conjugue´ si et seulement si
rang{δx1(tc), . . . , δxn−1(tc)} < n− 1.
La transversalite´ de la dynamique permet d’e´crire un troisie`me test.
Test 3. Soient δz1, . . . , δzn−1 des champs de Jacobi qui forment une base de
Tz(0)Λ0 en t = 0, tc est un instant conjugue´ si et seulement si
δx1(tc) ∧ · · · ∧ δxn−1(tc) ∧ x˙(tc) = 0.
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Les tests 1 (ou 2) et 3 sont comple´mentaires dans la mesure ou` le rang
peut eˆtre e´value´ dans les deux premiers cas en estimant a` chaque instant la
plus petite valeur singulie`re σn−1(t) de la famille des champs de Jacobi, et ou`
on est ramene´ a` une e´quation scalaire dans le troisie`me. Calculer une valeur
singulie`re est meilleur en temps petit puisqu’on de´couple ce faisant σn−1 des
autres valeurs singulie`res, toutes nulles a` l’origine, et responsable donc de la tre`s
faible magnitude du de´terminant du test 3 au voisinage de t = 0, de´terminant
dont l’ordre de grandeur est de´termine´ par le produit de ces valeurs singulie`res.
Re´ciproquement, on ne peut de´tecter de ze´ro par changement de signe sur
σn−1 qui est toujours positive, alors que c’est ge´ne´riquement possible sur le
de´terminant. Les deux tests sont re´alise´s par le code de calcul de´crit dans [6],
les champs de Jacobi e´tant eux e´value´s par inte´gration du syste`me extre´mal
augmente´ de son line´arise´.
L’application au transfert orbital est illustre´e par les figures 1.1 et 1.2. Le
mode`le utilise´ est non-coplanaire a` masse variable, voir [4, 6]. Le calcul de
point conjugue´ effectue´ assure l’optimalite´ locale des extre´males de´termine´es
ante´rieurement [42, 53, 21]. Il montre aussi l’existence de points conjugue´s
quand la longitude (cumule´e, cf. 1.1) finale est fixe´e (il faut sinon introduire
la notion de point focal [28]), ce qui confirme l’importance du test et conduit a`
raffiner l’e´tude a` l’aide de l’approximation riemannienne du chapitre 2.
1.4 Extre´males en mono-entre´e affine
E´tant donne´ le syste`me mono-entre´e affine
x˙ = F0(x) + uF1(x), x ∈ X, |u| ≤ 1,
on proce`de comme au 1.2 a` la classification des extre´males [51] selon l’ordre de
leur contact avec la surface de commutation Σ = {H1 = 0} (qu’on suppose eˆtre
une sous-varie´te´ de codimension un). La fonction de commutation Φ le long de
l’extre´male de re´fe´rence est note´e Φ+ ou Φ− selon que le controˆle vaut plus ou
moins un. On diffe´rentie deux fois,
Φ˙+ = Φ˙− = {H0,H1},
Φ¨± = {H0, {H0,H1}} ± {H1, {H0,H1}},
et on traite imme´diatement le cas ou` z0 est un point de contact d’ordre un : si
z0 appartient a` Σ1 = Σ\ {{H0,H1} = 0}, l’extre´male de re´fe´rence est transverse
a` Σ en z0 et posse`de localement une seule commutation.
Soit maintenant z0 ∈ Σ\Σ1 = {H1 = {H0,H1} = 0} (qu’on suppose eˆtre de
codimension deux) un point de contact d’ordre deux (ou fold), c’est-a`-dire tel
que les deux de´rive´es secondes (a priori distinctes) de Φ a` gauche et a` droite de
l’instant de commutation soient non nulles : Φ¨± 6= 0. Parmi les trois possibilite´s
qui se pre´sentent alors, la premie`re est le fold parabolique ou` Φ¨+ et Φ¨− ont
meˆme signe. L’extre´male de re´fe´rence et toutes les extre´males voisines sont
localement bang-bang avec au plus deux commutations. Dans le second cas, dit
hyperbolique, on a Φ¨+ > 0 et Φ¨− < 0. Ne´cessairement, {H1, {H0,H1}}(z0) > 0,
et par z0 passe une singulie`re d’ordre minimal (anormale ou hyperbolique, cf.
ci-apre`s). Les extre´males dans un voisinage sont des concate´nations d’arcs de
la forme γ±γsγ±. Enfin, dans le dernier cas ou cas elliptique, on a Φ¨+ < 0 et
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Figure 1.1: Un transfert a` pousse´e maximale permise de 6 Newtons. Le temps
minimum est d’environ 141.60 heures (soit a` peu pre`s 6 jours) pour 7 re´volutions
autour de la Terre. La trajectoire optimale (avec des projections dans le plan
e´quatorial et dans un plan perpendiculaire pour illustrer comment l’inclinaison
est corrige´e) est prolonge´e jusqu’a` quatre fois le temps minimum. Sont ensuite
repre´sente´s le de´terminant et la plus petite valeur singulie`re des champs de
Jacobi le long de l’extre´male. Le premier temps conjugue´ est de´tecte´ vers 3.7
fois le temps minimum : l’optimalite´ (locale) de la trajectoire est donc perdue
apre`s environ 522.07 heures.
Φ¨− > 0 en z0. Comme dans le cas hyperbolique, une singulie`re d’ordre minimal
passe par z0, mais la connection avec un arc ±1 est impossible. Les extre´males
au voisinage sont bang-bang mais on ne peut pas donner de borne sur le nombre
de commutations.
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Figure 1.2: Le meˆme transfert que Fig. 1.1 prolonge´ jusqu’a` huit fois le temps
minimum : six points conjugue´s sont de´tecte´s le long de l’extre´male.
On de´crit pour finir les extre´males singulie`res, associe´es a` un contact d’ordre
infini: H1 identiquement nul le long de l’extre´male. En diffe´rentiant comme
auparavant deux fois, on obtient H1 = {H0,H1} = 0 et
{H0, {H0,H1}}+ u{H1, {H0,H1}} = 0.
Si {H1, {H0,H1}} 6= 0, la singulie`re est dite d’ordre minimal [28] et le feedback
dynamique
u = −{H0, {H0,H1}}{H1, {H0,H1}}
permet, comme dans le cas re´gulier du 1.3, de de´finir le vrai hamiltonien par
H(x, p) = H(x, p, u(x, p)). Les extre´males singulie`res sont ainsi ge´ne´riquement
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les courbes inte´grales de ce hamiltonien contenues dans Σ\Σ1. On distingue
alors trois cas, selon qu’une telle extre´male est anormale (H0 = 0), ou normale
et telle que {H0, {H0,H1}} > 0 (extre´male hyperbolique), ou enfin normale et
telle que {H0, {H0,H1}} < 0 (extre´male elliptique). Comme on le rappelle au
1.5, cette sous-classification des singulie`res est en lien direct avec leur optimalite´
puisque la condition d’ordre minimal s’interpre`te, au signe pre`s, comme une
condition forte de Legendre.
L’application au transfert orbital est une conse´quence de l’analyse de l’al-
ge`bre de Lie faite au 1.1 et se trouve re´sume´e ci-apre`s dans le cas des deux
directions de pousse´es pour lesquelles on conserve la controlabilite´ en coplanaire
(et en non-coplanaire en rajoutant une pousse´e hors plan), a` savoir la pousse´e
tangentielle et la pousse´e orthoradiale.
Proposition 11. Soit x˙ = F0(x)+uFt(x), |u| ≤ 1, le syste`me controˆle´ par une
pousse´e tangentielle. Toutes les singulie`res sont d’ordre minimal elliptiques, et
les contacts d’ordre deux sont paraboliques ou elliptiques, pas hyperboliques. De
plus, il ne peut y avoir de point de Fuller.
Les singulie`res d’ordre minimal elliptiques ne pouvant eˆtre temps minimales
(cf. 1.5), on en de´duit que les trajectoires optimales en mono-entre´e tangentiel
sont ne´cessairement bang-bang. C’est le point de de´part du travail [38].
Proposition 12. Soit x˙ = F0(x) + uFor(x), |u| ≤ 1, le syste`me controˆle´ par
une pousse´e orthoradiale. Alors, toutes les singulie`res anormales sont d’ordre
minimal en dehors des pe´ricentres et apocentres, et le controˆle correspondant
ve´rifie
D0 + uD1 = 0.
1.5 Points conjugue´s, cas singulier mono-entre´e
affine
On e´tudie l’optimalite´ des singulie`res du syste`me mono-entre´e affine pre´ce´-
dent, ce qui revient a` l’e´tudier sans contrainte sur le controˆle (le proble`me de
l’admissibilite´ du controˆle singulier se posant ensuite). Soit donc x˙ = F0(x) +
uF1(x), on rappelle les re´sultats de [31]. On fait les deux hypothe`ses suivantes
le long de la trajectoire de re´fe´rence (que l’on suppose lisse et injective) :
(H1)’ ad2F1 · F0 n’est pas dans Vect{adkF0 · F1, k = 0, . . . , n− 2},
(H3)’ Vect{adkF0 · F1, k = 0, . . . , n− 2} est de codimension un.
Sous (H3)’, qui est comme (H3) au 1.3 une condition de corang un du controˆle
de re´fe´rence, (H1)’ assure que l’extre´male singulie`re est d’ordre minimal. Avec
l’hypothe`se supple´mentaire que, le long de la trajectoire extre´male,
(H4)’ F0 n’est pas dans Vect{adkF0 · F1, k = 0, . . . ,max{0, n− 3}},
on peut identifier F1 a` ∂/∂xn et mettre le syste`me sous la forme normale
y˙ = f(y, xn),
x˙n = g(y, xn) + u.
13
!40 !20 0 20 40 60 80
!20
!10
0
10
20
30
40
50
60
70
0 0.05 0.1
0
0.5
1
1.5
2
2.5
t
ar
cs
h 3
 d
et
(! 
x)
Figure 1.3: Une trajectoire anormale (a` gauche), qui quitte rapidement le do-
maine elliptique. Le de´terminant (a` droite) e´quivalent au calcul de rang du
Test 5 reste strictement ne´gatif, assurant la C 0-locale optimalite´ de la trajec-
toire.
La transformation de Goh consiste alors a` conside´rer le nouveau syste`me y˙ =
f(y, xn), controˆle´ par xn. On ve´rifie en particulier que (H1)’ s’interpre`te, au
signe pre`s, comme la condition forte de Legendre sur le nouveau syste`me, et
on a le re´sultat suivant (moyennant la de´finition idoine de point conjugue´ faite
ensuite).
The´ore`me 3. [31] Sous les hypothe`ses pre´ce´dentes, dans les cas hyperbolique et
anormal ( resp. elliptique), la trajectoire de re´fe´rence est C 0-localement temps
minimisante ( resp. maximisante) jusqu’au premier temps conjugue´.
L’e´tat adjoint e´tant normalise´ par |p(0)| = 1, on donne la de´finition de point
conjugue´ dans le cas hyperbolique (ou elliptique) puis anormal sous la forme
du test de rang correspondant sur les champs de Jacobi du line´arise´ associe´ aux
singulie`res d’ordre minimal.
Test 4. Dans le cas hyperbolique (ou elliptique), soient n − 2 champs de Ja-
cobi formant a` l’instant initial une base des δz dans Tz(0)(S(T ∗x0X) ∩ {H1 ={H0,H1} = 0}) tels que δx appartienne a` RF1(x0). Un temps est conjugue´ si
rang{δx1(tc), . . . , δxn−2(tc), F1(x(tc))} < n− 1,
ce qui est encore e´quivalent sous les hypothe`ses pre´ce´dentes a`
δx1(tc) ∧ · · · ∧ δxn−2(tc) ∧ F1(x(tc)) ∧ F0(x(tc)) = 0.
Test 5. Dans le cas anormal, soient n− 3 champs de Jacobi formant a` l’instant
initial une base des δz dans Tz(0)(S(T ∗x0X) ∩ {H0 = H1 = {H0,H1} = 0}) tels
que δx appartienne a` RF1(x0). Un temps est conjugue´ si
rang{δx1(tc), . . . , δxn−3(tc), F1(x(tc)), F0(x(tc))} < n− 1,
ce qui est encore e´quivalent sous les hypothe`ses pre´ce´dentes a`
δx1(tc) ∧ · · · ∧ δxn−2(tc) ∧ F1(x(tc)) ∧ F0(x(tc)) ∧ ad2F1 · F0(x(tc)) = 0.
La Fig. 1.3 illustre sur le transfert orbital le test de point conjugue´ le long
de l’extre´male singulie`re anormale associe´e au controˆle-feedback dans le cas de
la direction de pousse´e orthoradiale.
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Chapter 2
E´nergie minimale
2.1 Moyennation
On conside`re le proble`me de controˆle a` donne´es pe´riodiques suivant : minimiser
la fonctionnelle
∫ lf
0
f0(l, x, u)dl pour les trajectoires du syste`me
dx
dl
= f(l, x, u), x ∈ X, u ∈ U,
avec conditions aux limites et lf fixe´s, sachant que f et f0 sont de´finies sur
S1 ×X × U . A` partir du (pseudo) hamiltonien, parame´tre´ par p0,
H(l, x, p, u) = p0f0(l, x, u) + 〈p, f(l, x, u)〉,
on de´finit le vrai hamiltonien en injectant un feedback dynamique u(l, x, p)
donne´ par le principe du maximum, H(l, x, p) = H(l, x, p, u(l, x, p)).
On s’inte´resse au syste`me pour les temps grands, l dans [0, lf ], de sorte que
le petit parame`tre est ε = 1/lf . Avec s = εl,
dx
ds
=
1
ε
∂H
∂p
(s/ε, x, p), s ∈ [0, 1],
=
1
ε
∂H
∂p
(s/ε, x, εq)
ou` q = p/ε. De meˆme,
dp
ds
= −1
ε
∂H
∂x
(s/ε, x, p), s ∈ [0, 1],
soit
dq
ds
= − 1
ε2
∂H
∂x
(s/ε, x, εq), s ∈ [0, 1].
On pose donc Gε(l, x, q) = (1/ε2)H(l, x, εq), w = (x, q), et on a encore
dw
ds
=
−→
Gε(s/ε, w), s ∈ [0, 1].
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La fonction couˆt est traite´e de la meˆme manie`re, selon
dx0
ds
= f0(s/ε, x, u(s/ε, x, εq)), s ∈ [0, 1].
Le nouvel Hamiltonien Gε de´pend en ge´ne´ral de ε, le cas remarquable e´tant
celui ou` H est quadratique en p : on a alors Gε = H.
Dans ce contexte, la comparaison entre un syste`me dx/ds = f(s/ε, x), ou`
f est pe´riodique par rapport a` sa premie`re variable, et le syste`me moyenne´
dx/dl = f(x) avec
f(x) =
1
2pi
∫ 2pi
0
f(l, x)dl,
est le´gitime´e par la remarque que, si g est une fonction lisse et pe´riodique, g(s/ε)
converge au sens des distributions vers g : si ϕ est une fonction test,
〈g(s/ε), ϕ〉D′,D =
∑
k∈Z
∫ 2(k+1)piε
2kpiε
f(s/ε)ϕ(s)ds
=
∑
k∈Z
∫ 2pi
0
f(τ − 2kpi)ϕ(ετ + 2kpiε)εdτ
=
∫ 2pi
0
f(τ)dτ
∑
k∈Z
ϕ(ετ + 2kpiε)ε
et la somme de Riemann dans l’inte´grande converge vers l’inte´grale de ϕ sur R,
soit g(s/ε) → g · 1R quand ε → 0. Plus pre´cise´ment, on a la convergence uni-
forme sur un intervalle de longueur 1/ε de la solution vers celle du moyenne´, la
condition initiale e´tant la meˆme, sous les hypothe`ses standards de [24], puisqu’on
peut e´videmment re´e´crire le syste`me non-moyenne´ pre´ce´dent sous la forme
x˙ = εf(l, x), t ∈ [0, 1/ε],
l˙ = 1,
avec l = s/ε = t. Dans le cas d’un syste`me Hamiltonien,
−→
H =
−→
H de sorte que
le calcul du moyenne´ se fait directement sur H.
L’e´quation de Kepler non controˆle´e est classiquement inte´grable, et le trans-
fert orbital en constitue une perturbation. Mais plutoˆt que de moyenner les
extre´males du temps minimal en utilisant le module de la pousse´e comme petit
parame`tre, on suit [40, 42] et on conside`re la minimisation de la norme L2 du
controˆle (ou e´nergie) a` temps final fixe´, sans contrainte sur la commande. On
note qu’en conse´quence des calculs de rang du 1.1, un tel syste`me n’admet pas
d’extre´male anormale. La relaxation ainsi effectue´e, qui consiste a` substituer
a` un proble`me sous-riemannien avec de´rive dont le temps final est libre et le
controˆle contraint, un proble`me sous-riemannien (pe´riodique) dont le temps final
est fixe´ et le controˆle non contraint, permet au 2.2 le calcul explicite du syste`me
hamiltonien moyenne´ dans le but d’obtenir une approximation inte´grable du
syste`me hamiltonien de de´part.
Proposition 13. E´tant donne´s deux points du domaine elliptique appartenant
a` une meˆme orbite du syste`me conside´re´, soit r1 la distance a` la collision d’une
trajectoire les joignant, et soit tf supe´rieur au temps minimal pour la contrainte
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de´finie par r1. Il existe alors, sans contrainte uniforme sur le controˆle, une
trajectoire e´nergie minimale reliant ces deux points en temps tf et telle que
|q| ≥ r1.
On a en effet |q¨| ≤ 1/r21 + |u|, et ‖q˙‖∞ ≤ tf/r21 + ‖u‖1, d’ou` ‖(q, q˙)‖∞ ≤
φ(‖u‖1) avec
φ(v) = |q0|+ (1 + tf )
(
|q˙0|+ tf
r21
+ v
)
qui est croissante. On peut par conse´quent appliquer la condition suffisante de
[54] pour conclure a` l’existence de minimiseurs en norme Lp, p > 1. Concernant
le cas p = 1 qui correspond a` l’important proble`me de transfert a` consommation
minimale, on peut conjecturer sur la base des re´sultats de [46, 43] que l’existence
ne subsiste pas sans contrainte sur le controˆle.
Dans la mesure ou` l˙ = W 2/P 3/2 ne s’annule pas sur le domaine elliptique
coplanaire (W = 1+ex cos l+ey sin l), on peut reparame´triser les trajectoires par
la longitude cumule´e, l ∈ R, qu’il convient de distinguer de la longitude l ∈ S1.
Les re´sultats de controˆlabilite´ du 1.1 sont en particulier obtenus relativement a`
l dans S1. Les orbites du syste`me reparame´trise´ par la longitude se de´duisent
des pre´ce´dentes par projection sur la base du domaine elliptique. En lien avec
le phe´nome`ne d’incomple´tude observe´ au 2.4 et au 2.5, la singularite´ l˙ = 0
(due, entre autres, au bord parabolique) complique les re´sultats d’existence a`
longitude finale fixe´e et temps final libre.
2.2 Proble`mes sous-riemanniens pe´riodiques
Soit X une varie´te´ de dimension n, et soient F1, . . . , Fm des champs de vecteurs
parame´tre´s par l dans S1,
Fi(l, x) ∈ TxX, l ∈ S1, x ∈ X.
Soit g une fonction lisse et strictement positive sur S1×X, on de´finit le proble`me
sous-riemannien pe´riodique de minimisation de la fonctionnelle∫ lf
0
|u|2 dl
g(l, x)
→ min
pour le syste`me
dx
dl
=
1
g(l, x)
m∑
i=1
uiFi(l, x), x ∈ X, u ∈ U = Rm,
ou` les extre´mite´s x0, xf et le temps final lf sont fixe´s. Les extre´males normales
du syste`me sont les courbes inte´grales du hamiltonien
H(l, x, p) =
1
2g(l, x)
m∑
i=1
H2i (l, x, p),
avec la notation usuelle Hi = 〈p, Fi(l, x)〉 pour les rele`vements. Ce hamiltonien
e´tant quadratique en p, le moyenne´ est d’apre`s le 2.1 donne´ par
H(x, p) =
1
2pi
∫ 2pi
0
H(l, x, p)dl.
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Bien clairement, H de´finit encore une forme quadratique sur les fibres de T ∗X
et, sur chacune d’elles,
Ker Hx =
⋂
l∈S1
Ker Hl,x
de sorte que le rang de la forme moyenne´e ne peut qu’augmenter. On sup-
pose de´sormais que ce rang est partout maximum et que Hx de´finit une struc-
ture riemannienne sur le cotangent [45]. Il existe alors n champs de vecteurs
inde´pendants, F 1, . . . , Fn, tels que le hamiltonien moyenne´ s’e´crit comme une
somme de carre´s,
H(x, p) =
1
2
n∑
i=1
〈p, F i(x)〉2,
c’est-a`-dire comme le hamiltonien du proble`me Riemannien de´fini par cette dis-
tribution:
x˙ =
n∑
i=1
uiF i(x),
∫ tf
0
|u|2dt→ min .
On peut donc de´finir une me´trique sur X, unique modulo la re´duction de Gauss
effectue´e sur la forme quadratique moyenne´e.
Dans le cas du transfert, coplanaire tout d’abord, le re´sultat de la moyenna-
tion en coordonne´es (P, ex, ey) est le suivant.
Proposition 14. Le hamiltonien moyenne´ est calcule´ a` partir des re´sidus au
poˆle z = (−1 + √1− e2)/e de fractions rationnelles dans C(z, ex, ey), ou` e =
ex + iey est l’excentricite´ complexe. On a
H =
P 5/2
4(1− e2)5/2
[
4p2PP
2
(
−3 + 5
1− e2
)
+ p2ex
(
5(1− e2) + e2y
)
+ p2ey
(
5(1− e2) + e2x
)
− 20pP pexPex − 20pP peyPey − 2pexpeyexey
]
.
Le hamiltonien moyenne´ est de rang maximal trois et provient d’une me´trique
riemannienne.
Un re´sultat remarquable duˆ a` [40, 42] est l’existence de coordonne´es orthog-
onales.
Proposition 15. En coordonne´es (n, e, ω) ou` n est l’anomalie moyenne, P =
(1− e2)/n2/3, e = e exp(iω), le hamiltonien moyenne´ s’e´crit
H =
1
2n5/3
[
9n2p2n +
5
2
(1− e2)p2e + (5− 4e2)
p2ω
2e2
]
,
et la me´trique riemmanienne correspondante est
g =
1
9n1/3
dn2 +
2n5/3
5(1− e2)de
2 +
2n5/3
5− 4e2 e
2dω2.
Il est tout aussi remarquable que les meˆmes coordonne´es soient encore or-
thogonales pour le hamiltonien moyenne´ en mono-entre´e tangentiel [7, 38]. En
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non-coplanaire, la de´rive´e temporelle de la longitude de´pend aussi affinement du
controˆle, et une approximation consiste a` ne´gliger cette de´pendance. Le terme
supple´mentaire qui re´sulte de la moyennation de l’action de la pousse´e hors plan
se calcule alors explicitement avec l’approche pre´ce´dente. Le hamiltonien com-
plet en dimension cinq est encore de rang maximum et se met sous la forme
H +H1. Le nouvel hamitonien H1 est associe´ a` un proble`me sous-riemannien
en dimension trois, et on a finalement la proposition suivante [8].
Proposition 16. Le hamiltonien H1 correspond au proble`me sous-riemannien
de´fini en dimension trois par la distribution de contact
(σ2 + 1)dω − (σ2 − 1)dΩ = 0
ou` σ = tan(i/2), et la me´trique
g1 =
1
(σ2 + 1)2
(
cos2 ω
K2
+ sin2 ω
)
dσ2 +
σ2
(σ2 − 1)2
(
sin2 ω
K2
+ cos2 ω
)
dω2
− 2σ cosω sinω
(σ2 + 1)(σ2 − 1)
(
1− 1
K2
)
dσdω (K > 1).
On se restreint dans la suite a` l’e´tude de la me´trique riemannienne du
proble`me coplanaire, en commenc¸ant par l’inte´grabilite´.
2.3 Inte´grabilite´ et courbure du moyenne´
On de´finit la compactification suivante. Soit Π la projection de S2 sur B1,
Π : (θ, ϕ) 7→ sinϕ exp(iθ),
poser e = sinϕ (et θ = ω) rele`ve sur S2 la me´trique induite par le transfert
coplanaire sur {n = cte}. La premie`re forme normale pour la nouvelle me´trique
sur X = R∗+ × S2 est obtenue en posant ensuite n = (5r/2)6/5, si bien que
g = dr2 +
r2
c2
(G(ϕ)dθ2 + dϕ2)
avec G et c respectivement fonction et constante positives (c > 0). Pour le
transfert (coplanaire moyenne´),
G(ϕ) =
5 sin2 ϕ
1 + 4 cos2 ϕ
et c =
√
2
5
ou` les deux poˆles en ϕ = 0 et pi ne sont dus qu’aux singularite´s des coordonne´es
sphe´riques. On note g2 = G(ϕ)dθ2 + dϕ2 la me´trique induite sur {r = c} ' S2.
La forme normale du hamiltonien correspondant est de meˆme
H =
1
2
p2r +
c2
r2
H2, H2 =
1
2
(
p2θ
G(ϕ)
+ p2ϕ
)
.
On en de´duit imme´diatement l’inte´grabilite´ au sens de Liouville.
Proposition 17. La coordonne´e θ est cyclique, et H, H2, pθ sont trois inte´-
grales premie`res inde´pendantes en involution.
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Le flot ge´ode´sique est donc inte´grable, ce que l’on ve´rifie e´galement en con-
statant que, sur le niveau {H = 1/2} d’un hamiltonien sous la forme normale
pre´ce´dente, la coordonne´e r2 est un polynoˆme du second degre´ en t inde´pendant
de G et c,
r2 = t2 + 2r0pr0t+ r
2
0.
L’algorithme d’inte´gration consiste alors a` faire le changement de temps dτ =
c2dt/r2, et on ve´rifie que
τ(t, r0, pr0) =
c2
r0 cosα0
[
arctan
(
t
r0 cosα0
+ tanα0
)
− α0
]
avec pr0 = sinα0.
Pour pr0 = ±1 (α0 = ±pi/2), pθ et pϕ sont identiquement nuls, donc θ et ϕ
constants, et on convient de poser τ = 0. La me´trique g2 est une me´trique de
Clairaut-Liouville [27, 35], classiquement inte´grable (d’ou`, a` nouveau, l’inte´gra-
bilite´ du syste`me complet en dimension trois). Les lignes de niveau de θ et ϕ
de´finissent respectivement les me´ridiens et les paralle`les (dont l’e´quateur pour
ϕ = pi/2).
Si V est le sous-espace engendre´ par ∂/∂θ et ∂/∂ϕ, la courbure sectionnelle
KV est [37]
KV =
R2323
| ∂∂θ ∧ ∂∂ϕ |2
ou` R est le tenseur de courbure et
R2323 = R(
∂
∂θ
,
∂
∂ϕ
,
∂
∂θ
,
∂
∂ϕ
).
On ve´rifie que la nullite´ de la courbure sectionnelle, clairement ne´cessaire a` la
platitude de la me´trique, est aussi suffisante. En effet, en utilisant la deuxie`me
forme normale
g = dr2 + r2(Γ(ψ)dθ2 + dψ2)
avec ψ = ϕ/c et Γ(ψ) = G(cψ)/c2, V est encore engendre´ par ∂/∂θ et ∂/∂ψ, et
dans ces coordonne´es,
KV = −F + F
′′
r2F
, F =
√
Γ.
Si KV est nulle, F peut eˆtre normalise´e a` sinψ et on a g = dr2+ r2(sin2 ψdθ2+
dψ2), c’est-a`-dire la me´trique plate en coordonne´es sphe´riques.
Proposition 18. La me´trique associe´e au transfert n’est pas plate, mais asymp-
totiquement plate,
KV =
1− 24 cos2 ϕ− 16 cos4 ϕ
r2(1 + 4 cos2 ϕ)2
→ 0, r →∞.
On calcule e´galement la courbure de Gauss de g2,
K = − 1√
G
d2
√
G
dϕ2
·
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Proposition 19. Soit G(ϕ)dθ2+dϕ2 une me´trique de Clairaut-Liouville. L’in-
te´grale premie`re line´aire pθ ve´rifie la relation de Clairaut pθ = cos(φ)
√
G(ϕ),
ou` φ est l’angle de la ge´ode´sique avec un paralle`le. Dans le cas du transfert, la
courbure de Gauss est
K =
5(1− 8 cos2 ϕ)
(1 + 4 cos2 ϕ)2
·
La courbure obtenue diffe`re logiquement de la courbure sectionnelle, et la
non nullite´ de la deuxie`me forme fondamentale traduit le fait que l’injection de
Y = {r = c} ' S2 dans X n’est pas ge´ode´sique : les ge´ode´siques de Y n’en sont
pas sur X (c’est e´vident, par exemple en remarquant que r2 n’est pas constant
de`s que pr0 est diffe´rent de ze´ro, c’est-a`-dire de`s qu’on a une ge´ode´sique non
re´duite a` un point sur Y ).
Le caracte`re cyclique de la coordonne´e θ invite a` chercher une surface de
re´volution deR3 sur laquelle la me´trique plate se restreindrait en G(ϕ)dθ2+dϕ2.
Or, soit
x = a(ϕ) cos θ, y = a(ϕ) sin θ, z = b(ϕ)
le plongement de S2 dans R3 de´finissant une telle varie´te´ (avec a et b pi-
pe´riodiques), la me´trique de Clairaut induite est
a2(ϕ)dθ2 +
(
a′2(ϕ) + b′2(ϕ)
)
dϕ2,
de sorte que l’on est amene´ a` re´soudre le syste`me
a2 = G,
a′2 + b′2 = 1.
Une condition ne´cessaire est par conse´quent
G′2
4G
≤ 1,
et l’obstruction dans le cas du transfert en re´sulte imme´diatement puisqu’alors,
G′2
4G
=
125
4
Q(1 + 4 cos2 ϕ)
avec Q(Y ) = 1/Y 2 − 1/Y 3, si bien que le maximum vaut (5/3)3 > 1. En
d’autres termes, la courbure ne peut provenir de la surface seule, et la proprie´te´
remarquable suivante vient de la comparaison avec l’ellipso¨ıde.
Proposition 20. La me´trique de Clairaut du transfert est conforme a` la me´tri-
que plate sur l’ellipso¨ıde oblat de demi-petit axe 1/
√
5.
La restriction de la me´trique plate g0 = dx2 + dy2 + dz2 a` l’ellipso¨ıde Eµ de
re´volution de demi-grand axe unite´ et de demi-petit axe 0 < µ ≤ 1 plonge´ dans
R3 selon
x = sinϕ cos θ, y = sinϕ sin θ, z = µ cos θ
est en effet
sin2 ϕdθ2 + Eµ(ϕ)dϕ2
avec
Eµ(ϕ) = µ2 + (1− µ2) cos2 ϕ.
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On remarque alors que, dans le cas du transfert,
G(ϕ)dθ2 + dϕ2 =
sin2 ϕ
(1/5) + (4/5) cos2 ϕ
dθ2 + dϕ2,
=
sin2 ϕ
Eµ(ϕ)
dθ2 + dϕ2
avec µ = 1/
√
5, de sorte qu’on a bien
g2 =
1
Eµ(ϕ)
g0|Eµ .
On en de´duit en particulier une homotopie permettant de connecter sur S2 la
restriction de la me´trique plate a` celle du transfert, consistant a` faire passer
continuˆment µ de 1 a` 1/
√
5. Les ge´ode´siques sur l’ellipso¨ıde pour chacune des
deux me´triques sont pre´sente´es Fig. 2.1.
2.4 Analyse dans les demi-plans me´ridiens
Le demi-plan me´ridien de´fini par θ0 est la sous-varie´te´ {r > 0, |ϕ| < pi/2, θ =
θ0} de X = R∗+ × S2. Par syme´trie, tous les demi-plans me´ridiens sont isome´-
triques a` celui de´fini par θ0 = 0, note´ X0. En coordonne´es (r, ψ), X0 est e´gal a`
{r > 0, |ψ| < pi/(2c)} et la restriction de la me´trique y est donne´e sous la forme
polaire g|X0 = dr
2 + r2dψ2.
Proposition 21. La restriction de la me´trique a` un demi-plan me´ridien est
plate, et les trajectoires optimales associe´es du transfert coplanaire moyenne´
sont des droites dans les coordonne´es x = r sinψ, z = r cosψ avec r = 2n5/6/5
et ψ =
√
5/2 arcsin e.
Le re´sultat s’applique notamment aux transferts vers les cibles circulaires,
dont la ge´ostationnaire, cibles pour lesquelles ω = θ est libre a` l’instant final
donc constant par transversalite´.
Corollaire 1. Les demi-plans me´ridiens sont ge´ode´siquement convexes si et
seulement si c ≥ 1.
En transfert orbital, c =
√
2/5 < 1 donc on n’a pas convexite´ ge´ode´sique et
il existe des conditions aux limites pour lesquelles on perd l’existence de trajec-
toires optimales sur le moyenne´ (condition d’e´toilement du demi-plan me´ridien
par rapport au point initial). La me´trique n’est a fortiori pas comple`te, et les
sphe`res de grand rayon ne sont pas compactes en application du the´ore`me de
Hopf-Rinow. L’incomple´tude a deux causes : d’une part l’existence des se´pa-
ratrices {ϕ = ϕ0} = {ψ = ψ0} le long desquelles on observe un contact avec
le bord du domaine en r = 0, d’autre part les contacts des autres ge´ode´siques
avec le bord parabolique {e = 1} (i.e. |ψ| = ψc = pi/(2c)). Les figures 2.2 et
2.3 illustrent ces diffe´rentes situations. Les ge´ode´siques et les sphe`res associe´es
sont repre´sente´es Fig. 2.4.
On analyse pour finir le contact avec le bord du demi-plan. En coordonne´es
(n, e), X0 = {n > 0, |e| < 1}, et le sous syste`me sur (e, pe) est re´gi par les
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Figure 2.1: Ge´ode´siques sur l’ellipso¨ıde oblat de demi-petit axe 1/
√
5 : restric-
tion de la me´trique plate en haut, me´trique du transfert coplanaire moyenne´ en
bas.
e´quations suivantes :
e˙ =
5(1− e2)
2n5/3
pe,
p˙e =
5e
2n5/3p2e
·
A` l’exception de la se´paratrice qui re´alise le contact avec le bord du domaine
en n = 0, l’anomalie moyenne est strictement positive le long des ge´ode´siques
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xz
ψc
Xa0
Xb0X
b′
0
x
z
ψc
Xc0
Xd0X
d′
0
Figure 2.2: Existence et comple´tude des ge´ode´siques (1). Sur la gauche, pour
les points dans Xa0 il existe des ge´ode´siques vers n’importe quelle cible puisque
X0 est e´toile´ par rapport a` de tels points. Re´ciproquement, pour les points dans
Xb0 (resp. X
b′
0 ), l’existence est perdue pour les cibles telles que ψ ≤ ψ0−pi (resp.
ψ ≥ ψ0 + pi). Sur la droite, les contacts avec ∂X0 sont classifie´s selon que le
contact a lieu avec {r = 0} pour les points initiaux dans Xc0 , ou avec {e = 1}
(resp. {e = −1}) pour ceux dans Xd0 (resp. Xd
′
0 ).
x
z
ψc
(x0, z0)Xe0(x0, z0)
Xf0 (x0, z0)
x
z
ψc
(x0, z0)
Xe0(x0, z0)
Xf0 (x0, z0)
Xg0 (x0, z0)
Figure 2.3: Existence et comple´tude des ge´ode´siques (2). E´tant donne´ (x0, z0)
dans X0, les cibles sont classifie´es en trois cate´gories. Tout d’abord celles
dans Xe0(x0, z0) : les ge´ode´siques existent et sont comple`tes. Deuxie`mement,
celles dans Xf0 (x0, z0) pour lesquelles les ge´ode´siques existent mais ne sont plus
comple`tes a` cause du contact avec le bord du demi-plan me´ridien. Finalement,
celles dans Xg0 (x0, z0) vers lesquelles il n’existe pas de ge´ode´sique (a` droite).
et on utilise le changement de temps dτ = 5dt/(2n5/3). Le syste`me pre´ce´dent
devient (′ = d/dτ)
x′ = (1− x2)y,
y′ = xy2
sur R2. En dehors des branches y = 0, x = cte, on pose w = 1/y pour e´tudier
le contact avec |x| = 1, soit
x′ =
1− x2
w
,
w′ = −x
sur R2\∆0, ∆0 = {w = 0}. Les trajectoires sont des coniques (e´ventuellement
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Figure 2.4: Ge´ode´siques en coordonne´es (n, e) dans le demi-plan me´ridien
(θ0 = 0) partant de (n0, ex0) = (1, 7.5e − 1). Les points indiquent les sphe`res
riemanniennes. La condition initiale est classifie´e comme a` la Fig. 2.2 et appar-
tient a` Xb0 ∩Xd0 , et il n’existe pas de ge´ode´sique vers ex trop proche de −1. La
perte de compacite´ des sphe`res est due au contact avec le bord parabolique en
ex = 1.
de´ge´ne´re´es) centre´es sur l’origine et passant par ±(1, 0) (cf. Fig. 2.5) :
x2 + Cw2 = 1
ou` C est (i) strictement positive sur {|x| < 1} (les trajectoires sont des ellipses),
(ii) nulle sur les branches {x = ±1} (le sens de parcours est encore donne´ par
w′ = −x), (iii) strictement ne´gative sur {|x| > 1} (les trajectoires sont des
hyperboles). En rajoutant une droite a` l’infini ∆∞ = R× {ω} pour prendre en
compte les solutions y = 0, x = cte, on obtient le flot sur l’ouvert
Ω = (R2\∆0) ∪∆∞.
On perd l’unicite´ en les deux points de contact ±(1, 0).
Proposition 22. Par tout point de Ω passe une trajectoire qui se prolonge
de manie`re unique en une trajectoire lisse et comple`te, ce prolongement e´tant
pe´riodique sur Ω ∩ {|x| < 1}. Le contact avec |x| = 1 est d’ordre deux.
Cette analyse est suffisante pour l’e´tude du syste`me de de´part puisque
e˙ = e′τ˙ ,
e¨ = e′′τ˙2 + e′τ¨ .
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Figure 2.5: Trajectoires du syste`me. On a utilise´ le plongement du plan avec une
droite a` l’infini, R2∪∆∞, dansR3 ' R×C de´fini par z+iy = exp(2i arctan w).
On observe la droite a` l’infini en y = 0, z = −1.
Puisqu’en |e| = 1 les de´rive´es premie`re et seconde de τ sont bien de´finies (cf.
n˙ = 9n1/3pn), la premie`re e´tant non nulle, on a encore e˙ = 0 et e¨ = e′′τ˙2 6= 0,
et le contact est d’ordre deux d’apre`s ce qui pre´ce`de.
Dans la mesure ou` le contact |e| = 1 co¨ıncide avec une singularite´ pour la co-
ordonne´e polaire ψ = (1/c) arcsin e, c =
√
2/5, on fait e´galement l’analyse dans
ces coordonne´es. En e = 1, par exemple, on peut au vu des calculs pre´ce´dents
e´crire e = 1− αt2/2 + o(t2) avec α = −e¨|e=1 6= 0, de sorte que
ψ˙ =
1
c
−αt+ o(t)√
αt2 + o(t2)
,
= −
√
α
c
sgn(t) + o(1),
et ψ˙+ = −ψ˙− au point de contact.
Clairement, tout point ge´ode´siquement accessible a` l’aide d’une re´flexion l’est
aussi par une trajectoire sans re´flexion et strictement plus courte (cf. Fig. 2.6) :
le contact correspond donc a` une perte d’optimalite´.
Proposition 23. Le contact avec le bord parabolique se traduit en coordonne´es
plates x = r sinψ, z = r cosψ par une re´flexion. Les points du bord du domaine
forment une enveloppe pour les ge´ode´siques et s’interpre`tent (hors l’origine)
comme des points conjugue´s.
Ces re´flexions et le phe´nome`ne d’enveloppe associe´ trouvent leur interpre´ta-
tion naturelle a` la section suivante graˆce a` la compactification de {|e| < 1} en
S2 de´finie au de´but du 1.3.
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Figure 2.6: Re´flexion au niveau du contact e = 1.
2.5 Points conjugue´s, analyse globale
On se place sur Y = {r = c} ' S2 munie de la me´trique g2, l’objectif e´tant de
montrer que l’e´tude de la varie´te´ riemannienne (X, g), avec X = R∗+ × S2 et
g = dr2 + (r2/c2)g2, se rame`ne entie`rement, par projection, a` celle de (Y, g2).
Cette dernie`re est compacte, donc comple`te, et on peut se limiter a` conside´rer
expy0 = expy0,1 graˆce a` la proprie´te´ d’homoge´ne´ite´
expy0,t(λq0) = expy0,λt(q0),
ou` q0 = (pθ0, pϕ0). La comple´tude assure que l’exponentielle est de´finie sur toute
la fibre L0 = T ∗y0Y , et les points conjugue´s sont ses valeurs critiques, c’est-a`-
dire les singularite´s lagrangiennes de la projection Π : T ∗Y → Y restreinte
a` la sous-varie´te´ lagrangienne L = L1 = exp
−→
H2(L0). L’ensemble des points
conjugue´s forme la caustique, et le lieu conjugue´ C(y0) est le lieu des premiers
points conjugue´s. Le the´ore`me de Jacobi classique assure l’optimalite´ C 0-locale
d’une ge´ode´sique jusqu’au premier point conjugue´.
On se restreint en pratique au niveau {H2 = 1/2}, ce qui a pour effet de
parame´triser les ge´ode´siques par leur longueur. Soit alors
Λ0 = T ∗y0Y ∩ {H2 = 1/2} ' S(T ∗y0Y ),
le groupe a` un parame`tre exp t
−→
H2 de´finit le flot ge´ode´sique [24] sur le fibre´ des
e´le´ments de contacts oriente´s S(T ∗Y ), et envoie Λ0, sous-varie´te´ legendrienne
sur Λt, e´galement legendrienne. Par de´finition, le front d’onde est la projection
W (y0, t) = Π(Λt) dont les singularite´s legendriennes parcourent la caustique de
L (cf. Fig. 2.8).
Le temps σ sur le niveau {H2 = 1/2} est donne´ par le temps τ a` un facteur
pre`s, soit
σ(t, r0, pr0) = c
[
arctan
(
t
r0 cosα0
+ tanα0
)
− α0
]
avec pr0 = sinα0,
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et
sup
|pr0|<1
sup
t≥0
σ(t, r0, pr0) = cpi.
Cette borne supe´rieure n’est pas atteinte et inde´pendante de la condition initiale
r0. Alors que X n’est jamais comple`te a` cause de l’existence des se´paratrices
{ϕ = cte} contenues dans les demi-plans me´ridiens, elle peut ne´anmoins eˆtre
ge´ode´siquement convexe.
Si le diame`tre de Y est supe´rieur a` cpi, (X, g) n’est clairement pas ge´ode´-
siquement convexe, comme on le voit sur le cas limite c = 1 et g me´trique
plate (G(ϕ) = sin2 ϕ) : X est isome´trique a` R3\{0} qui n’est pas convexe.
Re´ciproquement, si le diame`tre est strictement infe´rieur a` cpi, les projete´s y0,
yf de deux points arbitraires x0, xf de X sont relie´s par une ge´ode´sique γ sur
Y (qui est comple`te), de longueur l(γ) < cpi. En excluant le cas trivial ou` les
deux points de X sont sur une se´paratrice, cette ge´ode´sique se remonte en une
ge´ode´sique surX si et seulement s’il existe une solution (t, pr0) dansR∗+×]−1, 1[
au syste`me
t2 + 2r0pr0t+ r
2
0 = r
2
f ,
σ(t, r0, pr0) = l(γ).
On ve´rifie ge´ome´triquement que l’hyperbole (e´ventuellement de´ge´ne´re´e) de´finie
par la premie`re e´quation coupe toujours la deuxie`me courbe. On ne peut pour
autant pas garantir l’optimalite´ d’une telle ge´ode´sique sur X, de sorte que la
condition n’est que ne´cessaire.
Proposition 24. Une condition ne´cessaire de convexite´ ge´ode´sique pour (X, g)
est que le diame`tre de Y soit strictement infe´rieur a` cpi.
Les me´ridiens e´tant, inde´pendamment du choix de G, de longueur 2pi, le
diame`tre de Y est toujours minore´ par pi et on retrouve le re´sultat du Corollaire
1 quand c > 1. Dans le cas du transfert orbital, le de´faut de surjectivite´ de
l’exponentielle est mesure´, comme on le voit Fig. 2.7, par le contour apparent
ge´ne´re´ par la projection de la sphe`re de rayon cpi de S2 sur {e ≤ 1}. On
observe e´galement les re´flexions sur le bord parabolique analyse´es au 1.4 qui
s’interpre`tent comme les projections des ge´ode´siques du compactifie´ contenues
dans l’he´misphe`re syme´trique de celui auquel appartient le point initial.
Le transport de proprie´te´s de Y vers X s’e´tend e´galement a` l’analyse de
l’optimalite´ des ge´ode´siques. On note Bo(y0, σ) la boule ouverte de centre y0 et
de rayon σ.
Proposition 25. Soit x0 ∈ X, x appartient a` C(x0) si et seulement si y ap-
partient a` C(y0) ∩Bo(y0, cpi).
Il suffit en effet de remarquer que l’exponentielle sur le niveau {H = 1/2} se
calcule selon
expx0,t(p0) =
(
r(t, r0, pr0), expy0,σ(t,r0,pr0)(q0/
√
2H2 )
)
avec √
2H2 =
r0
√
1− pr20
c
,
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Figure 2.7: Non convexite´ ge´ode´sique du transfert orbital. Le contour appa-
rent est la projection de la sphe`re de rayon pi
√
2/5 de S2 et illustre le de´faut
de surjectivite´ de l’application exponentielle pour e0 = 9.5e − 1, ainsi que les
re´flexions sur le bord parabolique qui permettent d’interpre´ter une partie de ce
dernier comme une enveloppe d’extre´males.
de sorte qu’un simple calcul de rang montre qu’un point conjugue´ sur X induit
bien un point conjugue´ sur Y a` condition que le temps σ y soit non nul : un calcul
direct de champ de Jacobi le long des se´paratrices montre qu’elles sont sans point
conjugue´. Re´ciproquement, tout point conjugue´ en temps infe´rieur a` cpi sur Y
se remonte en un point conjugue´ sur X en utilisant la meˆme construction qu’a`
la Proposition 24.
Si L(x0) de´signe la ligne de partage, c’est-a`-dire l’ensemble des points ou`
deux ge´ode´siques minimisantes d’e´gales longueurs issues de x0 se recoupent, on
a le meˆme type de re´sultat.
Proposition 26. Soit x0 ∈ X, si x appartient a` L(x0) alors y appartient a`
L(y0) ∩Bo(y0, cpi).
Le lieu de coupure Cut(x0) apre`s lequel les ge´ode´siques issues de x0 perdent
leur optimalite´ globale contenant les points de la ligne de partage et du lieu
conjugue´ (et uniquement ceux-ci dans le cas complet [37, 50]), on en de´duit
une condition ne´cessaire d’optimalite´ globale a` l’aide de la notion de rayon
d’injectivite´.
De´finition 3. Le rayon d’injectivite´ de la varie´te´ riemannienne Y est de´fini
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comme la borne infe´rieure des distances d’un point a` son lieu de coupure,
i(Y ) = inf
y∈Y
d(y,Cut(y)).
The´ore`me 4. Une condition ne´cessaire d’optimalite´ globale pour une me´trique
dr2 + (r2/c2)(G(ϕ)dθ2 + dϕ2) sur X = R∗+ × S2 est que le rayon d’injectivite´
de Y = {r = c} soit supe´rieur a` cpi.
Le cas limite est atteint pour la me´trique plate et c = 1 (pas de point cut
sur R3\{0} dans le cas plat).
L’application au transfert requiert l’estimation du rayon d’injectivite´. Sur
Y , compacte, on sait [37] que si la distance a` Cut(y0) est atteinte en un point y1,
celui-ci est soit conjugue´ a` y0, soit l’intersection de deux ge´ode´siques qui sont
les deux moitie´s d’une meˆme courbe ferme´e. Or, la courbure de Gauss e´tant
majore´e par 5 d’apre`s la Proposition 19, pi/
√
5 est une borne infe´rieure sur les
temps conjugue´s. Cette borne est optimale. En effet, la courbure est constante
et e´gale a` 5 le long de la ge´ode´sique pe´riodique de´finie par l’e´quateur, {ϕ = pi/2},
aussi le premier temps conjugue´ y est e´gal a` pi/
√
5 (atteint en θ = ±pi/5). Il suffit
donc pour conclure de minorer les ge´ode´siques pe´riodiques. Comme dans le cas
de la me´trique plate conforme´ment e´quivalente sur l’ellipso¨ıde, les plus courtes
sont les me´ridiens dont on e´value directement la demi-longueur a` pi > pi/
√
5.
Proposition 27. Le rayon d’injectivite´ de la me´trique de Clairaut associe´e au
transfert coplanaire moyenne´ est pi/
√
5, et il existe des points de coupure pour
la me´trique sur R∗+ × S2.
Concernant le transfert a` proprement parler, reste finalement a` e´valuer l’ima-
ge du lieu de coupure en un point apre`s projection de S2 sur {e ≤ 1}. La
me´trique de Clairaut du transfert e´tant analytique sur S2, on sait [57, 44] que
le lieu de coupure est un arbre fini dont les extre´mite´s sont des singularite´s
du lieu conjugue´, re´duit dans certains cas a` une branche simple. On dispose
dans ce sens du re´sultat de [64]. Sous l’hypothe`se que la courbure de Gauss
de la me´trique de Clairaut est croissante le long des demi-me´ridiens, le lieu de
coupure d’un point est contenu dans le paralle`le antipodal {ϕ = pi − ϕ0}. Bien
que l’hypothe`se ne soit pas ve´rifie´e ici puisque la courbure passe sur [0, pi/2] par
un minimum en ϕ = pi/4, on peut conclure en estimant les points conjugue´s a`
l’aide des simulations nume´riques (cf. Fig. 2.8). Une telle estimation est en effet
suffisante dans la mesure ou` l’existence de la syme´trie discre`te ϕ 7→ pi − ϕ sur
la me´trique indique la ligne de partage, et parce-qu’il existe ne´cessairement des
points conjugue´s dans une re´gion borde´e par des ge´ode´siques qui se recoupent
[39, 61, 62].
The´ore`me 5. Le lieu de coupure de la me´trique de Clairaut du transfert sur
S2 est un arc contenu dans le paralle`le antipodal du point conside´re´.
Les points antipodaux au point initial ne pouvant eˆtre atteints qu’en passant
l’e´quateur, c’est-a`-dire, en projection, qu’apre`s re´flexion sur le bord parabolique
(cf. Fig. 2.9), on a le re´sultat final.
Corollaire 2. Le lieu conjugue´ et la ligne de partage en dimension trois du
transfert orbital coplanaire moyenne´ sont toujours vides.
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Figure 2.8: Front d’onde, lieu conjugue´ et lieu de coupure pour e0 = 9.5e − 1.
Le lieu conjugue´ est une de´formation de l’astro¨ıde obtenu pour la restriction
de la me´trique plate a` l’ellipso¨ıde, avec quatre cusps. Deux de ces cusps sont
des points cut qui de´limitent le lieu de coupure qui passe par les points de self-
intersection du front d’onde, et dont on ve´rifie qu’il est contenu dans le paralle`le
antipodal a` ϕ0 (cf. repre´sentation en coordonne´es (θ, ϕ)). On observe sur
l’ellipso¨ıde la bifurcation du front d’onde, et les singularite´s en queue d’aronde
qui se forment s’inscrivent sur la caustique (on voit ainsi apparaˆıtre le second
lieu conjugue´).
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Figure 2.9: Ge´ode´siques et front d’onde du transfert pour e0 = 9.5e − 1. On
observe sur le premier graphe les ge´ode´siques pour diffe´rentes valeurs de pr0,
c’est-a`-dire diffe´rentes parame´trisations du temps en projection (laquelle projec-
tion sur {e ≤ 1} est celle pre´sente´e Fig. 2.7). Les points cut qu’on peut deviner
apparaissent apre`s re´flexion sur le bord elliptique. Le second graphe pre´sente
deux sphe`res de rayons diffe´rents. Il s’agit plus pre´cise´ment du front d’onde
(prolonge´ au dela` de la re´flexion sur le bord parabolique) pour la plus grande,
les singularite´s observables provenant du passage par des points cut.
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Re´sume´. Le proble`me conside´re´ est celui du controˆle optimal des transferts or-
bitaux (proble`me propose´ par le Centre National d’E´tudes Spatiales). Le mode`le
retenu est l’e´quation de Kepler controˆle´e, la loi de commande e´tant la pousse´e
d’un engin spatial en orbite autour de la Terre. Les contributions concernent
d’une part le temps minimal, d’autre part la moyennation du proble`me de la
minimisation de l’energie. L’action du controˆle peut eˆtre conside´re´e comme la
perturbation d’un syste`me inte´grable, perturbation dont la moyennation fournit
une approximation dont on ve´rifie qu’elle est encore inte´grable. Un objet fon-
damental dans l’e´tude est l’application exponentielle de´finie par le flot extre´mal
du proble`me de controˆle. Ses proprie´te´s renseignent sur l’existence de solu-
tion, ainsi que sur l’optimalite´ locale ou globale des extre´males du proble`me.
Parmi les re´sultats obtenus, on peut citer la mise en e´vidence de l’existence
de Pi-singularite´s et de points conjugue´s en temps minimal, la platitude de la
me´trique associe´e par la moyennation au transfert a` e´nergie minimale vers les
orbites circulaires (les trajectoires optimales sont des droites), ainsi que la ca-
racte´risation du lieu de coupure du moyenne´ par comparaison avec la restriction
de la me´trique plate a` un ellipso¨ıde de re´volution.
Mots-cle´s. Transfert orbital, controˆle en temps ou e´nergie minimale, condi-
tions de points conjugue´s, moyennation
Classification MSC2000. 49K15, 70Q05
Abstract. The optimal control of orbital transfers is considered (problem pro-
posed by the French Space Agency). The model is the controlled Kepler equa-
tion where the command law is the thrust of a spacecraft in orbit around the
Earth. The contributions are twofold and deal with minimum time as well as
with averaging of the energy minimization problem. The action of the control
may be seen as the perturbation of an integrable system. Averaging then pro-
vides an approximation of this perturbation which turns to remain integrable.
The exponential mapping defined by the extremal flow of the control problem
is a fundamental object in this study. This mapping carries information about
existence of solution, and local or global optimality of extremals. The obtained
results comprise the evidence of Pi-singularities and conjugate points in mini-
mum time, the flatness of the metric associated with energy minimum transfers
towards circular orbits by averaging (optimal trajectories are straight lines),
and the characterization of the cut locus of the averaged thanks to a compari-
son with the restriction of the flat metric to an ellipsoid of revolution.
Keywords. Orbital transfer, minimum time or energy control, conjugate point
conditions, averaging
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