A fast direct (non iterative) solution method for the Method of Moments (MoM) in Electromagnetics is proposed. The method uses the well known Matrix Decomposition Method (MDA) and Singular Value Decomposition (SVD) to achieve block-wise compression of the MoM impedance matrix, followed by a block-wise LU factorization that preserves the initial compression. A number of examples are presented involving problems ranging from ten to seventy thousand unknowns.
INTRODUCTION
In recent years, a wide range of methods have been developed for accelerating the solution of electromagnetic scattering and radiation problems with the Method of Moments (MoM). Many of these methods rely on the subdivision of the problem geometry into sub-scatterers, often recursively (multilevel). The interactions between these subscatterers correspond to sub-matrices of the MoM impedance matrix. The acceleration methods exploit the well known fact that for well separated sub-scatterers, the corresponding sub-matrices are low-rank and can be effectively compressed, using either techniques based on the problem physics, like the Fast Multipole Method (FMM, [1] ) and the Matrix Decomposition Method (MDA, [2, 3, 4] ) or purely mathematical methods, for example [5] . The compressed impedance matrix is then used in the repeated matrix-vector products at the core of iterative solution methods for matrix equations such as the Generalized Minimum Residual method (GMRES, [6] ) or the Stabilized Biconjugate Gradient method (BiCGStab, [7] ).
However, the efficiency of the iterative solution of a linear system depends on the condition of the coefficient matrix. Certain problems can yield badly conditioned matrices, leading to very slow convergence, or even failure to converge. Furthermore, the behaviour is generally difficult to predict. Another drawback of iterative methods as compared to a direct solution by LU factorization shows up when the system must be solved for many different independent vectors (incident field-or excitation vectors). The iterative methods need to repeat the bulk of the computational work with every independent vector, while the LU factorization of the impedance matrix can be reused for any number of independent vectors. Because of the above reasons, direct solution of the linear system remains a viable alternative for problems small enough to allow for it.
In this paper we propose a method to accelerate the direct solution of the MoM linear system, the Compressed Block LU method (CBLU). As the name says, it uses compression of sub-matrixes (blocks), as do most of the aforementioned iterative techniques. The method is based on an algorithm we previously published in [8] and [9] in the framework of building an out-of-core preconditioner for iterative methods. The algorithm is a blocked version of LU factorization which preserves the compression of the original impedance matrix. Some typical examples of the method applied to typical scattering and radiation problems are presented. The examples demonstrate a gain in computational speed and storage reduction of one to two orders of magnitude when compared to straightforward LU factorization.
MATRIX COMPRESSION
In the MDA method, impedance matrix sub-blocks that represent well-separated (not touching) clusters of elementary scatterers or local basis functions, are not constructed straightforwardly. Instead, three matrices are constructed, using the technique described in [5] , the product of which approximates the original sub-block. For a sub-block Z [n] [m] which represents the action of a set of n elementary scatterers on another set of m elementary scatterers, we thus obtain
with p << n and q << m. In order to allow the preservation of the compression in the factorization step, the two outer matrices in (1) . A further compression can be obtained by applying a Singular Value Decomposition (SVD) to the inner matrix, and dropping all rows and columns corresponding to singular values below a chosen threshold with respect to the maximum singular value. The SVD yields two orthonormal outer matrices that can be multiplied into the orthonormal outer matrices of the compressed block without loss of orthonormality.
Ultimately we obtain
with s << n,m. The SVD is a computationally very expensive algorithm, but since it is being applied here to matrices of highly reduced dimensions, the relative extra cost is small in this context. However, 'adjacent' blocks (representing touching clusters of scatterers) cannot be pre-compressed with MDA so they are fully constructed and then compressed directly with thresholded SVD. This can be accelerated somewhat in the following way: The block is subdivided in one dimension into rectangular blocks. These are QRdecomposed. The R-factor (which is small and square) is SVD-compressed. Finally, the full block is reconstructed by concatenation and one last SVDcompression is applied to the, now smaller, full block. Nevertheless, for large problems, the 'adjacent' blocks represent the bulk of the work in the compression step. The diagonal blocks, representing the mutual interactions of elementary scatterers within the same cluster cannot be compressed.
COMPRESSED FACTORIZATION
Once the entire compressed impedance matrix is available, it is block LU factorized. The original matrix and the factorization are visualized in Fig. 1 . The CBLU factorization algorithm is given in Algorithm 1. In contrast to the common block LU algorithm from [10] , this algorithm, an adapted version of the one in [8] and [9] , only operates on the individual blocks of Fig. 1 . This is crucial for preserving the compression. In reality, all the non-diagonal blocks are in compressed form. For the block-block multiplications this is not a problem: the four inner matrices of the product are multiplied to form a new inner matrix. The summations in (3) and (4) are done by concatenation: the left matrices are concatenated horizontally, the inner matrices are concatenated diagonally and the right matrices are concatenated vertically. Of course this destroys the orthonormality and with every summation some compression is lost. So, after every evaluation of (3) and (4), the result is re-compressed and reorthonormalized. We have tested two strategies for this. The first one is to use SVD compression with the same threshold value as used for the original impedance matrix. This method will be referred to as SVD(τ), where τ is the threshold value. The second is to retain the same number of singular values as in the corresponding block of the original matrix. This method is denoted as SVD(=). The second method has the advantage that the resulting factorized matrix is always of exactly the same size as the original matrix. Depending on the type of problem, one or the other method yields slightly more accurate results. Finding the solution for a given independent vector is straightforward once the CBLU factorization is completed. It involves subdividing the independent vector into blocks corresponding to the matrix Impedance matrix CBLU factorization subdivision and back-substitution with the appropriate CBLU blocks.
NUMERICAL EXAMPLES
We present three numerical experiments, all of them concerning scattering or radiation from perfectly conducting structures in free space, discretized using RWG bi-triangular basis functions [11] . All three structures exhibit fourfold symmetry, which allowed us to generate a traditional direct LU solution as a reference. All computations were done in Matlab on a desktop computer with a 2.2 GHz processor.
Square plate
The first analysed structure was a flat 8λ×8λ plate illuminated by a perpendicular plane wave. The plate was discretized using N = 19040 RWG basis functions, which were sub-divided into 16 groups of approximately 1200 basis functions each. For this structure, the best results were obtained using SVD(=) in the factorization step (see Sec. 3). The results for two different compression threshold values τ are shown in Tab. I. Solving for the surface current once the CBLU factorization is done took 2 seconds. 
Sphere
The second structure was a perfectly conducting sphere of radius 1λ, discretized using N = 10200 RWG basis functions, subdivided into 26 groups. The compression step was done with SVD(0.001). As Tab. II shows, for this structure, using SVD(τ) in the factorization step is more accurate, though the factored matrix has slightly grown. Solving for the current by back-substitution took 1 second. 
X-band horn
The last structure we analyzed was a pyramidal X-band horn, fed by a dipole inside a rectangular monomode waveguide of length 2λ. The horn height was 8λ and its aperture 3λ×4λ. For convergent results in the radiation pattern, it was necessary to use N = 69228 RWG basis functions [12] . We used 44 blocks, and the matrix compression was done with SVD(0.001). Tab. III shows the performance of CBLU, using SVD(0.001) in the factorization. Fig. 2 shows the surface current distribution on the horn as calculated with CBLU and the radiation pattern, compared with measurement and with aperture theory. 
Figure 2. Current distribution (real part) on X-band horn (a) and radiation pattern (b).
Clearly, the CBLU result (which is indistinguishable from the direct LU result with fourfold symmetry) corresponds best with the measurements. Solving for the current took 17 seconds.
CONCLUSION
We have presented a fast direct solution method for the Method of Moments in Electromagnetics. Problems of intermediate size (10 to 50 thousand unknowns) can be solved in reasonable time (minutes to hours) on a desktop computer, requiring a few hundreds to thousands of MB of memory. Although the presented examples were restricted to perfectly conducting surfaces in free space, the method is independent of the problem Green's function and therefore directly applicable to any problem amenable to the MoM or for that matter to block-compressible linear systems in 
