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a b s t r a c t
Accurate distributions of the estimator of the tetrachoric correlation coefficient and, more
generally, functions of sample proportions for the 2 by 2 contingency table are derived.
The results are obtained given the definitions of the estimators even when some marginal
cell(s) are empty. Then, asymptotic expansions of the distributions of the parameter
estimators standardized by the population asymptotic standard errors up to order O(1/n)
and those of the studentized ones up to the order next beyond the conventional normal
approximation are derived. The asymptotic results can be obtained in a much shorter
computation time than the accurate ones. Numerical examples were used to illustrate
advantages of the studentized estimator of Fisher’s z transformation of the tetrachoric
correlation coefficient.
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1. Introduction
The tetrachoric correlation coefficient for 2× 2 contingency tables was introduced by Pearson [1] under the assumption
of there being a bivariate normal distribution with a population product–moment correlation ρ underlying the data. The
tetrachoric correlation coefficient is an estimator ρˆ of ρ. To obtain ρˆ from a 2× 2 contingency table, Pearson [1] developed
expressions involving an infinite series of ρ and its functions for the probability corresponding to a cell proportion in
the table. The probability is expressed from the following cumulative distribution function involving sign reversal(s) of
underlying variables X and Y when necessary:
Φ(x, y, ρ) =
∫ x
−∞
∫ y
−∞
φ(X, Y , ρ) dX dY , (1.1)
where φ(x, y, ρ) = 1
2pi(1− ρ2)1/2 exp
{
−x
2 + y2 − 2xyρ
2(1− ρ2)
}
. (1.2)
In order to obtain ρˆ, the computation of (1.1) is usually required. However, the infinite series formula proposed by
Pearson [1] involves the use of many terms for sufficient approximation. Owen [2], (Eq. (3.6)) used the following formula to
obtain tables for (1.1):
Φ(x, y, ρ) =
∫ ρ
0
φ(x, y, r) dr + Φ(x)Φ(y), (1.3)
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where Φ(x) = ∫ x−∞ φ(X) dX and φ(x) = {1/(2pi)1/2} exp(−x2/2). Eq. (1.3) was also derived by Pearson [1, p.13, Equation
(xlix.)]. One of the main accomplishments of Pearson [1] is the derivation of the probable error (.67449 × the asymptotic
standard error (ASE)) of ρˆ [1, p.14, Equation (l.); for errata, see 1900, p. 405, and 1913, p. 22].
Tallis [3] formulated the problem of obtaining ρˆ through the simultaneous estimation of ρ and the two threshold
parameters (standard normal deviates τX and τY of X and Y , respectively, whichwill be defined in Section 2). Tallis developed
the asymptotic covariance matrix of τˆX , τˆY , and ρˆ from the inverse of the information matrix using the multinomial
distribution. Tallis ([3] p. 344) used Owen’s table with the following formula:
∂ Φ(x, y, r)
∂ r
∣∣∣∣
r=ρ
= φ(x, y, ρ), (1.4)
which yields (1.3).
Hamdan [4] developed the following simple formula for an approximate ASE of ρˆ:
n−1/2
φ(τX , τY , ρ)
(
1
pia
+ 1
pib
+ 1
pic
+ 1
pid
)−1/2
, (1.5)
where n is the sample size or the total number of the frequencies for a 2 × 2 table, and pia through pid are the four cell
probabilities related such that pia + pib + pic + pid = 1. It can be seen that (1.5) is derived as the ASE of ρˆ when τX and τY
are known. Hamdan [4] stated that his formulation of ρˆ, where τX and τY are estimated from marginal cell proportions, is
different from Tallis [3] formulation of ρˆ, which is based on simultaneous estimation of τX , τY , and ρ. It should be noted,
however, that the four cells have three degrees of freedom, corresponding to the number of the parameter estimators τˆX , τˆY ,
and ρˆ. Consequently, the tetrachoric correlation ‘‘model’’ is saturated and yields the equivalence of Hamdan’s [4] ρˆ, i.e., the
usual tetrachoric correlation coefficient, and Tallis [3] ρˆ.
Brown and Benedetti [5] compared three types of ASEs of ρˆ: Pearson’s [1] ASE, Pearson’s [6] simplified ASE, and
Hamdan’s [4] ASE. The results ([5], Table 2) showed that Hamdan’s [4] ASE was similar to Pearson’s [1] ASE. However,
by examining Brown and Benedetti’s Table 2, we found that Pearson’s [1] ASEs are slightly more accurate than the
corresponding ASEs obtained by Hamdan [4], although Brown and Benedetti [5] do not point out these differences. The
similaritymight be because of the lowcorrelations between ρˆ and the two threshold parameter estimators τˆX and τˆY (e.g. [3])
in many cases.
As discussed earlier, Φ(x, y, ρ) must be computed in order to compute ρˆ. Divgi [7] obtained ρˆ using an efficient
method [7,8] for Φ(x, y, ρ), and the Newton–Raphson iteration for ρˆ, where the initial value is the one reported in [7],
and for obtaining Φ−1(·) (the inverse function of the standard normal cumulative distribution function) the method pro-
posed by Odeh and Evans [9] is used. Terza and Welland [10] performed a comparative study on the various methods to
obtain Φ(x, y, ρ), including Divgi [8]. Their results showed that Divgi’s [8] method was the best among the methods com-
pared. Monahan [11,12] developed a Fortran95 program BVNRML to obtainΦ(x, y, ρ) using Divgi’s [8] method and a similar
program using Drezner’s [13] method. Drezner’s [13] method is based on the Gaussian quadrature and is fairly comparable
to Divgi’s [8] method (see [10]). One of the advantages of Drezner’s [13] method is that its accuracy can be easily improved
by increasing the number of quadrature points by using documented results. For instance, Steen et al. [14] made available
the weights and abscissae for the Gaussian quadratures up to 15 points.
Currently, Divgi’s [7]method remains the bestmethod to obtain ρˆ in a computation time; however, Bonett [15] illustrated
a simple bisection method for obtaining ρˆ with reasonably accurate Φ(x, y, ρ) available in various computer languages.
Obviously, the bisection method is based on the monotone property ∂ Φ(x, y, r)/∂ r > 0 (see (1.4)) when x and y are finite
and |r| < 1.
In the following sections, we discuss how accurate distributions of the parameter estimators including ρˆ were obtained,
followed by the derivations of the asymptotic expansions of the distributions of the estimators and their studentized ones
beyond the conventional normal approximations using the ASEs reviewed earlier. Further, numerical examples were used
to compare the asymptotic cumulants and asymptotic cumulative distribution functions with the corresponding accurate
or simulated ones.
2. Accurate distributions of the parameter estimators
For a 2 × 2 contingency table with four cells (a, b, c , and d), associated frequencies (na, nb, nc , and nd), proportions
(pa, pb, pc , and pd) and probabilities (pia, pib, pic , and pid), we assume that the following relations hold true
Frequencies Proportions Probabilities
Y ∗ X∗ 0 1 0 1 0 1
0 na nb pa pb pia = ΦXY pib = ΦY − ΦXY
1 nc nd pc pd pic = ΦX−ΦXY pid = 1−ΦX−ΦY+ΦXY
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where pi = ni/n (i = a, b, c, d; n = na+nb+nc+nd); and X∗ and Y ∗ are observable dichotomous variables that take either
0 or 1 such that
Pr(X∗ = 0, Y ∗ = 0) = pia = Pr(X ≤ τX , Y ≤ τY ) = Φ(τX , τY , ρ) ≡ ΦXY ,
Pr(X∗ = 1, Y ∗ = 0) = pib = Pr(X > τX , Y ≤ τY ) = ΦY − ΦXY withΦY ≡ Φ(τY ),
Pr(X∗ = 0, Y ∗ = 1) = pic = Pr(X ≤ τX , Y > τY ) = ΦX − ΦXY ,
Pr(X∗ = 1, Y ∗ = 1) = pid = Pr(X > τX , Y > τY ) = 1− ΦX − ΦY + ΦXY ,
(2.1)
where Φ(τX , τY , ρ) and Φ(τY ) are defined in (1.1) and (1.3). In the above formulation, the parameters are τX , τY , and ρ;
to simplify notation, these are also used to denote the parameter’s population values. The estimators of the thresholds or
normal deviates are given by
τˆX = Φ−1(pX ) and τˆY = Φ−1(pY ), (2.2)
where pX ≡ pa + pc and pY ≡ pa + pb. The tetrachoric correlation coefficient ρˆ is an estimator of ρ obtained by solving the
following equation,
ΦˆXY ≡ Φ(τˆX , τˆY , ρˆ) = pa. (2.3)
It should be noted that these estimators are maximum likelihood estimators. Further, transformations of ρˆ are considered.
Among them, Fisher’s z transformation, given below, is of particular interest:
zˆ = 1
2
log
1+ ρˆ
1− ρˆ . (2.4)
From (2.2), we find that when pX = 0 or 1, a finite value of τˆX is not obtained with similar results for pY . A practical method
to obtain finite values is to use some small or large finite values such as 0.5/n and 1− (0.5/n). We assume that such values
should be used when pX (1 − pX )pY (1 − pY ) = 0, which occurs when the contingency table contains empty cell(s). The
procedure to obtain ρˆ when the contingency table contains empty cell(s) is summarized below.
(a) One empty cell: ρˆ = −1 when na = 0 or nd = 0, and ρˆ = 1 when nb = 0 or nc = 0. These relations are obtained on
the basis of the properties of the underlying bivariate normal distribution.
(b) Two empty cells: ρˆ = −1 when na = nd = 0, ρˆ = 1 when nb = nc = 0; otherwise ρˆ = 0. The last condition
corresponds to the case of one empty marginal cell (e.g., na+c ≡ na + nc = npX = 0). In such cases, the 2 × 2 table is
collapsed to or considered as a 1× 2 or 2× 1 table, and no information about the correlation can be obtained. The value of
ρˆ is set to 0 since it is the central value.
(c) Three empty cells: The 2× 2 table is collapsed to a 1× 1 table. As explained in (b), the value of ρˆ is set to 0.
The accurate distributions of the parameter estimators can be obtained from a multinomial distribution according to
which the probabilities of the occurrences of the four events are pia, pib, pic , and pid, and the sample size is n. For obtaining
the threshold estimators, the marginal binomial distributions can be used. Now, we consider the cumulative distribution
functions of τˆX and τˆY at tX and tY , respectively, which are expressed as follows:
Pr(τˆX ≤ tX |τX ) = Pr{Φ−1(pX ) ≤ tX |τX } = Pr{pX ≤ Φ(tX )|τX }
= Pr{na+c ≤ nΦ(tX )|τX } =
[nΦ(tX )]∑
i=0
(
n
i
)
Φ iX (1− ΦX )n−i (2.5)
and Pr(τˆY ≤ tY |τY ) =
[nΦ(tY )]∑
j=0
(
n
j
)
Φ
j
Y (1− ΦY )n−j, (2.6)
where [ · ] is Gauss’ notation denoting the largest integer which is not greater than the value of the argument, and the
defined values of τˆX and τˆY corresponding to empty (or full) marginal cells are assumed to be smaller (or larger) than tX
and tY , respectively. When other definitions are employed (e.g., when τˆX for the empty marginal cell is larger than tX ), the
corresponding probability (1− ΦX )n should be subtracted from (2.5).
Let θ = (τX , τY , ρ)′ be the vector of the population parameters. Then, the cumulative distribution function of ρˆ at r is
given by
Pr(ρˆ ≤ r|θ) =
n∑
i=0
n∑
j=0
min(i,j)∑
k=max(i+j−n,0)
I(ρˆ ≤ r|na+c = i, na+b = j, na = k, θ) n!pi
k
api
j−k
b pi
i−k
c pi
n−i−j+k
d
k!(j− k)!(i− k)!(n− i− j+ k)! , (2.7)
where I(A|B) is the indicator variable that is equal to 1 when A holds and 0 when A does not hold given B.
Let τˆX and τˆY be finite values corresponding to non-empty and non-full marginal cells with |ρˆ| < 1. For simplicity,
I(·|na+c = i, na+b = j, na = k, θ) is denoted by I(·|i, j, k, θ). Then, from the condition ∂ Φ(τˆX , τˆY , r)/∂ r|r=ρˆ > 0, if
I(ρˆ ≤ r|i, j, k, θ) = 1, we obtain
I(ρˆ ≤ r|i, j, k− 1, θ) = 1 (2 ≤ k ≤ n− 1) (2.8a)
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and if I(ρˆ ≤ r|i, j, k, θ) = 0, we obtain
I(ρˆ ≤ r|i, j, k+ 1, θ) = 0 (1 ≤ k ≤ n− 2). (2.8b)
This holds true when i(n − i)j(n − j) 6= 0, for k = max(i + j − n, 0), . . . ,min(i, j), where the first, say, i1 values of I(·|·)
are equal to 1 while the remaining ones are equal to 0, which reduces the amount of actual computation of (2.7). In (2.7), ρˆ
varies with i, j, and k. However, the iterative computation of ρˆ can be avoided by using the following expressions:
I(ρˆ ≤ r|i, j, k, i(n− i)j(n− j) 6= 0, θ)
= I{Φ(Φ−1(i/n),Φ−1(j/n), ρˆ) ≤ Φ(Φ−1(i/n),Φ−1(j/n), r)|i, j, k, i(n− i)j(n− j) 6= 0, θ}
= I{k/n ≤ Φ(Φ−1(i/n),Φ−1(j/n), r) |i, j, k, i(n− i)j(n− j) 6= 0, θ}, (2.9)
where the simple notation ‘‘i, j, k’’ used in (2.8a) and (2.8b) is used, and will be used with self explanatory variations. By
considering the remaining cases with i(n− i)j(n− j) = 0, we obtain
Pr(ρˆ ≤ r|θ) = Pr(ρˆ ≤ r|i, j, k, i(n− i)j(n− j) 6= 0, θ)+ Pr(ρˆ ≤ r|i, j, k, i(n− i)j(n− j) = 0, θ)
=
n∑
i=0
n∑
j=0
min(i,j)∑
k=max(i+j−n,0)
I{k/n ≤ Φ(Φ−1(i/n),Φ−1(j/n), r)|i, j, k, i(n− i)j(n− j) 6= 0, θ} Pr(i, j, k|θ)
+
∑
i=0,n
n−1∑
j=1
min(i,j)∑
k=max(i+j−n,0)
I(ρˆ ≤ r|i, j, k, θ) Pr(i, j, k|θ)
+
n−1∑
i=1
∑
j=0,n
min(i,j)∑
k=max(i+j−n,0)
I(ρˆ ≤ r|i, j, k, θ) Pr(i, j, k|θ)
+
∑
i=0,n
∑
j=0,n
I(ρˆ ≤ r|i, j,min(i, j), θ) Pr(i, j,min(i, j)|θ), (2.10)
where
∑
i=0,n(·) denotes the summation of the values of (·)when i = 0 and i = n. It should be noted that ρˆ in the last three
terms on the right-hand side of the second equation of (2.10) depends on the definitions of ρˆ for the case of empty marginal
cell(s). The cumulative distribution function for zˆ reduces to that of ρˆ, although when |ρˆ| = 1 finite values for zˆ cannot be
obtained.
The accurate cumulants of τˆX and τˆY are obtained in a similar manner, using the associated mth-order moments from
the origin given by, e.g.,
µ′m(τˆX ) =
n∑
i=0
{τˆX (i|τX )}m Pr(i|τX ) (m = 1, 2, . . .) (2.11)
where the notation τˆX (i|τX ) indicates that τˆX depends on i as well as on τX ; further, Pr(i|τX ) =
( n
i
)
Φ iX (1−ΦX )n−i. Similarly,
the cumulants of ρˆ (and zˆ) are obtained by replacing I{·} in (2.10) with appropriate functions of ρˆ (e.g., {ρˆ(i, j, k|θ)}m for the
mth-order moment). However, when the corresponding |ρˆ| is 1, some finite values for zˆ should be used, e.g., z ± 4× (ASE
of zˆ), where z is the population counterpart of zˆ when |ρ| 6= 1.
It should be noted that for obtaining the accurate cumulants of ρˆ, the computation of ρˆ(i, j, k|θ) is required, which was
avoided when we used (2.9).
3. Asymptotic expansions of the distributions of the parameter estimators
The cumulative distribution functions and cumulants for the parameter estimators shown in the previous section are
accurate ones given the definitions of the indefinite values for some estimators when marginal cell(s) are empty. However,
computation tends to be excessive when n is large. For instance, the ρˆ for all combinations of possible frequency patterns
in the 2 × 2 table must be calculated in order to obtain its accurate cumulants, whose number of these combinations is∑n
i=0
∑n
j=0
∑min(i,j)
k=max(i+j−n) 1 =
∑n
a=0
∑n−a
b=0
∑n−a−b
c=0 1 = O(n3). When the value of n is moderate to large, the asymptotic
expansions of the distributions of the parameter estimators can be used as approximations of the exact ones. In this section,
the asymptotic expansions for the parameter estimators up to order O(n−1) are obtained when the estimators are regarded
as continuous variables; the asymptotic cumulants up to the fourth order and the higher-order asymptotic variance are
used for this purpose. Further, the asymptotic expansions for the studentized parameter estimators are derived up to order
O(n−1/2) using their asymptotic cumulants up to the third order.
Let θˆ = (τˆX , τˆY , ρˆ)′. Then, θˆ = θ(p) is a function of p, where p = (pa, pb, pc)′. In particular, τˆX = τX (pa, pc),
τˆY = τY (pa, pb) and ρˆ = ρ(p). Let
fρˆ ≡ ΦˆXY − pa (3.1)
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(ΦˆXY has been defined in (2.3)). Then, fρˆ = 0 is the implicit function of ρˆ in terms of pwhile τˆX and τˆY are explicit functions
of p. Let θˆ be the generic parameter estimator representing an element of θˆ with w = n1/2(θˆ − θ) and u = n1/2(p − pi),
where θ is the population counterpart of θˆ and pi = (pia, pib, pic)′. Then, the asymptotic cumulants ofw are obtained by the
Taylor series expansion aboutw = 0:
w = ∂θ
∂ pi′
u+ n
−1/2
2
{(
∂
∂ pi′
)〈2〉
θ
}
u〈2〉 + n
−1
6
{(
∂
∂ pi′
)〈3〉
θ
}
u〈3〉 + Op(n−3/2), (3.2)
where ∂θ/∂ pi = ∂θˆ/∂ p|p=pi for simplicity of notation with similar definitions for other partial derivatives; and x〈k〉 =
x⊗ · · · ⊗ x (k times) is the k-fold Kronecker product of a vector. Since p is the vector of the sample proportions given from
a multinomial distribution, the cumulants ofw up to the fourth order can be expressed as follows:
κ1(w) = E(w) = n−1/2α1 + O(n−3/2),
κ2(w) = E[{w − E(w)}2] = α2 + n−1∆α2 + O(n−2),
κ3(w) = E[{w − E(w)}3] = n−1/2α3 + O(n−3/2),
κ4(w) = E[{w − E(w)}4] − 3{κ2(w)}2 = n−1α4 + O(n−2),
(3.3)
where n−1α1, n−1α2, n−2∆α2, n−1/2α3/α
3/2
2 , and n
−1α4/α22 are the asymptotic bias, variance, added higher-order variance,
skewness and kurtosis of θˆ , respectively.
From (3.2) and (3.3), we obtain
α1 = 12 tr
(
∂2θ
∂ σ ∂σ ′

)
, α2 = ∂θ
∂σ′

∂θ
∂σ
, (3.4)
where  = n cov(p) =
(
pia(1− pia) symmetric
−pibpia pib(1− pib)
−picpia −picpib pic(1− pic)
)
. (3.5)
The remaining results for ∆α2, α3 and α4 have been reported elsewhere (see [16], Equations (3.5)–(3.8)) and are not
repeated here since they are complicated. It should be noted that these asymptotic cumulants are obtained from the partial
derivatives of θ with respect to pi, in form, up to the third order and the multivariate cumulants of p up to the fourth order.
The partial derivatives are given in the Appendix. By using these asymptotic cumulants, the approximation of the cumulative
distribution function w/α1/22 at x by the two-term (counting all terms except Φ(x) and the residual) Edgeworth expansion
can be expressed as
Pr
(
w
α
1/2
2
≤ x
)
= Φ(x)− n−1/2
{
α1
α
1/2
2
+ α3
6α3/22
(x2 − 1)
}
φ(x)− n−1
{
1
2
(∆α2 + α21)
x
α2
+
(α4
24
+ α1α3
6
) x3 − 3x
α22
+α
2
3(x
5 − 10x3 + 15x)
72α32
}
φ(x)+ o(n−1) (3.6)
(see, e.g., [17]), where the expression up to order O(n−1/2) is the single-term Edgeworth expansion. Approximations to the
cumulative distribution by Edgeworth expansions can be locally decreasing. Such anomalous phenomena can be avoided by
employing Hall’s [18] method, which involves variable transformation, the accuracy of which is asymptotically equivalent
to that of the single-term Edgeworth expansion. Approximation by Hall’s method is as follows:
Pr
(
w
α
1/2
2
≤ x
)
= Φ{h(x)} + o(n−1/2), (3.7)
h(x) = 2n
1/2α
3/2
2
α3
{n−1/2α3
6α3/22
(
x− n
−1/2α1
α
1/2
2
)
− 1
}3
− 1
 .
The approximations expressed by (3.6) and (3.7) are derived for the estimator standardized by the ASE, i.e., (α2/n)1/2,
which cannot be obtained in practice. On the other hand, we have the studentized estimator or pivotal statistic:
t = n
1/2(θˆ − θ)
αˆ
1/2
2
= w
αˆ
1/2
2
, (3.8)
where αˆ2 is a consistent estimator of α2. The cumulants of t up to the third order are given by
κ1(t) = n−1/2α′1 + O(n−1), κ2(t) = α′2 + O(n−1), κ3(t) = n−1/2α′3 + O(n−3/2), (3.9)
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where α′2 = 1. The expressions for the remaining asymptotic cumulants α′1 and α′3 are obtained from the Taylor series
expansion of t and are reported elsewhere (see [16], Eqs. (3.10), (3.11) and (4.1)), and are not repeated here.
The confidence interval with the asymptotic confident coefficient 1− α˜, accurate up to order O(n−1/2) can be expressed
by the Cornish–Fisher expansion as
θˆ + [±xα˜/2 − n−1/2{αˆ′1 + (αˆ′3/6)(x2α˜/2 − 1)}] n−1/2αˆ1/22 (3.10)
where xα˜ = Φ−1(1−α˜) (e.g., α˜ = .05); and αˆ′1 and αˆ′3 are consistent estimators ofα′1 andα′3, respectively. The corresponding
confidence interval obtained from Hall’s [18] method is
θˆ − n−1αˆ1/22 αˆ′1 + 6αˆ1/22 (αˆ′3)−1[{1− (1/2)αˆ′3(±n−1/2xα˜/2 − (n−1/6)αˆ′3)}1/3 − 1]. (3.11)
The asymptotic accuracy of this confidence interval is the same as that of (3.10).
4. Some results for the lower-order asymptotic cumulants
From the results in the previous section, the asymptotic covariance matrix of θˆ can be expressed as:
n acov(θˆ) = ∂ θ
∂ pi′

∂ θ′
∂ pi
. (4.1)
Now, we show that Pearson’s [1] expression for the ASE of ρˆ can also be obtained from (4.1). Let ψi =
{1/(2pi)1/2} ∫ βi0 exp(−u2/2)du (i = 1, 2), where β1 = (τX − ρτY )/(1 − ρ2)1/2 and β2 = (τY − ρτX )/(1 − ρ2)1/2. Then,
using the notation in this paper, Pearson’s [1, p. 14, Equation (l.)] expression for avar(ρˆ) is rewritten as
avar(ρˆ) = φ−2XY {(1/4)(pia + pid)(pib + pic)+ ψ21 (pia + pib)(pic + pid)
+ψ22 (pia + pic)(pib + pid)+ 2ψ1ψ2(piapid − pibpic)− ψ1(piapic − pibpid)− ψ2(piapib − picpid)}, (4.2)
which leads to
φ−2XY {(1/4)(1− pib − pic)(pib + pic)+ ψ21 (pia + pib)(1− pia − pib)
+ψ22 (pia + pic)(1− pia − pic)+ 2ψ1ψ2{pia(1− pia − pib − pic)− pibpic}
−ψ1{piapic − pib(1− pia − pib − pic)} − ψ2{piapib − pic(1− pia − pib − pic)}}. (4.3)
From (4.1), using the results and the notation in the Appendix, we obtain
avar(ρˆ) = φ−2XY (ΦX |Y + ΦY |X − 1,ΦX |Y ,ΦY |X ) (ΦX |Y + ΦY |X − 1,ΦX |Y ,ΦY |X )′ (4.4a)
= φ−2XY {ψ1 + ψ2, ψ1 + (1/2), ψ2 + (1/2)}
(
pia(1− pia) −piapib −piapic
−pibpia pib(1− pib) −pibpic
−picpia −picpib pic(1− pic)
){
ψ1 + ψ2
ψ1 + (1/2)
ψ2 + (1/2)
}
. (4.4b)
Theses expressions indicate that (4.3), which is an expression of Pearson’s [1] avar(ρˆ), is algebraically equal to (4.4b), which
is the expression for avar(ρˆ) obtained using the conventional delta method. Expressing (4.4a) without breaking down 
might not only be simple but also didactic.
The asymptotic covariances acov(ρˆ, τˆX ) and acov(ρˆ, τˆY )might also be of interest. The former can be expressed as
acov(ρˆ, τˆX ) = −φ−1XY (ΦX |Y + ΦY |X − 1,ΦX |Y ,ΦY |X )
(
pia(1− pia) −piapic
−pibpia −pibpic
−picpia pic(1− pic)
)(
φ−1X
φ−1X
)
= −φ−1XY φ−1X {(ΦX |Y + ΦY |X− 1)ΦXY (1− ΦX )− ΦX |Y (ΦY− ΦXY )ΦX + ΦY |X (ΦX− ΦXY )(1− ΦX )}. (4.5)
It is known that when ρ = 0, the ASE for ρˆ proposed by Pearson [1] and Hamdan [4] are identical (e.g., [5]). This is because
(4.5) and the corresponding expression for τˆY become 0 when ρ = 0 with ΦX |Y = ΦX ,ΦY |X = ΦY and ΦXY = ΦXΦY . It
is also known that when τX = τY = 0, the above mentioned equality holds true [4]. This is because (4.5) becomes 0 when
ΦX |Y = ΦY |X = ΦX = ΦY = 1/2. From these conditions, we expect that in many cases Hamdan’s [4] ASE is approximately
equal to Pearson’s [1] ASE as mentioned earlier (see, e.g., [3], p. 349). However, the advantage of using (1.5), which was
proposed by Hamdan [4] might be limited since currently the ASE can be accurately and easily computed if Φ(·) can be
computed accurately.
Let τˆ = (τˆX , τˆY )′. The matrix acov(τˆ) per se might be of less interest in correlation analysis. However, for completeness,
acov(τˆ) can be expressed as
acov(τˆ) =
(
φ−1X 0 φ
−1
X
φ−1Y φ
−1
Y 0
)

(
φ−1X 0 φ
−1
X
φ−1Y φ
−1
Y 0
)′
=
(
φ−2X ΦX (1− ΦX ) φ−1X φ−1Y (piapid − pibpic)
φ−1Y φ
−1
X (piapid − pibpic) φ−2Y ΦY (1− ΦY )
)
. (4.6)
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Table 1
Population cell probabilities and parameter values.
Case pia pib pic pid τX τY ρ z
1 .1 .1 .1 .7 −.842 −.842 .606 .703
2 .1 .1 .3 .5 −.253 −.842 .181 .183
3 .1 .2 .3 .4 −.253 −.524 −.150 −.151
4 .2 .1 .3 .4 0 −.524 .355 .371
5 .3 .1 .2 .4 0 −.253 .607 .704
6 .3 .2 .2 .3 0 0 .309 .319
7 .4 .1 .1 .4 0 0 .809 1.124
Table 2
Accurate and asymptotic cumulants of the parameter estimators.
Case α1 (bias) α3/α
3/2
2 (skewness) α4/α
2
2 (kurtosis)
Acc. (n) Acc. (n) Acc. (n)
(200) (1000) Asy. (200) (1000) Asy. (200) (1000) Asy.
ρ
1 −.91 −.89 −.88 −6.16 −6.04 −6.02 59 54 53
2 −.35 −.34 −.34 −1.61 −1.58 −1.58 −2 −3 −3
3 −.15 −.13 −.13 .51 .55 .56 −9 −9 −10
4 −.13 −.14 −.14 −2.12 −2.16 −2.17 −2 −3 −2
5 −.28 −.28 −.28 −4.09 −4.14 −4.16 16 17 17
6 −.19 −.19 −.19 −1.88 −1.90 −1.91 −6 −6 −6
7 −.31 −.31 −.31 −6.60 −6.67 −6.69 59 61 61
z
1 1.61 1.55 1.54 2.14 2.00 1.97 36 28 27
2 .25 .25 .25 .41 .40 .40 25 19 19
3 −.60 −.57 −.56 −1.11 −.98 −.96 18 15 14
4 .94 .90 .89 1.67 1.53 1.50 20 17 17
5 1.63 1.58 1.57 2.70 2.53 2.49 26 22 22
6 .61 .60 .59 1.15 1.10 1.09 11 10 10
7 2.93 2.82 2.80 4.03 3.75 3.69 43 37 35
Note. Acc.: Accurate values; Asy.: Asymptotic values.
From (4.6), we can see that while acov(τˆX , τˆY ) = 0when ρ = 0, acov(τˆX , τˆY ) is not necessarily 0when τX = τY = 0; further
acov(τˆX , τˆY ) > 0 when ρ > 0 and acov(τˆX , τˆY ) < 0 when ρ < 0.
The asymptotic bias of order O(n−1), denoted by abis(·), for τˆX is given by
n abis(τˆX ) = 12
∂2τˆX
∂ p2X
∣∣∣∣
pX=ΦX
n var(pX ) = 12τXφ
−2
X
ΦX (1− ΦX ). (4.7)
The sign of (4.7) is identical to that of τX . The expression for τˆY is obtained in a similarmanner. Unfortunately, the expression
for n abis(ρˆ) is voluminous. The matrix expression of (3.4) without the breakdown of is much simpler.
5. Numerical illustration
In this section, the results reported in the previous sections are illustrated using finite sample sizes of artificial data. Seven
cases of 2 × 2 contingency tables with known cell probabilities were constructed, as shown in Table 1. The corresponding
population parameters including Fisher’s z-transformation of ρ were obtained from these probabilities; these parameters
are listed to the third decimal place in the table. For the derivation or estimation of ρ in this section, the bisection method
was employed along with Odeh and Evans [9] method for obtainingΦ−1(·) and Monahan’s [11] program for obtainingΦXY .
The Newton–Raphson method was not used since non-convergent results might be obtained by using the method. Except
whenMonahan’s [11] programwas used,Φ(·)was obtained by reformulating Drezner’s [13]method for obtainingΦXY using
the 12-point Gaussian quadrature shown by Steen’s [14]. The accuracy of Φ(x) obtained in this manner was confirmed at
least up to the 10 decimal places in the range |x| ≤ 5 ([19] Table 26.1). The accuracy of the iterative computation of ρ was
checkedby reconstructing the four cell probabilities by using the derivedpopulationparameters; reconstructedprobabilities
accurate up to the sixth places were obtained.
Tables 2 and 3 show the accurate and asymptotic cumulants of ρˆ and zˆ for sample sizes 200 and 1000 for the accurate
cumulants. In Table 3, SE in SE/ASE is the accurate standard errorwhile ASE = (α2/n)1/2 andHASE = {(α2/n)+(∆α2/n2)}1/2
are the asymptotic standard error and its higher-order version, respectively. It should be noted that all accurate values
except SE in SE/ASE were multiplied by n raised to the appropriate powers for simplifying comparison to the corresponding
asymptotic values that are independent of n. In order to compute the accurate values in the case of empty marginal cell(s),
ρˆ was set to 0. When |ρˆ| = 1, the expression zˆ = z ± 4× (ASE of zˆ) was utilized.
As can be seen from the tables, the asymptotic values are reasonably similar to their corresponding accurate values. The
effect of z-transformation can be observed in the reduction of the large absolute values of skewness and kurtosis (e.g., Cases 1
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Table 3
Ratios of the accurate and asymptotic standard error for the parameter estimators.
Case α1/22 (n)
(200) (1000)
SE/ASE HASE/ASE SE/ASE HASE/ASE
ρ
1 1.39 1.0195 1.0181 1.0036 1.0037
2 1.76 1.0077 1.0073 1.0014 1.0015
3 1.65 1.0030 1.0025 1.0005 1.0005
4 1.51 1.0032 1.0035 1.0006 1.0007
5 1.15 1.0042 1.0044 1.0008 1.0009
6 1.46 1.0002 1.0001 1.0000 1.0000
7 .74 1.0092 1.0091 1.0018 1.0008
z
1 2.20 1.0317 1.0290 1.0059 1.0059
2 1.82 1.0242 1.0225 1.0045 1.0045
3 1.69 1.0189 1.0174 1.0036 1.0035
4 1.72 1.0193 1.0185 1.0037 1.0037
5 1.82 1.0208 1.0197 1.0039 1.0040
6 1.62 1.0132 1.0126 1.0026 1.0025
7 2.14 1.0290 1.0263 1.0054 1.0053
Note. SE: Accurate standard errors; ASE = (α2/n)1/2; HASE = {(α2/n)+ (∆α2/n2)}1/2 .
Table 4
105× root mean square errors of the asymptotic distribution functions of the standardized estimators.
Case (n)
(200) (1000)
N∗ E1 E2 Hall N∗ E1 E2 Hall
ρ
1 1002 180 89 213 433 54 49 57
2 298 126 43 130 120 23 5 24
3 223 89 31 88 87 17 3 17
4 365 75 24 81 160 16 9 17
5 670 63 26 96 298 12 4 18
6 363 191 188 194 154 84 90 83
7 1096 301 296 312 483 96 93 98
z
1 871 324 110 319 353 78 50 77
2 282 240 44 240 83 46 4 46
3 427 192 36 191 171 37 5 37
4 620 192 30 190 260 38 8 38
5 999 201 40 194 431 39 5 38
6 468 224 186 223 181 86 91 85
7 1419 319 294 274 668 115 102 114
Note. N∗: Normal approximation; E1: Single-term Edgeworth expansion; E2: Two-term Edgeworth expansion; Hall: Hall’s method involving variable
transformation.
and 7). However, we find that the values of SE/ASE for zˆ became larger than those for ρˆ though the ratios are well explained
by using HASE for both ρˆ and zˆ.
Table 4 lists the 105× root mean square errors of the asymptotic cumulative distribution functions obtained using the
conventional normal approximation (N∗), the single-term (E1) and the two-term (E2) Edgeworth expansions, and Hall’s [18]
method of variable transformation (Hall). The approximate cumulative distributions were evaluated at 40 equally spaced
points from −3.8 through 4.0 for (θˆ − θ)/(ASE of θˆ ), where error was defined as the difference between the asymptotic
value and the corresponding accurate value. The squared errors were averaged over the 40 points; then the square root of
the average value was computed. The table shows that the asymptotic expansions have considerably reduced the errors by
N∗. Moreover, it is observed that errors are reduced more by using E2 than by using E1 and Hall except in Cases 6 and 7 that
have a common property of equal marginal cell probabilities (see Table 1).
Table 5 lists the simulated and asymptotic cumulants of the studentized estimators up to the third order. The accurate
cumulants can be obtained as in the case of non-studentized estimators using the method described in Section 3. However,
since the computation is excessively lengthy, simulations using randomly generated frequencies based on the multinomial
distributions with the population parameters listed in Table 1 were performed. The simulated cumulants shown in Table 5
were obtained from the 105 estimates of each parameter using k-statistics (unbiased estimators of population cumulants)
multiplied with n raised to the appropriate power as described earlier. The table indicates that the asymptotic values are
reasonably similar to their corresponding simulated values. The effect of z-transformation can be observed in the reduction
of the large absolute values of α′1 and α
′
3 for ρˆ (see Cases 1 and 7). The simulated standard errors for zˆ were found to be
reassuringly closer to the unit asymptotic value than those for ρˆ were.We conjecture that the higher-order added variances
of t for zˆ have fairly reduced from those for ρˆ at least in these cases.
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Table 5
Simulated and asymptotic cumulants of the studentized parameter estimators (number of replications in simulations= 105).
Case (α′2)1/2 (dispersion) α
′
1 (bias) α
′
3(skewness)
Sim. (n) Sim. (n) Sim. (n)
(200) (1000) Asy. (200) (1000) Asy. (200) (1000) Asy.
ρ
1 1.069 1.012 1 1.56 1.31 1.40 9.0 6.7 6.2
2 1.039 1.009 1 .37 .24 .32 1.6 1.7 1.5
3 1.033 1.006 1 −.37 −.53 −.38 −1.8 −1.4 −1.2
4 1.033 1.004 1 .79 .53 .75 3.7 2.8 2.9
5 1.048 1.004 1 1.39 1.26 1.31 7.2 5.4 5.2
6 1.028 1.002 1 .61 .54 .57 2.8 2.3 2.3
7 1.085 1.011 1 2.26 2.07 2.06 13.4 8.9 8.2
z
1 1.001 1.000 1 .11 −.05 .07 −1.9 −1.7 −1.8
2 1.002 1.002 1 .03 −.10 −.01 −.7 −.4 −.5
3 1.001 1.000 1 −.09 −.27 −.13 .1 .2 .3
4 .997 .997 1 .14 −.01 .14 −.8 −1.0 −.8
5 .997 .995 1 .21 .15 .21 −1.3 −1.3 −1.4
6 .998 .996 1 .09 .03 .07 −.7 −.7 −.7
7 .998 .996 1 .36 .32 .33 −2.0 −2.0 −2.2
Note. Sim.: Simulated values; Asy.: Asymptotic values.
Table 6
Simulated proportions lower than the lower endpoints of the confidence intervals (n = 200, number of replications in simulations= 105).
Case Method Nominal values
.0050 .0250 .1000 .5000 .9000 .9750 .9950
ρ
1 N
∗ .0207 .0518 .1310 .5151 .9194 .9863 .9980
Hall .0001 .0194 .0990 .4966 .8999 .9780 .9964
3 N
∗ .0053 .0247 .0984 .4966 .8874 .9666 .9907
Hall .0042 .0230 .0990 .5017 .9006 .9769 .9963
5 N
∗ .0169 .0471 .1218 .5118 .9198 .9854 .9981
Hall .0024 .0215 .0991 .4981 .9024 .9768 .9958
7 N
∗ .0269 .0625 .1385 .5220 .9344 .9912 .9994
Hall .0000 .0190 .0995 .4910 .9033 .9778 .9963
z
1 N
∗ .0032 .0214 .0991 .5151 .8969 .9722 .9935
Hall .0052 .0252 .0990 .4967 .8987 .9754 .9948
3 N
∗ .0048 .0246 .0997 .4966 .8974 .9754 .9955
Hall .0051 .0251 .1011 .5017 .8988 .9748 .9949
5 N
∗ .0036 .0222 .1002 .5118 .9018 .9739 .9939
Hall .0050 .0245 .0990 .4981 .9016 .9751 .9946
7 N
∗ .0026 .0208 .1000 .5220 .9049 .9725 .9939
Hall .0044 .0238 .0984 .4913 .9047 .9766 .9950
Note. N∗: Normal approximation; Hall: Hall’s method involving variable transformation.
In Table 6, the accuracy of the confidence intervals obtained from N∗ and Hall is listed for all the odd-numbered cases;
the accuracy was simulated with 105 replications. In the simulations, one-tailed confidence intervals were constructed with
the nominal values of confidence coefficients ranging from 0.005 to 0.995. The values in the table indicate the proportions
of the cases in which the population parameters were lower than the lower endpoints of the confidence intervals. The table
indicates that, overall, the simulated proportions obtained fromN∗ and Hall for z are closer to the nominal values than those
obtained for ρ. Moreover, it was observed that the proportions obtained by Hall are more accurate than those by N∗.
6. Some concluding remarks
In this paper, the accurate distributions of the parameter estimators are obtained given the definitions of indefinite
values of the estimators, from which we obtain the accurate cumulants of the estimators and, more generally, the accurate
distributions of the functions of p including the studentized estimators. When such accurate vales can be obtained,
the asymptotic expressions for the parameter estimators might seem unnecessary. However, as mentioned earlier, the
computation of the accurate values becomes excessive when n becomes large. The processing time required for obtaining
the asymptotic results shown in Tables 1–6 in a computational environment was less than 0.005 s while the processing
times required for obtaining the accurate values were 405 s, 4091 s (1.14 h) and 104,581 s (29.1 h) for n = 200, 400, and
1000, respectively.
Furthermore, when n is changed, the accurate results should be recomputed completely. In contrast, the asymptotic
results can be obtained by changing only the value of n while keeping the remaining main results unchanged, thus easily
adapting to the change. In addition, the asymptotic results are not influenced by the existence of empty marginal cell(s)
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provided the empty marginal cell(s) are not the one(s) that are being observed. In the case of a sample 2 × 2 contingency
table with an empty marginal cell, asymptotic expansion is possible only for one of the threshold parameters.
The results of Fisher’s z-transformation of ρˆ reported in the previous section are encouraging; this is because only
estimates of the ASE of ρˆ and zˆ are available for practical testing and inference of ρ. For cases similar to the ones considered
in our study, the studentized zˆ is expected to converge to the unit ASE relatively faster along with the reduction of its
asymptotic bias and skewness. Another advantage of Fisher’s z-transformation is that, while the possible range of ρ is
restricted by the condition |ρ| ≤ 1, the range of z is |z| ≤ ∞. For instance, by using numerical examples, the accurate
cumulative distribution function of the standardized parameter estimators were evaluated from−3.8 through 4.0 in steps
of 0.2. The condition for the range of ρˆ was violated when n = 200 and when the standardized scores were 3.8 and 4.0,
where the accurate probabilities were set to 1 while the corresponding asymptotic values, which were very close to 1, were
not adjusted.
Appendix. The partial derivatives of θˆwith respect to p
A.1. τˆX and τˆY
From pX = Φ(τˆX ) (see (3.2)), ∂ pX/∂τˆX = φ(τˆX ) ≡ φˆX follows and yields
∂τˆX
∂ pX
= 1
φˆX
,
∂2τˆX
∂ p2X
= τˆX
φˆX
∂τˆX
∂ pX
= τˆX
φˆ2X
,
∂3τˆX
∂ p3X
= 1
φˆ3X
(2τˆ 2X + 1).
Since pX = pa + pc , it follows that
∂τˆX
∂ pi
= ∂τˆX
∂ pX
,
∂2τˆX
∂ pi∂ pj
= ∂
2τˆX
∂ p2X
,
∂2τˆX
∂ pi∂ pj∂ pk
= ∂
3τˆX
∂ p3X
(i, j, k = a, c).
The results for τˆY are obtained in a similar manner.
A.2. ρˆ
The partial derivatives of ρˆ with respect to p are obtained from those for the implicit functions (recall the equation
fρˆ = ΦˆXY − pa = 0 (see (3.1))). We define ΦˆX ≡ Φ(τˆX ), ΦˆY ≡ Φ(τˆY ), ΦˆX |Y ≡ Φ{(τˆX − ρˆτˆY )/(1 − ρˆ2)1/2} and, similarly,
ΦˆY |X . First, it should be noted that
∂ ΦˆXY
∂τˆX
= ∂
∂τˆX
∫ τˆX
−∞
φ(X)Φ
{
τˆY − ρˆX
(1− ρˆ2)1/2
}
dX = φˆX ΦˆY |X , ∂ ΦˆXY
∂τˆY
= φˆY ΦˆX |Y , and
∂ ΦˆXY
∂ρˆ
= φ(τˆX , τˆY , ρˆ) ≡ φˆXY (recall (1.4)).
The partial derivatives required are obtained from those of fρˆ as follows. It should be noted that only one of the two sets
of similar results for X and Y are given below for the sake of brevity.
A.2.1. First partial derivatives
From
∂ fρˆ
∂ρˆ
= ∂ ΦˆXY
∂ρˆ
= φˆXY , ∂ fρˆ
∂pa
= ∂ fρˆ
∂ τˆ
′
∂ τˆ
∂pa
− 1 = (φˆX ΦˆY |X , φˆY ΦˆX |Y )
(
φˆ−1X
φˆ−1Y
)
− 1 = ΦˆY |X + ΦˆX |Y − 1,
where τˆ = (τˆX , τˆY )′, and ∂ fρˆ
∂pb
= ∂ fρˆ
∂ τˆY
∂ τˆY
∂pb
= ΦˆX |Y ,
we obtain ∂ ρˆ
∂ p = −
(
∂ fρˆ
∂ρˆ
)−1 ∂ fρˆ
∂ p = −φˆ−1XY (ΦˆX |Y + ΦˆY |X − 1, ΦˆX |Y , ΦˆY |X )′.
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A.2.2. Second partial derivatives
We define φˆX |Y ≡ φ{(τˆX − ρˆτˆY )/(1− ρˆ2)1/2} and, similarly, φˆY |X . Then,
∂2fρˆ
∂ρˆ2
= ∂φˆXY
∂ρˆ
=
{
ρˆ
1− ρˆ2 −
ρˆ(τˆ 2X − 2ρˆτˆX τˆY + τˆ 2Y )
(1− ρˆ2)2 +
τˆX τˆY
1− ρˆ2
}
φˆXY ;
∂2fρˆ
∂ pa∂ρˆ
= ∂
2fρˆ
∂ pb∂ρˆ
+ ∂
2fρˆ
∂ pc∂ρˆ
, where
∂2fρˆ
∂ pb∂ρˆ
= ∂ ΦˆX |Y
∂ρˆ
=
{
ρˆ(τˆX − ρˆτˆY )
(1− ρˆ2)3/2 −
τˆY
(1− ρˆ2)1/2
}
φˆX |Y ;
∂2fρˆ
∂ p2a
= ∂
2fρˆ
∂ pb∂ pa
+ ∂
2fρˆ
∂ pc∂ pa
, where
∂2fρˆ
∂ pb∂ pa
= ∂ ΦˆX |Y
∂ τˆ
′
∂ τˆ
∂ pa
= (φˆ
−1
X − ρˆ φˆ−1Y )φˆX |Y
(1− ρˆ2)1/2 ;
∂2fρˆ
∂ p2b
= ∂ ΦˆX |Y
∂ τˆY
∂ τˆY
∂ pb
= − ρˆ φˆ
−1
Y φˆX |Y
(1− ρˆ2)1/2 ; and
∂2fρˆ
∂ pc∂ pb
= ∂ ΦˆX |Y
∂ τˆX
∂ τˆX
∂ pb
= φˆ
−1
X φˆX |Y
(1− ρˆ2)1/2
(
= φˆ
−1
Y φˆY |X
(1− ρˆ2)1/2
)
.
Using these results,
∂ fρˆ
∂ρˆ
∂ρˆ
∂ p +
∂ fρˆ
∂ p = 0 is differentiated with respect to p′; the result is arranged as follows:
∂2ρˆ
∂ p ∂ p′
= −
(
∂ fρˆ
∂ρˆ
)−1 (
∂2fρˆ
∂ρˆ2
∂ρˆ
∂ p
∂ρˆ
∂ p′
+ ∂ρˆ
∂ p
∂2fρˆ
∂ρˆ ∂ p′
+ ∂
2fρˆ
∂ p ∂ρˆ
∂ρˆ
∂ p′
+ ∂
2fρˆ
∂ p ∂ p′
)
.
A.2.3. Third partial derivatives
Firstly,
∂φˆX |Y
∂ρˆ
=
{
ρˆ(τˆX − ρˆτˆY )2
(1− ρˆ2)2 +
τˆX τˆY − ρˆτˆ 2Y
1− ρˆ2
}
φˆX |Y and
∂φˆX |Y
∂ pa
= ∂φˆX |Y
∂ τ′
∂ τ
∂ pa
= ∂φˆX |Y
∂ pb
+ ∂φˆX |Y
∂ pc
, where
∂φˆX |Y
∂ pb
= ∂φˆX |Y
∂ τˆY
∂τˆY
∂ pb
= (−ρˆ
2τˆY + ρˆτˆX )φˆ−1Y φˆX |Y
1− ρˆ2 ,
∂φˆX |Y
∂ pc
= ∂φˆX |Y
∂ τˆX
∂τˆX
∂ pc
= (−τˆX + ρˆτˆY )φˆ
−1
X φˆX |Y
1− ρˆ2 , and
∂φˆX
∂ pa
= ∂φˆX
∂ τˆX
∂τˆX
∂ pa
= −τˆX φˆX φˆ−1X = −τˆX ,
∂φˆX
∂ pc
= −τˆX , ∂φˆY
∂ pa
= ∂φˆY
∂ pb
= −τˆY .
From these results, it follows that
∂3fρˆ
∂ρˆ3
=
[{
ρˆ
1− ρˆ2 −
ρˆ(τˆ 2X − 2ρˆτˆX τˆY + τˆ 2Y )
(1− ρˆ2)2 +
τˆX τˆY
1− ρˆ2
}2
+ 2ρˆ
2
(1− ρˆ2)2
+ 1
1− ρˆ2 −
{
4ρˆ2
(1− ρˆ2)3 +
1
(1− ρˆ2)2
}
(τˆ 2X − 2ρˆτˆX τˆY + τˆ 2Y )+
4ρˆτˆX τˆY
(1− ρˆ2)2
]
φˆXY ;
∂3fρˆ
∂ pa∂ρˆ2
= ∂
3fρˆ
∂ pb∂ρˆ2
+ ∂
3fρˆ
∂ pc∂ρˆ2
, where
∂3fρˆ
∂ pb∂ρˆ2
=
{
ρˆ(τˆX − ρˆτˆY )
(1− ρˆ2)3/2 −
τˆY
(1− ρˆ2)1/2
}
∂φˆX |Y
∂ρˆ
+
{
3ρˆ2(τˆX − ρˆτˆY )
(1− ρˆ2)5/2 +
τˆX − 3ρˆτˆY
(1− ρˆ2)3/2
}
φˆX |Y ;
∂3fρˆ
∂ p2a∂ρˆ
= ∂
3fρˆ
∂ pb∂ pa∂ρˆ
+ ∂
3fρˆ
∂ pc∂ pa∂ρˆ
, where
∂3fρˆ
∂ pb∂ pa∂ρˆ
= ρˆ
1− ρˆ2
∂2fρˆ
∂ pb∂ pa
+ 1
(1− ρˆ2)1/2
{
−φˆ−1Y φˆX |Y + (φˆ−1X − ρˆφˆ−1Y )
∂φˆX |Y
∂ρˆ
}
;
H. Ogasawara / Journal of Multivariate Analysis 101 (2010) 936–948 947
∂3fρˆ
∂ p2b∂ρˆ
= −
{
ρˆ2
(1− ρˆ2)3/2 +
1
(1− ρˆ2)1/2
}
φˆ−1Y φˆX |Y −
ρˆ φˆ−1Y
(1− ρˆ2)1/2
∂φˆX |Y
∂ρˆ
;
∂3fρˆ
∂ pc∂ pb∂ρˆ
= ρˆ φˆ
−1
X φˆX |Y
(1− ρˆ2)3/2 +
φˆ−1X
(1− ρˆ2)1/2
∂φˆX |Y
∂ρˆ
(
= ρˆ φˆ
−1
Y φˆY |X
(1− ρˆ2)3/2 +
φˆ−1Y
(1− ρˆ2)1/2
∂φˆY |X
∂ρˆ
)
;
∂3fρˆ
∂ p3a
= ∂
3fρˆ
∂ pb∂ p2a
+ ∂
3fρˆ
∂ pc∂ p2a
, where
∂3fρˆ
∂ pb∂ p2a
= 1
(1− ρˆ2)1/2
{
(τˆX φˆ
−2
X − ρˆτˆY φˆ−2Y )φˆX |Y + (φˆ−1X − ρˆ φˆ−1Y )
∂φˆX |Y
∂ pa
}
;
∂3fρˆ
∂ p2b∂ pa
= − ρˆ
(1− ρˆ2)1/2
(
τˆY φˆ
−2
Y φˆX |Y + φˆ−1Y
∂φˆX |Y
∂ pa
)
;
∂3fρˆ
∂ pc∂ pb∂ pa
= 1
(1− ρˆ2)1/2
(
τˆX φˆ
−2
X φˆX |Y + φˆ−1X
∂φˆX |Y
∂ pa
)
=
(
1
(1− ρˆ2)1/2
(
τˆY φˆ
−2
Y φˆY |X + φˆ−1Y
∂φˆY |X
∂ pa
))
;
∂3fρˆ
∂ p3b
= − ρˆ
(1− ρˆ2)1/2
(
τˆY φˆ
−2
Y φˆX |Y + φˆ−1Y
∂φˆX |Y
∂ pb
)
; and
∂3fρˆ
∂ pc∂ p2b
= φˆ
−1
X
(1− ρˆ2)1/2
∂φˆX |Y
∂ pb
(
= − ρˆ φˆ
−1
Y
(1− ρˆ2)1/2
∂φˆX |Y
∂ pc
)
.
As in the case of the second partial derivatives, from these results we obtained
∂3ρˆ
∂ pi∂ pj∂ pk
= −
(
∂ fρˆ
∂ρˆ
)−1 {
∂3fρˆ
∂ρˆ3
∂ρˆ
∂ pi
∂ρˆ
∂ pj
∂ρˆ
∂ pk
+
3∑
(i,j,k)
(
∂3fρˆ
∂ρˆ2 ∂ pi
∂ρˆ
∂ pj
∂ρˆ
∂ pk
+ ∂
3fρˆ
∂ρˆ ∂ pi ∂ pj
∂ρˆ
∂ pk
+ ∂
2fρˆ
∂ρˆ2
∂2ρˆ
∂ pi∂ pj
∂ρˆ
∂ pk
+ ∂
2fρˆ
∂ρˆ ∂ pi
∂2ρˆ
∂ pj∂ pk
)
+ ∂
3fρˆ
∂ pi∂ pj∂ pk
}
(i, j, k = a, b, c),
where
∑3
(i,j,k) denotes the sum of three terms with similar patterns in terms of i, j and k.
A.3. Other expressions of the partial derivatives
Let pˆi be the vector of the reconstructed probabilities obtained by using the parameter estimators, i.e., pˆi = pi(θˆ) =
pi{θ(p)} = (ΦˆXY , ΦˆY−ΦˆXY , ΦˆX−ΦˆXY )′. Since the tetrachoric correlationmodel is saturated, the partial derivatives required
are obtained as follows (see, e.g., [20], Section 4):
∂ θˆ
∂ p′
=
(
∂ pˆi
∂ θˆ
′
)−1
,
∂2θˆ
∂ p′∂pi
= −
(
∂ pˆi
∂ θˆ
′
)−1 3∑
k=1
∂2pˆi
∂ θˆ
′
∂θˆk
∂θˆk
∂pi
(
∂ pˆi
∂ θˆ
′
)−1
= − ∂ θˆ
∂ p′
3∑
k=1
∂2pˆi
∂ θˆ
′
∂θˆk
∂θˆk
∂pi
∂ θˆ
∂ p′
,
∂3θˆ
∂ p′∂pi∂pj
= −
(
∂ pˆi
∂ θˆ
′
)−1 3∑
k=1
(
3∑
l=1
∂3pˆi
∂ θˆ
′
∂θˆk∂θˆl
∂θˆk
∂pi
∂θˆl
∂pj
+ ∂
2pˆi
∂ θˆ
′
∂θˆk
∂2θˆk
∂pi∂pj
)(
∂ pˆi
∂ θˆ
′
)−1
+
2∑
(i,j)
(
∂ pˆi
∂ θˆ
′
)−1 3∑
k=1
∂2pˆi
∂ θˆ
′
∂θˆk
∂θˆk
∂pi
(
∂ pˆi
∂ θˆ
′
)−1 3∑
l=1
∂2pˆi
∂ θˆ
′
∂θˆl
∂θˆl
∂pj
(
∂ pˆi
∂ θˆ
′
)−1
= − ∂ θˆ
∂ p′
3∑
k=1
(
3∑
l=1
∂3pˆi
∂ θˆ
′
∂θˆk∂θˆl
∂θˆk
∂pi
∂θˆl
∂pj
+ ∂
2pˆi
∂ θˆ
′
∂θˆk
∂2θˆk
∂pi∂pj
)
∂ θˆ
∂ p′
+
2∑
(i,j)
∂2θˆ
∂ p′∂pi
∂ pˆi
∂ θˆ
′
∂2θˆ
∂ p′∂pj
(i, j = a, b, c).
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In the above expressions, the partial derivatives of pˆi with respect to θˆ are obtained as described in A.1 and A.2. The
partial derivatives shown in this subsection appears simpler than those in A.1 and A.2 because of the use of the inverse
of ∂ pˆi/∂ θˆ
′
, which produces less transparent results, when without the breakdown of the inverse, than, e.g., ∂ ρˆ/∂ p =
−φˆ−1XY (ΦˆX |Y + ΦˆY |X − 1, ΦˆX |Y , ΦˆY |X )′ derived in A.2. Moreover, it should be noted that the method used in A.1 and A.2 can
be extended to other situations including those involving non-saturated models.
A.4. Functions of θˆ and/or p
Let gˆ = g(θˆ, p) be a function of θˆ and/or p and three times differentiable with respect to θˆ and p. We define g˜ as gˆ , where
θˆ = θ(p) is temporarily regarded as a constant vector when g˜ is differentiated with respect to p. Then,
∂ gˆ
∂ pi
= ∂ gˆ
∂ θˆ
′
∂ θˆ
∂ pi
+ ∂ g˜
∂ pi
,
∂2gˆ
∂ pi∂ pj
= ∂
2gˆ
(∂ θˆ
′
)〈2〉
∂ θˆ
∂ pi
⊗ ∂ θˆ
∂ pj
+ ∂ gˆ
∂ θˆ
′
∂2θˆ
∂ pi∂ pj
+
2∑
(i,j)
∂2g˜
∂ pi∂ θˆ
′
∂ θˆ
∂ pj
+ ∂
2g˜
∂ pi∂ pj
,
∂3gˆ
∂ pi∂ pj∂ pk
= ∂
3gˆ
(∂ θˆ
′
)〈3〉
∂ θˆ
∂ pi
⊗ ∂ θˆ
∂ pj
⊗ ∂ θˆ
∂ pk
+ ∂
2gˆ
(∂ θˆ
′
)〈2〉
3∑
(i,j,k)
∂2θˆ
∂ pi∂ pj
⊗ ∂ θˆ
∂ pk
+ ∂ gˆ
∂ θˆ
′
∂3θˆ
∂ pi∂ pj∂ pk
+
3∑
(i,j,k)
(
∂3g˜
∂ pi(∂ θˆ
′
)〈2〉
∂ θˆ
∂ pj
⊗ ∂ θˆ
∂ pk
+ ∂
2g˜
∂ pi∂ θˆ
′
∂2θˆ
∂ pj∂ pk
+ ∂
3g˜
∂ pi∂ pj∂ θˆ
′
∂ θˆ
∂ pk
)
+ ∂
3g˜
∂ pi∂ pj∂ pk
(i, j, k = a, b, c).
As a special case of gˆ , for zˆ = (1/2) log{(1 + ρˆ)/(1 − ρˆ)} the nonzero partial derivatives of zˆ with respect to θˆ are
expressed as follows:
∂ zˆ
∂ ρˆ
= 1
1− ρˆ2 ,
∂2zˆ
∂ ρˆ2
= 2ρˆ
(1− ρˆ2)2 ,
∂3zˆ
∂ ρˆ3
= 2
(1− ρˆ2)2 +
8ρˆ2
(1− ρˆ2)3 .
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