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We present a state-interaction approach for matrix product state (MPS) wave func-
tions in a nonorthogonal molecular orbital basis. Our approach allows us to calculate
for example transition and spin-orbit coupling matrix elements between arbitrary
electronic states provided that they share the same one-electron basis functions and
active orbital space, respectively. The key element is the transformation of the MPS
wave functions of different states from a nonorthogonal to a biorthonormal molecu-
lar orbital basis representation exploiting a sequence of non-unitary transformations
following a proposal by Malmqvist (Int. J. Quantum Chem. 30, 479 (1986)). This
is well-known for traditional wave-function parametrizations but has not yet been
exploited for MPS wave functions.
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I. INTRODUCTION
The calculation of electronic and vibronic transition matrix elements between electronic
states of the same or different spin and/or spatial symmetry is a ubiquitous task in the mod-
eling of photochemical and photophysical processes. Prime examples include the modeling
of non-adiabatic dynamics processes1,2 as well as light-induced excited spin-state trapping
phenomena3,4. The theoretical description of these processes builds upon the calculation of
intersystem crossing rates5 which, besides electronic and vibronic coupling elements, requires
the evaluation of spin-orbit (SO) coupling (SOC) matrix elements. Similarly, calculating
magnetic properties6 such as molecular g-factors and electron-nucleus hyperfine coupling,
which are central parameters in electron paramagnetic resonance (EPR) spectroscopy, re-
quires spin-orbit coupled wave functions7,8. To this end, correlated two- and four-component
ab initio wave function9–12, and density functional theory approaches13–15. In the present
study we focus on EPR g-tensors for testing purposes, but it should be noted that the un-
derlying novel method of gaining access to wave functions that include the effects from SOC
has a vast range of applications.
While it is possible to treat SOC variationally, a considerable number of two-step cor-
related wave function approaches for the calculation of molecular g-factors were developed
over the past decades (see, for example, Refs. 9,16–23 and literature citations in these
works and in Refs. 8–11,13–15). In these schemes, the calculation of a number of non- or
scalar-relativistic many-particle spin-free states that are eigenfunctions of the spin-squared
operator S2, is decoupled from a subsequent perturbative or variational mixing of the latter
through the SO coupling operator to obtain SO coupled many-electron wave functions (e.g.
by diagonalization “state-interaction”). It is straightforward to calculate properties such as
g-factors in the basis of the eigenstates of the SO operator subsequently. Appealing features
of the two-step approaches are that valuable insight into contributions of each (ground or
excited) spin-state to the g-tensor is gained, and that the underlying wave function basis
is spin-adapted. The price to pay is the need to calculate a sufficient number of spin-free
states to interact, which can amount up to several hundred states to achieve convergence
for (heavy-element containing) molecules where electron correlation and spin-orbit coupling
contributions can be of similar order of magnitude.
Open shell electronic structures are often governed by strong electron correlation effects.
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In this context, multiconfigurational methods are the preferred methods of choice24,25 which
typically split electron correlation into a static and a dynamic contribution. However, such
a separation requires careful attention26. A well-established approach to handle static cor-
relation is the complete active space self-consistent field (CASSCF) ansatz27 which requires
to select a tailored number of (partially occupied) active orbitals. The selection of ac-
tive orbitals is a tedious procedure but can be automatized26,28. Since the computational
cost of traditional CASSCF scales exponentially with the number of active orbitals and
electrons, tractable active orbital spaces are presently limited to about 18 electrons in 18
orbitals29. These limitations can be overcome by resorting to the density matrix renormal-
ization group (DMRG) approach30–33 in quantum chemistry34–44 which, in combination with
a self-consistent-field orbital optimization ansatz (DMRG-SCF)45,46, is capable of approx-
imating CASSCF wave functions to chemical accuracy with merely a polynomial scaling.
DMRG-SCF therefore allows to handle much larger active orbital spaces that can boldly
surpass the CASSCF limit. To account in addition for spin-orbit coupling in a DMRG
framework, variational SO approaches47 as well as two-step approaches22,23 based on spin-
free DMRG wave functions have been reported recently.
In this work, we present a generalized state-interaction approach for nonorthogonal spin-
free matrix product state (MPS) wave functions which enables the evaluation of arbitrary
one- and two-particle transition matrix elements as well as SO coupling matrix elements.
Diagonalization of the SO Hamiltonian matrix, for instance, yields spin-orbit coupled wave
functions as linear combinations of the uncoupled, spin-pure MPS states. The latter can (but
do not have to) be obtained as results from one or several DMRG-SCF orbital optimization
calculations. This allows for utmost flexibility in the individual DMRG-SCF steps as each
state-specific or spin-specific state-averaged orbital optimization is given the possibility to
reflect potential relative differences in open-shell occupancies. For example, transition metal
as well as lanthanide and actinide complexes often exhibit different s- and d-occupations
(transition metals) and s-, d- and f -occupations (lanthanides/actinides) in ground- and
electronically excited electronic states of various spin symmetries.
However, a set of wave functions that were optimized individually generally implies mu-
tual nonorthogonality of the respective MO bases. Moreover, the MO bases may neither be
orthogonal to each other nor non-interacting which can, e.g., strongly affect the calculation
of transition moments between such electronic states48. As first shown in a landmark paper
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by Malmqvist49, an elegant approach for the calculation of matrix elements and transition
density matrices is the transformation to a biorthonormal basis for the bra and ket orbital
basis of the respective wave functions. A change of the MO basis to a biorthonormal orbital
basis necessitates, however, not only to transform all one- and two-electron integrals but
to also “counter-rotate” the configuration basis of the wave function. For configuration-
interaction (CI)-type expansions, the rotations and counter-rotations can be achieved by
a sequence of single-orbital transformations49,50 that require only one-electron operations.
Subsequently, standard second-quantization algebra can be exploited for the evaluation of
overlap matrix elements as well as arbitray one- and two-particle matrix elements between
the states in the biorthonormal basis. In a recent work, Olsen51 exploited the potential of
the biorthonormal approach further to devise an efficient algorithm for CI and orbital opti-
mization schemes based on nonorthogonal orbitals. In contrast to previous nonorthogonal
CI approaches (cf. Ref. 52), this newly proposed algorithm51 requires only the calculation
of one- and two-particle reduced density matrices.
In this paper, we derive the working equations to calculate one- and two-particle matrix
elements between MPS wave functions that may be originally expressed in different, mutually
nonorthogonal molecular orbital bases. Following the work of Malmqvist49, the central
element of our algorithm is the transformation of the bra and ket MPS wave functions to a
biorthonormal basis representation. It is important to stress that the latter transformation
is not needed if the MPS wave functions that are considered for state interaction share a
common MO basis (cf. Refs. 22 and 23). After solving a generalized eigenvalue equation of
the form
Hc = ESc , (1)
with the Hamiltonian matrix H expressed in the basis of the DMRG-SCF wave functions
and the overlap matrix S we obtain a set of fully orthogonal and non-interacting states as
linear combinations of the DMRG-SCF wave functions with the expansion coefficients given
by c.
Since Malmqvist’s approach49 assumes either a full CI expansion or, in general terms, a
wave function expansion that is closed under de-excitation53–55 we probe the closedness of
our MPS wave function transformation by systematically increasing its numerical accuracy
for a given active orbital space.
In Section II we briefly discuss the theoretical framework for a second quantization formal-
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ism based on nonorthogonal orbitals. In Section III we introduce an algorithm to calculate
expectation values for nonorthogonal wave functions in an MPS and matrix-product oper-
ator (MPO) representation of the wave function and operators56,57, respectively, based on
a nonunitary orbital transformation and demonstrate in Section IV how the latter can be
exploited for a nonorthogonal MPS state-interaction (MPS-SI) ansatz. Numerical exam-
ples for the calculation of g-factors for f 1- and f 2-type actinide complexes are presented in
Section V.
II. SECOND QUANTIZATION FOR NONORTHOGONAL ORBITALS
In this section, we briefly summarize the second quantization formalism for nonorthogonal
orbitals50,51,58,59. In what follows, all quantities expressed in an orthonormal orbital basis
are denoted by a tilde, those in the biorthonormal basis will be labeled by a bar whereas
quantities with no extra label refer to a nonorthogonal orbital basis.
Assuming an arbitrary set of N (linearly independent) MOs ϕ = {ϕp} with the general
overlap matrix S = {Spq}
Spq = 〈ϕp |ϕq〉 =
∫
dr ϕ∗p(r)ϕq(r) , (2)
we can define a new set of orbitals ϕ˜ = {ϕ˜p} that form an orthonormal basis by applying a
Lo¨wdin symmetric orthogonalization60
ϕ˜ = ϕ S−1/2 . (3)
For an element of the overlap matrix in the new basis then holds
S˜pq =
(
S−1/2†SS−1/2
)
pq
= δpq , (4)
and consequently the new orbital set {ϕ˜} is orthonormal. The corresponding set of creation
(annihilation) operators {a˜†pσ} ({a˜pτ}) for spin orbitals, ϕ˜p(r)σ(ms), in the new basis is
related to the set of creation (annihilation) operators {a†pσ} ({apτ}) for spin orbitals of the
original (nonorthogonal) basis59,
a˜†pσ =
∑
q
a†qσ S
−1/2
qp , (5)
a˜pσ =
∑
q
aqσ S
−1/2
pq . (6)
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Note that the creation {a˜†pσ} and annihilation {a˜pσ} operators satisfy the well-known anti-
commutation rules.
Expressing the creation (annhihilation) operators of the nonorthogonal basis in terms of
the operators defined in the orthonormal basis yields59
a†pσ =
∑
q
a˜†qσ S
1/2
qp , (7)
apσ =
∑
q
a˜qσ S
1/2
pq . (8)
Inserting Eq. (7) into the definition of the anticommutator, it is easy to verify that two cre-
ation operators in the nonorthogonal basis anticommute as it is the case in the orthonormal
basis,
{a†pσ, a†qτ} =
∑
rs
στ
{a˜†rσ S1/2rp , a˜†sτ S1/2sq } =
∑
rs
στ
S1/2rp S
1/2
sq {a˜†rσ, a˜†sτ}︸ ︷︷ ︸
=0
= 0 , (9)
where we exploited in the second step the anticommutation of two creation operators for
orthonormal spin orbitals. The same result holds for the anticommutation relation of two
annihilation operators which is shown by Hermitian conjugation of Eq. (9). The anticom-
mutator between a creation and annihilation operator reads
{a†pσ, aqτ} =
∑
rs
στ
{a˜†rσ S1/2rp , a˜sτ S1/2qs } =
∑
rs
στ
S1/2rp S
1/2
qs {a˜†rσ, a˜†sτ}︸ ︷︷ ︸
=δrsδστ
=
∑
r
στ
S1/2qr S
1/2
rp δστ = Sqp δστ .
(10)
Hence, whereas the anticommutator for a general pair a˜†pσ, a˜
†
qτ of creation- and annihilation
operators reduces in the orthonormal orbital basis to
{a˜†pσ, a˜qτ} = δpq δστ , (11)
it depends on the (in general non-vanishing) overlap matrix element Sqp in the nonorthogonal
case.
As a consequence, the action of an annihilator aqσ on a given occupation number vector
(ONV) |k〉
|k〉 =
L∏
p=1
(
a†pσ
)kpσ |vac〉 = |k1k2 . . . kL〉 , (12)
with
kpσ =
 1 if ϕp(r)σ(ms) occupied0 if ϕp(r)σ(ms) unoccupied (13)
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leads to a sum of ONVs59
aqσ |k〉 =
L∑
p
(−1)
[
p−1∑
j=1
kjσ
]
Sqpkpσ |k1k2 . . . 0p . . . kL〉 , (14)
rather than to a single ONV as it would be the case for an orthonormal orbital basis. For
the sake of completeness, we provide the proof for Eq. (14) in the Appendix which exploits
the anticommutator relation in Eq. (10).
In the last decades, considerable efforts were made to make nonorthogonal approaches
such as valence-bond theory52,61–65 and nonorthogonal CI51,66,67 efficient. The latter suf-
fer from an increasing computational complexity compared to a standard orthonormal
formalism68–76 because of the nonorthogonal molecular orbital (MO) basis. In the framework
of second quantization, the additional complexity can be attributed to the non-vanishing
anticommutator in Eq. (10). For example, evaluating efficiently a matrix element of the
type 〈Ψ| O |Φ〉 in a nonorthogonal approach, where O could be an arbitrary one-electron
(two-electron) operator and |Ψ〉 and |Φ〉 are many-particle wave functions optimized for
two different sets of MOs, respectively, requires a generalization68,69,72 of the Slater-Condon
rules77,78.
In order to arrive at a formalism for evaluating matrix elements that closely resembles
an orthonormal approach, the anticommutator in Eq. (11) must vanish. To this end, it is
useful to define a new orbital basis ϕ¯ = {ϕ¯p} through the transformation50,58,79,
ϕ¯ = ϕ S−1 , (15)
where {ϕ¯p} is referred to as the dual of the nonorthogonal basis {ϕp}58,79. Moreover, {ϕ¯p}
and {ϕp} are said to form a biorthonormal system50 since we have
〈ϕ¯p |ϕq〉 = δpq , (16)
and further, if both bases span the same space, they are jointly called a biorthonormal
orbital basis. The definition of the biorthonormal creation operators follows from Eq. (15)
as
a¯†pσ =
∑
r
a†rσS
−1
rp . (17)
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To illustrate the biorthonormality, we consider the anticommutator for a biorthonormal
creation operator with an annihilation operator in the original basis,
{a¯†pσ, aqτ} =
∑
r
{a†rσ S−1rp , aqτ} =
∑
r
S−1rp {a†rσ, aqτ}︸ ︷︷ ︸
=Sqrδστ
= δpq δστ , (18)
which yields the standard anticommutation relation (cf. Eq. (11)).
III. MATRIX PRODUCT STATES AND MATRIX PRODUCT
OPERATORS
A. Concepts
We briefly introduce the concepts of expressing a quantum state as an MPS and a (Her-
mitian) operator as an MPO. Our notation follows the presentation of Ref. 56.
Consider an arbitrary state |Ψ〉 in a Hilbert space spanned by L spatial orbitals which we
express as a linear superposition of ONVs |k〉 with the CI coefficients ck1...kL as expansion
coefficients
|Ψ〉 =
∑
k
ck |k〉 =
∑
k1,...,kL
ck1...kL |k1 . . . kL〉 , (19)
where each local space is of dimension four corresponding to the basis states kl = |↑↓〉 , |↑〉 , |↓〉 , |0〉
of a spatial orbital. In an MPS representation of |Ψ〉, we encode the CI coefficients ck1...kL
as a product of ml−1 ×ml-dimensional matrices Mkl = {Mklal−1al}
|Ψ〉 =
∑
k1,...,kL
∑
a1,...,aL−1
Mk11a1M
k2
a1a2
· · ·MkLaL−11 |k1 . . . kL〉 =
∑
k
Mk1Mk2 · · ·MkL |k〉 , (20)
where the last equality follows from collapsing the summation over the al indices (sometimes
referred to as virtual indices or bonds) as matrix-matrix multiplications. Since the final
contraction of the matrices Mkl must yield the scalar coefficient ck1...kL , the first and the last
matrices are in practice 1×m1-dimensional row and mL−1× 1-dimenisional column vectors,
respectively. Allowing for the introduction of some maximum dimension m for the matrices
Mkl , with m commonly referred to as number of renormalized block states31, is the central
idea that facilitates a reduction of the exponentially scaling full CI ansatz in Eq. (19) to a
polynomial-scaling MPS wave function ansatz. For further details on the actual variational
search algorithm for ground- and excited states in an MPS framework, we refer the reader to
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the review by Schollwo¨ck33 and, for its formulation in a quantum chemical program package,
for instance to our recent works56,57.
We may express an operator Ŵ in MPO form
Ŵ =
∑
k1,...,kL
∑
k′1,...,k
′
L
∑
b1,...,bL−1
W
k1k′1
1b1
W
k2k′2
b1b2
· · ·W kLk′LbL−11 |k1 . . . kL〉 〈k′1 . . . k′L|
=
∑
kk′
W k1k
′
1W k2k
′
2 · · ·W kLk′L |k〉 〈k′| ≡
∑
kk′
wkk′ |k〉 〈k′| , (21)
with the incoming and outgoing physical states kl and k
′
l and the virtual indices bl−1 and
bl. In analogy to Eq. (20), we may recognize the summation over pairwise matching indices
bl as matrix-matrix multiplications which leads to the second line on the right-hand side of
Eq. (21). For practical applications, we rearrange the summations in Eq. (21) and contract
first over the local site indices klk
′
l
Ŵbl−1bl =
∑
klk
′
l
W
klk
′
l
bl−1bl |kl〉 〈k′l| , (22)
which then yields
Ŵ =
∑
b1,...,bL−1
W 11b1 · · ·W lbl−1bl · · ·WLbL−11 . (23)
The local, operator-valued matrix representation introduced in Eq. (22) is a central element
for an efficient MPO-based implementation of the quantum-chemical DMRG approach56,57
that offers the same polynomial scaling as a “traditional” (non-MPO) DMRG implementa-
tion.
B. MPO expectation values with nonorthogonal orbitals
The calculation of overlap matrix elements and expectation values for N -electron oper-
ators in an MPO framework based on an orthonormal basis common for the bra and ket
states was outlined, for instance, in Refs. 33 and 56, respectively. Here, we illustrate the
complexity that results when the bra and ket states are expressed in two different MO bases
which are in general not orthonormal.
Following the notation by Malmqvist and Roos48, orbital basis superscripts X and Y
denote the original (orthonormal) MO bases {ϕXp } and {ϕYp }, respectively, whereas the
superscripts A and B refer to different MO bases {ϕAp } and {ϕBp }, respectively, which have
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been manipulated in some way and are therefore in general not orthonormal. We assume that
the MPS wave functions are optimized with the same active orbital spaces and a common
atomic orbital basis set. The latter restrictions can, however, be lifted50,80.
1. General considerations
Let |Ψ〉 and |Φ〉 denote two MPS wave functions based on the definition in Eq. (20),
|Ψ〉 =
∑
kA
∑
a1,...,aL−1
M
kA1
1a1
Mk
A
2
a1a2
· · ·MkALaL−11
∣∣kA〉 , (24)
|Φ〉 =
∑
kB
∑
a′1,...,a
′
L−1
N
kB1
1a′1
N
kB2
a′1a
′
2
· · ·NkBLa′L−11
∣∣kB〉 , (25)
which are constructed from MO sets {ϕAp } and {ϕBp }, respectively.
We start by considering the overlap 〈Φ|Ψ 〉 which can be written as33,56,59
〈Φ|Ψ 〉 =
∑
kAkB
∑
a1,...,aL−1
a′1,...,a
′
L−1
(
N
kBL†
1a′L−1
· · ·NkB2 †a′2a′1N
kB1 †
a′11
)(
M
kA1
1a1
Mk
A
2
a1a2
· · ·MkALaL−11
) 〈
kB
∣∣kA 〉
=
∑
kAkB
∑
a1,...,aL−1
a′1,...,a
′
L−1
(
N
kBL†
1a′L−1
· · ·NkB2 †a′2a′1N
kB1 †
a′11
)(
M
kA1
1a1
Mk
A
2
a1a2
· · ·MkALaL−11
)
×δN
kB
N
kA
det Sk
BkA , (26)
with NkB and NkA being the number of electrons comprised in the ONVs and det S
kBkA the
determinant of the overlap matrix Sk
BkA of all overlap integrals between occupied orbitals of
the bra and ket ONVs. Compared to the standard expression of the inner product of ONVs
that are built from a common orthonormal basis {ϕ˜}, implying for example {ϕAp } ≡ {ϕBp },59
〈
kB
∣∣kA 〉 = L∏
p=1
δkBp kAp , (27)
the inner product in Eq. (26) leads to a rather complex expression with a large number
of non-zero terms. The reason for the latter is that in the general case of nonorthogonal
orbitals the action of an annihilator on a given ONV, as illustrated in Eq. (14), creates a
sum of ONVs rather than a single ONV.
Turning next to transition matrix elements 〈Φ| Oˆ |Ψ〉 of an N -electron operator Oˆ given
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in MPO form (cf. Eq (21)), the expression in the case of nonorthogonal orbitals reads
〈Φ| Oˆ |Ψ〉 =
∑
kAkB
∑
a1,...,aL−1
a′1,...,a
′
L−1
(
N
kBL†
1a′L−1
· · ·NkB2 †a′2a′1N
kB1 †
a′11
)
× 〈kB∣∣
 ∑
kB′kB′′
∑
kA′kA′′
∑
b1...bL−1
(
O
kB′1 k
A′
1
1b1
O
kB′2 k
A′
2
b1b2
· · ·OkB′L kA′LbL−11
) ∣∣kB′〉 〈kB′′∣∣ kA′′〉 〈kA′∣∣

×
(
M
kA1
1a1
Mk
A
2
a1a2
· · ·MkALaL−11
) ∣∣kA〉 . (28)
Note that, similarly to Eq. (26), the inner product
〈
kB′′
∣∣ kA′′〉 of the ONVs will not sim-
ply reduce to a product of delta functions since the incoming and outgoing basis states
of the operator are nonorthogonal. Moreover, the fermionic anticommutation which is en-
coded explicitly in the matrix representation of the creation and annihilation operators
(see, in particular, Section IV in Ref. 56 for a detailed discussion) by using their Wigner-
Jordan-transformed form81 will introduce additional overlap terms as becomes clear from
the anticommutation rules in Eqs. (9) and (10).
If, however, we assume that |Ψ〉 and |Φ〉 are expressed in a common, orthonormal basis
11
where Eq. (27) holds, Eq. (28) will reduce to the well-known expression33,56,
〈Φ| Oˆ |Ψ〉 =
∑
kAkB
∑
a1,...,aL−1
a′1,...,a
′
L−1
(
N
kBL†
1a′L−1
· · ·NkB2 †a′2a′1N
kB1 †
a′11
)
× 〈kB∣∣
 ∑
kB′kB′′
∑
kA′kA′′
∑
b1...bL−1
(
O
kB′1 k
A′
1
1b1
O
kB′2 k
A′
2
b1b2
· · ·OkB′L kA′LbL−11
) ∣∣kB′〉 〈kB′′∣∣ kA′′〉︸ ︷︷ ︸
=δ
kB′′kA′′=I
〈
kA′
∣∣

×
(
M
kA1
1a1
Mk
A
2
a1a2
· · ·MkALaL−11
) ∣∣kA〉
=
∑
kA′kA
∑
kB′kB
∑
b1...bL−1
∑
a1,...,aL−1
a′1,...,a
′
L−1
(
N
kBL†
1a′L−1
· · ·NkB2 †a′2a′1N
kB1 †
a′11
)(
O
kB′1 k
A′
1
1b1
O
kB′2 k
A′
2
b1b2
· · ·OkB′L kA′LbL−11
)
×
(
M
kA1
1a1
Mk
A
2
a1a2
· · ·MkALaL−11
)
〈 kB |kB′ 〉
=δ
kBkB′
〈 kA′ |kA 〉
=δ
kA′kA
=
∑
kBLk
A
L
aL−1a
′
L−1bL−1
N
kBL†
1a′L−1
O
kBLk
A
L
bL−11
· · · ∑
kB2 k
A
2
a1a′1b1
N
kB2 †
a′2a
′
1
O
kB2 k
A
2
b1b2
∑
kB1 k
A
1
N
kB1 †
a′11
O
kB1 k
A
1
1b1
M
kA1
1a1

×MkA2a1a2 · · ·
MkALaL−11 . (29)
Note that the last equality follows from the original expression by regrouping the summations
to minimize the operational cost33,56.
2. Transformation of orbitals and MPS wave functions
To bring the expressions for the overlap and transition matrix elements, Eqs. (26) and
(28), into a form that is comparable to the case for a common orthonormal basis requires
the fulfillment of the biorthonormality condition58,79〈
ϕ¯Ap
∣∣ϕBq 〉 = δpq . (30)
The price to pay is, however, that a transformation to a biorthonormal MO basis entails an
additional transformation step of the wave function expansion parameters, in the present case
the MPS tensors. This is most easily seen by inspection of Eq. (17) which defines a creation
operator in the biorthonormal basis as a suitable linear combination of creation operators in
the original basis. Because of the latter basis change of the creation (annihilation) operators
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the wave function expansion parameters need to be transformed as well. Moreover, as
already pointed out by Malmqvist and Roos48, the objective is to find efficient wave function
transformations from the original basis {ϕXp } ({ϕYp }) to the biorthogonal basis {ϕAp } ({ϕBp })
while explicitly avoiding any additional wave function optimization. Such an algorithm was
proposed by Malmqvist for CI-type wave functions49. Following up on Malmqvist’s original
idea, we outline in the following how such a transformation can be achieved for MPS-type
wave function expansions by a sequence of single-orbital replacements. Similarly to CI-type
expansions, each step in the sequence is approximately twice as expensive to compute as the
matrix-vector product
y = T̂ x . (31)
for a one-electron-operator T̂ .
a. Orbital transformation Considering the biorthonormality condition (cf. Eq. (30)),
Malmqvist49 and Olsen et al.50 showed that an LU-factorization of the inverse of the orbital
overlap matrix
(
SXY
)−1
defined according to Eq. (2) with the bra (ket) orbitals in {ϕXp }
({ϕYp }) yields (
SXY
)−1
= CYB
(
CXA
)†
, (32)
where CXA and CYB are the desired orbital transformation matrices. They allow us to
express the biorthonormal bases {ϕAp } and {ϕBp } in terms of the original orbital bases {ϕXp }
and {ϕYp }, respectively,49,50
ϕA = ϕX CXA , (33)
ϕB = ϕY CYB . (34)
Expressing the orbital transformation in Eq. (33) as a sequence of single orbital transforma-
tions the substitution of orbital ϕX1 reads
49,50
ϕX1 = ϕ
A
1 t11 + ϕ
X
2 t21 + ϕ
X
3 t31 + . . . , (35)
and for orbital ϕX2
ϕX2 = ϕ
A
1 t12 + ϕ
A
2 t22 + ϕ
X
3 t32 + . . . , (36)
and so forth. Collecting the unknown parameters tmn in a matrix t and splitting it into
upper (U) and lower (L) triangular parts tU and tL, respectively, the general sequence of
transformations is given by49,50
ϕX = ϕAtU + ϕ
XtL . (37)
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From the last equation, it follows that CXA can be written as49,50
CXA = (1− tL) tU−1 , (38)
or, alternatively, in terms of an LU-factorization49,50 as
CXA = LU , (39)
with L being a lower triangular matrix with unit diagonal elements and U an upper triangu-
lar matrix. Combining Eqs. (38) and (39) we can determine the upper and lower triangular
parts of t
tU = U
−1 and tL = 1− L (40)
The same considerations hold for CYB and its factorization into upper and lower triangular
matrices.
b. MPS wave function transformation With the elements of the matrix t at hand (vide
supra), the wave function expansion parameters can be transformed by a sequence of single-
orbital transformations49,50. A detailed account of this transformation approach can be found
for CI-type wave functions in Refs. 49 and 50. Following closely their ansatz, we outline
below the essential steps required to transform an MPS-type wave function representation
from an expansion in the original basis {ϕXp } to an expansion in a biorthonormal basis {ϕAp }.
As discussed in Subsection III B, the latter will allow us to calculate N -particle transition
density matrices in a framework of standard second-quantization algebra.
We start by transforming the wave function |Ψ〉
|Ψ〉 =
∑
kX
Mk
X
1Mk
X
2 · · ·MkXL ∣∣kX〉 , (41)
where we have introduced above an additional superscript X to emphasize that the MPS
tensors of |Ψ〉 refer to the original orbital basis {ϕX}. With the parameters tL and tU
calculated from an LU-factorization of CXA according to Eq. (40), the MPS wave function
transformation proceeds differently for inactive and active orbitals. No special action is
required for the secondary (virtual) orbital space.
Transformation with respect to the inactive orbital space As shown in Ref. 49,
this transformation step reduces for CAS-type wave functions to a simple scaling of |Ψ〉 by
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a factor α,
|Ψ〉 ≡ α · |Ψ〉 =
∑
kX
α ·
(
Mk
X
1Mk
X
2 · · ·MkXL
) ∣∣kX〉 (42)
with
α =
nI∏
i=1
(tii)
2 , (43)
where the inactive orbital space comprises nI orbitals.
Transformation with respect to the active orbital space Assuming an active
orbital space comprising L active orbitals, we set the orbital counter to j = 1 and proceed
as follows:
1. Scale the j-th MPS tensor Mk
X
j of |Ψ〉 consisting of a set of matrices (one for each
basis state occupation kXj ) with respect to the occupation number of the j-th orbital,
Mk
X
j ≡

t2jj ·Mk
X
j,|↑↓〉 for kXj = |↑↓〉
tjj ·Mk
X
j,|↑〉 for kXj = |↑〉
tjj ·Mk
X
j,|↓〉 for kXj = |↓〉
Mk
X
j,|0〉 for kXj = |0〉
, (44)
and
Mk
X
i ≡MkXi ∀ i 6= j ∧ i = 1, . . . , L . (45)
2. Construct a new MPO Ŵ for the one-electron operator T̂ ,
T̂ =
L∑
m6=j σ
tmj
tjj
a†mσajσ , (46)
where the coefficients tmj are given by the matrix elements of tL and tU, respectively.
Note that σ denotes here the eigenvalue of the spin eigenfunction.
3. Carry out a sequence of MPO–MPS operations33, starting with the exact product
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(analogous to Section 5.1, page 140f of Ref. 33)
∣∣Ψ(1)〉 = Ŵ |Ψ〉
=
∑
kXkX′
(
W k
X
1 k
X′
1 W k
X
2 k
X′
2 · · ·W kXLkX′L
)(
Mk
X′
1 Mk
X′
2 · · ·MkX′L
) ∣∣kX〉
=
∑
kXkX′
∑
ab
(
W
kX1 k
X′
1
1b1
W
kX2 k
X′
2
b1b2
· · ·W kXLkX′LbL−11
)(
M
kX′1
1a1
Mk
X′
2
a1a2
· · ·MkX′LaL−11
) ∣∣kX〉
=
∑
kXkX′
∑
ab
(
W
kX1 k
X′
1
1b1
M
kX′1
1a1
)(
W
kX2 k
X′
2
b1b2
Mk
X′
2
a1a2
)
· · ·
(
W
kXLk
X′
L
bL−11M
kX′L
aL−11
) ∣∣kX〉
=
∑
kX
∑
ab
N
kX1
(11)(b1a1)
N
kX2
(b1a1)(b2a2)
· · ·NkXL(bL−1aL−1)(11)
∣∣kX〉
=
∑
kX
Nk
X
1 Nk
X
2 · · ·NkXL ∣∣kX〉 , (47)
where the compact notation
N
kXi
(bi−1ai−1)(biai) =
∑
kX′i
W
kXi k
X′
i
bi−1biM
kX′i
ai−1ai , (48)
has been introduced in the second to last step on the right-hand side of Eq. (47).
4. Compress
∣∣Ψ(1)〉 by means of a singular-value decomposition (SVD) with a truncation
threshold  of (at most)  = 10−8. This is followed by
∣∣Ψ(2)〉 = Ŵ ∣∣Ψ(1)〉
=
∑
kXkX′
(
W k
X
1 k
X′
1 W k
X
2 k
X′
2 · · ·W kXLkX′L
)(
Nk
X
1 Nk
X
2 · · ·NkXL
) ∣∣kX〉
=
∑
kX
∑
ab
O
kX1
(11)(b1a1)
O
kX2
(b1a1)(b2a2)
· · ·OkXL(bL−1aL−1)(11)
∣∣kX〉
=
∑
kX
Ok
X
1 Ok
X
2 · · ·OkXL ∣∣kX〉 , (49)
in complete analogy to Eq. (47).
5. Set |Ψ〉 ≡ |Ψ〉+ ∣∣Ψ(1)〉+ 1
2
∣∣Ψ(2)〉 and perform an SVD compression of |Ψ〉.
6. Increase the orbital counter j by one. If j ≤ L repeat steps (1)-(5), otherwise exit
the transformation algorithm. Note that the final MPS tensors of |Ψ〉 now refer to an
expansion in the biorthonormal basis {ϕ¯A}, for example,
Mk
A
i ≡MkXi ∀ i = 1, . . . , L , (50)
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such that we can express |Ψ〉 as
|Ψ〉 =
∑
kA
Mk
A
1Mk
A
2 · · ·MkAL ∣∣kA〉 (51)
Having found a representation of |Ψ〉 in the biorthonormal basis {ϕ¯Ap }, we repeat the
transformation steps above for the inactive and active orbital spaces of the MPS wave
function |Φ〉 with tL and tU calculated from an LU-factorization of CYB.
IV. THE STATE-INTERACTION APPROACH FOR MPS WAVE
FUNCTIONS
With the overlap and transition matrix elements at hand, calculated from spin-free MPS
wave functions (i.e., SU(2) invariant MPS wave functions |Ψ(S)〉 with a well-defined total
spin quantum number S as, for instance implemented in the QCMaquis program57) in a
biorthonormal basis, we are now able not only to calculate Hamiltonian but also matrix
elements for arbitrary one- and two-particle property operators such as transition dipole
moments (from which we can calculate oscillator strengths), angular momentum eigenvalues
and magnetic transition dipoles, or electric field gradients. Based on the discussion in the
previous section, Fig. 1 illustrates the typical workflow of our MPS-SI approach where the
MPSs are obtained from different DMRG-SCF optimizations. We implemented this scheme
in a development version of the Molcas 8.082 software which, to a large extent, exploits
the existing framework of the CASSI/RASSI implementation for CI-type wave functions by
Malmqvist and co-workers48,80. Further details on the SI approach common to both CI-type
and MPS wave functions can be found in Refs. 48 and 80 and we here provide only a brief
summary of the most important steps as outlined in Fig. 1.
Considering only the lower triangular matrix of dimension N(N + 1) originating from
N converged spin-free (non- or scalar-relativistic) MPS wave functions of arbitrary spatial
symmetry and total spin S, we first test whether the i-th MPS shares the same MO basis
as the j-th state. If the outcome of the test is negative, both MPSs are transformed to the
biorthonormal basis according to Section III B 2 b, before proceeding with the calculation
of the wave function overlap and transition density matrix elements. The latter are then
combined with the corresponding AO-integrals to evaluate property and Hamiltonian matrix
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Flowchart for the 
MPS state-interaction
(MPS-SI) approach
Loop 1 from i=1,N: spin-free MPS wave functions
Loop 2 from j=1,i: spin-free MPS wave functions
Calculate N spin-free MPS wave functions
of arbitrary spin and spatial symmetry
End of Loop 1
End of Loop 2
MO basis of i-th state orthogonal to MO basis of j-th state?
Calculate orbital transformation 
matrices CiXA / CjYB;
LU-factorization à t-matrices
Use t-matrices to transform 
MPS expansions of the i-th/j-th
state to biorthonormal basis 
Calculate overlap as well as
1- and 2-particle TDMs Spin-orbit coupling?
YESNO
Calculate Hamiltonian and property 
matrix elements combining TDMs 
with AO-integrals
NO
YES
Calculate WE-reduced spin TDMs
and combine them with AMFI integrals;
Use WE theorem to obtain the total 
spin-orbit Hamiltonian 
Diagonalize the spin-free Hamiltonian;
Calculate matrix elements over spin-free eigenstates
If SOC: Diagonalize the full (spin-free+spin-orbit) Hamiltonian;
Calculate matrix elements over spin-orbit eigenstates
FIG. 1. The flowchart illustrates the MPS wave function state-interaction (MPS-SI) approach
targeting property matrix elements of spin-free and spin-orbit coupled wave functions.
elements. In the last step we diagonalize the Hamiltonian matrix and calculate property
matrix elements over the resulting N spin-free eigenstates.
Moreover, the calculation of magnetic properties such as g-tensors and hyperfine coupling
tensors as well as the prediction of intersystem crossing rates requires access to SO coupled
wave functions. To this end, we diagonalize the full Hamiltonian
Hˆ = Hˆel,sf + HˆSO , (52)
represented in the basis of the multiplet of states |Ψ(S,M)〉 that can be obtained from a
spin-free calculation of |Ψ(S)〉. Here, the state label (S,M) indicates the pair of total spin S
and spin magnetic quantum number M the latter which can take values in the range from −S
to S with unit increments. In our current approach, Hˆel,sf is typically a scalar-relativistic,
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spin-free electronic Hamiltonian, for example the Douglas-Kroll Hess Hamiltonian83–85 or
the exact two-component Hamiltonian (X2C)86–89 with the energy expectation value EA
for the eigenfunction
∣∣ΨA(S,M)〉 of state A. For HˆSO we consider an effective one-electron
mean-field SO Hamiltonian90 in which the two-electron terms essentially serve as screening
corrections of the (dominating) one-electron terms. Without significant loss of accuracy18,91
we apply an atomic-mean field approximation of the SO integrals as implemented in the
AMFI program of B. Schimmelpfennig92 where all multicenter integrals are neglected. In
the AMFI representation the effective one-electron mean-field SO Hamiltonian reads80
HˆSO =
∑
pq
(
V xpqTˆ
x
pq + V
y
pqTˆ
y
pq + V
z
pqTˆ
z
pq
)
, (53)
where Vpq are the AO spin-orbit interaction integrals and Tpq the triplet operators in Carte-
sian representation. The latter are related to the more common triplet operators in spin-
tensor form59
Tˆ1,1pq = −a†pαaqβ , (54)
Tˆ1,0pq =
1√
2
(
a†pαaqα − a†pβaqβ
)
, (55)
Tˆ1,−1pq = a
†
pβaqα , (56)
through a linear transformation59,
(
Tˆxpq, Tˆ
y
pq, Tˆ
z
pq
)
=
(
Tˆ1,1pq , Tˆ
1,−1
pq , Tˆ
1,0
pq
)
−1
2
− 1
2ı
0
1
2
− 1
2ı
0
0 0 1√
2
 . (57)
Here, TˆS,M is a spin-tensor operator whose eigenfunctions are a tensor state with spin
eigenvalues S and M . It is one of the 2S + 1 spin-tensor operators comprising the spin-
tensor operator Tˆ
S
of half-integer or integer rank S. To calculate the matrix representation
of the SO operator given in Eq. (53) we need to evaluate matrix elements between state∣∣ΨA(S ′,M ′)〉 and state ∣∣ΨB(S ′′,M ′′)〉 of the form 〈ΨA(S ′,M ′) ∣∣∣TˆS,M ∣∣∣ΨB(S ′′,M ′′)〉. These
can be calculated very efficiently by employing the Wigner-Eckart (WE) theorem5,93 which
states that the (2S ′+ 1)× (2S + 1)× (2S ′′+ 1) matrix elements above can be obtained as a
product from a single (WE-reduced) matrix element
〈
ΨA(S ′)
∣∣∣∣∣∣TˆS∣∣∣∣∣∣ΨB(S ′′)〉 and a Wigner
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3j-symbol (calculated from Clebsch-Gordon coefficients),〈
ΨA(S ′,M ′)
∣∣∣TˆS,M ∣∣∣ΨB(S ′′,M ′′)〉 = (−1)S′′+M ′−S
×
 S ′′ S S ′
M ′′ M M ′
〈ΨA(S ′) ∣∣∣∣∣∣TˆS∣∣∣∣∣∣ΨB(S ′′)〉 . (58)
Taking advantage of the WE theorem, we calculate WE-reduced one-particle (spin) transi-
tion density matrices80
ΓWEpq =
〈
ΨA(S ′)
∣∣∣∣∣∣TˆSpq∣∣∣∣∣∣ΨB(S ′′)〉 , (59)
which can now be employed to calculate a WE-reduced matrix element80
VAB =
∑
pq
ΓWEpq Vpq . (60)
Since the matrix elements over spin states will only be non-zero if |S ′′ − S ′| is an integer
≤ 1, while also |M ′′ −M ′| is an integer ≤ 1, we are left with a total of nine non-zero SO
Hamiltonian matrix elements, for example,〈
ΨA(SM )
∣∣∣HˆSO∣∣∣ΨB(S + 1M ± 1)〉 = −√(S±M + 1) (S±M + 2)
2
(±V AB,x + ıV AB,y)
(61)
and 〈
ΨA(SM )
∣∣∣HˆSO∣∣∣ΨB(SM )〉 = MV AB,z , (62)
where the remaining six cases can be found in Ref. 80.
With the matrix elements of the SO operator at hand, we next diagonalize the total
Hamiltonian matrix H of the Hamiltonian H given in Eq. (52) with the matrix elements
given by〈
ΨA(S ′M ′)
∣∣∣Hˆ∣∣∣ΨB(S ′′M ′′)〉 = SABδS′S′′δM ′M ′′EA + 〈ΨA(S ′M ′) ∣∣∣HˆSO∣∣∣ΨB(S ′′M ′′)〉 , (63)
where SAB is the overlap between states A and B. Note that it is also possible, prior to
the diagonalziation of H, to correct the state energies for dynamic electron correlation
contributions from, e.g., a DMRG-CASPT294–96 or DMRG-NEVPT297–101 calculation by
shifting the diagonal elements of the total Hamiltonian by80
∆HAB = 0.5 (∆EA + ∆EB)SAB , (64)
where ∆EA is the dynamical electron correlation contribution shift for state A.
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Diagonalization of H yields a set of SO coupled eigenstates which are linear combinations
of all MPS wave functions with different spin and magnetic quantum numbers and the
corresponding eigenvalues. In the final step (lower box in Fig. 1), we can now calculate the
desired property matrix elements such as g-tensor matrix elements (see for example Ref. 9
for further details) in the basis of the SO eigenstates.
V. NUMERICAL EXAMPLES
A. Closedness of MPS wave function expansion
The transformation algorithm outlined in Section III B 2 b is based on Malmqvist’s
approach49 which can only be applied to wave function expansions that are closed under de-
excitation53–55. The latter implies that in each sequence of the wave function transformation
no states outside of the original wave function expansion are generated. This prerequisite
is fulfilled by full CI wave functions and was also shown to be the case for restricted active
space wave functions53. Here, we probe the closedness and (approximate) orbital rotation
invariance of our MPS wave function transformation by systematically increasing the nu-
merical accuracy of the MPS with a varying number of renormalized block states m for
a given active orbital space. As an example, we choose to study the zero-field splitting
(ZFS) of the spin-free ground state 3Σ−g of the tellurium dimer Te2 for which CASSCF-SO
reference data are available102 for both the ZFS and the SO matrix element V between the
spin-free 3Σ−g and
1Σ+g states.
In accordance with the reference work of Rota et al.102, we employ an all-electron ANO-
RCC basis set of TZP quality103,104 for Te along with the 2nd-order Douglas-Kroll-Hess
(DKH2) scalar-relativistic Hamiltonian105. The internuclear Te-Te distance of 2.557 A˚ is
taken from experiment106. In the chalcogenide dimers, the low-lying electronic spectrum
originates from the valence (pi∗)2 configuration which gives rise to the X 0+g electronic ground
and X2 1g, a 2g and b 0g
+ excited states. We consider a CAS(8,6) with 8 electrons allowed
to freely occupy the six spatial orbitals (σ, σ∗, pi and pi∗) resulting from combinations of
the atomic Te 5p valence orbitals. For this active orbital space, we carried out individual
state-averaged spin-free DMRG-SCF calculations for five triplet and six singlet states which
are subsequently allowed to mix through SO interaction in our MPS-SI ansatz. The latter
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requires a transformation to a biorthonormal MO basis and a corresponding rotation of the
MPS wave functions to this basis. We therefore expect that any significant violation of the
closedness and/or orbital rotation invariance of the MPS ansatz for finite values of m would
lead to considerable differences in the calculated spectrum and/or the SO matrix element V
compared to the reference CASSCF data.
All results are compiled in Table I. We first note that for the small CAS(8,6) space all our
DMRG-SCF-SO data for the ZFS and the SO matrix element V , irrespective of the number
of renormalized block states m ranging from m = 64 to m = 2048, is in excellent agreement
with the reference CASSCF-SO data (third-to-last row in Table I) obtained in this work.
This result may not be surprising at first glance because of the size of the considered CAS but
it nevertheless indicates that the closedness assumption holds for full CI-type wave functions
represented by MPS expansions with finite m values. Moreover, orbital rotation invariance
which is in principle only fullfilled exactly for MPS wave function expansions with m→∞
appear not to have an impact on our MPS transformation approach to the biorthonormal
basis.
Compared to the CASSCF-SO data by Rota et al., our DMRG-SCF-SO/CASSCF-SO
data deviate by several hundred wave numbers for the excitation energies of the spin-free
and SO coupled excited states as well as by 25 cm−1 for the SO matrix element V . This is
partly due to the fact that we took into account only the lowest five (six) triplet (singlet)
states in the wave function optimization. Considering all spin-free states up to 70000 cm−1
(second-to-last row in Table I) partly reduces the observed deviations, in particular for V .
In summary, we emphasize that our CASSCF-SO and DMRG-SCF-SO data are consistent.
B. Magnetic resonance properties of sample f 1 and f 2 actinide complexes
To illustrate the capabilities of our MPS-SI approach, we calculate g-factors of pro-
totypical f 1- and f 2-type actinide complexes, namely NpO2+2 and PuO
2+
2 , and compare
to CASSCF/CASPT2 data from Gendron et al.107. To facilitate a comparison, we follow
the same computational protocol as outlined in Ref. 107 which we briefly summarize here.
We employed all-electron ANO-RCC basis sets of TZP quality103,104 along with the scalar-
relativistic DKH2 Hamiltonian105 and a Cholesky-decomposition (CD) of the two-electron
repulsion integrals as implemented in Molcas82 (keyword Cholesky in the integral mod-
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TABLE I. Relative first excited state energies of Te2 as obtained from spin-free (SF) and spin-orbit
coupled (SOC) DMRG-SCF calculations with a varying number of renormalized block states m.
V denotes the spin-orbit coupling matrix element between the 3Σ−g and 1Σ+g states. All values are
given in cm−1.
SF SOC
method CAS m 1∆g
1Σ+g X21g a2g b 0
+
g V
DMRG-SCF-SO (8,6) 64 3712 6588 1759 5471 10107 3832
DMRG-SCF-SO (8,6) 128 3711 6587 1759 5471 10106 3832
DMRG-SCF-SO (8,6) 256 3711 6587 1759 5470 10105 3832
DMRG-SCF-SO (8,6) 512 3711 6586 1759 5470 10105 3832
DMRG-SCF-SO (8,6) 1024 3711 6587 1759 5470 10105 3832
DMRG-SCF-SO (8,6) 2048 3711 6586 1759 5470 10105 3832
CASSCF-SOa (8,6) - 3711 6586 1759 5470 10105 3832
CASSCF-SOb (8,6) - 3507 6298 1657 4917 9317 3808
CASSCF-SOc (8,6) - 2716 6009 1700 4180 9153 3807
a This work.
b This work. All spin-free states up to 70,000 cm−1 were considered.
c Ref. 102; CAS(8,6)SCF-SO/TZP data.
ule SEWARD). Dynamical electron correlation is included through CD-DMRG-NEVPT2
(second order n-electron valence perturbation theory) calculations43,101 with a state-averaged
DMRG-SCF reference wave function. Active orbital spaces for the latter comprise 7 (8) elec-
trons in 10 orbitals for NpO2+2 (PuO
2+
2 ) denoted in the following as CAS(7,10) (CAS(8,10)).
For NpO2+2 , we simultaneously optimized six doublet states while for PuO
2+
2 we carried out
individual state-averaged DMRG-SCF calculations for 20 triplet and 20 singlet states, re-
spectively. In all DMRG-SCF calculations, the number renormalized block states m was set
to 1024 which is sufficient to yield results of CASSCF quality for the active orbital spaces
considered. In accordance with Gendron et al.107, C1 point group symmetry was assumed
in calculations.
As outlined in Section IV, our MPS-SI approach is integrated in the CASSI/RASSI
framework48,80 of Molcas which allowed us to calculate the SO operator matrix elements
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from the contraction of WE-reduced spin transition density matrices with atomic mean-field
integrals90,92 while EPR g-factors were calculated based on the approach of Bolvin9.
In the case of Np(VI)O2+2 we carried out additional four-component EPR calculations
using a multi-reference CI (MRCI) approach11 based on the Dirac-Coulomb Hamiltonian and
all-electron uncontracted cc-pVTZ108 and dyall.v3z109 basis sets for oxygen and neptunium,
respectively. MP2 natural spinors obtained from correlating the Np 5s5p5d6s6p and O 2s2p
electrons while keeping the remaining core electrons of Np and O frozen constitute the orbital
basis for the MRCI expansion. In the MP2 calculation, a virtual spinor threshold was set to
20 hartree such that the virtual correlation space comprised all recommended core-valence
and valence-correlation functions. The MRCI active space includes all occupied spinors with
occupation numbers less than 1.98 as well as all virtual spinors with occupation numbers
up to about 0.001. The active space was further split in three subspaces with a maximum
allowed excitation level of singles and singles-doubles from the first space containing all
spinors with occupation larger than 1.80 into a model space comprising the four partially
occupied nonbonding Np 5f spinors of Np(VI)O2+2
107. From the combined two lower spaces
a maximum of singles-doubles-triples excitations are allowed into the third space comprising
in total 90 spinors.
Table II summarizes our property calculations for NpO2+2 and PuO
2+
2 . Starting with
NpO2+2 , we note that our DMRG/NEVPT2-SO results are in close agreement with the cor-
responding CASSCF/CASPT2-SO data from Gendron et al.107 both for the g-factors, g‖ and
g⊥, respectively, and the vertical excitation energy ∆E from the 2Φ5/2u ground to the 2∆3/2u
first excited state. The DMRG/NEVPT2-SO g‖ = 4.235 value for NpO2+2 compares further
well with our reference four-component MRCI g‖ = 4.283 value which indicates that the
considered number of spin-free states is sufficient to achieve convergence of the SO coupling
contributions. Moreover, we find that the ground- and excited state compositions of the SO
coupled 2Φ5/2u and
2∆3/2u states in terms of their φ, δ and pi character are well reproduced in
our DMRG/NEVPT2-SO calculation in comparison to the CASSCF/CASPT2-SO reference
data, in particular the sizable admixture of 12% δ character in the SO coupled 2Φ5/2u ground
state which originates from a strong coupling of the spin-free 2Φu and
2∆u states
107.
Turning next to PuO2+2 , we find an excellent agreement of our DMRG-SCF-SO results
for the electronic Ω = 4g ground and the lowest-lying excited states with the corresponding
CASSCF-SO reference data by Gendron et al.107. We are not only able to correctly reproduce
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the ground-state g-factors of g‖ = 6.076 and g⊥ = 0.000 but also find matching vertical
excitation energies ∆E with deviations of at most 5 cm−1 for the first three excited states.
Similar to NpO2+2 , the lowest spin-free states of the plutonyl ion originate from occupations
of the non-bonding δ and φ orbitals with different combinations (parallel or antiparallel)
of spin (MS) and angular momentum (ML) projections. In accordance with Hund’s rules,
the spin-free ground state is a 3Hg (δ
1φ1 occupation) triplet state with parallel angular
momentum projections (ML = ±2 ± 3 = ±5) and antiparallel spin projection MS = ∓1.
Further combinations of MS and ML within the δ
1φ1 occupation manifold lead to 3Σ−g
and 3Πg states which we find at 3875 cm
−1 and 6563 cm−1 above the 3Hg ground state,
respectively. Moreover, according to our DMRG-SCF calculations the first spin-singlet state
1Σ+g is located at 10384 cm
−1 above the electronic ground state.
At the SO level, the 3Hg term splits into its three components with Ω = 4g, 5g, and 6g
which are then allowed to mix with states of the same Ω. Although the Ω = 4g ground state
remains predominantly of 3Hg character (96%), it exhibits an admixture of the
1Γg state
(2%) which is energetically separated from the 3Hg state by about 15300 cm
−1 in the spin-
free framework. In addition, as can be seen from Table II, the first two SO-coupled excited
states of Ω = 0+g and Ω = 1g at ∆E = 4383 cm
−1 and 6985 cm−1, respectively, originate
from a strong admixture of different triplet and singlet states. Their state composition, as
obtained from our DMRG-SCF-SO calculations, compares nicely with the CASSCF-SO data
of Gendron et al.107.
VI. CONCLUSIONS AND OUTLOOK
In this work, we presented a state-interaction (SI) approach for nonorthogonal matrix
product state (MPS) wave functions dubbed as MPS-SI where the MPSs can be obtained
from several different (state-specific) DMRG-SCF wave function optimizations. Our MPS-
SI approach complements existing implementations for traditional CI-type wave functions
while generalizing earlier SI approaches for DMRG wave functions to nonorthogonal wave
functions as basis set for the MPS-SI approach.
Allowing for nonorthogonality of the input MPS wave functions adds a greater flexibility
to the preceeding orbital optimization step, which will be particularly beneficial for tran-
sition metal and lanthanide/actinide compounds, where state-specific optimizations allow
25
TABLE II. Relative energies ∆E [cm−1], g-factors (absolute values), and state composition of the
two lowest-energy electronic states of NpO2+2 as well as the lowest electronic states of PuO
2+
2 as
obtained from DMRG-SCF-SO and DMRG/NEVPT2-SO calculations. The same active orbital
space was employed as for the CASSCF-SO/CASPT2-SO data taken from the work of Gendron et
al.107. For details on the 4c-MRCI calculation, see text.
NpO2+2
DMRG-SCF-SO NEVPT2-SO CASPT2-SOa 4c-MRCI
ground state ∆E 0 0 0 0
2Φ5/2u g‖ 4.228 4.235 4.233 4.283
gb⊥ 0.002 0.002 0.002 0.000
composition 89% φ, 11% δ 88% φ, 12% δ 88% φ, 12% δ -
1st excited state ∆E 3294 3086 3107 -
2∆3/2u g‖ 2.025 2.035 2.037 -
gb⊥ 0.002 0.017 0.005 -
composition 99% δ, 1% pi 98% δ, 2% pi 98% δ, 2% pi -
PuO2+2
DMRG-SCF-SO CASSCF-SOa
ground state ∆E 0 0
4g g‖ 6.076 6.076
g⊥ 0.000 0.000
composition 96% 3Hg, 2%
1Γg 96%
3Hg
1st excited state ∆E 4383 4388
0+g composition 57%
3Σ−g , 27% 3Πg, 14% 1Σ+g 57% 3Σ−g , 27% 3Πg, 14% 1Σ+g
2nd excited state ∆E 6985 6985
1g composition 36%
3Σ−g , 48% 3Πg, 14% 1Πg 35% 3Σ−g , 50% 3Πg, 14% 1Πg
3rd excited state ∆E 7150 7152
5g composition 99%
3Hg 99%
3Hg
a Ref. 107; CAS(7,10)PT2-SO data for NpO2+2 and CAS(8,10)SCF-SO data for PuO
2+
2 .
b A non-zero value for g⊥ indicates a minor symmetry-breaking in the optimized spin-free wave
functions due to the neglect of point group symmetry.
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us to explicitly consider different open-shell d- or f -orbital occupations. Moreover, our
nonorthogonal MPS-SI approach no longer requires a state averaging of molecular states
with different spin symmetry at the orbital optimization step if, for example, spin-orbit
coupling elements between these states are to be calculated. In this work, we discussed the
transformation of orbitals and MPS wave functions from a nonorthogonal to a biorthonormal
basis by formulating a nonunitary orbital transformation algorithm for MPS wave functions.
This opens up for an efficient calculation of overlap matrix elements between nonorthogonal
MPS wave functions and matrix elements of the one- and two-particle reduced transition
density matrix as well as of the spin-orbit operator. After diagonalization of the resulting
spin-free and spin-orbit Hamiltonian matrices target properties are calculated in the basis
of the corresponding orthogonal and non-interacting (spin-orbit coupled) eigenstates.
We demonstrated the applicability of the nonorthogonal MPS-SI approach for two exam-
ple open-shell fn actinide molecules, namely NpO2+2 (f
1 complex) and PuO2+2 (f
2 complex)
for which we calculated ground- and excited-state properties including g-factors. Our spin-
orbit DMRG-SCF/NEVPT2 g-factors for the two lowest doublet states of NpO2+2 agree well
with corresponding CASSCF/CASPT2 data reported in the literature. The ground-state
g-factors are close to the values obtained from a four-component MRCI g-tensor calcula-
tion which includes spin-orbit coupling variationally from the outset. This indicates that
the property values are (close to being) converged with respect to the number of spin-free
states included in our MPS-SI approach. Subsequently, we carried out DMRG-SCF g-factor
calculations for PuO2+2 by allowing the lowest spin-free singlet and triplet states to interact
through spin-orbit coupling. We found a similar agreement of our DMRG-SCF results to the
CASSCF values as was the case for NpO2+2 which illustrates that our nonorthogonal MPS-SI
approach works equally well for cases where the interacting states do not share the same
molecular orbital basis. Combined with our recently developed Cholesky-decomposition
DMRG-NEVPT2 implementation, our MPS-SI approach will be valuable not only for the
study of (magnetic) properties of transition metal and/or heavy-element complexes in dif-
ferent spin states but also for the full exploration of the photophysics and, more generally,
excited-state (surface hopping) dynamics of chromophores and light-harvesting materials.
The latter requires, besides the calculation of non-adiabatic coupling elements to locate and
characterize conical intersections, the determination of intersystem crossing probabilities
between electronic states of different spin multiplicity induced by spin-orbit coupling.
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APPENDIX
The action of an annihilation operator in a nonorthogonal basis
An annihilation operator in a nonorthogonal spin-orbital basis acting on an ONV is
considered here. We follow closely the derivation that can be found in Ref. 59. Assume
an ONV for L spin-orbitals as it was given in Eq. (12). Recalling that annihilation of the
vacuum state is impossible,
aqσ |vac〉 =
∑
p
S1/2qp a˜pσ |vac〉︸ ︷︷ ︸
=0 ∀p
= 0 , (A1)
we write the action of an annihilation operator on the ONV as (anti-)commutator of the
annihilation operator and the product of even (odd) numbers of creation operators
aqσ |k〉 =
aqσ
(
L∏
p=1
(
a†pσ
)kpσ) ∓( L∏
p=1
(
a†pσ
)kpσ)
aqσ︸ ︷︷ ︸
=0
 |vac〉
=

[
aqσ,
L∏
p=1
(
a†pσ
)kpσ] |vac〉 for even L
{
aqσ,
L∏
p=1
(
a†pσ
)kpσ} |vac〉 for odd L
. (A2)
The (anti-)commutator appearing in Eq. (A2) can be written in terms of linear combina-
tions of a basic anticommutator of an annihilation and an creation operator exploiting the
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corresponding operator identity[
Aˆ, Bˆ1 · · · BˆL
]
{
Aˆ, Bˆ1 · · · BˆL
}
 =
L∑
p=1
(−1)p−1Bˆ1 · · ·
{
Aˆ, Bˆp
}
· · · BˆL . (A3)
Inserting Eq. (A3) into the right-hand side of Eq. (A2) yields
aqσ |k〉 =
L∑
p=1
kpσ(−1)
[
p−1∑
j=1
kjσ
] (
a†1σ
)k1σ · · ·{aqσ, (a†pσ)kpσ}︸ ︷︷ ︸
=Sqpδσσ
· · ·
(
a†Lσ
)kLσ |vac〉 . (A4)
Resolving the anticommutator by the identity in Eq. (10), as indicated in Eq. (A4), yields
the final result
aqσ |k〉 =
L∑
p=1
kpσ(−1)
[
p−1∑
j=1
kjσ
]
Sqp |k1k2 . . . 0p . . . kL〉 . (A5)
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