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The dramatic increase in atmospheric concentrations of CO2 over the last few centuries 
has led to development of various mitigation efforts aimed at preventing CO2 release into the 
atmosphere. The most promising mitigation technique, in terms of scale and storage potential, is 
geological carbon capture, utilization and storage (CCUS). However, while acting to solve one 
environmental problem, CCUS operations are accompanied by other environmental concerns 
associated with CO2 and brine leakage from injection formations.  
In this work, the impact of brine leakage on freshwater aquifer quality was examined in 
terms of water quality standards for drinking water and plant yield reductions due to irrigation 
with saline waters. These hazards were assessed through a statistical analysis of geochemistry 
of saline aquifers, and applying a simple freshwater-brine mixing model. 
 The impact of CO2 leakage on carbonate aquifers was addressed by conducting a 
series of pressurized experiments. In these experiments, natural carbonate rocks of different 
compositions were reacted in water under high partial-pressures of CO2, and the dissolution 
products analyzed for trace metals. To gain insight into the sources of released metals, the 
pressurized experiments were coupled with thorough characterization of mineralogy and trace 
element content in the rocks. The experimental work was supplemented with geochemical 
modeling, both equilibrium and kinetic (predictive).  
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LITERATURE REVIEW AND MOTIVATION FOR DISSERTATION RESEARCH 
The research detailed in the following chapters was directly motivated by potential 
hazards associated with injection of large amounts of compressed CO2 into deep geological 
formations. However, this body of work could not stand outside the context of global climate 
change (GCC) and the reasons that capture and geological storage of CO2 were proposed in 
the first place. Comprehensive reviews of almost all aspects of climate change can be found in  
the Intergovernmental Panel on Climate Change (IPCC) reports (the most recent is IPCC, 
2007). This chapter provides an introduction to the state of the science of climate change, an 
overview of main concepts of carbon capture, utilization and storage (CCUS) and the potential 
hazards that may arise from CCUS operations.  
1.1 Global Climate Change 
In popular media, the term “global climate change” is often synonymous with “global 
warming”, undoubtedly due to the temperature observations of the last century that indicate an 
overall global warming trend (IPCC, 2007). Yet the science of GCC is not limited to predictions 
of global warming, nor it is limited to studies of temperature patterns. In GCC research, 
scientists reconstruct the Earth’s ancient climate and predict future climates; examine the 
effects of a changing climate on the hydrological cycle, flora and fauna; and of course inspect 
the human species as the cause, the casualty and the mitigator of climate change. 
1.1.1 Greenhouse Gases 
Atmospheric concentrations of CO2, CH4 and N2O have increased considerably during the past 
200 years, and current levels exceed any from the last 600,000 years (IPCC, 2007) (Figure 1.1). 
These gases, and other non-diatomic gases such as chlorofluorocarbons (CFCs) and H2O, are 
commonly referred to as “greenhouse gases”, due to their ability to absorb thermal (infrared) 
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radiation that is emitted from the earth’s surface and that otherwise might be released out to 
space. Although present in trace amounts in the atmosphere compared to N2 and O2 (which 
exert almost no greenhouse effect), greenhouse gases are important in the way these gases 
alter energy balances in the atmosphere. The effect of greenhouse gases on heat trapping is 
not equal in all gases. For example, CH4 and N2O are less abundant than CO2 in the 
atmosphere by 6 orders of magnitude, but absorb infrared radiation much more strongly than 
CO2 (Lashof and Ahuja, 1990). On the other hand, the average residence time of CO2 in the 
atmosphere (30-95 years; Jacobson, 2005) is longer than that of methane (4-7 years; Ehhalt, 
1974). The relative contribution of different gases to heat trapping can be evaluated using global 
warming potential indexes (for example, Lashof and Ahuja, 1990).  
Reconstructions of paleo-climate and atmospheric concentrations of CO2 and CH4 from 
geological records and ice cores have demonstrated that temperature trends, derived from 
deuterium (δD) and 18O (δ18O) measurements, strongly correlate to the abundance of these 
gases in the atmosphere (Petit et al., 1999). However, the temporal resolutions of most 
measurements are not sufficient to determine whether elevated concentrations of greenhouse 
gases were the drivers of climate change or whether they were the outcome. In addition, most 
paleo-climate reconstructions link greenhouse gas concentrations to temperatures in the same 
locale, such as based on measurements from the same ice core. Recently, Shakun et al. (2012) 
have shown for the first time that the increase in atmospheric CO2 concentrations (inferred from 
Antarctic ice cores) preceded global temperature increases (inferred from proxy data from 80 
core sites world-wide) by several centuries. By comparison, the Antarctic CO2 trends lag 
Antarctic temperature trends. In general, dry, cold areas such as the Arctic and Antarctic 
regions are more sensitive to changes in water vapor and CO2 concentrations, as opposed to 





Figure 1.1: Atmospheric concentrations of greenhouse gases from ice core data (a) in 
the past 650,000 years (source: IPCC, 2007a) and (b) in the past 2000 years (source: 




1.1.2 Feedback Mechanisms 
Warming of the atmosphere may be enhanced by feedback mechanisms that respond to 
initial warming. For example, higher temperatures lead to greater water evaporation and 
increase in atmospheric water vapor, which in turn act as greenhouse gases and contribute 
further to warming. Also, thawing of frozen lakes and tundra leads to release of “trapped” CO2 
and CH4, which may add to acceleration of warming (Walter et al., 2006; Schuur et al., 2009). 
This being said, the response of the earth’s climate to increased atmospheric concentrations of 
greenhouse gases still holds a great deal of uncertainty. One area where not only the amplitude, 
but also the sign of the climate response is unclear is the role of cloud cover in enhancing or 
buffering climate change. Clouds cover about 60% of the earth’s surface and are responsible for 
up to two thirds of the Earth’s albedo (IPCC, 2007a). An increase in cloud cover can lead to an 
increase in the planetary albedo and a decrease in the black-body radiative temperature. On the 
other hand, cloud cover enhances the greenhouse effect, thus leading to warming.  
1.1.3 Anthropogenic Contribution to Climate Change 
The increases in atmospheric concentrations of greenhouse gases since the beginning 
of the industrial revolution are attributed mainly to human activity: emission increases and 
activities that lead to decreases in biological sinks. Major emission sources include electricity 
plants, industrial processes, cement manufacturing, transportation, residential and commercial 
structures and refineries (IPCC, 2007) (Figure 1.2a). Annual global emissions from fuel 
consumption were estimated at 30.3 GtCO2 in 2011 (IEA, 2012a) (Figure 1.2b), and are 
projected to increase to 37 GtCO2 by 2035 (IEA, 2012b). These values dwarf natural volcanic 
CO2 emissions, which are estimated at 0.18-0.33 GtCO2 per year (Marty and Tolstikhin, 1998). 
About half the generated CO2 is removed from the atmosphere in land and oceanic sinks (IPCC, 
2007a), although ongoing large-scale deforestation contributes to reduction of land-based sinks 






Figure 1.2: (a) Global CO2 emissions by sector, 1969-2004 (source: IPCC, 2007b) and (b) 




1.1.4 Mitigation Options 
Pacala and Socolow (2004) suggested multiple practices (“stabilization wedges”) that 
would lead to reduction – or stabilization – in atmospheric concentrations of CO2. Crudely, these 
practices can be divided into four groups: (a) reduction in energy demand, (b) replacement of 
high-CO2 emitting sources with low-emitting sources, (c) capture and sequestration of CO2 
before it is released to the atmosphere, and (d) changes in agricultural practices. Capture and 
sequestration of CO2 is most relevant to this dissertation, and will be discussed in length in the 
following sections. CCUS stands in contrast to other mitigation options listed here, in the sense 
that CCUS is mostly seen as “transitional technology” (IEA, 2006) or “bridging technology” 
(Newmark et al., 2010), i.e., a temporary solution to CO2 emissions that can utilize existing 
knowledge and technologies, while new carbon-constrained energy systems are being 
developed. 
1.2 Overview of Carbon Capture, Utilization and Storage 
Globally, CO2 emissions from stationary sources during electricity production dominate  
overall emissions (Figure 1.2a, b). A method for mitigating atmospheric CO2 concentrations was 
proposed, which includes capture of CO2 from stationary emitters prior to release to the 
atmosphere, followed by some form of storage of CO2 (for example, Marchetti, 1977). This 
process is commonly known as carbon capture and storage (CCS). Where the storage is in the 
form of CO2 injection into deep geological formations, this process is referred to as geological 
CCS, or GCCS. In recent years, mostly due to economic reasons (see Section 1.3.3.1), the 
policy focus in the U.S. has shifted towards carbon capture, utilization and storage (CCUS), i.e., 
a framework that combines storage of CO2 and profitability, mostly through enhanced oil or gas 
recovery (EOR / EGR) (Tomski et al, 2012) .The term CCUS will be used here in the context of 
terrestrial (on-shore) geological storage. Off-shore storage options include the deep ocean 
(Marchetti, 1997; Saito et al., 1999) oceanic continental shelf sediments (Gaus et al., 2005; 
Kemp and Kasim, 2010) and even deep-sea basalts (Goldberg et al., 2008). Above-ground (ex-
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situ) CO2 storage through mineralization of CO2 have been studied as well (Bauer et al., 2011; 
Haug et al., 2010; Orlando et al., 2012; Perez-Lopez et al., 2008). A typical CCUS operation 
consists of the following steps (summarized in Figure 1.3): 
- Separation of CO2. Stationary sources of CO2 include natural gas production facilities 
(Riddiford et al., 2005), coal-fired power plants (Kuuskraa et al., 2009) and ethanol / 
biodiesel producers (Finley et al., 2011). Flue gas of a pulverized coal power plant 
typically contains only 10-13% CO2, with a balance of N2, steam, and other impurities 
such as SOx, NOx and heavy metals, including mercury (Lee et al., 2009; NETL, 2011a). 
Ethanol production plants have a CO2 flue stream purity of ~99% CO2 (Finley et al., 
2011). Separation or concentration of CO2 from other flue gases in power plants can be 
done pre-combustion, post-combustion, or through combustion in O2 atmosphere diluted 
with recycled flue gas instead of air (Merkel et al., 2010) (Figure 1.4). Pre-combustion 
and oxy-combustion systems are generally more energetically efficient than post- 











combustion (NETL, 2011b). Membrane technology for selective separation of CO2 
under high temperatures and is also under development (Low et al., 2013).  
- Capture of CO2. Selective capture of CO2 is typically done using chemical solvents, 
such as monoethanolamine (MEA), or physical solvents, such as glycol or methanol. 
The focus in capture research and development has shifted in recent years towards 
use of improved solvents such as aqueous ammonia, ionic liquid-based materials, 
and solids that are cable to sorb CO2 chemically (immobilized amines and 
carbonates) or physically (metal-organic frameworks and zeolites) (NETL, 2011b). All 
capture methods require a controlled CO2 release process and regeneration of 
sorbents / solvents through heating, an energy-intensive process. 
- Dehydration. Water with high concentrations of dissolved CO2 are very acidic (pH~3 
in pressures used to transport CO2 in pipelines; Cole et al., 2011). Trace amounts of 
water in a CO2 atmosphere can corrode steel (Cole et al., 2011; He et al., 2009). To  
prevent damage and loss of mechanical integrity of pipes, water is removed from the 
CO2 stream. Water separation (“gas conditioning”) is done in vapour-liquid separator 
drums, first by gravity separation and further by pressurizing the CO2 stream to 20-
40 bar (Cole et al., 2011).  
- Compression and transport. CO2 is typically transported in pipes as a liquid or a 
supercritical fluid. Compression prior to piping is done to pressures of 50-100 bars, 
depending on the temperature at the inlet (Cole et al., 2011).  
- Injection. Terrestrial (on-shore) injection formations (IFs) include deep saline 
aquifers (Bachu and Abrams, 2003; Goodarzi et al., 2011; Liu et al., 2010; Riddiford 
et al., 2005), depleted oil and gas reservoirs (Asghari and Al-Dliwe, 2004; Jenkins et 
al., 2011; Zhou et al., 2010), mafic and ultramafic rocks (Goff and Lackner, 1998; 
Matter et al., 2007; Rosenbauer et al., 2012) and unmineable coal seams (Chai and 
Shimada, 2011; Loizzo et al., 2011). Ideally, CO2 is injected to depths greater than 
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~800m, given a typical continental temperature gradient of 25 C/km , to maintain 
CO2 in supercritical state (Benson and Cole, 2008). The more compressed CO2 is, 
the less pore space it occupies in the subsurface, and the potential storage capacity 
of the IF increases. Unmineable coal seams have very low porosity and injectivity 
below depths of 400-500m, and injection of CO2 into these formations at greater 
depths may be preceded by hydraulic fracturing (Loizzo et al., 2011).  
1.2.1 Capacity of CO2 Storage and Deployment 
Several CCUS facilities exist world-wide, either operating at full scale or in 
demonstration phases (Figure 1.5). The CO2 storage potential in the U.S. is estimated to be 
between 2,296 and 20,092 GtCO2, of which 1,806-13,652 GtCO2 is in on-shore basins (USDOE, 
2012). In contrast, the IPCC (2005) estimates that the global CO2 storage potential is only 
1,675-11,100 GtCO2, which is less than the USDOE estimates for the US alone. The 
discrepancies in storage capacity estimates probably result from adoption of different 
methodologies of calculation and underlying assumptions (Bachu and Adams, 2003; IPCC, 
2007b). Regardless of the exact estimates, prospective sedimentary basins for CCUS exist 
worldwide (Figure 1.6), which explain the global interest in CCUS technology.  
1.2.2 CO2 Trapping Mechanisms 
Several CO2 trapping mechanisms are considered in analysis of IF suitability for CCUS: 
(a) structural and stratigraphic trapping, (b) residual CO2 trapping, (c) solubility trapping and (d) 
mineral trapping (IPCC, 2005). These trapping mechanisms occur simultaneously during and 
after CO2 injection, although the relative contribution of each mechanism is time-dependent 
(Figure 1.7). While the exact contribution of each mechanism at a given time is debatable, 
variations of Figure 1.7 are found in many CCUS-related publications. In general, the evolution 
of each trapping mechanism may depend on factors such as IF mineralogy (Johnson et al., 




Figure 1.5: Past, current and planned CCUS projects (Source: Michael et al., 2009). 
 
Figure 1.6: Prospective areas in sedimentary basins where CCUS-suitable saline 




press) and residual CO2 saturation (Mito et al., in press). In addition, many geochemical models 
may overestimate mineral precipitation rates, thus over-predict the contribution of the mineral 
trapping mechanism (Pham et al., 2011). 
1.2.2.1 Physical Trapping Mechanisms 
The most important CO2 trapping mechanism in the short term is structural or stratigraphic 
trapping. Generally, structural trapping security is proportional to the number of caprocks 
overlying an IF, their lateral extent and thickness. Under geological storage conditions, CO2 is 
typically found as a dense supercritical phase. However, even as a compressed fluid it is still 
less dense, and therefore buoyant, compared to surrounding formation waters (Figure 1.8). 
Buoyancy forces drive CO2 towards the ground surface. A dense low-premeability formation 
(caprock) overlying the IF can prevent CO2 from escaping the IF. Because caprocks are initially  
  




saturated with water, penetration of CO2 into caprocks depends on the difference between the 
caprock pore water pressure and the pressure exerted by the vertical column of injected CO2, 







    (1.1) 
where   is the interfacial tension of a CO2-water boundary,   is the CO2-water contact angle, 
and r  is the interface curvature radius (analogous to pore size). In a multiphase CO2-water  
system, CO2 is the non-wetting phase. The wetability (i.e., the quantity cos  ) and viscous 
drag determine imbibitions (i.e., displacement of one phase by another) and the occupancy of 
pores by either the wetting or the nonwetting fluid. Brine and CO2 viscosities (and their ratios), 
as well as the CO2-water   and  , vary only slightly in the pressure range that is typical of 
Figure 1.8: Variation of CO2 density with depth, assuming hydrostatis pressure and 
gradient of 25 C/km from 15 C at the surface (based on density data of Angus et al., 1973) 




geological CO2 storage, where CO2 is expected to be in a liquid or supercritical phase (Espinoza 
and Santamarina, 2010). Brine salinity and caprock material (substrate) impact both   and  : 
elevated salinity increases 
2 2CO H O
  , and results in higher 2 2CO H O  . However, in the presence 
of a solid substrate, an increase in 
2 2CO H O
   is partially compensated by a decrease in 
2CO substrate
  , and the contact angles remain relatively unchanged (Espinoza and Santamarina, 
2010).  
As apparent from Equation 1.1, CO2 bubbles can penetrate large pores easier than small 
pores. After injection stops, and as pressure in the aquifer dissipates, water will preferably re-
enter the small pores, possibly leaving “trapped” CO2 bubbles in larger pores. This is referred to 
as capillary, or residual trapping.  
1.2.2.2 Chemical Processes 
A series of equations describe CO2 partitioning between the gaseous and dissolved 
phase, and transformations between dissolved carbonate species (Espinoza and Santamarina, 
2010): 
2( ) 2( )g or l aqCO CO    (1.2a) 
2( ) 2 2 3( )aq aqCO H O H CO   (1.2b) 
2 3( ) ( ) 3 ( )aq aq aqH CO H HCO
    (1.2c) 
2
3 ( ) ( ) 3 ( )aq aq aqHCO H CO
     (1.2d) 
According to Equation 1.2a, as the partial-pressure of CO2 (pCO2) increases, so does the 
amount of CO2 that is dissolved in water. Removing CO2 from the free-form phase and into the 
aqueous phase reduces the risk of CO2 leakage, and it is therefore referred to as solubility 
trapping. The term “solubility trapping” is sometimes used exclusively to describe dissolved 
aqueous CO2, whereas the transformations into the ionic species is termed “ionic trapping” (Mito 
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et al., in press).  
The partitioning between gaseous and aqueous phases is not limitless, and constrained 
by CO2 solubility in water, which is a function of pressure, temperature and brine salinity (Duan 
and Sun, 2003; Enick and Klara, 1990). Ignoring density effects, a sharp CO2-water interface 
should form in a reservoir with slow-moving brine (i.e., little dilution), and dissolution of CO2 
beyond the interface would depend on diffusion of CO2 in water (Nordbotten et al., 2005). When 
density effects are considered, the potential of brine to trap aqueous CO2 increases: Dissolved 
CO2 has the effect of increasing water density up to 2-3% in the temperature range of 5-300 C 
(Garcia, 2001; Teng et al., 1997); because CO2-rich brine is denser than CO2-poor brine, 
unstable, denser brine sinks towards the bottom of the IF and “smears” the CO2-brine interface, 
increasing CO2-brine contact and solubility trapping (Kneafsey and Pruess, 2010). 
 Artificial sorbents of CO2 were mentioned in Section 1.3 (the CO2 capture process). 
Coal is a good natural sorbent of CO2. In fact, CO2 is often used to de-sorb methane in 
unmineable coal seams (Loizzo et al., 2011). Therefore, injection of CO2 into unmineable coal 
seams results in significant adsorption trapping of CO2.  
Possibly the slowest kinetically, but most stable and secure form of CO2 trapping is 
mineral trapping. The acidity generated by dissociation of carbonic acid leads to dissolution of 
minerals present in the IF and solubilization of cations. These cations can react with aqueous 
carbonate species to form solid carbonate minerals (secondary precipitates). The formation of 
carbonate minerals depends on the mineral saturation, which is in turn determined by the 
ambient pH and metal concentration in solution. Injection of CO2 into mafic and ultramafic rocks 
was proposed because these rocks contain large amounts of Fe- and Mg-rich minerals that are 
somewhat reactive at high pCO2. Extensive dissolution of mafic minerals can release Fe and Mg 
into solution, which can potentially form carbonate complexes and eventually precipitate as 
minerals. The kinetics of secondary mineral precipitation carry a great deal of uncertainty, 
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because nucleation rates of many minerals are difficult to estimate (Pham et al., 2011).   
1.2.3 Hurdles for CCUS Implementation 
Gough (2008) conducted a survey among 242 professionals in the UK who were either 
directly engaged in CCUS technology or in an area related to its application. The responders 
cited lack of long term policy framework in the UK and costs as the major “show stoppers” for 
implementation of CCUS, but also the lack of international regulatory framework, public opinion, 
technical / engineering challenges, potential leakage of CO2 and environmental impacts. In the 
following sections some of these hurdles are reviewed. A separate section expands on specific 
problems related to CO2 and brine leakage from CCUS sites. 
1.2.3.1 Financial Hurdles 
Responders to the survey by Gough (2008) highlighted the regulatory issues of CCUS. 
In the U.S., a regulatory framework already exists for CCUS (USEPA, 2010), yet the cost of 
CCUS is still prohibitive. Current state-of-the-art technology for CO2 capture in pulverized coal 
power plants results in increase in cost of electricity (COE) of about 75% (NETL, 2011a). A 
realistic goal was set to about 35% increase in COE in power plants with post-combustion CO2 
capture, and 10% in power plants with pre-combustion or oxy-combustion capture (NETL, 
2010), for example by improving membrane technology in the capture process (Low et al., 
2013). In addition, the cost of pipeline construction for CO2 transport to injection sites is 
estimated at about $1.26M per mile (van der Zwaan et al., 2011), a hefty cost considering that 
sources of CO2 are not always located near potential injection reservoirs. Overall, the current 
cost of CCUS (neglecting possible profit from EOR) is estimated at <$64 per metric ton CO2 
(tCO2), of which ~$54/tCO2 (~84%) is associated with CO2 capture, and the rest with transport 
and geologic storage (Stauffer et al., 2011). Given the “transitional” status of the CCUS solution 
and lack of return on investment, Tsouris et al. (2010) argued in favor of a “virtual CCS”, i.e., 
reallocation of resources that would have been spent on CCUS to research and development of 
alternative energy technologies. 
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Tax incentives of $20 per sequestered tCO2 in non-EOR projects, or $10 per 
sequestered tCO2 in EOR projects, have been placed in the regulatory framework in the U.S. 
(USEPA, 2010), but are far below the construction and operating expenses of CCUS. No federal 
penalties (tax levies) exist in the U.S. on emissions of CO2. In addition, there are no nation-wide 
cap-and-trade programs (The American Clean Energy and Security Act of 2009 (ACES), part of 
the energy bill H.R. 2454, which could have led to establishment of an emissions trading 
scheme in the U.S., was approved by the House of Representatives in June 2009, but never 
pursued by the Senate). However, some regional cap-and-trade partnerships exist for emissions 
from power plants in the U.S. (some include Canada as well; WRI, 2009), and the State of 
California is expected to be the first state to enact an industry-wide cap-and-trade program in 
2013 (State of California, 2006).  
1.2.3.2 Environmental Hurdles not Related to CO2 Leakage 
The goal of CCUS is to mitigate, to some extent, the causes for the environmental 
problem of climate change. However, solutions to one environmental problem may result in 
several others. The U.S. Department of Energy goal for CO2 capture from power plants is 90% 
CO2 capture capability (NETL, 2011a). Such high capture capability translates to as much as a 
30% “parasitic load” (also “energetic penalty” or “auxiliary load”) on power plants (Kobos et al., 
2010). The increase in energy demand may either decrease the energy output of a power plant, 
or force it to operate at higher capacity, leading to additional fossil fuel consumption (Newmark 
et al., 2010). In addition, CO2 capture and separation processes require large amounts of water 
for cooling, on top of the additional water needs of the power plant due to parasitic load 
(Newmark et al., 2010). Water demand in power plants that are fitted with CO2 capture is ~37% 
higher in integrated gasification combined cycle (IGCC) plants with a physical sorbent, ~81% 
higher in natural gas combined cycle (NGCC) plants with amine capture, and ~95% higher in 
pulverized coal plant compared to plants without CO2 capture (NETL, 2007). 
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1.3 Hazards Associated with CCUS 
Whenever implementation of a new technology is proposed, or extension of existing 
technology to regions beyond previously tested boundaries, it is beneficial to weigh the risks 
associated with the practice. Even though injection of CO2 has been practiced in EOR for 
decades, CCUS poses a new challenge because the amounts and rates proposed for CCUS 
surpass those that have been traditionally applied in EOR or that are tested in CCUS pilot 
projects (NRC, 2012). It is important to distinguish between the risks associated with CCUS and 
the hazards: a hazard is a negatively associated event that may occur as a result of CCUS; risk 
combines the severity of a hazard with the probability that it will occur. The magnitude of risk, 
rather than hazard, often dictates the course of preventative and monitoring measures. For 
example, the hazard of an asteroid larger than 100 meters hitting the Earth is very severe; 
however, the probably of such a strike to occur is very low. Therefore, the risk of ignoring 
asteroid strikes is a factor of both the probability and the hazard. In the context of CO2, the 
hazard may be release of metals into underground sources of drinking water (USDWs) following 
acidification of groundwater due to CO2 leakage from storage sites. The risk from such leakage 
would factor in the probability of CO2 leaking in the first place, the expected range of leakage 
rates, the possible hydro-geochemical characteristics of the USDW, the probability that a person 
would ingest water from a contaminated USDW, the level of exposure to contaminated water 
(chronic or acute), the concentrations of the metals in the water, the sensitivity of such a person 
to the metals, etc. (Siirila et al., 2012). This section focuses mainly on the hazards that are 
discussed in the literature that may result from CCUS operations, although probabilities are 
reviewed as well.  
1.3.1 Induced Seismicity 
Injection of fluids into the subsurface is expected to increase the pressure in the IF, as 
the injectant and native waters compete for pore space. If the pressure buildup exceeds the 
pressure required to cause mechanical failure of the rock, or to destabilize joints and faults, then 
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a seismic event is triggered. Dissolution of rock material due to reaction with CO2 may also lead 
to sediment compaction (Espinoza et al., 2011). Also, injected CO2 is colder (~30 C) than IF 
waters (~50 C at 1 km depth) (Goodarzi et al., 2011). Cooling of the IF reduces the total 
stresses in the formation and lowers the critical pressure needed for fracture propagation 
(Goodarzi et al., 2001; Preisig and Prévost, 2011). Natural seismic events caused by natural 
subsurface accumulations of CO2 have been reported (Miller et al., 2004), as well as minor 
seismic events related to injection of other fluids (NRC, 2012; Hsie and Bredehoeft, 1981). 
While there is no evidence of seismic events generated by pilot CCUS projects, the volumes 
and rates of CO2 that are injected in these projects are low compared to those expected from 
actual full-scale CCUS (NRC, 2012). The risk of induced seismicity during CCUS can be 
lowered by monitoring and maintaining proper IF formation pressures through controlled 
injections, as is done routinely in EOR operations (NRC, 2012). It is also possible to extract 
brine from IFs as CO2 is injected to maintain formation pressures (Buscheck et al., 2011; Court 
et al., 2010). However, pumping of brine to the ground surface introduces a brine disposal 
problem and a potential contamination of aquifers from saline waters. Buscheck et al. (2011) 
proposed desalination of extracted brine and re-injection of the residual brine, which would 
greatly mitigate injection volume and pressures, and thus minimize potential for brine leakage. 
Yet desalination is an energy-intensive process, and will contribute to the “parasitic loads” 
discussed in section 1.3.3.2. 
1.3.2 Leakage of CO2  
Suitable IFs for storage of CO2 are likely to be carefully selected based on CO2 storage 
capacity, injectivity and storage security (in addition to financial considerations, reviewed in 
Section 1.3.3.1). Injection operations will be preceded by thorough characterization of the IFs 
and the overlying seals and computerized simulations, to assure maximum storage security 
(USEPA, 2010). However, the knowledge gained from drilled core analyses, geophysical 
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interpretations of the subsurface and other characterization methods cannot guarantee with 
absolute certainty 100% containment of CO2 in the IF. For example, a caprock that is thought to 
be a good seal may contain discrete leakage pathways. The DOE Carbon Sequestration 
Technology Roadmap and Program Plan has set a CO2 seepage
1 goal of less than 0.01% per 
year (USDOE, 2003). Hepple and Benson (2005) state that a seepage rate of 1% is 
“unacceptably high” from an atmospheric concentration mitigation perspective. Leakage 
pathways of CO2 from IFs include: 
- Leaky or improperly sealed wells. These can be the injection wells themselves, 
observation wells or abandoned production wells (Celia et al., 2011). Leakage 
pathways may include cracks in the well cement plug, the cement-casing interface 
(separation), deteriorating (corroded) casing, the cement-rock interface, and 
permeable filter cake residue (Gasda et al., 2004; Miyazaki, 2009; Jacobs, 2009). 
Evaporite rocks are considered very efficient seals, yet Wells et al. (2005) suggest 
possible dissolution of evaporites at the casing-rock interface (annulus), resulting 
from drilling operations. In contrast, Jimenez et al. (2004) conclude that caprock salt 
dissolution will have very minimal effect on evaporite caprock integrity. Old and 
abandoned, or improperly sealed wells are considered prone to leakage; yet even 
“properly-sealed” wells may exhibit leakage.  Additionally, well abandonment 
standards change over time (Miyazaki, 2009). In California, about 10% of tested 
abandoned natural-gas storage wells showed signs of leakage since inspection was 
initiated in the late-1980’s, and roughly 10% of those wells failed in the first year 
following abandonment (Miyazaki, 2009). These California wells, however, may be 
vulnerable to leakage due to extreme pressure changes from injection-withdrawal 
cycles that are characteristic of underground gas storage sites (Miyazaki, 2009). 
                                               
1
 Note that these goals are referring to “seepage”, which is a specific case of leakage where 




Overall, leaky wells are the most probable CO2 leakage pathway (Celia et al., 2011; 
Gasda et al., 2004; Tsang et al., 2008).  
- Fractures in the caprock. Fractures can be viewed as local (point sources) for 
leakage into overlying formations, or as line sources, depending on the scale of the 
system of interest. Fractures can be easily missed in ex-situ analysis of caprock rock 
samples because wells drilled for core sampling may not intercept fractures that are 
spaced several meters to hundreds of meters apart (which would be relevant for 
geological CCS leakage scenarios). Moreno et al. (2005) point at the self-sealing 
capability of fractures in plastic caprock materials such as shales or salts, through 
creep and mineralization over time. Yet it is not clear how “healed” fractures would 
respond to a large increase in reservoir pressure. Geomechanical modeling work by 
Rutqvist et al. (2008) showed that pressure increases in the storage reservoir can 
lead to tensile failure and re-opening of fractures. Recent studies have shown that 
the probability of fracture creation or re-opening is increased when the temperature 
difference between the (“cold”) injected CO2 and the (“warm”) reservoir is taken into 
account, resulting in localized reduction in compressive stresses (Preisig and 
Prévost, 2011; Goodarzi et al., 2011).   
- Fracture network or fault zone. Conduits in this special case can be regarded as 
multiple point sources or as one large areal leak. In the latter case, a fault zone or 
fracture network may act as local porous media (Rutqvist et al., 2008), depending on 
the fracture density and interconnectedness of fractures. 
- Areal diffusion through the caprock. This process is very slow (Li et al., 2006), 
and from a geochemical standpoint may even be self-limiting for CO2 leakage (Gaus 
et al., 2005; Gherardi et al., 2007) due to precipitation of carbonates at the reservoir-
caprock interface, and subsequent porosity reduction. On the other hand, Mouzakis 
(2011) showed in a neutron scattering study that both overall porosity and pore 
22 
 
connectivity increased in calcitic shales after exposure to supercritical CO2. In the 
same work, calcite-poor shales showed no change in total porosity and an increase 
in the relative abundance of unconnected pores. 
- Areal discharge through angular unconformities. Such leakage may occur when 
the IF is has a dip (i.e., not flat), and its shallow portion outcrops at the surface or 
encounters another formation without a separation of a caprock (Nicot, 2008; Gasda 
et al., 2008; White et al., 2005). 
- Capillary-controlled flow of CO2 through the caprock, combined with caprock-
water displacement. This type of CO2 leakage scenario is likely to occur if the 
caprock capillary pressure is overcome due to the CO2 injection (Hildenbrand et al., 
2004; Li et al., 2006; Wollenweber et al., 2009). Efficient caprock seals require large 
breakthrough pressures, and intra-formation pressures can be monitored during 
injection. Yet calculations made by Li et al. (2006) showed that once gas 
breakthrough is achieved “CO2 leakage by volume flow is disastrous”.  
The hazards associated with leakage of CO2 from IFs are discussed in the following sub-
sections. A greater emphasis is placed on results from previous studies that examine 
deleterious effects of CO2 leakage on aquifer water quality, as this is the main scope of this 
dissertation. 
1.3.2.1 Suffocation 
Injected CO2 may leak from IFs into overlying aquifers and eventually degas into the 
atmosphere. Leaked CO2 gas could have high initial diffusion rates in the subsurface air phase 
due to relatively high concentration gradients that can transport the gas away from the leakage 
source. Because CO2 is denser than air, there is a potential for leaked CO2 to concentrate in the 
vadose zone or in below-ground structures such as parking lots and basements, and lead to 
suffocation. It may also accumulate in geographic depressions and have similar impacts on 
wildlife. These scenarios are mostly likely to occur in systems with shallow water tables owing to 
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the denser nature of CO2 compared to typical soil gas. A person breathing air containing 1-3% 
(v/v) CO2 will experience rapid breathing, headaches and tiredness. CO2 concentrations >3% 
(v/v) in air lead to hypercapnia – incomplete gas exchange in the lungs which causes increased 
concentrations of CO2 in the blood and lowering of the blood pH. Under these conditions, a 
person is likely to suffer from brain malfunctioning, loss of consciousness, and even death at 
concentrations above 5-10% (v/v) of CO2 in air (Roberts et al., 2011 and references therein).   
Deaths of humans and livestock, as well as tree kill from natural seepages of CO2 have 
been reported (Lewicki et al., 2007 and references therein). The lethal events were associated 
with slow diffuse seepages of CO2 or with fast eruptive discharge of CO2 from magmatic 
sources, or in one case with sudden mixing of a well-stratified lake that contained large amounts 
of CO2 in its lower stratas. Only one reported death resulted from a CO2 leak related to an 
engineered systems (well blowout; Lewicki et al., 2007) 
Roberts et al. (2011) examined suffocation reports in areas in Italy and Sicily where 
natural volcanic-sourced CO2 seepages are found. They found that more suffocation incidents 
were reported in populated areas, and that people who were closer to the ground were at 
greater risk (e.g., low-lying hunters and swimmers). Also, historical fatalities of animals were an 
order of magnitude higher than human fatalities. However, the overall calculated probability of 
suffocation near locations that are known to have CO2 seeps is very low: 11 deaths in 20 years, 
given a population of 20 million people. For comparison, the authors found that the probability of 
dying in a car accident in Italy was 4 orders of magnitude higher, and the probability of getting 
struck by lightning in the U.S. was 3 orders of magnitude higher. The chances of CO2 poisoning 
from seeps was comparable to the chances of winning the lottery jackpot in the United 
Kingdom. Roberts et al. concluded that “without (CCUS)… risk of death from climate change will 




1.3.2.2 Contamination of USDWs 
Elevated concentrations of CO2 in water lead to increased acidity (Equations 1.2a-d). In 
an aquifer setting, natural rock material can react with the CO2-rich water. Reactions can include 
mineral dissolution or precipitation, adsorption-desorption of solutes or change in reduction-
oxidation (redox) conditions. Dissolution and desorption reactions are of interest if they lead to 
mobilization of elements that may be toxic to humans. Acidic CO2-laden water can potentially 
dissolve host minerals, releasing metals in the process. In addition, low pH is generally 
associated with faster metal desorption rates from host materials. Both processes could 
increase metal concentrations in aquifers exposed to leaking CO2. Additionally, CO2 may act as 
a solvent and enhance mobilization of volatile organic compounds in both oil field waters and 
non-oil-bearing formations (Kharaka et al., 2009a). There are sincere arguments that natural 
carbonated spring and well waters have been consumed for centuries with no adverse effects 
(Gilfillan and Haszeldine, 2011). However, these natural systems are likely close to equilibrium, 
meaning that the initial plume associated with CO2 intrusion has long dissipated. Aqueous 
concentrations in drinking water of several elements and compounds are regulated in the U.S. 
by the Environmental Protection Agency (USEPA, 2011). Extreme examples are Pb and As, 
which have maximum contaminant level goals (MCLGs) of 0 mg/L in drinking water due to their 
toxicity (USEPA, 2011), and subsequently low non-zero (for practical reasons) enforceable 
maximum contaminant levels (MCLs).  
Geochemical effects of CO2 leakage into freshwater aquifers have been studied in field 
and laboratory experiments and in numerical simulations. Laboratory experiments found in the 
literature were either batch or flow-through bench-top systems, ranging in duration from three 
days (Wei et al., 2011) to almost a year (Little and Jackson, 2010). Field experiments included 
controlled releases of CO2 (Kharaka et al., 2009b) or water-CO2 mixtures (Matter et al., 2007; 
Trautz et al., 2012) into shallow aquifers, or evaluations of natural analogues. Some key 
findings from these studies are listed below: 
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- Radu et al., 2005 (laboratory): Conducted flow-through experiments, examining the 
effects of elevated pCO2 (atmospheric, 10
-1.8 and 10-1 atm) on arsenate sorption and 
desorption from Fe oxide-coated quartz grains. pH was kept at 7 by addition of 
NaOH. Under ambient conditions and 10-1.8 atm pCO2, ~54% of the arsenate sorbed 
to the oxide surfaces. At 10-1 atm pCO2 only 39% of the arsenate adsorbed. 
Desorption of arsenate was also slightly higher at 10-1 atm pCO2, although the 
arsenate recovery was not complete. Lastly, repeating of the experiment under 
reducing conditions, in which As was prevalent as arsenite, resulted in greater As 
desorption than in the oxidizing conditions. The dominant mechanism leading to 
arsenate / arsenite desorption was competition or ion exchange with bicarbonate 
ions.   
- Lu et al., 2010 (laboratory): Detected major increases of Ca, Mg, Mn, Ba and Sr 
concentrations, and minor increases of K, Si and B, during reaction of natural rock 
material (sandstones) from coastal aquifers in water with elevated partial pressures 
of CO2 (pCO2) for two weeks (pCO2 magnitude not specified). Aqueous 
concentrations of Fe, Al, Mo, U, V, Cs, Rb, Ni, Cu and Cr increased temporarily, then 
decreased to initial levels. The decrease in concentrations of these elements was 
attributed to desorption of these metals onto oxide and clay surfaces after pH in the 
system rebounded due to dissolution of minor amounts of dolomite. Release of Ba 
and Sr was attributed to dissolution of dolomite. 
- Little and Jackson, 2010 (laboratory): Injected CO2 at a rate of 0.2 L/min to 
beakers containing natural rocks from various aquifers in the US for ~300 days. The 
beakers were not sealed to the atmosphere (this method was criticized by Harvey et 
al., 2013, as misrepresenting natural redox conditions). The reacted rock samples 
were collected only from aquifers where natural concentrations of As, U, Ra, Cd, Cr, 
Cu, Pb, Hg or Se were at least 10% higher than EPA primary MCL for drinking water 
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(this method was criticized by Gilfillan and Haszeldine, 2011). During the experiment, 
concentrations of Ca, Mn, Fe, Cd, Li, Co, Ba, U, Ni, Tl, Rb increased in all samples. 
Concentrations of As, Zn and Cu either decreased or increased in the various 
samples, depending on mineralogy. For example, concentrations of As decreased 
over time in the carbonate-rich samples. Concentrations of V, Co, Al, B and Se 
decreased in most samples. Most elements were released rapidly into solution 
during the first two weeks of reaction, then increased slightly or stabilized throughout 
the rest of the experiment. 
- Wei et al., 2011 (laboratory): Reacted soil samples with varying moisture contents 
at an initial pCO2 of 25 bars (which dropped during the experiment) for three days. 
The soils comprised mostly of quartz (90%), with ~9% of clays and trace amounts of 
feldspars and dolomite. Aqueous concentrations of Mg, K, Al, Ti, V, Cr, Mn, Fe, Co, 
Cu, Rb, Sr, Mo, Cs, Ba, Pb, Th and U increased, while concentrations of Zn and Cd 
decreased. Wetter soils exhibited greater increase in concentrations. The pCO2 used 
in the experiment was probably unrealistically high (especially for soils), but justified 
by the authors as needed to “accelerate reactions”.  
- Frye et al., 2012 (laboratory): Measured Cd desorption in columns containing 
quartz (90%) and Cd-laden illite (10%), under different flow rates (analogous to 
leakage rates) and concentrations of dissolved CO2, and different ionic strengths. 
The times that elapsed since the spiking of illite with Cd also varied, from 0 to 6 
months of “weathering time”. Overall, Cd desorbed more rapidly and in larger 
quantities when flow rates were high. There was a weak correlation between the CO2 
fluxes (as opposed to water fluxes, that is – mass of CO2 per area per time) and the 
total amount of desorbed Cd. Desorption of Cd was lower in columns containing 
“weathered” illite and Cd, i.e. Cd-laden illite minerals that were prepared months prior 
to the reaction with CO2. However, weathering had a minimal effect in columns with 
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fast flow rates. When calcite was added to the system (10%), desorption of Cd 
decreased significantly compared to an assemblage with no calcite, which was 
attributed by the authors to pH buffering during calcite dissolution. Ionic strength 
differences of two orders of magnitude had little effect on Cd desorption (it was not 
mentioned which salt was used to control ionic strength, though). 
- Kharaka et al., 2009b (field): Horizontal perforated pipes, buried 2-2.3 m below 
ground surface, were used to inject ~300 kg/day of CO2 for about a month into a 
shallow aquifer near Bozeman, Montana. The injection caused major increases in 
concentrations of dissolved Ca, Mg, Fe, Sr and Mn, while concentrations of Na and K 
remained fairly constant. Both Fe and Mn concentrations decreased temporarily in 
groundwater following rain events, possibly due to increases in dissolved oxygen 
content. The Ca/Mg ratios in solution were too high to be attributed to dolomite 
dissolution, and their release was probably controlled by calcite dissolution. Aqueous 
concentrations of Al, Pb, As, Cu, Cd, Se and Zn also increased with decreasing pH, 
but were all below MCLs. The authors attributed the release of these metals to 
exchange reactions with protons, Ca and Mg. Also, low concentrations (below MCL) 
of benzene, toluene, ethylbenzene, m-, p- and o-xylene (BTEX) were detected in a 
large number of aqueous samples. While it was concluded that the injected CO2 was 
the source of BTEX, and not the sediment, the detection of BTEX highlighted the role 
of CO2 as a solvent for BTEX. The latter may be of consequence in case of leakage 
of CO2 from IFs that contain high concentrations of volatile organics, such as 
depleted oil and gas fields.    
- Flaathen et al., 2009 (field, natural analogue): Examined the water composition of 
natural carbonated springs (magmatic CO2 source) discharging from basalt rocks in 
Iceland. Increased concentrations of major ions, and overall total dissolved solids 
(TDS), were observed in the aquifer feeding the springs. However, the water quality 
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in the springs was very good, and concentrations of toxic metals did not surpass 
drinking water guidelines set by the World Health Organization or the European 
Community. The removal of metals in the flow path from groundwater to springs was 
explained by degassing of CO2 – as apparent from the higher pH of the springs 
compared to the groundwater – and precipitation of minerals, mostly calcite, along 
the flow path. Sorption on clays and storage in zeolites were also named as possible 
metal removal mechanisms. 
- Trautz et al., 2012 (field): Injected native formation water with CO2 pressurized 
above-ground to pressures of 3.5-5 bar into a confined sandy freshwater aquifer near 
Escatawpa, Mississippi. The aquifer sediments were dominated by quartz grains, 
with minor fractions of plagioclase and illite, and trace amounts of pyrite, Fe-
(hydr)oxides and dolomite (0.006 vol%). A pumping well ~63 m away from the 
injection well operated before, during and after injection, at rates ~3 times larger than 
the injection rates, to create a distinct hydraulic gradient between the injection and 
pumping well. Concurrent with decrease in pH (to ~5.1), increased aqueous 
concentrations of Ba, Ca, Fe, Mg, Mn, Sr and Cr were detected in an observation 
well several meters downstream from the injection well. However, significant 
concentration increases were only short-termed (pulse-like), followed by stable, yet 
still elevated, concentration trends. The release of metals was attributed mostly to 
desorption, although elevated Fe was thought to result from dissolution of Fe-bearing 
minerals. Unexplainably, concentrations of most elements started to increase again, 
although very slowly, after injection of CO2 has ceased.    
- Wang and Jaffe, 2004 (simulation): Constructed hypothetical quartz-dominated 
aquifers with trace amounts of galena, and with or without minor amounts of calcite. 
The hypothetical aquifers received inputs of CO2 dictated by a pCO2 boundary 
condition of 5 bar, for a duration of 8 years. Adsorption-desorption reactions were not 
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considered in the model because they were found, through preliminary equilibrium 
simulations, to be not important given the simulated mineralogical composition. The 
simulations resulted in increased aqueous concentrations of Pb that resulted from 
increased acidity and dissolution of galena. However, when calcite was included in 
the model, buffering of acidity also mitigated dissolution of galena, and Pb release 
was much less severe. The choice of mineralogy (i.e., with or without calcite) and 
selection of galena dissolution rates determined whether Pb concentrations 
increased to levels above or below regulated MCL. 
- Zheng et al., 2009; Apps et al, 2010 (simulation): These two studies were fairly 
similar in their modeling concepts and model setup. These large-scale numerical 
modeling works focused on release of Pb and As in simulated quartz-dominated 
aquifers, with minor and trace amounts (in decreasing vol% order) of oligoclase, K-
feldspar, goethite, illite, kaolinite, calcite, arsenian pyrite (FeAs0.05S0.95) or 
arsenopyrite (FeAsS), kerogen, chlorite and galena. The models resulted in release 
of both Pb and As into solution following a CO2 leak, yet in concentrations lower than 
MCLs. Unlike Wang and Jaffe, the authors of these studies concluded that Pb 
desorption, not galena dissolution, would be the dominant mechanism causing 
release of Pb. Release of As in the model resulted from arsenopyrite dissolution and 
As desorption near the CO2 leakage point (the source zone). Re-sorption reduced 
concentrations of both Pb and As downstream from the source zone, compared to 
the concentrations in the source zone, yet still higher than background 
concentrations.  
- Wilkin and Diguilio, 2010 (simulation): This kinetic batch study examined the 
effects of TDS and mineralogy on pH response in aquifers. They found that a quartz-
only aquifer with higher TDS (7,300 mg/L) would experience lesser degrees of 
acidification that aquifers with lower TDS (170 mg/L). A 10-year simulation of 
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exposure of quartz aquifer to pCO2 of 30 bar (TDS=1,900 mg/L) resulted in pH of 
4.5, compared to pH 5.0 in a quartz+albite system, and pH 5.3 in a quartz+calcite 
system.   
1.3.3 Leakage of Brine 
Injection of CO2 into deep geological formations will result in increased pressures in the 
injection zone due to competition of CO2 and formation fluids over pore space. The pressure 
wave that results from injection of CO2 extends much faster and farther than the CO2 plume 
itself (Birkholzer et al., 2009; Nicot, 2008; Zhou et al., 2010), and may cause brine2 
displacement and leakage from the IF, potentially into USDWs, via leakage pathways relevant 
to CO2 leakage as well (see Section 1.3.2). The regulatory framework in the U.S. addresses the 
hazard of brine leakage (“displaced fluids”) in the definition of “area of review” (AoR), which is 
“The region surrounding the geologic sequestration project where USDWs may be endangered 
by the injection activity. The area of review is delineated using computational modeling that 
accounts for the physical and chemical properties of all phases of the injected carbon dioxide 
stream and displaced fluids…” (USEPA, 2010). The regulatory framework also states that in 
order to protect current and potential USDWs, injection of CO2 is limited to saline formations 
with TDS > 10,000 mg/L (USEPA, 2010). Therefore, brine displacement during CO2 injection 
poses a risk of leakage of highly saline waters, which similarly to leaking CO2 may cause 
deterioration of water quality in overlying USDWs. The major difference between the hazards of 
CO2 and brine leakage is the mechanism leading to enrichment of solutes in USDWs: while CO2 
leakage may promote release of metals into solution from rock material that is present in the 
USDW itself (autochthonous enrichment), brine leakage can lead to increases in solute 
concentrations in USDWs by transporting solutes that reside naturally in brine from other 
formations (i.e., allochthonous enrichment). 
                                               
2
 Saline formations are often classified by their salinity, from “brackish” to “brines” (see, for 
example, Kharaka and Ganor, 2003). While some define “brine” as waters with salinity greater than that 
of average sea water, I will use the term “brine” to describe all saline waters in IFs.  
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Studies examining brine leakage from CCUS sites are not as numerous as studies 
examining CO2 leakage. The literature contains mostly studies of well-cement degradation due 
to contact with CO2-rich brines (Bachu and Bennion, 2009; Carey and Lichtner, 2006; Carey et 
al., 2007; Yalcinkaya et al., 2011), calculations of potential leakage rates (Birkholzer et al., 
2011; Hu et al., 2012; Nicot et al., 2009; Zhou et al., 2010) and intra-formation pressure 
mitigation options (Birkholzer et al., 2012; Buscheck et al., 2011; Court et al., 2010). The 
potential impacts of brine leakage from CCUS sites on overlying USDW water quality are not 
widely discussed (a notable exception is Keating et al., 2010). However, lessons can be learned 
from natural brine leakage or seawater intrusion studies, contamination of groundwater from 
surficial spills of produced, and brine leakage following injection of fluids other than CO2: 
- Keating et al., 2010 (natural analogue, field): Studied natural leakage of CO2-rich 
brines via a fault system near Chimayó, New Mexico, through sampling of drinking 
water wells in the area. Groundwater in the vicinity of the fault had higher TDS (up to 
7000 mg/L) and lower pH (~6.5) compared to regional median TDS (~470 mg/L) and 
pH (~8.0). Elevated concentrations of Pb, As and U in the vicinity of the fault were 
linearly correlated with elevated Cl concentrations, but not with dissolved inorganic 
carbon (DIC) concentrations, suggesting that the leaking brine was the source of 
these metals, and not aquifer material. Interestingly, water from the well farthest from 
the fault did not contain the lowest Cl and As concentrations, even though it had the 
highest pH and was the least affected by CO2 inputs (based on pCO2 calculations).  
- Kharaka et al., 2005 (surficial spill, field): Analyzed groundwater quality in Osage 
County, Oklahoma, where above-ground discharges of high-salinity produced water 
from oil production took place. The salinity of the shallow aquifer below the brine 
disposal pits was very high – up to 30,000 mg/L of TDS – even though major 
production ceased 65 years prior, yet it was lower than the salinity of the discharged 
produced water (150,000 mg/L TDS). In other words, natural fresh water recharge 
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over the course of 65 years “flushed” only a limited amount of the salt in the aquifer. 
A more-recent construction of a near-by lake (1987) aided in “trapping” of the brine in 
the aquifer. In addition, the authors found elevated concentrations of oil degradation 
products (BTEX, organic amino acids), which may be relevant to leakage of brine 
from depleted oil and gas fields. Natural degradation of oil probably led to reducing 
conditions in the aquifer, which promoted higher concentrations of dissolved Fe and 
Mn. In addition to major ions, the contaminated portion of the aquifer contained 
elevated concentrations of Sr, Ba, Br and B.  
- Thamke and Craig, 1997; Thamke and Midtlyng, 2003; Jacobs et al., 2009 
(industrial brine leakage, field): These studies detail the contamination of a 
shallow aquifer near the town of Poplar, Montana, which was the only case found 
(but may not be the only one) of anthropogenic brine contamination from upward 
leakage, rather than from the top down (i.e., a surface spill). This case study also 
presents an example of an almost full contamination cycle, from system failure, 
through monitoring and identification of contamination source, to legal action leading 
to corrective measures. Produced water from the Fort Peck East Poplar Oil Field 
were disposed of by means of re-injection into a sandstone formation ~290 m below 
the ground surface, starting in the 1960s. Over-pressurization of the IF caused the 
injected brine to leak through the casing annulus of an abandoned and plugged oil 
production well, bypassing a 260 m-thick shaley caprock. The leaky well was 
properly re-plugged in 2000, about a year after the well was identified as the brine 
source, and roughly 14 years after the aquifer contamination was first discovered by 
a local farmer. TDS concentrations of up to 70,000 mg/L (compared to background 
TDS of 4,450 mg/L) were detected in monitoring wells in the vicinity of the leaky well, 
as well as temperatures of up to 94 C (compared to 9.7 C in the background), and 
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about 3 feet of oil “floating” on top of the contaminated plume. The areal extent of the 
high-salinity plume (>10,000 TDS) was about 1.76 km2 (circa 2009), with the total 
impacted area estimated at about 31 km2 (circa 2003), and estimated total impacted 
groundwater volume of 34-227 million cubic meters (circa 1997). Due to the geo-
hydrological conditions of the shallow aquifers, the plume is still spreading towards 
the nearby town of Poplar, Montana. In 2012, the USEPA issued an administrative 
order on consent (AOC), ordering the companies bearing responsibility for the 
contamination to monitor groundwater in the vicinity of the city, ensure safe water 
supply to the city and reimburse the city for any cost associated with relocation of 
public water supply wells (USEPA, 2012a).The mandated monitoring scheme 
includes monthly tests of TDS and chloride, as well as quarterly analysis of Sr, Mn, 
Na, SO4, Ca, Br, Li, Ba, benzene, ethylbenzene, toluene and Total xylenes (USEPA, 
2012a). The AOC did not include actions to remediate the impacted aquifer. 
- Nicot, 2008 (industrial brine leakage, simulation): Simulated water injection, 
analogous to brine displacement due to injection of CO2 output from a small power 
plant, into a saline formation under the Texas Gulf Coast region. The IF was part of a 
dipping formation, which contains brine down-dip and freshwater where it outcrops 
up-dip. Simulation results indicated a rise in hydraulic head of >500 m in the near-
field IF. The far-field water table, where the IF outcrops, rose at about 1 m, leading to 
increased discharge into streams and increase in evapotranspiration (ET), the latter 
presumably due to increased soil moisture. When a full-scale injection was 
simulated, outcrop water table rose by about 15 m (and averaged ~5 m rise). The 
pre-injection 3000 mg/L TDS line was displaced 3-5 km up-dip after 100 years of 
simulation (including a 50-year injection period), yet not far enough to jeopardize 
water quality in the unconfined far-field portions of the IF. It is not clear why 3000 
mg/L TDS was chosen as a reference point; 500 mg/L TDS is the U.S. EPA 
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secondary standard for drinking water quality (USEPA, 2011).    
1.4 Summary, Research Gaps and Motivation for this Doctoral Research 
CCUS is a mitigation option for increasing atmospheric concentrations of CO2. Injection 
of large amounts of CO2 into deep geological formations is accompanied by concerns of 
environmental issues related to induced seismicity, and leakage of CO2 and/or brine from the IF. 
This review focused mainly on contamination of freshwater aquifers overlying injection zones. 
While some studies warn about potential deleterious effect of CO2 leakage on USDW quality 
(Little and Jackson, 2010; Lu et al., 2010; Wang and Jaffe, 2004), others point to metal releases 
that are below toxic levels (Apps et al., 2010; Flaathen et al., 2009) or that cause only localized 
deterioration of water quality (Keating et al, 2010). Others contended that CO2 leaks in natural 
analogues and potential CO2 leaks from CCUS sites may not be comparable in magnitude, and 
therefore may have different magnitudes of impacts on USDW quality (Harvey et al., 2013). 
Brine leakage incidents in engineered systems are rare, yet one reported case and analogues 
from surficial spills suggest that brine contaminations of USDWs are persistent and difficult to 
remediate. Also, the following gaps were identified in the literature: 
- Most geochemical studies of groundwater contamination from CO2 leakage are 
focused on clastic aquifers, where quartz is the primary mineral. No experiments 
could be found where the primary rock-forming minerals in USDWs were carbonates, 
even though these aquifers comprise of more than 17% of the public drinking supply 
in the U.S. (Kenny et al., 2009). 
- There is no consensus regarding the processes controlling release of toxic metals 
into solution, that is – mineral dissolution or desorption (see, for example, Wang and 
Jaffe, 2004, versus Zheng et al., 2009, discussed in Section 1.3.2.2). Many 
geochemical modeling works focus on Pb and As for the most likely contaminants, 
probably due to their low MCLs in drinking water. The Pb- or As-bearing minerals are 
assumed to be sulfides, yet there is little evidence that these minerals are typically 
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present in aquifers. Also, while the mineralogical composition of the primary rock 
material in CO2 leakage experiments is often well characterized, there is no 
characterization of the distribution of trace elements of interest in included minerals.  
- While there are multiple discussions of water quality in CO2-impacted USDW in 
context of the regulatory framework for drinking water, such discussions are lacking 
in the brine leakage literature. Also, there are no references to potential impacts of 
increased salinity in aquifers on the agricultural sector in terms of irrigation water 
quality and plant growth.  
  The work detailed in the following chapters aims to address the research gaps listed 
above. In Chapter 2, potential impacts to USDWs from leakage of brine are explored through 
analysis of the National Energy Technology Laboratory (NETL) NatCarb brine database, in 
context of both drinking water and irrigation water quality. The release of trace metals in 
carbonate rocks under elevated pCO2 is described in the subsequent chapters, specifically 
applied to limestone rocks (Chapter 3), dolomites (Chapter 4) and clay-rich limestone rocks 
(Chapter 5). Each chapter was written as a stand-alone publication. The work detailed in 
Chapter 2 was published in the journal Groundwater (Wunsch et al., in press, available online 
January 3rd, 2013). At the time this dissertation was sealed, acceptance of Chapter 3 to the 
journal Chemical Geology was pending moderate revisions. Chapter 4 was submitted to the 
journal Applied Geochemistry and was still under review. Chapter 5 is being prepared for 







GEOCHEMICAL IMPLICATIONS OF BRINE LEAKAGE INTO FRESHWATER AQUIFERS 
This chapter aims to characterize the geochemical composition of deep brines, with a 
focus on constituents that pose a human health risk and are regulated by the U.S. 
Environmental Protection Agency (USEPA), as well as to common agricultural crops. This is 
achieved by conducting a statistical analysis of the NATCARB brine database in conjunction 
with a simple mixing model of saline and freshwater aquifers. 
2.1 Background 
The USEPA classifies aquifers using total dissolved solids (TDS) as a measure of 
salinity. Aquifers with TDS < 10,000 mg/L are classified as underground sources of drinking 
water (USDWs) (USEPA, 2012b). Aquifers with <3,000 mg/L TDS are considered fresh or 
potable (USEPA, 2012b). The USEPA has set a secondary standard of 500 mg/L TDS for 
drinking water (USEPA, 2011). Saline aquifers are those that do not meet the classification 
standard for USDWs and therefore have TDS > 10,000 mg/L. Many deep brines have TDS 
much greater than 10,000 mg/L, and some exceed 100,000 mg/L TDS. The distinction between 
fresh and saline formations is important from both an economic perspective (USDWs are a 
minable resource, while saline geological waters rarely hold economic value) and regulatory 
considerations (USDWs are protected from pollution by laws, while saline formations are often 
receptacles of waste) perspectives. It is therefore of interest to keep saline waters from intruding 
and potentially contaminating freshwater aquifers.  
Intrusion of deeper saline waters into freshwater aquifers is possible when head in the 
saline formation is higher than head in the freshwater aquifer, and a pathway for fluid exchange 
exists. Pressure increases in deep formations can result from natural processes, such as 
infiltration of gases from underlying formations (Keating et al., 2010), heating (Ingebritsen and 
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Mariner, 2010) and burial-driven sediment compaction (Kreitler, 1989), or from injection of CO2 
or other fluids in engineered systems. Natural pathways for intrusion of saline waters are usually 
faults and fractures, although in some settings saline-waters and freshwaters share a 
continuous formation, separated by density differences (Varma and Michael, 2012). Leaky 
boreholes and improperly completed wells can also act as leakage conduits. 
Injection of CO2 into geological formations, as a partial solution to the global increase of 
atmospheric CO2 concentrations, is already underway in different parts of the world. On-shore 
storage and pilot sites include Ketzin, Germany (Norden et al., 2010); Otway Basin, Australia 
(Dodds et al., 2009); Illinois Basin, USA (Barnes et al., 2009; Finley et al., 2011; Frailey and 
Finley, 2008); Frio, Texas, USA (Hovorka et al., 2006; Kharaka et al., 2009a); Michigan Basin, 
USA (Bohnhoff et al., 2010); Weyburn, Canada (Riding et al., 2003; Riding and Rochelle, 2009; 
Rostron and Whittaker, 2011); Nagaoka, Japan (Kikuta et al., 2005; Sato et al., 2009); West 
Virginia, USA (Calderon et al., 2010) and In Salah, Algeria (Riddiford et al., 2005). CO2 can be 
injected into deep saline aquifers with no economic value or as part of enhanced oil recovery 
(EOR) or enhanced gas recovery (EGR) operations. Injection of CO2 solely for sequestration 
and storage purposes is only permitted in saline aquifers and in oil and gas formations that 
contain brines. 
Injection of large amounts of CO2 into rock formations displaces pore water and 
increases overall formation pressure, creating a pressure gradient across overlying confining 
layers. A lateral pressure wave resulting from this fluid displacement travels faster and farther 
than the CO2 plume (Birkholzer et al., 2009; Birkholzer et al., 2011; Celia et al., 2011; Zhou et 
al., 2010). Therefore, the area susceptible to brine leakage driven by pressure increase is larger 
than the area susceptible to CO2 leakage. De-pressurization of deep storage formations is 
possible through an integrated management approach (Birkholzer et al., 2012; Buscheck et al., 
2011; Court et al., 2010; Veil et al., 2011), where saline water from the target formation is 
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pumped to the surface and treated. However, this method comes with additional penalties of 
energy and cost. 
While CCUS operations are limited to the past two decades, re-injection of produced 
water has been practiced since the 1930’s. Leakage of re-injected produced waters from deep 
formations has been reported (Jacobs, 2009; Thamke and Craig, 1997; and Thamke and 
Midtlyng, 2003), along with contamination of groundwater from surficial discharges or spills of 
produced water from above-ground facilities have been reported (Fisher and Sublette, 2005; 
Slack et al., 1996).  
Brine leakage into an overlying USDW creates the potential for degradation of aquifer 
water quality due to the naturally high concentrations of major and minor dissolved ions. 
Compounding the problem in CCUS operations is a potential increase in dissolved ion 
concentration in the injection formation brine due to reactivity of the aquifer minerals with CO2 
(Sass et al., 2002; Sterpenich et al., 2009; Matter et al., 2007; Kaszuba et al., 2003). Keating et 
al. (2010) examined the geochemical effects of natural leakage of CO2 and CO2-brackish water 
mix through a fault at Chimayó, New Mexico, USA. The study found that elevated 
concentrations of trace metals in a receiving shallow aquifer were better correlated to increases 
in chloride than to increases in CO2, thus indicating that the source of these metals was 
probably the brackish water, and less likely the aquifer material coming in contact with CO2.  
Groundwater used for either drinking or irrigation can be affected by brine leakage. 
Drinking-water quality in the U.S. is defined by USEPA-set regulations (USEPA, 2011) or by 
state-set regulations (e.g., California Code of Regulations, 2011). The regulatory limits are 
defined as maximum contaminant levels (MCLs), which are enforceable maximum 
concentrations, or as secondary standards (SS), which are recommended, but not enforceable, 
guidelines. There are no MCL or SS for sodium in drinking water, but rather USEPA and World 
Health Organization (WHO) recommended concentrations, which are mostly driven by aesthetic 
effects (taste) or sodium intake restrictions of sodium-sensitive individuals (USEPA, 2003). 
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Irrigation-water quality is plant-specific and is a function of crop tolerance to salinity (Maas, 
1984; Tanji, 1990) and boron concentrations (Keren, 1996). Approximately 67% of fresh 
groundwater withdrawals in the U.S. are for irrigation purposes, accounting for 41% of the total 
irrigation volume (Kenny et al., 2009). In comparison, combined public supply and “domestic” 
withdrawals constitute approximately 23% of fresh groundwater withdrawals (Kenny et al., 
2009). However, previous studies have not addressed the impact of CO2 or brine leakage on 
irrigation-water quality. Surface application of pumped brine-contaminated groundwater on 
crops will be the likely exposure pathway of plants to brine constituents. 
In the event of brine leakage into a USDW it is important to know what aspects of water 
quality are most likely to be affected. The National Energy Technology Laboratory’s (NETL) 
National Carbon Sequestration Database and Geographic Information System (NATCARB) 
brine database (Carr et al., 2009) contains chemical analyses of numerous brines in the U.S. 
(see Figure 2.1). Previous studies have focused on physical aspects of brine leakage, such as 
density, and used overall salinity as a measure of brine chemistry (Birkholzer et al., 2009; 
Birkholzer et al., 2011; Celia et al., 2011; Nicot et al., 2009). Veil et al. (2011) analyzed the 
NATCARB brine database and reported aqueous concentrations of various constituents, with a 
focus on possible brine extraction and management. Newmark et al. (2010) provided major-ion 
chemistry of several deep saline aquifers in Wyoming, in context of brine treatment for power-
plant utilization. Allen et al. (2005) used the NATCARB brine database to demonstrate that the 
high ionic strengths of brines make them inade uate to model  ith the  it er or  ebye-  ckel 
activity coefficient models.  
Site-specific brine composition, and a highly variable brine composition nationally, make 
evaluating and predicting the impact of brine leakage into shallow aquifers difficult. Here we 
constrain expected brine composition by performing a statistical analysis of the NATCARB brine 
database. We identified water quality constituents that may be problematic based on regulatory 
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limits. In addition, a simple mixing model of brineTDS and a typical USDW composition was 
used to evaluate the fraction of brine-USDW water that will impact common crop productivity.   
2.2 Methods 
The NETL brine database is compiled of geochemical data from multiple sources, 
primarily from the oil and gas production industry. Preliminary overview of data attributes 
revealed that not all data entries are relevant to characterization of saline formations. Therefore, 
we evaluated the database and developed a set of criteria that the data must meet for statistical 
analysis used in this study.  
2.2.1 Data Screening in the NATCARB Brine Database 
 The NATCARB brine database contains more than 125,000 lines of brine chemical data 
from deep saline aquifers and oil fields. The chemical data includes concentrations of major and 
minor metals, several anions (Cl-, F-, SO4
2-, NO3
-), some dissolved gasses (CO2, O2, H2S), TDS 
and p .  ere  e use the term “entry” for each line in the database, as each line represents a 
separate sample, and “data point” refers to a specific concentration value for a particular 
analyte. Each entry contains multiple data points, but only one data point per analyte. An entry 
may not be complete, that is – it may not provide analytic results for all analytes. Some entries 
contain comments relevant to the operational procedure at the time of sampling (e.g., sampled 
after hydrological fracturing), sampling location (e.g., well, spring) and a visual description of the 
sample. Prior to statistical analysis, the database was screened to remove inconsistencies, 
errors and non-numerical data points, which resulted in a reduced database with 67,134 entries 
(see Supplemental File A-1). Entries that meet any one of the following criteria were not 
considered in any of our analyses and are not included in Supplemental File A-1: 
- Brine containing less than 10,000 mg/L TDS, because these samples do not meet 
the TDS requirements for CCUS formations set by the USEPA (USEPA, 2010).  
- Comments indicating possible contamination or conditions that are not 
representative of the native brine. These include: 
41 
 
o Samples collected from springs, creeks, rivers, lakes, “surface  aters”, 
geysers, mine shafts, fumaroles, fumaroles condensates, mine pools, mine 
drill holes, mine tunnels and “sno ”. 
o Samples described as contaminated with drilling fluid, filtrate mud, oil scum, 
acid, cloudy/muddy  ater, “dark”  ater, “organic rich” or associated  ith 
hydraulic fracturing, swabbing and drill stem tests (DST). 
o Samples with pH lower than 4.5 or higher than 9.5 were viewed as statistical 
outliers and not considered in the analyses. 
- Reported charge balance exceeding 5%.  
In addition, erroneous or unusable data points were corrected or deleted as follows: 
-  ata points containing “NA”, “trace”, “present”, “colloid”, “Nil” and “N”, “N. .”  ith no 
actual numeric concentration values, were deleted. Data points that contained a 0 
value were also deleted.  
-  ata points containing numerical values accompanied by “EST” (“estimated”) or “~” 
(“approximately”)  ere modified to contain only the numerical values.  
-  ata points containing symbols “?” and “>” (“greater than”) accompanied by 
numerical values were deleted.  
- Some data points contained information about detection limits, such “<” (“less than”) 
followed by the detection limit. In lieu of absolute values, the detection limits were 
divided in half for the statistical analysis (Smith, 1991).  
- Data points that are likely erroneous, such as fluid density of 0.112 or 400 kg/L, or 
negative concentrations, were deleted. 
- Many entries did not include separate sodium and potassium concentrations, but 
rather reported a single value of “Sodium or  otassium” concentration. Entries 
containing a combined “Sodium or  otassium” value were not deleted, however the 
combined “Sodium or  otassium” data points  ere ignored in statistical analyses. 
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2.2.2 Statistical Analysis 
Statistical analysis, including mean, median, percentiles and skewness, was performed 
with the Grapher software package (Golden Software, Inc.). The median and mean (log-
transformed where applicable) of each parameter were compared to regulatory limits and 
standards (RLS) (USEPA, 2011; California Code of Regulations, 2011). Data for each 
parameter were also ranked from low to high values and plotted in cumulative frequency 
diagrams (CFDs). The cumulative frequency was calculated using the Herd-Johnson method 








   
 
 Eq. 2.1 
where ( )i iF x p  is the cumulative probability of a data point ix , i  is the serial ranking of x , 
and n  is the total number of observations. For large datasets, such as the one analyzed for this 
study, other cumulative probability methods (Benard, Kaplan-Meier, Modified Kaplan-Meier) are 
expected to give similar results (Berthouex and Brown, 2002). The cumulative probabilities were 
scaled to percentiles and are presented as values from 0 to 100. Tests for normal distribution of 
data were conducted using the Ryan-Joiner normality test (Ryan and Joiner, 1976) that is 
implemented in the Minitab software package (Minitab, Inc.). Tests for skewness were 
performed according to the method of King and Julstrom (1982). 
2.2.3 Mixing Models 
A simple mixing model was used to evaluate the impact of brine leakage on TDS in 
USDWs. The mean of the log-transformed TDS data from the NATCARB brine database and 
from 38,344 samples with TDS < 10,000 mg/L in the National Water Information System (NWIS; 
USGS, 2001) were considered representative values for brine and freshwater, respectively. The 
NWIS database was not subjected to the same rigorous data assurance methodology that we 
applied to brine data, because the range of TDS values in freshwater aquifers was much 
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narrower than the range in brines. An error in the expected TDS in freshwater aquifers would be 
two orders of magnitude smaller than the expected TDS in brine. Therefore a misrepresentation 
of freshwater TDS would have a minor effect on the calculation.  
The mixing of brine and freshwater was calculated as: 
(1 )mix b b b wTDS f TDS f TDS    Eq. 2.2 
where bTDS is the mean concentration of the log-transformed TDS data in the reduced NETL 
database (70,603.1 mg/L), wTDS is the mean of the log-transformed TDS data from the NWIS 
database (344.75 mg/L), and bf  is the fraction of brine in the brine-USDW mixture. The mixing 
calculation did not consider specific analytes, but only TDS, and therefore ignored possible 
reductions in concentrations due to sorption or mineral precipitation. Crop salinity tolerances 
were taken from Ayers and Westcot (1976). These were reported in electrical conductivity (E.C.) 
units (dS/m). To estimate TDS, the E.C. values were multiplied by 640 for E.C. values below 5 
dS/m, and by 800 for E.C. values higher or equal to 5 dS/m, according to Tanji (1990). These 
estimated TDS crop salinity tolerance levels were compared to results from the mixing model to 
evaluate the potential for negative impact on crop growth.  
2.3 Results and Discussion 
The following sections detail the results of the NATCARB brine database analysis. 
2.3.1 Spatial Distribution of Data 
Most of the data entries (63,278, 94%) in the reduced NATCARB brine database 
contained location information in the form of longitude-latitude decimal degrees. The data in the 
NATCARB brine database appears to correspond to major oil production regions in the U.S.. 
Figure 2.1 shows the sample locations and number of samples in each location. Our analysis of 
the NATCARB brine database could be somewhat skewed towards locations that are 
represented multiple times in the database. However, we could not determine whether samples 
associated with similar coordinates were taken from different wells or from different formations 
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due to limited information in the database. Well coordinates were mostly reported as latitude 
and longitude to two decimal places in the database, corresponding to uncertainty in location of 
approximately 1.1 km in latitude and 800 m in longitude (longitude errors diminish at higher 
latitudes). It is likely that saline formations were represented several times in the NATCARB 
brine database. However, brine composition can vary spatially within formations (Skeen, 2010).  
2.3.2 Overview of Statistical Analysis 
Data for individual analytes in the NATCARB brine database are lognormally distributed 
and extremely positively skewed, with skewness coefficients of all parameters, except pH and 
TDS, > 1. In general, the log-transformed data was normally distributed with normality test 
scores > 0.9 and p-values < 0.01. Sodium and dissolved silica data are the only datasets that 
had higher normality test scores than the corresponding log-transformed data. Thus, median 
values and means of log-transformed data are better representatives of an expected brine 
composition for all analytes other than sodium and silica. pH data, which is already on a 
logarithmic scale, was not log-transformed. The pH data exhibited little skewness, and a narrow 
distribution (Table 2.1, Figure 2.2). The pre-screened pH data also exhibited little skewness and 
Figure 2.1: Location map of data entries in the reduced NATCARB brine database. Circle 
size is proportional to number of data entries assigned to a specific coordinate. In 
parentheses: number of distinct coordinates that are associated with a specific number 




a narrow distribution, indicating that the pH statistical analysis was not impacted by the removal 
of outlier pH values < 4.5 and > 9.5. 
2.3.3 Potential Impact of Brine Leakage on Drinking Water Aquifers 
Median or mean values of most regulated parameters in the NATCARB brine database 
did not exceed drinking water RLS (Table 2.2). Thus, most regulated parameters are not likely 
to exceed drinking water criteria, even in case of full displacement of freshwater by brine in a 
USDW. The parameters with a representative value that surpassed drinking water RLS were 
chloride, iron, manganese, nitrate, sulfate, thallium and TDS. Only 6 data points for thallium 
concentrations remained after screening, so the statistical analysis was not robust. Nearly all 
sodium concentrations exceed the USEPA and WHO taste-based recommendations (30-60 
mg/L, and 200 mg/L, respectively). Of course, mixing of brine and aquifer water would likely 
occur before uptake by a drinking water well. On the other hand, any leak could have brine 
concentrations of a specific parameter that is much higher than the median value. 
RLS values were compared to the cumulative frequency distributions (CFDs) of the 
different water-quality constituents to evaluate the probability that a parameter in a brine of 
unknown composition will exceed the RLS (Table 2.2, Figure 2.2). The management and 
decision-making opportunities offered by these figures are quite diverse, but a few examples are 
presented below. In the data analyzed here, 98% of all chloride, 78.4% of all iron, 63.5% of 
sulfate, 53% of manganese and 51.2% of nitrate concentrations exceed RLS values. The 
relatively high probability of encountering chloride and iron, for example, above RLS in brine 
warrants monitoring for these elements in USDWs where leakage of brine is suspected. Other 
parameters should not necessarily be neglected. For example, while the median arsenic 
concentration is below the MCL (0.01 mg/L), the distributions show that concentrations of 




Table 2.1: Select statistics of aqueous constituents from the reduced NATCARB 
brine database. All values are in mg/L, else indicated otherwise. See 
Supplemental File A-2 for full list of elements and statistics, including 
concentrations at the 25th, 75th and 95th percentile levels. 
 
Parameter 
# of data points in reduced 
database  
(# of data points in original 
database) 
Mean of Log 
Transformed Median 
As 708  (8114) 0.01 0.005 
B 607  (12911) 1.93 3.04 
Ba 1135  (4766) 0.79 0.16 
Br 822  (3725) 56.4 66.6 
Ca 46408  (95468) 2240 2820 
Cl 49634  (105713) 37900 50900 
CO2 52  (684) 58.7 76.5 
CO3 518  (2250) 102 109 
Cr 598  (4245) 0.004 0.003 
Fe 2213  (15057) 4.24 7.00 
HCO3 44950  (76846) 290 290 
K 6731  (33165) 215 221 
Mg 45104  (92825) 557 780 
Mn 878  (10590) 0.05 0.07 
Na 38568  (85135) 52600 a 27700 
NO3 54  (951) 9.52 10.6 
O2 101  (126) 1.86 2.00 
Pb 466  (4294) 0.0014 0.001 
SiO2 43  (174) 43.7
 a 38.8 
SO4 43024  (92566) 393 549 
Tl 6  (267) 6.5 x 10-4 4.0 x 10-4 
pH 37958  (86567) 7.05 a 7.10 
TDS b 46990  (76362) 70603.1 84407.0 
Density c 7194  (8110) 1.058 1.038 
a Mean value of actual data, with no additional log-transformation 
b Total dissolved solids, in mg/L 




due to the high toxicity of arsenic. These probabilities provide insight into uncertainty in spatially 
variable brine composition (Skeen, 2010) when evaluating far-field brine leakage  (Birkholzer et 
al., 2009; Birkholzer et al., 2011; Celia et al., 2011; Zhou et al., 2010). While these probabilities 
do not provide a measure of the probability of a concentration of an element in a contaminated 
shallow aquifer, they are useful for common-sense management decisions, constraining 
concentrations in leaking brines at varying percentiles for risk analysis, or as a source for 
statistical sampling across metal concentrations to incorporate uncertainty into stochastic 
numerical simulations or risk calculations. 
Figure 2.2: Cumulative frequency diagrams and histograms of chloride, sulfate, arsenic, 
iron and boron concentrations (in mg/L), and pH values, in the reduced NATCARB brine 
database. “MCL” and “SS” captions mark concentrations and percentiles corresponding 
to EPA maximum contaminant levels and secondary standards, respectively. “Keren” 
and “Maas” mark concentrations and percentiles corresponding to minimum boron 
levels affecting crop productivity, according to Keren (1996) and Maas (1984), 




The usefulness of the overall distribution of data can be demonstrated by examining 
dilution of arsenic concentrations following a hypothetical mixing of brine and freshwater 
aquifers. 42% of arsenic concentrations in the reduced NATCARB brine database are above the 
MCL. Let us assume implementation of a management decision whereby a 5% probability that 
arsenic concentrations exceed the MCL is considered low enough that monitoring arsenic in 
drinking water is not warranted. A mixture of 10% brine with 90% USDW (the mean of the log-
transformed arsenic concentrations in the NWIS database is 1.79 μg/L) will result in a new 
distribution where only 20% of data points exceed MCL (Figure 2.2), which would cause 
implementation of monitoring for arsenic. 5.6% of data points will exceed the MCL in a mixture 
of 1% brine with 99% USDW; thus a dilution factor of more than 100 would be required to 
remove concerns of arsenic contamination, based on this particular management example.   
Values of pH are narrowly distributed around a median and mean values of 7.10 and 7.05, 
respectively. The standard deviation of the pH data is only 0.79 pH units, and the inter-quartile 
range is 1.09 pH units. In comparison, Apps et al. (2010) utilized the NWIS database to review 
35,069 pH measurements taken from potable groundwater across the United States and found 
a modal pH value of 7.6, with some skewness towards lower values. While pH decrease has 
been proposed as an indicator of CO2 leakage into USDWs (Carroll et al., 2009; Navarre-
Sitchler et al., 2013), far-field brine leakage will probably have similar pH to the USDW, and  
thus brine leakage likely would not be detected by pH monitoring. While it is possible that the pH 
values were measured at wellheads allowing for CO2 degassing of the sample and do not reflect 
in situ pH conditions, we note that similar pH values are encountered in produced brine from oil 




Table 2.2: Regulatory levels in drinking water for several constituents from the 
NATCARB brine database. All values are in mg/L, else indicated otherwise. 
Percent of data values that are above regulatory value refer to data in the reduced 
database.  
 
Parameter Regulatory Value 
Percent of Concentrations Above 
Regulatory Value 
As 0.01 a 42.1 
Ba 2 a 28.8 
Cl 250 b 98.0 
Cd 0.005 a 10.0 
Cr 0.1 a 7.5 
Fe 0.3 b 78.4 
Mn 0.05 b 53.0 
Ni 0.1 c 5.35 
NO3 10 
a 51.2 
Pb 0.015 a 12.4 
SO4 250 
b 63.55 
Tl 0.0005 a 19.9 
pH 6.5<pH<8.5 b 74.98% are within regulatory limits 
TDS d 500 b 100 
a USEPA maximum contaminant level (MCL) for drinking water 
b USEPA secondary standard for drinking water 
c State of California MCL for drinking water 
d Total dissolved solids, in mg/L 
 
 
2.3.4 Potential Crop Yield Reduction due to Increased Salinity in Agricultural Waters 
Different plants exhibit different tolerances to salinity and extreme sensitivity to specific 
elements such as boron (Ayers and Westcot, 1976; Keren, 1996; Reid et al., 2004). The salinity 
tolerance threshold is defined as the salinity level at which a reduction in crop yield can be 
measured (Ayers and Westcot, 1976). The salinity level at which the crop exhibits 50% yield 
reduction is also commonly reported. In this work we compared crop salinity tolerance values 
from Ayers and Westcot (1976) to TDS values from mixed brine and USDW waters. The end-
member TDS values representing brine and USDW waters were 70603 mg/L and 344 mg/L, 
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respectively, which are the means of the log-transformed data (Figure 2.3). According to our 
analysis, all crops evaluated will experience some yield reduction at brine fractions in USDW 
water of < 0.1 (Figure 2.4). Palm date, the most salinity-tolerant plant evaluated, will experience 
50% yield reduction at approximately 0.2 brine fraction. The most salt-sensitive crop evaluated 
is strawberry, which will experience yield reduction at a brine fraction of 0.004. Thus, even 
highly diluted brine leaks may present water-quality problems related to agriculture. At even 
lower brine fractions, ~0.002, the TDS exceeds the EPA secondary standard of 500 mg/L. 
2.3.5 Other Implications of Brine Leakage 
In addition to salinity impacts, increased concentration of trace metals boron, iron, and 
manganese may create undesired side effects. Boron is a plant nutrient in small amounts but 
acts as a toxin in excess (Ayers and Westcot, 1976), and is the most likely trace element to be 
found at toxic levels in saline soils (Page et al., 1990). Sensitivity of crops to boron is related to 
osmotic imbalances at high boron concentrations and the disruption of cell-wall development, 
metabolism, or cell division and development (Reid et al., 2004). Boron sensitivity is variable 
depending on the plant, with tolerances ranging from 0.05 mg/L to 15 mg/L in irrigation water  
Figure 2.3: CFDs and overall distribution of TDS concentrations in brine and USDWs. 
USDW data is taken from the NWIS online database, brine data is from the reduced 




(Maas, 1984). The median and log-normal mean boron concentration in the NETL reduced 
database are 3.04 and 1.93 mg/L, respectively, both above the concentration affecting the most 
boron-sensitive crops. Boron concentration exceeds the 0.05 mg/L minimum tolerance in 90.6% 
of the reported concentrations in the reduced NETL brine database (Figure 2.2). An alternative 
minimum tolerance level of 0.3 mg/L proposed by Keren (1996) is exceeded in 73.95% of the 
reported concentrations. The high probability of boron exceeding these thresholds in brine and 
the impact on crops warrants monitoring of boron levels in irrigation water where brine leakage 
is of concern.  
Redox-sensitive iron and manganese precipitate in oxygen-rich environments and 
mobilize and oxygen-depleted environments. In samples of the deep saline aquifers iron and 
manganese concentrations are high with 50% of samples exceeding the MCL values for these 
elements. These high concentrations suggest low oxygen conditions (McMahon and Chapelle, 
2008) in the deep aquifers that are often disconnected from fresh water recharge. Leakage of 
Figure 2.4: TDS (mg/L) values corresponding to salinity tolerance thresholds (top) and 
50% crop yield reduction (bottom) of different crops. The TDS values (top axis) are laid 





these low oxygen, high iron and manganese waters into a USDW may lead to precipitation of 
oxides that can clog irrigation pipes and drip systems (Oren et al., 2006), where conditions turn 
from reducing to oxidative in the pipes.  
2.3.6 Limitations and Uncertainties 
Our analyses thus far, and calculations of mixing, ignored chemical reactions that may 
result from mixing of different types of waters. While some brine constituents, such as bromide, 
may be conservative solutes, other constituents, such as iron, may readily participate in sorption 
or precipitation reactions along the brine flow path, resulting in reduced aqueous concentrations. 
Iron, manganese and magnesium may precipitate as oxides upon mixing with oxidizing 
groundwater, especially in the fringes of a brine plume. Metal-oxide precipitation may amplify 
removal of other metals through co-precipitation and sorption onto newly-formed oxides, which 
tend to have large surface areas. When analyzing brine as the sum of its dissolved constituents 
(TDS), however, ignoring these reactions may be appropriate. Our analysis shows that most 
brines are dominated by sodium and chloride ions, with calcium as a secondary cation (Table 
2.1). Chloride is largely considered a conservative solute, and sodium, monovalent cation, is 
usually found only weakly sorbed in the diffuse layer or in the bulk solution (Jenne, 1998). 
Calcium is also a weak sorbent, especially in the presence of other cations (Benjamin, 2002). 
Calcium competition with other solutes may be weakened even further in the presence of high 
concentrations of chloride due to formation of calcium-chloride aqueous complexes (Rard and 
Clegg, 1997). Therefore, reduction in the bulk TDS concentration of leaking brine will probably 
be due to simple mixing, or dilution, with receiving groundwater. Our TDS-mixing model is a 
first-order approximation of the impact of brine leakage on salinity of freshwater aquifers. In 
addition, these results point to several analytes most likely to cause water-quality problems, and 





Analysis of the NATCARB brine database sheds light on the expected composition of 
saline aquifers and potential implication for water-quality impacts: 
- The data of most aqueous constituents, after screening, is highly skewed and follows a 
log-normal distribution. The exceptions are pH (i.e., hydrogen concentrations already 
reported on a log scale), silica and sodium data, which follow a normal distribution.  
- Median concentrations of chloride, iron, manganese, sulfate and nitrate are expected to 
be in concentrations above regulatory limits or standards for drinking water. Other 
aqueous constituents, such as arsenic, are statistically at somewhat low risk of 
exceeding regulatory levels. However, their overall distributions span several orders of 
magnitude above the regulatory levels, which may result in aqueous concentrations 
surpassing regulatory limits even upon dilution with fresh groundwater. TDS 
concentrations in freshwater aquifers may exceed the USEPA secondary standard for 
drinking water if the brine fraction in a brine-USDW mixture is larger than 0.002 (i.e., 
99.8% diluted brine).  
- The expected acidity of leaking brine was found to be close to neutral, with ~75% of 
database pH values within the range of 6.5 to 8.5. Thus, pH is likely not a good indicator 
of brine leakage.  
- Freshwater aquifers may become unsuitable for irrigation if they are polluted with brine, 
even if only a small fraction of the irrigation water is comprised of brine. A brine fraction 
of only 0.1, in a brine-USDW mixture, will cause reduction in crop yield of most crops 
grown in the U.S. due to high salinity levels. Some crops may become affected at brine 
fractions as low as 0.004.  
- High boron concentrations in freshwater contaminated with brine may affect crop 
development, because the majority of reported boron concentrations in brine exceed 
crop boron tolerance thresholds.  
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- Leakage of iron- or manganese-rich brine may damage irrigation pipes through 







METAL RELEASE FROM LIMESTONE ROCKS AT HIGH PARTIAL-PRESSURE OF CO2 
The work in the previous chapter made use of existing data to investigate the potential 
effects of brine leakage into freshwater aquifers. This chapter is the first in a series of three, 
describing the bulk work of this dissertation, which is experimental in nature. The focus shifts 
here from impacts of brine to impacts of CO2 on metal release in carbonate aquifers. This 
chapter also contains a thorough description of the experimental methods. The following 
chapters contain a more concise description of the methods, and the reader is referred to this 
chapter for complete details.  
3.1 Background 
The increase in global atmospheric CO2 concentrations has prompted a series of 
mitigation actions, including injection of CO2 into deep geological formations (often referred to 
as geological carbon-dioxide capture, utilization and sequestration – CCUS). For CCUS to be 
effective, large amounts of CO2 need to be captured, compressed and injected. As a 
compressed supercritical fluid, under geological storage conditions, CO2 is less dense than 
surrounding formation waters causing buoyancy-driven upward migration.  Suitable injection 
sites have a good geological seal (caprock), or several seals, which are expected to contain the 
CO2 in the intended injection formation (Birkholzer et al., 2009; Gaus et al., 2005; Heath et al., 
2011). However, concerns remain of CO2 leakage through pathways including wells, faults and 
fractures, driven by large pressure increases in the injection formation (Duguid and Scherer, 
2010; Gasda et al., 2004; Lindeberg, 1997).  
Leakage of CO2 is of concern if the gas dissolves into a freshwater aquifer that overlies a 
target formation and subsequently induces geochemical reactions that increase concentrations 
of unwanted solutes, such as metals (Apps et al., 2010; Atchley et al., 2013; Bearup et al., 
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2012; Frye et al., 2012; Little and Jackson, 2010; Lu et al., 2010; Navarre-Sitchler et al., 2013; 
Siirila et al., 2012; Wang and Jaffe, 2004; Wilkin and DiGuilio, 2010; Zheng et al., 2009). The 
elevated acidity of CO2-rich waters is considered the main driver of metal desorption and 
dissolution of minerals that may contain hazardous metals (Lu et al., 2010; Wang and Jaffe, 
2004; Zheng et al., 2009). Human health risk from the metals released into solution is a function 
of concentration of metals in groundwater and the exposure (consumption) duration (Siirila et 
al., 2012).  
To date, little attention has been given to carbonate aquifers in the CO2-leakage risk-
assessment framework. The high water transmissivity of some carbonate rocks, and resulting 
high pumping yields, make carbonate aquifers convenient and important water sources. 
Globally, an estimated 20-25% of the world’s population make use of carbonate aquifers for 
water supply (Ford and Williams, 2007). In the U.S., carbonate aquifers provide approximately 
17% of the ground-water supply used for public consumption (Maupin and Barber, 2005), and 
carbonate rocks cover 17% of the land surface (Davies et al., 1984). Carbonate aquifers in the 
U.S. have high water quality, and generally meet drinking-water standards (Lindsey et al., 
2009). Given the ability of carbonate minerals to buffer pH reductions, it is usually assumed that 
carbonate aquifers are less likely to be negatively impacted by CO2 leakage. However, acidity 
buffering comes at the expense of dissolution of carbonate aquifer material, which is rarely 
comprised of pure calcite (CaCO3) or dolomite (CaMg(CO3)2).  
Carbonate minerals are known for their ability to act as adsorbents for a wide suite of 
minor and trace elements, where adsorption is a first step towards incorporation into the calcite 
lattice (Comans and Middleburg, 1987).  Sorption may be an important metal-scavenging 
process in marine and groundwater environments (Zachara et al., 1991). In fact, natural 
carbonate minerals are seldom found as pure phases (Thorstenson and Plummer, 1977). 
Divalent cations, such as Mg2+, Mn2+, Co2+, Zn2+, Sr2+, Ba2+, Ni2+, Pb2+, Sc2+ and Cd2+ can 
substitute for Ca in the lattice (Zachara et al., 1991; Reeder et al., 1999; Fisler et al., 2000; 
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Pingitore et al., 1992; Harstad and Stipp, 2007). Trivalent cations such as Sc3+ (Bogoch et al., 
1984), tetravalent ions such as U4+ (Sturchio et al., 1998), rare-earth elements (REE) such as 
Dy3+, Sm3+ and Yb3+ (Elzinga et al., 2002), structurally-compatible anions such as SeO4
2- 






3- (arsenite) and AsO4
3- (arsenate) (Tang et al., 2007; Reeder et al., 1994; 
Alexandratos et al., 2007; Bardelli et al., 2011) are all potentially found at trace concentrations in 
calcite.  Similar substitutions have also been observed in Ca sites in dolomite, or in Mg sites of 
Ca-rich dolomites (Wright et al., 2002).  
Despite the evidence of metal association, carbonate minerals are not perceived as 
metal sources in most CCUS-modeling work, but rather as buffering agents (Apps et al., 2010; 
Wang and Jaffe, 2004; Wilking and DiGuilio, 2010), thus reducing acidity-driven metal release 
from aquifer rock material. Instead, the release of metals from metal sulfide minerals has been 
explored as the primary metal source in aquifers (Apps et al., 2010; Zheng et al., 2009).  While 
such minerals are often associated with carbonate rocks and the concentration of metals in 
sulfide minerals is much higher than that in carbonate minerals, the relative mass of carbonate-
associated sulfides is generally low. In addition, kinetics of sulfides dissolution are much slower 
than carbonate minerals.  Thus, carbonate minerals may be a greater source of metals than 
associated sulfides, especially under reducing conditions (Navarre-Sitchler et al., 2013). In 
addition, extensive release of Ca or Mg ions during calcite or dolomite dissolution can cause 
increase in concentrations of other trace elements due to ion exchange with clays (Zheng et al., 
2012).  
The question remains, will metals be released into solution in carbonate aquifers at 
elevated pCO2  as the carbonate fraction dissolves? To answer this question, I set out to (1) 
understand which mineral phases contain metals of concern, (2) determine which minerals 
phases are likely to be highly reactive at elevated partial-pressures of CO2 (pCO2), (3) identify 
and quantify which metals are released and at what quantities, and (4) use data from (1) – (3) to 
58 
 
create long-term predictions of metal release in carbonate aquifers. In this work I use laboratory 
experiments and geochemical modeling to evaluate the release of metals from natural 
carbonate-aquifer-rocks under conditions of elevated pCO2.  Laboratory experiments provide a 
controlled environment where the impact of CO2 leakage can be evaluated. While previous 
studies have explored the interactions between rock, CO2 and water in laboratory settings, the 
focus of these experiments has been on injection formations at high T and P (Kaszuba et al., 
2003; Rempel et al., 2011; Rosenbauer et al., 2012; Sterpenich et al., 2009) or silicate mineral-
dominated shallow aquifer settings (Lu et al., 2010; Little and Jackson, 2010).  
3.2 Materials and Methods 
The following sections describe in detail the methods used in the experimental work. 
3.2.1 Rock Samples 
Samples from core of the Joins Limestone (“JL”) and the Kindblade Limestone (“KL”), 
both from the deeper facies of the Arbuckle-Simpson Aquifer, Oklahoma, were obtained from 
the USGS core laboratory in Lakewood, Colorado. The rocks were polished using a hand-held 
Dremel drill with an aluminum oxide grinding stone bit to remove any contamination related to 
drilling, coring, storage or cutting operations. After polishing, dust was removed with a soft-
bristle tip mounted on the Dremel drill and the samples were blown clean with compressed dry 
air. The rock samples were then crushed in a jaw crusher (Rocklabs Boyd Crusher) with a 1 cm 
aperture. The jaw crusher plates were wiped clean with nylon-bristle brushes and paper towels 
soaked in HPLC-grade methanol, to remove any residue from the previous sample. After 
crushing, rock material finer than 4 mm was removed by sieving, and the remaining fraction 




3.2.2 Rock Characterization 
Sample mineralogy was determined at the Advanced Mineralogy Research Center at the 
Colorado School of Mines, in Golden, Colorado, using QEMSCAN analysis on thin sections. 
The QEMSCAN, a Carl Zeiss EVO 50 SEM, equipped with four Bruker X275HR silicon drift x-
ray detectors, couples energy-dispersive X-ray spectroscopy (EDS) with post-processing to 
produce mineral abundance maps (FEI, Inc.). Measurements and subsequent data reduction 
were performed using the iMeasure/iDiscover software suite (FEI, Inc.). Data acquired through 
automated point-counting at 10 μm point spacing were used to create both false color mineral 
maps and modal abundances by volume percent for each sample. The QEMSCAN analysis was 
not sensitive enough to determine porosity and pore surface area. Therefore, surface area of 
several grains from rock samples was determined by the BET method (with N2 as the adsorbing 
gas), using a Micrometrics ASAP 2020 surface area analyzer.   
In addition to the QEMSCAN analysis, XRD was used to analyze the mineralogical 
composition of the samples. Approximately 10 g of each sample were ground for 5 minutes in a 
Spex 8000 ball mill. A portion of the powder was randomly oriented for XRD analysis in a 
Scintag, Inc. XDS 2000 XRD machine. Each sample was scanned in a 2θ angle range of 4-50 , 
at a scan rate of 2  per minute, with a resolution of 0.02 . Resulting peaks were graphically 
analyzed using the DMSNT software (Scintag, Inc.). Peak-mineral matching was done using d-
spacing versus 2θ data from Brindley and Brown (1980) and Moore and Reynolds (1989). A 
separate XRD analysis was conducted after isolating the clay fraction of each sample according 
to the Millipore method (Moore and Reynolds, 1989). 
Remaining billets from thin section preparation were polished and underwent laser 
ablation – inductively coupled plasma – mass spectrometry (LA-ICP-MS) analysis in the Urban 
Environmental Biogeochemistry Laboratory at Towson University, Maryland. LA-ICP-MS was 
performed using a CETAX LSX–213 ablation unit (213 nm Nd:YAG laser) connected to a GBC 
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Optimass 9500 Inductively Coupled Plasma–Time of Flight–Mass Spectrometer. Laser ablation 
parameters for most analyses were: 150 µm spot size, 5 Hz, 100% laser energy, burst count of 
140, –10°C cryocell temperature, and 0.5 L m 1 helium carrier gas flow. For analysis of 
individual pyrite crystals in JL, the following parameters were changed:  50 µm spot size, 10 Hz, 
80% laser energy, and burst count of 100. The instrument was externally calibrated using NIST 
SRM glasses 610, 612 and 614, which have trace element concentrations on the order of 1, 50 
and 500 ppm, respectively. Elemental concentrations for the NIST glasses were taken from 
Jochum et al. (2011). Internal standards used were 44Ca, 29Si, and 57Fe for calcite, clay (illite), 
and pyrite, respectively. Detection limits for each element were calculated as 3σ of the 
background for a sample run. Calcite (n=12) and clay (n=12) were each sampled 4 times in 3 
different locations and seven individual pyrite grains were analyzed in the JL sample. Only 
calcite was sampled in the KL billet, as pyrite and clay crystals could not be located with the 
integrated light microscope.  Overall calcite was sampled 3 times in 3 different locations (n=9) in 
the KL billet.  
The LA-ICP-MS work was supplemented by sequential extraction of metals from the 
rock samples. The sequential extraction followed the method of Li et al. (1995), with some minor 
modifications, and was conducted at the Colorado School of Mines, in Golden, Colorado. In 
short, the extraction steps are: (1) leaching of sorbed metals, (2) dissolution of carbonate 
fraction, (3) dissolution of metal oxides, (4) dissolution of sulfides and organic matter, and (5) 
dissolution of the residual fraction from the previous steps. Analysis of solute concentrations 
was done using a Perkin Elmer Optima 5300 DV ICP-AES. Inorganic standards (“CCV-1 
Solution A” and “CCV -1 Solution B” [High-Purity Standards]) were analyzed at the beginning 
and end of the ICP-AES run, and after every 10 samples, to detect drift and correct for machine 
accuracy. A blank solution from the residual-fraction digestion was used as the background for 
the residual-fraction samples. Trace-metal grade chemicals and LC/MS-pure Optima® water 
(Fisher Scientific) were used in the sequential extraction procedure. All pipettes, centrifuge 
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tubes and beakers used in the extraction were soaked in 0.8 M nitric acid (pH ~0.1) acid for 24 
hours, and rinsed three times with DI water. The extractions were carried out in 50-ml 
polypropylene centrifuge tubes. Continuous agitation, where needed, was achieved by placing 
the centrifuge tubes on a shaker table. For steps (3) and (4) in the extraction, the centrifuge 
tubes were placed in a continuously-heated water bath, and the water temperature was 
monitored with an external thermometer.  
Modifications to the extraction procedure from Li et al. were as follows: dissolution of the 
carbonate fraction (step 2) was performed using 80 ml of 1M sodium acetate/acetic-acid buffer, 
instead of 8 ml, to ensure complete dissolution of carbonates. The modified amount was shown 
through geochemical modeling (PHREEQC) to be more than sufficient to dissolve 1 g of calcium 
carbonate. Due to the higher buffer volume, dissolution of the carbonate fraction was conducted 
in 200 ml glass beakers and not in the 50-ml centrifuge tubes. Step (5) of the extraction 
(dissolution of residuals) followed the method of Farrell et al. (1980) and was conducted at the 
Laboratory for Environmental and Geological Studies (LEGS), the Department of Geological 
Sciences, University of Colorado in Boulder, Colorado. 
3.2.3 Pressurized Experimental Setup 
Pressurized experiments with variable pCO2 and natural carbonate rocks were 
conducted at Colorado School of Mines in Golden, Colorado. An experimental system was 
designed to run four concurrent experiments (Figure 3.1). One-liter borosilicate glass beakers 
with Teflon-lined plastic caps (Qorpak) were used as the reaction vessels. The reaction vessels 
were placed on a slow-rotating shaker table. Each reaction vessel was fitted with an in-situ 
ISFET pH probe (Campbell Scientific), anchored with a pierced #5 rubber stopcock, and 
reinforced and sealed with a silicone adhesive (General Electric Company). Drift of the pH 
probes was tested prior to start of the experiments and found to be minimal. A single gas tank 
was used to supply all of the reaction vessels. A downstream pressure controller (Equilibar, 
model QPV) was used to maintain pressure for the duration of the experiments. A manifold was 
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used to distribute gas at 1 bar to all reaction vessels. A three-way valve (Swagelok) (referred to 
here as TWV1, not shown in Figure 3.1) enabled a seamless transition between gas tanks of 
varying CO2 concentrations. From the manifold, the gas mixture went through a three-way valve 
(TWV2) and into the headspace of each beaker. A sampling port was drilled into the caps, with 
1/8’’ tubing connected to a 0.5 micron stainless steel filter (Swagelok) submerged in the beaker 
solution. On the outside, the sampling lines were connected to another three-way valve (TWV3), 
which was connected to TWV2 on one end and a short tube open to the atmosphere on the 
other end. During normal operation, TWV3 remained closed, to maintain the pressure inside the 
beaker. During sampling it was opened to the atmosphere to extract water from the beaker, 
taking advantage of the pressure difference between the enclosed beaker and the atmospheric 
pressure. The pH probes and the pressure controller were connected to a CR-1000 datalogger 
(Campbell Scientific). The pH readings and actual system pressure were stored every 15 
seconds.  





In two of the reaction vessels 150 g of crushed rock was reacted with 750 ml of a 1.128 
mmol/L ACS-grade NaCl Milli-Q water solution (following Lu et al., 2010), thus achieving an 
initial water-to-rock mass ratio of 5:1. A sample of the NaCl solution was analyzed and 
contained trace concentrations of Al (0.469 μg/L), Cr (0.759 μg/L), Cu (0.075 μg/L), Mg (1.441 
μg/L), Ni (0.761 μg/L), Sr (0.125 μg/L) and Zn (0.098 μg/L), but also minor concentrations of Ca 
(32.051 μg/L) and Si (97.962 μg/L). In a third reaction vessel 3 g of calcium carbonate powder 
with >99.999% purity (Sigma Aldrich) and 750 mL of NaCl solution was used as control in the 
experiment to maintain similar pH levels in all beakers.  In a separate experiment, several 
grams of pyrite were added to the pure calcium carbonate and NaCl solution to test the effect of 
elevated pCO2 on pyrite dissolution.  
The experiments were divided into 5 stages (A through E), during which the rocks were 
equilibrated with different gas compositions (Table 3.1). The purpose of stage A was to 
equilibrate the reactive surface of the minerals and dissolve any remaining fines. The resulting 
solution from stage A was discarded, and fresh NaCl solution was added prior to pressurization 
of the beakers to 1 bar. To achieve the desired pCO2 during stages C through E, pre-mixed N2 - 
CO2 gas was used with 1%, 10% and 100% CO2 resulting in 0.01, 0.1 and 1 bar pCO2 in the 
reaction vessel, respectively.  Each stage lasted 10 days.   
Samples collected for cation analysis during the experiments were acidified immediately 
 
Table 3.1: Boundary conditions in different stages of the experimental work 
 Stage 








Atmospheric 1 1 1 1 
% CO2  0.039 0 1 10 100 




after sampling with two drops of concentrated (68%) HNO3 and kept in pre-cleaned 15 ml 
polypropylene vials (Corning). Separate aqueous samples were taken for anion analysis at the 
end of each stage, and kept refrigerated until analysis without acidifying. After each sampling 
event, the input gas stream from TWV2 was diverted to TWV3, which was closed to the 
atmosphere and allowed gas flow through the sampling line into the beaker, pushing un-
sampled water from the sampling line back into the beaker (Figure 3.1). This dual-valve design 
served several purposes. The first was to eliminate the use of a pump and reduce tubing length, 
thus minimizing the amount of water that needed to be purged in each sampling round. The 
second was related to the longevity of the in-situ stainless steel filters: pushing filtered water 
back through the filters kept them from clogging. During stages C through E samples were 
taken at times 0.5, 1, 3, 6, 12, 24, 96 and 240 hours from the beginning of each experimental 
stage. The aqueous samples were analyzed for metals in an ICP-MS (Varian model X), and for 
anions in a liquid ion chromatograph (Dionex Series 4500I) at the Laboratory for Environmental 
and Geological Studies (LEGS), the Department of Geological Sciences, University of Boulder, 
Colorado. Aqueous samples from the pyrite-containing beaker were taken at similar time 
intervals, and were analyzed for sulfate only. 
All gas tubing in the experiment was 1/8’’ O.D. PFA or 316 stainless steel tubing, and all 
water tubing was 1/8’’ O.D. PFA tubing. Similarly, gas-carrying fittings and valves were either 
brass, aluminum or 316-stainless-steel, while the only metallic material to come in contact with 
water was the stainless steel filter and valve (TWV3). All glassware used in the experiment were 
acid-washed in 1M HCl (pH≈0), and rinsed in Milli-Q water to remove acid residue. The 
borosilicate beakers were also dried and sterilized in a 150 C oven prior to the start of the 
experiments. The jar caps were cleaned as one unit with the stainless steel tube fittings, filters, 
sampling line and sampling valve, by immersion in 16 mM HNO3 solution (pH<2), followed by a 
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thorough rinse in Milli-Q water. Dilute HNO3 was preferred over 10% HCl in the cleaning 
process of the stainless steel fittings and valves, to prevent corrosion of the metal.  
In these experiments the pCO2 in the reaction vessel was carefully controlled at each 
stage, which allowed for quantification of the amount of CO2 dissolved in the reactive fluids.  In 
comparison, previous experiments focused on shallow aquifers consisted mostly of bubbling 
CO2 through aquifer material under atmospheric conditions (Little and Jackson, 2010; Lu et al., 
2010) providing little control on the mass of CO2 dissolved in the reactive fluids.  The approach 
taken here, where pCO2 is incrementally increased, allowed us to examine changes to 
equilibrated solution over three orders of magnitude of pCO2 over a short period of time. Also, 
control of the boundary conditions of pCO2 enabled a robust analysis of the data through 
geochemical modeling.  
3.2.4 Geochemical Modeling 
Geochemical modeling was used to elucidate experimental results, and evaluate long-
term metal release from carbonate aquifers. Equilibrium and kinetic geochemical simulations 
were performed using the geochemical code PHREEQC (Parkhurst and Appelo, 1999). The 
thermodynamic constants used in this work were taken from the Laurence Livermore National 
Laboratory (LLNL) thermodynamic database. Additional thermodynamic constants of aqueous 
As-carbonate were taken from Neuberger and Helz (2005) and Sø et al. (2008). All simulations 
were carried at 22 C, which was the room temperature of the pressurized experiments. 
Initial mineral molar quantities in the modeling work were based on the QEMSCAN 
mineral volumetric percentage estimations. First, each mineral volume fraction was converted to 
mass by multiplying by the mineral density, and dividing each mass by the sum of all masses to 
achieve mass fraction. Then, the mass fractions were multiplied by 150 g (total mass of rock in 
each pressurized experiment) and divided by the molecular weights of each mineral to achieve 
initial molar amounts of each mineral. These molar amounts, or initial conditions, were used in 
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the calculations of saturation indices. In specific cases, I applied minor adjustments to the 
estimates of the amounts of gypsum that is initially present.  
Data-matching simulations of kinetic calcite dissolution were carried using an empirical 
rate expression from Pokrovsky et al. (2009): 
 Eq. 4.1 
where R  is the dissolution rate in mol/m
2/s, and A , B  and C are fitting parameters that reflect 
specific experimental pH and temperature. The reported values of these fitting parameters at 
25 C and pH range of 4.5-5.2 are 8.69A  , 0.048B   and 
46.01 10C   . The pyrite 
dissolution rate law, which follows transition-state theory (TST; Lasaga 1981), was taken from 
Palandri and Kharaka (2004), and is in the form of: 
 Eq. 4.2 
where 1k , 2k  (mol/m
2/s), a , b , and c (unitless) are fitting parameters, Ea  is activation energy 
(J/mol), gR  is the gas constant (8.314 J/K/mol), and {} denotes activity of solutes. Palandri and 
Kharaka report fitted values to pyrite dissolution data from McKibben and Barnes (1986) of: 
1log 7.52k   , 2log 4.55k   , 0.5a   , 0.5b c  , and 1 2 56.9Ea Ea  J/mol. The effect of 
chemical distance from equilibrium on reaction rates was implemented by multiplying each rate 
expressions by  1 /IAP K , where IAP  denotes the ion activity product and K  the 
equilibrium constant of each mineral.  
3.3 Results  
The following sections contain the results of the work detailed in Section 3.2. The raw 
and processes data from the experimental work was too voluminous to describe and discuss in 
full. It was necessary to focus on data that provided insight into important processes. All of the 
data, discussed and otherwise, is organized in Supplemental Files B-1, B-2 and B-3.   
2
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3.3.1 Mineralogical Composition 
The QEMSCAN and XRD analyses confirmed that calcium carbonate was the dominant 
mineral in the rocks, with minor amounts of quartz, dolomite and clay, and trace abundances of 
feldspar, anhydrite/gypsum, pyrite and apatite (Table 3.2, Figure 3.2). Overall the KL appeared 
to be more homogeneous in mineralogical composition than the JL.  
 
Table 3.2: Geochemical properties of the Joins and Kindblade Limestones. 
Mineralogical composition is based on thin section EDS analysis (QEMSCAN). 
 Joins Limestone Kindblade Limestone 
Vol % Mass (mol)a Vol % Mass (mol)a 
Quartz 7.04  3.58  
Dolomiteb 4.68 3.9x10-2 5.58 4.6x10-2 
Calcite 77.04 1.21c 89.23 1.35c 
Calcite (Mg-Bearing)d 1.94  1.12  
Clay 6.65e  0.43  
Feldspar 2.25  0.01  
Anhydrite/Gypsum 0.13 9.9x10-4 0.01 9.3x10-5 
Apatite 0.01  0.00  
Pyrite 0.20 4.6x10-3 0.03 6.8x10--4 
Others 0.07  0.01  
BET Surface Area 
(m2/g) 
0.2883 ± 0.0018 0.1517 ± 0.0016 
a Mass in moles, given a total rock mass of 150 g.  
b Ca-, Mg- and O-rich minerals with Ca/Mg ratios of roughly 1 to 1.47 were classified as 
dolomites (carbon was used to coat the carbonate samples and therefore excluded from 
calculations of mineral composition).  
c Sum of “Calcite” and “Mg-Bearing Calcite”. 
d Calcites with Ca/Mg ratios of roughly 1.48 to 27.57 were classified as “Mg-Bearing Calcites”.  
e Joins Limestone clays were identified as illite or glauconite with XRD. 
 
 
3.3.2 Trace-Element Composition 
Calcite was analyzed for trace metal concentrations using LA-ICP-MS in both the KL and 
JL samples. In the JL sample pyrite and clay mineral grains were large enough to allow trace 
metal analysis by LA-ICP-MS.  
68 
 
LA-ICP-MS analysis indicated that concentrations of As, Ba, Ni, Tl and Pb were higher in 
pyrite than in calcite and clay in the JL, on a per-mass basis (Table 3.3). Calcite crystals in JL 
were enriched in Sr, Rb, Cs, Sm, Eu and U compared to pyrites, but did not contain any metals  
in higher concentrations than the clay. Clay minerals in JL showed highest concentrations of 
Mn, Rb, Sr, Nb, Cs, Sm, Eu and U. Across rock samples, calcites in JL contained higher 
concentrations of impurities than KL calcites, although Ni and Tl concentrations were 
approximately the same. Sulfur was detected in significant amounts in the JL calcite crystals 
(795.35 ppm on average).    
The sequential extraction analysis provided insight into which mineral pools hosted each 
of several elements of interest (As, Ba, Cr, Ni, Pb, S and Sr) (Figure 3.3). With the exception of 
Ni, the sorbed portion of these elements represented a small portion of the total. Pb was the 
only element of interest for which the majority of the mineral-bound (i.e., non-sorbed) fraction 
was predominantly found in pyrite. Overall, JL contained about twice the amount of As than KL, 
with the difference mostly attributed to the presence of sulfides in JL (see Table 3.2). The 
amount of sorbed As in JL was about three times higher than the sorbed amount in KL. Cr  





Table 3.3: Trace element composition of calcite, clay and pyrite in the Joins and 
Kindblade Limestones (LA-ICP-MS results), and in the control calcium carbonate (CC) 
(complete HCl dissolution results).  
 
 
Kindblade Joins Pure CC 
Concentration in Minerals, ppm Ratios ppm (DLb) 







S 355.0 795.35 AUQLa AUQL - - - - 
Co 0.6 1.4 9.7 91.2 6.88 64.86 9.43 0.5 (1.3x10-5) 
Ni 5.8 5.9 29.5 296.8 4.97 50.06 10.06 9.5 (4.0x10-5) 
Mn 23.6 92.2 248.0 181.6 2.69 1.97 0.73 BQL
c (1.25x10-
4) Ge BDLd BDL BDL BDL - - - BQL (5.9x10-5) 
As BDL 3.6 12.2 1449.9 3.37 400.97 118.83 197.7 (5.3x10-4) 
Rb BDL 13.8 125.8 BDL 
 
9.14 - - BQL (7.3x10-5) 
Sr 334.8 503.8 805.5 199.3 1.6 0.4 0.25 7.4 (1.4x10-5) 
Nb BDL BDL 7.5 BDL - - - BQL (9.8x10-5) 
Cs 0.2 0.45 2.85 BDL 6.32 - - BQL (3.6x10-5) 
Ba 3.5 37.9 549.9 723.6 14.5 19.08 1.32 0.3 (1.5x10-5) 
Sm 0.4 0.8 2.35 BDL 2.8 - - BQL (1.6x10=5) 
Eu 0.1 0.2 0.7 BDL 3.13 - - BQL (4.0x10-6) 
Tl 0.1 0.1 0.8 6.5 6.99 59.83 8.56 BQL (2.1x10-4) 
Pb 0.2 1.2 12.8 64.5 10.62 53.6 5.05 BQL (2.2x10-5) 
U 1.0 0.6 4.1 BDL 6.75 - - BQL (1.25x10-5) 
 
a Above Upper Quantification Limit (AUQL) – sulfur concentrations in clay and pyrite were on 
the order of 105 ppm, and were too high to measure reliably with the ICP-MS.  
b Measurements of Cr were considered unreliable due to interferences. 
c Elemental concentrations was considered to be below quantification limit (BQL) in the 
complete HCl dissolution analysis if they were below the ICP-MS detection limit (DL) times 
1000. 
d Elemental concentrations were considered to be below detection limit (BDL) in the LA-ICP-MS 
analysis when the signal was less than the 3σ value of the background. 
concentrations in both rocks were fairly similar, if the residual (non-reactive) fraction is excluded. 
The carbonate and sorbed fractions in KL contained slightly more Cr than their counterparts in 
JL, whereas the oxide and sulfide/organic fractions in JL contained more Cr than the oxides and 
sulfides/organics in KL. Ba concentrations were higher in KL, with the majority found in the 
carbonate fraction, but noticeable Ba amounts were detected in the sorbed and oxide fractions 






sorbed fractions. Ni was found to reside almost equally in the sorbed and carbonate fractions in 
 both rocks. Overall, JL contained slightly more Ni than KL, mainly due to association with 
sulfides. Co concentrations in JL were about 6 times higher than in KL, and Co was not 
detected in the carbonate fraction. KL contained appreciable amounts of what appears to be 
“sorbed” S and Ba. However, most S was found in the carbonate fraction. 
3.3.3 Pressurized Dissolution Experiments 
At each stage of the experiment the pH decreased and aqueous concentrations of many 
elements increased (Figure 3.4). All beakers showed a relatively fast decrease in pH in the first 
1-2 days of stages C-E (Figure 3.4a), followed by a slow pH increase. pH decreased from a  




Figure 3.4: Aqueous concentrations of various metals in the pressurized experiments 
of the Joins and Kindblade Limestones. 
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value of ~9.5 in stage B to < 6.5 in stage E with a marked decrease each time pCO2 increased, 
a trend expected from the dissolution of CO2 in water and subsequent formation of carbonic 
acid. Concentrations of Ca increased at the beginning of each stage, then stabilized over the 
course of 10 days of reaction (Figure 3.4b). 
The release patterns of major, minor and trace elements into solution, as a function of 
pCO2 and time, differed between metals. Some metals, such as Ba (Figure 3.4c), Sr (Figure 
3.4d) and Co (Figure 3.4e), exhibited increases in concentration proportional to that of Ca with 
initial fast release with the increase of pCO2, reaching steady state concentrations over time. 
This behavior was true also for Mg in KL, but not in JL (Figure 3.4f), where the release of Mg 
seemed to depart from the Ca trend. 
Concentrations of K increased almost linearly throughout the experiment, showing little 
correlation with pH or pCO2 (Figure 3.4g). It was later established that K and Cl diffused from 
the pH probes (the probes were immersed in KCl for cleaning prior to calibration and assembly). 
Other elements overall increased in concentration with increased pCO2, but seemed to depart 
from the Ca release trend, including Pb (KL), Tl (JL) (Figure 3.4h), Ni (KL)(Figure 3.4i) and U 
(both rocks)(Figure 3.4j). The U, Pb and Tl concentrations were  <1 μg/L. Ni spiked in the KL 
beaker to ~870 μg/L. Eu, Ge, Nb and Sm (not shown) were also detected in low concentrations 
in the KL and JL beakers (mostly <1 μg/L), but not in the control beaker. The concentrations of 
As (Figure 3.4k) increased with increased pCO2 in both JL and KL. Concentrations of Cr 
exhibited a similar trend to that of As, yet in higher concentrations, up to ~100 μg/L (not shown). 
However, it was discovered later that Cr may have leached from stainless steel fittings, and it is 
therefore excluded from the discussion here. 
Sulfate concentrations increased slightly throughout the experiment, although the 
sampling frequency and timing (3 data points overall, at the end of stages C, D and E) do not 
allow us to make any conclusions regarding trends within each stage (Figure 3.4l). Aqueous 
sulfate concentrations were lower in JL than KL, despite higher abundances of gypsum and 
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pyrite in JL (Table 3.2). Sulfate concentrations in the beaker containing only pyrite and pure 
calcium carbonate were very close to, or below, the detection limit of 1 mg/L, and comparable 
with the control beaker concentrations. This result strongly suggests that pyrite dissolved very 
slowly under our experimental conditions, and that pyrite was probably not the source of sulfate 
in beakers containing natural rock samples. 
3.4 Discussion 
In this section, results from the various analyses are compared to explain the 
observations of the dissolution experiments. Also, the experimental data is used as a basis for 
predictive geochemical simulations.  
3.4.1 Comparison of LA-ICP-MS and Sequential Extraction Results 
Detection limits of trace elements in the sequential extraction analysis were generally 
higher than in the LA-ICP-MS analysis. As a result, Tl and U concentrations were BDL in the 
extraction procedure, while they were detected by the LA-ICP-MS in both rocks. Pb and Co 
were not detected in the carbonate fraction by sequential extraction, but were found in calcite 
crystals by the LA-ICP-MS. In contrast, As was primarily found in the carbonate fraction of KL 
according to the extraction, but it was not detected in calcite crystals in KL using the LA-ICP-MS 
method.  
Overall, results from LA-ICP-MS and sequential extraction are in agreement. Ratios of 
average concentrations of Sr, Ni and Fe between calcite crystals in KL and JL were similar to 
ratios of concentrations found in the carbonate fraction through extraction. A notable difference 
between methods was found for Ba concentrations: Ba concentrations were similar in the 
carbonate fractions of both JL and KL. However, Ba concentrations were 11 times higher in KL 
calcite crystals according to the LA-ICP-MS method. This contrast can be explained if high 
concentrations of sulfur and Ba in the sorbed fraction of KL are attributed to Ba-containing 




3.4.2 Mineral Saturation 
The primary objective of this work was to understand which minerals act as the primary 
source of metals in limestone aquifers. The chemical distance of minerals from equilibrium is 
often a good indicator of the minerals that control the solubility of aqueous species (Apps et al., 
2012). Saturation indices of calcite, dolomite, gypsum and pyrite were calculated using the 
observed Ca, Mg, Fe, SO4 and acidity (Figure 3.5). A pe value of 0 was assumed for pyrite SI 
calculations. Results show that both calcite and dolomite were undersaturated at the beginning 
of each CO2-rich stage, then reached equilibrium, or were close to equilibrium, by the end of 
each stage. The apparent super-saturation of calcite and dolomite in KL is attributed to a slight 
error in the calibration of the pH probe used in the KL beaker. Gypsum and pyrite was 
Figure 3.5: Calculated saturation indices of calcite, dolomite, gypsum and pyrite in the 
Joins and Kindblade Limestones pressurized experiments. Dots indicate data points, 
lines were added for clarity. 
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undersaturated at the end of each stage, yet for different reasons: while pyrite dissolved too 
slowly to reach equilibrium, reactive gypsum dissolved very fast and depleted before equilibrium 
could be achieved (see following section). 
3.4.3 Controls on Release of Ca, Mg and Sulfate 
The main sources for Ca in solution were calcite, dolomite and gypsum. Gypsum and 
pyrite were likely sources of sulfate. Mg is a key component of dolomite, and can be found in 
solid-solution in other reactive minerals, especially calcite. To understand which primary 
minerals dissolved in the pressurized experiments, equilibrium models were constructed with 
various mineral assemblages, containing different combinations of calcite, dolomite, gypsum 
and pyrite. The abundances of minerals initially present in the simulations were based on the 
QEMSCAN results (Table 3.2). Modeling results were then compared to observed aqueous 
concentrations of Ca, Mg and sulfate after 10 days of reaction (a period long enough to reach 
equilibrium with respect to calcite and dolomite). In these models, pCO2 was incrementally 
raised, from atmospheric (log(pCO2)=-3.5) to 1 bar.  
Overall, most simulated mineral assemblages matched the observed Ca and pH very 
well (Figure 3.6), suggesting that calcite reached equilibrium by the end of each stage. All 
simulations of KL resulted in a slightly-lower pH than observed. The deviation in modeled 
acidity, along with the unlikely apparent supersaturation of calcite, again point to a slight error in 
calibration of the KL pH probe.  
The choice of simulated mineral assemblage had significant impact on sulfate results. 
Inclusion of pyrite in the model tended to greatly over-estimate sulfate concentrations. Gypsum 
dissolved completely with the first increase in pCO2, which reflects the high solubility of this 
mineral. Unlike pyrite, the simulated gypsum-derived sulfate managed to capture the 
experimental trend correctly, but not the magnitude. Our interpretation of these results is that 
gypsum was the main source of sulfate to solution, but that the initial amount of gypsum in the 




Figure 3.6: Comparison of observed (experimental) concentrations after 10 days of 




to data improved, in both rocks. Moreover, the difference in aqueous Ca concentrations 
between KL and JL, at the end of stage C (17 mg/L), could be explained by the addition of Ca 
from gypsum dissolution (~13 mg/L). The adjustments of initial gypsum mass were no more 
than several mg different than the QEMSCAN estimation. Considering that the total mass of the 
reacted rock was 150 g, and that the thin section analyzed by the QEMSCAN was on the order 
of a few cm2, a deviation of a few mg of gypsum mass is likely within uncertainty of the 
QEMSCAN data. QEMSCAN uncertainties can arise from three sources. (1) False identification 
of minerals by the QEMSCAN. (2) The area excited by an individual SEM beam is larger than 
the beam diameter, and could include mineral-mineral boundaries. (3) Despite post-sampling 
data reduction, combination of elemental peaks at the boundary of two minerals could result in 
false interpretation of a third mineral which does not actually exist.  
Including dolomite in JL simulations resulted in a good fit to observed aqueous Mg 
concentrations. However, I could not match Mg results from KL. A possible explanation is that 
dissolution of dolomite was minimal in our experiments. Busenberg and Plummer (1982) 
reported that dolomite dissolution rates are about 100 times slower than calcite dissolution 
rates, and that “weeks or months are necessary to dissolve detectable amounts of solid (~5 μg) 
at pH values greater than 6.0”. In addition, both Busenberg and Plummer (1982) and Pokrovsky 
and Schott (2001) report an inhibiting effect of high Ca concentrations on dolomite dissolution (a 
phenomenon used to explain the rarity of de-dolomitization). In our experiment, calcite-derived 
Ca could slow dolomite dissolution rates even further. Aqueous Mg concentrations in the JL 
beaker were 3.3-4.1 times higher than the Mg concentrations in the KL beaker. The aqueous 
ratio stands in contrast to both sequential extraction and LA-ICP-MS data, which indicate that 
the solid carbonate fraction of KL was richer in Mg than the solid carbonate fraction of JL. 
However, oxides and clays were more abundant in JL than in KL, which may suggest greater 
desorption of Mg in the JL beaker.   
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Regardless of the mechanism responsible for Mg release, it appears that dolomite did 
not dissolve in large quantities in our experiment, and therefore did not contribute significantly to 
release of trace metals.  In addition, in equilibrium simulations where both dolomite and calcite 
were present, 14 times more calcite dissolved than dolomite on a molar basis. Both 
experimental and modeling results suggest that calcite was the dominant carbonate mineral that 
dissolved in our experiment. I therefore focus on calcite, rather than dolomite, in the following 
discussions.    
3.4.4 Controls of Trace Metal Release 
The mechanisms controlling metal release into solution are dissolution and desorption. I 
have established through experimental work and modeling results of major ions that calcite and 
gypsum were the most reactive minerals in our experiment. Calcite was the mineral that 
dissolved in greatest quantities, releasing impurities from solid-solution during dissolution. 
However, desorption may have contributed to increased aqueous concentrations as well. In this 
section I will attempt to use quantitative data to determine which mechanisms controlled 
aqueous solutions of select metals. 
Release of Sr into solution was likely controlled by calcite dissolution. The ratio of 
aqueous concentrations of Sr in JL/KL beakers was about 1.6 throughout the dissolution 
experiment. Accordingly, ratios of Sr concentrations in the carbonate fraction of JL/KL was 1.7 
(sequential extraction data), and ratios of Sr impurities in calcites in JL/KL was 1.5 (LA-ICP-MS 
data). I rule out desorption as the primary mechanism controlling Sr release because KL 
contained more sorbed Sr than JL, contrary to our observations of Sr in solution. Note that if 
acidity was the driver for desorption, fast release of Sr into solution would have been observed 
at the beginning of each stage, when solutions were most acidic. However, it is possible that 
some Sr was released into solution due to competitive sorption with Ca, thus pointing to calcite 
dissolution as a direct and an indirect mechanism controlling Sr aqueous concentrations.      
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Several trace elements exhibited increase in solution that was similar to Ca, including Sr, 
suggesting that calcite was the main source. Concentrations of Co in KL and control calcites 
were very similar (Table 3.2), and so were the aqueous concentrations of Co in the respective 
beakers (Figure 3.4e). Concentrations of Co in JL calcites were about 2.5 times higher than in 
KL calcites, and this ratio was repeated in the aqueous concentrations as well. I attribute the 
sharp initial increase in aqueous Ba concentrations in the KL beaker (Figure 3.4c) to fast 
dissolution of gypsum (see discussion in Section 3.4.1). At later times, Ba release correlates to 
Ca release, in both beakers. Aqueous concentrations of U in both JL and KL beakers increased 
similarly to Ca (Figure 3.4j). However, U concentrations decreased during the first hours of each 
stage. The decrease may be related to the high sensitivity of U aqueous speciation to changes 
in pH (Dong et al., 2006), which dictates the dominance of negatively-charged, neutral or 
positively-charged species.     
Aqueous concentrations of Tl in JL increased rapidly under 0.1 bar CO2 (Figure 3.4h), 
suggesting a desorption mechanism. Preliminary field-emissions scanning electron microscope 
work (FE-SEM; not shown) revealed that Tl is mostly associated with pyrite surfaces in JL. I 
postulate that formation of stable aqueous Tl-carbonate complexes led to leaching of Tl into 
solution. Fedorenko et al. (1980) report the only stability constants for Tl-carbonate complexes 
known to us (see Glaser, 1995). These constants, however, were calculated at very high pH 
(12.5) and ionic strength (4 M). Considering Tl  MCL in drinking water is very low (0.002 μg/L), 
the effects of aqueous Tl-carbonate interactions on Tl desorption are worthy of further research. 
An increase in aqueous As concentrations was modest at low pCO2 values (Figure 3.4k), 
perhaps pointing to co-dissolution with calcite (Bardelli et al., 2011; Yokoyama et al., 2012). 
However, As concentrations increased very quickly under pCO2 of 1 bar, suggesting a 
desorption mechanism (Sø et al., 2008). These results are consistent with those of Radu et al. 
(2005), who found significant arsenate desorption from iron oxides only at pCO2 > 0.8 bar. 
Aqueous concentrations of As were comparable to that of the control, which may indicate 
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contamination of all beakers. However, high concentrations of As were detected in the “pure” 
calcium carbonate material that was dissolved in the control beaker (Table 3.3). I therefore 
believe that detection of As in the pressurized experiments was not a result of sample 
contamination.  
The acute toxicity of As, and the measured aqueous concentrations relative to the 
USEPA-mandated MCL (see Section 3.4.6), warrants a further discussion on the fate of As in 
an aquifer setting. Kim et al. (2000) hypothesized the persistence of stable aqueous arsenic-
carbonate complexes under reducing conditions and high concentrations of carbonate ions. The 
stability of the aqueous complexes postulated by Kim et al. was later challenged, although a 
As(OH)2CO3
- specie was shown to exist with a small stability constant (Neuberger et al., 2005). 
Geochemical modeling of a system in equilibrium with calcite and at 1 bar pCO2 shows that 
complexation of As with carbonate is negligible or minimal in both reducing and oxidizing 
conditions, even at pCO2 of 100 bar (Figure 3.7). Therefore, As-carbonate complexation may 
not be an important mechanism sustaining aqueous As in carbonate aquifers at high pCO2. On 
the other hand, Ca-As complexations make up to ~25% of the aqueous As species even at low 
pCO2, when the solution is in equilibrium with calcite. The dominant species of As under these 
conditions are either anionic (under oxidizing conditions) or neutral (under reducing conditions). 
Generally, neutral species are expected to prevail as conditions become more reducing. The 
calcite surface is always positively-charged in waters containing CO2 (Eriksson et al., 2007) and 
Ca > 1.6 mg/L (Foxall et al., 1979), which should promote re-sorption of anionic As species, and 
be indifferent to zero-charged As species. Indeed, adsorption and coprecipitation of As3+ with 
calcite were shown to be negligible compare to adsorption and incorporation of As5+ (Sø et al., 
2008; Yokoyama et al., 2012), suggesting little removal of As in reducing aquifers. Still, sorption 
of anionic As species on calcite will diminish in the presence of high concentrations of carbonate 





Figure 3.7: Relative abundances of aqueous As species (total concentration of 20 μg/L) 




3.4.5 Kinetic Modeling 
  Calcite was close to equilibrium in our pressurized experiments within 10 days or so 
after an increase in pCO2 (Figure 3.5). Conversely, pyrite dissolution was negligible. Pyrite 
kinetics are very slow, driven mainly by oxidation, and to a lesser extent by increase in acidity. 
While introduction of CO2 to an aquifer system will reduce the pH and drive carbonate 
dissolution, it will not have a direct effect on oxygen availability, the main driver for pyrite 
dissolution. The question remains, whether pyrite dissolution – and release of trace metals from 
pyrite – is slow enough that calcite acts as the main source of metals released into solution at a 
time span of tens of years. I evaluate this possibility with kinetic geochemical simulations based 
on our experimental results.  
3.4.5.1 Conceptual Model for Metal Release from Calcite and Pyrite in Carbonate Rock 
To answer the long-term dissolution question, I assembled a kinetic model in 
PHREEQC, which allowed calcite and pyrite to co-dissolve at elevated pCO2 for a duration of 30 
years. In carbonate aquifers, solute transport is mostly limited to laminar flows in fissures and 
intergranular pores, and turbulent flows in karstic features (White et al., 2002). Associated 
minerals, such as pyrite, may be “locked” in the rock matrix, disconnected from geochemical 
stresses that apply to the aquifer. The QEMSCAN results indicate that pyrite is found as small, 
heterogeneously placed inclusions. Exposure of pyrite to reactions may depend on dissolution 
of calcite and introduction of “fresh” surfaces or opening of disconnected pores, for example 
following increase in pCO2.  
The kinetic model considered two scenarios: 1) an oxidizing limestone aquifer and 2) a 
sub-oxic limestone aquifer. In both scenarios pyrite is not initially found in contact with water, but 
is locked in the rock matrix. Substantial dissolution of calcite to due CO2 introduction in both 
scenarios should result in exposure of pyrite to aquifer waters and subsequent pyrite 
dissolution. Pyrite dissolution rates should be dictated by oxygen availability in an oxidizing 
aquifer, and by increased acidity and distance from chemical equilibrium in a sub-oxic aquifer. 
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3.4.5.2 Model Setup 
Prior to running kinetic simulations, I compared our experimental data from JL to the 
empirical calcite dissolution expressions from Pokrovsky et al. (2009), which uses pCO2 as the 
only independent variable, and indirectly considers pH and temperature effects through a series 
of fitting parameters. The empirical expression from Pokrovsky et al. managed to capture the 
shape of the observed Ca concentrations in JL, but not the magnitude. Division of the empirical 
rate by a constant (5.243) yielded a very good fit to our data (Figure 3.8). This correction is 
reasonable considering that the empirical expression was originally fitted to calcite dissolution 
data under acidic conditions (4.8 < pH < 5.2), and at pCO2 values up to ~55 bar. The correction 
may also account for departure of our estimated surface area from the actual reactive calcite 
surface area. I did not have experimental data for pyrite dissolution, and therefore used 
published dissolution rates for pyrite from Palandri and Kharaka (2004), as detailed in the 
Section 3.2.4.  
Following the conceptual model, detailed in section 3.4.5.1, I created a kinetic model in 
which pyrite dissolution depends on calcite dissolution. The mass of pyrite that is exposed to 
reaction is calculated according to: 
( ) ( 1) ( 1) ( 1)fresh dissolvedPy t Py t Py t Py t    when   ( 1) ( 1)dissolvedPy t Py t  Eq. 4.3a 
 
( ) ( 1) ( 1)fresh dissolvedPy t Py t Py t    when   ( 1) ( 1)dissolvedPy t Py t  Eq. 4.3b 
 
where ( )Py t  is the mass of pyrite that is exposed to reactions at the current time step, ( 1)Py t   
is the exposed pyrite mass from the previous time step, fresh ( 1)Py t   is the mass of pyrite newly 
exposed to reactions following calcite dissolution in the previous time step, and dissolved ( 1)Py t  is 
the mass of pyrite that was removed due to pyrite dissolution in the previous time step. At each 
time step, calcite dissolution is computed according to calcite dissolution rate law, and the mass 
of calcite that dissolve is registered. At the end of each time step, the mass of pyrite that is  
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exposed due to calcite dissolution is assumed to be a fraction of the dissolved calcite mass 
(1/263, based on the molar abundance ratio of pyrite to calcite in JL according to the 
QEMSCAN analysis). The exposed pyrite mass is converted to exposed pyrite surface area by 
multiplying the mass by 3.01 m2/mole (=0.0251 m2/g; McKibben & Barnes, 1986). The exposed 
pyrite area is then used in the next time step in conjuncture with the rate expression of pyrite 
dissolution to determine the mass of pyrite that dissolves.  
The pyrite dissolution rate expression from Palandri and Kharaka (2004) assigns greater 
weight to oxidative dissolution, compared to acidic dissolution, in the pH range relevant to a 
well-buffered system. Therefore, I tested oxidizing conditions (log(pO2)=-1) and sub-oxic 
conditions (log(pO2)=-10) in the long-term kinetic model. These high and low pO2 values 
correspond to DO concentrations similar to those found in principal carbonate/sandstone 
aquifers in the U.S., at the 75th and 25th percentile levels (McMahon and Chapelle, 2008). DO 
was kept at equilibrium with the imposed pO2, assuming that water flow, and hence the rate of 
supply of DO, was faster than the rate of oxygen consumption from oxidation of sulfide and 
Figure 3.8: Observed (experimental) Ca concentrations and simulated Ca 
concentrations using the formulation of Pokrovsky et al. (2009). 
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ferrous iron. In addition, three pCO2 boundary conditions were tested, in accordance with our 
experimental setup.  
Data from the LA-ICP-MS work was used to calculate the ratio of impurities in calcite to 
pyrite ( /CC Pyimp imp ). Modeling results provided the ratio of moles of dissolved calcite to moles 
pyrite at high pCO2 ( , ,/CC dis Py dism m ), at every time step and cumulatively. The product of these 
two quantities, assuming stoichiometric release of impurities during dissolution, provided a 
measure of the relative contribution of calcite and pyrite dissolution to metal concentration in 










  Eq. 3.4 
When / 1CC Pycont  , more impurities are released to solution during calcite dissolution 
than during pyrite dissolution, and the opposite when / 1CC Pycont  . This simple metric allowed 
us to determine which mineral is more important as a source of trace elements.  
3.4.5.3 Modeling Results 
The mass of calcite that dissolved in all modeled scenarios was greater than the molar 
mass of pyrite, at every time step (Figure 3.9). In the oxidative scenario, both calcite and pyrite 
dissolution ceased after approximately 300 days. At this time in the simulation, dissolution rates 
were too low for the model to handle numerically. Practically, dissolution of calcite became 
negligible after 10-30 days. Pyrite dissolution was slower than calcite dissolution at all times, 
decreasing significantly after calcite came close to chemical equilibrium. In the sub-oxic 
scenario, initial pyrite dissolution was several orders of magnitude slower than initial pyrite 
dissolution in the oxidative scenario. However, pyrite dissolution in the sub-oxic scenario 





Trends of pyrite dissolution in the model can be explained by the combined effects of DO 
and exposed surface area. In both scenarios, exposed pyrite mass increased in the first days, 
corresponding to ongoing calcite dissolution. As the mass of exposed pyrite (and hence surface 
area) increased, so did pyrite dissolution rates. Under oxidative conditions, pyrite dissolved 
rather quickly, and several days into the model the rate of pyrite dissolution exceeded the rate of 
exposure of new pyrite mass. As a result, the exposed pyrite surface areas started to diminish, 
ultimately terminating pyrite dissolution. Under sub-oxic conditions, pyrite dissolution was never 
fast enough to consume all of the exposed mass over the course of 30 years. As calcite 
Figure 3.9: Calcite and pyrite dissolution rates and calculated reactive pyrite surface 
area in the kinetic simulations 
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dissolution came close to a halt, pyrite continued to dissolve very slowly, primarily driven by 
acidity: the decrease in pyrite surface area over time was greater at 1 bar CO2 than at 0.01 bar 
CO2.   
In both scenarios, minor dissolution of pyrite caused calcite to remain slightly 
undersaturated. It is more apparent in the sub-oxic scenario, where calcite continued to dissolve 
very slowly over the entire course of the simulation. The slow, continuous calcite dissolution can 
be explained by the acidity generated during pyrite dissolution: oxidative dissolution of 1 mole of 
pyrite results in production of 2 moles of protons (McKibben and Barnes, 1986).   
As mentioned earlier, calcite dissolution rates were always greater than pyrite dissolution 
rates. It is given, then, that the cumulative molar mass of calcite that dissolved was greater than 
the cumulative molar mass of pyrite that dissolved (Figure 3.10). The question remains as to the 
relative role of each mineral as a source of trace metals, as discussed in Section 3.4.4. Release 
of Pb is brought here as an example. Assuming stoichiometric dissolution, calcite is the 
dominant source of Pb in the first few days of dissolution (Figure 3.11a). As calcite approached 
equilibrium, pyrite becomes the dominant source of Pb. However, at the same time, both calcite 
and pyrite dissolution rates decrease significantly (Figure 3.9), and release of Pb from pyrite is 
expected to be negligible. The cumulative release of Pb from both calcite and pyrite 
demonstrates the secondary role of pyrite as a source of Pb (Figure 3.11b). 
3.4.6 Implications for Carbonate USDWs 
Of the elements analyzed in the pressurized experiments, only As exceeded a federally-
mandated maximum contaminant level (MCL, of 10 μg/L; USEPA, 2011), in both KL and JL 
beakers. Concentrations of Ni exceeded the State of California MCL (100 μg/L; California Code 
of Regulations, 2011) during dissolution of KL. Tl concentrations rose above the federal non-
enforceable maximum contaminant level goal (MCLG; 0.5 μg/L) in JL, yet remained below the 




However, an increase in pCO2 by an order of magnitude did not necessarily result in an order of 
magnitude increase in major and trace metal concentrations.  
Results from the pressurized experiments and geochemical modeling discussed here 
are limited to the scale of batch reactions. I caution that our results are not necessarily directly 
transferrable to an aquifer setting due to the high water-to-rock ratio in our experiment. On the 
other hand, different limestone rocks may have higher or lower concentrations of certain metals, 
and more or fewer elements exceeding MCL than reported here. Also, in an aquifer setting, 
solutes may be removed from solution along a flow path through sorption, precipitation and co-
precipitation, regardless of their source. Trace elements that are undersaturated with respect to 
their oxides may co-precipitate with common metal oxyhydroxides (Korthikeyan et al., 1997; Lee 
et al., 2002; Tokoro et al., 2010), or with calcite (Ahmed et al., 2008). Some solutes may persist 
in solution through complexation with other solutes (see Section 3.4.4). In addition, the redox 
state, mineralogy and flow pattern in a carbonate aquifer can greatly affect the fate and 
transport of trace elements. The redox state of a carbonate aquifer determines the valence state 
of redox-sensitive aqueous species: In an oxidized carbonate aquifer, cations can precipitate as 
Figure 3.10: Cumulative dissolution ratios of calcite and pyrite (moles calcite / moles 
pyrite) at varying pCO2 and pO2.  
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 oxides, or oxy-hydroxides (Luiszer, 1987). In a reducing environment, redox-sensitive elements 
can remain mobilized (Oren et al., 2006). In some cases, metal mobilization may be greatest in 
a transition zone between oxidizing and reducing conditions (Schürch et al., 2004).   
3.5 Conclusions 
- Exposure of natural limestone rocks to elevated pCO2 resulted in release of metals into 
solution.  
- Instantaneous increases in pCO2 resulted in sharp, short-term (1-day) drops in pH, 
followed by buffering of pH. Geochemical modeling indicated that buffering was primarily 
a result of dissolution of calcite.   
- Metal concentrations increases did not correlate in magnitude to pCO2 increases. That 
is, an order of magnitude increase in pCO2 did not result in an order of magnitude 
increase in metal aqueous concentrations.  
- Under our experimental conditions, most metal concentrations did not exceed regulatory 
limits or standards for drinking water, even at 1 bar pCO2. Exceptions were As 
(exceeded MCL in all beakers) and Ni (exceeded the State of California MCL in one 
beaker).  
- For the duration of the experiment, calcite dissolution and desorption where the 
mechanisms controlling release of metals into solutions. Our experimental and modeling 
Figure 3.11: Ratio of Pb release from calcite and pyrite, (a) at each time step and (b) 




work indicates that pyrite was not a significant source of trace metals, owing to slow 
dissolution kinetics and low levels of DO.  
- Long-term kinetic modeling suggest that calcite, not pyrite, will be the dominant source 
of metals in the short term (weeks) in carbonate aquifers in case of CO2 leakage from 
CCUS sites. Pyrite may dominate release of metals such as Pb in the long term (years), 
or when a carbonate aquifer that is close to equilibrium with respect to calcite and high 
pCO2. However, pyrite dissolution rates are very low, and hence metal release from 
pyrites may be negligible under these circumstances. 
- Our kinetic model suggests that under oxidizing conditions, pyrite dissolution in 
carbonate aquifers is controlled by exposure of pyrite to reactions following calcite 






METAL RELEASE FROM DOLOMITES AT HIGH PARTIAL-PRESSURES OF CO2 
This chapter contains results from dissolution and characterization experiments of 
dolomitic rocks. In addition, the applicability of a previously-published kinetic dissolution rate law 
is explored through sensitivity analysis and parameter optimization.  
4.1 Background 
The dramatic increase in atmospheric concentrations of CO2 over the last few centuries 
(IPCC, 2007) has led to development of various mitigation efforts aimed at removing CO2 from 
the atmosphere or preventing its release. While ex-situ options for sequestering CO2 have been 
proposed (Bauer et al., 2011; Haug et al., 2010; Orlando et al., 2012; Perez-Lopez, 2012), the 
most promising mitigation technique, in terms of scale and storage potential, is geological 
carbon capture, utilization and storage (CCUS). Geological CCUS consists of injection of large 
amounts of compressed CO2 into deep saline geological formations or depleted oil and gas 
reservoirs. In the deep injection zone, compressed CO2 exists as a supercritical fluid that is less 
dense, and therefore buoyant compared to surrounding formation waters, which prompts 
upwards movement of CO2 towards the ground surface. The main short-term containment 
mechanism in geological CCUS is structural trapping by overlying low-permeability caprocks. If 
leakage pathways exist in the caprock, such as improperly placed or sealed wells and faults or 
fractures, some CO2 may migrate into shallower formations, leading to acidification of 
groundwater and subsequent metal release from aquifer material through desorption and 
mineral dissolution. Where shallow aquifers are also underground sources of drinking water 
(USDWs), intrusion of CO2 may lead to impaired drinking water quality (Carroll et al., 2009; 
Navarre-Sitchler et al., 2013; Siirila et al., 2012).  
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The effect of increased concentrations of CO2 on metal release in shallow aquifers have 
been studied through numerical simulations (Apps et al., 2010; Atchley et al., 2013; Navarre-
Sitchler et al., 2013; Siirila et al., 2012; Wang and Jaffe, 2004; Wilkin and DiGiulio, 2010; Zheng 
et al., 2012), field studies (Kharaka et al., 2009b; Trautz et al., 2013) and laboratory 
experiments (Frye et al., 2012; Little and Jackson, 2010; Lu et al., 2010; Wei et al., 2011; 
Wunsch et al., in review). Harvey et al. (2013) provide a good review of results to date. In most 
studies, an increase in aqueous concentrations of metals was observed (or simulated) during 
exposure of aquifer material to CO2. In some cases, concentrations of several metals increased 
only temporarily (Lu et al., 2010), while in another concentrations of some metals decreased 
altogether (Little and Jackson, 2010).  
In the current literature, the presence of primary carbonate minerals (i.e., calcite and 
dolomite) in aquifers is mostly considered in terms of the acidity-buffering capacity of the 
aquifer. Indeed, buffering of acidity induced by CO2 leakage can be achieved through 
dissolution of calcite and dolomite: 
2
3( ) 3CalciteCaCO H Ca HCO  Eq. 4.1a 
and 
2 2
3 2( ) 3( ) 2 2DolomiteCaMg CO H Ca Mg HCO  Eq. 4.1b 
A well-buffered system is expected to dampen not only acidity, but also metal release into 
aquifer waters, because metal desorption and metal dissolution are often enhanced by lower 
pH. As a result, carbonate aquifers have not been studied extensively in context of CO2 leakage 
from CCUS sites. However, calcite and dolomite minerals often contain various minor and trace 
elements as impurities in solid-solution. Impurities may substitute for Ca2+ in the calcite lattice 
(Ahmed et al., 2008; Elzinga et al., 2002; Harstad and Stipp, 2007; Pingitore et al., 1992; 
Reeder et al., 1999) or for CO3
2- as oxyanions (Alexandratos et al., 2007; Aurelio et al., 2010; 
Bardelli et al., 2011; Reeder et al., 1994; Staudt et al., 1994; Tang et al., 2007). In dolomite 
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minerals, the substitution can be dominant in the Ca2+ sites (Wright et al., 2002), or in the Mg2+ 
sites (Prissok and Lehmann, 1986). Because impurities primarily substitute for Ca2+ and Mg2+, 
the valence state of an impurity may affect the extent of substitution (Sturchio et al., 1998). 
Dissolution of primary carbonate minerals results in co-release of impurities into solution, in 
addition to the ideal-formula components (Eq. 4.1a and 4.1b). In addition, carbonate aquifers 
can contain non-carbonate mineralogy, such as oxides, clays and sulfides, which may 
contribute to release of trace elements into solution. While the impurity concentrations in calcite 
and dolomite minerals are generally lower than in sulfides and oxides, carbonate minerals are 
more sensitive to pH variations and are expected to dissolve in larger quantities under elevated 
partial-pressures of CO2 (pCO2) (e.g., Wunsch et al., in review). For example, Lu et al. (2010) 
concluded that calcite and dolomite were the main sources of Mn, Ba and Sr in their elevated-
pCO2 experiments, even though calcite and dolomite were only minor fractions of the reacted 
rocks.  
In the previous chapter I explored metal release from natural limestone rocks at pCO2 of 
0.01, 0.1 and 1 bar. Increase in aqueous concentrations of several metals, including Ba, Sr, and 
Co (although not to concentrations exceeding regulatory limits) was attributed to calcite 
dissolution. Aqueous concentrations of As exceeded USEPA-mandated maximum contaminant 
levels (MCL) (USEPA, 2011), mainly due to desorption at 1 bar pCO2. Other metals, such as Ni, 
were detected as well, but specific release mechanisms were uncertain. Also, it was shown that 
under the relatively anoxic experimental conditions, calcite was the mineral that dissolved in 
largest quantities. In this paper, we expand the experimental work to dolomite rocks, focusing 
on the following: (1) Which mineral phase is most likely to contribute to metal release based on 
impurity content, (2) which mineral is most likely to contribute to metal release based on mineral 
reactivity, and (3) which elements, and at what concentrations, are released to solution during 
reaction with elevated pCO2? These questions were addressed thorough characterization of 




The following sections expand on the method used in this chapter. 
4.2.1 Dissolution Experiments 
Sevy Dolomite (SD) and Kindblade Dolomite (KD) samples were obtained from the 
USGS core laboratory in Lakewood, CO. A sample of Cotter Dolomite (CD) was obtained from a 
road-cut several miles south of Ozark, Missouri. The samples were prepared and reacted with 
CO2 in an experimental setup following the description in Chapter 3. In summary, 150 g of each 
rock were reacted in a closed polycarbonate beaker (i.e., a reactor), with an initial pure water 
volume of 750 ml and an N2 atmosphere, under progressively increasing partial pressures of 
CO2
 in a N2 atmosphere, from 0.01 bar to 1 bar, in stages that lasted 15 days each (Table 4.1). 
3 g of pure CaCO3 powder (Sigma Aldrich, Inc.) were reacted in a fourth reactor as an 
experimental control. The total system pressure was 1 bar and controlled by a single 
downstream pressure regulator (Equilibar, Inc.). Experiments were conducted in various stages 
(A through F) where the relative percentages of N2 and CO2 were varied (see Table 4.1). At the 
end of the pressurized experiment, the system was allowed to slowly equilibrate with the  
atmosphere by disabling the pressure regulator and loosening the reactor lids. During the 
pressurized portion of the experiment, aqueous samples were extracted with minimal 
depressurization of reactors. Sampling took place at 3, 6 and 12 hours and at 1, 2, 4, 7, 11, and 
15 days from the beginning of each stage, with the exception of stage B (100% N2), where 
Table 4.1: Boundary conditions in different stages of the experimental work 
 Stage 








Atmospheric 1 1 1 1 Atmospheric 
% CO2 0.039 0 1 10 100 0.039 
% N2 78.084 100 99 90 0 78.084 
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sampling was less frequent. Aqueous samples were filtered and acidified prior to analysis by 
ICP-MS. Samples for anions analysis were taken at the end of each stage and measured by ion 
chromatography. pH was measured in-situ using ISFET pH probes (Campbell Scientific, Inc.). 
Reactor pressure and pH were recorded at 15-second intervals with a datalogger (Campbell 
Scientific, Inc.). 
Two minor changes from Chapter 3 were implemented in the experimental design: (1) 1 
L polycarbonate containers (Nalgene) were used as reactors (instead of glass), and (2) external, 
disposable 0.45 micron PVDF filters were used to filter the aqueous samples (instead of in-situ 
0.5 micron stainless-steel filters). The polycarbonate containers were preferred over glass due 
to their inertness. However, the polycarbonate containers were harder to seal effectively, 
resulting in pressure fluctuations at day 60 of the experiment, which lasted several hours. 
Pressure fluctuations also led to failure of the control reactor (the lid popped off) on the last day 
of the pressurized experiments in the 1 bar CO2 stage. The pressure in the other reactors 
dropped to 0.94 bar, resulting in an increase in 0.3-0.4 pH units due to this failure. No aqueous 
samples were taken from the control reactor after the failure.  
4.2.2 Rock Characterization 
The mineral composition of the rock samples was determined using Quantitative 
Elemental Mapping (QEMSCAN) on thin sections and complemented with XRD analysis on 
powdered samples. The QEMSCAN method combined automated SEM point-counting at 10 μm 
point spacing with post-processing to determine sample mineralogy and mineral volumetric 
abundance. The SEM used was a Carl Zeiss EVO 50 SEM, equipped with four Bruker X275HR 
silicon drift x-ray detectors. Post-processing was done using the iMeasure/iDiscover software 
suite (FEI, Inc.).   
XRD analysis was performed on a XDS 2000 instrument by Scintag, Inc. A portion of 
powdered sample from each rock was used for whole-rock, randomly-oriented XRD scan. 
Another portion was treated to remove the carbonate fraction using 1M Na-acetate / acetic acid 
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buffer (Jackson et al., 1950), followed by isolation of the clay fraction by the Millipore method 
(Moore and Reynolds, 1997). The remaining clay fraction was scanned both air-dried and after 
glycolation. The presence of kaolinite was confirmed by comparing peaks from before and after 
heating samples at 500 C for 2 hours (Moore and Reynolds, 1997). Each sample was scanned 
in a 2θ angle range of 4-50°, at a scan rate of 2° per minute, with a resolution of 0.02°. DMSNT 
software (Scintag, Inc.) was used for data reduction and plotting. Peak intensity data from 
Brindley and Brown (1980) and Moore and Reynolds (1997) was used to identify minerals. 
Surface area was measured on chips of rock approximately 0.5 cm in diameter (not powders) 
using gas adsorption. Approximately 2 g of each sample was analyzed using a Micrometrics 
ASAP 2020 surface area analyzer with N2 gas. 
Laser ablation – inductively coupled plasma – mass spectrometry (LA-ICP-MS) analysis 
was performed on polished billets of each rock, to determine impurity concentrations in specific 
minerals. The LA-ICP-MS apparatus consisted of a CETAX LSX–213 ablation unit (213 nm 
Nd:YAG laser) connected to a GBC Optimass 9500 Inductively Coupled Plasma–Time of Flight–
Mass Spectrometer. The laser spot size was 150 µm. Minerals were identified using the light 
microscope in the ablation unit, and by inspection of the major-element composition of ablated 
material. Elemental peaks were calibrated against NIST SRM glasses 610, 612 and 614, which 
have trace element concentrations on the order of 1, 50 and 500 ppm, respectively, according to 
Jochum et al. (2011). Internal standards used were 44Ca, 29Si, and 57Fe for calcite, clay 
(kaolinite), and pyrite, respectively. Detection limits for each element were calculated as 3σ of 
the background for a sample run. The number of individual ablated grains for each mineral was: 
Dolomite: 32, 24 and 13 in KD, SD and CD, respectively; Calcite: 12 in KD; Pyrite: 8 in KD; Clay 
22 in SD. Not all mineral phases identified by QEMSCAN in each sample were measured by 
LA-ICP-MS, because the mineral phases were too small or dispersed to be identified using the 
integrated light microscope in the ablation unit.  
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Concentrations of trace elements in different fractions of the samples were determined 
using the sequential extraction (SE) method of Li et al. (1995) with two adaptations for our 
samples. The SE included: (1) leaching of sorbed metals, (2) dissolution of carbonate fraction, 
where 80 ml, instead of the prescribed 8 ml, of sodium acetate/acetic-acid buffer was used to 
dissolve the high carbonate content of the samples, (3) dissolution of metal oxides, (4) 
dissolution of sulfides and organic matter, and (5) dissolution of the residual fraction from the 
previous steps using the method of Farrell et al. (1980) where boric acid is added to neutralize 
the hydrofluoric acid, in order to protect glassware and the ICP-AES nebulizer. Analysis of metal 
concentrations in extraction products was carried out using a Perkin Elmer Optima 5300 DV 
ICP-AES, with the multi-element inorganic standards CCV-1 Solution A™ and CCV -1 Solution 
B™ (High-Purity Standards, Inc.) for reference. In addition, results from the HF digestion 
(residual fraction extraction) were corrected against a blank that was prepared during the 
digestion.  
All of the analyses were performed at the Colorado School of Mines, in Golden, CO, 
USA, with the exception of the LA-ICP-MS work (Towson University, Towson, MD, USA) and 
the HF-digestion step of the sequential extraction (University of Colorado, Boulder, CO, USA). 
Aqueous samples from the pressurized experiments were also analyzed at the University of 
Colorado at Boulder.   
4.2.3 Geochemical Modeling 
Equilibrium and kinetic geochemical calculations were performed using the geochemical 
code PHREEQC (Parkhurst and Appelo, 1999). The thermodynamic constants used in this work 
were taken from the Laurence Livermore National Laboratory (LLNL) thermodynamic database. 
Equilibrium models were constructed with various mineral assemblages, containing different 
combinations of calcite, dolomite, disordered dolomite and gypsum. The abundances of 
minerals initially present in the simulations were based on the QEMSCAN volumetric estimates 











where iM  is the mass of mineral i , and iV  and i  are the volume and density, respectively.   
The mineral molar amounts represent the initial conditions of geochemical simulations and were 
also used in saturation indices calculations. In specific cases, we applied minor adjustments to 
the estimates of the amount of gypsum initially present (discussed later). Modeling results were 
then compared to observed aqueous concentrations of Ca2+, Mg2+ and pH after 15 days of 
reaction at each stage (a period long enough to reach equilibrium with respect to calcite and 
dolomite).  
Kinetic simulations of dolomite dissolution were performed by programming the 






























    
   
 
    
                
  
         
 Eq. 4.3 
where SA  (m2) is the total mineral surface area in the experiment, acidk , neutralk , carbonatek  
(mol/m2/s) are rate constants for the acid, neutral and carbonate dissolution mechanisms. a  
and c (unitless) are fitting parameters, Ea  is activation energy (J/mol) of each dissolution 
mechanism, gR  is the gas constant (8.314 J/K/mol), T  is the temperature (K°),{} denotes 
activity of solutes, IAP  denotes the ion activity product and 
eqK  the equilibrium constant of 
dolomite. Palandri and Kharaka (2004) report fitted values to dolomite dissolution data from 
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Busenberg and Plummer (1982) of: log 3.76acidk   , log 8.60neutralk   , log 5.37carbonatek   , 
0.5a c  , 1 57.6Ea  , 2 95.3Ea  and 3 45.7Ea  J/mol.  
Rate law parameters were optimized to best-fit experimental Ca2+ and Mg2+ 
concentrations using the optimization code UCODE (Poeter and Hill, 1999). The optimization 
was an iterative process, whereby PHREEQC simulation results were compared to the Ca2+ and 
Mg2+ concentrations measured during the experiments. In the iterative estimation process, 
values of parameters in the rate laws were incrementally adjusted by UCODE (up to 2% change 
from the previous value), PHREEQC was run again with the adjusted parameters and 
simulation results compared to experimental data (see Skold et al., 2007, for a comprehensive 
overview of UCODE-PHREEQC coupling). This process repeated until the sum of weighted-
squared-residuals with respect to parameter values reached a minimum, after which the 
parameters were considered optimized. The criteria for optimization convergence was <1% 
fractional change for all parameters. Concentrations of both Ca2+ and Mg2+ were given equal 
weights during optimization and calculations of sum of weighted-squared-residuals. The last two 
measurements of Mg2+ in the 1 bar pCO2 stage were not representative of dolomite dissolution 
(as explained in Section 4.2.1) and therefore omitted from the optimization. Sensitivity analyses 
and optimizations were performed using the log-transformed values of parameters with initial or 
expected small values, to compensate for bias caused by orders-of-magnitude differences and 
for ease of calculation (Hill, 1998). Optimization was performed in several stages. First, the 
dolomite dissolution rate was implemented as reported in Palandri and Kharaka (2004), with 
total surface area as the only optimized value. Second, a sensitivity analysis was run on all rate 
law constants reported by Palandri and Kharaka (2004), excluding activation energies 
(simulations were run at 22 C, close to the reference temperature of 25 C for which the fitting 
parameters were calculated) but including total surface area. Then, fit-to-data optimization was 




The following sections contain the results of the work detailed in Section 4.2. The full 
results are provided in Supplemental Files C-1, C-2 and C-3. 
4.3.1 Rock Properties 
The following sections detail the mineralogical compositions and trace element 
distribution in the dolomitic rocks.  
4.3.1.1 Mineralogical Composition and Textural Description 
The QEMSCAN and XRD analyses confirmed that dolomite was the dominant carbonate 
mineral in the rocks (Table 4.2). The KD contained minor amounts of calcite, mostly in distinct 
visually-white veins (Figure 4.1a). Despite a significant detection of clays in the KD by the 
QEMSCAN, clay was not detected in the KD using XRD, even after removal of the carbonate 
fraction (see Section 4.2.2) and lowering the XRD scan rate. In addition, the QEMSCAN results 
show clay in scattered pixels in the KD, which may point to false identification of clays by the 
QEMSCAN along mineral boundaries. The low overall surface area of the KD compared to the 
other samples (Table 4.2) is also evidence that there was not a significant amount of clay in that 
sample. Quartz was the most abundant mineral in the SD sample, with dolomite second, along 
with distinct appearances of clay, mostly kaolinite (Figure 4.1b). The CD had a clastic texture, 
with dolomitic cement between dolomite and quartz grains, and only trace amounts of other 
minerals (Table 4.2, Figure 4.1c). Either illite or glauconite was detected in the CD using XRD; 
the peak intensity was too low to identify definitively. Metal oxides and sulfides were not 
identified with certainty in all rocks using XRD and QEMSCAN. However, the presence of 
oxides and sulfides was implied from the detection of Fe in the oxide fraction and the sulfide 
fraction of the SE procedure (Table 4.2). The QEMSCAN analysis identified pyrites mostly in the 
KD, and several pyrite crystals were observed during LA-ICP-MS analysis of KD. On the other 
hand, SD contained the most pyrite, followed by the KD and the CD, based on Fe abundance in 
the sulfide fraction of the SE analysis. SD was also richest in metal oxides (based on Fe 
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concentrations in the oxide fraction), followed by CD and KD. Several tens of ppm of “sorbed” S 
were detected in all rocks using the SE procedure, perhaps indicating presence of gypsum.  
 
4.3.1.2 Distribution of Trace Elements 
The SE analysis provided insight into the mineral pool that hosted the most impurities in 
each rock (Figure 4.2, Supplemental File C-3). It should be noted that the detection limits of  
 
Figure 4.1: False-color maps of mineral distribution in the (a) Kindblade Dolmoite, (b) 




elements in the carbonate fraction (in ppm of rock) were approximately two orders of magnitude  
higher than those of the other fractions, due to the addition of relatively large amounts of  
reagent in the carbonate dissolution process (see Section 4.2.2, Supplemental File C-3). 
Similarly, the detection limits of elements in the residual fraction were approximately one order 
of magnitude higher than that of the other fractions (excluding carbonate), because HF-digested 
samples were diluted by a factor of 10 prior to ICP-AES analysis. Generally the higher detection  
Table 4.2: Mineralogical composition of the dolomite rocks, based on thin section EDS 
analysis (QEMSCAN).  
 Kindblade Dolomite Sevy Dolomite Cotter Dolomite 
Vol % Mass, 
ppm 
Vol % Mass, 
ppm 
Vol % Mass, ppm 
Quartz 2.16 20,313 57.22 558,069 19.08 178,036 
Dolomitea 74.93 754,226 36.41 280,540 78.41 784,257 
Calcite 6.61 130,880b 0.04 5,932b 0.08 15,800b 
Calcite (Mg-
Bearing)c 
6.68  0.54  1.53  
Clay 8.91 86,812d 5.65 54,078e 0.81 7,863d 
Feldspar 0.54 5,105 0.05 82 0.05 13,545 
Anhydrite/Gypsu
m 
0.02 163 0.01 57 0.01 83 

















BET Surface Area  
(m2/g) 
0.1583 ± 0.0013 0.4917 ± 0.0031 0.3338 ± 0.0006 
 
a Ca-, Mg- and O-rich minerals with Ca/Mg ratios of roughly 1 to 1.47 were classified as  
dolomites (carbon was used to coat the carbonate samples and therefore excluded from  
calculations of mineral composition).  
b Sum of “Calcite” and “Mg-Bearing Calcite”. 
c Calcites with Ca/Mg ratios of roughly 1.48 to 27.57 were classified as “Mg-Bearing Calcites”.  
d Based on average illite density (2.75 g/cm3) 
e Based on average kaolinite density (2.6 g/cm3) 
f Mass based on Fe concentrations in the SE sulfides fraction.  





Figure 4.2: Selected results of elemental abundances in different mineral fractions of the 
dolomite rocks (sequential extraction procedure). Concentrations are normalized to 
abundance in the whole rock. 
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limits did not pose a problem, and where results were below detection limit (BDL) they were 
complemented with LA-ICP-MS analysis. 
The SE results indicated that the SD contained the highest overall concentrations of As, 
Ba, Cd, Co, Cr, Fe, Mn, Ni, Pb, S, Sr, Ti, and Zn (Figure 4.2, Supplemental File C-3). KD 
contained the most Li and Mo. Se was found mostly in the CD rock. Concentrations of Tl, U, Sn, 
and Sb were below detection limits in all rocks. The carbonate fraction was the primary host of 
minor and trace elements in the samples as follows: As (KD), Ba (all rocks), Cd (KD, CD), Cr 
(KD, CD), Li (all rocks), Mn (KD), Pb (CD), Se (SD, CD) and Zn (KD, CD). Several elements 
were found sorbed in appreciable amounts relative to the total concentrations in the rock (>5%): 
As (CD), Co (CD), Mo (KD), Ni (all rocks), and Se (KD, SD). The sulfide mineral fraction of the 
SD contained a significant proportion of many minor and trace elements of interest (e.g., As, Co, 
Mo), even though the overall abundance of sulfide minerals was low (Table 4.2).  
Dolomite and quartz minerals were laser-ablated and analyzed for impurities in all rocks, 
as well as calcite (KD only, in a visible calcitic vein), pyrite (KD only) and kaolinite (SD only). 
The LA-ICP-MS results for dolomite minerals were generally in good agreement with the SE 
analysis of the carbonate fractions of the different rocks. Dolomite minerals in the SD contained, 
on average, more Co, Ni, As, Nb, Cs, U and Zn than dolomite minerals in other rocks (Table 
4.3; Supplemental File C-2). Sm, Ge  and Eu concentrations in the SD dolomite minerals were 
the highest, yet these elements were only detected in a few ablated minerals. The KD dolomite 
minerals were richest in Ba, Mo, Sr, Tl and Pb. The CD dolomite minerals contained the highest 
concentrations of Mn compared to the other dolomites. The KD dolomite minerals had higher 
impurity concentrations, per ablated mass, than KD calcite minerals, with the exception of Sr. 
Also, KD pyrites contained higher impurity concentrations than any other ablated mineral, most 
notably of Mn, Co, Ni, Ge, As, Tl and Pb. Almost all minor and trace elements, apart from Co 




4.3.2 Pressurized Experiments 
The following sub-sections contain aqueous results from the pressurized experiments. 
4.3.2.1 pH 
Temporal changes in pH reflected the boundary conditions imposed during different 
stages of the experiment. When the system was purged with N2, with pCO2≈ 0, pH increased to 
>9 (Figure 4.3a). During this stage, pH readings were not steady in the KD reactor due to 
severe pressure leaks, which were fixed before transitioning to the next stage. Upon increase in 
pCO2, pH dropped to a minimum value for that stage (6.73-6.8 in Stage C, 6.1-6.29 in Stage D, 
5.53-5.73 in Stage E) within a few hours, then increased slowly over the course of several days 
by ~0.5 pH units, indicating acidity buffering through mineral dissolution. The buffering 
capacities of the different rocks were overall similar, despite the different mineralogical 




Table 4.3: Elemental abundances in dolomite and calcite grains of the dolomite rocks (LA-
ICP-MS analysis). Concentrations are averages of multiple grains, as indicated in the 
“Detected” columns. BDL = Below Detection Limit 
 Kindblade Dolomite Sevy Dolomite Cotter Dolomite 


















Mn 59.37 32 13.21 12 157.56 24 254.07 13 
Co 2.70 31 0.25 12 4.06 24 0.77 13 
Ni 12.50 32 2.57 12 30.77 24 5.13 13 
As 2.80 29 0.30 a 1 12.27 14 0.76 8 
Sr 131.95 32 141.89 12 99.88 24 83.07 13 
Tl 0.23 22 0.04 7 0.64 a 1 0.10 13 
Zn 8.73 32 0.66 12 14.87 24 5.22 13 
Mo 7.49 31 0.72 a 1 3.80 6 BDL 0 
 





Figure 4.3: pH (upper left) and aqueous concentrations of metal analyzed throughout the 
pressurized experiments of the dolomite rocks. 
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4.3.2.2 Release of Major Elements 
Concentrations of Ca and Mg increased rapidly at the beginning of each CO2-containing 
stage, then leveled towards the end of each stage (Figure 4.3b, 4.3c). Noticeable declines in 
Mg2+ concentrations were observed in the reactors containing natural rock samples around day 
60, which we attribute to the unexpected pressure fluctuations in the system at that time. 
Interestingly, Ca2+ concentrations were not affected by the pressure fluctuations, which may rule 
out carbonate precipitation as the mechanism that led to decreases in Mg2+ concentrations 
(given that magnesite precipitation rates are much slower than that of calcite; Saldi et al, 2009). 
Also, Ca2+ and Mg2+ exhibited opposite trends during system decompression: Ca2+ 
concentrations decreased while Mg2+ concentrations increased. The low sampling frequency of 
SO4
2- did not allow us to determine a particular trend. However, concentrations generally 
remained <6 mg/L.  
4.3.2.3 Release of Minor and Trace Elements 
Aqueous concentrations of many elements increased during the experiment, including 
As, Ba, Co, Cs, Ge, Mn, Mo, Ni, Rb, Sb, Sr, Tl and Zn (Figure 4.3; Supplemental File C-1). 
Aqueous concentrations of several trace elements increased, but remained <1 μg/L, including 
Ce, Eu, La, Nd, Ru, Sm, U, Y and Zr. Aqueous concentrations of Pb did not exhibit a particular 
trend, and remained <0.5 μg/L. During the decompression stage, some elements decreased in 
concentrations (Ba, Ce, Co, Ge, La, Mn, Nd, Ni, Ru, Sr, Y, Zn, Zr) while others increased (Cs, 
As in KD and CD). Aqueous concentration trends of As and U varied among rocks during 
decompression. The KD rock released the most Ge, Sr, Ba, Sm and Eu, while the SD released 
the most Co, Ni, As, Cs and U. The CD was the least dominant source of metals, yet released 
Mn into solution in concentrations that were significantly higher than in the other reactors. The 
CD also released the most Tl.  
Aqueous concentrations of As and Ni in the control reactor were comparable with 
concentrations in reactors that contained natural rocks. However, As and Ni concentrations of 
108 
 
197.7 and 9.5 ppm, respectively, were found in the “pure” CaCO3 that served as experimental 
control. Therefore, we regard the aqueous As and Ni concentrations in the KD in the CD as 
genuine. However, As concentrations in the SD reactor were exceptionally high from the 
beginning of the pressurized experiment, even before reaction with CO2, and may be a result of 
unknown contamination. The SD did contain high concentrations of sorbed As (Figure 4.2), yet 
desorption of As is expected only at pCO2 >0.8 bar (Radu et al., 2005; Wunsch et al., in review). 
4.4 Discussion 
In the following sections, results are explored through identification of mechanisms that 
contributed to release of different elements into solution. Experimental data is compared to 
geochemical simulations of dolomite rock dissolution. 
4.4.1 Calcite and Dolomite Dissolution with Increased pCO2  
The observed trends of Ca2+ and Mg2+ can be attributed to dissolution of carbonate 
minerals, which approached equilibrium towards the end of each stage according to saturation 
index (SI) calculations (Figure 4.4). Simulated equilibrium concentrations of Ca2+, Mg2+ and 
acidity following mineral dissolution were compared to observed concentrations at the end of 
each stage (after 15 days of reaction). We did not expect a good fit to data at the end of the 1 
bar CO2 stage due to the pressure drop that occurred shortly before sampling. Still, the mineral 
assemblages that resulted in best fits to observed data were consistent with minerals detected 
in the QEMSCAN analysis: dolomite alone (CD), dolomite and gypsum (SD) and dolomite and 
calcite (KD) (Figure 4.5). The co-dissolution of calcite and dolomite in the KD reactor is apparent 
in the higher concentrations of Ca2+, and lower concentrations of Mg2+ compared to other 
reactors (where calcite dissolution was not significant) (Figure 4.6a). According to equilibrium 
simulations, calcite dissolves ~14 times more than dolomite (on a molar basis) when both 
minerals are present, even when calcite is much less abundant than dolomite. However, based 
on the observed Ca:Mg ratio in solution (Figure 4.6a) it is likely that calcite only dissolved ~3 




Figure 4.4 : Saturation indices (Sis) calculated for calcite, dolomite, gypsum and pyrite in 
each reactor containing dolomite. Pyrite and gypsum SIs were only calculated where 
sulfate was measured, at the end of each stage. In some instances sulfate was BDL, 




Figure 4.5: Comparison of experimental aqueous Ca, Mg and pH (symbols) to results 
from equilibrium simulations (lines) of dolomite dissolution. 
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the KD were Mg-poor, and higher if some Mg2+ emerged from solid-solution in calcite during 
dissolution. The difference between the equilibrium simulations and our calculated calcite and 
dolomite masses that dissolved in the KD reactor experiments can be explained by the low 
surface area of calcite that was available for reaction compared to that of dolomite. Surface area 
considerations are not included in the equilibrium simulations. Regardless of the exact amount 
of calcite that dissolved in the KD reactor, a preferential dissolution of calcite over dolomite is 
expected due to the inhibiting effect of high Ca2+ concentrations on dolomite dissolution 
(Busenberg and Plummer, 1982; Pokrovsky and Schott, 2001). Finally, the acidity-buffering 
response of each rock was similar, regardless of whether dolomite or calcite was the main 
buffering agent.  
4.4.2 Sources of Minor and Trace Elements 
To investigate the sources of metals to aqueous solution in the experiments, we 
compare the elevated aqueous concentrations of metals to the solid-phase metal distribution 
from SE and LA-ICP-MS analyses. The highest aqueous-phase concentrations of Sr2+, for 
example, were found in the KD experiment. In contrast, SD contained the highest total solid-
phase Sr concentrations, and the highest Sr concentrations in the oxide and sulfide fractions 
(see Supplemental File C-3, Figure 4.2). If total rock dissolution, or dissolution of oxides and 
sulfides, controlled Sr release we would expect the SD experiment to exhibit the highest 
aqueous Sr2+ concentrations. Similarly, the three rocks all contained approximately the same 
amount of sorbed Sr, thus we would expect similar aqueous concentrations in all reactors if 
desorption were controlling Sr release to solution. Rather, the higher measured aqueous Sr2+ 
concentrations in the KD reactor are attributed to dissolution of calcite and dolomite grains; the 
KD sample was demonstrated by the LA-ICP-MS analysis have higher Sr concentrations than in 
the dolomite grains in the SD and CD samples. Additionally, increased Sr2+ concentrations are 
highly correlated to increased Ca2+ concentrations, suggesting carbonate mineral dissolution as 




Figure 4.6: Correlation of aqueous Mg and trace metal concentrations to aqueous Ca 
concentrations during dolomite dissolution. 
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carbonate mineral dissolution is the dominant release mechanism for Sr, which has long been 
known to substitute for Ca in the calcite and dolomite lattices (e.g., Bowen, 1956; Kulp et al., 
1952).  
Increased Mn2+ concentrations in the experiments were also very highly correlated to 
increased Ca2+ concentrations, with the highest concentrations found in the SD reactor (Figure 
4.6c). While the sorbed Mn concentrations in SD and CD were similar, SD contained higher 
concentrations in the oxide and sulfide fractions. However, both SE and LA-ICP-MS analyses 
reveal that Mn concentrations in the carbonate fraction were higher in the CD than in the SD 
samples (Figure 4.2, Table 4.3), suggesting that, similar to Sr, carbonate dissolution is also the 
major source of Mn to solution in the experiments.  
Other trace elements can be associated with the carbonate mineral pool. Co 
concentrations in the carbonate fraction were below the detection limit of the SE procedure in all 
rocks, yet Co was found in dolomite and calcite minerals using LA-ICP-MS. The relative 
enrichment of Co among dolomite minerals in all rocks, as well as correlations between Co2+ 
and Ca2+ concentrations (Figure 4.6d), support carbonate mineral dissolution as the major 
release mechanisms for Co in these experiments. All three rock samples released Ni into 
solution in accordance with the relative abundance of Ni in both the carbonate and oxide 
mineral fractions of the rocks. However, correlation between aqueous Ni2+ concentrations and 
Ca2+ concentrations (Figure 4.6e) suggests that carbonate mineral dissolution was again the 
main release mechanism of Ni into solution. Aqueous Tl+ correlated well with aqueous Ca2+ in 
the CD only, and to a lesser extent in KD, perhaps due to sorption of dissolved Tl+ (Figure 4.6f). 
It is possible that some Tl in KD and CD was released from sorption sites in pyrite as well 
(similar to limestones investigated in the previous chapter), although the calcite- and dolomite-
bound concentrations of Tl (assuming preferential dissolution of calcite in KD) are consistent 
with the relative amounts of Tl+ in solution.  
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Aqueous concentrations of Zn2+ correlated well to Ca2+ concentrations in KD (Figure 
4.6g). Interestingly, trends in Zn2+ increase were not consistent in all stages of the SD 
dissolution (Figure 4.3l), and a decrease was observed approximately 7 days into the 0.1 bar 
pCO2 stage. The reason for the decrease is unknown, however, the stages of increase correlate 
very well to Ca2+ increase in the SD, suggesting a carbonate mineral source. Aqueous Zn2+ 
concentrations in the CD and control reactors were similar. Aqueous concentrations of Mo2+ 
were distinctively higher in the KD reactor (Figure 4.3h), even though Mo abundance in the 
sulfide fractions of the KD and SD were similar (Figure 4.2). LA-ICP-MS data indicated that KD 
dolomite grains contained more Mo than SD dolomite grains, yet the correlations between Mo2+ 
and Ca2+ was not very robust compared to other elements (R2<0.9, not shown). In this case, Mo 
aqueous concentrations can be explained by a combination of release by calcite dissolution and 
the presence of Mo in the sorbed fraction of the KD. 
4.4.3 Kinetic Simulations 
Equilibrium simulations suggested that dolomite was the main source of aqueous 
concentrations of Ca2+ and Mg2+ in the CD reactor (see section 4.4.1). We therefore used 
aqueous data from the CD reactor as reference for optimizing the rate law from Palandri and 
Kharaka (2004). Overall, the fit of the original parameters from Palandri and Kharaka to 
experimental data was reasonable, with fit-to-data R2=0.962 (Figure 4.7, upper panel). In 
addition, the simulated pH matched the observed pH quite well, even though pH data was not 
included in the optimization. However, the fit was achieved only by assigning a dolomite surface 
area that was 5 orders of magnitude lower than the measured BET surface area (Table 4.2).  
In the first optimization attempt, only surface area was allowed to vary. It is generally 
expected that addition of more parameters to an optimization attempt would result in a better fit. 
At the same time, it is practical to focus on the few most-sensitive parameters that, when varied, 





Figure 4.7: Comparison of kinetic dolomite dissolution simulations and observed Ca, Mg 
and pH from the pressurized experiments. See Section 4.2.3 for definition of parameters. 
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sensitive to variations in log carbonatek , followed by surface area. Therefore, only these two 
parameters were allowed to vary in the second optimization. The addition of log carbonatek to the  
optimization process had a dual effect: not only the R2 of the fit improved slightly to 0.978 
(Figure 4.7, lower panel), but the calculated surface area of dolomite was two orders of 
magnitude higher than in the previous optimization. Still, the optimized surface area was three 
orders of magnitude lower than the measured. The difference between the optimized values and 
the BET values is perhaps not surprising. For example, White and Peterson (1990) report 
reactive surface area to be 1-3 orders of magnitude smaller than the total surface area 
(measured BET). 
The exercise of fitting an existing kinetic rate law to experimental data resulted in several 
interesting observations: (a) The most sensitive parameter in the dolomite dissolution rate law is 
log carbonatek , representing the carbonate mediated dissolution mechanism. The proton 
mediated dissolution mechanism ( log acidk ) has only minor importance in predicting dolomite 
dissolution. Pokrovsky et al. (2005) demonstrated that dolomite dissolution rates were strongly 
dependent on pCO2 at low pCO2 values (<10 atm). In a later paper, Pokrovsky et al. (2009) 
were able to explain much of the variability in their dolomite and calcite dissolution experiments 
simply by fitting dissolution rates to second-order polynomials, where the only independent 
variable was pCO2. (b) Previously published rate laws and fitted parameters should be used 
with caution. Use of dolomite dissolution rate from Palandri and Kharaka (2004) and the 
measured BET, with no optimization, resulted in very fast dissolution of dolomite and almost 
instantaneous (~10 minutes) establishment of new steady-state conditions in our simulations. 
Both optimization attempts resulted in calculated surface areas that were orders of magnitude 
lower than the measured BET value for the CD, a phenomenon linked to selective reactivities 
associated with different types of surface sites (e.g., Washton et al., 2008), inactivity of etch pits 
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that develop initially during early stages of dissolution (e.g., Gautier et al., 2001; MacInnis and 
Brantley, 1992) and presence of coatings on mineral surfaces (e.g., Cubillas et al, 2005). 
Whether one or two parameters were varied during the optimization, the overall fit to data was 
largely similar (Figure 4.7), whereas the resulting “optimized” surface areas differed by two 
orders of magnitude. In other words, results of optimization of reaction rate laws may not be 
unique, because some parameters may be correlated.  
4.4.4 Implications for Drinking Water 
Aqueous concentrations of most minor or trace elements did not surpass USEPA 
(USEPA, 2011) or State of California (California Code of Regulations, 2011) regulatory limits for 
drinking water quality. Exceptions are shown in Table 4.4: As, Mn, and Ni exceeded regulatory 
limits, while Tl exceeded the USEPA maximum contaminant level goal (MCLG), but not the 
maximum contaminant level (MCL) (Table 4.4). Of course, these concentrations would be 
mitigated in an actual aquifer due to dilution, dispersion, CO2 degassing (discussed in more 










As 10 (MCL) 41.3 (KD) 
As levels in SD rose to 1057.78 ppb, 
yet contamination could not be ruled 
out  
Mn 50 (SS) 2827.95 (CD) Mn also exceeded SS in SD 
Ni 100 (MCLd) 891.09 (SD) 
Ni concentrations in the rest of the 
beakers were lower than control 
Tl 0.5 (MCLG) 1.57 (CD) 
Tl concentrations in the rest of the 
beakers were above control, but 
below MCLG. 
 
a MCLG: Maximum contaminant level goal (non-enforceable limit, concentrations below which 
there are no known or expected risk to health) 
b MCL: Maximum contaminant level (enforceable limit) 
c SS: Secondary standard (non-enforceable guideline, concentrations above which cosmetic or 
aesthetic effects in drinking water may occur) 




detail below) and reactions that result in loss from the aqueous phase during transport down-
gradient of a CO2-influenced zone. 
Aqueous concentrations of Cr in our pressurized experiment were <20 μg/L for the most 
part, but increased to ~60 μg/L under 1 bar pCO2 (Figure 4.8). Similar results were obtained 
later from beakers that contained only pure water, therefore discounting rock material or CaCO3 
standard as possible sources. Rather, we suspect that conditions that prevailed in the 
pressurized experiments – that is, elevated partial-pressures of CO2 and low partial-pressures of 
oxygen – may have led to release of Cr from the stainless steel fittings (grade 316) that were 
used in the experiments. Water in equilibrium with high partial-pressures of CO2 are acidic, and 
are expected to be corrosive. While it is unlikely that damage to structural integrity of stainless 
steel fittings occurred under our experimental conditions, it appears that Cr release from 
stainless steel is possible, even when pH is well buffered. Existing CCS-related literature of 
CO2-steel interactions is focused mostly on mechanical integrity of pipes and CO2 containment 
at very high pCO2, and not water quality (see, for example, Cole et al., 2011; Han et al., 2009; 
He et al., 2009; Pfennig and Bäßler, 2009). On the other hand, drinking-water pipes are not  
typically made of stainless steel, and Fe corrosion is expected to be the main concern for water 
quality at high pCO2 due to water-infrastructure corrosion (Sander et al, 1996).   
 Opening of the reactors and exposure to ambient atmospheric conditions provides 
some insight into how groundwater quality might recover once a leak is stopped. During this 
decompression phase of the experiment, Ca2+ concentrations decreased (Figure 4.3b), 
presumably due to precipitation of calcium carbonate. Theoretically, calcium carbonate 





However, we assumed an atmospheric boundary condition in our calculations of SI values 
during the decompression stage; in actuality, CO2 did not immediately and completely degass 
when the reactors were exposed to the atmosphere, as apparent from the gradual increase in 
pH (Figure 4.3a). When a gradual decrease in pCO2 was forced on the SI calculations during 
decompression, the reactors are supersaturated with respect to calcite (not shown).  
In contrast to Ca2+, Mg2+ concentrations increased during the decompression phase 
(Figure 4.3c), but the causes for this increase are unclear. Mg generally sorbs or precipitates to 
form carbonate minerals as pH increases, and therefore a decrease in aqueous concentrations 
was expected. Interestingly, Na+ concentrations increased during the decompression stage as 
well.  
Concentrations of most trace metals were dramatically reduced during the 
decompression stage, likely due to degassing of CO2 and rebounding of pH. Degassing of CO2 
Figure 4.8: Aqueous concentrations of Cr in the dolomite pressurized experiments 
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in an aquifer setting is not expected to be as rapid as in an open container. Nonetheless, our 
results suggest that a decrease in aqueous concentrations of potentially hazardous metals in 
carbonate aquifers is likely if a CO2 leakage source is identified and remediated (for example, a 
leaky well is plugged). The likelihood of surpassing MCLs in shallow aquifers may, therefore, be 
highest where CO2 will not readily degass, such as in a confined USDW, or for long-term 
(undetected) CO2 leaks.  
4.5 Conclusions 
We conducted a set of dolomite dissolution experiments across a range of pCO2 
conditions, accompanied by thorough characterization of rock and mineral chemistry, in order to 
understand potential hydrochemical impacts of CO2 intrusion into shallow carbonate aquifers. 
The main conclusions from this work are:  
- Aqueous concentrations of metals increased with increasing pCO2. Regulatory limits 
of As, Mn and Ni in drinking water were exceeded in the pressurized experiments, 
although not for all rocks, and no single rock appeared to be more problematic. Thus, 
the potential metal contamination is likely to be site specific in dolomitic aquifers.  
- As pCO2 decreased, and pH rebounded, most elements were removed from solution. 
In context of an actual CO2 leak into a carbonate aquifer, it is expected that water 
quality will be restored to acceptable levels fairly quickly if a point source of CO2 
leakage is detected and remediated. 
- Aqueous concentrations of several trace elements (Sr, Ni, Mn, Tl, Zn), increased due 
to dissolution of carbonate materials, although the increase was not consistent in all 
rocks. Even though oxides and sulfides contained higher mineral-bound 
concentrations of these trace elements (with the exception of Sr) than carbonates, 
the carbonate fraction controlled the release of these elements into solution. 
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- Calcite dissolution occurs more readily than dolomite dissolution, and inhibits 
dolomite dissolution to a certain extent, even when calcite is present in minor 
amounts in a rock that is predominately dolomitic. 
- Published kinetic reaction rates for dolomite, coupled with BET measurements, 
predicted dolomite dissolution that was much faster than observed in pressurized 
experiments. A reasonable fit to data was obtained only by assigning a reactive 
dolomite surface area that was several orders of magnitude lower than the measured 
BET surface area. This result has been shown by others, but not for reactions related 







METAL RELEASE FROM CLAY-RICH LIMESTONES AT HIGH  
PARTIAL-PRESSURES OF CO2 
This chapter contains results from dissolution and characterization experiments of clay-
rich limestone rocks1. The results from this experiment are compared to results from dissolution 
of limestone and dolomite rocks under high pCO2 conditions reported in Chapters 3 and 4.  
5.1 Background 
In the previous chapters of this dissertation I described metal release in limestone and 
dolomite rocks at elevated pCO2. These rocks contained only minor fractions of clays, on the 
order of a few percent, while quartz was often the dominant non-carbonate mineral present. 
Metal release in the limestone and dolomite rocks was mostly attributed to dissolution of 
carbonate minerals. Therefore, the relative contribution of clays to metal release and uptake 
was assumed negligible.  
Previously published studies of metal release from aquifer rocks or sediments 
(carbonate and siliciclastic) addressed rocks where the clay content was a minor fraction of the 
mineralogical composition (Apps et al., 2010; Little and Jackson, 2010; Lu et al., 2010; Zheng et 
al., 2009). Apps et al. (2010) numerically simulated As and Pb transport induced by a CO2 leak 
in a hypothetical confined aquifer comprised of sandstone with trace clay and sulfide minerals. 
To test the role of adsorption-desorption reactions on As and Pb mobility, Apps et al. simulated 
release and transport of these potentially-toxic element with and without sorption processes. 
When sorption was included in the model, concentrations of both As and Pb were high near the 
CO2 leakage point as the these elements desorbed from mineral surfaces. Downstream from 
                                               
1
 The classic nomenclature of the rocks reacted in this experiment is different based on their 
textural differences (see Section 5.3.1.1). For simplicity, and to distinguish from rocks described in 
previous chapters, the terms “clay-rich limestones” or “clay-rich limestone rocks) will be used here and in 
the following chapter.  
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the leakage point, concentrations of both As and Pb were moderately reduced as these 
elements re-sorbed onto clay  surfaces and metal oxides. When sorbed As and Pb were not 
considered as possible sources, the concentrations of these elements near the source zone 
were controlled by dissolution of galena (PbS) or arsenic in solid-solution with pyrite (FeAsS) 
and remained low. 
The work of Apps et al. (2010) demonstrated qualitatively the effect of sorption-
desorption, but did not address the specific role of clays. The affinity for sorption on clays is both 
clay-specific and metal-specific, and may even be different in single-element and multi-element 
solutions (Abollino et al., 2008; Benjamin and Leckie, 1981; Covelo et al., 2007; Helios-Rybicka 
and Wójcik, 2012; Helios-Rybicka et al., 1995; Srivastava et al., 2005). The uncertainty 
associated with adsorption-desorption reactions stems from (a) variable surface charges among 
adsorbers, (b) variable binding strengths in different sites of the same mineral, (c) the acidity of 
the surface (point of zero charge), (d) the specific surface area of the mineral, (e) the tendency 
of metals to undergo hydrolysis reactions in solution, (f) changes in surface charge as more 
metals sorb (surface charge becomes more positive), and (g) possible unfavorable chemical 
interactions between adjacent adsorbed species (Benjamin and Leckie, 1981; Benjamin, 2002).   
Release of metals from sorption sites is often caused by increased acidity (Benjamin and 
Leckie, 1981). Ion exchange between metals, not only protons, can also lead to sorption of 
some metals at the expense of others. Sorption of metals (or metalloids such as As) that are 
commonly present as oxyanions is also affected by competitive sorption from other oxyanions, 
including non-metals (Manning and Goldberg, 19966; Radu et al., 2005). Among metals, Ca is 
considered a weak sorbent, and sorbs primarily due to electrostatic attraction onto negatively 
charged surfaces, a readily reversible sorption mechanism (Heidmann et al., 2005). However, 
excess concentrations of Ca can make it a competitive metal in ion-exchange reactions with 
trace metals that form strong inner-sphere complexes (Atanassova, 1999; Harter, 1992; Wang 
et al., 1997; Zachara et al., 1993; Zheng et al., 2012). Dissolution of carbonate rocks, as shown 
124 
 
in previous chapters, resulted in aqueous Ca concentrations of up to 400 mg/L (limestone rocks) 
or 350 mg/L (dolomite rocks) at 1 bar pCO2. These concentrations are on the high end of 
reported Ca-mediated ion-exchange studies (Atanassova, 1999; Cowan et al., 1991; Dempsey 
and Singer, 1980; Harter, 1992; Kretzschmar and Voegelin, 2001; O’Connor and Renn, 1964; 
Wang et al, 1997; Zachara et al., 1993). 
In light of the simulations of Apps et al. (2010) and published studies demonstrating 
competitive sorption by Ca and protons, it was imperative to examine metal release from natural 
rocks containing carbonate minerals and large amounts of clay at high pCO2. Conceptually, ion 
exchange with Ca and protons should lead to enhanced metal release compared to low-clay 
carbonates. On the other hand, buffering of pH following dissolution of carbonate minerals and 
uptake of protons, along with the good binding properties of clays, could negate metal 
desorption. This work explores whether the presence of clays in carbonate rocks is beneficial or 
detrimental to water quality in an event of a CO2 leak.    
5.2 Methods 
The following sections detail the method used in this chapter. All of the analyses were 
performed at the Colorado School of Mines, in Golden, CO, USA, with the exception of the HF-
digestion step of the sequential extraction and analyses of aqueous samples, which were done 
at the Laboratory of Environmental and Geological Studies, University of Colorado, Boulder, 
CO, USA. 
5.2.1 Dissolution Experiments 
Samples of the Georgetown (GEO) and Glen Rose (GLE) formations were obtained from 
the USGS core laboratory in Lakewood, Colorado. Both samples are Cretaceous in age, and 
represent deeper facies of the Edwards-Trinity (High Plains) Aquifer. The original GEO depth 
was ~9013 feet below ground surface (bgs) in the Edwards Group, and the GLE sample depth 
was ~10312 feet bgs in the Trinity Group. Both samples originated from a well drilled in Madison 
Country, Texas (exact coordinates were not available).  
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The rock samples were prepared and reacted with CO2 as described in Chapters 3 and 
4. In this dissolution experiment, however, the reactors were constructed out of acrylic material 
(Figure 5.1). As with previous experiments, one reactor was an experimental control, and 
contained 1 g of highly-pure CaCO3 powder (Sigma-Aldrich, Inc.). A fourth reactor contained 1 g 
of pure CaCO3 and 0.194 g of pyrite (Ward’s Natural Science). The natural rocks were reacted 
in stages (A through F) where the relative percentages of N2 and CO2 were varied (see Table 
5.1). Mineral standards were reacted in stages B through F. Water from stage A was discarded,  
Figure 5.1: A photograph of the experimental setup. The in-situ pH probes can seen 




and new un-reacted water was added immediately before the reactors were sealed. The added 
water was de-oxygenated in a 1-gallon plastic container by applying a continuous stream of N2 
gas to the head space for 24 hours, in order to prevent rapid initial oxidation of sulfide minerals 
upon contact with the water. A hole was drilled in the cap of the container to allow a slight 
buildup of pressure in the headspace and continuous gas flow from the container outwards. At 
the end of the pressurized experiment, the system was allowed to slowly equilibrate with the 
atmosphere by disabling the pressure regulator and loosening the top plates of the reactors. 
During the pressurized portion of the experiment, aqueous samples were extracted with minimal 
depressurization of reactors. Sampling for metal analysis took place at 3, 6 and 12 hours and at 
1, 2, 4, 7, 10, and 14 days from the beginning of each stage, with the exception of stage B 
(100% N2), where samples were extracted at 4 hours, and 2 and 4 days. Samples for anion 
analysis were taken less frequently, at 12 hours and at 1, 4, 10 and 14 days from the beginning 
of each stage. Only sulfate, as an indicator of pyrite dissolution, was analyzed in samples 
collected from the reactor containing pure CaCO3 and pyrite, and the sampling routine was 
similar to the metal sampling routine of the other reactors. pH was measured in-situ at 15 
second intervals using ISFET pH probes (Campbell Scientific, Inc.). Unfortunately, the pH probe 
that was installed in the reactor containing the GLE rock began to malfunction at the beginning 
of stage D. It could not have been replaced without loss of pressure and interruption  
Table 5.1: Boundary conditions in different stages of the experimental work 
 Stage 








Atmospherica 1 1 1 1 Atmospherica 
% CO2 0.039 0 1 10 100 0.039 
% N2 78.084 100 99 90 0 78.084 




of geochemical reactions, and therefore pH measurements from the GLE dissolution are absent 
from stage D onward. 
5.2.2 Rock Characterization 
The mineral composition of the rock samples was determined using Quantitative 
Elemental Mapping (QEMSCAN) on thin sections and complemented with x-ray diffraction 
(XRD) analysis on powdered samples. The QEMSCAN method combined automated SEM 
point-counting at 10 μm point spacing with post-processing to determine sample mineralogy and 
mineral volumetric abundance. The SEM used was a Carl Zeiss EVO 50 SEM, equipped with 
four Bruker X275HR silicon drift x-ray detectors. Post-processing was done using the 
iMeasure/iDiscover software suite (FEI, Inc.).   
XRD analysis was performed on a XDS 2000 instrument by Scintag, Inc. A portion of 
powdered sample from each rock was used for whole-rock, randomly-oriented XRD scan. 
Another portion was treated to remove the carbonate fraction using 1M Na-acetate / acetic acid 
buffer (Jackson et al., 1950), followed by isolation of the clay fraction by the Millipore method 
(Moore and Reynolds, 1997). The remaining clay fraction was scanned both air-dried and after 
glycolation. The presence of kaolinite was confirmed by comparing peaks from before and after 
heating samples at 500 C for 2 hours (Moore and Reynolds, 1997). Each sample was scanned 
in a 2θ angle range of 4-50°, at a scan rate of 2° per minute, with a resolution of 0.02°. DMSNT 
software (Scintag, Inc.) was used for data reduction and plotting. Peak intensity data from 
Brindley and Brown (1980) and Moore and Reynolds (1997) was used to identify minerals. 
Surface area was measured on chips of rock approximately 0.5 cm in diameter (not powders) 
using gas adsorption. Approximately 2 g of each sample was analyzed using a Micrometrics 
ASAP 2020 surface area analyzer with N2 gas. 
Concentrations of trace elements in different fractions of the samples were determined 
using the sequential extraction method of Li et al. (1995) with two adaptations for our samples. 
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The sequential extraction included: (1) leaching of sorbed metals, (2) dissolution of carbonate 
fraction, where 80 ml, instead of the prescribed 8 ml, of sodium acetate/acetic-acid buffer was 
used to dissolve the high carbonate content of the samples, (3) dissolution of metal oxides, (4) 
dissolution of sulfides and organic matter, and (5) dissolution of the residual fraction from the 
previous steps using the method of Farrell et al. (1980) where boric acid is added to neutralize 
the hydrofluoric acid, in order to protect glassware and the ICP-AES nebulizer. Analysis of metal 
concentrations in extraction products was carried out using a Perkin Elmer Optima 5300 DV 
ICP-AES, with the multi-element inorganic standards CCV-1 Solution A™ and CCV -1 Solution 
B™ (High-Purity Standards, Inc.) for reference. In addition, results from the HF digestion 
(residual fraction extraction) were corrected against a blank that was prepared during the 
digestion.  
5.2.3 Geochemical Models 
Calculations of mineral saturation indices (SIs) were performed using the geochemical 
code PHREEQC (Parkhurst and Appelo, 1999). The thermodynamic constants used in this work 
were taken from the Laurence Livermore National Laboratory (LLNL) thermodynamic database. 
Aqueous concentrations of Ca, Mg, along with pH and inorganic carbonate species in 
equilibrium with a prescribed pCO2, were used to calculate SIs of calcite and dolomite. 
Concentrations of Na and Cl were included in the SI calculations to account for ionic strength 
effects on solute activities. Due to the failure of the pH probe in the GEO reactor, and lack of pH 
data, SIs were only calculated for GLE. 
5.3 Results  
The following sections contain key results from the work detailed in Section 5.2. The full 
data is organized in Supplemental Files D-1 and D-2.  
5.3.1 Rock Properties 
The following sections detail the mineralogical compositions and trace element 
distribution in the rocks reacted in this experiment.  
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5.3.1.1 Mineralogical Composition and Textural Description 
The hand samples of both GEO and GLE were very similar in color (dark gray) and consistency 
(compacted shales). The QEMSCAN analysis indicated that both rocks contained similar 
amounts of calcite (~33 vol%) and pyrite (~0.2 vol%) (Table 5.2). The GEO rock contained 
about twice the amount of clay found in GLE, and about twice the BET surface area (Table 5.2). 
The GLE rock, on the other hand, contained more quartz and minor amounts of dolomite. The 
presence of dolomite in GLE was also implied by the presence of a distinct peak at 2.895Å in 
the XRD analysis, which is indicative of dolomite (the other peaks are usually too low to 
distinguish from the background if dolomite is found in small quantities). XRD analysis indicated 
the presence of kaolinite and perhaps sepiolite in GLE, and the presence of kaolinite, illite and 
perhaps vermiculite in GEO. 
While both rocks exhibited macroscopic similarities and equal calcite contents, 
microscopic analyses revealed textural differences. In GLE, calcite formed the rock matrix,  
 
Table 5.2: Mineralogical composition of the clay-rich limestones, based on thin section 
EDS analysis (QEMSCAN).  
  Georgetown Glen Rose  
 Vol % Vol %  
 Quartz 8.45 33.76  
 Dolomitea 1.11 5.66  





 Clay 55.10 26.07  
 Feldspar 0.79 0.20  
 Anhydrite/Gypsum 0.08 0.26  
 Apatite 0.09 0.01  
 Pyrite 0.21 0.23  
 Others 0.09 0.06  
 BET Surface Area  
(m2/g) 
6.9287 ± 0.0163 3.1364 ± 0.0047  
 
a Ca-, Mg- and O-rich minerals with Ca/Mg ratios of roughly 1 to 1.47 were classified as 
dolomites (carbon was used to coat the carbonate samples and therefore excluded from 
calculations of mineral composition).  




with clays either uniformly dispersed or in discrete “lenses” alongside quartz (Figure 5.2, right 
panels). Fossils were not found in GLE, either macroscopically or microscopically. In addition, 
GLE contained pyrite crystals no more than ~10 μm in diameter (=pixel size in the QEMSCAN 
analysis), uniformly dispersed in the calcitic matrix. Overall, GLE is a “mudstone” or “micrite” 
according to the classic definitions of Dunham (1962) or Folk (1959, 1962), respectively. The 
GEO rock contained calcite mostly in sub-spherical, rounded grains (probably pellets) and in 
fossils, with clay forming the matrix in between grains (Figure 5.2, left panels). Pyrite in GEO 
was concentrated in fewer, larger crystals up to 200 μm in size. The nomenclature of GEO 
would be “wackestone” according to Dunham (1962), or “packed clayey bio-pel-micrite” 
according to Folk (1959, 1962).       
5.3.1.2 Distribution of Major, Minor and Trace Elements 
The sequential extraction of the rocks provided insight to the mineral and sorbed 
fractions that contained minor and trace elements. Concentrations of sorbed Mg could not be 
inferred from the analysis, because MgCl was used as the extractant for the sorbed fraction. 
However, the carbonate fraction of GLE contained more Mg than its parallel in GEO (Figure 
5.3a), reaffirming the presence of dolomite. Similarly, Na concentrations in the carbonate 
fraction could not be discerned, because Na-acetate was used to dissolve carbonate material. 
Nonetheless, it was found that GEO contained ~1.7 times more sorbed Na than GLE (1751 ppm 
versus 1015 ppm, not shown). Both rocks had similar Fe and S concentrations in the sulfide 
fraction (Figure 5.3b, 5.3c), which match the QEMSCAN estimates of similar pyrite abundances 
in both rocks (Table 5.2). The molar ratios of Fe:S in the sulfide fraction, based on the 
sequential extraction, were 1:2.85 and 1:2.51 in GEO and GLE, respectively. These Fe:S ratios 
are lower than the ideal 1:2 molar ratios in pyrite (FeS2), and may indicate a high degree of 
substitution of Fe for other metals in pyrites. Concentrations of Al in the residual fraction of GEO 
were about twice the amount detected in GLE, which match the QEMSCAN estimates of clay 





Figure 5.2: Results of the QEMSCAN analysis (top) and captured images from optical 
microscopy of thin sections (bottom). The Georgetown image (bottom left) is non-
polarized, the Glen Rose image (bottom right) is polarized. The bright spots in the 
Georgetown optical microscopy image are holes resulting from thin-section preparation. 
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For the most part, GEO contained higher concentrations of trace elements in the bulk 
rock, including As (Figure 5.3d), Ba (Figure 5.3e), Co (Figure 5.3f), Mn (Figure 5.3g), Ni (Figure 
5.3h), Pb (Figure 5.3i), Sr (Figure 5.3j) and Zn (not shown). GLE contained larger amounts of Fe 
(Figure 5.3b), Mg (Figure 5.3a) and S (Figure 5.3c). The carbonate fraction contained the most 
Ba, Mg, Mn, Ni (GLE only), Pb (GEO only), S, Sr, Zn and As (GEO only). The sulfide fraction 
contained the most Co, Fe and Pb (GLE only). Given the extremely low abundance of pyrite in  
the rock compared to calcite (0.6% by volume, or ~1.1% by weight), it is likely that pyrite grains 
contained higher per-grain concentrations of impurities than calcite. Exceptions may be Ba, Sr, 
Mg and Mn, based on the overall concentrations in each phase according to the sequential 
extraction. The elements Ni, Sr, As (GLE only) and Li (GEO only; not shown) were found in 
appreciable concentrations in the sorbed phase relative to the total abundance in the rock 
(>5%). 
5.3.2 Pressurized Experiments 
 Increasing pCO2 in the system resulted in elevated acidity, and increasing aqueous 
concentrations of multiple elements. The pH dropped at the beginning of each stage, during the 
first ~24 hours, before slowly increasing again or stabilizing (Figure 5.4a). Depressurization of 
the reactors led to a sharp increase in pH that lasted ~24 hours, followed by a steady pH 
increase that persisted at the time the experiment was terminated, 10 days after the reactors 
were opened. The reason for the fluctuations in pH in the GLE reactor during stage C 
(pCO2=0.01 bar) is not clear. In addition, there is no explanation for the fast pH increases in the 
GEO and control beakers in stage C, which were followed by sharp drops in pH around day 10. 
It is possible that induction caused by the gradual malfunctioning of the pH probe in the GEO 
beaker affected the other pH probes, although it appears that the pH probe of the reactor 
containing pure calcite and pyrite remained unaffected (Figure 5.4a). 
Aqueous concentrations of Ca increased at the beginning of each stage and stabilized 












Figure 5.4: Results of the Georgetown and Glen Rose pressurized experiments: (a) pH 
and (b)-(l) concentrations of select solutes 
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followed by an abrupt leveling or an overall gradual decrease in concentrations. While the 
trends of Ca and Mg increases were similar in both rocks (Figures 5.4b,c), GLE released more 
Ca and Mg into solution. During the first days of stages D and E, the rates of Ca increase in 
GEO and GLE were higher than in the control CaCO3. Depressurization of the reactors resulted 
in decreases of Ca concentrations in all reactors, although the removal of Ca from solution was 
faster in the reactors containing the clay samples. Unlike Ca, Mg persisted in solution during 
decompression. Concentrations of Na in the reactors containing the clay samples were elevated 
compared to the control even before applying elevated pCO2 (Figure 5.4d), probably due to fast 
desorption. As pCO2 increased, Na concentrations increased in solution in GEO and GLE during 
stage C, but only in GEO during stage D. Furthermore, Na concentrations started to decreased 
during stage E, and remained constant during depressurization.  
Concentrations of SO4 were higher in the reactors containing the natural rock samples 
compared to the control and the reactor containing pyrite (Figure 5.4e). Also, SO4 
concentrations started to decrease after several weeks in GLE (stage D) and GEO (stage E). 
The reactors containing the rock samples emitted a strong hydrogen sulfide smell when opened 
at the end of stage E, indicating reducing conditions in the reactors. Concentrations of SO4 in 
the reactor containing the stand-alone pyrite crystals and pure CaCO3 was comparable to those 
in the control reactor, indicating little or no dissolution of pyrite. Somewhat surprisingly, no pyrite 
dissolution was detected in the pyrite-containing reactor even during the decompression stage, 
when atmospheric oxygen could have diffused into the water and promoted pyrite dissolution. 
Concentrations of K and Cl exhibited a linear increase that was similar to that of the control in 
trend and magnitude (not shown), and probably resulted from slow diffusion of KCl cleaning 
solution from the pH probes.      
Several minor and trace elements were released into solution during the experiment. 
These included Ba (Figure 5.4f), Co (Figure 5.4g), Mn (Figure 5.4h), Ni (Figure 5.4i), Rb (Figure 
5.4j), Sr (Figure 5.4k), and U (not shown; remained <1 μg). Concentrations of As (Figure 5.4l), 
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Cr and Zn were mostly similar or slightly above the control concentrations, did not exhibit a 
specific trend and remained below regulatory limits for drinking water. Aqueous concentrations 
of Pb and Tl – metals tied to extremely low MCLs – were mostly below detection limit.   
5.4 Discussion 
In the following sections the results are discussed in terms of important mechanisms that 
controlled aqueous concentrations of different elements in solution. Also, results of the 
carbonaceous clay dissolution are compared to the results of dissolution of limestone and 
dolomite rocks, described in Chapters 3 and 4.  
5.4.1 Acidity 
The pH in the reactors containing the GEO and GLE was 0.25-0.5 pH units higher than 
in the reactors with the mineral standards (pure CaCO3 and pyrite). On the other hand, the pH in 
the reactors containing pure CaCO3 were almost identical during stages D (0.1 bar pCO2) and E 
(1 bar pCO2). The higher pH in the GEO and GLE reactors may be associated with sorption of 
protons on clay surfaces (Appelo 1994; Fest et al., 2005; Reyes and Fiallo, 2011). 
5.4.2 Controls on Release of Ca, Mg and Na 
The increases of Ca and Mg concentrations in the GEO and GLE reactors, along with a 
gradual buffering of pH, indicate dissolution of carbonate material. Aqueous concentrations of 
Ca were lower in GEO than in GLE, and even low compared to the CaCO3 standard. In the 
previous experimental rounds, rocks where calcite was the dominant carbonate mineral 
(Kindblade Limestone and Joins Limestone) released more Ca than rocks where dissolution of 
both calcite and dolomite took place (Kindblade Dolomite; Figure 5.5a). Therefore, reaction of 
GEO under similar conditions was expected to result in higher concentrations of Ca than those 
observed. The presence of larger quantities of clay in GEO (contained twice as much clay as 
GLE) may indicate sorption mechanisms inhibiting release of Ca into solution in GEO, either 
directly, through enhanced sorption of Ca, or indirectly, by sorption of protons. The latter would 




Figure 5.5 (a)-(e): Summary of results from the three rounds of pressurized experiments: 
Limestone rocks (blue), dolomite rocks (green) and carbonaceous clays (burgundy).  The 
lengths of different stages varied between experimental rounds. To enable comparison 
of trends, the different stages were put on the same time scale from the beginning of 









poor limestone rocks. Enhanced sorption of protons and / or Ca in GEO is supported by the 
release of Na, which occurred at 0.01 and 0.1 bar pCO2 in the GEO, but only at 0.1 bar pCO2, 
and to a lesser extent, in GLE (Figure 5.4d). It is possible that GLE released more Ca than GEO 
at 0.1 bar pCO2 because Na was already completely desorbed, and there were no more weakly-
sorbing solutes to exchange for Ca. At 1 bar CO2, concentrations of Na remained constant in 
GEO, indicating depletion of Na by this stage as well. When both clayey rocks were depleted of 
sorbed Na, at 1 bar pCO2, they exhibited similar increases in Ca (Figure 5.4b). The observed 
increase in Na was absent in the previous experimental rounds (Figure 5.5c). 
To gain better insight into mechanisms dominating release of Ca and Mg, results from 
the GLE reactor were compared to those from the Kindblade Dolomite (KD). The KD was the 
only other rock tested that contained both calcite and dolomite in significant amounts; it was 
clay-poor, however, compared to GLE (see Chapter 4, Table 4.2). At 0.01 bar pCO2, the trends 
and concentrations of Ca and Mg were remarkably similar in both GLE and KD (Figure 5.5a,b), 
indicating a combined calcite and dolomite dissolution mechanism. In later stages, Mg trends 
and quantities were still somewhat similar, while Ca concentrations increased much faster in 
GLE, indicating a Ca desorption mechanism in addition to dissolution of calcite and dolomite (it 
should be noted that the decrease in Mg concentrations in KD at 1 bar pCO2 resulted from 
unexpected pressure fluctuations in the system). Overall, the comparison suggests little 
desorption of Ca and Mg at 0.01 bar pCO2, and a coupled desorption-dissolution mechanism at 
higher pCO2 which affected Ca more than Mg.  
The leveling of Ca, Mg and pH about 1.25 days into the 1 bar CO2 stage suggests that 
fast Ca desorption and proton sorption act to slow or even prevent further calcite and dolomite 
dissolution. The two-fold inhibiting effect of ion exchange on calcite or dolomite dissolution is 
obvious when one considers the saturation index ( SI ) – or distance from equilibrium – which is 








 Eq. 5.1a 
where 





 Eq. 5.1b 
and the curled brackets denote activities. When sorption-desorption processes are dominant, 
(a) sorption of protons by clays lowers proton activity in solution, and (b) leads to a sharp 
increase in Ca concentrations. Together, these changes drive the ion activity product of both 
calcite and dolomite closer to the solubility constant value. The lack of pH data from the GEO 
beaker prevented saturation index calculations. However, the saturation indices of dolomite and 
calcite in GLE throughout the experiment were compared to that of KD  (Figure 5.6). The 
saturation indices of both dolomite and calcite appear to be closer to equilibrium at earlier times 
in GLE compared to KD (Figure 5.6), especially at 1 bar pCO2, where desorption of Ca in GLE 
was most significant. Aqueous concentrations of Mg and Na remained steady in GLE and GEO 
during the depressurization stage (Figures 5.4c,d), unlike other strongly-sorbing solutes 
(Figures 5.4g,h,i). Rapid re-sorption of Ca during the depressurization stage may have acted to 
block exchange sites for re-sorbing Mg and Na.     
5.4.3 Controls on Trace Metal Release 
As a first approximation, the clayey rock that contained the highest whole-rock 
concentration of a certain element also resulted in greater release of that element into solution. 
GEO contained more, and released more, total As, Ba, Co, Mn, Ni and Sr. GEO also had higher 
abundances of impurities in both the carbonate and sorbed fractions (the most reactive 
fractions) which makes distinction of a specific release mechanism (dissolution or desorption) 







fact that sequential extraction results for the carbonate fraction in GLE lump both calcite and 
dolomite. Without further analysis, such as laser-ablation-inductively-coupled-plasma-mass- 
spectrometry (LA-ICP-MS), it is not possible to determine whether calcite or dolomite contained 
more impurities per-grain. For example, GEO released more Ni into solution than GLE. GEO 
also contained more Ni in the sorbed fraction, while GLE contained more Ni in the carbonate 
fraction, implying that the sorbed fraction was the major source of Ni release into solution. 
However, the majority of Ni in the carbonate fraction of GLE could have resided in dolomite, 
rather than calcite. It was shown in Chapter 4 that when calcite and dolomite dissolve in 
Figure 5.6: Calculated saturation indices of calcite and dolomite in the Glen Rose 




tandem, calcite dissolves in larger quantities, and also that dolomite grains contained impurities 
to a higher degree than calcite grains. In other words, an impurity-poor calcite could have been 
the main carbonate mineral to dissolve in GLE, which would imply a dominant carbonate-
dissolution mechanism in release of Ni.  
A clue to the dominant mechanisms controlling release of impurities may be found by 
examining the pattern of their release into solution. Aqueous concentrations of Sr in the GEO 
and GLE reactors were much higher than in previous experimental rounds by a factor of 5.5-10 
(Figure 5.5e). Also, sequential extraction results indicate that the clayey rocks were significantly 
enriched in sorbed Sr compared to the limestone (factor of ~5) and dolomite rocks (factor of 
~10), whereas the differences in carbonate-bound Sr were not as pronounced. These 
correlations indicate desorption was the major mechanism controlling Sr release into solution 
from the clayey samples. The relatively large increase in Sr concentrations in this experimental 
round (Figure 5.4k) suggests that Sr was the next metal, after Na and Ca, to be released 
through ion exchange. Indeed, it was shown that Sr sorbs onto kaolinite minerals and other 
clays only weakly via ion exchange (Chen and Hayes, 1999; Parkman et al., 1998), and that the 
affinity of Sr to sorb onto clays is only slightly higher than that of Ca (Lefèvre et al., 1993). While 
qualitatively it is apparent that Sr is mostly released through desorption in both rocks at all 
stages of the experiment, the quantitative controls are different in different stages. At 0.1 and 
0.01 bar pCO2, the amount of Sr that is released into solution is proportional to the amount of 
Ca that is released into solution. At 1 bar CO2, more Sr is released from the rock that contained 
more clay (GEO), even though both rocks release the same amount of Ca into solution at this 
stage. In other words, at 1 bar pCO2 the amount of released Sr is proportional to the total 
sorbed amount, not the amount of the exchanger. This shift in release trend, from desorption 
controlled by exchanger quantity to desorption controlled by sorbent quantity, as pCO2 
increases, is also apparent in the release of Ba (Figure 5.4f). Similarly to Sr, Ba mostly sorbs 
onto clays via ion exchange (Shahwan and Erten, 2004).     
143 
 
The differences in the peak concentrations of Co, Mn and Ni, between GLE and GEO, 
were much more pronounced than those of Ba and Sr. In general, Co tends to form strong 
inner-sphere complexes at high pH, and weak outer-sphere complexes at low pH (Chen and 
Hayes, 1999), which may explain the significant desorption at 1 bar pCO2 in GEO. However, it 
does not explain the low desorption at the same stage in GLE. The sequential analysis indicated 
that the GEO had about 8 times more sorbed Co than GLE, yet it released about 40 times more 
Co at 1 bar pCO2. Similar differences between relative sorbed and desorbed amounts were 
observed for Ni and Mn, although to lesser extents. The reason for the relative enrichment in 
GEO is unclear. Possible reasons include differences in desorption behavior between different 
types of clays (kaolinite in GLE, kaolinite and illite in GEO) and differences in organic matter 
content: humic acids can enhance metal uptake, but this adsorption is less stable than metal-
mineral surface complexes (Nachtegaal and Sparks, 2003).  
Unlike previous experimental rounds, concentrations of Co, Mn and Ni started to 
decrease after an initial spike at 1 bar pCO2. Lu et al. (2010) reported similar findings in batch 
dissolution experiments at high pCO2, for a group of metals they called “type II metals”. Mn and 
Co were not included in Lu et al.’s classification of “type II metals”, but did eventually decrease 
at 1 bar pCO2 in the pressurized experiments described here. The minimum pH achieved in Lu 
et al. was lower than in this work, and it is possible that here the pH was buffered to a critical 
level that enabled re-sorption of more metals. Also, slow desorption, on the order of days, of Ni 
on illite was observed in the past, and was attributed to formation of surface Na-Al layered 
precipitates (Elzinga and Sparks, 2001). The rate of formation of these stable surface 
complexes increases with increasing pH (Elzinga and Sparks, 2001). The slow uptake of 
transition metals on clays may be of importance in a well buffered system near the source of a 
CO2 leak, because it could curb downstream transport of these metals.  
Overall, exposing carbonaceous clays to high pCO2 did not result in enhanced metal 
release compared to clay-poor carbonates (Figure 5.5g-l). Exceptions were Sr (Figure 5.5e) and 
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U (Figure 5.5f), but these were released far below toxic levels. Concentrations of Co (Figure 
5.5i) and Mn (Figure 5.5j) in the reactors containing the clay-rich rocks at 1 bar pCO2 were 
higher than most previously measured, but were not the highest. Mn was the only metal to 
exceed the maximum contaminant level (MCL) in drinking water (50 μg/L; USEPA, 2011), and 
reached levels of up to 660 μg/L.  
5.5 Conclusions 
Clay-rich limestone rocks were reacted at incrementally increasing pCO2. These rocks 
differed from the clay-poor limestone and dolomite rocks described in Chapters 3 and 4 both 
macroscopically and microscopically. Under these experimental conditions, the clay-rich rocks 
seemed to be more active as adsorbents rather than sources of metals. Also, only Mn exceeded 
MCL, by a factor of 13 in GEO and by a factor of 1.6 in GLE. Metal release in the clay-rich 
limestones was mostly limited to weakly-sorbed metals (Na, Ba and Sr) via ion-exchange 
reactions. Availability of Ca controlled ion exchange of Sr and Ba at low pCO2, but the overall 
“supply” of Sr and Ba in sorption sites affected the release of these elements at high pCO2. 
Depressurization of the reactors, and degassing of CO2, resulted in rapid uptake of most 
elements. Concentrations of Na and Mg did not decrease during depressurization, probably due 
to preferential sorption of large amounts of Ca.  
Lastly, dissolution of carbonate material was diminished in the presence of clays. Calcite 
and dolomite were not as far from equilibrium throughout the duration of the experiment 
compared to previous experimental rounds, due to buffering of pH through proton uptake by 
clays, and due to release of Ca via desorption. As a result, adsorption-desorption processes 






The overarching purpose of this research was examination of impact of carbon 
sequestration, utilization and storage (CCUS) on water quality in freshwater aquifers. 
Addressing gaps identified in the literature review, the work here focused on two aspects of 
hazards associated with CCUS: brine leakage into freshwater aquifers, and CO2 leakage into 
carbonate aquifers. This chapter summarizes some lessons learned and the contribution of this 
doctoral work. Specific findings of this work are given at the Conclusions section at the end of 
each chapter, and will not be repeated here.  
6.1 Brine Leakage 
The statistical analysis of the National Energy Technology Laboratory (NETL) NATCARB 
brine addressed the question of expected concentrations of various constituents in brines. This 
was perhaps the most comprehensive work yet to be published on water quality issues related 
to possible brine leakage from CCUS sites. In addition, the discussion of contamination of 
shallow groundwater linked, perhaps for the first time in CCUS literature, impacts of possible 
brine leakage to the agricultural sector, which is the main consumer of groundwater.  
The statistical analysis of the database was preceded by rigorous quality assurance 
work, to eliminate erroneous values and data that was not representative of brines (e.g., 
samples taken from surface waters, mine tunnels etc., or that were associated with activities 
that affected the composition of the native brine). The result was a reduced, “polished” database 
that was published in the journal Groundwater as supplementary material, in a simple tab-
delimited format that is accessible to the public.  
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6.2 Pressurized Experiments 
In the experimental portion of this work, three distinctly different rocks groups were 
reacted at high partial-pressures of CO2 (pCO2): limestone rocks, dolomite rocks and clay-rich 
limestone rocks. The focus on carbonate rocks contributed to the existing body of literature 
related to potential hazards of CO2 leakage from CCUS sites, which was so far limited to 
siliciclastic sedimentary aquifers and, to a lesser extent, basalts. However, insights gained in the 
experimental work are not reserved to carbonate aquifers. Carbonate minerals are very 
common in siliciclastic aquifers, and small amounts of calcite, on the order of a few percent of 
the rock, are sufficient to effectively buffer acidity induced by a CO2 leak (Wilkin and Diguilio, 
2010). It was demonstrates that the high reactivity of carbonate minerals make them important 
sources of trace elements, even though they typically contain relatively low concentrations of 
trace metals compared to pyrites. A practical consequence is that solid-solution chemistry of 
carbonate minerals should receive more attention in assessments of aquifer susceptibility to 
contamination from leakage of CO2.    
Dissolution of pyrite (or other sulfide minerals) was probably too slow to contribute to 
metal release in this work, even though it is considered in many models as a major source of 
toxic metals. While the experimental conditions in the pressurized experiments favored 
formation of reducing conditions, a CO2 leak from a deep source is not expected to oxidize 
groundwater. In a CO2-leakage scenario, an acid mechanism, which acts very slowly to dissolve 
pyrite, is probably more relevant than the oxidative mechanism (Harvey et al., 2013). 
Depressurization of the reactors resulted in a rapid decrease in concentrations of most 
solutes, probably due to re-sorption on mineral surfaces as CO2 degassed from the system and 
acidity decreased. In an aquifer setting, especially in a confined aquifer, CO2 is not expected to 
dissipate as fast as in the batch reactors. A slow dissipation of CO2 may result in lingering of 
solutes in aquifers for longer periods of time and in greater travel distances from the leak 
source. Other physical constraints, such as hydrological characteristics of an aquifer (Siirila et 
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al., 2012) and induced pumping (Carroll et al., 2009) will also affect contaminant travel down-
gradient from the CO2-leak source. Nonetheless, results from the depressurization stage 
suggest that it is possible for a CO2-impacted system to recover in a short amount of time if the 
leak source is a point source that can be identified and sealed. In contrast, case studies of 
saline contamination of freshwater aquifers have demonstrated that increased salinity 
attenuates very slowly naturally, and that the affected portions of the aquifers were still 
undrinkable tens of years after the contamination source was removed (Jacob, 2009; Kharaka 
et al., 2005).   
One of the objectives of the experimental portion of this dissertation was to identify 
elements that would have a negative effect on carbonate freshwater aquifer quality in the event 
of a CO2 leak from a CCUS site. The maximum concentrations of several metals that were 
detected in each reactor (all at 1 bar pCO2) were plotted here as a percentage of the regulatory 
limit associated with that metal (Figure 6.1). Most trace elements did not surpass drinking-water 
regulatory limits at any stage. The only exceptions were As, Mn and Ni, in several rocks. 
Aqueous concentrations of Tl were up to 80% of the regulatory limit (5 μg/L), which is one of the 
lowest mandated by the U.S. Environmental Protection Agency (USEPA, 2011). The most 
“polluting” rock was the Kindblade Dolomite, which released As, Mn and Ni in concentrations 
that exceeded regulatory limits. Two metals that were studied in the past as potential hazards in 
context of CO2 leakage, Cd (Frye et al., 2012) and Pb (Apps et al., 2010; Navarre-Sitchler et al., 
2003; Siirila et al., 2012; Zheng et al., 2009), were far below regulatory limits, and for the most 
part also below detection limit in this work.  
It is important to note that the concentrations detected here are not necessarily 
transferable to a field setting. Natural attenuation due to mixing, dilution and dispersion, as well 
as removal along flow paths through desorption or precipitation, were not represented directly in 
the batch experiments described here. In addition, maximum concentrations (100th percentile) 





Figure 6.1: Maximum aqueous concentrations detected in the pressurized experiments, 
as percent of regulatory limits in drinking water. Blue: clay-poor limestone rocks. Green: 
dolomite rocks. Burgundy: clay-rich limestones. Regulatory limits are according to 




advocates the use of “the 95th upper confidence limit [of concentrations in water] in estimating 
exposure to contaminants in environmental media” (USEPA, 2004). The 95th upper confidence 
limit around an arithmetic mean, or the 95th percentile, can be quite different from the maximum 
concentration (see, for example, the NETL NatCarb brine database statistics in Appendix A-2). 
Therefore, the lesson learned from Figure 6.1 should be qualitative, not quantitative: As, Mn, Ni 
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