An integrable family of Poisson systems: Characterization and global analysis  by Hernández-Bermejo, Benito
Applied Mathematics Letters 22 (2009) 187–191
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
An integrable family of Poisson systems: Characterization and
global analysis
Benito Hernández-Bermejo ∗
Departamento de Matemática Aplicada, Universidad Rey Juan Carlos, E.S.C.E.T. Campus de Móstoles, Edificio Departamental II, Calle Tulipán S/N,
28933–Móstoles–Madrid, Spain
a r t i c l e i n f o
Keywords:
Poisson systems
Jacobi partial differential equations
Integrable systems
Darboux canonical form
Casimir invariants
a b s t r a c t
A family of solutions of the Jacobi PDEs is investigated. This family is defined for arbitrary
values of the dimension n of the Poisson system; it is also of an arbitrary nonlinearity and
can be globally analyzed (thus improving the usual local scope of the Darboux theorem).
As an outcome of this analysis it is demonstrated that such Poisson structures lead to
integrable systems. The solution family embraces as particular cases different systems of
applied interest that are also regarded as examples.
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The search for and analysis of solutions of the Jacobi partial differential equations [1]
n∑
l=1
(Jli∂lJjk + Jlj∂lJki + Jlk∂lJij) = 0, i, j, k = 1, . . . , n (1)
such that the so-called structure functions Jij(x1, . . . , xn) ≡ Jij(x) must also verify an additional skew-symmetry condition,
Jij = −Jji, i, j = 1, . . . , n, (2)
has received much attention during the last few decades (for instance, see [2] and references therein). In (1) and (2), the C∞
functions Jij(x) are the entries of an n× n structure matrix J(x)which can be degenerate. The interest of this problem arises
from its application in the framework of Poisson systems. Recall that a finite-dimensional dynamical system is said to have
a Poisson structure if it can be written in the form
dxi
dt
=
n∑
j=1
Jij(x)∂jH(x), i = 1, . . . , n (3)
or briefly x˙ = J(x) · ∇H(x), where ∂j ≡ ∂/∂xj, the function H is a time-independent first integral and J is a structure
matrix. Finite-dimensional Poisson systems (see [1] and references therein for an overview and a historical discussion)
are ubiquitous in most fields of applied mathematics. Moreover, describing a given system in terms of a Poisson structure
allows the obtainment of a wide range of information thanks to a plethora of specially adapted methods developed for
such systems. For instance, in [2] some references concerning applications in diverse domains and tools associated with the
Poisson formulation can be found. Apart from providing a wide formal generalization of classical Hamiltonian systems (for
instance, allowing for odd-dimensional vector fields) Poisson systems have interest because of their (at least local) dynamical
equivalence with classical Hamiltonian equations, as stated by the Darboux theorem [1]. This justifies Poisson systems being
regarded, to a large extent, as a rightful generalization of classical Hamiltonian systems. For these reasons, the investigation
of the set of nonlinear PDEs (1) and (2) is of central interest in this context [3], in particular the search for solutions that are
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defined for arbitrary dimension n in terms of functions of arbitrary nonlinearity [4] and such that the Darboux reduction can
be carried out globally [2,5] (that is, improving the a priori scope of the Darboux theorem). The last condition is due to the
fact that the global determination of the Darboux coordinates is usually a nontrivial task only known for a limited sample
of Poisson structures. In this work, a new result of this kind is developed. We begin with a first statement:
Theorem 1. Let η(x) and ϕi(xi), for i = 1, . . . , n, be functions defined in a domain Ω ⊂ Rn, all of which are C∞(Ω) and
nonvanishing in Ω . Let κij, i, j = 1, . . . , n, be arbitrary real constants that are skew-symmetric:
κij + κji = 0, i, j = 1, . . . , n
and satisfy the zero-sum conditions
κij + κjk + κki = 0, i, j, k = 1, . . . , n. (4)
In addition let
ψi(xi) =
∫ dxi
ϕi(xi)
, i = 1, . . . , n (5)
denote one primitive of 1/ϕi(xi). Finally, let the functions χij(xi, xj) be defined by
χij(xi, xj) = ψi(xi)−ψj(xj)+ κij, i, j = 1, . . . , n
and assume that χij(xi, xj) is nonvanishing in Ω at least for one pair (i, j). Then J = (Jij) is a family of n-dimensional Poisson
structure matrices globally defined in Ω , where
Jij(x) = η(x)ϕi(xi)ϕj(xj)χij(xi, xj), i, j = 1, . . . , n. (6)
Proof. Skew-symmetry is evident in (6). We then substitute J in (6) into the Jacobi identities (1) and obtain after some
algebra
n∑
l=1
(Jli∂lJjk + Jlj∂lJki + Jlk∂lJij) = ηT1 + η2T2
where T1 and T2 are the following terms, to be examined separately:
T1 =
n∑
l=1
ϕiϕjϕkϕl(∂lη)(χilχjk + χjlχki + χklχij)
T2 =
n∑
l=1
{
ϕiϕlχil
[
δljϕ
′
jϕkχjk + δlkϕjϕ′kχjk + ϕjϕk
(
δlj
1
ϕj
− δlk 1
ϕk
)]
+ϕjϕlχjl
[
δlkϕ
′
kϕiχki + δliϕkϕ′iχki + ϕkϕi
(
δlk
1
ϕk
− δli 1
ϕi
)]
+ ϕkϕlχkl
[
δliϕ
′
iϕjχij + δljϕiϕ′jχij + ϕiϕj
(
δli
1
ϕi
− δlj 1
ϕj
)]}
.
As regards T1, if every χij is substituted by its expression χij = ψi −ψj + κij and the result is simplified, it is found that
χilχjk + χjlχki + χklχij = (κjk + κkl − κjl)ψi + (κki + κil − κkl)ψj + (κij + κjl − κil)ψk
− (κjk + κki + κij)ψl + κilκjk + κjlκki + κklκij.
In the last identity, the terms multiplied by one of the ψ1, . . . ,ψn vanish due to the zero-sum relations (4). In addition,
using the same equations (4) we have
κilκjk + κjlκki + κklκij = κil(κjl − κkl)+ κjl(κkl − κil)+ κkl(κil − κjl) = 0.
It is thus demonstrated that T1 = 0. We proceed now with T2: expanding its expression and cancelling out similar terms,
after a suitable rearrangement we arrive at
T2 = 2ϕiϕjϕk[χij + χjk + χki] = 2ϕiϕjϕk[κij + κjk + κki] = 0.
Therefore we also have T2 = 0 and the proof is complete. 
Recall that, as indicated in the theorem, for every i the primitive ψi(xi) obtained from ϕi(xi) in (5) must be chosen to be
one and the same for all the entries of J. However, the specific choice is actually arbitrary. It is also worth observing that
the definition (5) allows an alternative expression for the family just characterized, namely J = (Jij) can also be written as
Jij(x) = η(x)
ψ′i(xi)ψ′j(xj)
χij(xi, xj) = η(x)
ψ′i(xi)ψ′j(xj)
[ψi(xi)−ψj(xj)+ κij], i, j = 1, . . . , n
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where functions ψ′i(xi) are C∞(Ω) and nonvanishing in Ω , while the rest of defining properties were already presented
in Theorem 1. This can be taken as an alternative definition of the solution family of structure matrices. We can now
characterize some of the properties of the family identified in Theorem 1:
Theorem 2. Let J be a structure matrix of the form (6) characterized in Theorem 1, which is defined in a domain Ω ⊂ Rn and
such that the pair (i, j) verifies that function χij(xi, xj) is nonvanishing in Ω . Then Rank(J) = 2 everywhere in Ω and a complete
set of functionally independent Casimir invariants for J is given by
Ck(x) = ψj(xj)−ψk(xk)+ κjk
ψi(xi)−ψj(xj)+ κij =
χjk(xj, xk)
χij(xi, xj)
, k = 1, . . . , n; k 6= i, j. (7)
Moreover, every Casimir invariant in (7) is globally defined in Ω and C∞(Ω).
Proof. Given that functions η(x) and ϕi(xi) are nonvanishing in Ω , the use of rank-preserving matrix transformations
shows that Rank(J) = Rank(X) in Ω , where X ≡ (χij(xi, xj)) for every pair (i, j). Since at least one of the entries of X
is also nonvanishing in Ω , this implies that Rank(J) ≥ 2 everywhere in Ω . We can now subject matrix X to additional
rank-preserving transformations: notice that Rank(X) is also maintained if we subtract the first row from the rest of the
rows, and then if in the resulting matrix we subtract the first column from every one of the remaining columns. This leads
to a new matrixX∗ given by
X∗ =

0 χ12 . . . χ1n
−χ12 0 . . . 0
...
...
. . .
...
−χ1n 0 . . . 0
 . (8)
It is then clear from (8) that Rank(J) = Rank(X∗) ≤ 2 at every point of Ω . Therefore we conclude that Rank(J) = 2 in
Ω . This demonstrates the first part of the statement. For the second part, notice first that every function Ck(x) in (7) always
depends on xi, xj and xk (since functions ψk(xk) cannot be constant for any k, according to the conditions established) and
in addition Ck(x) does not depend on the rest of variables. This implies immediately the functional independence of the set
{Ck(x) : k = 1, . . . , n; k 6= i, j}. Moreover, since both χjk(xj, xk) and χij(xi, xj) are C∞(Ω) and χij(xi, xj) 6= 0 everywhere in Ω ,
function Ck(x) is necessarily C∞(Ω). Therefore, to complete the proof it is only required to demonstrate that functions Ck(x)
are Casimir invariants for every k. The simplest way to see this is to verify thatJ ·∇Ck = 0 for every k = 1, . . . , n, with k 6= i, j
(notice that for both values k = i, j, function Ck(x) is a constant, and then also a Casimir invariant, but trivial). We thus have
∂iCk(x) = ψ
′
iχkj
(χij)2
, ∂jCk(x) =
ψ′jχik
(χij)2
, ∂kCk(x) = ψ
′
kχji
(χij)2
, k = 1, . . . n; k 6= i, j.
Then for every r = 1, . . . , n it can be seen that
n∑
s=1
Jrs∂sCk = Jri∂iCk + Jrj∂jCk + Jrk∂kCk = ηϕr
(χij)2
(χriχkj + χrjχik + χrkχji). (9)
In (9) the last term vanishes for every choice of i, j, k, r, namely χriχkj + χrjχik + χrkχji = 0, as was already shown in the
proof of Theorem 1. Consequently, J · ∇Ck = 0 for every k 6= i, j. This completes the proof. 
A consequence of the previous results is that they allow the constructive and global determination of the Darboux
canonical form for such Poisson structures:
Theorem 3. Let Ω ⊂ Rn be a domain where a Poisson system (3) is defined everywhere, for which J is a structure matrix of the
form (6) characterized in Theorem 1, and such that the pair (i, j) verifies that function χij(xi, xj) is nonvanishing in Ω . Then such
a Poisson system can be globally reduced in Ω to a one-degree-of-freedom Hamiltonian system and the Darboux canonical form
is accomplished globally in Ω in the new coordinate system (y1, . . . , yn) and the new time τ, where (y1, . . . , yn) are given by the
diffeomorphism globally defined in Ω :
yi(x) = xi
yj(x) = xj
yk(x) = Ck(x), k = 1, . . . , n; k 6= i, j
(10)
in which the Ck(x) are the Casimir invariants (7); and the new time τ is defined by the time reparametrization:
dτ = Jij(x(y))dt. (11)
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Proof. Note that, according to Theorem 2, the Darboux theorem is applicable because J has constant rank 2 in Ω . For the
sake of clarity and without loss of generality, assume that we have χ12 6= 0 everywhere in Ω . Recall also that, after a general
smooth change of coordinates y = y(x), an arbitrary structure matrix J(x) is transformed into another one J∗(y) as
J∗ij(y) =
n∑
k,l=1
∂yi
∂xk
Jkl(x)
∂yj
∂xl
, i, j = 1, . . . , n. (12)
For the family of interest, the reduction is carried out in two steps. We first perform the change of variables (10), which in
this case is
y1(x) = x1, y2(x) = x2, yk(x) = Ck(x), k = 3, . . . , n (13)
where the Ck(x) are given by (7), namely,
Ck(x) = χ2k(x2, xk)
χ12(x1, x2)
= ψ2(x2)−ψk(xk)+ κ2k
ψ1(x1)−ψ2(x2)+ κ12 , k = 3, . . . , n. (14)
Notice that this change of variables is invertible everywhere in Ω , its inverse being
x1(y) = y1, x2(y) = y2, xk(y) = ζk(ψ2(y2)+ κ2k − ykχ12(y1, y2)), k = 3, . . . , n (15)
where function ζk is the inverse function forψk for every k. Examination of (13)–(15) shows that the variable transformation
(13) to be performed exists and is a diffeomorphism everywhere in Ω as a consequence of the fact that by hypothesis we
have χ12(x1, x2) 6= 0 and ψ′k(xk) 6= 0 in Ω . Then, according to (7) and (13), and taking (12) into account, after some algebra
we are led to
J∗(y) = J12(x(y))
(
0 1
−1 0
)
⊕ O(n−2)×(n−2) (16)
where O(n−2)×(n−2) denotes the null (n− 2)× (n− 2) matrix, and from (6) and (15) we have
J12(x(y)) = η(y1, y2, x3(y), . . . , xn(y))ϕ1(y1)ϕ2(y2)χ12(y1, y2). (17)
The explicit dependences of (x3(y), . . . , xn(y)) are obviously the ones given in (15) and were not displayed in (17) for the
sake of clarity. Note that J12(x(y)) is nonvanishing in Ω∗ = y(Ω) and C∞(Ω∗). These properties allow the accomplishment
of the second step of the reduction which is a reparametrization of time, which in this case does not suppress the Poisson
structure of the vector field. Thus, making use of (17) in Eq. (11), the transformation dτ = J12(x(y))dt is performed. This
leads from the structure matrix (16) to the Darboux canonical one:
JD(y) =
(
0 1
−1 0
)
⊕ O(n−2)×(n−2).
Therefore the reduction is globally completed. 
Corollary 1. Every Poisson system defined in a domainΩ ⊂ Rn in which the structure matrix is of the kind (6) given in Theorem 1
is an algebraically integrable system in Ω and can be reduced globally and diffeomorphically in Ω to a Liouville integrable
Hamiltonian system.
The reader is referred to [6] for the definitions of integrability used in Corollary 1. This concludes the analysis of the family
of Poisson structures, since at this stage the reduction connects globally and constructively the initial Poisson systems with
their classical Hamiltonian formulation. In what follows, the results developed are briefly illustrated by means of some
applied examples.
Example 1. Consider a domain Ω ⊂ Rn in which the Poisson structure is to be defined, together with a generic function
η(x)which is smooth and nonvanishing in Ω . Moreover, set ϕi(xi) = 1 and consistently ψi(xi) = xi for every i = 1, . . . , n, as
well as κij = 0 for every pair (i, j). This leads to
Jij(x) = η(x)(xi − xj), i, j = 1, . . . , n. (18)
Poisson structures of this form have deserved some attention in the study of the Halphen system [3] in which η(x1, x2, x3) =
[2(x1 − x2)(x2 − x3)(x3 − x1)]−1, as well as the Poisson formulation of the system of circle maps [3], this time with
η(x1, x2, x3) = −[(x1 − x2)(x2 − x3)(x3 − x1)]−1, both with n = 3. Thus, (18) is a natural n-dimensional generalization of
the previous two Poisson structures. In order to fully comply with the requirements of Theorem 1 (and necessarily for the
application of Theorems 2 and 3) it must be also assumed in (18) that there exists at least one pair of indexes (i, j) for which
χij(xi, xj) = xi − xj 6= 0 everywhere in Ω . Consistently with the previous approach, this can be the case for χ12. Therefore,
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according to (7) and Theorem 2 a complete set of C∞(Ω) and functionally independent Casimir invariants associated with
the structure matrices (18) is
Ck(x) = x2 − xk
x1 − x2 , k = 3, . . . , n.
The rest of the Darboux reduction proceeds according to Theorem 3 without relevant difficulties.
Example 2. Let Ω ⊂ Rn be a domain such that xi 6= 0 for every x ∈ Ω and for every i = 1, . . . , n. Also, consider a set of n
nonvanishing real constants (α1, . . . ,αn), their product being termedα = ∏nk=1 αk 6= 0, as well as a C∞(Ω) and nonvanishing
function η(x). We then define
Jij(x) = η(x)(αjx2i − αix2j )
n∏
k=1
k6=i,j
xk, i, j = 1, . . . , n. (19)
If we assume for instance (and without loss of generality) that (α2x21−α1x22) 6= 0 inΩ , then it is not difficult to check that this
is a structure matrix of the form characterized in Theorem 1. Under these assumptions, Poisson systems with a structure
matrix of the kind (19) have the following set of functionally independent Casimir invariants in Ω:
Ck(x) = α1αkx
2
2 − α1α2x2k
α2αkx
2
1 − α1αkx22
, k = 3, . . . , n.
The construction of the Darboux canonical form then follows the steps given in Theorem 3. For the sake of illustration from
an applied perspective, note that the structure matrices (19) generalize those arising in the case n = 3 and η(x) = 1,
in which (19) reduces to the following cubic structure matrix appearing [3] in the analysis of the Euler equations for a
triaxial top:
Jij(x1, x2, x3) = (αjx2i − αix2j )
3∑
k=1
(ijk)
2xk, i, j = 1, 2, 3. (20)
In (20), ijk is the Levi-Civita symbol, and (α1,α2,α3) are real constants (related to the principal moments of inertia of the
top) that are assumed to verify α1α2α3 6= 0.
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