Abstract
We review the manifold projection method for stochastic nonlinear filtering in a more general setting than in our previous paper in Geometric Science of Information 2013. We still use a Hilbert space structure on a space of probability densities to project the infinite dimensional stochastic partial differential equation for the optimal filter onto a finite dimensional exponential or mixture family, respectively, with two different metrics, the Hellinger distance and the L2 direct metric. This reduces the problem to finite dimensional stochastic differential equations. In this paper we summarize a previous equivalence result between Assumed Density Filters (ADF) and Hellinger/Exponential projection filters, and introduce a new equivalence between Galerkin method based filters and Direct metric/Mixture projection filters. This result allows us to give a rigorous geometric interpretation to ADF and Galerkin filters. We also discuss the different finitedimensional filters obtained when projecting the stochastic partial differential equation for either the normalized (Kushner-Stratonovich) or a specific unnormalized (Zakai) density of the optimal filter.
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La
publiées, ni des résultats obtenus par l'utilisation et la pratique des informations délivrées. Step 1: Moser trick Fix a basic probability density µ0. Any other µ can be written as c.µ0 = µ(M).µ0 = ϕ * µ , for some ϕ ∈ Diff(M) . By the Diff(M)-invariance of G, Gµ(α, β) = Gϕ * µ(ϕ * α, ϕ * β) = Gc.µ0 (ϕ * α, ϕ * β)
Utilisation des informations recueillies lors du téléchargement de contenu
. It suffices to show that Gcµ0 (α, β) = C1(c). M α µ0 β µ0 µ0 + C2(c) M α · M β where Gcµ0 is invariant under Diff(M, µ0).
Step 2: Distributions We intepret Gcµ0 as the bilinear mapping Gc : = ˇGc(f ), g = C(f ) M gµ0 = ˇGT c (g), f = C(g) M f µ0 . From this we can conclude that ˆGc, f ⊗ g = C2 µ0 ⊗ µ0, f ⊗ g , Gc(f , g) = C2 M f µ0 M gµ0 , or equivalently ˆGc − C2µ0 ⊗ µ0 is supported on the diagonal.
Step 7: Putting it together Assume that ˆGc ∈ D (M × M) is supported on the diagonal. Then ˇGc(f ) = |α|≤k Aα.∂α f or Gc(f , g) = |α|≤k Aα, (∂α f ) .g holds in local charts (U, u) with Aα ∈ D (U) and the operators Aα are uniquely determined. Choose X ∈ Xexact(M, µ0) with X|U = ∂ui . By invariance 0 = Gc(LX f , g) + Gc(f , LX g) = α Aα, (∂α ∂ui f ).g + (∂α f )(∂ui g) = α Aα, ∂ui ((∂α f ).g) = α −∂ui Aα, (∂α f ).g .
From this we conclude that ∂ui Aα|U = 0 for each α, and each i. From ∂ui Aα|U = 0 we conclude that Aα|U = Cαµ0|U and so Gc(f , g) = U (Lf ).gµ0 , L = |α|≤k Cα∂α . Set g = 1. By invariance for X ∈ X(M, µ0), 0 = Gc(LX f , g) + Gc(f , LX g) = U L(LX f ).1.µ0 + 0 , and so the distribution h → U L(h)µ0 vanishes on functions of the form LX f . From this we can conclude that U L(f )µ0 or L = C Id. Hence ˆGc(f ⊗ g) = C M fgµ0 . This concludes the proof. Thank you for your attention.
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