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RESUMO
Este trabalho tem por objetivo apresentar um estudo relacionado ao
controlador preditivo DMC (Dynamic Matrix Control) em suas formas
linear e na˜o-linear. O DMC e´ um controlador preditivo baseado em
modelo (MPC - Model Predictive Control) que emprega os elementos
da resposta ao degrau para gerar as predic¸o˜es da sa´ıda do processo. A
ampla utilizac¸a˜o de sua forma linear ocorre devido a` simplicidade dos
modelos lineares empregados para representar o comportamento do pro-
cesso, mas estes se tornam inadequados quando e´ necessa´ria uma repre-
sentac¸a˜o mais real´ıstica de um processo complexo. Os processos reais
geralmente apresentam caracter´ısticas na˜o-lineares que devem ser re-
presentadas por modelos na˜o-lineares. O modelo de Hammerstein, que
e´ formado por uma parcela esta´tica na˜o-linear e uma parcela dinaˆmica
linear, e´ o selecionado para representar os processos na˜o-lineares desta
dissertac¸a˜o. Este modelo apresenta propriedades que simplificam o
projeto do controlador DMC na˜o-linear e possibilitam a determinac¸a˜o
de uma soluc¸a˜o anal´ıtica para o problema de minimizac¸a˜o da func¸a˜o
custo (caso sem restric¸o˜es). Primeiramente, e´ realizado um estudo so-
bre o efeito da sintonia dos paraˆmetros do controlador DMC e sobre
me´todos para realizar estas sintonias de forma eficiente. Ale´m disto,
sa˜o apresentadas novas estruturas para o controlador DMC (DMC-
RST e DMC-IMC), considerando tambe´m os casos com restric¸a˜o de
controle. Atrave´s de modelos de Hammerstein, e´ comprovada a ine-
ficieˆncia do controlador DMC linear em meio a sistemas na˜o-lineares.
E como soluc¸a˜o para este problema sa˜o introduzidos o controle lineari-
zante e o controle DMC na˜o-linear baseado em modelo de Hammerstein.
Tambe´m e´ exposto neste trabalho me´todos de resoluc¸a˜o do problema
da multiplicidade de soluc¸o˜es de controle para o sinal de controle na˜o-
linear.
Palavras-chave: Controle preditivo, DMC, modelo de Hammerstein,
sistemas lineares e sistemas na˜o-lineares.
ABSTRACT
This work aims to present a study related to the predictive controller
DMC (Dynamic Matrix Control) in its linear and nonlinear forms. The
DMC is a model predictive controller (MPC) that employs elements of
the step response to generate predictions of the process output. The
wide use of its linear form is due to the simplicity of linear models used
to represent the process behavior, but these become inadequate when it
is necessary a more realistic representation of a complex process. Real
processes generally exhibit nonlinear characteristics that must be repre-
sented by nonlinear models. The Hammerstein model, which is compo-
sed by a nonlinear static portion and a linear dynamic portion, is selec-
ted to represent the nonlinear processes of this dissertation. This model
has properties that simplify the nonlinear DMC design and enable the
determination of an analytical solution for the problem of minimizing
the cost function (unrestricted case). First of all, a study about the
effect of tuning the DMC parameters and the methods for performing
these tuning efficiently is accomplished. In addition, new structures
are presented to the DMC (DMC-RST and DMC-IMC), also conside-
ring the cases with restricted control. Through Hammerstein models
is shown the inefficiency of the linear DMC among nonlinear systems.
As a solution to this problem is introduced the linearizing control and
the nonlinear DMC based on a Hammerstein model. It is also exposed
in this work methods of solving the problem of multiplicity of control
solutions for the nonlinear control signal.
Keywords: Predictive control, DMC, Hammerstein model, linear sys-
tems and nonlinear systems.
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1 INTRODUC¸A˜O
Nos u´ltimos anos, os algoritmos de controle preditivo veˆm se
tornando mais populares devido a sua eficieˆncia e, pouco a pouco,
convivem com os tradicionais controladores ajusta´veis manualmente
(CLARKE, 1994; FRANCA et al., 2012). Isto devido a sua eficieˆncia,
robustez e aspectos essenciais para aplicac¸o˜es em tempo real (MEJ´ıA,
2003).
Os controladores preditivos baseados em modelo (MPC - Mo-
del Predictive Control) apresentam-se como uma importante forma
de controle avanc¸ado para aplicac¸a˜o em controle industrial de proces-
sos cont´ınuos, principalmente os qu´ımicos e petroqu´ımicos (KOKATE;
WAGHMARE, 2011). Nesta famı´lia, o controlador por matriz dinaˆmica
(DMC - Dynamic Matrix Control), desenvolvido por Cutler e Ramaker
(1980) e´ o mais popular e possui grande aceitac¸a˜o no tratamento de
plantas monovaria´veis ou multivaria´veis com restric¸o˜es operacionais e
de malha (CAMACHO; BORDONS, 1998).
A maioria dos controladores e´ baseada em modelos lineares, pela
simplicidade e facilidade de serem tratados. Pore´m, considerando-se
que grande parte dos processos reais sa˜o na˜o-lineares, o uso de modelos
lineares introduz incertezas de projeto. Esta incerteza pode se mos-
trar aceita´vel em va´rias aplicac¸o˜es; entretanto, para os casos onde a
na˜o-linearidade e´ acentuada, faz-se necessa´rio o uso de controladores
na˜o-lineares para melhorar o desempenho ou a estabilidade do sistema,
como o controle preditivo na˜o-linear (NMPC – Nonlinear Model Predic-
tive Control) (CAMACHO; BORDONS, 1998; RAWLINGS, 2000; NORMEY-
RICO; CAMACHO, 2007).
Um modelo na˜o-linear que vem apresentando bons resultados
para o emprego em controladores preditivos e´ o modelo de Hammers-
tein, pois, ale´m de apresentar propriedades que simplificam o projeto do
controlador preditivo na˜o-linear, possibilita uma soluc¸a˜o anal´ıtica para
o problema de minimizac¸a˜o da func¸a˜o custo para o caso sem restric¸o˜es
(BARS; HABER, 1991; KATENDE; JUTAN, 1996; FRUZZETI; MCDONALD,
1997).
1.1 JUSTIFICATIVA
Com o aumento das aplicac¸o˜es industriais, va´rias pesquisas teˆm
direcionado modificac¸o˜es no projeto de controle MPC, visando melho-
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rar o seu desempenho dinaˆmico. Observando-se a estrate´gia deste tipo
de controle, percebe-se que a modelagem do processo a ser controlado
possui importaˆncia fundamental. Em geral, teˆm-se utilizado modelos
lineares para a descric¸a˜o do sistema. Mas, como grande parte dos pro-
cessos reais sa˜o na˜o-lineares, existem diversas vantagens a serem obtidas
com a identificac¸a˜o de um modelo na˜o-linear, dentre elas: possibilitar o
projeto de controladores mais eficientes, ajudar na selec¸a˜o de varia´veis
a serem controladas, localizac¸a˜o de sensores, entre outras.
Diversos sistemas dinaˆmicos na˜o-lineares podem ser representa-
dos por modelos matema´ticos na˜o-lineares do tipo Hammerstein, Vol-
terra e Bilinear. Dentre estes destaca-se o modelo de Hammerstein, que
consiste de um elemento na˜o-linear seguido por um sistema dinaˆmico
linear. A sua popularidade deve-se na˜o somente a maior simplicidade
em relac¸a˜o a outras representac¸o˜es na˜o-lineares como tambe´m pela ca-
pacidade de representac¸a˜o da na˜o-linearidade na maioria dos processos
pra´ticos (BARS; HABER, 1991; SANTOS, 2007).
1.2 OBJETIVOS
Este trabalho tem por objetivo principal apresentar estudos re-
lacionados ao controlador DMC, tanto em sua forma linear quanto na˜o-
linear, atrave´s da seguinte metodologia de desenvolvimento:
• revisa˜o bibliogra´fica sobre a estrate´gia de controle preditivo DMC
linear e na˜o-linear em sistemas monovaria´veis;
• implementac¸a˜o de me´todos de sintonia baseados em modelos de
primeira ordem com atraso de transporte (FOPDT - First Order
Plus Dead Time) para controladores preditivos;
• apresentac¸a˜o de um novo me´todo de sintonia para o fator de pon-
derac¸a˜o do sinal de controle;
• hibridizac¸a˜o do controlador DMC linear com o controlador RST
e IMC (Internal Model Control);
• apresentac¸a˜o da estrate´gia de controle DMC linear sob restric¸o˜es
de controle;
• apresentac¸a˜o de me´todos de soluc¸a˜o o´tima para o problema de
multiplicidade de soluc¸o˜es para o controle DMC na˜o-linear.
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1.3 ORGANIZAC¸A˜O DO TRABALHO
No cap´ıtulo 2 sa˜o expostos o projeto do controlador DMC linear
e as suas principais metodologias de sintonia. Adicionalmente, sa˜o in-
troduzidas duas novas sintonias para o fator de ponderac¸a˜o de controle,
baseadas no me´todo gradiente via func¸a˜o sigmo´ide e cla´ssico. Sa˜o apre-
sentados como exemplos dois processos: um com atraso de transporte
e outro com resposta inversa.
No cap´ıtulo 3 e´ realizada a hibridizac¸a˜o do DMC com a estru-
tura de alocac¸a˜o de po´los cla´ssica (RST) e com o Controle por Modelo
Interno (IMC), para casos com e sem restric¸a˜o de controle.
No cap´ıtulo 4 e´ apresentado o controlador preditivo em sistemas
na˜o-lineares de Hammerstein. Primeiramente e´ mostrado o comporta-
mento de duas plantas na˜o-lineares no caso do controlador DMC linear.
Em seguida, sa˜o apresentadas uma proposta de controle linearizante e a
teoria de controle preditivo baseado em modelo na˜o-linear. Ale´m disso,
sa˜o enumeradas soluc¸o˜es para a lei de controle na˜o-linear.
Finalmente, no cap´ıtulo 5 e´ realizada uma s´ıntese do trabalho
desenvolvido, destacando suas principais contribuic¸o˜es.
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2 PROJETO DO CONTROLADOR DMC LINEAR
2.1 INTRODUC¸A˜O
Controle Preditivo baseado em Modelo (MPC) e´ uma famı´lia de
controladores que, utilizando um modelo, consegue direcionar o com-
portamento futuro do processo atrave´s de um horizonte de predic¸a˜o
estendido (DOUGHERTY; COOPER, 2003). Este tipo de controlador
estabeleceu-se nas u´ltimas duas de´cadas como uma importante forma
de controle avanc¸ado para aplicac¸a˜o em controle industrial de proces-
sos cont´ınuos, principalmente os qu´ımicos e petroqu´ımicos (KOKATE;
WAGHMARE, 2011). Isto deve-se a uma se´rie de caracter´ısticas, tais
como o tratamento de processos com elevado grau de interac¸a˜o entre as
varia´veis, de ordens elevadas e com atrasos de transporte dominantes.
Na famı´lia MPC, o Controle por Matriz Dinaˆmica (DMC), de-
senvolvido por Cutler e Ramaker (1980) e´ o mais popular e possui
grande aceitac¸a˜o tanto na academia quanto na indu´stria no tratamento
de plantas monovaria´veis ou multivaria´veis quando sujeitas a restric¸o˜es
operacionais e de malha (CAMACHO; BORDONS, 1998).
Este cap´ıtulo esta´ estruturado da seguinte forma: fundamentac¸a˜o
teo´rica do controlador DMC linear, principais metodologias de sintonia
ja´ existentes e a apresentac¸a˜o de duas novas baseadas, respectivamente,
pelo me´todo do gradiente via func¸a˜o sigmo´ide e pelo me´todo do gradi-
ente cla´ssico. Para exemplificar os me´todos apresentados neste cap´ıtulo,
sa˜o utilizados dois processos: um com atraso de transporte grande e
outro com resposta inversa.
2.2 CONTROLADOR DMC LINEAR
O controlador DMC e´ um controlador preditivo capaz de mani-
pular restric¸o˜es operacionais nas varia´veis de controle e sa´ıda de forma
sistema´tica que utiliza um modelo obtido pela resposta ao degrau do
processo. Assume-se que o processo e´ esta´vel e causal, pois somente
um nu´mero de termos, N , e´ considerado e a sa´ıda e´ dada por
y (t) =
∞∑
i=1
gi∆u (t− i) + p (t) , (2.1)
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onde gi sa˜o os coeficientes que compo˜em a resposta ao degrau e p (t) e´
uma perturbac¸a˜o.
De posse deste modelo, o problema e´ solucionado atrave´s da
predic¸a˜o da sa´ıda do processo e da otimizac¸a˜o da func¸a˜o custo. Este
crite´rio de otimizac¸a˜o, representado por (2.2), esta´ sujeito a um con-
junto de restric¸o˜es que considera os erros entre as previso˜es de sa´ıda e os
sinais de refereˆncia mais os incrementos nas ac¸o˜es de controle (CUTLER;
RAMAKER, 1980).
J =
Ny∑
j=1
(yˆ (t+ j|t)− yr (t+ j))
2
+
Nu−1∑
j=1
λ (∆u (t+ j))
2
, (2.2)
onde J e´ a func¸a˜o custo, Ny, o horizonte de predic¸a˜o, Nu, o horizonte
de controle, λ, o fator de ponderac¸a˜o de controle, yˆ(t+ j|t), a predic¸a˜o
da sa´ıda no instante t + j utilizando as informac¸o˜es dispon´ıveis ate´ o
instante t, yr(t), a refereˆncia no instante t e ∆u, o incremento do esforc¸o
de controle.
Com base nos elementos de (2.1), os valores previstos da sa´ıda
para instantes futuros de tempo sa˜o dados por
yˆ (t+ j|t) =
j∑
i=1
gi∆u (t+ j − i)+
+
∞∑
i=j+1
gi∆u (t+ j − i) + pˆ (t+ j|t) ,
(2.3)
onde a primeira parcela representa as contribuic¸o˜es dos termos do pas-
sado e a segunda, as do futuro.
As perturbac¸o˜es pˆ(t + j|t) sa˜o consideradas constantes para os
instantes de tempo superiores a t e dadas por
pˆ (t+ j|t) = pˆ (t|t) = y (t)− yˆ (t|t) , (2.4)
onde
yˆ (t|t) =
∞∑
i=1
gi∆u (t− i) . (2.5)
Substituindo-se as equac¸o˜es (2.4) e (2.5) em (2.3), tem-se
35
yˆ (t+ j|t) =
j∑
i=1
gi∆u (t+ j − i) +
∞∑
i=j+1
gi∆u (t+ j − i)+
+ y (t)−
∞∑
i=1
gi∆u (t− i) ,
(2.6)
ou, ainda
yˆ (t+ j|t) =
j∑
i=1
gi∆u (t+ j − i) + f (t+ j) , (2.7)
onde f(t+ j) representa a resposta que na˜o depende das futuras ac¸o˜es
de controle, ou seja, e´ a resposta livre do sistema, descrita por
f (t+ j) = y (t) +
∞∑
i=1
(
g(i+j) − gi
)
∆u (t− i) . (2.8)
Se o processo e´ assintoticamente esta´vel, os coeficientes gi da
resposta ao degrau tendem a ser constantes apo´s um valor N . Neste
caso, pode-se considerar que g(i+j) − gi ∼= 0, para i > N , e a resposta
livre pode ser reescrita conforme a Equac¸a˜o (2.9).
f (t+ j) = y (t) +
N∑
i=1
(
g(i+j) − gi
)
∆u (t− i) (2.9)
Assumindo-se que j = 1, · · · , Ny e que ∆u(t + i) = 0, para
i > Nu, enta˜o, pode-se dizer que os valores previstos da sa´ıda sa˜o
determinados atrave´s das seguintes equac¸o˜es:
yˆ (t+ 1|t) = g1∆u (t) + f (t+ 1)
yˆ (t+ 2|t) = g2∆u (t) + f (t+ 2)
...
yˆ (t+Ny|t) =
Nu∑
i=1
∆u (t+Ny − i) + f (t+Ny) (2.10)
A Equac¸a˜o (2.10) tambe´m pode ser representada na forma veto-
rial,
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yˆ = G∆u+ f, (2.11)
onde
yˆT =
(
yˆ (t+ 1|t) yˆ (t+ 2|t) · · · yˆ (t+Ny|t)
)
(2.12)
e´ o vetor de valores previstos da sa´ıda,
G =


g1 0 · · · 0
g2 g1 · · · 0
gNu gNu−1 · · · g1
...
...
. . .
...
gNy gNy−1 · · · gNy−Nu+1

 , (2.13)
a matriz dinaˆmica de ordem NyxNu,
∆uT =
(
∆u (t) · · · ∆u (t+Nu − 1)
)
, (2.14)
o vetor do esforc¸o de controle futuro a ser calculado e
fT =
(
f (t+ 1) f (t+ 2) · · · f (t+Ny)
)
, (2.15)
o vetor da resposta livre do sistema.
A func¸a˜o custo, Equac¸a˜o (2.2), pode ser reescrita como
J =
(
yˆT − yr
T
)T (
yˆT − yr
T
)
+ λ∆uT∆u, (2.16)
onde
yr
T =
(
yr (t+N1) · · · yr (t+Ny)
)
, (2.17)
ou, ainda,
J =
(
G∆u+ fT − yr
T
)T (
G∆u+ fT − yr
T
)
+ λ∆uT∆u. (2.18)
Aplicando-se a condic¸a˜o de otimalidade tem-se
∂J
∂∆u
= 2GTG∆u+ 2GT
(
fT − yr
T
)
+ 2λ∆u = 0, (2.19)
obtendo-se o seguinte vetor de esforc¸o de controle futuro
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∆u =
[
GTG+ λI
]
−1
GT
(
fT − yr
T
)
, (2.20)
onde I e´ a matriz Identidade com a mesma ordem de GTG.
Da sequeˆncia de sinais de controle futuros calculados, somente o
primeiro e´ aplicado ao sistema. Isto porque e´ imposs´ıvel prever as ine-
vita´veis perturbac¸o˜es que fazem a sa´ıda atual ser diferente das predic¸o˜es
que sa˜o utilizadas para calcular o vetor das ac¸o˜es futuras de controle
(ZOU et al., 2006). No instante de tempo seguinte todo o procedimento
e´ repetido, atrave´s de uma estrate´gia conhecida como Receding Horizon
(Figura 1).
n n+1 n+2 n+3 ... ... ...
n+1 n+2 n+3 ... ... ...
n+Ny
n+Nu
x
x
x
x
x
x
x
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y(n+j |n)y(n|n)
y(n)
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...
Tempo (em amostras)
n
Figura 1 – Receding Horizon.
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2.3 SINTONIA DO DMC
Embora o controlador DMC possua basicamente treˆs paraˆmetros
de projeto (Ny, Nu e λ), na˜o e´ fa´cil, sem um procedimento sistema´tico,
obter valores adequados para cada aplicac¸a˜o particular. Por isto, o
objetivo desta sec¸a˜o e´ demonstrar a influeˆncia da sintonia na estabi-
lidade de malha fechada, escolhendo-se valores aleato´rios para estes
paraˆmetros.
Foram considerados um processo de segunda ordem com atraso
de transporte relativamente grande (processo 1), representado por (2.21),
e um processo que apresenta caracter´ıstica de resposta inversa (processo
2), representado por (2.22) (SHRIDHAR; COOPER, 1997).
Gp1 (s) =
e−50s
(150s+ 1) (25s+ 1)
(2.21)
Gp2 (s) =
(1− 50s) e−10s
(100s+ 1)
2 (2.22)
Cujos modelos FOPDT 1, para um per´ıodo de amostragem dado
por Ts = 0, 1τ , que melhor se ajustam aos processos sa˜o dado por
Gm1 (s) =
e−80s
(155s+ 1)
(2.23)
e
Gm2 (s) =
e−105s
(163s+ 1)
. (2.24)
Na Figura 2 e´ ilustrado o efeito do horizonte de controle (Nu)
e do fator de ponderac¸a˜o de controle (λ) na dinaˆmica do processo 1
atrave´s da variac¸a˜o dos respectivos fatores deNu = 1 paraNu = 50 e de
λ = 0, 1 para λ = 10. Os paraˆmetros do controlador foram sintonizados
com os seguintes valores: N = 50 e Ny = 30 (Ts = 16s). Observa-
se que, ao aumentar o horizonte de controle, obte´m-se um controle
mais agressivo, com diminuic¸a˜o no tempo de resposta e aumento do
sobre-sinal (Figura 2(a)). Mas, para ambos horizontes de controle, o
controle torna-se suave e a sa´ıda, conservativa, com o aumento do fator
de ponderac¸a˜o de controle (Figura 2(b)).
O mesmo acontece com o processo 2 (Figura 3), onde os fatores
1Alguns me´todos para a identificac¸a˜o de modelos FOPDT sa˜o apresentados no
Anexo A.
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Figura 2 – Efeito do horizonte de controle e do fator de ponderac¸a˜o no
desempenho do processo 1.
variam de Nu = 1 para Nu = 15 e de λ = 0, 05 (Figura 3(a)) para
λ = 5 (Figura 3(b)). Os paraˆmetros do controlador foram sintonizados
com os seguintes valores: N = 150 e Ny = 50 (Ts = 17s).
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Figura 3 – Efeito do horizonte de controle e do fator de ponderac¸a˜o no
desempenho do processo 2.
Na Figura 4 e´ ilustrado o efeito do horizonte de controle (Nu)
e do horizonte de sa´ıda (Ny) na dinaˆmica do processo 1 atrave´s da
variac¸a˜o dos respectivos fatores de Nu = 1 para Nu = 50 e de Ny =
20 para Ny = 60. Os paraˆmetros do controlador foram sintonizados
com os seguintes valores: N = 50 e λ = 1 (Ts = 16s). Observa-se
que o aumento do horizonte de sa´ıda possui influeˆncia significativa no
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processo 1 quando o horizonte de controle e´ menor.
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Figura 4 – Efeito do horizonte de controle e do horizonte de sa´ıda no
desempenho do processo 1.
Uma situac¸a˜o similar ocorre com o processo 2 (Figura 5), onde
os fatores variam de Nu = 1 para Nu = 15 e de Ny = 20 (Figura 5(a))
para Ny = 80 (Figura 5(b)). Os paraˆmetros do controlador foram
sintonizados com os seguintes valores: N = 150 e λ = 1 (Ts = 17s).
0 20 40 60 80 100
−1
0
1
2
3
amostra
y 
e 
y r
Efeito de N
u
 em P2, com Ny=20 e lambda=1
 
 
Referência
Saída (Nu=1)
Saída (Nu=15)
0 20 40 60 80 100
0
2
4
6
8
u
amostra
 
 
Controle (Nu=1)
Controle (Nu=15)
(a) caso 1
0 20 40 60 80 100
−1
0
1
2
3
amostra
y 
e 
y r
Efeito de N
u
 em P2, com Ny=80 e lambda=1
 
 
Referência
Saída (Nu=1)
Saída (Nu=15)
0 20 40 60 80 100
0
2
4
6
8
u
amostra
 
 
Controle (Nu=1)
Controle (Nu=15)
(b) caso 2
Figura 5 – Efeito do horizonte de controle e do horizonte de sa´ıda no
desempenho do processo 2.
Na Figura 6 e´ ilustrado o efeito do fator de ponderac¸a˜o e do
horizonte de sa´ıda na dinaˆmica do processo 1 atrave´s da variac¸a˜o dos
respectivos fatores de λ = 1 para λ = 50 e de Ny = 20 para Ny =
60. Os paraˆmetros do controlador foram sintonizados com os seguintes
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valores: N = 50 e Nu = 10 (Ts = 16s). Observa-se que, ao aumentar
a ponderac¸a˜o de controle, obte´m-se um controle menos agressivo, com
aumento no tempo de resposta, independentemente de um horizonte de
sa´ıda pequeno (Figura 6(a)) ou grande (Figura 6(b)).
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Figura 6 – Efeito do fator de ponderac¸a˜o de controle e do horizonte de
sa´ıda no desempenho do processo 1.
O mesmo comportamento acontece com o processo 2 (Figura 7),
onde os fatores variam de Nu = 1 para Nu = 15 e de Ny = 20 (Figura
7(a)) para Ny = 80 (Figura 7(b)). Os paraˆmetros do controlador foram
sintonizados com os seguintes valores: N = 150 e λ = 1 (Ts = 17s).
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Figura 7 – Efeito do horizonte de controle e do horizonte de sa´ıda no
desempenho do processo 2.
Existem na literatura de controle preditivo diversas metodolo-
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gias para sintonia destes paraˆmetros, das quais se destaca o trabalho
de Shridhar e Cooper (1997), onde o ca´lculo de cada paraˆmetro de
projeto do DMC e´ baseado no modelo FOPDT estimado da planta.
Dentre os paraˆmetros de projeto abordados, o mais efetivo (associado
a magnitude da varia´vel controlada) e´ o fator de ponderac¸a˜o de controle
(λ). Posteriormente a esta metodologia, surgiram novos trabalhos para
calibrac¸a˜o de λ, como o de Iglesias et al. (2006), que utiliza a ana´lise
de variaˆncia (ANOVA) e, recentemente, o de Bagheri e Khaki-Sedigh
(2011), que emprega na˜o somente a sintonia ANOVA, mas tambe´m
uma regressa˜o na˜o-linear.
De posse do estudo do efeito dos paraˆmetros de sintonia do con-
trolador DMC, sa˜o apresentados a seguir treˆs metodologias cla´ssicas e,
adicionalmente, um novo procedimento de sintonia apoiado no me´todo
do gradiente e´ desenvolvido. Consideram-se para os ensaios nume´ricos
os processos 1 e 2, com um sinal de perturbac¸a˜o aplicado a partir da
amostra 130. Um estudo comparativo dos me´todos apresentados e´ re-
alizado na Sec¸a˜o 2.3.5.
2.3.1 Me´todo de Shridhar e Cooper (1997)
Esta estrate´gia de sintonia permite rastreamento de sinal com so-
bressinal mı´nimo e e´ aplica´vel a uma grande classe de processos esta´veis
em malha aberta. A derivac¸a˜o de uma expressa˜o anal´ıtica para o fator
de ponderac¸a˜o, λ, e´ feita a partir de um modelo FOPDT aproximado
do processo dinaˆmico (SHRIDHAR; COOPER, 1997).
As principais equac¸o˜es para realizar a sintonia por este me´todo
esta˜o sumarizadas a seguir:
I Aproxima-se o processo dinaˆmico por um modelo FOPDT, repre-
sentado por (2.25);
G (s) =
Kpe
−θs
(τs+ 1)
, (2.25)
II E´ deseja´vel selecionar o valor do per´ıodo de amostragem, Ts. Se
poss´ıvel, seleciona-se o maior valor que satisfac¸a
Ts ≤ 0.1τ e Ts ≤ 0.5θ; (2.26)
III Calcula-se o atraso de transporte discreto, d (aproximado para o
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pro´ximo valor inteiro)
d =
θ
Ts
+ 1; (2.27)
IV Calcula-se o horizonte de predic¸a˜o, Ny, e o horizonte de modelo,
N (aproximado para o pro´ximo valor inteiro)
Ny = N =
5τ
Ts
+ d; (2.28)
V Seleciona-se o horizonte de controle, Nu, como um valor inteiro
entre
1 ≤ Nu ≤ 6 (2.29)
e
VI Calcula-se o fator de ponderac¸a˜o, λ
λ =
{
0, se Nu = 1,
NuK
2
p
500
(
3.5τ
T
+ 2− (Nu−1)2
)
, se Nu > 1.
(2.30)
Observam-se respostas conservativas com controles agressivos e
rejeic¸o˜es de perturbac¸o˜es nas figuras 8 e 9. Onde os paraˆmetros do
controlador DMC sa˜o sintonizados com os seguintes valores:
• Processo 1: N = Ny = 52, Nu = 4 e λ = 0, 2788 (Ts = 16s).
• Processo 2: N = Ny = 49, Nu = 4 e λ = 0, 2725 (Ts = 17s).
2.3.2 Me´todo de Iglesias et al. (2006)
Este me´todo foi formulado a partir do modelo de Shridhar e
Cooper (1997) com o propo´sito de encontrar um valor mais confia´vel
para o fator de ponderac¸a˜o, pois o ajuste da Equac¸a˜o (2.30) gera um
sinal de controle agressivo. Isto pode desgastar os atuadores e limitar
a aplicac¸a˜o em processos com comportamento na˜o-linear.
No trabalho de Iglesias et al. (2006), para desenvolver uma nova
equac¸a˜o de sintonia foram simuladas 243 poss´ıveis combinac¸o˜es em um
estudo de caso fatorial com base em um crite´rio que empregou con-
juntamente os ı´ndices IAE (Integral of Absolute Error) e IAC (Integral
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Figura 8 – Sintonia do DMC atrave´s do me´todo de Shridhar e Cooper
(1997) no processo 1.
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Figura 9 – Sintonia do DMC atrave´s do me´todo de Shridhar e Cooper
(1997) no processo 2.
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of Absolute Control). Ale´m disto, utilizou-se a sintonia ANOVA para
determinar as varia´veis que tinham influeˆncia significativa no fator de
ponderac¸a˜o o´timo. A equac¸a˜o que melhor se ajustou ao valor o´timo do
fator de ponderac¸a˜o foi
λ = 1, 631Kp
(
θ
τ
)0,4094
. (2.31)
Considaram-se novamente os processos 1 e 2, onde, para esta
sintonia, os paraˆmetros do controlador DMC sa˜o sintonizados com os
seguintes valores:
• Processo 1: N = Ny = 52, Nu = 4 e λ = 1, 1718 (Ts = 16s).
• Processo 2: N = Ny = 49, Nu = 4 e λ = 1, 3623 (Ts = 17s).
Como esperado, para um aumento do fator de ponderac¸a˜o de
controle, os sinais de controle tornam-se menos agressivos e as sa´ıdas,
mais lentas e com rejeic¸o˜es de perturbac¸o˜es (figuras 10 e 11).
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Figura 10 – Sintonia do DMC atrave´s do me´todo de Iglesias et al. (2006)
no processo 1.
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Figura 11 – Sintonia do DMC atrave´s do me´todo de Iglesias et al. (2006)
no processo 2.
2.3.3 Me´todo de Bagheri e Khaki-Sedigh (2011)
Neste me´todo foi apresentada uma expressa˜o de sintonia anal´ıtica
para o DMC que foi obtida utilizando-se a ana´lise de variaˆncia, ANOVA,
e uma regressa˜o na˜o-linear a partir do modelo linear FOPDT (BAGHERI;
KHAKI-SEDIGH, 2011). A ide´ia principal foi obter uma expressa˜o na˜o-
linear apropriada que fosse suficientemente precisa e de baixa comple-
xidade.
Da estrate´gia de controle apresentada por Shridhar e Cooper
(1997), os u´nicos paraˆmetros que mudam sa˜o o horizonte de modelo,
N , e o fator de ponderac¸a˜o, λ. O horizonte de modelo deve ser um
pouco maior que o apresentado em (2.28). Empiricamente, uma boa
escolha para N e´ dada por
N = 2
5τ
T
+ d (2.32)
A selec¸a˜o do fator de ponderac¸a˜o e´ feita de acordo com o que se
deseja priorizar, seja relacionado a` minimizac¸a˜o do erro de rastreamento
(caso 1) ou a` minimizac¸a˜o do esforc¸o de controle (caso 3) ou a um caso
intermedia´rio entre ambos (caso 2).
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λ =


0, 11K2p
(
θ
τ
+ 0.94
)0,15
, para o caso 1,
0, 84K2p
(
θ
τ
+ 0.94
)0,15
, para o caso 2 e
6, 67K2p
(
θ
τ
+ 0.94
)0,15
, para o caso 3.
(2.33)
Em casos especiais, onde o atraso de transporte do sistema e´
menor do que a constante de tempo, a Equac¸a˜o (2.33) pode ser simpli-
ficada como
λ =


0, 105K2p , para o caso 1,
0, 832K2p , para o caso 2 e
6, 608K2p , para o caso 3.
(2.34)
Os paraˆmetros do controlador DMC para os processos 1 e 2 sa˜o
sintonizados com os seguintes valores:
• Processo 1: N = 101, Ny = 53, Nu = 4, λ = 0, 1155 para o
caso 1, λ = 0, 8821 para o caso 2 e λ = 7, 0046 para o caso 3
(Ts = 16s).
• Processo 2: N = 97, Ny = 53, Nu = 4, λ = 0, 1179 para o caso 1,
λ = 0, 9000 para o caso 2 e λ = 7, 1465 para o caso 3 (Ts = 17s).
Os resultados apresentados nas figuras 12 e 13 esta˜o de acordo
com o esperado para cada esforc¸o de controle. Em ambos os casos
tambe´m ocorrem rejeic¸o˜es de perturbac¸o˜es.
2.3.4 Proposta de Sintonia da Energia do DMC
A sintonia proposta neste trabalho, para ajuste do fator energe´ti-
co do DMC, baseia-se no me´todo do gradiente. Conforme mostrado
anteriormente, valores de magnitude pequena para este paraˆmetro pro-
porcionam ac¸o˜es de controle agressivas (resposta sub-amortecida) en-
quanto que valores com magnitude grande suavizam para uma resposta
sobre-amortecida. Portanto, para aplicac¸o˜es pra´ticas e´ deseja´vel ter um
procedimento sistema´tico e calculado a cada per´ıodo de amostragem
para obter valores adequados de λ evitando-se, por exemplo, a tenta-
tiva e erro e uma resposta oscilato´ria ou insta´vel (SILVEIRA et al., 2012;
FRANCA et al., 2012).
Seja a func¸a˜o custo representada por (2.2), onde agora o fator
de ponderac¸a˜o de controle e´ variante no tempo, ou seja,
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Figura 12 – Sintonia do DMC atrave´s do me´todo de Bagheri e Khaki-
Sedigh (2011) no processo 1.
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Figura 13 – Sintonia do DMC atrave´s do me´todo de Bagheri e Khaki-
Sedigh (2011) no processo 2.
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J =
Ny∑
j=1
(yˆ (t+ j|t)− yr (t+ j))
2
+
Nu−1∑
j=1
λ (t) (∆u (t+ j))
2
. (2.35)
Para otimizac¸a˜o desta func¸a˜o, considera-se a representac¸a˜o de λ
atrave´s da seguinte func¸a˜o sigmo´ide:
λ (t) =
1
1 + e−ρ(t)
, (2.36)
onde ρ (t) e´ um nu´mero real. O fator de ponderac¸a˜o da Equac¸a˜o (2.36),
pode ser calculado atualizando-se ρ (t) de acordo com o me´todo gradi-
ente:
ρ (t+ 1) = ρ (t)− µ (t)
∂J
∂ρ (t)
, (2.37)
onde o paraˆmetro µ (t) = µ0
t
(0 < µ0 < µmax) regula a estabilidade e
a velocidade de convergeˆncia de ρ (t) e deve ser selecionado para cada
aplicac¸a˜o.
Desta forma, a otimizac¸a˜o e´ dada por
∂J
∂ρ (t)
=
∂J
∂u (t)
∂u (t)
∂λ (t)
∂λ (t)
∂ρ (t)
, (2.38)
onde
∂J
∂u (t)
= 2 ((yˆ (t+ j)− yr (t+ j)) g (j))+
+ 2

 Ny∑
j=2
(yˆ (t+ j)− yr (t+ j)) (g (j)− g (j − 1))

 , (2.39)
∂u (t)
∂λ (t)
= −
Ny∑
j=1
g (j) e0 (t+ j)(
Ny∑
j=1
g (j)
2
+ λ (t− 1)
)2 (2.40)
e
∂λ (t)
∂ρ (t)
= −λ (t− 1) (1− λ (t− 1)) , (2.41)
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para 0 < λ (t) < 1.
Outra possibilidade de investigac¸a˜o e´ empregar o me´todo do gra-
diente cla´ssico, onde o fator de ponderac¸a˜o e´ representado de acordo
com (2.42) e a otimizac¸a˜o e´ dada por (2.43).
λ (t) = λ (t− 1)− µ (t)
∂J
∂λ (t)
(2.42)
∂J
∂λ (t)
=
∂J
∂u (t)
∂u (t)
∂λ (t)
(2.43)
Os demais paraˆmetros do controlador sa˜o sintonizados de acordo
com o me´todo de Shridhar e Cooper (1997).
Conforme esperado, para os processos 1 e 2, o fator de pon-
derac¸a˜o de controle varia´vel evitou respostas oscilato´rias ou insta´veis
(figuras 14, 15, 16 e 17). Os sinais de sa´ıda obtidos em ambos os casos
foram conservativos com um pequeno sobressinal e tambe´m apresen-
tam rejeic¸a˜o a` entrada de perturbac¸a˜o. Os demais paraˆmetros foram
sintonizados da seguinte forma:
• Processo 1: N = Ny = 52 e Nu = 4 (Ts = 16s).
• Processo 2: N = Ny = 49 e Nu = 4 (Ts = 17s).
2.3.5 Estudo comparativo entre os me´todos de sintonia
Os me´todos apresentados para sintonia do controlador DMC li-
near apresentaram basicamente a mesma estrate´gia apresentada por
Shridhar e Cooper (1997), com variac¸a˜o no fator de ponderac¸a˜o de
controle e, para o me´todo de Bagheri e Khaki-Sedigh (2011), no hori-
zonte de predic¸a˜o. Os valores utilizados para sintonizar o controlador
dos processos em estudo encontram-se listados nas tabelas 1 e 2.
Os ı´ndices utilizados para avaliar o desempenho servo-regulato´rio
do controlador foram a Integral do Erro Absoluto (IAE) e a Integral
do Erro Absoluto ponderada pelo Tempo (ITAE). O primeiro avalia o
erro inserido ao sistema pela perturbac¸a˜o e e´ calculado no intervalo de
130 a 200 amostras e o segundo, a mudanc¸a em degrau no intervalo de
1 a 100 amostras.
O crite´rio IAE e´ equivalente a` soma das a´reas acima e abaixo do
valor de refereˆncia. Ele considera o mo´dulo do erro, e´ de fa´cil imple-
mentac¸a˜o e entendimento. Um sistema o´timo baseado no mesmo e´ um
sistema que possui um amortecimento razoa´vel e uma caracter´ıstica
52
0 50 100 150 200
0
2
4
y 
e 
y r
amostra
Método do Gradiente via Função Sigmóide − Processo 1
 
 
Referência
Saída
0 50 100 150 200
0
2
4
u
amostra
 
 
Controle
0 50 100 150 200
0
0.5
1
1.5
la
m
bd
a
amostra
 
 
Lambda
Figura 14 – Sintonia do DMC atrave´s do me´todo do gradiente via
func¸a˜o sigmo´ide no processo 1.
Tabela 1 – Sintonias para o controlador DMC para o processo 1
Me´todos de Sintonia N Ny Nu λ
Shridhar e Cooper (1997) 52 52 4 0, 2788
Iglesias et al. (2006) 52 52 4 1, 1718
Bagheri e Khaki-Sedigh (2011) (caso 1) 101 52 4 0, 1155
Bagheri e Khaki-Sedigh (2011) (caso 2) 101 52 4 0, 8821
Bagheri e Khaki-Sedigh (2011) (caso 3) 101 52 4 7, 0046
Sigmo´ide 52 52 4
Gradiente 52 52 4
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Figura 15 – Sintonia do DMC atrave´s do me´todo do gradiente via
func¸a˜o sigmo´ide no processo 2.
Tabela 2 – Sintonias para o controlador DMC para o processo 2
Me´todos de Sintonia N Ny Nu λ
Shridhar e Cooper (1997) 49 49 4 0, 2725
Iglesias et al. (2006) 49 49 4 1, 3623
Bagheri e Khaki-Sedigh (2011) (caso 1) 97 49 4 0, 1179
Bagheri e Khaki-Sedigh (2011) (caso 2) 97 49 4 0, 9000
Bagheri e Khaki-Sedigh (2011) (caso 3) 97 49 4 7, 1465
Sigmo´ide 49 49 4
Gradiente 49 49 4
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Figura 16 – Sintonia do DMC atrave´s do me´todo gradiente cla´ssico no
processo 1.
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Figura 17 – Sintonia do DMC atrave´s do me´todo gradiente cla´ssico no
processo 2.
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de resposta transito´ria satisfato´ria. Este ı´ndice na˜o apresenta muita
seletividade quanto a variac¸o˜es dos paraˆmetros (OGATA, 1985). Mate-
maticamente o IAE e´ definido como:
IAE =
Na∑
t=1
|y (t)− yˆ (t)|. (2.44)
O crite´rio ITAE penaliza erros que se manteˆm no tempo, ou seja,
um erro inicial grande e´ ponderado com peso pequeno, enquanto os
erros que ocorrem nos tempos finais sa˜o bastante penalizados. Um sis-
tema que minimiza este crite´rio possui sobressinal pequeno e oscilac¸o˜es
bem amortecidas. O ITAE possui boa seletividade e apresenta uma
melhora em relac¸a˜o ao crite´rio IAE (OGATA, 1985). Matematicamente
o ITAE e´ definido como:
ITAE =
Na∑
t=1
t |y (t)− yˆ (t)|. (2.45)
Para avaliar a varia´vel de controle u (t) e´ utilizado o ı´ndice TVC
(Total Variation of Control), que e´ definido como o somato´rio de todas
as suas variac¸o˜es positivas e negativas e e´ representado pela seguinte
equac¸a˜o:
TV C =
Na∑
t=1
|u (t)− u (t− 1)|, (2.46)
onde Na e´ o nu´mero de amostras da experimentac¸a˜o.
Observa-se, pelos resultados apresentados nas tabelas 3 e 4, que
as propostas de sintonia do DMC pelos me´todos do gradiente cla´ssico
e do gradiente com ajuste pela func¸a˜o sigmo´ide proporcionam desem-
penho similar a`s sintonias cla´ssicas, tornando-os via´veis para imple-
mentac¸o˜es pra´ticas. Embora as sintonias de Bagheri e Khaki-Sedigh
(2011) para λ = 7, 0046 no processo 1 e λ = 7, 1465 no processo 2
compensem menor energia de controle, este possui uma complexidade
nume´rica maior, poisN = 101 (processo 1) eN = 97 (processo 2), o que
pode inviabiliza´-lo em dispositivos de campo como em PLC (Program-
mable Logic Controller) ou FPGA (Field-programmable Gate Array).
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Tabela 3 – Validac¸a˜o dos me´todos de sintonia para o processo 1.
Me´todos de Sintonia IAE ITAE TVC
Shridhar e Cooper (1997) 14, 64 272, 36 11, 52
Iglesias et al. (2006) 19, 13 348, 79 7, 38
Bagheri e Khaki-Sedigh (2011) (caso 1) 13, 39 236, 94 11, 47
Bagheri e Khaki-Sedigh (2011) (caso 2) 17, 94 324, 36 5, 66
Bagheri e Khaki-Sedigh (2011) (caso 3) 27, 52 490, 30 2, 80
Sigmo´ide 15, 95 289, 90 7, 30
Gradiente 18, 88 325, 06 5, 61
Tabela 4 – Validac¸a˜o dos me´todos de sintonia para o processo 2.
Me´todos de Sintonia IAE ITAE TVC
Shridhar e Cooper (1997) 40, 56 443, 54 26, 78
Iglesias et al. (2006) 50, 35 483, 92 9, 93
Bagheri e Khaki-Sedigh (2011) (caso 1) 38, 26 727, 82 47, 95
Bagheri e Khaki-Sedigh (2011) (caso 2) 46, 96 438, 16 6, 99
Bagheri e Khaki-Sedigh (2011) (caso 3) 64, 67 662, 52 2, 88
Sigmo´ide 43, 14 396, 08 11, 85
Gradiente 49, 22 437, 43 6, 70
2.4 CONCLUSA˜O
Neste cap´ıtulo foram apresentados, ale´m da fundamentac¸a˜o teo´ri-
ca do controlador DMC, os efeitos da sintonia dos seus paraˆmetros e
uma revisa˜o de sintonias baseadas em modelos FOPDT. A principal
contribuic¸a˜o deste cap´ıtulo e´ a proposic¸a˜o de novos me´todos via´veis de
sintonia para o fator de ponderac¸a˜o de controle, baseado no me´todo
gradiente cla´ssico e no gradiente via func¸a˜o sigmo´ide.
Atrave´s da revisa˜o exposta, pode-se determinar qual sintonia
melhor se adequa a um caso particular, levando em considerac¸a˜o o
resultado que se deseja (tempo de resposta maior ou menor, resposta
conservativa, esforc¸o de controle, etc).
58
59
3 HIBRIDIZAC¸A˜O DO DMC
3.1 INTRODUC¸A˜O
Baseado na proposta de Camacho e Bordons (2004), onde o con-
trolador GPC (Generalized Predictive Control) pode ser transformado
em uma estrutura canoˆnica polinomial RST (em casos onde na˜o exitem
restric¸o˜es), este trabalho apresenta a hibridizac¸a˜o para o controlador
DMC. Em seguida, esta estrutura equivalente (DMC-RST) e´ transfor-
mada em outra, tambe´m polinomial e de dois graus de liberdade (2DOF
- Two Degrees of Freedom), conhecida como IMC (Internal Model Con-
trol).
O objetivo deste cap´ıtulo e´ apresentar novas formas de repre-
sentac¸a˜o do controlador DMC que acrescentem ao mesmo algumas van-
tagens, como as propriedades servo-regula´rias (seguimento de refereˆncia
e rejeic¸a˜o de perturbac¸a˜o) e de robustez dos controladores RST e IMC,
que podem ajudar na estabilidade de malha fechada da planta contro-
lada. Primeiramente sa˜o propostos o controlador DMC na forma RST
e o controlador DMC na forma IMC e, em seguida, a aplicac¸a˜o destes
em casos sob restric¸o˜es de controle. Sa˜o utilizados como exemplos os
mesmos processos do Cap´ıtulo 2.
3.1.1 DMC na forma RST
A estrutura cla´ssica do controlador RST possui dois graus de
liberdade, ou seja, os filtros digitais R e S sa˜o projetados visando a
obtenc¸a˜o do desempenho regulato´rio desejado (rejeic¸a˜o de perturbac¸a˜o)
e o filtro digital T e´ projetado para obtenc¸a˜o de melhor desempenho
servo (seguimento de refereˆncia) (MOEDINGER; COELHO, 2004).
Para conversa˜o do algoritmo DMC para forma RST, considera-
se inicialmente a Equac¸a˜o (2.20). A partir desta, define-se Kg como a
primeira linha do vetor
[
GTG+ λI
]
−1
GT e Eo =
(
fT − yr
T
)
, como
o erro entre a resposta livre e a refereˆncia do sistema.
Seja a estrutura polinomial RST dada pela Figura 18, onde o
sinal de controle e´ calculado por
R
(
q−1
)
∆u (t) = T
(
q−1
)
yr (t)− S
(
q−1
)
y (t) , (3.1)
onde R, S e T sa˜o polinoˆmios descritos no domı´nio do operador de
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atraso q−1.
+
-
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T
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Figura 18 – Estrutura de controle polinomial RST.
A Equac¸a˜o (2.20) pode ser reescrita como
∆u (t) =
Ny∑
j=1
KgjEo (t+ j), (3.2)
onde j = 1, · · · , Ny, ou, ainda,
∆u (t) =
Ny∑
j=1
Kgj (yr (t+ j)− y (t))−
−
Ny∑
j=1
Kgj
(
N∑
i=1
(g (j + i)− g (i))∆u (t− i)
)
.
(3.3)
Comparando-se as equac¸o˜es (3.1) e (3.3), teˆm-se
R
(
q−1
)
∆u (t) = ∆u (t) +
Ny∑
j=1
Kgj
N∑
i=1
(g (j + i)− g (i))∆u (t− i)
= ∆u (t)

1 +
Ny∑
j=1
Kgj
N∑
i=1
(g (j + i)− g (i))z−i

 ,
(3.4)
S
(
q−1
)
y (t) =
Ny∑
j=1
Kgjy (t) (3.5)
e
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T
(
q−1
)
yr (t) =
Ny∑
j=1
Kgjyr (t+ j) =
Ny∑
j=1
Kgjz
jyr (t). (3.6)
Desta forma, os polinoˆmios do controlador RST podem ser re-
presentados como
R
(
q−1
)
= 1 +
Ny∑
j=1
Kgj
N∑
i=1
(g (j + i)− g (i))z−i, (3.7)
S
(
q−1
)
=
Ny∑
j=1
Kgj (3.8)
e
T
(
q−1
)
=
Ny∑
j=1
Kgjz
j (3.9)
e, se yr (t) e´ um valor constante, obte´m-se
T
(
q−1
)
=
Ny∑
j=1
Kgj . (3.10)
Para a mesma proposta de sintonia apresentada por Shridhar e
Cooper (1997), observa-se a equivaleˆncia do controlador DMC (figuras
8 e 9) com o controlador DMC na forma RST em ambos processos em
estudo (figuras 19 e 20). O DMC na forma RST apresenta-se como
uma maneira trivial para fazer a ana´lise de robustez e estabilidade do
sistema em relac¸a˜o ao DMC.
• Processo 1: N = Ny = 52, Nu = 4 e λ = 0, 2788 (Ts = 16s).
• Processo 2: N = Ny = 49, Nu = 4 e λ = 0, 2725 (Ts = 17s).
3.1.2 DMC na forma IMC
A estrutura IMC possui algumas vantagens com relac¸a˜o aos con-
troladores convencionais. Por exemplo, a realimentac¸a˜o apenas se torna
ativa quando existe perturbac¸a˜o ou erro entre a planta e o modelo.
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Figura 19 – Controlador DMC na forma RST no processo 1.
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Figura 20 – Controlador DMC na forma RST no processo 2.
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Ale´m disso, o sinal de controle e´ aplicado tanto na planta quanto no
modelo e o controlador C, sozinho, na˜o possui o efeito integrador. Este
e´ introduzido pela malha de realimentac¸a˜o (PREITL et al., 2004; BARS
et al., 2005). Esta estrutura e´ apresentada na Figura 21 e a mesma e´
va´lida apenas para sistemas esta´veis.
+
-
yr yu
C G(.)
Fw
yp
B
A -
+
+
+
z-d
Figura 21 – Estrutura de controle polinomial IMC.
Os controladores nas formas IMC e RST sa˜o equivalentes apenas
se o controlador C da estrutura IMC for escolhido de acordo com as
seguintes relac¸o˜es:
C
(
q−1
)
=
S
(
q−1
)
A
(
q−1
)
Fw (q−1) (R (q−1)∆A (q−1) + S (q−1)B (q−1) q−d)
(3.11)
e
T
(
q−1
)
S (q−1)
=
Fr
(
q−1
)
Fw (q−1)
. (3.12)
Seja o controle IMC dado por
u (t)
(
1− C
(
q−1
)
Fw
(
q−1
) B (q−1)
A (q−1)
q−d
)
=
C
(
q−1
)
Fr
(
q−1
)
yr (t)− C
(
q−1
)
Fw
(
q−1
)
y (t) .
(3.13)
Multiplicando-se (3.13) por ∆, tem-se
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∆u (t)
(
1− C
(
q−1
)
Fw
(
q−1
) B (q−1)
A (q−1)
q−d
)
=
∆C
(
q−1
)
Fr
(
q−1
)
yr (t)−∆C
(
q−1
)
Fw
(
q−1
)
y (t) ,
(3.14)
ou, ainda,
∆u (t)
∆C (q−1)
(
1− C
(
q−1
)
Fw
(
q−1
) B (q−1)
A (q−1)
q−d
)
=
Fr
(
q−1
)
yr (t)− Fw
(
q−1
)
y (t) .
(3.15)
Comparando-se (3.15) com (3.3), obteˆm-se as seguintes relac¸o˜es:
∆u (t)
∆C (q−1)
(
1− C
(
q−1
)
Fw
(
q−1
) B (q−1)
A (q−1)
q−d
)
=
∆u (t) +
Ny∑
j=1
Kgj
N∑
i=1
(g (j + i)− g (i))∆u (t− i),
(3.16)
Fw
(
q−1
)
y (t) =
Ny∑
j=1
Kgjy (t) (3.17)
e
Fr
(
q−1
)
yr (t) =
Ny∑
j=1
Kgjyr (t+ j) =
Ny∑
j=1
Kgjz
jyr (t) (3.18)
Desta forma, os polinoˆmios do controlador IMC podem ser re-
presentados como:
C
(
q−1
)
=
A
Fw (q−1)B (q−1) q−d +A (q−1)∆R (q−1)
, (3.19)
Fw
(
q−1
)
= S
(
q−1
)
=
Ny∑
j=1
Kgj , (3.20)
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e
Fr
(
q−1
)
= T
(
q−1
)
=
Ny∑
j=1
Kgjz
j (3.21)
e, para yr constante
Fr
(
q−1
)
=
Ny∑
j=1
Kgj (3.22)
O resultado apresentado por esta estrutura e´ melhor se compa-
rado ao DMC-RST, pois o esforc¸o de controle e´ menor e o sinal de
sa´ıda mais conservativo (figuras 22 e 23). A estrutura DMC na forma
IMC traz aspectos de robustez em termos de incertezas na planta, o
que garante uma dinaˆmica de malha fechada adequada. Sa˜o utilizadas
a mesma sintonia apresentada por Shridhar e Cooper (1997) para os
processos 1 e 2:
• Processo 1: N = Ny = 52, Nu = 4 e λ = 0, 2788 (Ts = 16s).
• Processo 2: N = Ny = 49, Nu = 4 e λ = 0, 2725 (Ts = 17s).
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Figura 22 – Controlador DMC na forma IMC no processo 1.
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Figura 23 – Controlador DMC na forma IMC no processo 2.
3.1.3 Estudo comparativo entre os controladores DMC, DMC
na forma RST e DMC na forma IMC
Sa˜o utilizadas as mesmas sintonias para cada estrutura do DMC
(DMC, DMC na forma RST e DMC na forma IMC) nos processos 1 e
2. A estabilidade de malha fechada do controlador e´ avaliada atrave´s
dos ı´ndices IAE e ITAE. O primeiro avalia o erro inserido ao sistema
pela perturbac¸a˜o e e´ calculado no intervalo de 130 a 200 amostras e
o segundo, a mudanc¸a em degrau no intervalo de 1 a 100 amostras.
Para avaliar a varia´vel de controle (u (t)) e´ utilizado o ı´ndice TVC
da Equac¸a˜o (2.46). Observa-se que, apesar da estrutura DMC-IMC
apresentar ı´ndices de desempenho maiores (tabelas 5 e 6), esta estrutura
apresenta um esforc¸o de controle menor, tornando-a ideal para casos
com restric¸a˜o de controle.
3.2 FORMA DO DMC SOB RESTRIC¸O˜ES
Os processos industriais esta˜o submetidos a restric¸o˜es, que po-
dem ser causadas por limitac¸o˜es f´ısicas ou do hardware utilizado na
implementac¸a˜o do controlador. Caso o projeto do controlador na˜o con-
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Tabela 5 – Validac¸a˜o do DMC nas formas RST e IMC para o processo
1.
Forma do DMC IAE ITAE TVC
DMC 14, 64 272, 36 11, 52
DMC-RST 14, 64 272, 36 11, 52
DMC-IMC 22, 86 407, 04 15, 32
Tabela 6 – Validac¸a˜o do DMC nas formas RST e IMC para o processo
2.
Forma do DMC IAE ITAE TVC
DMC 40, 56 443, 54 26, 78
DMC-RST 40, 56 443, 54 26, 78
DMC-IMC 71, 75 906, 96 25, 79
sidere a saturac¸a˜o em amplitude, enta˜o o sistema de controle de ma-
lha fechada pode se deteriorar ou instabilizar. Por isso, em aplicac¸o˜es
pra´ticas o sinal de controle pode variar entre seus valores ma´ximo e
mı´nimo, que conduzem o sistema ao estado de saturac¸a˜o quando tais
limites sa˜o alcanc¸ados, conforme apresentado na Equac¸a˜o (3.23). Como
resultado destas limitac¸o˜es, a entrada de controle da planta e´ tempo-
rariamente diferente da sa´ıda do controlador. Consequentemente, se o
controlador e´ projetado para operar em uma regia˜o linear, o desempe-
nho em malha fechada deteriora-se em relac¸a˜o ao desempenho linear
esperado. Assim, o sinal de controle assume a forma
uf (.) =


umax, se ub (.) > umax
ub (.) , se umin ≤ ub (.) ≤ umax
umin, se ub (.) < umin
(3.23)
onde ub e´ a sa´ıda do controlador, uf , o sinal de entrada real do processo,
umin, o limite mı´nimo do sinal de controle e umax, o limite ma´ximo.
Seja o controlador DMC sintonizado a partir do me´todo de Sh-
ridhar e Cooper (1997) e os processos 1, representado pela Equac¸a˜o
(2.21), e 2, representado pela Equac¸a˜o (2.22). Considera-se que, agora
o sinal de controle e´ limitado por umin = −3 e umax = 3 em ambos
processos. Sa˜o apresentados nas figuras 24 e 25 o comportamento do
sistema perante restric¸a˜o de controle.
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Figura 24 – DMC com restric¸a˜o de controle no processo 1.
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Figura 25 – DMC com restric¸a˜o de controle no processo 2.
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3.2.1 Forma do DMC via RST com Saturac¸a˜o
Considera-se a estrutura RST, agora com saturac¸a˜o no sinal de
controle, conforme mostrado na Figura 26. Pode-se observar que esta
escolha na˜o e´ boa, pois o sinal de controle e´ simplesmente limitado, o
que pode levar ao limite de integrac¸a˜o. Ale´m disso, pode resultar em um
comportamento inesperado do sistema e tambe´m levar a` instabilidade
(PREITL et al., 2004).
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Figura 26 – Estrutura de controle polinomial RST com saturac¸a˜o de
malha direta.
Nesta estrutura a sa´ıda torna-se conservativa no per´ıodo em que
o sinal de controle atinge o limite, conforme apresentado nas figuras 27
e 28.
3.2.2 Forma do DMC via IMC Modificado
Considera-se a estrutura IMC, agora com saturac¸a˜o no sinal de
controle, conforme apresentado na Figura 29. O mesmo sinal de con-
trole sendo aplicado a` planta e ao modelo interno torna-se uma vanta-
gem desta estrutura. O controlador C na˜o possui o efeito integrador, o
qual e´ introduzido atrave´s da realimentac¸a˜o da estrutura IMC (PREITL
et al., 2004; BARS et al., 2005).
Os paraˆmetros de sintonia do controlador na forma DMC-IMC
modificado tambe´m foram os mesmos que os apresentados para o caso
sem restric¸a˜o.
A propriedade anti-windup desta estrutura pode ser melhorada
adicionando-se ao controlador IMC uma realimentac¸a˜o da saturac¸a˜o
(Figura 32). Para um dado controlador C, o controlador Clim que
realimenta o elemento de saturac¸a˜o pode ser calculado de acordo com
a seguinte relac¸a˜o (PREITL et al., 2004; BARS et al., 2005):
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Figura 27 – Controlador DMC na forma RST com restric¸a˜o de controle
no processo 1.
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Figura 28 – Controlador DMC na forma RST com restric¸a˜o de controle
no processo 2.
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Figura 29 – Estrutura de controle polinomial IMC com restric¸a˜o de
controle.
0 50 100 150 200
0
2
4
amostra
y 
e 
y r
DMC na forma IMC com restrição de controle − Processo 1
 
 
Referência
Saída
0 50 100 150 200
0
2
4
amostra
u
 
 
Controle
Figura 30 – Controlador DMC na forma IMC com restric¸a˜o de controle
no processo 1.
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Figura 31 – Controlador DMC na forma IMC com restric¸a˜o de controle
no processo 2.
Clim =
(
q−1
)
=
C
(
q−1
)
− 1
C (q−1)
. (3.24)
Esta estrutura e´ vantajosa porque leva em considerac¸a˜o a dinaˆmi-
ca do controlador.
Os resultados obtidos para a proposta do DMC na forma IMC
com realimentac¸a˜o de saturac¸a˜o (figuras 33 e 34) sa˜o semelhantes aos
do DMC na forma IMC modificado (figuras 30 e 31); entretanto, nota-se
que para o controle atuando no limite de saturac¸a˜o, o DMC-IMC com
realimentac¸a˜o de saturac¸a˜o apresenta um menor tempo de resposta.
3.2.3 Estudo comparativo entre o DMC nas formas IMC e
RST sob restric¸o˜es
Foram utilizadas as mesmas sintonias para cada estrutura do
DMC (DMC, DMC na forma RST e DMC na forma IMC) nos processos
1 e 2. A estabilidade de malha fechada do controlador e´ avaliada atrave´s
dos ı´ndices IAE, calculado no intervalo de 130 a 200 amostras, e ITAE,
calculado no intervalo de 1 a 100 amostras. Para avaliar a varia´vel de
controle e´ utilizado o ı´ndice TVC da Equac¸a˜o (2.46). Os resultados
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Figura 32 – Estrutura de controle polinomial IMC modificado.
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Figura 33 – Controlador DMC na forma IMC com realimentac¸a˜o de
saturac¸a˜o no processo 1.
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Figura 34 – Controlador DMC na forma IMC com realimentac¸a˜o de
saturac¸a˜o no processo 2.
esta˜o listados na tabelas 7 e 8, onde pode-se observar que os melhores
resultados foram os apresentados pelo DMC-IMC com realimentac¸a˜o
de saturac¸a˜o.
Tabela 7 – Validac¸a˜o do DMC nas formas RST e IMC com restric¸a˜o
de controle para o processo 1.
Forma do DMC IAE ITAE TVC
DMC 14, 64 631, 39 8, 19
DMC-RST 14, 64 631, 39 8, 19
DMC-IMC 22, 86 642, 90 11, 66
DMC-IMC com 22, 82 434, 53 8, 85
realimentac¸a˜o de saturac¸a˜o
3.3 CONCLUSA˜O
Neste cap´ıtulo foram propostas novas formas de representac¸a˜o do
controlador DMC atrave´s das estruturas de controle RST e IMC com
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Tabela 8 – Validac¸a˜o do DMC nas formas RST e IMC com restric¸a˜o
de controle para o processo 2.
Forma do DMC IAE ITAE TVC
DMC 40, 56 1161, 30 26, 03
DMC-RST 40, 56 1161, 30 26, 03
DMC-IMC 71, 74 964, 72 24, 81
DMC-IMC com 71, 53 910, 02 24, 79
realimentac¸a˜o de saturac¸a˜o
e sem restric¸a˜o de controle. Estas estruturas apresentam proprieda-
des de seguimento de refereˆncia, rejeic¸a˜o de perturbac¸a˜o e de robustez
que podem ajudar na sintonia, implementac¸a˜o e estabilidade de malha
fechada da planta controlada.
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4 DMC EM SISTEMAS NA˜O-LINEARES
4.1 INTRODUC¸A˜O
Embora processos industriais sejam, em geral, na˜o-lineares, a
maioria dos controladores e´ baseada em modelos lineares, que apre-
sentam bons resultados apenas quando a planta opera em torno do
ponto de operac¸a˜o linear. Entretanto, quando o processo na˜o-linear
atua numa faixa de operac¸a˜o muito ampla ou a na˜o-linearidade do
processo e´ forte o bastante para tornar o desempenho do controla-
dor inadequado para atender os requisitos estabelecidos, a utilizac¸a˜o
de modelos lineares na˜o e´ suficiente. Neste caso, controladores na˜o-
lineares sa˜o essenciais para melhorar o desempenho ou a estabilidade
do sistema. Devido a estes fatores, nos u´ltimos anos houve um grande
crescimento nas aplicac¸o˜es industriais de controle preditivo na˜o-linear
(NMPC – Nonlinear Model Predictive Control) (CAMACHO; BORDONS,
1998; RAWLINGS, 2000; NORMEY-RICO; CAMACHO, 2007).
Um modelo na˜o-linear que vem apresentando bons resultados
ao longo dos u´ltimos anos para o emprego em controladores preditivos
e´ o modelo de Hammerstein (BARS; HABER, 1991; KATENDE; JUTAN,
1996; FRUZZETI; MCDONALD, 1997). Este apresenta propriedades que
simplificam o projeto do controlador preditivo na˜o-linear e possibilita,
inclusive, uma soluc¸a˜o anal´ıtica para o problema de minimizac¸a˜o da
func¸a˜o custo para o caso sem restric¸o˜es.
Este cap´ıtulo possui como objetivo mostrar o projeto e a im-
plementac¸a˜o de controladores preditivos em plantas na˜o-lineares. Para
representac¸a˜o do processo emprega-se o modelo de Hammerstein. Ini-
cialmente e´ mostrado o comportamento de plantas na˜o-lineares no caso
do controlador DMC linear. Em seguida, sa˜o apresentadas uma pro-
posta de controle linearizante e a teoria de controle preditivo baseado
em modelo na˜o-linear. Por fim, sa˜o enumeradas soluc¸o˜es para a lei de
controle na˜o-linear.
4.2 MODELO DE HAMMERSTEIN
A grande utilizac¸a˜o de modelos lineares e´ devido, principalmente,
a` simplicidade dos modelos empregados para representar o comporta-
mento do processo, pore´m, isto tambe´m representa uma deficieˆncia
potencial, pois tais modelos lineares sa˜o, muitas vezes, inadequados
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quando e´ necessa´rio uma aproximac¸a˜o mais real´ıstica de um processo
complexo. Por outro lado, modelos na˜o-lineares possibilitam um “re-
trato” mais fiel do processo quando este se faz necessa´rio (SANTOS,
2007).
Apesar de apresentar uma complexidade maior para a descric¸a˜o
de processos na˜o-lineares, estes modelos sacrificam a simplicidade as-
sociada a`s te´cnicas lineares a fim de alcanc¸ar um desempenho elevado
(MANER et al., 1994; PEARSON, 2003). Ale´m disso, a representac¸a˜o a
partir de um modelo na˜o-linear permite a ana´lise de algumas carac-
ter´ısticas do sistema como oscilac¸o˜es e bifurcac¸o˜es (PEARSON, 2003).
O modelo de Hammerstein consiste de um elemento esta´tico na˜o-
linear seguido por um sistema dinaˆmico linear (Figura 35). Este modelo
corresponde a um processo com dinaˆmica linear e ganho na˜o-linear, que
pode representar diversos tipos de na˜o-linearidades (ZOU et al., 2006).
Tal modelo na˜o provoca um aumento significativo no esforc¸o compu-
tacional, estabelecendo um compromisso entre a qualidade do modelo
e a sua simplicidade de representac¸a˜o, podendo ser aplicado em va´rios
processos da indu´stria qu´ımica, como reatores, colunas de destilac¸a˜o,
trocadores de calor, etc (LEE, 1998; AL-DUWAISH; NAEEM, 2001; PEAR-
SON, 2003).
G(.)NL
u x y
Figura 35 – Modelo de Hammerstein.
A na˜o-linearidade esta´tica aproxima a na˜o-linearidade do pro-
cesso para um polinoˆmio de grau m na forma:
x (t) = γ1u (t) + γ2u (t)
2
+ · · ·+ γmu (t)
m
, (4.1)
onde t e´ o instante de tempo, x (t) e´ a pseudo-sa´ıda, na˜o-mensura´vel,
do bloco na˜o-linear, u(t) e´ a varia´vel de entrada e γi representam os
coeficientes do polinoˆmio (BOUTAYEB et al., 1996).
A parcela linear pode ser representada por um modelo linear
na˜o-parame´trico. Como, por exemplo, o FSR (Finite Step Response):
y (t+ d) =
N∑
i=0
gi∆x (t− i) , (4.2)
onde ∆x e´ a variac¸a˜o da pseudo-sa´ıda do modelo de Hammerstein.
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Este modelo tem sido utilizado para o projeto de controlado-
res preditivos na˜o-lineares (NMPC), pois suas propriedades simplificam
este projeto e possibilitam uma soluc¸a˜o anal´ıtica para o problema de
minimizac¸a˜o da func¸a˜o custo (caso sem restric¸a˜o) (SANTOS et al., 2004).
Como exemplos, consideram-se os seguintes processos:
• Processo na˜o-linear 1 (KATAYAMA; YAMAMOTO, 2004):
y (t) =0, 6y (t− 1)− 0, 1y (t− 2) + 1, 2x (t− 1)−
0, 1x (t− 2)
(4.3)
x (t) = 1, 5u (t)− 1, 5u (t)
2
+ 0, 5u (t)
3
, (4.4)
onde o sinal de controle e´ limitado por umin = −2, 5 e umax = 2, 5.
• Processo na˜o-linear 2 (PARK et al., 2004):
y (t) =1, 1036y (t− 1)− 0, 4060y (t− 2)+
0, 0498y (t− 3) + 0, 0803x (t− 2)−
0, 1544x (t− 3)− 0, 0179x (t− 5)
(4.5)
x (t) =
{
−
√
|u (t)|, para u (t) < 0√
u (t), para u (t) ≥ 0
(4.6)
que tambe´m pode ser aproximada, atrave´s da te´cnica dos mı´nimos
quadrados, pela seguinte equac¸a˜o polinomial:
x (t) = 1, 2268u (t)− 0, 0506u (t)
2
− 0, 1253u (t)
3
, (4.7)
onde o sinal de controle e´ limitado por umin = −4 e umax = 4.
O per´ıodo de amostragem foi definido como Ts = 1s em ambos
os casos.
A Figura 36 ilustra a caracter´ıstica da sa´ıda da parcela esta´tica
na˜o-linear em func¸a˜o da sa´ıda do controlador para estes modelos. Obser-
va-se que, na Figura 36(a), as regio˜es delimitadas por u < 0, 2, 0, 9 <
u < 1, 1 e u > 1, 8 e, na Figura 36(b), as regio˜es delimitadas por
u < −0, 6 e u > 0, 6 podem ser consideradas lineares. Se o DMC linear
atua nestas faixas, o controle e´ garantido, ou seja, estabiliza adequada-
mente a planta.
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Figura 36 – Curva esta´tica na˜o-linear.
4.3 DMC LINEAR EM UM SISTEMA NA˜O-LINEAR
Embora o comportamento dinaˆmico real de muitos processos in-
dustriais apresentem caracter´ısticas na˜o-lineares, se as varia´veis contro-
ladas e manipuladas sa˜o mantidas pro´ximas a um ponto de operac¸a˜o
linear, o comportamento na˜o-linear pode ser aproximado por um mo-
delo linear (NORMEY-RICO; CAMACHO, 2007).
Para demonstrar o comportamento do controlador linear perante
um processo na˜o-linear, sa˜o apresentadas nas figuras 37 e 38 simulac¸o˜es
onde a refereˆncia varia entre a regia˜o linear e na˜o-linear dos processos
em estudo. Onde fica evidenciado que o controlador DMC atua de
maneira adequada apenas nas faixas lineares.
Nestes exemplos, os paraˆmetros do controlador foram sintoniza-
dos heur´ısticamente como N = Ny = 35, Nu = 5 e λ = 0, 9, para
o processo na˜o-linear 1, e como N = Ny = 10, Nu = 4 e λ = 0, 15,
para o processo na˜o-linear 2. O ı´ndice utilizado para avaliar o desem-
penho servo do controlador e´ a Integral do Erro Absoluto ponderada
pelo Tempo (ITAE) e para a varia´vel de controle e´ utilizado o ı´ndice de
Variac¸a˜o Total de Controle (TVC). No primeiro caso ITAE = 735, 44
e TV C = 3, 22 e, no segundo, ITAE = 948, 47 e TV C = 106, 07.
Dentre as soluc¸o˜es lineares para este problema, existe o DMC
sob restric¸a˜o de controle, que e´ apresentado na Sec¸a˜o 3.2 e o controle
linearizante, que e´ apresentado na Sec¸a˜o 4.4.
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Figura 37 – Controlador DMC linear no processo na˜o-linear 1.
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Figura 38 – Controlador DMC linear no processo na˜o-linear 2.
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4.4 CONTROLE LINEARIZANTE
Um processo na˜o-linear de Hammerstein pode ser linearizado
consi- derando-se a estrutura de controle apresentada na Figura 39,
onde o inverso da func¸a˜o esta´tica na˜o-linear, Fˆ−1 (.), denominado pre´-
compensa- dor linearizante, lineariza a na˜o-linearidade do processo. O
sistema de controle equivalente e´ mostrado na Figura 40 e pode ser
resolvido por um controlador linear (PARK et al., 2004).
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Figura 39 – Estrutura de controle linearizante.
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Figura 40 – Sistema de controle equivalente.
Para aplicar o controle linearizante, consideram-se os mesmos
processos apresentados na Sec¸a˜o 4.3, onde o inverso das func¸o˜es esta´ticas
na˜o-lineares sa˜o aproximados por polinoˆmios de 3a ordem, equac¸o˜es
(4.8) e (4.9) respectivamente, atrave´s da te´cnica dos mı´nimos quadra-
dos para uf (t) = u (t).
uf (t) = 1, 2705x (t) + 0, 1409x
2 (t)− 0.0669x3 (t) (4.8)
uf (t) = 0, 2720x (t) + 0, 0033x
2 (t) + 0.1159x3 (t) (4.9)
Nas figuras 41 e 42 sa˜o mostrados os desempenhos do controla-
dor DMC nos processos na˜o-lineares 1 e 2 com pre´-compensador line-
arizante, onde os paraˆmetros do controlador DMC foram sintonizados
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com os mesmos valores apresentados na Sec¸a˜o 4.3. Para as mesmas mu-
danc¸as de refereˆncia, observa-se que o controlador torna-se adequado
inclusive para as faixas na˜o-lineares dos sistemas. Os ı´ndices de desem-
penho servo do controlador sa˜o ITAE = 178, 43 e ITAE = 601, 93,
respectivamente, e as variac¸o˜es totais de controle sa˜o TV C = 1, 66 e
TV C = 12, 52, respectivamente. Resultados estes significativamente
melhores em relac¸a˜o aos apresentados na Sec¸a˜o 4.3.
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Figura 41 – Controle DMC do processo na˜o-linear 1 linearizado.
A partir destes resultados pode-se concluir que a principal vanta-
gem desta metodologia e´ a possibilidade de tratar um sistema na˜o-linear
como um sistema linear. Desta forma, o controlador pode ser sintoni-
zado sem preocupac¸a˜o com a parcela na˜o-linear da planta. A des-
vantagem e´ a utilizac¸a˜o de uma aproximac¸a˜o para o pre´-compensador
linearizante, que na˜o garante que o sistema equivalente seja linear e
nem sempre as medidas esta˜o dispon´ıveis para sua obtenc¸a˜o.
4.5 CONTROLADORDMCBASEADO EMMODELO NA˜O-LINEAR
A possibilidade de lidar com a dinaˆmica na˜o-linear torna o con-
trolador NMPC mais vantajoso se comparado ao MPC (NORMEY-RICO;
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Figura 42 – Controle DMC do processo na˜o-linear 2 linearizado.
CAMACHO, 2007). A utilizac¸a˜o do MPC em processos linearizados e´
aceita´vel para processos levemente na˜o-lineares; caso contra´rio, pode
induzir ao erro entre o processo atual e o modelo, resultando na dete-
riorac¸a˜o da performance do controlador. Portanto, para processos al-
tamente na˜o-lineares, e´ deseja´vel a utilizac¸a˜o de um modelo na˜o-linear
para melhor descrever o comportamento do processo (ZOU et al., 2006;
RAWLINGS, 2000).
A Figura 43 representa a estrutura do controlador DMC base-
ado em modelo na˜o-linear de Hammerstein (NLH-DMC - Nonlinear
Hammerstein Dynamic Matrix Control). Assim como os demais con-
troladores preditivos, este apresenta seguimento de refereˆncia e rejeic¸a˜o
de perturbac¸a˜o.
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Figura 43 – NLH-DMC.
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Seja o modelo de Hammerstein onde a func¸a˜o esta´tica na˜o-linear
e´ representada pela Equac¸a˜o (4.1) e a dinaˆmica linear por um modelo
baseado na resposta ao degrau (Equac¸a˜o (4.2)).
Assumindo-se que
∆x (t− i) = x (t− i)− x (t− i− 1) , (4.10)
a func¸a˜o custo passa a ser representada por
J =
Ny∑
j=1
(yˆ (t+ j|t)− yr (t+ j))
2
+
Nu−1∑
j=1
λ (∆x (t+ j − 1))
2
. (4.11)
Com base nos elementos do modelo de Hammerstein, os valores
previstos da sa´ıda para instantes futuros de tempo sa˜o dados por
yˆ (t+ j|t) =
j∑
i=1
gi∆x (t+ j − i) + f (t+ j) , (4.12)
onde f(t+ j) (Equac¸a˜o (4.13)) representa a resposta que na˜o depende
das futuras ac¸o˜es de controle, ou seja, e´ a resposta livre do sistema.
f (t+ j) = y (t) +
∞∑
i=1
(
g(i+j) − gi
)
∆x (t− i) (4.13)
Se o processo e´ assintoticamente esta´vel, os coeficientes gi da
resposta ao degrau tendem as ser constantes apo´s um valor N . Neste
caso, pode-se considerar que g(i+j) − gi ∼= 0 para i > N e a resposta
livre pode ser reescrita conforme
f (t+ j) = y (t) +
N∑
i=1
(
g(i+j) − gi
)
∆x (t− i) (4.14)
Assumindo-se que j = 1, · · · , Ny e que ∆x(t + i) = 0, i > Nu
enta˜o, pode-se dizer que os valores previstos da sa´ıda sa˜o determinados
atrave´s das seguintes equac¸o˜es:
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yˆ (t+ 1|t) = g1∆x (t) + f (t+ 1)
yˆ (t+ 2|t) = g2∆x (t) + f (t+ 2)
...
yˆ (t+Ny|t) =
Nu∑
i=1
∆x (t+Ny − i) + f (t+Ny) (4.15)
Assim como no controlador DMC, o NLH-DMC tambe´m pode
ser representado de forma vetorial:
yˆ = G∆x+ f, (4.16)
onde
yˆT =
(
yˆ (t+ 1|t) yˆ (t+ 2|t) · · · yˆ (t+Ny|t)
)
(4.17)
e´ o vetor de valores previstos da sa´ıda,
G =


g1 0 · · · 0
g2 g1 · · · 0
gNu gNu−1 · · · g1
...
...
. . .
...
gNy gNy−1 · · · gNy−Nu+1

 , (4.18)
a matriz dinaˆmica de ordem NyxNu,
∆xT =
(
∆x (t) · · · ∆x (t+Nu − 1)
)
, (4.19)
o vetor do esforc¸o da pseudo-sa´ıda futura do modelo de Hammerstein
a ser calculada e
fT =
(
f (t+ 1) f (t+ 2) · · · f (t+Ny)
)
, (4.20)
o vetor da resposta livre do sistema.
A func¸a˜o custo (4.11) pode ser reescrita como
J =
(
yˆT − yr
T
)T (
yˆT − yr
T
)
+ λ∆xT∆x, (4.21)
onde
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yr
T =
(
yr (t+N1) · · · yr (t+Ny)
)
, (4.22)
ou, ainda,
J =
(
G∆x+ fT − yr
T
)T (
G∆x+ fT − yr
T
)
+ λ∆xT∆x. (4.23)
Aplicando-se a condic¸a˜o de otimalidade tem-se
∂J
∂∆x
= 2GTG∆x+ 2GT
(
fT − yr
T
)
+ 2λ∆x = 0, (4.24)
obte´m-se o seguinte vetor de esforc¸o de controle futuro
∆x =
[
GTG+ λI
]
−1
GT
(
fT − yr
T
)
, (4.25)
onde I e´ a matriz Identidade com a mesma ordem de GTG.
Da sequeˆncia de sinais da pseudo-sa´ıda do modelo Hammerstein
futuros calculados, somente o primeiro e´ aplicado ao sistema e a ac¸a˜o de
controle o´tima pode ser determinada a partir das ra´ızes do polinoˆmio
apresentado pela Equac¸a˜o (4.1). Caso exista mais de uma ra´ız real,
deve-se escolher dentre elas a que melhor se adeque ao sistema. Alguns
me´todos para selec¸a˜o destas ra´ızes sera˜o apresentados na Sec¸a˜o 4.6. No
instante de tempo seguinte todo o procedimento e´ repetido atrave´s da
estrate´gia Receding Horizon (Figura 1).
4.6 MULTIPLICIDADE DE SOLUC¸O˜ES PARA A LEI DE CONTRO-
LE
A existeˆncia de mais de uma soluc¸a˜o implica na aplicac¸a˜o de al-
guma te´cnica para selecionar, dentre os sinais candidatos, aquele mais
adequado. Na utilizac¸a˜o de modelos na˜o-lineares na˜o existe garantia
de que o o´timo global sera´ encontrado, principalmente em controle de
tempo real, quando o o´timo precisa ser encontrado em um tempo pre-
determinado (CAMACHO; BORDONS, 1998). Ao longo dos anos algumas
soluc¸o˜es tem sido propostas, onde pode-se destacar as apresentadas por
Zou et al. (2006), Zhu e Seborg (1994) e Santos et al. (2004).
Como exemplos, consideram-se os processos na˜o-lineares 1 e 2
com suas respectivas sintonias apresentadas na Sec¸a˜o 4.3. Consideram-
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se, tambe´m, perturbac¸o˜es de carga a partir da amostra 120.
4.6.1 Busca Iterativa
Primeiramente calculam-se as ra´ızes do polinoˆmio que representa
a na˜o-linearidade esta´tica, o qual deve sempre possuir grau ı´mpar para
que seja garantido pelo menos uma ra´ız real para o sinal de controle.
Em seguida, as ra´ızes que violam as restric¸o˜es ou sejam complexas
devem ser descartadas. Seleciona-se para u (t) aquela que minimize
|u (t) –u (t− 1)|. Na˜o havendo soluc¸a˜o que atenda a estes crite´rios,
u (t) sera´ um valor pre´-determinado.
Nas figuras 44 e 45 sa˜o apresentados os resultados das simulac¸o˜es
para utilizac¸a˜o deste me´todo de busca, onde nota-se a efica´cia do con-
trolador na˜o-linear em ambos processos e, ale´m disto, na˜o ocorreram
deteriorac¸o˜es dos desempenhos.
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DMC NL − Aproximação por busca iterativa no processo não−linear 1
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Figura 44 – Controle DMC na˜o-linear com aproximac¸a˜o por busca ite-
rativa no processo na˜o-linear 1.
89
0 50 100 150 200
−0.5
0
0.5
1
1.5
amostra
y 
e 
y r
DMC NL − Aproximação por busca iterativa no processo não−linear 2
 
 
Referência
Saída
0 50 100 150 200
−0.5
0
0.5
1
1.5
amostra
u
 
 
u(t)
x(t)
Figura 45 – Controle DMC na˜o-linear com aproximac¸a˜o por busca ite-
rativa no processo na˜o-linear 2.
4.6.2 Aproximac¸a˜o de Zhu e Seborg (1994)
Esta aproximac¸a˜o surgiu como soluc¸a˜o para a obrigatoriedade
de um modelo com na˜o-linearidade de grau ı´mpar. Ale´m de dispensar
esta obrigatoriedade, fornece uma u´nica soluc¸a˜o para o controle. Em
adic¸a˜o, apresenta resultados adequados quando a entrada varia lenta-
mente mas, tem algumas limitac¸o˜es de aplicabilidade quando o sinal de
controle sofre variac¸o˜es muito bruscas podendo, inclusive, comprome-
ter a estabilidade do sistema (ZHU; SEBORG, 1994; HENSON; SEBORG,
1997).
Determina-se o seguinte modelo de Hammerstein modificado
x (t) ∼= γ1u (t) + γ2u (t− 1)
2
+ · · ·+ γmu (t− 1)
m
(4.26)
para obtenc¸a˜o da soluc¸a˜o para a lei de controle NLH-DMC
u (t) ∼=
1
γ1
[
x (t)− γ2u (t− 1)
2
− · · · − γmu (t− 1)
m
]
. (4.27)
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Neste caso (figuras 46 e 47), o controlador tambe´m atuou de
maneira adequada; pore´m, com um esforc¸o de controle maior que o
anterior.
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DMC NL − Aproximação de Zhu e Seborg (1994) no processo não−linear 1
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Figura 46 – Controle DMC na˜o-linear com aproximac¸a˜o de Zhu e Seborg
(1994) no processo na˜o-linear 1.
4.6.3 Aproximac¸a˜o por Se´rie de Taylor
Ale´m de apresentar as mesmas vantagens da aproximac¸a˜o de
Zhu e Seborg (1994), possui maior robustez em relac¸a˜o a` estabilidade
do sistema para grandes variac¸o˜es no sinal de controle. Possui como
desvantagem a necessidade de substituir todo termo do sinal de controle
com expoente maior que um, tornando-se trabalhosa quando o grau da
na˜o-linearidade e´ elevado (SANTOS et al., 2004; SANTOS, 2007).
Neste me´todo, a na˜o-linearidade do sistema pode ser represen-
tada, aproximadamente, por
x (t) ∼= γ1u (t)+γ2u¯ (t)
2
+· · ·+γmu¯ (t)
m
= γ1u (t)+
m∑
i=2
γiu¯ (t)
i
, (4.28)
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Figura 47 – Controle DMC na˜o-linear com aproximac¸a˜o de Zhu e Seborg
(1994) no processo na˜o-linear 2.
ou, ainda,
x (t) ∼=
[
m∑
i=1
iγiu (t− 1)
i−1
]
u (t)−
m∑
i=2
(i− 1) γiu (t− 1)
i
. (4.29)
O sinal de controle torna-se u´nico e determinado pela equac¸a˜o
u (t) ∼=
x (t) +
∑m
i=2 (i− 1) γiu (t− 1)
i[∑m
i=1 iγiu (t− 1)
i−1
] . (4.30)
Em algum momento o sinal de controle calculado pode na˜o aten-
der as restric¸o˜es do sistema, neste caso, e´ necessa´rio definir um valor de
controle a ser utilizado, que pode ser o sinal aplicado no instante an-
terior, u (t− 1), ou mesmo o valor da entrada em regime permanente,
conforme o conhecimento pre´vio do processo.
Sa˜o apresentados nas figuras 48 e 49 os resultados para este
me´todo, que se mostra como uma forma adequeda para determinac¸a˜o
das ra´ızes, pois na˜o houve perda de estabilidade em ambos os casos.
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Figura 48 – Controle DMC na˜o-linear com aproximac¸a˜o por Se´rie de
Taylor no processo na˜o-linear 1.
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Figura 49 – Controle DMC na˜o-linear com aproximac¸a˜o por Se´rie de
Taylor no processo na˜o-linear 2.
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4.6.4 Estudo comparativo entre as soluc¸o˜es para a lei de con-
trole
Os ı´ndices utilizados para avaliar o desempenho servo-regulato´rio
do controlador foram IAE, para avaliar o erro inserido ao sistema pelo
ru´ıdo, e o ITAE, para avaliar o erro na mudanc¸a de refereˆncia. O TVC
foi utilizado para avaliar a varia´vel de controle.
Na Tabela 9 e´ apresentada a avaliac¸a˜o de desempenho das solu-
c¸o˜es para a lei de controle no processo na˜o-linear 1. Nela pode-se obser-
var que, apesar de possuir uma variac¸a˜o de controle menor, o me´todo
da busca iterativa apresenta ı´ndices de desempenho servo-regulato´rio
muito altos. Ja´ o me´todo da se´rie de Taylor atinge a regia˜o de sa-
turac¸a˜o do controle durante um intervalo de tempo; mas, apesar disto,
apresentou desempenho servo-regulato´rio similar ao me´todo de Zhu e
Seborg (1994). Por obter uma variac¸a˜o de controle total menor, a busca
das ra´ızes de Zhu e Seborg (1994) e´ o melhor me´todo para este caso.
A mesma conclusa˜o pode ser tirada para o processo na˜o-linear 2, cuja
avaliac¸a˜o e´ mostrada na Tabela 10.
Tabela 9 – Avaliac¸a˜o de desempenho das soluc¸o˜es para a lei de controle
no processo na˜o-linear 1.
Soluc¸o˜e para lei de controle IAE ITAE TVC
Busca Iterativa 1, 42 242, 07 0, 64
Zhu e Seborg (1994) 0, 29 37, 36 1, 62
Se´rie de Taylor 0, 29 42, 14 1, 65
Tabela 10 – Avaliac¸a˜o de desempenho das soluc¸o˜es para a lei de controle
no processo na˜o-linear 2.
Soluc¸o˜e para lei de controle IAE ITAE TVC
Busca Iterativa 13, 24 1400, 20 2, 23
Zhu e Seborg (1994) 2, 19 572, 08 15, 69
Se´rie de Taylor 2, 20 571, 03 21, 29
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4.7 CONCLUSA˜O
Este cap´ıtulo mostrou que o controle linear de um processo na˜o-
linear provoca o deterioramento do desempenho, que pode dificultar
o seu estudo e a implementac¸a˜o de estrate´gias de controle. Uma das
soluc¸o˜es apresentadas para este problema foi o controle linearizante,
que apresentou resultados satisfato´rios.
Tambe´m foi apresentado o controlador DMC baseado em mo-
delo na˜o-linear Hammerstein. Sua principal dificuldade e´ a busca da
ra´ız o´tima para ser aplicada ao controle. A literatura de NMPC base-
ado em modelos Hammerstein apresenta, em geral, te´cnicas para busca
de ra´ızes que se assemelham entre si. Foram apresentadas treˆs me-
todologias para selec¸a˜o de ra´ızes, uma por busca iterativa e duas por
aproximac¸o˜es. Na pra´tica, o uso de aproximac¸o˜es, apesar de permitir
a reduc¸a˜o do esforc¸o computacional, que e´ importante para aplicac¸o˜es
de tempo real, pode provocar problemas de estabilidade dificultando,
assim, a sintonia do controlador.
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5 CONCLUSA˜O
Esta dissertac¸a˜o apresentou estudos relacionados ao controlador
preditivo DMC em suas formas linear e na˜o-linear. Mostrando que,
embora o controlador DMC seja comumente utilizado em sua forma
linear devido a sua simplicidade, este na˜o e´ adequado quando o sistema
possui na˜o-linearidade acentuada, tornando-se necessa´ria a utilizac¸a˜o
do controlador DMC na˜o-linear.
Atrave´s de exemplos dida´ticos, que podem representar sistemas
reais (como colunas de destilac¸a˜o, reatores catal´ıticos, sistemas de con-
trole de n´ıvel, plantas solares de climatizac¸a˜o, esteiras transportadoras,
etc), foram realizados estudos sobre o comportamento do controlador
DMC.
O DMC baseado em modelo linear foi apresentado no Cap´ıtulo 2,
que teve como foco demonstrar a influeˆncia da sintonia dos horizontes
de sa´ıda e controle e do fator de ponderac¸a˜o de controle na estabilidade
de malha fechada do processo. Nota-se que independentemente do valor
do horizonte de controle ou do horizonte de sa´ıda, o controle torna-se
suave e a sa´ıda, conservativa, com o aumento do fator de ponderac¸a˜o
de controle. Observa-se, tambe´m, que o aumento do horizonte de sa´ıda
possui maior influeˆncia no processo quando o horizonte de controle e´
menor.
Das sintonias destacadas neste trabalho, destaca-se a proposta
de Shridhar e Cooper (1997), onde o ca´lculo de cada paraˆmetro de
projeto do DMC e´ baseado no modelo FOPDT estimado da planta.
As demais sa˜o baseadas neste me´todo, diferenciando-se entre si pelas
diferentes formas de determinac¸a˜o do fator de ponderac¸a˜o de controle.
Observa-se atrave´s das simulac¸o˜es que, dentre os paraˆmetros de
projeto abordados, o mais efetivo (associado a magnitude da varia´vel
controlada) e´ o fator de ponderac¸a˜o de controle (λ). Valores reduzidos
para este fator porporcionam uma resposta sub-amortecida e valores
maiores, sobre-amortecida. Desta forma, em aplicac¸o˜es pra´ticas e´ in-
teressante um procedimento sistema´tico e calculado a cada per´ıodo de
amostragem para obter valores adequados de λ evitando-se, por exem-
plo, a tentativa e erro e uma resposta oscilato´ria ou insta´vel. Por isto,
propoˆs-se te´cnicas baseadas nos me´todos gradiente cla´ssico e gradiente
via func¸a˜o sigmo´ide. Os resultados obtidos por todos os me´todos de
sintonia propostos foram satisfato´rios, aumentando-se, assim, o leque
de possibilidades.
No Cap´ıtulo 3 foram propostas duas novas estruturas para o
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controlador DMC linear: o DMC-RST e o DMC-IMC. Estas estrutu-
ras apresentam caracter´ısticas servo-regulato´rias, ou seja, segmento de
refereˆncia e rejeic¸a˜o de perturbac¸a˜o, e mostram-se como uma forma
trivial para ana´lise de robustez e estabilidade. Os resultados obtidos
tambe´m foram satisfato´rios, inclusive para os casos onde houveram res-
tric¸o˜es de controle.
Foi exposto no Cap´ıtulo 4 o comportamento do controlador DMC
em meio a sistemas na˜o-lineares representados pelo modelo de Ham-
merstein. Como esperado, houve perda de estabilidade pelo contro-
lador DMC linear e como soluc¸o˜es foram apresentados o controle li-
nearizante e o controlador DMC na˜o-linear. O primeiro baseia-se na
utilizac¸a˜o do inverso da func¸a˜o esta´tica na˜o-linear, determinada atrave´s
do me´todo dos mı´nimos quadrados, para cancelar a na˜o-linearidade do
sistema. Com isto, e´ poss´ıvel a implementac¸a˜o bem sucedida do con-
trolador DMC linear nestes processos. Ja´ o segundo apresenta-se como
uma forma mais adequada para controlar sistemas na˜o-lineares, mas
sua principal dificuldade e´ a busca da ra´ız o´tima para ser aplicada ao
controle.
Treˆs metodologias foram apresentadas para a selec¸a˜o das ra´ızes
o´timas, uma por busca iterativa e duas por aproximac¸o˜es. Na pra´tica, o
uso de aproximac¸o˜es, apesar de permitir a reduc¸a˜o do esforc¸o computa-
cional, que e´ importante para aplicac¸o˜es em tempo real, pode provocar
problemas de estabilidade dificultando, assim, a sintonia do controla-
dor.
5.1 PERSPECTIVAS DE TRABALHOS FUTUROS
Os resultados obtidos neste trabalho permitem sua continuidade
em outras pesquisas como:
• pesquisa e desenvolvimento de me´todos de sintonia para os paraˆ-
metros do controlador DMC na˜o-linear baseado em modelo de
Hammerstein;
• aplicac¸a˜o das propostas apresentadas em sistemas multivaria´veis;
• aplicac¸a˜o do controlador DMC na˜o-linear baseado em modelo de
Hammerstein em sistemas multivaria´veis.
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ANEXO A -- Me´todos de Identificac¸a˜o de Modelos FOPDT
101
A identificac¸a˜o consiste na determinac¸a˜o de modelos matema´ticos
que representam a dinaˆmica do sistema. Em controle de processos este
modelo na˜o precisa ser exato, mas adequado para uma determinada
aplicac¸a˜o. Pode ser utilizado para fins de diagno´stico, supervisa˜o, oti-
mizac¸a˜o e controle. Atrave´s do modelo pode-se responder a questo˜es
sobre o sistema sem a realizac¸a˜o de experimentac¸o˜es, o que torna o
procedimento seguro e de baixo custo. Entretanto, a validade dos re-
sultados de simulac¸a˜o depende da qualidade do modelo do sistema, que
na˜o precisa obrigatoriamente ser complexo (HANG; CHIN, 1991; GES-
SING, 1996; LJUNG, 1999). As diferentes etapas de identificac¸a˜o sa˜o
apresentadas, de modo geral, na Figura 50 (COELHO; COELHO, 2004).
Medidas do
Processo
Determinação
da Estrutura
Estimação
do Modelo
Validação 
do Modelo
Figura 50 – Etapas do procedimento de identificac¸a˜o.
A maioria dos processos industriais sa˜o bem representados por
modelos com no mı´nimo treˆs paraˆmetros. Estes sa˜o denominados mo-
delos de primeira ordem com atraso de transporte, ou FOPDT, e pode
ser visto em (A.1)
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G (s) =
Kpe
−θs
(τs+ 1)
, (A.1)
que tambe´m pode ser escrito da seguinte forma:
τ
dy (t)
dt
+ y (t) = Kpu (t− θ) , (A.2)
ondeKp e´ o ganho, τ , a constante de tempo e θ, o atraso de transporte.
Este anexo tem como objetivo apresentar te´cnicas de identi-
ficac¸a˜o off-line e on-line, que sa˜o fundamentais para determinac¸a˜o dos
modelos matema´ticos de ordem reduzida que sa˜o utilizados no projeto
do controlador DMC.
A.0.1 Identificac¸a˜o Off-line
Na identificac¸a˜o off-line sa˜o aplicados sinais de teste apropria-
dos de entrada, como o ru´ıdo branco ou a sequeˆncia bina´ria pseudo-
aleato´ria, para excitar o processo. As medidas de entrada e sa´ıda sa˜o
armazenadas para, posteriormente, serem avaliadas atrave´s de algorit-
mos de estimac¸a˜o na˜o-recursivos (COELHO; COELHO, 2004).
A.0.1.1 Estimac¸a˜o por Pulsos Duplos
O me´todo dos pulsos duplos apresenta expresso˜es anal´ıticas que
fornecem os paraˆmetros do modelo FOPDT mostrado em (A.1), onde
Kp 6= 0, θ ≥ 0 e τ > 0. Estas expresso˜es sa˜o obtidas atrave´s de
dois extremos da resposta em relac¸a˜o ao pulso duplo de entrada. Para
isto, na˜o e´ necessa´rio o conhecimento, a priori, do ganho e do atraso
de transporte do sistema. Dependendo do sistema, os pulsos duplos de
entrada podem assumir diferentes formas (BARRA et al., 2008; HWANG;
HUANG, 2006).
Sa˜o apresentadas duas formas de representac¸a˜o atrave´s de pulsos
duplos na Figura 51, onde M representa a amplitude, µ, o multipli-
cador, D, a largura do pulso e δ, a distaˆncia entre os dois pulsos. As
respectivas sa´ıdas sa˜o apresentadas na Figura 52, onde MKp > 0.
Primeiramente, deve-se considerar que os sinais possuem a mesma
energia total, ou seja,
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Figura 51 – Identificac¸a˜o atrave´s de pulso duplo.
∞∫
0
u (t)
2
dt =
(
µ2 + 1
)
M2D. (A.3)
A entrada do pulso duplo retangular pode ser escrita como
u (t) =M [H (t)−H (t−D)] +
+ µM [H (t−D − δ)−H (t− 2D − δ)] , (A.4)
onde M 6= 0, D > 0, δ > 0, µ > 0, e
H (t) =
{
0, para t < 0
1, para t ≥ 0
e´ a func¸a˜o degrau unita´rio.
Aplicando-se a transformada de Laplace em (A.4), tem-se
U (s) =
M
s
[(
1− e−Ds)+ µ (e−(D+δ)s − e−(2D+δ)s)] , (A.5)
que consequentemente gera a seguinte resposta ao pulso duplo
Y (s) =
MKp
s (1 + τs)
e−θs
[(
1− e−Ds)]+
MKp
s (1 + τs)
e−θs
[
µ
(
e−(D+δ)s − e−(2D+δ)s
)]
.
(A.6)
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A resposta no domı´nio do tempo e´ apresentada na Figura 52,
onde ta = θ +D, tb = θ +D + δ e tc = θ + 2D + δ.
y1
y1c
y1a
y1b
θ ta tb tc t
(a) Pulsos duplos
y2
y2c
y2a
y2b
θ ta tb
tc
t
(b) Pulsos invertidos
Figura 52 – Resposta ao pulso duplo retangular.
Os valores extremos dos pulsos duplos sa˜o dados por
ya = y (ta) =MKp
(
1− e−Dτ
)
, (A.7)
yb = y (tb) =MKpe
−
δ
τ
(
1− e−Dτ
)
(A.8)
e
yc = y (tc) =MKp
(
1− e−Dτ
) (
µ+ e−
D+δ
τ
)
(A.9)
e, atrave´s destes valores, os paraˆmetros Kp, θ e τ podem ser determi-
nados:
τ =
{
δ
ln(ya)−ln(yb)
, se δ 6= 0 ou
D+δ
ln(ya)−ln(yc−µya)
,
(A.10)
Kp =


ya
M
(
1−( ybya )
D
δ
) , se δ 6= 0 ou
ya
M
(
1−(yc−µyaya )
D
D+δ
) (A.11)
e
θ = ta −D = tb −D − δ = tc − 2D − δ. (A.12)
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A.0.1.2 Estimac¸a˜o por Rele´
O me´todo de identificac¸a˜o atrave´s do rele´ e´ bastante utilizado
para a estimac¸a˜o de modelos matema´ticos de baixa ordem com ou sem
atraso de transporte para aplicac¸o˜es em processos industriais.
Neste tipo de identificac¸a˜o, um controlador on-off e´ utilizado
para determinar o ganho cr´ıtico, Ku, e o per´ıodo cr´ıtico, Tu, conforme
mostrado na Figura 53. A sa´ıda do processo apresenta uma oscilac¸a˜o
sustentada que e´ caracter´ıstica do controle on-off. Em alguns casos,
a histerese e´ utilizada para evitar o chaveamento frequente e indevido
causado por ru´ıdo nas medidas da planta (A˚STRo¨M; Ha¨GGLUND, 1995).
a
Tu
2b
Saída do
Processo
Saída do
Controlador
Tempo
+
-
yr yu
G(.)
Figura 53 – Identificac¸a˜o via rele´.
u1(t)
b
-b
e(t)
(a) Sem histerese
u2(t)
b
-b
e(t)
(b) Com histerese
Figura 54 – Tipos de rele´s.
Se a amplitude da seno´ide de entrada do rele´ e´ b e a largura da
histerese e´ , enta˜o o ganho cr´ıtico equivalente do rele´ Ku sem e com
histerese sa˜o, respectivamente, representados por:
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Ku =
4b
pia
(A.13)
Ku =
4b
pi
√
a2 − 2 (A.14)
onde a e´ a amplitude da sa´ıda.
A condic¸a˜o para oscilac¸a˜o e´ que o ganho de malha seja -1, ou
seja,
KuG (jωu) = −1 (A.15)
que e´ equivalente as duas condic¸o˜es:
Ku |G (jωu)| = 1 (A.16)
arg (G (jωu)) = −pi (A.17)
De posse de Ku e Tu, os paraˆmetros do modelo FOPDT em
(A.1), τ e θ, podem ser calculados atrave´s das seguintes expresso˜es:
τ =
Tu
2pi
√
(KuKp)
2 − 1 (A.18)
e
θ =
Tu
2pi
(
pi − arctg2pi
Tu
τ
)
. (A.19)
Ja´ o ganho esta´tico Kp pode ser estimado a partir das medidas
de entrada e sa´ıda em regime permanente para uma mudanc¸a do tipo
degrau na entrada da planta (A˚STRo¨M; Ha¨GGLUND, 1995).
A.0.1.3 Estimac¸a˜o por Ziegler-Nichols
No me´todo de Ziegler-Nichols o processo e´ submetido a uma
mudanc¸a na entrada do tipo degrau e os paraˆmetrosKp, τ e θ sa˜o cal-
culados a partir da curva de reac¸a˜o, conforme e´ ilustrado na Figura 55.
A reta trac¸ada corresponde a` tangente no ponto de ma´xima inclinac¸a˜o
da curva de reac¸a˜o. O intervalo de tempo entre a aplicac¸a˜o do degrau
na entrada do processo e o instante t1, onde a reta tangente toca a
reta y(t) = y0, e´ o atraso de transporte θ. A constante de tempo τ e´
determinada pelo intervalo de tempo entre os instantes t1 e t2, onde a
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reta tangente toca a reta y(t) = yf . O paraˆmetro Kp e´ calculado por
(ZIEGLER; NICHOLS, 1942)
Kp =
∆y
∆u
(A.20)
y
tt2t1
yf
y0
Figura 55 – Me´todo de Ziegler-Nichols para modelagem de processos
do tipo FOPDT.
A desvantagem desta te´cnica de estimac¸a˜o esta´ na necessidade
de obter o trac¸ado correto na curva de ma´xima inflexa˜o relativa aos
instantes t1 e t2.
A.0.1.4 Estimac¸a˜o por Mı´nimos Quadrados
O Princ´ıpio dos Mı´nimos Quadrados foi formulado por Karl Fri-
edrich Gauss (1777-1855) ao final do se´culo XVIII para predic¸a˜o da
trajeto´ria de planetas e cometas a partir das observac¸o˜es realizadas.
Em seu trabalho foi estabelecido que os paraˆmetros desconhecidos de
um modelo matema´tico deveriam ser selecionados de modo que (COE-
LHO; COELHO, 2004):
“O valor mais prova´vel das grandezas desconhecidas e´ a que mi-
nimiza a soma dos quadrados da diferenc¸a entre os valores atualmente
observados e os valores calculados multiplicados por nu´meros que me-
dem o grau de precisa˜o. Quanto mais precisa a medida maior a sua
ponderac¸a˜o.”
Seja o processo cont´ınuo modelado por (A.2), o seu correspon-
dente modelo linear discreto reduzido e´ dado pela seguinte equac¸a˜o a
diferenc¸as de primeira ordem:
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y (t) =− a1y (t− 1) + b0u (t− d− 1)+
b1u (t− d− 2) + ξ (t) ,
(A.21)
onde a1, b0 e b1 sa˜o os paraˆmetros do modelo estimado, y(t), a sa´ıda
do processo, u(t), a varia´vel de controle e d (d = θ/Ts + 1), o atraso
discreto.
Os coeficientes a1, b0 e b1 da Equac¸a˜o (A.21) esta˜o relacionados
com as constantes Kp, τ e θ da Equac¸a˜o (A.2) por

a1 = −e
−Ts
τ
b0 = Kp
(
1− e−(Ts−θ)τ
)
b1 = Kpe
−Ts
τ
(
e
θ
τ − 1
) (A.22)
A Equac¸a˜o (A.21) pode ser reescrita como
y (t) = ϕT (t) θ (t) + ξ (t) , (A.23)
onde ξ e´ incerteza de modelagem,
ϕT (t) =
(−y (t− 1) u (t− d− 1) u (t− d− 2)) (A.24)
e´ o vetor de medidas e
θT (t) =
(
a1 b0 b1
)
(A.25)
e´ o vetor de paraˆmetros.
Para n medidas realizadas, a Equac¸a˜o (A.23) pode ser reescrita
na forma matricial
y = φθ + E, (A.26)
onde
yT =
(
y (0) y (1) · · · y (n− 1)) (A.27)
e´ o vetor de sa´ıda e
φT =
(
ϕ (0) ϕ (1) · · · ϕ (n− 1)) (A.28)
e´ a matriz de observac¸a˜o.
Considerando-se a estimativa do vetor de paraˆmetros como θˆ, a
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melhor previsa˜o de sa´ıda e´ calculada por
yˆ = φθˆ (A.29)
e o erro de predic¸a˜o por
E = y − φθˆ. (A.30)
O estimador dos mı´nimos quadrados ponderado, ou estimador
de Markov, e´ obtido atrave´s da minimizac¸a˜o do seguinte crite´rio
J =
(
y − φθˆ
)T
W
(
y − φθˆ
)
, (A.31)
onde W e´ uma matriz sime´trica definida positiva que possui a pon-
derac¸a˜o para cada componente do erro em func¸a˜o da precisa˜o da me-
dida (mais precisa a medida, maior e´ a ponderac¸a˜o).
O estimador dos mı´nimos quadrados na˜o-recursivo (COELHO; CO-
ELHO, 2004) e´ obtido admitindo-se que
W = σ2In×n (A.32)
ou seja, a mesma ponderac¸a˜o (σ) em todos os erros de medida. Por-
tanto, o estimador linear e´ dado por
θˆ =
(
φTφ
)−1
φTy. (A.33)
As constantes que definem a dinaˆmica de um processo de pri-
meira ordem podem ser calculadas atrave´s das seguintes relac¸o˜es:
Kp =
(b0 + b1)
(1 + a1)
, (A.34)
τ =
−Ts
log (−a1)
(A.35)
e
θ =
−Ts
log (−a1)
log
(
a1b0 − b1
a1 (b0 + b1)
)
(A.36)
A.0.2 Identificac¸a˜o On-line
Na identificac¸a˜o on-line as medidas do processo sa˜o obtidas se-
quencialmente e processadas em tempo real em algoritmos de estimac¸a˜o
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recursivos. Estes utilizam pouca memo´ria e sa˜o capazes da atualizar a
estimac¸a˜o dos paraˆmetros do modelo a cada per´ıodo de amostragem.
Dentre os diversos tipos de algoritmos de estimac¸a˜o on-line, o mais
utilizado e´ o dos Mı´nimos Quadrados Recursivo (MQR) (COELHO; CO-
ELHO, 2004).
A.0.2.1 Mı´nimos Quadrados Recursivo
Na implementac¸a˜o de um controle adaptativo em tempo real, o
algoritmo do estimador de paraˆmetros deve ser iterativo, com o modelo
do sistema sendo atualizado a cada per´ıodo de amostragem, quando
novas medidas tornam-se dispon´ıveis e sa˜o utilizadas com o modelo
atual para gerar um novo erro de modelagem, ξ (t) (COELHO; COELHO,
2004).
Considere o processo cont´ınuo modelado por (A.2), cujo modelo
linear discreto reduzido e´ dado por (A.21). O procedimento para iden-
tificac¸a˜o on-line atrave´s dos mı´nimos quadrados recursivo (MQR) e´:
I Estimar os paraˆmetros de (A.21) utilizando o estimador MQR.
(a) Medir a sa´ıda (y (t)) e entrada (u (t)) do sistema;
(b) atualizar o vetor de medidas, Equac¸a˜o (A.24);
(c) calcular o erro de previsa˜o
ξ (t) = y (t)− ϕT (t) θˆ (t− 1) ; (A.37)
(d) calcular o ganho do estimador
K (t) =
P (t− 1)ϕ (t)
1 + ϕT (t)P (t− 1)ϕ (t) ; (A.38)
(e) calcular o vetor de paraˆmetros estimados
θˆ (t) = θˆ (t− 1) +K (t) ξ (t) (A.39)
(f) e calcular a matriz de covariaˆncia
P (t) = P (t− 1)− P (t− 1)ϕ (t)ϕ
T (t)P (t− 1)
1 + ϕT (t)P (t− 1)ϕ (t) .
(A.40)
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II Calcular as constantes que definem a dinaˆmica de um processo
de primeira ordem atrave´s das relac¸o˜es (A.34), (A.35) e (A.36).
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ANEXO B -- Me´todos de Sintonia Para o Controlador DMC
1
1
5
Tabela 11 – Sintonias
Me´todos de Sintonia para o Controlador DMC
Fonte N Ny Nu T d
(SHRIDHAR; COOPER, 1997) int
(
5τ
Ts
)
+ d N 1 ≤ Nu ≤ 6 max (0, 1τ, 0, 5θ) int
(
θ
Ts
)
+ 1
(HAERI, 2002) 5τ+d
Ts
N Nu > n
◦ de – τ
20
≤ T ≤ τ
10
polos insta´veis
(DOUGHERTY; COOPER, 2003) int
(
5τ
Ts
)
+ d N int
(
5τ
Ts
)
+ d max (0, 1τ, 0, 5θ) int
(
θ
Ts
)
+ 1
(IGLESIAS et al., 2006) int
(
5τ
Ts
)
+ d N 1 ≤ Nu ≤ 6 max (0, 1τ, 0, 5θ) int
(
θ
Ts
)
+ 1
(BAGHERI; KHAKI-SEDIGH, 2011) int
(
25τ
Ts
)
+ d N 1 ≤ Nu ≤ 6 max (0, 1τ, 0, 5θ) int
(
θ
Ts
)
+ 1
1
1
6
Tabela 12 – Sintonias para o fator de ponderac¸a˜o de controle
Me´todos de Sintonia para o fator de Ponderac¸a˜o de Controle do Controlador DMC
Fonte λ
(SHRIDHAR; COOPER, 1997)
{
0 se Nu = 1,
NuK
2
p
500
(
3.5τ
T
+ 2− (Nu−1)
2
)
se Nu > 1
(HAERI, 2002)
MK2p
C
(
Ny − d− 3τ2T + 2−
(Nu−1)
2
)
(DOUGHERTY; COOPER, 2003)
{
0 se Nu = 1,
NuK
2
p
10
(
3.5τ
T
+ 2− (Nu−1)
2
)
se Nu > 1
(IGLESIAS et al., 2006) 1, 631Kp
(
θ
τ
)0,4094
(BAGHERI; KHAKI-SEDIGH, 2011)


0, 11K2p
(
θ
τ
+ 0.94
)0,15
, se o erro de sa´ıda e´ importante,
0, 84K2p
(
θ
τ
+ 0.94
)0,15
, itermedia´rio e
6, 67K2p
(
θ
τ
+ 0.94
)0,15
, se o esforc¸o de controle e´ importante.
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