Abstract. Numerous algorithms have been proposed for transferring knowledge from a label-rich domain (source) to a label-scarce domain (target). Almost all of them are proposed for closed-set scenario, where the source and the target domain completely share the class of their samples. We call the shared class the "known class." However, in practice, when samples in target domain are not labeled, we cannot know whether the domains share the class. A target domain can contain samples of classes that are not shared by the source domain. We call such classes the "unknown class" and algorithms that work well in the open set situation are very practical. However, most existing distribution matching methods for domain adaptation do not work well in this setting because unknown target samples should not be aligned with the source. In this paper, we propose a method for an open set domain adaptation scenario which utilizes adversarial training. A classifier is trained to make a boundary between the source and the target samples whereas a generator is trained to make target samples far from the boundary. Thus, we assign two options to the feature generator: aligning them with source known samples or rejecting them as unknown target samples. This approach allows to extract features that separate unknown target samples from known target samples. Our method was extensively evaluated on domain adaptation setting and outperformed other methods with a large margin in most setting.
Introduction
Deep neural networks have demonstrated significant performance on many image recognition tasks [1] . One of the main problems of such methods is that basically, they cannot recognize samples as unknown, whose class is absent during training. We call such a class as an "unknown class" and the categories provided during training is referred to as the "known class." If these samples can be recognized as unknown, we can arrange noisy datasets and pick out the samples of interest from them. Moreover, if robots working in the real-world can detect unknown objects and ask annotators to give labels to them, these robots will be able to easily expand their knowledge. Therefore, the open set recognition is a very important problem. Existing setting of open set domain adaptation [2] . It is assumed that access is granted to the unknown source samples although the class of unknown source does not overlap with that of unknown target. Right: Our setting. We do not assume the accessibility to the unknown samples in the source domain. We propose a method that can be applied even when such samples are absent.
In domain adaptation, we aim to train a classifier from a label-rich domain (source domain) and apply it to a label-scarce domain (target domain). Samples in different domains have diverse characteristics which degrade the performance of a classifier trained in a different domain. Most works on domain adaptation assume that samples in the target domain necessarily belong to the class of the source domain. However, this assumption is not realistic. Consider the setting of an unsupervised domain adaptation, where only unlabeled target samples are provided. We cannot know that the target samples necessarily belong to the class of the source domain because they are not given labels. Therefore, open set recognition algorithm is also required in domain adaptation. For this problem, the task called open set domain adaptation was recently proposed [2] where the target domain contains samples that do not belong to the class in the source domain as shown in the left of Fig. 1 . The solution to the problem should allow to classify unknown target samples as "unknown" and to classify known target samples into correct known categories. They [2] utilized unknown source samples to classify unknown target samples as unknown. However, collecting unknown source samples is also expensive because we must collect diverse and many unknown source samples to obtain the concept of "unknown." Then, in this paper, we present a more challenging open set domain adaptation (OSDA) that does not provide any unknown source samples, and we propose a method for it. That is, we propose a method where we have access to only known source samples and unlabeled target samples for open set domain adaptation as shown in the right of Fig. 1 .
How can we solve the problem? We think that there are mainly two problems. First, in this situation, we do not have knowledge about which samples are the unknown samples. Thus, it seems difficult to delineate a boundary between known and unknown classes. The second problem is related to the domain's difference. Although we need to align target samples with source samples to reduce this domain's difference, unknown target samples cannot be aligned due to the absence of unknown samples in the source domain. The existing distribution matching method is aimed at matching the distribution of the target with that of the source. However, this method cannot be applied to our problem. In OSDA, we must reject unknown target samples without aligning them with the source.
To solve the problems, we propose a new approach of adversarial learning that enables generator to separate target samples into known and unknown classes. A comparison with existing methods is shown in Fig. 2 . Unlike the existing distribution alignment methods that only match the source and target distribution, our method facilitates the rejection of unknown target samples with high accuracy as well as the alignment of known target samples with known source samples. We assume that we have two players in our method, i.e., the feature generator and the classifier. The feature generator generates features from inputs, and the classifier takes the features and outputs K + 1 dimension probability, where K indicates the number of known classes. The K + 1 th dimension of output indicates the probability for the unknown class. The classifier is trained to make a boundary between source and target samples whereas the feature generator is trained to make target samples far from the boundary. Specifically, we train the classifier to output probability t for unknown class, where 0 < t < 1. We can build a decision boundary for unknown samples by weakly training a classifier to classify target samples as unknown. To deceive the classifier, the feature generator has two options to increase or to decrease the probability. As such, we assign two options to the feature generator: aligning them with samples in the source domain or rejecting them as unknown.
The contribution of our paper is as follows. 1. We present the open set domain adaptation where unknown source samples are not provided. The setting is more challenging than the existing setting. 2. We propose a new adversarial learning method for the problem. The method enables training of the feature generator to learn representations which can separate unknown target samples from known ones. 3. We evaluate our method on adaptation for digits and objects datasets and demonstrate its effectiveness. Additionally, the effectiveness of our method was demonstrated in standard open set recognition experiments where we are provided unlabeled unknown samples during training.
Related Work
In this section, we briefly introduce methods for domain adaptation and open set recognition.
Domain Adaptation
Domain adaptation for image recognition has attracted attention for transferring the knowledge between different domains and reducing the cost for annotating a large number of images in diverse domains. Benchmark datasets are released [3] , and many methods for unsupervised domain adaptation and semi-supervised domain adaptation have been proposed [4, 5, 6, 7, 8, 9, 10, 11] . As previously indicated, unsupervised and semi-supervised domain adaptation focus on the situation where different domains completely share the class of their samples, which may not be practical especially in unsupervised domain adaptation. One of the effective methods for unsupervised domain adaptation are distribution matching based methods [4, 6, 12, 13, 14] . Each domain has unique characteristics of their features, which decrease the performance of classifiers trained on a different domain. Therefore, by matching the distributions of features between different domains, they aim to extract domain-invariantly discriminative features. This technique is widely used in training neural networks for domain adaptation tasks [4, 15] . The representative of the methods harnesses techniques used in Generative Adversarial Networks (GAN) [16] . GAN trains a classifier to judge whether input images are fake or real images whereas the image generator is trained to deceive it. In domain adaptation, similar to GAN, the classifier is trained to judge whether the features of the middle layers are from a target or a source domain whereas the feature generator is trained to deceive it. Variants of the method and extensions to the generative models for domain adaptation have been proposed [13, 17, 18, 19, 20] . Maximum Mean Discrepancy (MMD) [21] is also a representative way to measure the distance between domains. The distance is utilized to train domain-invariantly effective neural networks, and its variants are proposed [6, 7, 22, 23] .
The problem is that these methods do not assume that the target domain has categories that are not included in the source domain. The methods are not supposed to perform well on our open set domain adaptation scenario. This is because all target samples including unknown classes will be aligned with source samples. Therefore, this makes it difficult to detect unknown target samples.
In contrast, our method enables to categorization of unknown target samples as unknown, although we are not provided any labeled target unknown samples during training. We will compare our method with MMD and domain classifier based methods in experiments. We utilize the technique of distribution matching methods technique to achieve open set recognition. However, the main difference is that our method allows the feature generator to reject some target samples as outliers. 
(t log(P tK+1)) + (1 t) log(1 P tK+1)) Fig. 3 . The proposed method for open set domain adaptation. Classifier networks output K + 1 dimensional probabilistic output. The network is trained to correctly classify source samples. For target samples, the classifier is trained to output t for the probability of the unknown class whereas the generator is trained to deceive it. We utilize the gradient reversal layer for the adversarial training.
Open Set Recognition
A wide variety of research has been conducted to reject outliers while correctly classifying inliers during testing.
Multi-class open set SVM is proposed by [24] . They propose to reject unknown samples by learning SVMs that assign probabilistic decision scores. The aim is to reject unknown samples using a threshold probability value. In addition, method of harnessing deep neural networks for open set recognition was proposed [25] . They introduced OpenMax layer, which estimates the probability of an input being from an unknown class. Moreover, to give supervision of the unknown samples, a method to generate these samples was proposed [26] . The method utilizes GAN to generate unknown samples and use it to train neural networks, then combined it with OpenMax layer. In order to recognize unknown samples as unknown during testing, these methods defined a threshold value to reject unknown samples. Also, they do not assume that they can utilize unlabeled samples including known and unknown classes during training.
In our work, we propose a method that enables us to deal with the open set recognition problem in the setting of the domain adaptation. In this setting, the distribution of the known samples in the target domain is different from that of the samples in the source domain, which makes the task more difficult.
Method
First, we provide an overall overview of our method, then we explain the actual training procedure and provide an analysis of our method by comparing it with existing open set recognition algorithm. The overview of our method is shown in Fig. 3 .
Problem Setting and Overall Idea
We assume that a labeled source image x s and a corresponding label y s drawn from a set of labeled source images {X s , Y s } are available, as well as an unlabeled target image x t drawn from unlabeled target images X t . The source images are drawn only from known classes whereas target images can be drawn from unknown class. In our method, we train a feature generation network G, which takes inputs x s or x t , and a network C, which takes features from G and classifies them into K + 1 classes, where the K denotes the number of known categories. Therefore, C outputs a K + 1-dimensional vector of logits {l 1 , l 2 , l 3 ...l K+1 } per one sample.
The logits are then converted to class probabilities by applying the softmax function. Namely, the probability that x is classified into class j is denoted by
. 1 ∼ K dimensions indicate the probability for the known classes whereas K + 1 dimension indicates that for the unknown class. We use the notation p(y|x) to denote the K +1-dimensional probabilistic output for input x.
Our goal is to correctly categorize known target samples into corresponding known class and recognize unknown target samples as unknown. We have to construct a decision boundary for the unknown class, although we are not given any information about the class. Therefore, we propose to make a pseudo decision boundary for unknown class by weakly training a classifier to recognize target samples as unknown class. Then, we train a feature generator to deceive the classifier. The important thing is that feature generator has to separate unknown target samples from known target samples. If we train a classifier to output p(y = K + 1|x t ) = 1.0 and train the generator to deceive it, then ultimate objective of the generator is to completely match the distribution of the target with that of the source. Therefore, the generator will only try to decrease the value of the probability for unknown class. This method is used for training Generative Adversarial Networks for semi-supervised learning [27] and should be useful for unsupervised domain adaptation. However, this method cannot be directly applied to separate unknown samples from known samples.
Then, to solve the difficulty, we propose to train the classifier to output p(y = K + 1|x t ) = t, where 0 < t < 1. We train the generator to deceive the classifier. That is, the objective of the generator is to maximize the error of the classifier. In order to increase the error, the generator can choose to increase the value of the probability for an unknown class, which means that the sample is rejected as unknown. For example, consider when t is set as a very small value, it should be easier for generator to increase the probability for an unknown class than to decrease it to maximize the error of the classifier. Similarly, it can choose to decrease it to make p(y = K +1|x t ) lower than t, which means that the sample is aligned with source. In summary, the generator will be able to choose whether a target sample should be aligned with the source or should be rejected. In all our experiments, we set the value of t as 0.5. If t is larger than 0.5, the sample is necessarily recognized as unknown. Thus, we assume that this value can be a good boundary between known and unknown. In our experiment, we will analyze the behavior of our model when this value is varied.
Training Procedure
We begin by demonstrating how we trained the model with our method. First, we trained both the classifier and the generator to categorize source samples correctly. We use a standard cross-entropy loss for this purpose.
In order to train a classifier to make a boundary for an unknown sample, we propose to utilize a binary cross entropy loss.
, where t is set as 0.5 in our experiment. The overall training objective is,
The classifier attempts to set the value of p(y = K + 1|x t ) equal to t whereas the generator attempts to maximize the value of L adv (x t ). Thus, it attempts to make the value of p(y = K + 1|x t ) different from t. In order to efficiently calculate the gradient for L adv (x t ), we utilize a gradient reversal layer proposed by [4] . The layer enables flipping of the sign of the gradient during the backward process. Therefore, we can update the parameters of the classifier and generator simultaneously. The algorithm is shown in Alg. 1.
Algorithm 1 Minibatch training of the proposed method.
for the number of training iterations do • Sample minibatch of m source samples {xs, ys (1) , . . . , {xs, ys (m) from {Xs, Ys}.
• Sample minibatch of m target samples {x
Calculate Ls(xs, ys) by cross-entropy loss and L adv (xt) following Eq. 3. Update the parameter of G and C following Eq. 4, Eq. 5. We used gradient reversal layer for this operation. end for
Comparison with Existing Methods
In this section, we analyze our method by comparing it with existing methods for the open set recognition problem. We think that there are three major differences compared to existing methods. Since most existing methods do not have access to unknown samples during training, they cannot train feature extractors to learn features to reject them. In contrast, in our setting, unknown target samples are included in training samples though we do not know which are unknown samples. Under the condition, our method can train feature extractors
is not larger than the threshold value. The value is a pre-defined one and does not change across testing samples. However, with regard to our method, we can consider that the threshold value changes across samples because our model assigns different classification outputs to different samples. Thirdly, the feature extractor is informed of the pseudo decision boundary between known and unknown classes. Thus, feature extractors can recognize the distance between each target sample and the boundary for the unknown class. It attempts to make it far from the boundary. It makes representations such that the samples similar to the known source samples are aligned with known class whereas ones dissimilar to known source samples are separated from them.
Experiments
We conduct experiments on Office [3] , VisDA [28] and digits datasets.
Implementation Detail
We trained the classifier and generator using the features obtained from AlexNet [1] and VGGNet [29] pretrained on ImageNet [30] . In the experiments on both Office and VisDA dataset, we did not update the parameters of the networks. We constructed fully-connected layers with 100 hidden units after the FC8 layers. Batch Normalization [31] and Leakly-ReLU layer were employed for stable training. We used momentum SGD with a learning rate 1.0 × 10 −3 . The momentum was set as 0.9. The details of the experiments are shown in our supplementary material due to a limit of space.
We implemented three baselines in the experiments. The first baseline is an open set SVM (OSVM) [24] . OSVM utilizes the threshold probability to recognize samples as unknown if the predicted probability is lower than the threshold for any class. We first trained CNN only using source samples, then, use it as a feature extractor. Features are extracted from the output of generator networks when using OSVM. OSVM does not require unknown samples during training. Therefore, we trained OSVM only using source samples and tested them on the target samples. The second baseline is a combination of Maximum Mean Discrepancy(MMD) [21] based training method for neural networks [6] and OSVM. MMD is used to match the distribution between different domains in unsupervised domain adaptation. For an open set recognition, we trained the networks with MMD and trained OSVM using the features obtained by the networks. A comparison with this baseline should indicate how our proposed method is different from existing distribution matching methods. The third baseline is a combination of a domain classifier based method, BP [4] and OSVM. BP is also a representative of a distribution matching method. As was done for MMD, we first trained BP and extracted features to train OSVM. We used the same network architecture to train the baseline models. The experiments were run a total of 3 times for each method, and the average score was reported. We report the standard deviation only in Table 2 because of the limit of space.
Experiments on Office
11 Class Classification Firstly, we evaluated our method using Office following the protocol proposed by [2] . We then compared our method with other existing works. The dataset consists of 31 classes, and 10 classes were selected as shared classes. The classes are also common in the Caltech dataset [8] . In alphabetical order, 21-31 classes are used as unknown samples in the target domain. The classes 11-20 are used as unknown samples in the source domain in [2] . However, we did not use it because our method does not require such samples. We have to correctly classify samples in the target domain into 10 shared classes or unknown class. In total, 11 class classification was performed in this setting. Accuracy averaged over all classes is denoted as OS in all Tables. We also show the accuracy measured only on the shared samples of the target domain (OS*(10)). Following [2] , we show the accuracy averaged over the classes in the OS and OS*.
We also compared our method with a method proposed by [2] . Their method is developed for a situation where unknown samples in the source domain are available. However, they applied their method using OSVM when unknown source samples were absent. In order to better understand the performance of our method, we also show the results which utilized the unknown source samples during training. The values are cited from [2] .
The results are shown in Table 1 . Compared with the baseline methods, our method exhibits better performance in almost all scenarios. The accuracy of the OS is almost always better than that of OS*, which means that many known target samples are regarded as unknown. This is because OSVM is trained to detect outliers and is likely to classify target samples as unknown. When comparing the performance of OSVM and MMD+OSVM, we can see that the usage of MMD does not always boost the performance. The existence of unknown target samples seems to perturb the correct feature alignment. We visualized the learned features using t-SNE [32] in Fig. 4 . By training the networks with the source samples, the features seem to be discriminative for known classes. We can see that our method attempts to separate unknown target samples from known ones whereas MMD seems to match most of the target samples with source ones.
Number of Unknown Samples and Accuracy
We further investigate the accuracy when the number of target samples varies in the adaptation from DSLR to Amazon. We randomly chose unknown target samples from Amazon and varied the ratio of the unknown samples. The accuracy of OS is shown in Fig. 5(a) . When the ratio changes, our method seems to perform well. Value of t We observe the behavior of our model when the training signal, t in Eq. 3 is varied. As we mentioned in the method section, When t is equal to 1, the objective of the generator is to match the whole distribution of the target features with that of the source, which is exactly the same as an existing distribution matching method. Accordingly, the accuracy should degrade in this case. According to Fig. 5(b) , as we increase the value of t, the accuracies of OS and OS* decrease and the overall accuracy increases. This result means that the model does not learn representations where unknown samples from known samples can be distinguished. Probability for Unknown Class In Fig. 5(c)(d) , frequency diagram of the probability for an unknown class is shown in the adaptation from Webcam to DSLR dataset. At the beginning of training, Fig. 5(c) , the probability is low in most samples including the known and unknown samples. As shown in Fig.  5(d) , many unknown samples have high probability for unknown class whereas many known samples have low probability for the class after training the model for 500 epochs. We can observe that unknown and known samples seem to be separated from the result.
Class Classification
In addition, we observe the behavior of our method when the number of known classes increases. We add the samples of 10 classes which were not used in the previous setting. The 10 classes are the ones used as unknown samples in the source domain in [2] . In total, we conducted 21 class classification experiments in this setting. We also evaluate our method on VGG Table 2 . Accuracy (%) of experiments on Office dataset in 20 shared class situation. We used VGG Network to obtain the results.
Network. With regard to other details of the experiment, we followed the setting of the previous experiment. The results are shown in Table 2 . Compared to the baseline methods, the superiority of our method is clear. The usefulness of MMD and BP is not observed for this setting too. An examination of the result of adaptation from Amazon to Webcam (A-W) reveals that the accuracy of other methods is better than our approach based on OS* and OS. However, "ALL" of the measurements are inferior to our method. The value of "ALL" indicates the accuracy measured for all the samples without averaging over classes. Thus, the result means that existing methods are likely to recognize target samples as one of known classes in this setting. From the results, the effectiveness of our method is verified when the number of class increases.
Experiments on VisDA Dataset
We further evaluate our method on adaptation from synthetic images to real images. VisDA dataset [28] consists of 12 categories in total. The source domain images are collected by rendering 3D models whereas the target domain images consist of real images. We used the training split as the source domain and validation one as the target domain. We choose 6 categories (bicycle, bus, Table 3 . Accuracy (%) on VisDA dataset. The accuracy per class is shown.
car, motorcycle, train and truck) from them and set other 6 categories as the unknown class (aeroplane, horse, knife, person, plant and skateboard). The training procedure of the networks is the same as that used for Office dataset.
The results are shown in Table 3 . Our method outperformed the other methods in most classes and on average. Avg indicates the accuracy averaged over all classes. Avg known indicates the accuracy averaged over only known classes. In both evaluation metrics, our method showed better performance, which means that our method is better both at matching distributions between known samples and rejecting unknown samples in open set domain adaptation setting. In this setting, the known classes and unknown class should have different characteristics because known classes are picked up from vehicles and unknown samples are from others. Thus, in our method, the accuracy for the unknown class is better than that for the known classes. We further show the examples of images in Table 4 . Some of the known samples are recognized as unknown. As we can see from the three images, most of them contain multiple classes of objects or are hidden by other objects. Then, look at the second columns from the left. The images are categorized as motorcycle though they are unknown. The images of motorcycle often contain persons and the appearance of the person and horse have similar features to such images. In the third and fourth columns, we demonstrate the correctly classified known and unknown samples. If the most part of the image is occupied by the object of interest, the classification seems to be successful.
Experiments on Digits Dataset
We also evaluate our method on digits dataset. We used SVHN [33] ,USPS [34] and MNIST for this experiment. In this experiment, we conducted 3 scenarios in total. Namely, adaptation from SVHN to MNIST, USPS to MNIST and MNIST to USPS. These are common scenarios in unsupervised domain adaptation. The numbers from 0 to 4 were set as known categories whereas the other numbers were set as unknown categories. In this experiment, we also compared our method with two baselines, OSVM and MMD combined with OSVM. With Ground Truth Class → Predicted Class regard to OSVM, we first trained the network using source known samples and extracted features using the network, then applied OSVM to the features. When training CNN, we used Adam [35] with a learning rate 2.0 × 10 −5 . Adaptation from SVHN to MNIST In this experiment, we used all SVHN training samples with numbers in the range from 0 to 4 to train the network. With regard to the target samples, we used all samples in the training splits of MNIST.
Adaptation between USPS and MNIST When using the datasets as a source domain, we used all training samples with number from 0 to 4. With regard to the target datasets, we used all training samples.
Result The qualitative results are shown in Table 5 . Our proposed method outperformed other methods. In particular, with regard to the adaptation between USPS and MNIST, our method achieves accurate recognition. In contrast, the adaptation performance on for SVHN to MNIST is worse compared to the adaptation between USPS and MNIST. Large domain different between SVHN and MNIST causes the bad performance. We also visualized the learned features in Fig. 6 . Unknown classes (5∼9) are separated using our method whereas known classes are aligned with source samples. The method based on distribution matching such as BP [4] fails in adaptation for this open set scenario. When examining the learned features, we can observe that BP attempts to match all of the target features with source features. Consequently, unknown target samples are made difficult to detect, which is obvious from the qualitative results for BP. The accuracy of UNK in BP+OSVM is much worse than the other methods.
Application to Semi-supervised Open Set Recognition
In this section, we conduct experiments for the situation where we are provided with known samples and unlabeled samples. The domain of the known and unlabeled samples is the same. In this setting, the numbers from 0 to 4 are regarded as known and the others as unknown. For the labeled samples, we pick 1000 samples per class and rest of the samples are treated as unlabeled samples. We trained each method in the same way as done in the previous experiment. The result is demonstrated in Table 6 . OSVM performs well because there is no domain-shift between training and testing samples. In addition, our method mostly performed better than OSVM. With regard to the classification of SVHN, our proposed method seems to fail in classifying unknown samples. However, when combined with OSVM (Ours + OSVM), the accuracy improved dramatically, which indicates that the generator learned good representations to reject unknown samples whereas a good classifier was not trained in this setting.
Conclusion
In this paper, we proposed a novel adversarial learning method for open set domain adaptation. Our proposed method enables the generation of features that can separate unknown target samples from known target samples, which is definitely different from existing distribution matching methods. Moreover, our approach does not require unknown source samples. Through extensive experiments, the effectiveness of our method has been verified. This method can be utilized to standard open set recognition as the result in Sec. 4.5 demonstrates. Improving our method for the open set recognition will be our future work.
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A Detail of Experiments
In this supplementary material, we describe the details of experiments which are not included in our main paper due to a limit of space. The experimental setting of baseline methods are provided in this material.
A.1 Training Detail for Experiments on Office and VisDA Dataset
Experiments on Office With regard to the experiments on Office dataset, the batch-size was set as 32 and accuracy after 500 epoch was reported in all settings. Regarding to other baseline methods, MMD [6] and BP [4] , the same architecture was utilized for training. With regard to these methods, since the performance dropped around 50 epochs, we reported the accuracy at 50 epochs. To obtain the results of MMD, we calculated the MMD between source and target features at the top layer of generator. We use 5 RBF kernels with the following standard deviation parameters: 
The training of BP was similar to our method, namely, the domain classifier was attached to the top layer of the feature generator networks. The original method utilized the learning rate decay to train a model. However, we did not utilize it because no improvement was observed. The training details of these baseline methods are almost the same for other experiments. The threshold value of open set SVM was fixed as 0.1, which was a default value of the SVM. Experiments on VisDA Dataset The accuracy after training 10 epoch was reported with regard to all methods. The other hyper-parameters are the same as the ones used in Office experiment.
Experiments on Digits Dataset We introduce the network architectures used in the experiments in Table 7 . Leaky ReLU was utilized for this experiments. The batch-size was set as 128 in this experiment. The accuracy after 200 epoch was reported in all settings. The same architecture was used for training other baselines OSVM, MMD and BP. Table 7 . Network architecture used for digits experiments. Leaky ReLU and Batch Normalization layer were used after every layer except for the classifier layer.
B Additional Experimental Results
Other results are shown in this section. Obtained features in adaptation from svhn to mnist are visualized in Fig. 7 .
