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ABSTRACT 
 In traditional forensic DNA casework, the inclusion or exclusion of individuals who 
may have contributed to an item of evidence may be dependent upon the assumption on 
the number of individuals from which the evidence arose. Typically, the determination of 
the minimum number of contributors (NOC) to a mixture is achieved by counting the 
number of alleles observed above a given analytical threshold (AT); this technique is 
known as maximum allele count (MAC). However, advances in polymerase chain reaction 
(PCR) chemistries and improvements in analytical sensitivities have led to an increase in 
the detection of complex, low template DNA (LtDNA) mixtures for which MAC is an 
inadequate means of determining the actual NOC. Despite the addition of highly 
polymorphic loci to multiplexed PCR kits and the advent of interpretation softwares which 
deconvolve DNA mixtures, a gap remains in the DNA analysis pipeline, where an effective 
method of determining the NOC needs to be established. 
 The emergence of NOCIt — a computational tool which provides the probability 
distribution on the NOC, may serve as a promising alternative to traditional, threshold-
based methods. Utilizing user-provided calibration data consisting of single source samples 
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of known genotype, NOCIt calculates the a posteriori probability (APP) that an evidentiary 
sample arose from 0 to 5 contributors. The software models baseline noise, reverse and 
forward stutter proportions, stutter and allele dropout rates, and allele heights. This 
information is then utilized to determine whether the evidentiary profile originated from 
one or many contributors. In short, NOCIt provides information not only on the likely 
NOC, but whether more than one value may be deemed probable. In the latter case, it may 
be necessary to modify downstream interpretation steps such that multiple values for the 
NOC are considered or the conclusion that most favors the defense is adopted.  
Phase I of this study focused on establishing the minimum number of single source 
samples needed to calibrate NOCIt. Once determined, the performance of NOCIt was 
evaluated and compared to that of two other methods: the maximum likelihood estimator 
(MLE) — accessed via the forensim R package, and MAC. Fifty (50) single source samples 
proved to be sufficient to calibrate NOCIt, and results indicate NOCIt was the most 
accurate method of the three. 
Phase II of this study explored the effects of template mass and sample complexity 
on the accuracy of NOCIt. Data showed that the accuracy decreased as the NOC increased: 
for 1- and 5-contributor samples, the accuracy was 100% and 20%, respectively. The 
minimum template mass from any one contributor required to consistently estimate the true 
NOC was 0.07 ng — the equivalent of approximately 10 cells’ worth of DNA. 
Phase III further explored NOCIt and was designed to assess its robustness. 
Because the efficacy of determining the NOC may be affected by the PCR kit utilized, the 
results obtained  from NOCIt analysis of 1-, 2-, 3-, 4-, and 5-contributor mixtures amplified 
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with AmpFlstr® Identifiler® Plus and PowerPlex® 16 HS were compared. A positive 
correlation was observed for all NOCIt outputs between kits. Additionally, NOCIt was 
found to result in increased accuracies when analyzed with 1-, 3-, and 4-contributor 
samples amplified with Identifiler® Plus and with 5-contributor samples amplified with 
PowerPlex® 16 HS. The accuracy rates obtained for 2-contributor samples were equivalent 
between kits; therefore, the effect of amplification kit type on the ability to determine the 
NOC was not substantive. 
 Cumulatively, the data indicate that NOCIt is an improvement to traditional methods 
of determining the NOC and results in high accuracy rates with samples containing 
sufficient quantities of DNA. Further, the results of investigations into the effect of 
template mass on the ability to determine the NOC may serve as a caution that forensic 
DNA samples containing low-target quantities may need to be interpreted using multiple 
or different assumptions on the number of contributors, as the assumption on the number 
of contributors is known to affect the conclusion in certain casework scenarios.  As a 
significant degree of inaccuracy was observed for all methods of determining the NOC at 
severe low template amounts, the data presented also challenge the notion that any DNA 
sample can be utilized for comparison purposes. This suggests that the ability to detect 
extremely complex, LtDNA mixtures may not be commensurate with the ability to 
accurately interpret such mixtures, despite critical advances in software-based analysis. In 
addition to the availability of advanced comparison algorithms, limitations on the 
interpretability of complex, LtDNA mixtures may also be dependent on the amount of 
biological material present on an evidentiary substrate. 
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1. Introduction 
1.1. Overview 
Since minisatellites were first described by Gill et al. as hypervariable regions of 
deoxyribonucleic acid (DNA) from which individualizing DNA ‘fingerprints’ of forensic 
relevance may be derived, typing of short tandem repeat (STR) markers has emerged as 
the most widely-utilized strategy in human identification [1, 2]. STRs are repeat units, 2–
7 base pairs (bp) in length, which are found throughout the human genome [3]. STR typing 
methodology follows a series of steps which typically include: 1) extraction of DNA from 
its biological source, 2) quantitation of DNA via quantitative real-time polymerase chain 
reaction (qPCR), 3) multiplexed amplification of targeted STRs via polymerase chain 
reaction (PCR), 4) STR allele size separation by capillary electrophoresis (CE), and 5) 
production of an electropherogram (EPG). The EPG consists of a set of peaks plotted as 
fluorescence versus size in bp, where size is used as a proxy for time of migration through 
the capillary to detection. Interpretation of the EPG follows — often with the aid of data 
analysis software. Comparison of an evidentiary EPG to known profiles occurs, and a 
statistical analysis to indicate the strength of the match is subsequently conducted [4]. 
Advances in laser and detection technologies and PCR chemistries have made possible 
the detection of small quantities of DNA. Levels below 200 picograms (pg) — commonly 
referred to as low template DNA (LtDNA), are now commonly encountered and interpreted 
in forensic laboratories [5–7]. The ability to successfully acquire EPG signal from lower 
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levels of DNA has led to an increase in the demand to process multi-source, mixture 
samples [8].  
The presence of artifacts and stochastic phenomena in an EPG can complicate the 
discernment of contributor genotypes in a mixture. For example, the detection of PCR 
products one repeat shorter than an allele (reverse stutter), the detection of extraneous 
peaks (drop-in), and the failure to detect an allele (dropout) can all complicate DNA 
interpretation [7]. Additionally, because most commercially available STR amplification 
kits are optimized for use with 0.5–1.5 nanograms (ng) of DNA, amplification of less than 
0.5 ng leads to increased stochastic variation, such as peak height imbalance, which can 
further confound mixture interpretation [8, 9]. 
In response to the increased prevalence of complex, LtDNA mixtures in forensic 
casework, several software packages have been developed to supplement or replace manual 
interpretation. Semi-continuous or discrete methods, which utilize information regarding 
the number of allelic peaks observed in a sample, include the LRmix module of the 
forensim package for R, LikeLTD, and Lab Retriever [10–13]. Fully-continuous methods, 
which maximize use of quantitative information present in an EPG and implement 
mathematical modeling of peak heights, stutter, dropout, and drop-in, include STRmixTM 
and TrueAllele® [13–15]. The latter assign a weight to different genotypes present in a 
sample and are therefore considered probabilistic genotyping methods.  
All currently available DNA interpretation softwares require the user to specify a value 
for the number of contributors (NOC) to the sample prior to analysis [16]. Despite advances 
in software-based analysis, the interpretation of complex, LtDNA mixtures continues to 
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pose a challenge to the forensic science community, as the capacity to correctly deconvolve 
and statistically assess such mixtures is dependent upon the accuracy of the NOC 
assumption. If the assumption on the NOC is inaccurate, downstream analyses, which 
include genotype deconvolution and statistical interpretation, will also be inaccurate.  
 This work seeks to evaluate three methods of determining the NOC which include 
classical, threshold-based methods such as the maximum allele count (MAC) and the 
maximum likelihood estimator (MLE), as well as NOCIt — a computational tool which 
determines the NOC to DNA samples containing all template levels. The effects of 
template mass, sample complexity, and STR amplification kit type on the ability to 
correctly determine the NOC are considered using mock-casework samples consisting of 
1–5 contributors and 0.25–0.008 ng template DNA. Additionally, assessments as to the 
viability of utilizing low template samples for purposes of comparison are discussed.  
1.2. Maximum Allele Count 
 Using MAC, the minimum NOC to a sample is determined by totaling the number 
of alleles observed at each locus, dividing the total by two, and rounding up to the nearest 
whole number; the NOC is then set to the largest value obtained across all loci in a given 
sample. Currently, MAC is a commonly used method to determine the NOC [9]. Section 
3.4 of the 2010 Interpretation Guidelines for Autosomal STR Typing by Forensic DNA 
Testing Laboratories, as set-forth by the Scientific Working Group on DNA Analysis 
Methods (SWGDAM), suggests that “the minimum number of contributors to a mixed 
sample can be determined based on the locus that exhibits the greatest number of allelic 
peaks” [17]. The DNA commission of the International Society of Forensic Genetics 
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(ISFG) similarly recommends that “the number of alleles observed per locus… go into 
deciding how many contributors to condition on” [18]. 
 Despite its widespread practice, MAC is problematic when used with complex, 
higher-order mixtures which are likely to exhibit allele sharing. When different 
contributors present one or more of the same alleles at a locus, the number of observed 
alleles is an underrepresentation of the NOC to the sample. To illustrate this problem, 
Paoletti et al. used 959 single source profiles — each consisting of 13 STRs, to create 
conceptual mixtures of all possible combinations of 3- and 4-person mixtures and observed 
that the MAC method risked mischaracterizing 3.39% of 3-person mixtures as 2-person 
mixtures and 76.34% of 4-person mixtures as 3- or 2-person mixtures [19]. Additionally, 
when the locus containing the greatest number of alleles was excluded from analysis, 
18.28% of 3-person mixtures were mischaracterized as 2-person mixtures, yielding Paoletti 
et al. to conclude MAC to be “not very reliable in predicting the number of contributors to 
mixed forensic DNA samples” [19].  
 Using the loci present in the AmpFlSTR® SGM Plus® kit, Buckleton et al. obtained 
results similar to those summarized above. They determined the probability of observing 
1, 2, 3, 4, 5, and 6 alleles at each locus for 10,000 simulated 3-contributor mixtures and 
found that 3.3% of the mixtures analyzed would present 4 or fewer alleles across all loci 
tested. This implies that 3.3% of 3-person mixtures tested would be mischaracterized as 2- 
or 1-person mixtures if the MAC method was employed. Similarly, Buckleton et al. 
determined the probability of observing 1–8 alleles at each locus for 10,000 simulated 4-
contributor mixtures. Their findings indicate that 66% of the 4-contributor mixtures 
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analyzed would present 6 or fewer alleles across all loci tested; using MAC, the NOC to 
these mixtures would be mischaracterized as 3 or fewer. Buckleton et al. concluded that 
“the optimal approach is to see fully quantitative models that can assess Pr(nc = i, H) for 
varying numbers of contributors” [20]. Despite these findings, the use of MAC in forensic 
laboratories across the United States and Europe endures. 
1.3. Total Allele Count 
In addition to MAC, other allele counting methods have been proposed. For 
example, Perez et al. examined an approach based on the total allele count for low and high 
template DNA mixtures. Their study was the first of its kind to assess a method of 
determining the NOC using mock-casework samples. For low template investigations, the 
authors utilized 728 2-, 3-, and 4-contributor mixtures amplified in triplicate with the 
AmpFlstr® Identifiler® Plus kit. Each LtDNA mixture was restricted to a total template 
mass of 100 pg. For each mixture, the authors determined the total number of alleles 
appearing in at least two of the three replicate EPGs; the average value was 43.76, 55.73, 
and 64.14 for 2-, 3-, and 4-contributor mixtures, respectively. Because a distinct average 
was obtained for each NOC tested, the authors proposed a set of guidelines to assist in 
distinguishing 2-, 3-, and 4-contributor mixtures based on the total number of alleles 
observed in an EPG as well as the number of alleles observed per locus [21].  
Although the average total number of alleles observed in the 2-, 3-, and 4-
contributor LtDNA mixtures tested was distinct, the ranges of the total number of alleles 
overlapped; the calculated ranges were 27–54, 42–66, and 53–75 for the 2-, 3-, and 4-
contributor mixtures, respectively. Because the minimum total number of alleles observed 
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in the 4-contributor samples was lower than the maximum total number of alleles observed 
in the 2-contributor samples, underestimates of the NOC would be significant with LtDNA 
samples using this method [21].  
In response to the work summarized above, Jamieson et al. raise several concerns. 
Among them, they cite a lack of detail in the methods utilized by Perez et al. which would 
make reproducing their experiments difficult. Jamieson et al. also state that the data 
provided is insufficient and does not lend itself to a thorough evaluation of the guidelines 
proposed [22]. Further deficiencies in the work of Perez et al. are evident. First, their 
method does not explicitly consider allele frequencies. Second, their proposed guidelines 
are specific to the laboratory protocol utilized. For example, if any parameters are altered 
— such as the amplification kit, analytical threshold, or stutter threshold(s), the total 
number of alleles observed for a given NOC would change and the guidelines proposed 
would become irrelevant. Unless every forensic laboratory were to implement the exact 
procedure described by Perez et al., their method of determining the NOC could not be 
universally implemented; a system which lacks the potential to be universally adopted has 
obvious disadvantages. Finally, the authors utilize a consensus profiling approach wherein 
alleles are assigned to the consensus profile only if they appear in a certain number of 
replicate amplifications. Benschop et al. also advocate the merits of determining the NOC 
using consensus profiling, but this approach inherently assumes that there is sufficient 
sample extract to carry out multiple amplification reactions; this may not be true for 
LtDNA mixtures [23]. 
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1.4. Bayesian Approaches 
  Several probabilistic alternatives to counting-based methods of determining the 
NOC have been described. Biedermann et al. proposed a Bayesian network approach which 
provides a probability distribution for a given range of contributors based on the observed 
set of alleles in an evidentiary EPG and their relative frequencies. The authors employed a 
Brier score wherein comparatively better results are obtained with the method that 
produces a score closer to zero. Utilizing eight sets of 100 simulated mixtures ranging from 
2 to 4 contributors, Biedermann et al. determined that the Bayesian network approach 
consistently resulted in lower Brier scores compared to MAC. Their results indicated that 
MAC performed best with 2-contributor mixtures, but that the Bayesian network approach 
consistently outperformed MAC across all NOCs tested [24]. Although the Bayesian 
network approach resulted in minimized Brier scores, the method suffers shortcomings in 
that it does not utilize quantitative information present in the EPG, such as peak height 
data. 
 Tvedebrink presented a method of evaluating the probability distribution of the 
number of contributors given the number of alleles observed per locus utilizing Bayes’ 
Theorem, as shown below: 
𝑃(𝑚 | 𝑛0, 𝑙) =
𝑃(𝑛0, 𝑙 | 𝑚) 𝑃(𝑚)
𝑃(𝑛0, 𝑙)
 
The probability of observing a number of alleles, n0, at locus l given m contributors is 
calculated. This value is then multiplied by P(m) — a prior distribution on the number of 
contributors. The numerator is then divided by P(n0,l). This approach to determining the 
(Equation 1) 
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NOC is derived from a method of characterizing the exact distribution of the number of 
alleles in a DNA mixture given m contributors [25]. 
 The approach proposed by Tvedebrink was tested with one casework mixture 
exhibiting more than two alleles at each of the 10 loci amplified by the AmpFlSTR® SGM 
Plus® kit. The posterior probabilities that the sample arose from 3 and 4 contributors were 
93.3% and 6.7%, respectively. When loci containing five or greater alleles were omitted 
from computation, the posterior probabilities for 2, 3, and 4 contributors changed to 41.3%, 
58.3%, and 0.4%, respectively [25]. In the latter case, the approach taken by Tvedebrink 
suggests that the sample most likely arose from 3 contributors, where the minimum NOC 
to the sample computed using the MAC method is 2. 
 Similar to the work of Biedermann et al., Tvedebrink’s approach omits use of 
quantitative data. Further, the study failed to assess the method’s accuracy on a large 
sampling of either simulated or mock-casework mixtures. Although the one casework 
example provided seems to suggest that the probabilistic approach outperforms MAC, the 
calculated posterior probabilities are dependent upon the prior distribution on the number 
of contributors. For 2- and 3-contributor mixtures, this value was fixed to 0.30 and 0.26, 
respectively, implying that 2-contributor mixtures are encountered nearly as frequently as 
3-contributor samples [25]. To warrant further consideration, the work of Tvedebrink must 
be extended to include evaluations of more than one sample.  
1.5. Maximum Likelihood Estimator 
An early formulation of the maximum likelihood estimator was proposed by 
Egeland et al. and further developed by Haned et al. as part of forensim, an R package 
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designed for the statistical interpretation of forensic DNA mixtures [26]. Forensim is 
accessed using any number of freely-available Graphical User Interfaces (GUIs) 
compatible with the R programming language [27]. The likelihood estimator functions 
calculate the likelihood of observing a set of alleles in an evidentiary profile, contingent on 
the NOC to the sample, based solely on the frequency of those alleles in a given population. 
The maximum likelihood estimator, achieved by executing the likestim command (see 
Appendix A), calculates the number of contributors which maximize the likelihood across 
all loci as follows: 
 
max𝑗=1,2,3… ∏ 𝐿A
A
(𝑥 = 𝑗) 
The likelihood, L, of observing x individuals contributing the alleles observed at locus A, 
is computed. The product across all loci is then calculated, and the number of contributors, 
j, yielding the largest likelihood value, is considered the most likely number of contributors 
to the sample [28]. Other likelihood estimator functions within the forensim package 
include likestim.loc, which computes the number of contributors which maximize the 
likelihood at each locus, and lik, which determines the likelihood given n contributors, 
where the value of n is specified by the user (see Appendix A) [27, 29, 30].  
Utilizing 1,000 simulated mixtures of 2–5 contributors, Haned et al. determined 
that the MLE and MAC methods yielded accuracies in excess of 90% for 2- and 3-
contributor samples. However, the accuracies obtained for 4- and 5-contributor mixtures 
were 2- to 15-fold higher for 4- and 5-contributors mixtures analyzed with MLE compared 
(Equation 2) 
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to MAC. Haned et al. also investigated the effect of complete locus dropout on the ability 
to correctly characterize higher-order mixtures and found that for 4- and 5-contributor 
samples, MLE was more robust to partial profiles than MAC [28]. Similar to the methods 
discussed above, MLE only considers the presence or absence of alleles. MLE also relies 
upon the use of analytical and stutter thresholds which often lead to data loss [31]. Further, 
MLE does not utilize important quantitative information such as peak heights which may 
give indications as to the NOC to a mixture. 
1.6. NOCIt 
NOCIt is a computational tool developed by Swaminathan et al. which determines 
the NOC to DNA samples by interpreting all data generated by autosomal STR signal, 
including baseline noise [32]. NOCIt computes the likelihood that n unrelated individuals 
contributed to a sample via a Monte Carlo sampling process during which genotypes for 
the n contributors are chosen based on the allele frequencies provided, and the ratio of the 
n contributors to the mixture is selected from a uniform distribution. Modeling of baseline 
noise, reverse and forward stutter proportions, dropout rates, and allele heights is also 
performed. The likelihood of observing the peak heights at each locus given the genotypes 
of the contributors, the mixture ratio, and the template DNA mass is computed using peak 
height information generated by examining single source calibration samples of known 
genotype. The output is presented as a probability distribution over 0 to 5 contributors, 
providing the a posteriori probability (APP) that n contributors gave rise to the evidence 
profile [33, 34].  
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The work of Norsworthy et al. demonstrates that allele dropout has an impact on 
the ability to determine the NOC [35]. Thus, to obtain an estimate on the NOC, simulated 
sample analyses which employ a binary approach and focus only on effects of allele 
overlap are insufficient for LtDNA interpretation. Rather, a continuous method which 
evaluates the probability of observing an evidentiary DNA profile given the NOC (i.e. Pr(E 
│NOC)) while utilizing all qualitative and quantitative information present in an EPG is 
necessary.  
The study undertaken by Swaminathan et al. is different from that of others 
discussed above in that it evaluates multiple methods of inferring the NOC using simulated 
mixtures as well as a significant number of mock-casework samples. Using 40 simulated 
mixtures ranging from 2–5 contributors, the performance of NOCIt was evaluated and 
compared to that of MLE and MAC. For NOCIt and MLE, the authors employed two 
different forms of computing the accuracy —the maximum APP (MAP) estimate and the 
1% APP threshold, and observed that the accuracy of the 1% APP threshold consistently 
exceeded that of the MAP estimate (see Section 3.2.1.). For the simulated mixtures 
analyzed, the accuracies were 100%, 95%, and 55% for the 1% APP threshold of NOCIt, 
the 1% APP threshold of MLE, and MAC, respectively [33].  
The performances of NOCIt, MLE, and MAC were also tested with 93 mock-
casework samples ranging from 1–5 contributors. This set of mixtures was analyzed at 
three different injection times, and injection time was subsequently determined to be of 
insignificant impact on the accuracy of the NOC determination for all methods examined. 
MLE and MAC resulted in similar accuracies for 1-, 2-, and 3-contributor samples; 
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however, MLE outperformed MAC for 4- and 5-contributor mixtures. NOCIt resulted in 
the highest accuracies across all NOCs tested and correctly identified the number of 
contributors in 83% of the mock-casework samples analyzed [33].  
The work of Swaminathan et al. provides foundational support for NOCIt as a 
viable method of determining the NOC to forensic DNA mixtures and highlights the value 
of a probabilistic interpretation system which utilizes peak height information. However, 
the mock-casework samples utilized in their experiments were restricted to those for which 
the template DNA mass of the minor contributor was at least 0.013 ng. Because extreme 
samples are often encountered in forensic casework, a valuable extension of the work of 
Swaminathan et al. would entail testing the performance of NOCIt with samples for which 
the mass of the minor contributor is unrestricted.  
1.7. Impact of the Number of Contributors Estimate 
1.7.1. Genotype Deconvolution 
The assumption on the NOC to a complex, low template mixture is of particular 
importance when deducing contributor genotypes as the next step in the interpretation 
pipeline is to evaluate whether a person of interest (POI) could have contributed to an item 
of evidence. Figure 1 depicts a portion of a mock evidence EPG obtained from a complex 
mixture. In this example, selecting two possible, but different, values for the NOC results 
in two different conclusions regarding the inclusion or exclusion of a potential contributor.  
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Figure 1. A portion of a mock evidence EPG obtained from analysis of a complex mixture. 
Loci D8S1179, D21S11, and D7S820 are shown. 
 
If this profile is compared to a POI’s standard profile consisting of alleles 14, 16; 26, 
31.2; and 8, 9 at loci D8S1179, D21S11, and D7S820, respectively, then the conclusion 
would be dependent on the assumed NOC. Utilizing the MAC method, the minimum NOC 
is 3, and if the minimum NOC is taken as the actual NOC, then the POI would be excluded 
as a contributor to the mixture [34]. However, due to a significant probability of dropout 
typically observed with LtDNA mixtures, it is possible that the minimum NOC, determined 
by MAC, is an underestimate of the true NOC [35, 36]. Thus, if the NOC to the mixture 
was assumed to be 4 or more, the non-detection of the 26 allele at D21S11 would no longer 
justify excluding the POI, and a more fitting conclusion would be ‘inconclusive.’ From a 
practical perspective, this example illustrates the value of a probability distribution: It 
would be helpful to present the trier-of-fact with the probability that the sample arose from 
3 or 4 contributors, a measurement which may or may not lend credence to the conclusion 
offered.  
1.7.2. Statistical Interpretation 
 Section 4.1 of the SWGDAM Interpretation Guidelines for Autosomal STR Typing 
by Forensic DNA Testing Laboratories declares that laboratories “must perform statistical 
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analysis in support of any inclusion that is determined to be relevant in the context of a 
case, irrespective of the number of alleles detected and the quantitative value of the 
statistical analysis” [17]. That is, even in the case of complex, LtDNA mixtures, when a 
POI is included as a potential contributor, a statistic of the strength of the evidence must 
be indicated. The SWGDAM guidelines recommend the following statistics as suitable for 
characterizing mixtures: the random match probability (RMP) restricted with quantitative 
peak height data, the combined probability of inclusion/exclusion (CPI/CPE) also known 
as random man not excluded (RMNE), and the likelihood ratio (LR) [17]. 
 The DNA Commission of the ISFG makes similar recommendations regarding the 
relevance of a statistic when reporting inclusions; however, unlike SWGDAM, it advocates 
that the LR is the preferred statistic, stating, “the weight of the evidence should be 
expressed following likelihood ratio principles” [36]. The LR is considered advantageous 
because it can incorporate probabilities of stutter and dropout [6, 36–39].  
According to the DNA Commission, although use of RMNE is attractive because 
it does not require an assumption on the NOC, its application inherently assumes that all 
alleles are present, making it a poor choice for the statistical assessment of complex, 
LtDNA mixtures which characteristically exhibit dropout [13, 36]. With regard to the RMP 
statistic, the DNA Commission notes that in comparison to the LR, it is less informative.  
 Accepting the recommendation that the LR is the optimal way of indicating match 
strength, the importance of the NOC estimate is newly apparent. The LR consists of a ratio 
of competing hypotheses where the numerator and denominator can be conditioned on 
different assumptions on the NOC as follows: 
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LR = 
Pr(𝐸|𝐻𝑃, 𝑛)
Pr(𝐸|𝐻𝑑 , 𝑛)
 
The probability of observing the evidence given the theory or hypothesis of the prosecution 
(Hp) given n contributors, is divided by the probability of observing the evidentiary alleles 
given the hypothesis of the defense (Hd). The Hp term typically implies that the evidentiary 
DNA profile contains signal from the POI, while the Hd term asserts that the source of the 
signal was other individuals [36]. For example, if the prosecution theorizes that an 
evidentiary profile is comprised of 2 contributors, while the defense contends that the 
evidentiary profile is comprised of 3 contributors, the differences in their hypotheses may 
be accounted for in the LR. If the computed value is greater than 1, the prosecution’s 
hypothesis is favored. 
Taylor et al. recently proposed a formulation of the LR where the uncertainty 
associated with the NOC to a sample is accounted for in the mathematics. As a result, a 
precise assumption on the NOC does not have to be made, and instead, a range of NOC, 
derived from weighted genotypes, may be utilized [16]. Though an important 
advancement, the run times of such algorithms may be too burdensome to be of practical 
use in forensic casework. Additionally, the proposed formulation may be incongruous with 
the goals of a criminal investigation where it may be of interest to present how many 
individuals handled or contributed to an item of evidence. Here, the need to accurately 
determine the NOC persists. 
 
(Equation 3) 
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2. Determination of the Minimum Number of Samples Needed to Calibrate NOCIt 
2.1. Methods 
2.1.1. NOCIt Analysis Set-Up 
Prior to NOCIt analysis, the user must format and input three files: a calibration 
file, an allele frequency file, and an evidentiary profile or sample file. All must be saved as 
comma-separated values (CSV) file types and must be inter-compatible (i.e. the loci in the 
sample file must correspond to the loci present in the calibration and allele frequency files). 
The calibration file, depicted in Figure 2, consists of single source samples of 
known genotype typically exported from GeneMapper® ID-X (or an equivalent genotyping 
software) as genotype tables. The calibration file is formatted such that the first row 
contains headers, and the following rows contain allelic information organized by locus 
within a given sample. The first column contains general information about the sample, the 
second column contains the target mass of the sample, and the known genotype at a given 
locus is specified in the third and fourth columns. The fifth and sixth columns, labeled 
“Marker” and “Dye,” contain the locus name and corresponding color channel, and the 
remaining columns contain the repeat number, size, and height for all alleles called within 
a given locus [32]. 
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Figure 2. NOCIt calibration file format. 
The allele frequency file, depicted in Figure 3, consists of the allele frequencies 
associated with the one population the user desires to test. The first row contains headers, 
and the remaining rows contain frequency information organized by allele within a given 
locus. The first column contains the locus, the second column contains the allele, and the 
third column contains the frequency for the given allele [32]. 
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Figure 3. NOCIt allele frequency file format. 
The sample file, depicted in Figure 4, consists of the desired unknown or 
evidentiary profile to be analyzed, typically exported from GeneMapper® ID-X (or an 
equivalent genotyping software) as a genotype table. The first row contains headers, and 
the remaining rows contain allelic information organized by locus. The first column 
contains general information about the sample, the second and third columns, labeled 
“Marker” and “Dye,” contain the locus name and corresponding color channel, and the 
remaining columns contain the repeat number, size, and height for all alleles called within 
the given locus [32]. 
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Figure 4. NOCIt sample file format. 
All files are uploaded to the NOCIt user interface, shown in Figure 5. In the “Output 
file” text input, the user must specify the desired path for the results file, saved as a text 
(TXT) file type. The user must also provide a numerical value greater than zero for the 
template mass of the evidentiary sample (in ng) as well as an integer value (from 0 to 5) 
for the maximum number of contributors (Nmax) for which the user desires a computed 
likelihood.   
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Figure 5. NOCIt v1.5 user interface. 
2.1.2. Preparation of Single Source Samples for Calibration 
Single source profiles were obtained by extracting DNA from the whole blood of 
95 individuals using phenol/chloroform purification and alcohol precipitation. The extracts 
were quantified using Quantifiler® Duo (Life Technologies, Carlsbad, CA) on the Applied 
Biosystems® 7500 (Applied Biosystems, Foster City, CA) using the manufacturer’s 
recommended thermalcycling protocol and a validated, universal calibration curve [40, 41]. 
The samples were amplified on the GeneAmp® PCR Amplification System 9700 with a 
gold sample block (Applied Biosystems, Foster City, CA) using AmpFlstr® Identifiler® 
Plus (Life Technologies, Carlsbad, CA) following the manufacturer’s recommended 
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protocol (29 cycles) at the following target masses: 0.25, 0.125, 0.063, 0.047, 0.031, 0.016, 
0.008 ng [42].  
All samples were injected for 10 seconds (s) at 3 kilovolts (kV) on the Applied 
Biosystems® 3130 Genetic Analyzer (Applied Biosystems, Foster City, CA), and resultant 
electropherograms were analyzed with GeneMapper® ID-X v1.1.1 (Applied Biosystems, 
Foster City, CA) at 1 relative fluorescent unit (RFU). Artifacts such as pull-up, complex 
pull-up, and minus A were manually removed. Pull-up was defined as a peak which appears 
in the same position (±0.3 bases) as an allelic peak in another color channel and has a peak 
height of 5% or less of the allelic peak. Complex pull-up was defined as a peak with a 
plateau-like shape located between two adjacent allelic peaks in a different color channel. 
Minus A was defined as a peak one base shorter in size (± 0.3 bases) than an allelic peak. 
There were no height restrictions for the complex pull-up and minus A artifacts. The 
filtered genotype table for each sample was exported from GeneMapper® ID-X as a CSV 
file. 
2.1.3. Calibration and Allele Frequency File Preparation  
The filtered genotype tables for the single source profiles obtained in Section 2.1.2. 
comprised 95 samples amplified at seven targets masses per sample. The genotype tables 
were used to produce seven calibration files containing the following numbers of samples: 
95, 80, 65, 50, 35, 20, and 15. The calibration files were created by selecting the desired 
number of samples, at random, from the 95-sample pool. All calibration files were 
formatted as specified in Section 2.1.1. and saved as CSV files [32]. An allele frequency 
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file was created from the Caucasian allele frequencies provided in the AmpFlstr® 
Identifiler® Plus User’s Guide and formatted as specified in Section 2.1.1. [42]. 
2.1.4. Mixture Preparation and NOCIt Analysis 
 A subset of the single source extracts and corresponding quantitation values 
obtained above were used to prepare a set of 30 mixtures. The number of each type of 
mixture prepared, as well as the range of template masses and contributor ratios tested, is 
specified in Table 1. The quantitation values were used to calculate the appropriate volume 
of each single source extract to combine based on the desired number of contributors to the 
mixture and the contributor ratio. Where necessary, dilutions were prepared in tris-
ethylenediaminetetraacetic acid (TE) buffer.   
 Table 1. The number of each mixture type prepared and the range of template masses and 
contributor ratios tested for calibration experiments. 
 
NOC 1 2 3 4 5 TOTAL 
Number 
Prepared 
 
7 
 
8 
 
7 
 
3 
 
5 
 
30 
 
Template 
Mass (ng) 
 
0.25-
0.008 
0.25-
0.008 
0.25-
0.063 
0.25 0.25  
Contributor 
Ratio 
N/A 1:1- 
1:19 
1:1:1- 
1:9:9 
1:1:1:1- 
1:4:4:1 
1:1:1:1:1- 
1:1:4:4:1 
 
 
The mixtures were quantified with Quantifiler® Duo on the Applied Biosystems® 
7500 and amplified on the GeneAmp® PCR Amplification System 9700 with a gold sample 
block using AmpFlstr® Identifiler® Plus (29 cycles) at the desired target masses. All 
mixtures were injected for 10 s at 3 kV on the Applied Biosystems® 3130 Genetic Analyzer, 
and resultant electropherograms were analyzed with GeneMapper® ID-X v1.1.1 at 1 RFU. 
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Artifacts such as pull-up, complex pull-up, and minus A were manually removed in 
accordance with the filtering criteria specified for single source samples. Additionally, 
instances of dissociated dye, defined as a blob-shaped peak appearing in the same location 
and color channel across multiple profiles, were manually removed. The filtered genotype 
table for each mixture was exported from GeneMapper® ID-X and saved as a CSV file with 
sample formatting as specified in Section 2.1.1. Each mixture was analyzed on NOCIt v1.5 
with the set of seven calibration files prepared above, utilizing the Caucasian allele 
frequency file and analyzing at Nmax=5. 
2.2. Results 
2.2.1. A Representative Result 
Figure 6 shows the resultant a posteriori probability of NOCIt analysis of a 5-
contributor mixture (0.25 ng template mass, 1:2:2:2:1 contributor ratio). The sample was 
analyzed  at Nmax=5 with a calibration file containing 95 single source samples, and 
Caucasian allele frequencies from the AmpFlstr® Identifiler® Plus User’s Guide were 
utilized [42]. For each value of n (0 to 5), NOCIt reports the probability that the sample 
analyzed was composed of n contributors. The probability distribution indicates that NOCIt 
correctly estimated the most likely NOC (NOCItmax) as 5, which corresponds to the known 
NOC to the sample (NOCknown). Due to uncertainty evolving from the inherently complex 
nature of the sample, the results also indicate that there is a significant, non-zero probability 
that the sample arose from 4 contributors. To illustrate the complexity of this sample, a 
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portion of the EPG is depicted in Figure 7. Utilizing the MAC method with an analytical 
threshold (AT) of 50 RFU, the minimum NOC is 4.  
 
Figure 6. Results of NOCIt analysis of a 5-contributor mixture. The computed probability 
that the sample arose from n contributors is displayed. 
 
 
 
 
 
   
 
Figure 7. The blue color channel of the EPG obtained from the 5-contributor mixture 
analyzed above (0.25 ng template mass, 1:2:2:2:1 contributor ratio). Known contributor alleles are 
labeled. 
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2.2.2. Minimum Number of Samples Needed to Calibrate NOCIt 
It was empirically determined that 50 single source samples are sufficient to 
calibrate NOCIt. Figure 8 depicts the proportion of true positive NOCIt outputs versus the 
proportion of false positive NOCIt outputs for each calibration file. The most likely NOC 
estimated by NOCIt (NOCItmax) was compared to NOCknown. A true positive was defined 
as NOCItmax = NOCknown, while a false positive was defined as NOCItmax ≠ NOCknown. The 
true positive proportion was calculated by dividing the number of true positive outputs by 
the total number of outputs; the false positive proportion was computed similarly. As 
shown, the calibration files containing 95–50 samples all resulted in true positive and false 
positive proportions of 100% and 0%, respectively. When the calibration file contained 
fewer than 50 samples, the true positive proportion decreased and the false positive 
proportion increased, resulting in reduced accuracy values. It should be noted that the 
calibration file containing 35 samples resulted in only one error: Analysis of a 1-contributor 
sample resulted in a NOCItmax estimation of 2-contributors, likely due to an incidence of 
forward stutter in excess of 2% (RFU N+4 peak/RFU N peak). However, the calibration 
files containing 20 and 15 samples resulted in more errors, particularly when analyzed with 
higher-order mixtures. 
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Figure 8. The proportion of true positive versus the proportion of false positive NOCIt 
outputs for each calibration file. The number of samples in the calibration file is specified beside 
each point. 
 
Additionally, it was observed that certain functionalities of NOCIt, such as the 
ability to model forward stutter at some loci, became compromised when 20 or fewer 
calibration samples were used. When 15 or fewer calibration samples were used to calibrate 
NOCIt, some loci were excluded from probability calculations. Because the models for 
stutter, peak height, and dropout only utilize information from heterozygous loci in the 
calibration data, the empirical determination of the minimum number of calibration 
samples needed to calibrate NOCIt is inherently dependent upon the constituent genotypes 
of the single source calibration samples [32]. The extent of information afforded to the 
models is further limited by the allelic patterns present in the calibration samples. For 
example, a sample with a known genotype of 11,12 at a given locus, though heterozygous, 
would be excluded from consideration by the stutter models, as the RFU of the 11 peak is 
95, 80, 65, 50
35
20
15
0.0
0.2
0.4
0.6
0.8
1.0
0.00 0.05 0.10 0.15 0.20 0.25
T
ru
e 
P
o
si
ti
v
e 
P
ro
p
o
rt
io
n
False Positive Proportion
Chart Title
27 
 
a combination of true allele and reverse stutter from the 12 allele, while the RFU of the 12 
peak is a combination of true allele and forward stutter from the 11 allele. This phenomenon 
may be exacerbated if the calibration data contain a limited number of samples, some of 
which are low template and exhibit dropout, leading to increased loss of meaningful 
information for the models. 
Although 50 single source samples were found to be sufficient to calibrate NOCIt 
in this set of experiments, if a different set of 50 single source calibration samples with 
increased levels of homozygosity amplified at a reduced range of template masses is 
utilized, those samples may provide insufficient information for the models and may thus 
yield inaccurate results. Therefore, the 50 sample calibration minimum is not intended as 
a blanket threshold. As a result, it is advisable to repeat an empirical determination if 
calibration samples of new and/or different genotypes are utilized. For reference, the 
percent of known heterozygotes at each autosomal locus in the 50-sample calibration file 
are included in Appendix B. Most loci were found to have heterozygosities in the 
approximate range of 0.6–0.9, which coincides with the ranges reported in the literature for 
various populations [43–45]. 
3. Comparative Performance of NOCIt, Maximum Likelihood Estimator, and 
Maximum Allele Count 
 
3.1. Methods 
 
3.1.1. Sample Preparation  
Quantitation values previously obtained for single source extracts in Section 2.1.2. 
were used to prepare a set of 335 mixtures. The quantitation values were used to calculate 
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the appropriate volume of each single source extract to combine based on the desired 
number of contributors to the mixture and the contributor ratio, and dilutions were prepared 
in TE buffer where necessary. The number of each mixture type prepared is shown in Table 
2; the mixtures were prepared at various contributor ratios and template masses, as shown. 
Table 2. The number of each mixture type prepared and analyzed with MLE, MAC, and 
NOCIt. The range of template masses and contributor ratios tested is also noted. 
 
NOC 1 2 3 4 5 TOTAL 
Number 
Prepared 
 
60 
 
113 
 
63 
 
39 
 
60 
 
335 
 
Template 
Mass (ng) 
 
0.25-
0.008 
1- 
0.008 
0.59- 
0.008 
0.25- 
0.008 
0.25- 
0.008 
 
 
 
 
Contributor 
Ratio 
N/A 1:1- 
1:99 
1:1:1- 
1:9:9 
1:1:1:1- 
1:9:9:1 
1:1:1:1:1- 
1:9:9:9:1 
 
 
The mixtures were quantified with Quantifiler® Duo on the Applied Biosystems® 
7500 and amplified on the GeneAmp® PCR Amplification System 9700 with a gold sample 
block using AmpFlstr® Identifiler® Plus (29 cycles) at the desired target masses. All 
mixtures were injected for 10 s at 3 kV on the Applied Biosystems® 3130 Genetic Analyzer, 
and resultant electropherograms were analyzed with GeneMapper® ID-X v1.1.1 at 1 RFU. 
Artifacts such as complex pull-up and minus A were manually removed in accordance with 
the filtering criteria previously specified for single source samples. Additionally, instances 
of dissociated dye, defined as a blob-shaped peak appearing in the same location and color 
channel across multiple profiles, were manually removed from the mixture samples (i.e. 
samples containing 2–5 contributors). The filtered genotype table for each mixture was 
exported from GeneMapper® ID-X as a CSV file. Automated removal of pull-up was 
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achieved by opening each filtered genotype table as a macro-enabled workbook in 
Microsoft® Excel (Microsoft Corporation, Redmond, WA) and running a macro written in 
Visual Basic .NET (VB.NET) engineered to remove pull-up peaks which 1) occur within 
±0.3 bases of an allelic peak in a different color channel and 2) have peak heights that are 
5% or less than that of an allelic peak. After automated pull-up removal, all mixtures were 
saved as CSV files. 
3.1.2. Maximum Allele Count Analysis 
Each filtered genotype table was opened as a macro-enabled workbook in 
Microsoft® Excel, and a macro, written in VB.NET, was used to apply locus-specific 
reverse stutter filters in accordance with the values listed in the AmpFlstr® Identifiler® Plus 
User’s Guide [42]. Additionally, the MAC method utilizes an AT. As a result, the 
commonly employed AT of 50 RFU was utilized during this comparison. For a given 
mixture, the number of alleles present at each locus was totaled, divided by two, and 
rounded up to the nearest whole number. The minimum number of contributors to each 
mixture was set to the largest value calculated across all loci in a given sample. This 
procedure was repeated for all mixtures analyzed. 
3.1.3. Maximum Likelihood Estimator Analysis 
The likelihood estimator functions require the user to provide an allele frequency 
file and a sample file, and the loci and alleles present in both must be compatible (i.e. 
derived from the same STR amplification kit). The allele frequency file, shown in Figure 
9, is formatted as a data frame such that the first row contains headers, the first column 
contains all possible allele calls, and the remaining columns contain the frequencies for a 
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given allele, organized by locus. Alleles not observed at a given locus are indicated by 
“NA.” The allele frequency file is entered using the tabfreq constructor and, once imported, 
stored as a tabfreq object, as detailed in Appendix A [27, 29, 30].  
 
 
 
Figure 9. MLE allele frequency file format. 
The sample file, depicted in Figure 10, consists of the desired unknown or 
evidentiary profile to be analyzed, typically exported from GeneMapper® ID-X (or an 
equivalent genotyping software) as a genotype table and saved as a CSV file. Data 
associated with the amelogenin locus must be removed from the sample file because allele 
frequencies are generally only provided for autosomal loci, and the likelihood estimator 
functions require frequency data for all loci analyzed. The sample file is formatted such 
that the first row contains headers, the first column contains loci, and the remaining 
columns contain allele calls for a given locus. A sample file is entered into forensim using 
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the simumix constructor and, once imported, stored as a simumix object, as detailed in 
Appendix A [27, 29, 30]. After constructing the desired allele frequency and sample files, 
the user may execute the likestim, likestim.loc, and lik functions, as detailed in Appendix 
A.  
 
Figure 10. MLE sample file format. Although this example shows a maximum of two 
alleles called at any given locus, an infinite number of alleles may be analyzed.   
 
Mixture samples were prepared for analysis with the forensim package for R as 
follows: Each filtered genotype table was opened as a macro-enabled workbook in 
Microsoft® Excel, and a macro, written in VB.NET, was used to apply locus-specific 
reverse stutter filters in accordance with the values listed in the AmpFlstr® Identifiler® Plus 
User’s Guide as well as an AT of 50 RFU [42]. All information associated with the 
amelogenin locus was removed, and loci for which no alleles were observed (i.e. due to 
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complete dropout), were deleted from the dataset. The files were saved as CSVs following 
the MLE sample file format shown in Figure 10. 
 An allele frequency file was created from the Caucasian allele frequencies provided 
in the AmpFlstr® Identifiler® Plus User’s Guide and saved as a CSV file following the data 
frame format shown in Figure 9 [42]. The “Import Dataset” command was used to import 
the file into RStudio® v0.98 (RStudio, Boston, MA).  
 The scripts used to analyze samples with forensim are detailed in Appendix A. 
Briefly, the forensim package was installed and opened in R v3.0.3 (The R Foundation for 
Statistical Computing, Vienna, Austria), the allele frequency dataset was converted to a 
tabfreq object using the tabfreq constructor, and the sample file to be analyzed, previously 
saved as a CSV, was converted to a simumix object using the simumix constructor. The 
likestim function was used to determine the number of contributors which maximize the 
likelihood across all loci, the likestim.loc function was used to determine the number of 
contributors which maximize the likelihood at each locus, and the lik function was used to 
determine the likelihood of observing the sample given n contributors, where the value of 
n was varied from 1 to 6 [27, 29, 30]. This procedure was repeated for all mixtures 
analyzed.  
3.1.4. NOCIt Analysis 
Each filtered genotype table was formatted as a NOCIt sample file following the 
procedure outlined in Section 2.1.1. The 95-sample calibration and AmpFlstr® Identifiler® 
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Plus Caucasian allele frequency files previously prepared were utilized to analyze all 335 
mixtures on NOCIt v.1.5 at Nmax = 5. 
3.2. Results 
This series of experiments sought to evaluate the effects of analysis method, target 
mass, and sample complexity on the ability to determine the NOC to complex, LtDNA 
mixtures. The analysis method was explored by comparing the performances of MAC, 
MLE, and NOCIt; the effect of target mass was assessed by analyzing a range of low 
template mixtures; and the implications of sample complexity were examined by 
comparing results of analysis of mixtures with various NOCs present at different 
contributor ratios.  
3.2.1. Accuracy by Template Mass and NOCknown 
The accuracies of all three analysis methods by NOCknown are depicted in Figures 
11–15. The accuracy of the NOCItmax estimate was computed for a given NOC by adding 
the number of times NOCItmax  = NOCknown and dividing by the total number of samples 
tested. Because NOCIt provides a probability distribution, in instances in which NOCItmax 
≠ NOCknown, the NOCIt probability estimation for NOCknown is often significant and greater 
than 1% [33]. Thus, the accuracy of the 1% probability estimate (NOCIt1%) was also 
computed for a given NOC by adding the number of times NOCIt estimated at least a 1% 
probability for NOCknown and dividing by the total number of samples tested. The NOC 
was also determined using the MAC and MLE methods and compared to NOCknown, and 
the accuracy of those results is shown in Figures 11–15. The method for calculating the 
accuracy of the MLE maximum probability (MLEmax) and MLE 1% probability (MLE1%) 
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estimates was the same as described above for the accuracy of NOCItmax and NOCIt1%, 
respectively. Additionally, because the likelihood estimator functions estimate an infinite 
number of contributors while the NOCIt probability distribution output is limited to the 
discrete interval 0–5, any 5-contributor samples which were over-estimated as n = 6 with 
MLE were considered ‘correct’ outputs (i.e. ‘accurate’ results). 
 
 
Figure 11. The accuracies of NOCIt1%, MLE1%, NOCItmax, MLEmax, and MAC for 1-
contributor samples.  
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Figure 12. The accuracies of NOCIt1%, MLE1%, NOCItmax, MLEmax, and MAC for 2-
contributor samples.  
 
 
Figure 13. The accuracies of NOCIt1%, MLE1%, NOCItmax, MLEmax, and MAC for 3-
contributor samples.  
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Figure 14. The accuracies of NOCIt1%, MLE1%, NOCItmax, MLEmax, and MAC for 4-
contributor samples.  
 
 
Figure 15. The accuracies of NOCItmax, MLEmax, NOCIt1%, MLE1%, and MAC for 5-
contributor samples.  
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As shown, NOCIt resulted in the highest accuracies for all 1-, 2-, 3-, and 4-
contributor samples tested. MAC and MLE resulted in similar accuracies for 1-, 2-, and 3-
contributor samples, but for 4- and 5-contributor samples, MLE outperformed MAC. The 
accuracies obtained for 5-contributor samples analyzed with NOCIt and MLE were 
approximately equivalent.  
Generally, the accuracy results are concordant with those presented in the literature. 
Utilizing simulated mixtures, Haned et al. determined MLE to yield accuracy rates 2- to 
15-fold higher for 4- and 5-contributor mixtures compared to MAC [28]. Further, for a 4-
contributor mixture amplified and analyzed in quadruplicate, Benschop et al. found MLE 
consistently yielded underestimates of the NOC unless a consensus profiling approach was 
utilized, where alleles present in at least two of the four replicates were assigned to the 
consensus profile [46]. Finally, Swaminathan et al. found that the accuracy of MLE 
exceeded that of MAC for 4- and 5- contributor samples, while NOCIt resulted in the 
highest accuracies across all NOCs tested [33]. 
Notably, the accuracy of all methods decreased as the actual NOC increased. This 
may be the result of two factors: First, allele overlap between individuals results in reduced 
allelic information per individual. Second, Figures 11–15 are a summary of outcomes and 
do not provide indications of the total template mass per sample nor the template mass per 
contributor. For example, in a 5-contributor mixture of template mass 0.008 ng and 
contributor ratio 1:9:9:9:1, the two minor contributors each present 0.0003 ng — 
significantly less than one cell’s worth of DNA. In contrast, the minimum template mass 
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for any single source sample analyzed was 0.008 ng — the equivalent of one cell’s worth 
of DNA. Since the actual target mass of each contributor may play a substantive role in 
determining the NOC, the accuracies of all methods were further explored in terms of 
template mass for all 1-, 2-, 3-, 4-, and 5-contributor mixtures tested (Figure 16). As shown, 
NOCIt1% resulted in the highest accuracy for NOC estimations of all methods, across all 
target masses tested. 
 
Figure 16. The accuracies of NOCItmax ( ○), NOCIt1% ( ●), MLEmax ( Δ), 
MLE1% ( ▲), and MAC ( □) versus total template mass. Data displayed depict the 
composite accuracy values for all 1-, 2-, 3-, 4-, and 5-contributor mixtures tested. A subset (n=261) 
of the mixtures listed in Table 2, restricted to samples for which the total template mass was 0.25–
0.008 ng, was used to produce this plot.  
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The results in Figure 16 indicate that NOCIt1% was the only method to result in 
accuracies in excess of 80% when sufficient quantities of DNA were amplified, across all 
NOCs tested. NOCItmax and MLE1% resulted in similar accuracies for template masses 
greater than 0.063 ng; however, with smaller quantities, the accuracies of NOCItmax and 
NOCIt1% converge and are greater than the accuracy observed for MLE. The MAC and 
MLEmax methods resulted in the lowest accuracies. Although MLEmax performed slightly 
better than MAC when tested with 0.25 and 0.125 ng samples, the accuracies of both 
converge for all other template masses. For MAC and MLE, it is hypothesized that this 
convergence may be the result of the application of an analytical threshold, where there is 
an inherent loss of data below the applied threshold for low template samples [31]. 
A more detailed presentation of the accuracies of all methods versus template mass 
and NOC is depicted in Table 3. As shown, NOCIt1% was the only method to result in an 
accuracy of 100% for all 1-contributor samples tested. NOCIt1% resulted in the highest 
accuracies for mixtures containing 1–4 contributors; however, MLE1% resulted in higher 
accuracies for 5-contributor mixtures consisting of 0.25 – 0.125 ng template DNA. Overall, 
MAC resulted in the lowest accuracies across all template masses and NOCs tested and 
notably resulted in an accuracy of 0% for all 5-contributor mixtures tested, irrespective of 
template mass.  
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Table 3. The accuracies of NOCIt1%, MLE1%, NOCItmax, MLEmax, and MAC versus 
template mass and NOC. Values to the right of and below the dashed line indicate regions where 
at least one of the methods of determining the NOC resulted in an accuracy of 0% (also highlighted 
in gray).  
  Template Mass (ng) 
NOC Method 0.25 0.125 0.063 0.031 0.016 0.008 
1 NOCIt1%  100 100 100 100 100 100 
 MLE1%  70 80 90 90 100 90 
 NOCItmax 90 100 100 100 100 100 
 MLEmax 70 80 90 90 100 90 
 MAC 70 80 90 90 100 90 
2 NOCIt1%  100 100 100 100 70 20 
 MLE1% 90 90 100 60 40 20 
 NOCItmax 100 100 100 100 70 20 
 MLEmax 90 90 100 60 40 10 
 MAC 90 90 100 60 40 10 
3 NOCIt1% 100 100 100 57 0 0 
 MLE1% 71 100 100 29 0 0 
 NOCItmax 71 100 100 57 0 0 
 MLEmax 29 86 100 29 0 0 
 MAC 100 100 100 29 0 0 
4 NOCIt1%  100 86 29 0 0 0 
 MLE1%  83 43 14 0 0 0 
 NOCItmax  83 43 0 0 0 0 
 MLEmax  50 29 0 0 0 0 
 MAC 33 14 0 0 0 0 
5 NOCIt1%  80 30 10 0 0 0 
 MLE1% 100 60 0 0 0 0 
 NOCItmax  50 20 0 0 0 0 
 MLEmax 80 20 0 0 0 0 
 MAC 0 0 0 0 0 0 
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The effect of sample complexity on the ability to determine the NOC is highlighted 
by the dashed line in Table 3. Values to the right of and below the dashed line indicate 
regions where at least one of the methods of determining the NOC resulted in an accuracy 
of 0%. As shown, all methods resulted in 0% accuracies for samples containing ≥ 3 
contributors and less than 0.016 ng total template DNA. The implication is that for a 3-
contributor mixture consisting of 0.016 ng template DNA, if the contributor ratio is 1:1:1, 
each contributor donates the approximate equivalent of one cell’s worth of DNA; according 
to the results obtained, the NOC to the mixture is unlikely to be correctly characterized. 
Although an extreme example, it suggests that the interpretation of any mixture requires 
careful consideration. For example, DNA mixtures which indicate the presence of large 
NOCs and low signal may be deemed ill-suited for comparison purposes. Alternatively, 
these samples may need to be interpreted with validated and generally accepted 
probabilistic systems.  
The situation is worse for 4-contributor mixtures, where all methods resulted in 0% 
accuracies for the three lowest template masses tested, as shown in Table 3. Similar to the 
example 3-contributor mixture proposed above, if a 4-contributor mixture consisting of 
0.031 ng template DNA, with each contributor donating the approximate equivalent of one 
cell’s worth of DNA, was analyzed to determine the NOC, based on the results obtained, 
the determination is likely to be incorrect and resultant downstream analyses, inaccurate. 
Cumulatively, these results cast doubt on the ability to manually interpret extremely 
complex, LtDNA mixtures using RMNE. Further, they emphasize the need to study and 
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explore the effects of the assumption on the NOC on downstream interpretation schemes 
utilizing the LR approach. 
3.2.2. Accuracy by Contributor Ratio 
The preceding section outlined the effect of total template mass on the ability to 
accurately detect the true NOC. However, as previously stated, it is of interest to examine 
the impact of the minor’s contribution to the mixture. Thus, the effect of contributor ratio 
on the ability to correctly determine the NOC is further explored in Figure 17 where the 
accuracies of all methods of determining the NOC are plotted against the mass of the minor 
contributor. The accuracies were calculated in the same manner stated previously. The 
mass of the minor contributor was calculated for each mixture by dividing the total 
template mass by the sum of the constituent parts of the known contributor ratio, and the 
calculated values for the mass of the minor contributor were rounded to the nearest 0.02 
ng.  
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Figure 17. The accuracies of NOCItmax ( ○), NOCIt1% ( ●), MLEmax ( Δ), 
MLE1% ( ▲), and MAC ( □) versus mass of the minor contributor. Data displayed depict 
the composite accuracy values for all 1-, 2-, 3-, 4-, and 5- contributor mixtures tested. 
 
The results in Figure 17 indicate that the accuracy of all methods of determining 
the NOC, with the exception of MLEmax, is 100% when the mass of the minor contributor 
is approximately 0.09 ng. The decreased accuracy observed for MLEmax when the mass of 
the minor contributor is 0.09 ng is thought to be the result of several overestimations due 
to forward stutter peaks in excess of 2% (RFU N+4 peak/RFU N peak), indicating a need 
for probabilistic systems to interpret complex mixtures. 
The accuracy of NOCIt1% is 100% when the mass of the minor contributor is 0.07 
ng, across all NOCs. These results suggest that in order to be consistently detected by 
NOCIt, all of the contributors tested were required to have the equivalent of approximately 
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10 cells’ worth of DNA present during amplification. In contrast, MLE1% and MAC both 
required a minimum of 14 cells’ worth of DNA to achieve accuracies of 100%. Further, 
the minimum total template mass needed to produce >90% accuracy was 0.25 ng for 
NOCIt1%. For the same template mass, the accuracies of MLE1% and MAC were 84% and 
58%, respectively.  
Additionally, Figure 17 shows that NOCIt1% results in the highest accuracies of all 
methods for the entire range of minor contributor masses tested. When the mass of the 
minor contributor is 0.05 ng or less, the accuracies of NOCItmax and MLE1% generally 
overlap and are slightly less than the accuracy observed for NOCIt1%. The accuracy of 
MLEmax was found to be intermediate when the mass of the minor contributor is 0.05 ng or 
less, while MAC resulted in the lowest accuracy of all methods for the specified range of 
the mass of the minor contributor. Notably, when the mass of the minor contributor is 0.01 
ng — the equivalent of approximately two cells’ worth of DNA, the accuracies of MAC, 
MLEmax, MLE1% are 23%, 23%, and 25%, respectively. For the same minor contributor 
mass, the accuracies of NOCItmax and NOCIt1% are 29% and 31%, respectively, indicating 
that the ability to detect the contribution of an extreme minor contributor is still 
considerably limited even when using a system, such as NOCIt, which uses a probabilistic 
approach and is not encumbered by an AT. 
3.2.3. NOCIt Performance 
Although comparative analyses suggest NOCIt is the most accurate method for 
determining the NOC, accuracy does not yield a complete characterization of the 
usefulness of an interpretation system. In binary classification, a perfect system or 
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procedure would result in 100% true positive outputs and 0% false positive outputs. As this 
is an unlikely reality, an effective means of summarizing uncertainty associated with an 
output or result is by comparing the relative proportions of true and false positive outputs. 
Since the NOCIt output, which takes the form of a probability distribution, is not binary, 
the standard definitions of true and false positives have been reworked for the purposes of 
this study.  
Figure 18 exhibits the percentage of NOCIt outputs for which NOCItmax = 
NOCknown (a true positive result) and NOCItmax  ≠ NOCknown (a false positive result). For a 
given n, the percentages were calculated by dividing the number of outputs for which 
NOCItmax = NOCknown by the total number of outputs and dividing the number of outputs 
for which NOCItmax ≠ NOCknown by the total number of outputs. Data for 5-contributor 
mixtures is not shown, because no higher-order mixtures (i.e. 6-contributor mixtures) 
capable of generating false 5-contributor outputs were tested. 
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Figure 18. The performance of NOCIt displayed by the percentage of outputs for which 
NOCItmax = NOCknown (■) and NOCItmax ≠ NOCknown (■). In A, the total template mass for samples 
analyzed ranged from 0.25–0.008 ng. In B, samples were restricted to those for which the mass of 
the minor contributor was at least 0.05 ng — the equivalent of approximately 8 cells’ worth of 
DNA. 
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Figure 18.A summarizes the performance of NOCIt when no limit on the minor 
contributor is imposed. As shown, approximately 55% of samples analyzed by NOCIt and 
identified as NOCItmax = 1 were truly 1-contributor samples; however, approximately 45% 
of samples identified as NOCItmax = 1 were mixtures composed of 2–5 contributors. The 
results are similar and slightly improved for 2-contributor outputs, 65% of which were true 
2-contributor samples and 35% of which were samples consisting of 1-, 3-, 4-, or 5-
contributors. The improved percentage of true positives for 2-contributor outputs compared 
to 1-contributor outputs is likely because most 0.008 ng samples tested were estimated as 
NOCItmax = 1 regardless of  the true number of  contributors to the mixture.  
The true positive proportions for 3- and 4-contributor outputs decreased further to 
46% and 32%, respectively, highlighting a general trend: As the NOC to a LtDNA mixture 
increases, it becomes increasingly difficult to detect all contributors, and the likelihood of 
correctly characterizing the NOC decreases. Results are significantly improved when the 
performance of the NOCIt output is evaluated based on samples for which the minor 
contributor presents a minimum of 0.05 ng template DNA — the equivalent of 
approximately 8 cells’ worth of DNA (Figure 18.B). As shown, the percentage of true 
positives is greater than 90% for 2-contributor outputs, while 1- and 3-contributor outputs 
yielded true positive percentages of 100%. In comparison, the true positive proportion for 
4-contributor outputs is 67%. Although the results for 4-contributor outputs are reduced 
compared to those obtained for 3 or fewer contributors, restricting the analysis of samples 
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to those for which the contribution of the minor was at least 0.05 ng template DNA resulted 
in an increase of the true positive proportion from 32% to 67%. 
Because the inference on the NOC directly affects the comparison to a known, it 
was projected that in certain instances in which NOCItmax ≠ NOCknown, the NOCIt output 
may yield the correct conclusion if the observed number of contributors (NOCobserved) is not 
equivalent to NOCknown. For example, consider a 2-contributor mixture prepared at a 1:999 
ratio in a controlled, experimental setting. If the total template mass of the sample is 0.125 
ng, the proportion of the minor contributor template DNA is so miniscule that its PCR 
product may not be detected, and the resultant EPG may unambiguously appear to be that 
of a single source sample. If this hypothetical profile was analyzed with NOCIt and the 
resultant output was NOCItmax = 1, although NOCItmax ≠ NOCknown, the result would be 
accurate in that interpretation of the EPG based on the assumption of 1 contributor would 
lead to correct genotype deconvolution.  
To account for this scenario, NOCobserved was determined for each mixture tested by 
ascertaining whether alleles unique to each known contributor — termed ‘non-shared 
alleles,’ were observed in the mixture EPG. For 329 of the 335 mixtures tested (98.2%), 
all known contributors to the template DNA were observed to have at least one non-shared 
allele present in the EPG. In light of the overwhelming number of samples analyzed for 
which indications of each known contributor were detected in the EPG, it was decided that 
the accuracy of NOCIt computed by comparing NOCItmax to NOCknown is a sufficient 
approximation of the accuracy computed by comparing NOCItmax to NOCobserved. 
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4. NOCIt Concordance Study 
4.1. Methods 
4.1.1. Preparation of Single Source Samples for Calibration 
To establish cross-kit concordance, single source profiles were obtained by 
extracting DNA from the whole blood of 50 individuals using phenol/chloroform 
purification and alcohol precipitation. The extracts were quantified using Quantifiler® Duo 
on the Applied Biosystems® 7500 and amplified on the GeneAmp® PCR Amplification 
System 9700 with a gold sample block using AmpFlstr® Identifiler® Plus (29 cycles) at the 
following target masses: 0.25, 0.125, 0.063, 0.031, 0.016, 0.008 ng [40, 42].  
The same 50 extracts were re-quantified using Quantifiler® Duo on the Applied 
Biosystems® 7500 and amplified on the GeneAmp® PCR Amplification System 9700 with 
a gold sample block using PowerPlex® 16 HS (32 cycles), following the manufacturer’s 
recommended protocol, at the following target masses: 0.25, 0.125, 0.063, 0.031, 0.016, 
0.008 ng [40, 47].  
All samples were injected for 10 s at 3 kV on the Applied Biosystems® 3130 
Genetic Analyzer, and resultant electropherograms were analyzed with GeneMapper® ID-
X v1.1.1 at 1 RFU. Minus A and complex pull-up were manually removed, and the filtered 
genotype table for each sample was exported from GeneMapper® ID-X, as previously 
described. Automated removal of pull-up was achieved by opening each filtered genotype 
table as a macro-enabled workbook in Microsoft® Excel, and a macro, written in VB.NET, 
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was used to remove pull-up in the same manner previously detailed. The single source 
genotype tables were subsequently saved as CSV files. 
4.1.2. Calibration and Allele Frequency File Preparation 
 The filtered genotype tables for the 50 single source extracts amplified with 
AmpFlstr® Identifiler® Plus were used to create a calibration file with formatting as 
specified in Section 2.1.1. [32]. An allele frequency file was created from the Caucasian 
allele frequencies provided in the AmpFlstr® Identifiler® Plus User’s Guide and formatted 
as specified in Section 2.1.1. [42]. Similarly, the same 50 extracts amplified with 
PowerPlex® 16 HS were used to create a calibration file, and an allele frequency file was 
created from the Caucasian allele frequencies provided in the PowerPlex® 16 HS Technical 
manual [47]. Both files were formatted as specified in Section 2.1.1.  
4.1.3. Mixture Preparation and NOCIt Analysis 
A subset of the single source extracts and corresponding quantitation values 
obtained above were used to prepare a set of 100 mixtures to be amplified with both  
AmpFlstr® Identifiler® Plus  and PowerPlex® 16 HS. Specifically, 20 mixtures of each type 
(1–5 contributors), were prepared at various contributor ratios, as shown in Table 4. The 
quantitation values were used to calculate the appropriate volume of each single source 
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extract to combine based on the desired number of contributors to the mixture and the 
contributor ratio. Where necessary, dilutions were prepared in TE buffer.   
Table 4. The number of each mixture type prepared and analyzed for concordance 
experiments. The range of template masses and contributor ratios tested is also noted.  
 
NOC 1 2 3 4 5 TOTAL 
Number 
Prepared 
 
20 
 
20 
 
20 
 
20 
 
20 
 
100 
 
Template 
Mass (ng) 
 
0.25-
0.016 
0.25-
0.016 
0.5- 
0.05 
0.25- 
0.063 
0.25- 
0.063 
 
 
 
 
Contributor 
Ratio 
N/A 1:1- 
1:19 
1:1:1- 
1:9:9 
1:1:1:1- 
1:9:9:1 
1:1:1:1:1- 
1:9:9:9:1 
 
 
The mixtures were quantified with Quantifiler® Duo on the Applied Biosystems® 
7500 and amplified on the GeneAmp® PCR Amplification System 9700 with a gold sample 
block using AmpFlstr® Identifiler® Plus (29 cycles) at the desired target masses. The 
mixtures were re-quantified with Quantifiler® Duo on the Applied Biosystems® 7500 and 
amplified on the GeneAmp® PCR Amplification System 9700 with a gold sample block 
using PowerPlex® 16 HS (32 cycles) at the same target masses previously decided. 
All mixtures were injected for 10 s at 3 kV on the Applied Biosystems® 3130 
Genetic Analyzer, and resultant electropherograms were analyzed with GeneMapper® ID-
X v1.1.1 at 1 RFU. Minus A, complex pull-up, and dissociated dye were manually 
removed. The filtered genotype table for each mixture was exported from GeneMapper® 
ID-X as a CSV file, a macro was utilized to remove pull-up, and the mixtures were 
subsequently formatted as sample files as specified in Section 2.1.1. The AmpFlstr® 
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Identifiler® Plus and PowerPlex® 16 HS mixtures were analyzed on NOCIt v1.5 at Nmax=5 
with the appropriate calibration and allele frequency files formatted for use with each kit. 
4.2. Results 
 The purpose of this series of investigations was two-fold: 1) to demonstrate the 
cross-kit compatibility of NOCIt and 2) to evaluate the quality of  analysis results obtained 
with samples amplified with PowerPlex® 16 HS and Identifiler® Plus. Generally, samples 
amplified with Identifiler® Plus and previously analyzed with NOCIt, when later re-
amplified with PowerPlex® 16 HS, resulted in successful NOCIt analysis, indicating that 
NOCIt is robust and may be successfully used with different amplification kits. However, 
it was anticipated that an in-depth analysis of the data might reveal that one kit is 
particularly advantageous for analysis with complex, low template mixtures. 
4.2.1. Kit Concordance by NOCIt Ouput 
Concordance between kits was assessed by plotting (x,y) ordered pairs for each 
NOC output. For a given sample, the x and y coordinates were defined as the probabilities 
estimated by NOCIt when the sample was amplified and analyzed with Identifiler® Plus 
and PowerPlex® 16 HS, respectively. Curve fitting was carried out using the linear 
regression fit in IGOR Pro v6.36 (WaveMetrics, Inc., Lake Oswego, OR), and the results 
are displayed in Figures 19–23 [48]. The linear regression fit is displayed on each plot, and 
the corresponding coefficients are specified.   
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 Figure 19. The probabilities estimated by NOCIt for samples amplified with PowerPlex® 
16 HS versus Identifiler® Plus for 100 1-contributor outputs. 
 
 
 
 Figure 20. The probabilities estimated by NOCIt for samples amplified with PowerPlex® 
16 HS versus Identifiler® Plus for 100 2-contributor outputs. 
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 Figure 21. The probabilities estimated by NOCIt for samples amplified with PowerPlex® 
16 HS versus Identifiler® Plus for 100 3-contributor outputs. 
 
 
 
 Figure 22. The probabilities estimated by NOCIt for samples amplified with PowerPlex® 
16 HS versus Identifiler® Plus for 100 4-contributor outputs. 
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 Figure 23. The probabilities estimated by NOCIt for samples amplified with PowerPlex® 
16 HS versus Identifiler® Plus for 100 5-contributor outputs. 
 
Overall, a positive correlation between Identifiler® Plus and PowerPlex® 16 HS was 
observed for all NOCs. The linear regression fit utilized in all concordance plots (Figures 
19–23) takes the form of equation 4 below.  
y = bx + a 
Perfect concordance between kits is expected to result in a value of 1 for the slope 
coefficient, b.  
The results in Figures 19–23 indicate that the slope was always less than 1 and a 
decrease in the value of b was observed as the actual NOC increased from 1 to 4, suggesting 
that, in general, as the complexity of the mixture increased, the probability estimate for 
NOCknown for samples amplified with PowerPlex
® 16 HS decreased. As shown, the slope 
(Equation 4) 
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coefficients were calculated to be 0.90, 0.77, 0.69, and 0.65 for the 1-, 2-, 3-, and 4- 
contributor plots, respectively. In contrast to the 1 to 4-contributor plots, the slope for the 
5-contributor plot was 1.02, indicating that concordance between kits is improved for 5-
contributor outputs. 
4.2.2. Accuracy by Kit and NOCknown 
 The accuracies of NOCItmax and NOCIt1%, computed for each NOC tested for all 
samples amplified with Identifiler® Plus and PowerPlex® 16 HS, are depicted in Figure 24, 
and the percent of samples for which the NOC was over- and underestimated by NOCIt is 
displayed in Table 5. The accuracies were calculated in the same manner previously 
detailed. The percent of overestimates was calculated for each NOC by totaling the number 
of samples for which the value of NOCItmax exceeded the value of NOCknown and dividing 
by the total number of samples analyzed. The percent of underestimates was computed 
similarly.  
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 Table 5. The percent of samples for which NOCIt analysis resulted in over- and 
underestimates of NOCknown. Samples amplified with Identifiler® Plus are abbreviated “IP,” and 
samples amplified with PowerPlex® 16 HS are abbreviated “PP16.” 
 
 The accuracy of NOCItmax was found to be similar for samples amplified with 
Identifiler® Plus and PowerPlex® 16 HS. Specifically, the accuracies obtained for 2-
contributor mixtures were the same for both kits. The accuracies for 1-, 3-, and 4-
contributor mixtures were slightly higher for samples amplified with Identifiler® Plus, 
while the accuracy of 5-contributor mixtures was higher for samples amplified with 
PowerPlex® 16 HS. 
 For higher-order mixtures (i.e. those containing 3, 4, or 5 contributors), the NOCIt1% 
accuracy proved to be greater than the NOCItmax accuracy for both kits. This is intuitive, 
because the NOC to complex, higher-order mixtures tends to be underestimated. Thus, 
while the NOCItmax value may be an underestimate of NOCknown, the NOCIt1% often 
NOCknown Kit 
Percent of 
Underestimated 
Samples (%) 
Percent of 
Overestimated 
Samples (%) 
1-Contributor IP 0 0 
 PP16 0 10 
2-Contributor IP 5 20 
 PP16 25 0 
3-Contributor IP 21 5 
 PP16 21 26 
4-Contributor IP 60 0 
 PP16 60 5 
5-Contributor IP 70 N/A 
 PP16 45 N/A 
59 
 
correctly identifies the NOC and assigns a reasonable, though not maximal, probability to 
this value. Interestingly, as shown in Figure 24.C–E, the accuracy of NOCIt1% is greatest 
for 3-, 4-, and 5-contributor mixtures amplified with PowerPlex® 16 HS. If the sheer 
accuracy is considered — that is, the accuracy of NOCItmax, better results are obtained with 
3- and 4-contributor mixtures amplified with Identifiler® Plus and 5-contributor mixtures 
amplified with PowerPlex® 16 HS. The cause of this will be pursued in subsequent 
discussions. 
 The percent of samples for which NOCIt analysis resulted in over- and 
underestimates of NOCknown, displayed in Table 5, complements the NOCItmax accuracy 
results. For example, Figure 24.C indicates that the accuracy of NOCItmax for 3-contributor 
samples amplified with PowerPlex® 16 HS was 53%; by extension, 47% of the 3-
contributor samples analyzed were incorrectly estimated. The results displayed in Table 5 
further characterize the 47% of 3-contributor samples for which inaccurate estimates of the 
NOC were obtained. For 21% of the 3-contributor samples amplified with PowerPlex® 16 
HS, NOCItmax constituted an underestimate of NOCknown. Similarly, 26% of the 3-
contributor samples amplified with PowerPlex® 16 HS were overestimated by NOCIt. 
Although no trends were consistently observed across all NOCs, the results in Table 5 
highlight that for 3- and 4-contributor samples, NOCItmax tends to result in overestimates 
of NOCknown with samples amplified with PowerPlex
® 16 HS more frequently than with 
samples amplified with Identifiler® Plus. 
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4.2.3. Accuracy by Contributor Ratio 
The effect of contributor ratio on the ability to correctly determine the NOC is again 
explored in Figure 25 where the accuracies of NOCItmax and NOCIt1% are plotted against 
the mass of the minor contributor for the 100 samples amplified with Identifiler® Plus and 
PowerPlex® 16 HS. The accuracies were calculated as stated in Section 3.2.2. The results 
highlight general concordance and indicate that: 1) the two amplification kits yielded 
similar accuracies for the range of minor contributor masses tested and 2) the accuracy of 
NOCIt is 100% when the mass of the minor contributor is 0.07 ng. These results are 
congruent with those obtained in Section 3.2.2. 
 
Figure 25. The accuracies of NOCItmax for samples amplified with Identifiler® Plus                  
( ○) and PowerPlex® 16 HS ( ◊) and NOCIt1% for samples amplified with Identifiler® Plus      
( ●) and PowerPlex® 16 HS ( ♦) versus mass of the minor contributor. Data displayed 
depict the composite accuracy values for all 1-, 2-, 3-, 4-, and 5- contributor mixtures tested. 
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4.2.4. Hypervariability by Locus 
 The loci targeted by the Identifiler® Plus and PowerPlex® 16 HS kits include 13 
autosomal tetranucleotide STRs as well as amelogenin, the gender-determining locus. 
Importantly, the Identifiler® Plus kit includes 2 additional tetranucleotide STRs (D2S1338 
and D19S433), while the PowerPlex® 16 HS kit includes 2 pentanucleotide STRs (Penta D 
and Penta E). Compared to the 2 tetranucleotide STRs unique to the Identifiler® Plus kit, 
the pentanucleotide STRs included in the PowerPlex® 16 HS kit demonstrate increased 
powers of discrimination [45, 49]. For this reason, the pentanucleotide loci were predicted 
to assist in the characterization of complex, LtDNA mixtures. 
 The number of non-shared alleles is reintroduced here in an effort to determine 
whether the hypervariability of the pentanucleotide STRs in the genotypes of the samples 
used in this study explain the increased accuracies observed with 5-contributor mixtures 
amplified with PowerPlex® 16 HS. The known genotypes of the five individuals present in 
the 5-contributor mixtures were compared, and the alleles unique to each contributor (i.e. 
not shared with any other contributor) were identified at all loci. After isolating the 
individualizing alleles for each contributor, the number of non-shared alleles was totaled 
for all contributors and is presented as the number of non-shared alleles by locus in Table 
6. The total number of known alleles at each locus is also provided for reference. For a 
given locus in a 5-contributor mixture, hypervariability would be maximized if the total 
number of known alleles as well as the number of non-shared alleles was 10, indicating 
that each contributor: 1) is a heterozygote at that locus and 2) presents two alleles not shared 
with any other contributor.  
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 Table 6. The number of non-shared alleles observed at each locus in the pooled genotypes 
of the five individuals present in the 5-contributor mixtures. The total number of known alleles at 
each locus is also noted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 Interestingly, the loci exhibiting the greatest number of non-shared alleles in the 
pooled genotypes of the five contributors included tetranucleotide repeat loci D21S11 and 
D2S1338. Both D21S11 and D2S1338 exhibited 7 total alleles, 5 of which were not shared 
between contributors (i.e. each of the 5 non-shared alleles belonged to one distinct 
contributor). In comparison, 4 non-shared alleles were identified at Penta E and 2 non-
Locus 
Total Number of 
Alleles 
Number of  
Non-Shared Alleles 
D21S11 7 5 
D2S1338 7 5 
FGA 6 4 
Penta E 6 4 
D13S317 6 3 
D16S539 6 3 
D18S51 6 3 
D19S433 5 3 
D5S818 5 3 
vWA 5 3 
Penta D 6 2 
D3S1358 5 2 
D8S1179 5 2 
TH01 5 2 
TPOX 5 2 
D7S820 4 1 
CSF1PO 3 1 
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shared alleles were identified at Penta D. These values suggest that the pentanucleotide 
STRs may not have been as discriminating for the particular samples generated for this 
study. Within the context of this experiment, the pentanucleotide STRs did not prove to be 
any more hypervariable than the tetranucleotide STRs and likely did not significantly 
contribute to the increased accuracies observed with 5-contributor mixtures amplified with 
PowerPlex® 16 HS. 
4.2.5. Error Due to qPCR 
 After concluding the pentanucleotide repeats to be an unlikely cause of the increased 
accuracies observed with 5-contributor mixtures amplified with PowerPlex® 16 HS, error 
associated with qPCR was, in turn, investigated. Because a considerable amount of time 
passed between the period at which sample extracts and mixtures were amplified with 
Identifiler® Plus and PowerPlex® 16 HS, variability in the concentrations of the mixtures 
was of concern. To mitigate the effect of varying DNA concentration over time, the 
mixtures were re-quantified before amplification with PowerPlex® 16 HS. It may have been 
preferable to derive amplification calculations from one set of quantitation results and 
amplify samples with both kits in tandem — a modification to the experimental design 
which would have eliminated qPCR error as a source of the differences observed in the 
accuracy values obtained for both kits. 
 To assess whether qPCR error may have influenced the accuracy results obtained for 
the 5-contributor mixtures, linear regression analysis was performed on the two sets of 
quantitation values utilized for the 5-contributor mixture amplifications. A scatterplot was 
created by plotting (x,y) ordered pairs for each 5-contributor mixture extract. For a given 
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extract, the x and y coordinates were defined as the concentrations used to calculate sample 
volumes for Identifiler® Plus and PowerPlex® 16 HS reactions, respectively. Analysis was 
performed by executing the regression function in Microsoft® Excel. The calculated 95% 
confidence interval was  0.46 < μ < 1.20, indicating that the quantitation dataset used for 
Identifiler® Plus amplifications was not significantly different from the quantitation dataset 
used for PowerPlex® 16 HS amplifications. By extension, qPCR error is likely an 
insignificant source of the differences observed in the NOCIt performance accuracy 
between PowerPlex® 16 HS and Identifiler® Plus, and qPCR error does not explain the 
increased accuracy observed with 5-contributor mixtures amplified with PowerPlex® 16 
HS. 
4.2.6. Percent of Alleles Detected 
 Because the amplification cycle numbers utilized for Identifiler® Plus and 
PowerPlex® 16 HS reactions were 29 and 32, respectively, it was hypothesized that the 
three additional cycles utilized with PowerPlex® 16 HS may have mitigated the effects of 
dropout and therefore conferred an advantage. To explore this, the percent of detected 
alleles was computed for all 5-contributor samples, and the results are displayed in Table 
7. The number of alleles known to be present in the template DNA was counted by 
referencing the known contributor genotypes at each locus and totaling the number of 
alleles across all loci amplified by a given kit. The known contributor alleles appearing in 
the mixture EPGs were subsequently identified and counted, and the value obtained was 
divided by the total number of known alleles, yielding the percent of alleles detected.  
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 Table 7. The percent of alleles detected for all 5-contributor mixtures amplified with 
Identifiler® Plus and PowerPlex® 16 HS. Samples amplified with Identifiler® Plus are abbreviated 
“IP,” and samples amplified with PowerPlex® 16 HS are abbreviated “PP16.” Samples for which 
NOCItmax resulted in an incorrect estimation of NOCknown are marked with an asterisk (*). 
   Percent of Alleles Detected 
by Kit (%) 
Sample 
No. 
Template 
Mass (ng) 
Contributor 
Ratio 
Identifiler® 
Plus  
PowerPlex® 
16 HS 
1 0.25 1:1:1:1:1 100 98 
     
2 0.25 1:1:2:1:1 100 100 
     
3 0.25 1:1:2:2:1 98 100 
     
4 0.25 1:2:2:2:1 100 99 
     
5 0.25 1:1:4:1:1 96* 98 
     
6 0.25 1:1:4:4:1 99 99 
     
7 0.25 1:4:4:4:1 100* 96 
     
8 0.25 1:1:9:1:1 96* 98* 
     
9 0.25 1:1:9:9:1 91* 100* 
     
10 0.25 1:9:9:9:1 93* 99* 
     
11 0.125 1:1:1:1:1 96 93 
     
12 0.125 1:1:2:1:1 98* 96 
     
13 0.125 1:2:2:2:1 84* 95 
     
14 0.125 1:1:4:1:1 89* 86* 
     
15 0.125 1:1:4:4:1 98* 99 
     
16 0.125 1:1:9:9:1 94* 91* 
     
17 0.063 1:1:1:1:1 80* 79* 
     
18 0.063 1:1:2:2:1 91* 80* 
     
19 0.063 1:1:9:1:1 84* 79* 
 
 
 
     
20 0.063 1:9:9:9:1 83* 89* 
     
66 
 
 A decrease in the percent of alleles detected was observed as the sample template 
mass decreased, as shown in Table 7. For any given sample, the percent of alleles detected 
when the sample was amplified with PowerPlex® 16 HS was determined to be similar to 
the value obtained when the sample was amplified with Identifiler® Plus. For all 5-
contributor samples analyzed, the average percent of alleles detected was calculated to be 
93.6% and 93.3% for samples amplified with PowerPlex® 16 HS and Identifiler® Plus, 
respectively. 
 The percent of alleles detected does not appear to be the only indicator of the 
accuracy of NOCIt analysis results. For the twenty 5-contributor samples amplified with 
each kit, there was at least one instance in which 100% of alleles were detected, yet 
NOCItmax nonetheless resulted in an underestimate of the NOC by 1 contributor (i.e. 
NOCItmax=4). Returning to the increased accuracy observed with 5-contributor samples 
amplified with PowerPlex® 16 HS, the results in Table 7 highlight five samples for which 
NOCIt resulted in a correct estimation of the NOC to the mixture when amplified with 
PowerPlex® 16 HS, but an incorrect estimation when amplified with Identifiler® Plus. Of 
these samples, three exhibited higher percentages of detected alleles when amplified with 
PowerPlex® 16 HS, while two showed higher percentages of detected alleles when 
amplified with Identifiler® Plus. Although the number of detected alleles is undoubtedly 
correlated to the accuracy of any method of determining the NOC to a mixture, the results 
presented in Table 7 reinforce the notion that considering the number of alleles alone does 
not fully explain or characterize complex, LtDNA mixtures. 
 Where error associated with qPCR, the hypervariability of loci unique to each kit, 
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and comparative percentages of detected alleles were all determined to have had an 
insignificant impact on the accuracy of the determination of the NOC, it may be impossible 
to discern whether the increased accuracy observed with 5-contributor samples analyzed 
with PowerPlex® 16 HS is a real phenomenon or simply an artifact of small sample size. 
Further, because NOCIt tends to overestimate the NOC to 3- and 4-contributor samples 
amplified with PowerPlex® 16 HS more often than with said samples amplified with 
Identifiler® Plus, it is possible that the 5-contributor samples analyzed with NOCIt may 
have been overestimated to NOCItmax = 6 if the NOCIt probability distribution surveyed 
an extended interval of 1 to 6 contributors.  
4.2.7. Spread of the Probability Distribution 
 To convey the difference in the spread of the probability distributions obtained with 
NOCIt analysis of PowerPlex® 16 HS and Identifiler® Plus amplicons, the percentage of 
samples yielding one and two additional APPs greater than 1% is shown in Table 8. For 
example, if analysis of a 4-contributor sample yielded the following probability 
distribution: Pr(NOC=2)=0.01, Pr(NOC=3)=0.90, and Pr(NOC=4)=0.08, the interpretation 
is such that NOCItmax = 3. However, in addition to NOCItmax, two additional APPs greater 
than 1% were estimated, implying a significant chance that the sample could have 
originated from 2, 3, or 4 contributors.  
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 Table 8. The percent of samples for which one additional APP >1% and two additional APPs 
>1%, in addition to NOCItmax, were observed. Samples amplified with Identifiler® Plus are 
abbreviated “IP”, and samples amplified with PowerPlex® 16 HS are abbreviated “PP16.” 
 
 
 
 The difference in the spread of the probability distributions for samples analyzed with 
PowerPlex® 16 HS and Identifiler® Plus is apparent in the results for obtained for 2-, 3-, 
and 4-contributor samples presented in Table 8. As shown, 40% of 2-contributor samples 
amplified with PowerPlex® 16 HS resulted in an estimation of one additional APP greater 
than 1%. In comparison, analysis of the same 2-contributor samples amplified with 
Identifiler® Plus did not yield any additional APPs greater than 1%. This suggests that the 
  Percent of samples yielding indicated number of 
APPs >1% in addition to NOCItmax 
NOCknown Kit 1 APP >1% 2 APPs >1% 
1-Contributor IP 0 0 
PP16 0 0 
2-Contributor IP 0 0 
PP16 40 0 
3-Contributor IP 47 0 
PP16 58 16 
4-Contributor IP 65 0 
PP16 70 15 
5-Contributor IP 70 15 
PP16 75 15 
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probability distributions obtained for samples amplified with Identifiler® Plus tends to be 
more tightly centered around NOCItmax, while the probability distributions obtained for 
samples amplified with PowerPlex® 16 HS tends to have an increased spread across 
multiple NOCs. A similar trend is observed for 3- and 4-contributor samples, for which a 
significant percent had two APPs greater than 1% when amplified with PowerPlex® 16 HS, 
while the same samples amplified with Identifiler® Plus did not result in more than one 
additional APP greater than 1%. Interestingly, the spread of the probability distributions 
obtained for 5-contributor samples appears to be relatively similar between the two kits 
utilized.  
 Although the findings summarized in Figure 24 suggest that the accuracy of NOCIt1% 
is greater for 3-, 4-, and 5-contributor samples amplified with PowerPlex® 16 HS, the 
results in Table 8 indicate that for 3- and 4-contributor samples, the increased accuracy 
with PowerPlex® 16 HS is coupled with an increase in the number of outputs for which 
additional APPs greater than 1% are observed. Cumulatively, the results in Figure 24 and 
Table 8 imply that the increased accuracy of NOCIt1% for 3- and 4-contributor samples 
amplified with PowerPlex® 16 HS is accompanied by an increase in the spread of the 
probability distribution. Returning to the hypothetical 4-contributor sample previously 
proposed, although NOCIt1% is accurate in the sense that an 8% APP was estimated for 
NOCknown, the metric is also inaccurate in that a 2% APP was estimated for NOC=2. The 
implication is that for higher-order, complex, LtDNA mixtures, increased accuracies may 
be obtained if samples are amplified with PowerPlex® 16 HS and the analyst is willing to 
interpret the evidence using three likely NOC assumptions.  
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4.2.8. Utility of the Maximum a Posteriori Probability 
 
Figure 26. Box plots of the maximum APP (MAP) determined for the 100 samples 
amplified with Identifiler® Plus (IP) and PowerPlex® 16 HS (PP16). The samples are grouped by 
kit and accuracy of the NOCIt output. The boxes represent the middle two quartiles of the maximum 
APP range (Q1–Q3), and the horizontal line is the median value. The end of the bottom whisker 
represents the minimum data point.  
 
 Figure 26 shows the maximum APP determined by NOCIt displayed by the accuracy 
of the NOCItmax output for all samples tested. The maximum APP for samples for which 
the NOC was correctly determined ranged from 0.99–0.70 for samples amplified with 
Identifiler® Plus and 0.99–0.51 for samples amplified with PowerPlex® 16 HS. Similar 
ranges were observed when the maximum APPs for samples for which inaccurate NOC 
estimations were obtained were considered. Cumulatively, these results suggest that the 
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maximum APP cannot be used as an indicator of the accuracy of the NOCIt output. 
4.2.9. Impact of N-8 Stutter 
 The endeavor to speculate the cause of the wider probability distributions observed 
with samples amplified with PowerPlex® 16 HS compared to Identifiler® Plus remains. 
Mönich et al. conducted a statistical analysis of the baseline noise signal of the single 
source PowerPlex® 16 HS and Identifiler® Plus samples utilized in these experiments [50]. 
By examining the filtered genotype table for each sample and removing from consideration 
known alleles and N-4 and N+4 stutter peaks, they were able to examine the baseline noise 
for each sample [51]. The baseline noise was roughly characterized as a signal-to-noise 
ratio (SNR) following the convention detailed below:  
SNR=
𝑃signal
𝑃noise
  
The SNR relates the power of the signal, Psignal, to the power of the noise, Pnoise. The value 
of the statistic is inversely related to the value of Pnoise, where a low SNR expresses high 
noise relative to the signal. 
 The findings of  Mönich et al. indicate that for template masses of less than 0.125 ng, 
Identifiler® Plus has a lower average SNR, but for samples with template masses of 0.25 
ng, PowerPlex® 16 HS has a lower SNR. Mönich et al. hypothesized that the noise 
dependence for different target masses may be influenced by the presence of detectable N-
8 and N+8 stutter which artifically increase the noise measurement; thus, the experiments 
were repeated, and in addition to omitting allelic peaks and N-4 and N+4 stutter peaks from 
analysis, peaks in positions of N-8 and N+8 stutter were removed. With the latter removed 
(Equation 5) 
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from the dataset, they observed that the SNR for Identifiler® Plus is lower across all target 
masses, suggesting that N-8 and N+8 stutter impacts PowerPlex® 16 HS noise data in a 
significant way, particularly at larger concentrations of DNA [51]. 
 Further examination of the single source datasets utilized by Mönich et al. sought to 
investigate outlier noise peaks. To achieve this, a threshold of 20 RFU was applied to the 
genotype tables which had allelic and N-4 and N+4 stutter peaks removed in attempt to 
identify baseline noise peaks with unusually high peak heights. Of the identified peaks 
exceeding 20 RFU, 22% could be classified as N-8 stutter in the Identifiler® Plus dataset, 
while 83% could be classified as N-8 stutter in the PowerPlex® 16 HS dataset. 
Cumulatively, these results suggest that N-8 stutter is a reproducibly detected artifact in 
samples amplified with PowerPlex® 16 HS.  
 Currently, NOCIt v1.5 does not model N-8 stutter. Thus, when the evidentiary or 
unknown profile is analyzed, a peak in a position of N-8 stutter, if not identified as off-
ladder, will impact the probability estimate. Further studies would be needed to determine 
whether the increase in the spread of the probability distributions observed across all NOCs 
for samples amplified with PowerPlex® 16 HS may have been, in part, caused by the 
increased incidence of N-8 stutter. It would therefore be of interest to filter N-8 stutter from 
samples amplified with PowerPlex® 16 HS and re-analyze the samples on NOCIt to 
ascertain whether the removal of N-8 stutter decreases the spread of the probability 
distribution. In summary, neither kit exhibited improved performance over the other when 
ascertaining the NOC. However, NOCIt was shown to work well with both datasets and is 
therefore considered a viable system to incorporate into the DNA interpretation pipeline.  
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5. Conclusions 
 Advances in the field of forensic DNA analysis include the addition of highly 
polymorphic loci to multiplexed amplification kits and the development of continuous 
interpretation systems. However, effective methods of determining the NOC to complex, 
LtDNA mixtures have been historically lacking and therefore represent a gap in the 
forensic DNA analytical scheme which, until recently, has largely gone unaddressed.  The 
emergence of NOCIt — an analysis tool which results in high accuracy rates for samples 
with sufficient DNA quantities, has marked an important, alternative approach to 
determining the NOC.   
 The results obtained herein indicate that the ability to determine the NOC to forensic 
DNA mixtures is affected by template mass, sample complexity, and analysis method. 
Generally, a decrease in the accuracy of all methods tested was observed as the sample 
template mass decreased, and at extreme low template amounts, the accuracy of all 
methods was 0%. Further work might seek to develop a complexity threshold to assist 
practitioners in the recognition of complex casework samples for which there is a low 
likelihood of correctly determining the NOC using any interpretation system. 
 In this series of experiments, sample complexity was defined as a combination of: 1) 
the true NOC to the mixture and 2) the ratio of contributors present. The accuracy of all 
methods decreased as the NOC to the mixture increased and as the ratio between any two 
contributors became more discrepant. Specifically, the accuracy of NOCIt was found to be 
nearly 100% when the template mass of the minor contributor was 0.07 ng or greater, 
across all NOCs, suggesting that in order to be consistently detected by NOCIt, the 
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contributors tested were required to have at least 10 cells’ worth of DNA present during 
amplification. Similarly, 14 cells were required to obtain comparable accuracy rates with 
MLE and MAC. Cumulatively, these results serve as an indication that forensic DNA 
samples containing low-target quantities may need to be interpreted using multiple or 
different assumptions on the number of  contributors, since the assumption on  the number 
of  contributors is known to affect the conclusion in certain casework scenarios.  The data 
presented also support the notion that there is a limit associated with the signal obtained 
from complex samples; this limit is directly related to the quantity and complexity of the 
biological source collected from the evidentiary substrate.  
 This series of experiments further examined: 1) the method of determining the NOC 
(i.e. MAC versus MLE versus NOCIt) and 2) the ability to infer the NOC using two 
different PCR kits (i.e. Identifiler® Plus versus PowerPlex® 16 HS). Although one 
amplification kit was not found to be universally advantageous to the other, NOCIt resulted 
in the highest accuracy. Beyond yielding higher accuracy rates, NOCIt is a valuable 
analysis tool in that it encourages comparison to and evaluation of existing methodologies. 
While user-friendliness should not trump accuracy when selecting which method of 
determining the NOC to implement in casework, ease-of-use is, nonetheless, of relevance 
to the forensic DNA practitioner.  Although results indicate that MAC – the most 
commonly used method of determining the NOC, is the least accurate, it is a simple and 
fast approach for the analyst and is relatively straightforward to employ. In contrast, MLE, 
which yielded increased accuracies compared to MAC, requires modest knowledge of the 
R programming language. NOCIt, the most accurate of all methods tested herein, does not 
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require programming language and has the advantage of a user interface. However, the 
required pre-analysis set-up is considerable (though one-time), and analysis time, though 
hands-off, can be lengthy depending on the computing capabilities of the central processing 
unit (CPU).  Additionally, due to the mathematics associated with both NOCIt and MLE 
methods, results of analysis would require informed presentation in court and cautious 
forensic reporting.   
 In the future, it may be worthwhile to explore the accuracy of NOCIt with samples 
amplified using one of the megaplex STR kits, such as Globalfiler® or PowerPlex Fusion®, 
where the addition of new, hypervariable loci as well as miniSTRs may prove beneficial in 
resolving complex mixtures [52, 53]. Additionally, the scope of sample complexity might 
be expanded to assess the effect of template DNA condition on the ability to determine the 
NOC, where the biological material of one or more contributors may be corrupted via 
degradation or inhibition. 
 Although NOCIt marks an improvement over existing strategies of determining the 
NOC to DNA mixtures, the effect of the NOC assumption on downstream analyses such 
as the LR calculation is an area which warrants further attention [54]. Earlier work by 
Buckleton et al. highlighted issues with conditioning the denominator of the LR on the 
minimum NOC required to explain the number of peaks observed in an evidentiary EPG, 
a common practice in laboratories which utilize LRs. Their work, which explored 
simulated mixtures, cited isolated instances in which the minimum NOC failed to minimize 
the LR. In those instances, the LR, conditioned on the minimum NOC determined by MAC, 
did not yield the most conservative estimate [54]. A valuable extension of the work 
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presented herein might entail exploring the effect of the assumption on the NOC to 
complex DNA mixtures utilizing NOCIt to estimate the NOC on which to condition the 
LR. Additionally, the results presented suggest that it may be beneficial to determine the 
LR by conditioning the numerator and denominator on different NOCs, since the true NOC 
to LtDNA samples cannot be known with certainty.  
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APPENDIX A:  
Likelihood Estimator Functions in the forensim R Package 
 The following scripts demonstrate how the allele frequency file and sample file are 
imported and analyzed with the likelihood estimator functions in the forensim R package. 
The examples utilize a frequency file named “caucasianpop” and a sample file named 
“sample1.” The character “>” indicates the beginning of a line of code entered by the user, 
while characters in italics represent the system response. 
 
A. Converting Frequency File Data Frame to tabfreq Object [27, 29, 30] 
 
> library(forensim) 
> data(caucasianpop) 
> class(caucasianpop) 
[1] “data.frame” 
> head(caucasianpop) 
  First 6 rows of data frame will appear here 
>caucasianpop<-tabfreq(tab=caucasianpop, pop.names=as.factor(‘caucasianpop’)) 
> is.tabfreq(caucasianpop) 
[1] TRUE 
> caucasianpop 
 
   # Tabfreq object: allele frequencies  #  
 
@tab: list of allele frequencies 
@which.loc: vector of  15  locus names 
@pop.names:  populations names 
 
 
B. Converting Sample File to simumix Object [27, 29, 30] 
 
> sample1 <- read.csv(file = system.file(“files/sample1.csv”,  
+ package = “forensim”), h = TRUE) 
> newmix <- new(“simumix”) 
> newmix$which.loc <- as.character(sample1$Marker) 
> for (m in 1:length(newmix$which.loc)) { 
+ tmp <- as.character(sample1[m, which(!is.na(sample1[m, 
+ ]))][-1]) 
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+ newmix$mix.all[[m]] <- tmp 
+ } 
> names(newmix$mix.all) <- newmix$which.loc 
 
 
C. Utilizing Likelihood Estimator Functions to Analyze Sample [27, 29, 30] 
 
> likestim(newmix, freq = caucasianpop, refpop = NULL) 
     max  maxval 
[1,]   2 4.8e-43 
> likestim.loc(mix=newmix, freq=caucasianpop, refpop=NULL) 
                         max  maxval 
D8S1179   1 0.01700 
D21S11    1 0.01100 
D7S820    1 0.09000 
CSF1PO    1 0.16000 
D3S1358   1 0.09200 
TH01      2 0.03300 
D13S317   1 0.04800 
D16S539   1 0.00310 
D2S1338   1 0.00920 
D19S433   1 0.00420 
vWA       1 0.06000 
TPOX      1 0.00062 
D18S51    1 0.00270 
D5S818    1 0.00510 
FGA       1 0.04700 
> lik(x=1,mix=newmix,freq=caucasianpop,refpop=NULL) 
[1] 0 
> lik(x=2,mix=newmix,freq=caucasianpop,refpop=NULL) 
[1] 4.780771e-43 
> lik(x=3,mix=newmix,freq=caucasianpop,refpop=NULL) 
[1] 9.195446e-61 
> lik(x=4,mix=newmix,freq=caucasianpop,refpop=NULL) 
[1] 3.903245e-79 
> lik(x=5,mix=newmix,freq=caucasianpop,refpop=NULL) 
[1] 8.952614e-98 
> lik(x=6,mix=newmix,freq=caucasianpop,refpop=NULL) 
[1] 1.503092e-116 
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APPENDIX B:  
Percent of Known Heterozygotes per Autosomal Locus in the 50-Sample Calibration 
File 
 
Locus Percent of Known Heterozygotes 
Penta E 0.96 
D21S11 0.92 
D2S1338 0.90 
FGA 0.90 
Penta D 0.90 
vWA 0.90 
D7S820 0.88 
D3S1358 0.84 
D5S818 0.84 
D8S1179 0.84 
TH01 0.84 
D18S51 0.82 
CSF1PO 0.80 
D19S433 0.79 
D13S317 0.76 
D16S539 0.76 
TPOX 0.59 
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