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Abstract 
System with  multiple  element  transmiter  and  receiver 
arrays  have  been shown  to achieve  very  high  spectral 
eficiencies.  The  theoretically  achievable  Shannon 
capacity  is  a  function  of  the  channel  between  the 
transmitters and  the receivers.  On the simulation  level, 
one  assumes  certain  statistical  Characteristics for  the 
channel, but on  a practical level, the actual channel is 
measured. In this paper we will show that the accuracy of 
the measurements  agects the  accuracy  of the Shannon 
capacity estimation.  We will study  analytically how  the 
channel estimation error appears in the capacity formula, 
and we will derive mathematical expressions for the jrst 
and second  order approximations  of the error.  We will 
present  simulation  results  that  show  the  effect  of  the 
system size, the measurement accuracy, the system signal- 
to-noise ratio and the nature of  the channel itself on the 
accuracy of the estimation ofthe channel capacity. 
1.  Introduction 
Systems  with  multiple  transmiters  and  receivers  can 
achieve very high spectral efficiencies, depending on the 
properties of the channel between them. On the simulation 
level, one assumes certain statistical characteristics for the 
channel.  For  practical  purposes,  the  actual  channel  is 
measured. The question that we will investigate is how the 
error in  the channel measurement  affects the calculation 
of the channel capacity, as per the Shannon formula. 
Mathematical analysis will derive an expression for the 
first and  second order error. The capacity error will be 
shown to depend on the accuracy of the measurement, the 
system signal to noise and the nature of the channel itself. 
We will study two limiting cases for the channel: the case 
of N independent equivalent channels and that of a single 
effective channel. 
This paper is organized as follows: Section 2 introduces 
the  system model  and  notation,  Section  3  derives  an 
expression for the capacity estimation error and Section 4 
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studies its statistical properties.  Section  5  contains the 
simulation results  for  the  two  limiting  cases  for  the 
channel, and section 6 summarizes our conclusions. 
2.  System model and notation 
Assume  a system with  M  transmitters and N  receivers. 
Without loss of generality we will assume MIN. Each 
transmitter transmits an independent data stream of power 
E,  so that the total power is Pt (E, = P,/M). 
The signals travel through a channel that has  a transfer 
matrix T, and the received signal vector y is: y  = Tz + n. 
-  n is the Nxl dimensional noise vector. Its components are 
independent across the receivers, and each one of them is 
assumed to be additive white Gaussian noise of zero mean 
and variance d. 
The transmit vector  and the received vector y are Mxl 
and Nxl  dimensional respectively.  The channel transfer 
matrix T is NxM dimensional. 
Under these assumptions, the Shannon capacity is: 
Ex  C=log2(det(RyJ,R;j))  =log,(det(I,  +,TTH)) 
0 
TH stands for the  complex conjugate  transpose of  the 
matrix T. 
After some mathematical manipulation, the capacity can 
be written in terms of the transpose G of  T as 
E, 
o2 
C =  log, (det(l,  + -  GGH)) 
AISO if Iu, I are the singular values of the matrix T, 
For simplification of notation, let Q=diu  1+-  I U,  I  (5  ’) 
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The exact channel capacity is given by the formula 
C,,,  =log2  det(l, +7GGH)  Ex 
0 
If the estimated value of G is G,,,  =  G +  AG ,  then the 
capacity is estimated to be 
Ex 
Cmcas =  log2 (det(lM + 2  GmeavGLav 1) 
Our objective is to study the statistics of the error 
If  T =  SI/VH,  then its transposeG is G = VUS", 
where s =s*,v  =v*,u=u'. 
The matrices v,s are unitary, so let AG = VAUSH. 
The matrix AU  is not diagonal like the matrix U. 
so 
E= 'mea,  -'exact  --- 
w  -  U 
E, 
(r2  c,,,  =  log, (detV, + -  G,,  GEav  >> = 
log2(det(lM  +S(U+AU)(UH  +AU"))) 
cr2 
We compare with the actual capacity as follows 
E 
o2 
2cmuv  det(l, +>(U  +AU)(UH  +AllH)) 
-= 
E 
det(lM  + +  UU "  ) 
0 
=  det[lM  + @;U] 
where 
x  = (vu + auu  +  UAU "  +  AUAU H)~-l 
We  now  partition  the  matrices  U  and  AU  into  two 
matrices, one of dimension MxM  and one of dimension 
Mx(N-M), such that 
AU=[Y1  Y,] 
With this partitioning we can write 
X  = (Y,W*  +  WY,"  +  Y,Y,"  + Y2Y:)Q-' 
Let L=N-M, and 
0-7803-6728-6/01/$10.00 02001 IEEE 
Y  :I 
Y  21  Y, = Ii1 
Y  :2 
Y  ;2 
... 
YL 
a..  YIL 
**e  YZL 
...  ... 
**'  Y,  :I 
We observe that 
.* 
YIW ij  =ujy,;., (Wlf),  =Uiyi3* 
and 
c 
l+-Iuj 
0' 
If  we  calculate  the  determinant  of  the  matrix 
D  =  1,  + fix and keep only the first and second order 
terms, we obtain. 
The minus sign in the last term comes by because of the 
permutation. 
The error gets projected onto  the  eigen-vectors of  the 
matrix G. The error along the input  eigen-vectors of G 
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values affects less than the mor made along the vectors 
that correspond to non-zero eigen-values. 
We  observe that  the  transformations introduced by  the 
unitary matrices preserve the statistical properties of the 
error, if the elements of the matrix AG  are independent. 
Let the average channel gain be p'  =  E[I  h, 1'1. 
The average signal to noise ratio is 
Assume that  the signal to noise ratio is set to a constant 
value  p.  We  normalize  the  expression  by  the 
factor P2  =  @I h,  1'1,  and we rename the variables 
2  cm, 
--  -1+x, +x2  +x, +x, ,where 
2  C", 
If we ignore the terms that are third order and higher, and 
we  remove the logarithm 
~=C~,,-C,,,,,=lo~(l+x,+x~+x,+x,)= 
1 
2 
In 2 
[(XI +% +x3  +x4)--  (x, +% +s  +x4)2  +...I 
3 
1  1 
-[x1+(~+x3+X4--x~)] 
In 2  2 
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4.  Statistics of the error 
4.1 Statistics of the first-order error 
1 
In 2 
The first order error is El = -  x1  . 
The error in  the estimation of the  element  gqof  the  G 
matrix is a complex number of the form 
Ag--=x..+jy-.  !/'I  'I 
If xu,  yii for any ij  are independent identically Gaussian 
distributed random variables with zero mean and variance 
0;  12, then  the  real  and  imaginary  parts  of  the 
normalized projected errors are independent identically 
Gaussian distributed random variables with mean  zero 
and variance 
-2  o2 
om-  m 
2  2P 
---. 
The  first  order  error  is  therefore  the  sum  of  scaled 
Gaussian  random  variables  and  is  itself  a  Gaussian 
random variable with zero mean and variance 
4.2 Statistics of the second-order error 
1  1 
ln2  2 
The second order error is E2 =-(x,  +x3  +x, --x:). 
It is not Gaussian distributed, and, most importantly, 
its mean value is not zero. 
5.  Simulation results 
We will limit ourselves to square MXM  systems. 
5.1 Notation 
Let  H  be  the  true  channel  transfer  matrix  and  Hits 
estimate, H = H + 
The error in the estimation of the channel transfer matrix 
can be written in the form AH =  o,R,  where R is  a 
. 
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Gaussian variables with variance 1. In systems where the 
channel measurement is done with training sequences, the 
value of the error variance OH depends on the length of 
the  training  sequence,  the  receiver  noise  and  the 
transmitted power during the training phase. 
Using the previous defmition of the average channel gain 
and assuming the total transmitted power during the data 
transmission phase to be Pd,  the capacity estimate is 
1  Pd  C=  log, det(f +--  HHH)  = 
log, det(l +A(-  H +--R)(-H  +--R)H) = 
0;  M 
P'p  1  OH  1  0, 
MO:  P  P  P  P 
E is the normalized channel transfer matrix. 
D'  P'Pd 
4  4 
,PH =-  We will refer to the quantities  Pd  = - 
as the system and the measurement signal to noise ratios 
respectively. 
5.2 Best and worst case scenario 
The best case scenario occurs when the channel transfer 
matrix has  M equal singular values, i.e. the  channel is 
equivalent to M parallel sub-channels all of the same gain. 
This is the kind of arrangement that would maximize the 
capacity. So as the best case we chose 
Io 0  ...  AzI 
L  -I 
The worst-case scenario occurs when the channel transfer 
matrix  has  only  one  non-zero  singular  value.  The 
estimation error gives rise to dormant eigen-modes and 
we  expect  to  see  the  greatest  impact  in  the  capacity 
estimation. 
... 
1 
... 
... 
... 
... 
... 
1 :j 
5.3 Effect of the measurement SNR 
We will look at an 8x8 system for a fixed system signal to 
noise ratio of  20dB, and we will see how the estimated 
capacity  for  different  realizations  of  the  matrix  R 
approaches the true system capacity. We plot the capacity 
CDF for the various realizations of the random matrix R. 
i1.6  51.8  52  52.2  52.4  52.6  52.8  53  53.2  53.4 
Worst case scenario: H = all ones, (pd =20dB) Cexact  = 9.65 bpslHz 
l,-------------------------------  11  I  I  i'  ;  ;  I  I  I  *A.JP--l 
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Capacity in  bpslHz 
As expected, the higher the measurement SNR, the better 
the estimate of the capacity. By looking at the scale of the 
curves we observe that the error for the best case scenario 
is negligible compared to that for the worst case scenario. 
5.4 Effect of the system SNR 
We look at a 4x4  system and study how the system signal 
to noise ratio affects the capacity estimation error. 
We  observe that  for the  best-case scenario, where the 
channel is equivalent to M parallel channels of equal gain, 
the capacity estimate is accurate for a very wide range of 
measurement and system signal-to-noise ratios. However 
for the worst case scenario, the error increases as either 
the  system  SNR  increases  or  the  measurement  SNR 
decreases, and it can become of the order of 100%.  L  -I 
Note  that  the  elements  of  both  matrices  are properly 
scaled so that p  =  E[\  I  ] =  1 . 
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5.5 Effect of the system size 
We let the system size vary, keep the system SNR to 
20 dB,  and look at the capacity error for variable 
measurement SNR. 
Best case scenario: H = identity (p,  = 20dB) 
150,-  - - - -  - - - -  - - - - - - - - - - - - - -  - - - - __ - - - _. 
I-  1  I 
I  I  I  I  I  I  I 
I 
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System size 
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We  observe that  capacity grows  linearly with the 
number of transmitters  for the  best  case  scenario 
and  logarithmically  for the worst-case scenario. The 
error is negligible for the best case scenario for any 
system  size,  but  it  grows  with  the  number  of 
transmitters for the worst-case scenario. 
6. Conclusions 
The question that we investigated is how the error in the 
channel estimation affects the calculation of the channel 
capacity, as per the Shannon formula. 
Mathematical analysis  shows  that  one  can  derive  an 
expression  for  the  first  and  second  order  error.  The 
capacity error  depends on the  accuracy of  the channel 
measurement, the operation signal to noise and the nature 
of the channel itself. 
We  studied two limiting cases for the channel. The best- 
case  scenario  is  equivalent  to  having  N  independent 
channels of equal gain. In this case, the error is very small 
independently of  the  system  size  or  the  measurement 
SNR. In the worst-case case scenario the multiple antenna 
system  reduces to  a  single effective channel that  only 
benefits in terms  of power  with  receive diversity. The 
error then grows with the  system size, the measurement 
error and the system SNR. 
We observe that we essentially have four parameters: the 
system size, the measurement SNR, the system SNR and 
the capacity error threshold  If  three of these parameters 
arc set, then the fourth is uniquely specified 
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