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Likelihood function
I Model: Y  f(y;)
I Likelihood function: L(;y) = f(y;) = exp`(;y)
I Maximum likelihood estimate ^ : supL(;y) = L(^ ;y)
I Score function: U() = `0(;y)
I Fisher information:
I() = Ef `00(;Y)g; j() =  `00(;y)
I Likelihood ratio: w() = 2f`(^ ;y)   `(;y)g
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Likelihood inference
I Model: Y  f(y;)
I Data: y = (y1;:::;yn)
I Likelihood function: L(;y) =
Qn
i=1 f(yi;)
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Likelihood inference
`(;y) = logf(yi;) j(^ ) =  `00(^ )=n I() = Efj()g


























q q q q




n(^    )
:  Nf0;j 1(^ )g






:  Nf0;j(^ )g
1 p
nU() = 1 p
n`0()
d  ! Nf0;I()g
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Likelihood: advantages
I captures the sufﬁcient statistics
I asymptotic theory for approximating distribution of derived
quantities
I asymptotically fully efﬁcient
I objective function for comparing models
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Likelihood: drawbacks
I computation of derived quantities
I computation of the likelihood surface
I model misspeciﬁcation
I high dimensional problems
12/46Introduction and example Composite likelihood Models and Data Theoretical aspects
Composite likelihood
I Model: Y  f(y;); Y 2 Y  Rp;  2 Rd
I Set of events: fAk;k 2 Kg





I Lk(;y) = f(fyr 2 Akg;) likelihood for an event
I fwk;k 2 Kg a set of weights
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Examples





and variants by modifying events


















s=r+1 f(yr   ys;)
I and even mixtures of CCL and CML
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Derived quantities
I log composite likelihood: c`(;y) = logCL(;y)
I score function: U(;y) = rc`(;y) =
P
s2S wsUs(;y)
I maximum composite likelihood est.: ^ CL = argsupc`(;y)
U(^ CL) = 0
I variability matrix: J() = varfU(;Y)g
I sensitivity matrix: H() = Ef rU(;Y)g
I Godambe information (or sandwich information):
G() = H()J() 1H()
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Inference





n(^ CL   )
:  Nf0;G 1()g G() = H()J() 1H()




a Za  N(0;1)
I 1;:::;d eigenvalues of J()H() 1





I constrained estimator: ~   = sup=( )c`(;y)
I 1;:::;d0 eigenvalues of (H  ) 1G  
I Kent, 1982
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Model selection
I Akaike’s information criterion Varin and Vidoni, 2005
AIC =  2c`(^ CL;y)   2 dim()
I Bayesian information criterion Gao and Song, 2009
BIC =  2c`(^ CL;y)   logn dim()
I effective number of parameters
dim() = trfH()G 1()g
I these criteria used for model averaging Hjort and
Claeskens, 2008
I or for selection of tuning parameters Gao and Song, 2009
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Example: symmetric normal
I Yi  N(0;R), var(Yir) = 1, corr (Yir;Yis) = 
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; p = 3;5;8;10
(Cox & Reid, 2004)
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Likelihood ratio test
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... symmetric normal +
I Yi  N(1;2R) Rst = 
I ^  = ^ CL; ^ 2 = ^ 2
CL; ^  = ^ CL
I G() = H()J() 1H() = J()
I pairwise likelihood is fully efﬁcient
I also true for Yi  N(;)
(Mardia, Hughes, Taylor 2007; Jin 2009)
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Example: dichotomized MV Normal






fyrys logP(yr = 1;ys = 1) + yr(1   ys)logP10







(p   1)2var(T) T =
X
s<r
(2yrys   yr   ys)





p3( 6p1111:::) + p2(:::) + p(:::)







































 0.02 0.05 0.12 0.20 0.40 0.50
ARE 0.998 0.995 0.992 0.968 0.953 0.968
 0.60 0.70 0.80 0.90 0.95 0.98
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Example: multi-level probit model
I latent variable: zir = x0
ir + bi + ir; ir  N(0;1)
I binary observations: yir = 1(zir > 0); r = 1;:::mi;i = 1;:::n
I probit model: Pr(yir = 1 j bi) = (x0





























I each Pr(yir = j;yis = k) evaluated using 2(;;irs)
(Renard et al., 2004)
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... multi-level probit (Renard et al. 2004)
I computational effort doesn’t increase with the number of
random effects
I pairwise likelihood numerically stable
I efﬁciency losses, relative to maximum likelihood, of about
20% for estimation of 
I somewhat larger for estimation of 2
b
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Markov chains Hjort and Varin, 2008
I comparison of likelihood
L(;y) =
Y
pr(Yr = yr j Yr 1 = yr 1;)
I adjoining pairs CML
CML(;y) =
Y
pr(Yr = yr;Yr 1 = yr 1;)
I composite conditional likelihood (= Besag’s PL)
CCL(;y) =
Y
pr(Yr = yr j neighbours ;)
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... Markov chain example
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... Markov chain example
Reﬂecting barrier with ﬁve states: efﬁciency of pairwise
likelihood (dashed line) and Besag’s pseudolikelihood (solid
line)
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Continuous responses
I Multivariate Normal:
Yi = (Y1i;:::;Ykii)  Nf0 + 1xi;2Ri()g
Zhao and Joe, 2005
I pairwise likelihood very efﬁcient, but not  max. lik. ARE
I multivariate longitudinal data; correlated series of
observations with random effects
Fieuws and Verbeke,2006
I correlation of full likelihood and pairwise likelihood
estimates of parameters near 1, relative efﬁciency also
near 1 simulations
I pairwise likelihood based on differences within clusters,
and connections to within and between block analysis
Lele and Taper, 2002; Oakes and Ritz, 2000
I and several papers on survival data, often using copulas
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Binary data
I Yr = 1fZr > 0g, Z a latent normal r.v.
I generalizations to clustering, longitudinal data: Zhao and
Joe 2005, Renard et al 2004
I random effects or multi-level models: Bellio and Varin,
2005; deLeon, 2004
I missing data: Parzen et al, 2007; Yi, Zeng and Cook, 2008
I YZC: not necessary to model the missing data mechanism,
uses weighted pairwise likelihood, simulation results
promising
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... binary data
I questions re choice of weights with clustered data
I comparison of probit and logit
I not clear if marginal parameters and association
parameters should be estimated separately
I mixed discrete and continuous data: deLeon and Carriere,
2006; Molenberghs and Verbeke, 2005
I Hybrid pairwise likelihood: GEE for marginal parameters
and pairwise likelihood for association parameters: Kuk,
2007
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Relation to Generalized Estimating Equations
I GEE speciﬁes mean and variance, but not full model
I GEE is fully efﬁcient in multivariate normal model with
nonzero correlations
I pseudo likelihood is fully efﬁcient in a speciﬁc multivariate
binary model, with a particular dependence model (ir 6= 0,
irs:::all zero)
I pseudo likelihood can fail badly, but most comparisons for
clustered data are promising
I pseudo likelihood may be more robust to outliers than GEE
I (Qu and Song, 2004) discuss robustness of quadratic inference function
I pseudo-likelihoods are often easier to maximize
I example: network tomography (Liang and Yu, 2003)
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Time series
I going back to proposal by Azzalini, 1983
I n = 1 of more interest, with long time series and possibly
decaying correlations
I Markov chain models; using joint pairs
I e.g. in AR(1) fully efﬁcient
I seems counterintuitive but seems to give good estimates
I state space models, population dynamics: Andrieu, 2008
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And more...
I spatial data: multivariate normal, generalized linear
models, CML based on differences, CCL and
modiﬁcations, network tomography, data on a lattice, point
processes
I image analysis: Nott and Ryden, 1999
I Rasch model, Bradley-Terry model, ...
I space-time data
I block-based likelihoods for geostatistics: Caragea and
Smith, 2007
I gene mapping (linkage disequilibrium): Larribe and
Lessard, 2008
I model selection using information criteria based on CL:
Varin and Vidoni
I improvements of usual CL methods for speciﬁc models
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Motivation for composite likelihood
I easier to compute:
I binary data models with random effects, multi-level models
(pairwise CML)
I spatial data: ”near neighbours” CCL – Besag, 1974;
Stein, Chi, Welty, 2004
I sparse networks: Liang and Yu (2003)
I long sequences (large p) in genetics: Fearnhead, 2003;
Song, 2007
I access to multivariate distributions:
I survival data: Parner, 2001; Andersen, 2004, using
bivariate copulas
I multi-type responses, such as continuous/discrete, missing
data, extreme values, Oakes and Ritz,2000; deLeon, 2005;
deLeon and Carriere, 2007
I more robust: model marginal (mean/variance) and
association (covariance) parameters only
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Questions about modelling
I Does it matter if there is not a multivariate distribution
compatible with, e.g., bivariate margins?
I Does theory of multivariate copulas help in understanding
this?
I How do we ensure identiﬁability of parameters?
– examples of trouble?
I Relationship to modelling via GEE?
I In what sense is it more robust?
I E.g. binary data using dichotomized MV Normal
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Questions about inference
I Efﬁciency of composite likelihood estimator:
I choice of weights: Lindsay, 1988; Kuk and Nott, 2000;
I assessment by simulation or direct comparison of a. var:
Maydeu-Olivares and Joe, 2005
I comparing two-stage to full pairwise estimation methods:
Zhao and Joe, 2005; Kuk, 2007
I ...
I Example: multivariate normal:
I Y  N(;): pairwise likelihood estimates  mles
I Y  N(1; 2R);Rij = : pairwise likelihood est.  mles
I Y  N(1; R): loss of efﬁciency (although small)
I ? Why is CL so efﬁcient (seemingly) ?
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Questions about inference
I When Is CML (marginal) preferred to CCL (conditional) ?
(always?)
I asymptotic theory: is composite likelihood ratio test
preferable to Wald-type test?
I estimation of Godambe information:
jackknife, bootstrap, empirical estimates
I estimation of eigenvalues of (H  ) 1G  





I Satterthwaite type? (f2
d): Geys et al, 1999
I saddlepoint approximation?: Kuonen, 2004
I bootstrap?
I large p, small n asymptotics: time series, genetics
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p ! 1
I single long time series
I spatial models (p indexes spatial sites)
I usually assume decaying correlations, so p can play the
role of n
I population genetics: estimation of the population
recombination rate
I data is long sequence of alleles
I likelihood for each pair of segregating sites estimated by
simulation
I pairwise likelihood formed by combining these
I Fearnhead & Donnelly, 2001; McVean et al., 2002; Fearnhead, 2003;
Hudson, 2001
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p3( 6p1111:::) + p2(:::) + p(:::)
not consistent if p ! 1;n ﬁxed
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Questions
I is PL useful for modelling when no joint distribution is
available (and may not exist?)
I e.g. extreme values, survival data (Parner, 2001)
I asymptotic theory in n;p together
I likelihood ratio type tests immediately available; one
advantage over GEE
I can we really think beyond means and covariances in
multivariate settings?
I should inference for mean parameters be separated from
inference for covariances
I how to investigate robustness systematically
I estimation of Godambe information
I why does it work well? (when does it not work?)
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