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The analytical solution of a problem on isothermal sliding of rarefied gas along a
flat firm surface (the Kramers problem) for Holway—Shakhov equation is presented.
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1. Introduction
One of the first known problems of the kinetic theory, for which the
exact solution is received, is the Kramers problem, or the problem about
an isothermal flow of gas with sliding. For this problem some its methods of
the exact solution are constructed (see, for example, [1], [2], [3], [4], [5], [6]).
Interest to problems of gas flow with sliding is important because its
solution allows to calculate, in particular, boundary conditions for the Navier—
Stokes equation.
The kinetic Holway—Shakhon equation was already used for solution boun-
dary problems of the kinetic theory (see, [7] - [9]).
In work [10] parametres of Holway—Shakhon equation were expressed
through Prandtl number, self-diffusion coefficient and kinematic viscosity.
Let’s notice, that the kinetic ellipsoidal statistical equation of Holway [11]
was is applied to the solution of the Smoluchovsky problem about temperature
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2jump in work [12]. In works [13] – [15] were studied boundary problems of
the kinetic theory, in particular, the Kramers problem for binary gases.
In work [16] the analytical solution of the Kramers problem has been
received for the ellipsoidal statistical equation with frequency of collisions of
the molecules, proportional to the module of molecules velocity.
The analytical solution of problems about isothermal and thermal sliding
with accomodation boundary conditions has been received in work [17].
Later in works [18] and [19] the Kramers problem was generalized on the
case of quantum gases. So, in work [18] the case of Fermi gases was considered,
and in work [19] the case of Bose gases was considered.
In work [20] have been entered moment boundary conditions for boundary
problems for the rarefied gas. In [20] the Kramers problem was solved for 2-
moment boundary conditions.
On example of Kramers problem in works [21] – [24] were effective methods
of the approached solution of boundary problems of kinetic theory are deve-
loped.
Let the half-space x > 0 is occupied by the one-nuclear rarefied gas, a
plane yz is combined with a wall, gas moves in the axis direction y with
the mass velocity uy(x). Far from a wall the constant of a gradient of mass
velocity of gas is set
gv =
(
duy(x)
dx
)
x=+∞
. (1.1)
The given gradient of mass velocity of gas far from a wall causes so-called
sliding of gas along a wall with some unknown speed of sliding, proportional
quantity of the gradient of mass speed. In the Kramers problem is required to
define this unknown velocity of sliding, to construct function of distribution
of gas molecules and to find distribution mass velocity of gas in half-space.
Let’s notice, that the gradient of mass velocity gv and the gradient of
dimensionless mass velocity Uy(x1) =
√
βuy(x1) (on dimensionless coordinate
x1 = ν
√
βx) are connected by the relation
Gv =
gv
ν
.
Let’s consider, that for the dimensionless gradientGv = gv/ν the inequality
3is carried out
Gv ≪ 1. (1.2)
The condition (1.2) allows to consider Kramers problem in the linear
statement.
From (1.1) follows, that for the mass velocity in half-space x > 0 far from
boundary looks like
uy(x) = u0 + gvx+ o(1), x→ +∞, (1.3)
where the quantity usl is called as velocity of isothermal slidings along a flat
surface. Dimensionless velocity of sliding is equal Usl =
√
β usl.
As the boundary condition on a wall we will accept the condition purely
diffusion reflexion of molecules from a wall
f(x = 0, y, z, v) = f0(v), vx > 0. (1.4)
Here f0(v) is the absolute Maxwellian,
f0(v) = n
( m
2pikT
)3/2
exp
[
− mv
2
2kT
]
,
i.e. the molecules reflected from a wall have Maxwellian distribution by the
velocities.
Concentration of gas and temperature in the Kramers problem about
isothermal sliding are considered as constants.
In the Kramers problem it is possible to consider distribution function
depending from velocity of molecules v and one spatial coordinate x. Distribu-
tion function we will search in the form
f(x,v) = f0(v)[1 + h(x,C)]. (1.5)
The mass velocity of gas directed along an axis y, looks like
uy(x) =
1
n
∫
vy f(x,v) d
3v. (1.6)
Boundary condition on the wall under the condition diffusion reflexions of
molecules from the wall we will receive, if we will substitute decomposition
4(1.5) in condition (1.4). As result we receive the first boundary condition
(condition on the wall)
h(0, Cx) = 0, Cx > 0. (1.7)
The second boundary condition (condition "far from the wall") follows
from this the fact, that at x → +∞ distribution function h(x1,C) passes
into asymptotic function has(x1,C). Asymptotic function should be solution
of the Holway—Shakhov equation.
2. The Kramers problem for Holway—Shakhov equation
For Kramers problem the Holway—Shakhov equation becomes simpler and
has the following form [10]
Cx
∂h
∂x
+ h(x,C) =
= 2CyUy(x) + γCy
(
C2 − 5
2
)
Qy(x) + 2ωCxCyPxy(x). (2.1)
In this equation the variable x is the dimensionless coordinate, connected
with dimensional coordinate x1 by the relation x = ν
√
βx1, ν is the effective
frequency of collisions, β = m/(2kT ), m is the mass of a molecule of gas, k
is the Boltzmann constant, T is the temperature of gas, constants ν, γ and
ω are expressed through Prandtl number Pr, self-diffusion coefficient D and
kinematic viscosity ν∗ by following equalities [10]
ν =
kT
mD
, γ =
4
5
[
1−
(
1− ω
2
)
Pr
]
, ω = 2
(
1− D
ν∗
)
.
Besides, in the equation (2.1) Uy(x) is the dimensionless mass velocity of
gas along an axis y,
Uy(x) =
1
pi3/2
∫
exp(−C ′2)C ′yh(x,C′)d3C ′,
Qy(x) is the сomponent of the vector of thermal stream along an axis y,
Qy(x) =
1
pi3/2
∫
exp(−C ′2)C ′y
(
C2 − 5
2
)
h(x,C′)d3C ′,
and Pxy(x) is the component of viscous pressure tensor,
Pxy(x) =
1
pi3/2
∫
exp(−C ′2)C ′xC ′yh(x,C′)d3C ′,
5Let’s expand the function h in two directions
h(x,C) = Cyh1(x, Cx) + γCy
(
C2 − 5
2
)
h2(x, Cx). (2.2)
By means of (2.2) mass velocity is equal
Uy(x) =
1
2
√
pi
∞∫
−∞
e−µ
′2
[
h1(x, µ
′) + γ
(
µ′2 − 1
2
)
h2(x, µ
′)
]
dµ′,
y–component of thermal stream vector equals
Qy(x) =
1
2
√
pi
∞∫
−∞
e−µ
′2
{(
µ′2 − 1
2
)
h1(x, µ
′) + γ
[(
µ′2 − 1
2
)2
+ 2
]}
dµ′,
xy–component of viscous pressure tensor equals
Pxy(x) =
1
2
√
pi
∞∫
−∞
e−µ
′2
µ′
[
h1(x, µ
′) + γ
(
µ′2 − 1
2
)
h2(x, µ
′)
]
dµ′.
By means of last three equalities and decomposition (2.2) we conclude,
that the equation (2.1) is equivalent to system from two equations
µ
∂h1
∂x
+ h1(x, µ) =
=
1√
pi
∞∫
−∞
e−µ
′2
(1 + ωµµ′)[h1(x, µ′) + γ
(
µ′2 − 1
2
)
h2(x, µ
′)]dµ′
and
µ
∂h2
∂x
+ h2(x, µ) =
=
1
2
√
pi
∞∫
−∞
e−µ
′2
{(
µ′2 − 1
2
)
h1(x, µ
′) + γ
[(
µ′2 − 1
2
)2
+ 2
]
h2(x, µ
′)
}
dµ′.
We introduce vector–column
h(x, µ) =
(
h1(x, µ)
h2(x, µ)
)
and we transform previous system of equations in vector form
µ
∂h
∂x
+ h(x, µ) =
1√
pi
∞∫
−∞
e−µ
′2
K(µ, µ′)h(x, µ′)dµ′. (2.3)
6In equation (2.3) K(µ, µ′) is the kernel of equation,
K(µ, µ′) =


1 + ωµµ′ γ(µ′2 − 1
2
)(1 + ωµµ′)
1
2
(µ′2 − 1
2
)
γ
2
[(µ′2 − 1
2
)2 + 2]

 ,
with determinant
detK(µ, µ′) = γ(1 + ωµµ′).
The kernel of equation (2.3) we transform as sum
K(µ, µ′) = K(µ′) + ωµµ′

 1 γ(µ′2 − 12)
0 0

 ,
or, in the form
K(µ, µ′) = K(µ′) + ωµµ′
(
1 0
0 0
)
K(µ′),
where
K(µ′) =


1 γ(µ′2 − 1
2
)
1
2
(µ′2 − 1
2
)
γ
2
[(µ′2 − 1
2
)2 + 2]

 ,
detK(µ′) = γ.
Now we will present the equation (2.3) in the form convenient for division
variables
µ
∂h
∂x
+ h(x, µ) =
1√
pi
∞∫
−∞
e−µ
′2
K(µ′)h(x, µ′)dµ′+
+ωµ
1√
pi
∞∫
−∞
e−µ
′2
µ′
(
1 0
0 0
)
K(µ′)h(x, µ′)dµ′. (2.4)
3. Division of variables. Dispersion matrix – function
Following Euler, we search solutions of the equation (2.4) in the form
hη(x, µ) = exp(−x
η
)Φ(η, µ), η ∈ C, (3.1)
7where η is the spectral parameter, generally speaking, complex parameter.
Substituting (3.1) in the equation (2.4), we receive the characteristic equation
(η − µ)Φ(η, µ) = 1√
pi
ηn(η) + ωµ
(
1 0
0 0
)
m(η), (3.2)
in which
n(η) =
∞∫
−∞
e−µ
′2
K(µ′)Φ(η, µ′)dµ′, (3.3)
m(η) =
∞∫
−∞
e−µ
′2
µ′K(µ′)Φ(η, µ′)dµ′,
Multiplying the equation (3.2) at the left on the matrix e−µ
2
K(µ) and
integrating on all real axis, we receive that(
1 0
0 0
)
m(η) =
(
0
0
)
.
Hence, the characteristic equation becomes simpler
(η − µ)Φ(η, µ) = 1√
pi
ηn(η). (3.4)
From the equation (3.4) by means of the condition of normalization (3.3)
we find eigen vectors of the characteristic equation correspond to continuous
spectrum σc = (−∞,+∞)
Φ(η, µ) =
[ 1√
pi
ηP
1
η − µ + e
η2K−1(η)Λ(η)δ(η − µ)
]
n(η). (3.5)
In (3.5) the symbol Px−1 means principal value of integral at integration
of expression x−1, δ(x) is the Dirac delta–function, Λ(z) is the dispersion
matrix–fuction,
Λ(z) = E +
z√
pi
∞∫
−∞
e−µ
2
K(µ)
µ− z dµ,
where E is the unit matrix of the second order.
Let’s present the dispersion matrix–function in the explicit form
Λ(z) =
8=

 λ0(z) γλ0(z)(z
2 − 1
2
) +
γ
2
1
2
λ0(z)(z
2 − 1
2
) +
1
4
γ
2
[(z2 − 1
2
)2 + 2]λ0(z) + 1 +
γ
4
(z2 − 9
2
)

 .
Here λ0(z) is the dispersion plasma function,
λ0(z) = 1 +
z√
pi
∞∫
−∞
e−µ
2
dµ
µ− z .
Let’s present the dispersion matrix–function in the form, linear concerning
of the matrix K(z)
Λ(z) = λ0(z)K(z) +A(z),
where
A(z) =


0
γ
2
1
4
1 +
γ
4
(z2 − 9
2
)

 .
Determinant of the dispersion matrix–functions we name dispersion function.
It is easy to see, that
λ(z) ≡ det Λ(z) = γλ20(z) +
[
1− γ
4
(
z2 +
7
2
)]
λ0(z)− γ
8
.
Let’s expand dispersion function in asymptotic series in neighbourhood of
infinitely remote point
λ(z) =
1
2
(5γ
4
− 1
) 1
z2
+ o
( 1
z2
)
, z →∞.
This expansion means, that the discrete spectrum of characteristic equation,
consisting of zero of the dispersion function, consists of one infinitely remote
point zi = ∞ with order two. This spectrum is attached to the continuous.
This spectrum corresponds to two solutions of the initial equations (2.4)
h(1)(x, µ) =
(
1
0
)
and
h(1)(x, µ) =
(
x− 2
2− ωµ
)( 1
0
)
.
94. Boundary Kramers problem
On the condition of Kramers problem the given quantity is the gradient
of the mass velocity, given far from the wall
gv =
(duy(x1)
dx1
)
x1=+∞
. (4.1)
Let’s consider, that for the dimensionless gradient is carried out inequality
Gv ≪ 1 that allows to solve Kramers problem in linear statement.
From the relation (4.1) we see, that far from the wall for mass velocity is
fair the asymptotic distribution
uy(x1) = usl + gvx1, x1 → +∞.
From here and from the equation (2.4) follows, that far from the wall
function h(x,C) has following distribution
has(x,C) = 2CyUsl + 2Cy(x− 2
2− ωCx)Gv, x→ +∞. (4.2)
It is the linear combination of two partial solution of the initial equation
(2.1)
h1(x,C) = 1
and
h2(x,C) = x− 2
2− ωCx.
The distribution (4.2) is the Chapman—Enskog distribution.
By means of (2.2) we will present distribution (4.2) in the vector form
has(x, µ) =
[
2Usl +
(
x− 2
2− ωµ
)
Gv
]( 1
0
)
. (4.3)
Decomposition (4.3) represents the linear combination of two discrete
(partial) solutions of the equation (2.4), correspond to the spectrum attached
to continuous spectrum.
Let’s formulate boundary conditions in the Kramers problem under the
condition of diffusion reflexion of molecules from the wall
h(0, µ) =
(
0
0
)
, µ > 0, (4.4)
10
h(x, µ) = has(x, µ) + o(1), x→ +∞. (4.5)
So, boundary Kramers problem consists in finding of such solutions of the
equation (2.4) which satisfies boundary conditions (4.4) and (4.5).
The solution of the problem (2.4), (4.4) and (4.5) we search in the form
of the sum of the partial solutions of the attached spectrum and integral on
the continuous spectrum of continuous eigen solutions
h(x, µ) = has(x, µ) +
∞∫
0
exp(−x
η
)Φ(η, µ)dη. (4.6)
Let’s present the solution (4.6) in the explicit form
h(x, µ) = has(x, µ) +
1√
pi
∞∫
0
exp(−x
η
)
ηn(η)dη
η − µ +
+exp(µ2 − x
µ
)K−1(µ)Λ(µ)n(µ). (4.7)
Unknown members in expansion (4.6) or (4.7) are dimensionless velocity
of sliding Usl (coefficient of the attached spectrum) and vector–function n(η)
(coefficient of the continuous spectrum).
Expansion (4.7) automatically satisfies to the condition (4.5). Substituting
(4.7) in the condition (4.4), we receive the one-side vector singular integral
equation with Cauchy kernel
has(0, µ) +
1√
pi
∞∫
0
ηn(η)dη
η − µ + e
µ2K−1(µ)Λ(µ)n(µ) = 0, µ > 0. (4.8)
We introduce the matrix P (z) = K−1(z)Λ(z). It is easy find that
P (z) = λ0(z)E +B(z),
where
B(z) =

 −
1
4
(z2 − 1
2
) (γ − 1)z2 + 1
2
1
4γ
1
γ
− 1

 , detB(z) = −18.
11
For the matrix P (z) formulas Sokhotsky are carried out
P+(µ)− P−(µ) = 2√piiµe−µ2, −∞ < µ < +∞,
P+(µ) + P−(µ)
2
= P (µ), P (µ) = λ0(µ)E + B(µ).
The singular integral equation (4.8) we transform to the vector boundary
condition
P+(µ)[has(0, µ) +N
+(µ)] = P−(µ)[has(0, µ) +N−(µ)], µ > 0. (4.9)
In (4.9) we have entered the new auxiliary vector–function
N(z) =
1√
pi
∞∫
0
ηn(η)dη
η − z , (4.10)
for which Sokhotsky formulas are carried out
N+(µ)−N−(µ) = 2√piiµn(µ), µ > 0, (4.10a)
1
2
[N+(µ) +N−(µ)] = N(µ), µ > 0.
Boundary condition (4.9) we will present in the form of the non-uniform
vector boundaty value Riemann—Hilbert problem with matrix coefficient
N+(µ) = G(µ)N−(µ) + [G(µ)− E]has(0, µ), µ > 0. (4.11)
Coefficient of the problem (4.11) is the matrix–function
G(µ) = [P+(µ)]−1P−(µ) = [Λ+(µ)]Λ−(µ).
5. Homogeneous vector boundary value Riemann—Hilbert
problem
For solution of the problem (4.11) at first we will solve the corresponding
homogeneous vector boundary value problem
X+(µ) = G(µ)X−(µ), µ > 0. (5.1)
where the unknown matrix–function X(z) is analytic in complex planes with
a cut along the real positive half-axis.
12
For solution of this problem reduction to diagonal form the matrix P (z)
is required. For this purpose reduction to diagonal form the matrix B(z) is
required.
Eigen numbers (functions) of matrix B(z) are equal
µ1,2(z) = −1
8
(
z2 +
7
2
− 4
γ
)
± 1
8
r(z).
Here
r(z) =
√
q(z), q(z) =
(
z2 +
7
2
− 4
γ
)
,
where low index 1 corresponds to sign plus, and index 2 corresponds to sign
minus.
The matrix transforming the matrixB(z) to diagonal form, has the following
form
S(z) =

 µ1(z)−
1
γ
+ 1 µ2(z)− 1
γ
+ 1
1
4γ
1
4γ

 , detS(z) = r(z)
16γ
.
More low the return matrix is required to us also
S−1(z) =
4
r(z)


1
γ
2
[
r(z) +
(
z2 − 9
2
+
4
γ
)]
−1 γ
2
[
r(z)−
(
z2 − 9
2
+
4
γ
)]

 .
For the solution of the problem (5.1) we search in the form
X(z) = S(z)U(z)S−1(z), (5.2)
where U(z) is the new unknown diagonal matrix,
U(z) =
(
U1(z) 0
0 U2(z)
)
= diag {U1(z),U2(z)}.
Matrix S(z) and return to it contain the radical r(z), representing square
root from the polynom of the fourth degree q(z). Hence, these matrixes have
four branching points. These points are polynom zero q(z):
a(γ), a¯(γ), −a(γ), −a¯(γ),
13
where a(γ) is the zero laying in the first quarter,
a(γ) =
√
4
γ
− 7
2
+ i
√
8.
Additional cuts we will spend as follows. We will connect points of branching
with infinitely remote point following beams
Γ1(γ) = [a(γ),+∞+ i 4
√
8], Γ2(γ) = [−a¯(γ),−∞+ i 4
√
8],
Γ3(γ) = [a¯(γ),+∞− i 4
√
8], Γ4(γ) = [−a(γ),−∞− i 4
√
8].
Let’s unite these cuts, having entered the designation
Γ(γ) =
j=4⋃
j=1
Γj(γ).
Matrixes S(z) and S−1(z) are analytical in all complex planes with the
cut lengthways Γ(γ). It means, that we search unequivocal analytical matrix
X(z) in domain C \
(
Γ(γ)
⋃
R
)
.
Substituting (5.2) in (5.1), we receive the following matrix boundary value
problem
Ω+(µ)U+(µ) = Ω−(µ)U−(µ), µ > 0, (5.3)
where the matrix Ω(z) is entered by following equality
Ω(z) = S−1(z)P (z)S(z) = λ0(z)E + S−1(z)B(z)S(z) =
= λ0(z)E + diag {µ1(z), µ2(z)} = diag {Ω1(z),Ω2(z)},
where
Ωj(z) = λ0(z) + µ1(z) = λ0(z)− 1
8
(
z2 +
7
2
− 4
γ
)
± 1
8
√
q(z), j = 1, 2,
and j = 1 corresponds to the sign plus, and j = 2 corresponds to the sign
minus.
Considering, that the structure of matrix X(z) contains radicals ±r(z),
changing the sign at transition on opposite through additional cuts Γj(γ) (j =
1, 2, 3, 4), for unambiguity of a matrix X(z) should be demanded, that on
coast of additional cuts boundary values of the matrix X(z) from above and
from below were equal
X+(τ) = X−(τ), τ ∈ Γ(γ), (5.4)
14
or, that all the same,
U+(τ)T (τ) = T (τ)U−(τ), τ ∈ Γ(γ), (5.5)
where the matrix T (τ) is defined on the additional cut and has the following
form
T (τ) =
[
S+(τ)
]−1
S−(τ), τ ∈ Γ(γ).
Rectilinear calculations show, that a matrix T (τ) is constant
T (τ) =
(
0 1
1 0
)
.
The matrix boundary value problem (5.3) is equivalent to two scalar
boundary value problems on the basic cut
U+j (µ) =
Ω−j (µ)
Ω+j (µ)
U−j (µ), j = 1, 2, µ > 0.
Noticing, that
Ω−j (µ) = Ω
+
j (µ), −∞ < µ < +∞,
and сonsidering augmentation of arguments θj(µ) = argΩ
+(µ) on the semi-
axis [0,+∞], we will rewrite these problems in the following form
U+1 (µ) = exp(−2iθ1(µ))U−1 (µ), µ > 0, (5.6)
and
U+2 (µ) = exp(−2i[θ2(µ)− pi])U−2 (µ), µ > 0, (5.7)
Let’s notice, that problems (5.4) (or (5.5)) are not reduced to scalar
problems, and are essentially vector boundary value problems rather in respect
of vector U(z) = {U1(z), U2(z)}. By means of the found matrix T let’s rewrite
these problems in the form of two vector boundary value problems
U+1 (τ) = U
−
2 (τ), τ ∈ Γ(γ), (5.8)
U−1 (τ) = U
+
2 (τ), τ ∈ Γ(γ). (5.9)
Now the basic difficulty consists in search of such solution
U(z) = {U1(z), U2(z)},
15
which would satisfy simultaneously to four boundary value problems (5.6) –
(5.9).
Let’s proceed as follows. We will multiply and will divide against each
other boundary value problems (5.6) and (5.7). Then we find the logarithm
of the received problems, and the second of them we will divide term by term
on radical r(z). We receive, that
ln[U1(µ)U2(µ)]
+ − ln[U1(µ)U2(µ)]− = −2i[θ1(µ) + θ2(µ)− pi], µ > 0,
and
1
r(µ)
ln
[
U1(µ)
U2(µ)
]+
− 1
r(µ)
ln
[
U1(µ)
U2(µ)
]−
= −2iθ1(µ)− θ2(µ) + pi
r(µ)
, µ > 0.
These problems as problems "on jump" , have the following solutions
ln
[
U1(z)U2(z)
]
= −1
pi
∞∫
0
θ1(µ) + θ2(µ)− pi
µ− z dµ,
and
1
r(z)
ln
[
U1(z)
U2(z)
]
= −1
pi
∞∫
0
θ1(µ)− θ2(µ) + pi
r(µ)(µ− z) dµ.
From two last equalities we receive
U1(z)U2(z) = exp(−2A(z))
and
U1(z)
U2(z)
= exp(−2r(z)B(z)),
where
A(z) =
1
2pi
∞∫
0
θ1(µ) + θ2(µ)− pi
µ− z dµ,
and
B(z) =
1
2pi
∞∫
0
θ1(µ)− θ2(µ) + pi
r(µ)(µ− z) dµ.
Hence, having designated the received solution through
U ◦(z) = {U ◦1 (z), U ◦2 (z)},
16
we will write
U ◦1 (z) = exp(−A(z)− r(z)B(z)),
and
U ◦2 (z) = exp(−A(z) + r(z)B(z)).
It is easy to check up, that these functions are the solution at once all
four boundary value problems (5.9) – (5.9). However, the received solution
has one basic lack, which is essential singularity in infinitely remote point.
For its elimination we search functions Uj(z)(j = 1, 2) in the form
U1(z) = U
◦
1 (z) · ϕ(z)
and
U2(z) = U
◦
2 (z) ·
1
ϕ(z)
,
where function ϕ(z) is analitycal in the complex plane out of additional
cuts Γ(γ) (with the essential singularity in infinitely remote point). Thus
boundary value conditions (5.6) and (5.7) are carried out automatically, and
boundary value conditions (5.8) and (5.9) are carried out then and only when
on additional cuts is carried out condition
ϕ+(τ) =
1
ϕ−(τ)
, τ ∈ Γ(γ).
As the solution of this nonlinear boundary value problem we take function
ϕ(z) = exp(r(z)R(z)),
where
R(z) =
µ0∫
0
dτ
r(τ)(τ − z) .
Here the point µ0 ∈ (0,+∞) is more low defined unequivocally.
Without the proof we will inform (see, for example, [24]), that the point
µ0 is the unique solution of the special case Jacobi problem of inverse for
elliptic integrals:
1
2pi
∞∫
0
θ1(µ)− θ2(µ) + pi
r(µ)
dµ =
µ0∫
0
dτ
r(τ)
. (5.10)
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It is possible to check up, that functions
U1(z) = exp
[
− A(z)− r(z)
(
B(z)−R(z)
)]
(5.11)
and
U2(z) = exp
[
− A(z) + r(z)
(
B(z)−R(z)
)]
(5.12)
are solutions at once all four boundary value problems (5.6) – (5.9) and also
have no essential singularity in infinitely removed point at performance of
the condition (5.10).
It is possible to show, that function U1(z) has a simple pole in the origin
of coordinates and simple zero in the point µ0, and function U2(z) is limited
in the origin of coordinates and does not disappear, and has simple pole in
the point µ0.
So, factor–matrix X(z) is constructed and has following elements
X11(z) =
U1(z) + U2(z)
2
−
z2 − 9
2
+
4
γ
r(z)
U1(z)− U2(z)
2
,
X12(z) =
2
r(z)
[
2z2(γ − 1) + 1
]
(U1(z)− U2(z)),
X21(z) =
U1(z)− U2(z)
γr(z)
,
X22(z) =
U1(z) + U2(z)
2
+
z2 − 9
2
+
4
γ
r(z)
U1(z)− U2(z)
2
.
On construction, the matrix–functionX(z) satisfies to the condition (5.1),
is analytical everywhere in C\[0,+∞]with possible special points in polynom
zero q(z). But thanking coincidence of functions U1(z) and U2(z) in polynom
zero q(z) matrix X(z) is analytical and in these points. The matrix determi-
nant X(z) does not degenerate everywhere in C \ [0,+∞] also has a pole of
the first order in the origin of coordinates.
So, homogeneous boundary value Riemann—Hilbert problem (5.1) is comp-
letely solved.
6. Inhomogeneous vector boundary value Riemann—Hilbert
problem and its conditions of resolvability
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By means of the factorization problem (5.1) we will reduce the problem
(4.9) to vector boundary value Riemann—Hilbert problem "on zero jump"[
X+(µ)
]−1[
N+(µ) + has(0, µ)
]
=
=
[
X−(µ)
]−1[
N−(µ) + has(0, µ)
]
, µ > 0. (6.1)
Here
X−1(z) = S(z)U−1(z)S−1(z).
Considering behaviour of matrixes and vectros entering into the boundary
condition (6.1) in the complex plane, we will write its common solution
X(z) = −has(0, z) +X(z)Φ(z), (6.2)
where
Φ(z) =
(
Φ1(z)
Φ2(z)
)
=

 α1z + α0 +
α−1
z − µ0
β1z + β0 +
β−1
z − µ0

 , (6.3)
and in expression (6.3) all coefficients αj, βj (j = −1, 0, 1) are arbitrary
constants.
The received solution (6.2) has following singularities: the pole the first
order in the origin of coordinates z = 0, the pole of the second order in the
point z = µ0 and the pole of the first order in the point z =∞.
That the vector N(z), defined by equality (6.2), was possible to accept as
auxiliary function N(z), entered above by equality (4.10), we will eliminate
the specified singularities for the account choice of free parametres of the
solution (6.2) and the unknown coefficient of attached spectrum Usl.
Let’s rewrite the solution (6.2) in the explicit form
N(z) = −
(
Usl − 2Gv
2− ωz
)( 1
0
)
+ S(z)U(z)S−1(z)Φ(z). (6.4)
Let’s find asymptotic of matrixX(z) in the vicinity infinitely remote point
X(z) =

 U2(z) 4(γ − 1)[U1(z)− U2(z)]
0 U1(z)

+ o(1z
)
, z →∞. (6.5)
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Let’s expand functionsA(z), B(z) andR(z) into Laurent series in vicinities
of infinitely remote point
A(z) =
A−1
z
+
A−2
z2
+ · · · , z →∞,
B(z) =
B−1
z
+
B−2
z2
+ · · · , z →∞,
R(z) =
R−1
z
+
R−2
z2
+ · · · , z →∞.
Here
A−k = − 1
2pi
∞∫
0
τ k−1[θ1(τ) + θ2(τ)− pi]dτ, k = 1, 2, · · · ,
B−k = − 1
2pi
∞∫
0
τ k−1
θ1(τ)− θ2(τ) + pi
r(τ)
dτ, k = 1, 2, · · · ,
R−k = −
µ0∫
0
τ k−1
r(τ)
dτ, k = 1, 2, · · · .
Now, considering equalities (5.11) and (5.12), it is easy to expand into
Laurent series functions U1(z) and U2(z)
U1(z) = p0
(
1 +
p−1
z
+ · · ·
)
, z →∞,
U2(z) = q0
(
1 +
q−1
z
+ · · ·
)
, z →∞.
Here
p0 = exp[−(B−2 − R−2)], q0 = 1
p0
,
p−1 = −A−1 − (B−3 − R−3),
q−1 = −A−1 + (B−3 −R−3).
In terms of Laurent coefficients of functions B(z) and R(z) the problem
of Jacobi inverse (5.10) can be presented in the form simple equality
B−1 = R−1. (6.6)
According to asymptotic equality (6.5), we have:
X(z) = X0 +X−1
1
z
+ o
(1
z
)
, z →∞. (6.7)
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Here
X0 =

 q0 4(γ − 1)(p0 − q0)
0 p0


and
X−1 =

 q0q−1 4(γ − 1)(p0p−1 − q0q−1)
0 p0p−1

 .
On the basis of (6.7) we will write out decomposition top and bottom
elements of common solution in the vicinity infinitely removed point
N1(z) = −2
(
Usl − 2Gv
2− ωz
)
+X11(z)
(
α1z + α0 +
α−1
z − µ0
)
+
+X12(z)
(
β1z + β0 +
β−1
z − µ0
)
+O(
1
z
), (6.8)
N2(z) = X22(z)
(
β1z + β0 +
β−1
z − µ0
)
+ O(
1
z
). (6.9)
From decomposition (6.8) and (6.9) taking into account the previous
equalities it is visible, that
β0 = β1 = 0,
and
α1 = − 4Gv
2− ω ·
1
q0
, (6.10)
Usl = − 2Gv
2− ω ·
q−1
q0
+
1
2
q0α0. (6.11)
The pole of the second order in the point µ0 has the bottom element of
the common solution. Hence, for elimination of this pole it is necessary and
sufficient to demand that it was carried out equality:
S−121 (z)Φ1(z) + S
−1
22 (z)Φ2(z) = O(z − µ0), z → µ0.
Let’s write down this condition in the explicit form
−
(
α1z+α0+
α−1
z − µ0
)
+
γ
2
[
r(z)−
(
z2− 9
2
+
4
γ
)] β−1
z − µ0 = O(z−µ0), z → µ0.
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From here we find, that
α1 = α(µ0)β−1,
and
α1µ0 + α0 = α
′(µ0)β−1. (6.12)
Here
α(z) =
γ
2
[
r(z)−
(
z2 − 9
2
+
4
γ
)]
,
α′(z) =
γ
2
z
[3z2 + 2(7− 8/γ)
2r(z)
− 2
]
.
For pole elimination in zero it is necessary and sufficient to demand, that
equality was carried out
S−111 (z)Φ1(z) + S
−1
12 (z)Φ2(z) = O(z), z → 0.
From this relation we find that
β−1 =
µ0α0
α(µ0) + δ
, (6.13)
where
δ =
γ
2
[
r(0)− 9
2
+
4
γ
]
,
r(0) =
√
81
9
+
16
γ2
− 28
γ
=
√(7
2
− 4
γ
)2
+ 8 =
√(9
2
− 4
γ
)2
+
8
γ
.
Substituting (6.13) in (6.12), we find
α0 = − α1µ0(α(µ0) + δ)
α(µ0) + δ − µ0α′(µ0). (6.14)
Now on the basis of (6.11) by means of (6.10) and (6.14) we found required
velocity of sliding (the coefficient correspond to the attached spectrum)
Usl = − 2Gv
2− ω
[
q−1 − µ0(α(µ0) + δ)
α(µ0) + δ − µ0α′(µ0)
]
. (6.15)
The coefficient n(µ), correspond to the continuous spectrum, we find from
equality (4.10а):
n(µ) =
1
2
√
piiµ
[N+(µ)−N−(µ)] =
22
=
1
2
√
piiµ
[X+(µ)−X−(µ)]Φ(µ). (6.16)
So, all coefficients of decomposition (4.6) are found. Coefficient of continuous
spectrum is given by equality (6.16), and coefficient of the spectrum attached
to continuous, it is given by equality (6.15).
7. Conclusion
In the present work the analytical solution of the Kramers problem about
isothermal sliding for the Holway—Shakhov equation is constructed.
REFERENCES
[1] Latyshev A.V., et al. The integral equations convolution type in
boundary problems of the kinetic theory of gases// Doklady AN USSR.
V. 284. №2. 1985. P. 331–333 [in Russian].
[2] Ferziger J.H, Kaper H.G.Mathematical theory of transport processes in
gases. - North-Holland Publishing Company, Amsterdam–London, 1972.
[3] Cercignani C.Mathematical methods in kinetic theory of gases. – Milan,
MacMillan, 1969.
[4] Cercignani C. Elementary solutions of the linearized gas – dynamics
Boltzmann equation and their applications to the slip – flow problem//
Ann. Phys.(USA) 1962. V. 20. №2. P. 219–233.
[5] Frisch H. Analytic solution of the velocity – slip and diffusion – slip
problems by a Cauchy integral method// Transport Theory and Statist.
Physics. 1988. V. 11. №2. P. 615–633.
[6] Pao Y.–P. Some boundary value problems in the kinetic theory of
gases// Phys. Fluids. V. 14. №11. 1971. P. 2285–2290.
[7] Latyshev A.V., Yushkanov A.A. Analytic aspects of solution of model
kinetic equations// Theor. and Mathem. Physics. 1990, 85:3, 1311-1321.
23
[8] Latyshev A.V., Spitkovski I.M., Gajdukov M.N. Analytical solution of
the model Boltzmann equation with the collision operator of compound
type// Operator Theory: Advances and Applications. 1991. Vol. 51, p.p.
189–199.
[9] Latyshev A.V., Yushkanov A.A. Analytical solution of the Boltzmann
equation with a collision operator of the mixed type// Comput. Maths.
Math. Phys. 1991. V. 31 (3), p.p. 73–82.
[10] Latyshev A.V., Yushkanov A.A. The kinetic Holway—Shakhov
equation// arXiv:1308.4232v1, [physics.flu-dyn], 20 Aug 2013, 10 p.
[11] Holway L.H. New statistical models for kinetic theory: Methods of
construction // Phys. Fluids. 1966. V. 9, N 9. P. 1658–1673.
[12] Latyshev A.V. Analytical solution of the ellipsoidal-statistical model
Boltzmann equation// Fluid Dynamics. 1992. March-April. V. 27, Issue
2, 267–277.
[13] Latyshev A.V., Yushkanov A.A. Analytical solution of sliding problems
for a binary gases// Theor. and Mathem. Physics. 1991. V. 86. №3
(March). P. 402 – 419.
[14] Latyshev A.V., Yushkanov A.A. The theory and accurate solutions of
problems of the slip of a binary gas along a plane surface// Comput.
Maths. Math. Phys. 1991. V. 31 (8), p.p. 58–65.
[15] Latyshev A.V., Yushkanov A.A. The convolution equations in a
problem about diffusive sliding of binary gas with accommodation//
Poverkhnost’. 1991. №1. С. 31–37 [in Russian].
[16] Latyshev A.V., Yushkanov A.A. The Kramers problem for the ellipsoidal
– statistical Boltzmann equation with frequency proportional to the
velocity of molecules// Comput. Maths and Math. Phys. 1997. Vol.
37(4), p.p. 481 – 491.
[17] Latyshev A.V., Yushkanov A.A. Accomodation 2-moments boundary
conditions in problems about thermal and isothermal slidings//
Engineering - physical magazine. 2001. V. 74. №3. P. 63 - 69. [in Russian].
24
[18] Latyshev A.V., Yushkanov A.A. Boundary Problems for a Quantum
Fermi Gas// Theor. and Mathem. Physics. 2001. V. 129, no. 3, pp. 1717–
1726.
[19] Latyshev A.V., Yushkanov A.A. Boundary Problems for a Quantum
Bose Gas// Izvestiya Vysshikh Uchebnykh Zavedenii, Fizika, 2002 No.
6, pp. 51–56. [in Russian].
[20] Latyshev A.V., Yushkanov A.A. Moment Boundary Condition in
Rarefied Gas Slip–Flow Problems// Fluid Dynamics. 2004. V. 39. No.
2, pp. 339–353.
[21] Latyshev A.V., Yushkanov A.A. A Method for Solving Boundary Value
Problems for Kinetic Equations// Comput. Maths and Math. Physics.
Vol. 44. No. 6. 2004, pp. 1051–1061.
[22] Latyshev A.V., Yushkanov A.A. The Method of Singular Equations in
Boundary Value Problems in Kinetic Theory// Theor. and Mathem.
Physics. 2005. 143(3). P. 855–870.
[23] Latyshev A.V., Yushkanov A.A. A new method for solving the boundary
value problem in kinetic theory // Zh. Vychisl. Mat. Mat. Fiz., 2012,
52:3, 539–552.
[24] Latyshev A.V., Yushkanov A.A. Analytical methods in kinetic theory. –
Moscow, Moscow State Regional University. 2008. 280 p.
