This work was supported by grants from the NIH (U01 NS098971 to E.F.C. and F32-31 DC013486 to M.K.L. When we speak, we move the upper vocal tract articulators (lips, jaw, and tongue) 79 to produce vocal tract constrictions of air flow in precise, rapid, and complex ways. 80
These movements result in acoustic events that are highly distinguishable, maximizing 81 communicative utility. In spoken languages, vowels are a major category of speech 82 sounds. Despite their importance it is unknown how cortical activity patterns control the 83 vocal tract articulators to create vowels. 84
The ventral sensory-motor cortex (vSMC: pre-, post-, and sub-central gyri) is the 85 primary cortical area controlling the speech articulators (Petersen et al., 1988 Herff et al., 2015) . However, our understanding of speech 92 motor control in vSMC is incomplete, due to challenges in simultaneously acquiring 93 resolution electrocorticography (ECoG) while directly monitoring the lips and jaw with a 117 camera, and the tongue with ultrasound. We previously detailed a technical description of 118 the methods (Bouchard et al., 2016) . Here, we examined how vSMC generates articulator 119 kinematics, focusing on the production of American English vowels. We established that 120 articulator kinematics are more strongly represented in vSMC compared to acoustics. We 121 determined that specific kinematic parameters (position, speed, velocity, and 122 acceleration) are all represented, though articulator speed is represented most strongly. 123
Finally, we examined how distinct dynamics of neural activity are related to both 124 movement (from rest to target position) and maintenance of articulators (at target 125 position). By simultaneously measuring speech-related movements and the neural activity 126
generating them, we demonstrate how neural activity in sensorimotor cortex produce 127 complex, coordinated movements of the vocal tract. 128
129

Materials and Methods 130 131
Experimental Design 132 133
Electrocorticography acquisition and signal processing 134
Four human participants underwent chronic implantation of a high-density 135 subdural electrocorticographic array (ECoG) as part of the clinical treatment of epilepsy 136 (3 female right hemisphere, one male left hemisphere). All subjects were implanted with 137 256-channel grids over peri-Sylvian cortex (1.17mm diameter electrodes, 4mm pitch, 138 60x60mm coverage; Integra [Plainsboro NJ, USA]), referenced to scalp electrode. The 139 total number of vSMC electrodes for individual subjects ranged from 52 to 86 for a total 140 of 270. Cortical-surface electrical potentials were recorded with ECoG arrays and the 141 voltage time series from each electrode was inspected for artifacts or excessive noise. 142
Electrodes with excessive noise and time periods with artifacts were excluded from 143 analysis, and the raw ECoG activity was re-referenced to the common average. For each 144 channel, the time-varying analytic amplitude of the voltage signal in the high-gamma 145 (HG) range (70-150 Hz) was extracted using the Hilbert transform, according to 146 previously published procedures (Edwards et al., 2010) . HG correlates well with multi-147 unit firing (Ray and Maunsell, 2011) , and has high spatial and temporal resolution 148 (Muller et al., 2016) . The HG signal was down-sampled to 400 Hz for analysis and 149 plotting purposes. HG power was z-scored relative to activity recorded during periods of 150 silence during the same recording session. All analyses were limited to the ventral 151 sensory-motor cortex (vSMC), which was anatomically defined as the ventral portions of 152 the pre-central and post-central gyri, as well as the sub-central gyrus. 153
Task 154
Participants listened to audio recordings of nine English vowels (ɑ/ae/ʌ/ɛ/ɝ/ɪ/i/ʊ/u) 155 and were instructed to repeat each vowel. On each trial, to ensure they properly identified 156 the vowel, they first heard it in an /h-V-d/ context (e.g. 'hood'), and then they heard the 157 vowel in isolation. After a 1-1.5 sec delay, participants were presented with a visual cue 158 to produce the isolated vowel. They were not explicitly instructed to hold the vowel for a 159 specific amount of time. The median duration of production was 1.66 seconds (STD = 160 0.35 s). For each participant, between 15 and 30 repetitions of each vowel were collected 161 over the course of 3-6 recording sessions. 162
163
Articulator Tracking 164
We developed a system to record the movements of the main supra-laryngeal 165 articulators while participants performed the vowel production task ( Figure 1A ), the 166 details of which have been described previously (Bouchard et al., 2016) . Briefly, to 167 capture the movement of the lips and jaw, a camera was placed in front of the 168 participant's mouth. The participant's lips were painted blue, and red dots were painted 169 on the tip of the nose and the chin to simplify the process of extracting the shape and 170 position of these articulators. The camera captured video at 30 frames per second. To 171 image the tongue, an ultrasound transducer was held firmly under the participant's chin 172 with the plane-of-view capturing the midline of the tongue. The ultrasound recorded 173 images at 30 frames per second, and the data were aligned to the lips/jaw video according 174 to the peak of the cross-correlation of the audio signals from each video. Using hue 175 thresholding, we extracted the lips and jaw automatically from these videos as binary 176 masks ( Figure 1B ). From these binary masks, we extracted the locations of the four 177 corners of the mouth (upper/lower lip, left/right corners) and the jaw. For the tongue, we 178 used EdgeTrak to extract 100 points of the mid-sagittal contour, which were then down 179 sampled to 3 points by taking the median x and y value for the front, middle, and back 180 thirds of the contour (Li et al., 2004) . Since video and ultrasound were collected in 181 orthogonal spatial planes, x and y positions in the lips/jaw images reflect left/right and 182 top/bottom, whereas x and y positions in the tongue images reflect front/back and 183 top/bottom. To correct for differences in the relative position of the camera and 184 ultrasound transducer with respect to the participant, we referenced each articulatory 185 point to the neutral starting position at the beginning of each trial. From the measured 186 position of each articulatory feature (X) we also derived movement parameters including 187 velocity (X'), speed (|X'|), and acceleration (X'') of that articulator. We refer to these 188 parameters collectively as the articulator kinematics. While the lips and jaw were both 189 included in all analyses, we found that lip opening and jaw height were correlated for this 190 vowel production task (cross-subject average correlation: r = 0.73 ± 0.12). Therefore, to 191 simplify visualizations we only show results for the lips. 
Trial duration standardization 203
To standardize the durations of the vowels across trials and participants, we 204 linearly resampled each trial to be the median duration across vowels and subjects (1.66 205 seconds). Behavior and neural signals changed with rapid and stereotyped dynamics 206 around onset and offset; resampling the entire trial would systematically change those 207 dynamics based on vowel duration. Therefore, to preserve onset and offset dynamics, we 208 only resampled data in the time window from 250ms after the onset of the acoustics to 209 250ms before the offset: corresponding to the steady-state hold. Trials with durations less 210 than half or greater than twice the median were excluded from analysis (26 in total across 211 all subjects). Final analyses utilized an average of 15.3+/-5.7 trials per vowel per subject. 212
213
Permutation tests 214
To evaluate statistical significance in each analysis, we used permutation tests. A 215 permutation distribution for a given model was constructed by randomly permuting the 216 trial labels of the observed data, and then training and testing the model using this 217 shuffled data. This process was repeated 500 times, and the performance of these shuffled 218 models comprised the permutation distribution. A model was considered significant if its 219 performance on test data was greater than the 99 th percentile of its corresponding 220 permutation distribution. For the correlations in Figure 2D 
Encoding of kinematics, formants, and vowel categories 234
We compared the representation of articulator kinematics, vowel formants, and 235 vowel category at each electrode using L 1 -regularized linear regression (Lasso). These 236 models predict HG activity at each time point 500ms before acoustic onset to 500ms after 237 acoustic offset from a sparse linear combination the behavior: 238
Where is the HG power at a given electrode, are the linear weights that describe 240 the mapping, and i is a vowel category (n=9), vowel formant feature (n=10), articulator 241 kinematic feature (n=40), or all feature sets jointly (n=59). The formant features were F1-242 F4, as well as all pairwise ratios of F1-F4. The articulator kinematic parameters were 243 position, speed, velocity, and acceleration for lip opening, lip width, jaw height, and the 244 front, middle, and back tongue. Vowel identity was parameterized as 9 binary vectors 245 corresponding to the vowel being produced during vocalization. Formant, articulatory, 246 and vowel identity features were lagged +100ms relative to HG, corresponding to the 247 causal direction of neural activity generating behavior. This lag was determined 248 empirically by optimizing model performance over a range of lag values (-500ms to 249 +500ms). 250
To train and test linear models, we used L 1 -regularized linear regression in a 251 leave-one-trial-out cross-validation procedure. We calculated the correlation between the 252 observed and predicted HG values, averaged across cross-validations. Electrodes were 253 included in visualizations and summary statistics only if their performance passed the 254 permutation test described above for at least one of these models (i.e., formants, 255 kinematics, vowel identity, or combined). To compare models with different numbers of 256 parameters, we calculated the adjusted R 2 : 257
Where is the unadjusted coefficient of determination of the model, n is the number of 259 observations the model was trained on, and p is the number of parameters. 260
261
Organization of vowels in behavioral and neural spaces 262
To examine the similarity of vowels in behavioral and neural representation 263
spaces, we used multi-dimensional scaling (MDS). MDS provides a low-dimensional 264
projection of the data that preserves the relative distances (similarities) between points in 265 a higher-dimensional space. For each feature set (formants, articulator position, and 266 neural) we extracted the median value for each vowel from a 200ms window centered at 267 the midpoint of the vowel (formants and articulator position) or the onset (neural), and 268 then z-scored that value across vowels. We applied MDS to the distance matrix computed 269 on these measurements for each feature set separately. To measure the differences in the 270 organization of vowels between the formant, articulator, and neural spaces, we calculated 271 the pairwise distances between the vowels in each space. We quantified the similarity 272 between the neural and kinematic or formant spaces by calculating a bootstrapped 273 correlation between the pairwise distances for each feature set. We performed 274 agglomerative hierarchical clustering on the pairwise distances to visually organize the 275
results. 276
Encoding of kinematic parameters across time 278
To assess the relative encoding of different kinematic parameters, we used the 279 measured position of each articulator on each trial (X) to derive the velocity (X'), speed 280 (|X'|), and acceleration (X'') of that articulator on that trial. To examine the encoding of 281 these parameters independent of one another, we removed the shared variance between 282 these parameters using semi-partial correlation. For each time point we first used linear 283 regression to predict the values of one kinematic parameter, , from a linear combination 284 of the remaining 3 parameters, : 285
Where are the weights that describe the linear relationship, and is the model's 287 prediction of that kinematic parameter. We then calculated the linearly independent 288 component of the kinematic parameter, , by subtracting predicted parameter values 289 from the observed: 290
We then used L 1 -regularized linear encoding models to predict HG activity from the 292 kinematic parameters (position, speed, velocity, and acceleration) of the lips, jaw, and 293 tongue. However, instead of including the entire trial time-course in each model, we 294 trained and tested models within 100ms non-overlapping windows that tiled the trial. 295
Articulator kinematics were lagged +100ms relative to HG to evaluate the causal nature 296 of neural activity on behavior. Models were trained and tested independently for each 297 time window. Performance was measured by the correlation between the observed and 298
predicted HG values, averaged across cross-validations. Electrodes were included in 299 visualizations and summary statistics only if their performance passed the permutation 300 test described above for at least 3 contiguous time windows at any point in the trial. 301
302
Decoding of kinematic parameters from vSMC HG 303
To determine the degree to which variations in individual articulatory parameters 304 could be predicted from vSMC population activity, we used linear decoding models. 305
Similar to the encoding models above, we built L 1 -regularized linear models to relate 306 vSMC HG to articulator kinematics within 100ms time windows that tile the trial. 307
However, instead of predicting the HG activity at a single electrode from a combination 308 of all articulator parameters, we predicted the trial-to-trial variance of each articulator 309 parameter from a combination of all vSMC electrodes. As with the encoding models, 310 articulator kinematic features were lagged 100ms relative to vSMC HG, and models were 311 trained and tested independently for each time window using a leave-one-out cross-312 validation procedure. The resulting models thus express how well the vSMC population 313 can predict each resulting articulator kinematic feature as a function of time within the 314 vocalization. To simplify visualization, we averaged performance across subjects and 315 similar articulators. 316
317
Description of vSMC HG dynamics 318
To characterize the major physiological response types in HG dynamics, we used 319
non-negative matrix factorization (NMF). NMF is a dimensionality reduction technique 320
that extracts a predetermined number (i.e., rank, k) of bases ( and weights 321 ( that linearly combine to reconstruct the non-negative data ( ), such 322 that k < min(n,m) under the constraint that both the bases and weights are strictly non-323 negative: 324
The solutions B and W are found by solving the (bi-convex) constrained optimization 326 problem: 327 vSMC electrode across all participants was averaged across trials, offset by the minimum 332 value (such that all values were positive), and NMF was applied to the matrix of time 333 courses x electrodes. To determine a parsimonious number of bases, we calculated the 334 reconstruction error when projecting the data onto the NMF bases: 335
We then found the number of bases (i.e., rank k) beyond which reconstruction error only 337 marginally reduced (i.e., the elbow of the curve): five bases were used. The first two 338 bases resembled the transient and sustained activity observed in Figure 7A . Electrodes 339 with sustained activity were defined as those that had weighting for basis 1 greater than 340 for basis 2. The width ( of the HG activity for sustained electrodes was derived as 341 follows: 342
Where is the HG activity at given sustained electrode for a given trial. This 344 measure was calculated for each sustained vSMC electrode, for each trial. We assessed 345 spatial organization by measuring the Euclidean distance between electrodes organized 346 according to their maximum NMF weight (i.e., transient or sustained). We compared 347 distributions of intra-parameter distances and cross-parameter distances to randomized 348 distributions derived by shuffling the labeling of the electrodes. If the HG dynamic 349 variability across vSMC is spatially organized, the distribution of intra-parameter and 350 cross-parameter distances should differ from the distributions of the random distributions. 351
352
Results 353
Participants produced nine English vowels in isolation (ɑ/ae/ʌ/ɛ/ɝ/ɪ/i/ʊ/u) (e.g., the 354 vowels pronounced as in the following set of words: "calm", "cat", "send", "fun", 355
"heard", "sit", "need", "should", "boot") while neural activity was recorded from ventral 356 sensorimotor cortex (vSMC) and the movements of the supra-laryngeal articulators were 357 monitored. These vowels densely cover both the acoustic and kinematic space of all 358
American English vowels, and are a basic and essential component of all languages. We 359 specifically studied vowels in isolation for several reasons. First, the associated 360 movements of the speech articulators consist of a single displacement from rest, to the 361 target position, and back to rest. This simplicity provides the opportunity to study isolated 362 movements of the speech articulators free from the context of surrounding phonemes. 363
The task was also designed to minimize variability in the lower vocal tract (e.g. larynx), 364 which we did not explicitly monitor. Using the recorded acoustics, we verified that 365 subjects produced the vowels with little trial-to-trial variation in either pitch or intensity. 366
Additionally, the movements occur at distinct epochs, allowing us to resolve the neural 367 representation of the movement to the target, from the maintenance of that target, from 368 the return to the resting configuration. 369 370
Articulator tracking during vowel production 371
We simultaneously tracked the movements ( Figure 1A ) of the major 372 supralaryngeal articulators (i.e., lips, jaw, and tongue; Figure 1B ) while recording neural 373 activity directly from the cortical surface ( Figure 1C ; see Methods, Bouchard et al., 374 2016). We first verified that by extracting the positions of the articulators, we observed 375 characteristic vocal tract configurations that reflect distinct vowels. For example, the 376 vowel /a/ is characterized by lowering the front tongue, raising the back tongue, and 377 opening the lips, while the vowels /i/ and /u/ have different configurations (Figure 2A) . 378
The measured articulatory movements captured these characteristics, and clearly 379 discriminated vowel categories ( Figure 1B, 2B) . We also used the produced acoustics as 380 a behavioral measure of vowel discriminability. By extracting the formants from the 381 acoustic signal, we observed distinct relative patterns of acoustic power for different 382 vowels. For example, /a/ is characterized by high F1 and low F2, whereas /i/ and /u/ have 383 different formant profiles ( Figure 2C) . For example, producing the vowel /uw/ ("hoot") involves raising the back of the tongue 392 towards the soft palate while rounding the lips. However, those movements can be 393 compensatory. The vowel /u/ can be produced with less pronounced lip movements 394 accompanied by greater tongue movements, or vice-versa (Perkell et al., 1993) .
formants explain the variance of HG at individual vSMC electrodes (i.e., encoding 399 strength). We recorded cortical electrical potentials from a total of 270 electrodes from 400 the surface of vSMC across 4 subjects ( Figure 1C ). The high-gamma (HG) activity at 401 many vSMC electrodes was elevated above baseline during the speech movements, and 402 was significantly correlated with the trial-to-trial position of the speech articulators 403 ( Figure 2D ). We observed a clear relationship between articulator position and HG 404 activity. For illustration, we identified representative electrodes where activity was most 405 correlated with a single articulator. For example, the HG activity of electrode 1 at the 406 time of vowel onset was significantly correlated with only the back tongue. Likewise, 407 electrode 2 showed greater activity for higher front tongue positions. Electrode 3 was 408 correlated with the opening of the lips. To examine whether HG activity at these 409 electrodes was similarly correlated with the produced acoustics, we binned the activity by 410 formant values ( Figure 2E ). We observed weaker correlations with formants compared to 411 articulator position, demonstrating more robust encoding of articulatory representations. 412
We were specifically interested in whether vSMC activity is best explained by 413 articulator kinematics, vowel formants, or vowel identity. We used linear encoding 414 models to predict neural activity from kinematic or acoustic features, or the vowel 415 identity (see Methods). Across electrodes, we found that articulator kinematics provided 416 significantly better model fits compared to vowel formants (U = 5.3, p = 1.0e-8; 417
Wilcoxon rank sum), or vowel identity (U = 8.7, p = 4.1e-18; Wilcoxon rank sum) 418 ( Figure 3A) . We used nested models to examine how much additional neural variance is 419 explained by predicting HG from both articulator kinematics and vowel formants. We 420
found that the joint model explained no more variance than the articulator kinematics 421 alone (U = 0.4, p = 0.7; Wilcoxon rank sum) suggesting that the performance of the 422 formant models was likely driven by variance shared with the kinematics. Therefore, we 423 find no evidence for encoding of vowel formants separate from their articulatory origin. 424
Furthermore, these results demonstrate that the production of distinct vowels is grounded 425 in direct control of articulator kinematics. we observed electrodes that more strongly reflected either the front or back of the tongue. 433
Both front and back tongue electrodes were distributed throughout the broader tongue 434 region. Finally, we observed 45 electrodes that had significant correlations with multiple 435 articulators, which were distributed throughout vSMC. Together, these results extend our 436 understanding of speech-motor cortex somatotopy by demonstrating that the dominant 437 encoding scheme in these neural populations reflects the specific movements of the 438 preferred articulators. 439
440
Organization of vowels in vSMC population activity 441
To understand how vSMC encoding of articulator kinematics contributes to our 442 ability to produce distinct vowels, we examined the organization of behavioral and neural To characterize the difference in organization of vowels across these feature 460 spaces, we calculated the pairwise distances between the vowels in MDS space, 461 visualized as confusion matrices ( Figure 4D-F, right) . We additionally performed 462 hierarchical clustering of the pairwise distances and organized the confusion matrices by 463 the derived hierarchical organization. The pairwise distances and hierarchical clustering 464 reaffirm the classic vowel organization, but also highlight the specific differences 465 between the feature spaces. For example, /i/ is distant from the other vowels in the 466 formant space, but closer in the articulator and neural spaces. We found that the 467 organization of vowels in vSMC HG activity is significantly more correlated with the 468 organization of vowels in the articulator space compared to the acoustic space (U = 9,5, 469 p=1.3e-21, Wilcoxon rank sum), although both representations were significantly 470 correlated with vowel organization in the HG neural space (acoustic: r=0.56, p=2.8e=-4, 471 kinematic: r=0.73, p=5.9e=-5). 472
473
Encoding of articulator kinematic parameters 474
In the above analyses, we considered the joint encoding of multiple kinematic 475 parameters for individual articulators. However, it is unknown whether kinematic 476 encoding reflects particular aspects of the articulator movements. The movements of the 477 articulators can be described according to a variety of different kinematic parameters (e.g. 478 position, speed or velocity, acceleration, etc.,). For each kinematic parameter, we used 479 L1-regularized encoding models to explain vSMC HG from the moment-to-moment 480 measurements of position, speed, velocity, and acceleration. Since all four kinematic 481 parameters are correlated with one another, we removed shared variance between the 482 parameters using semi-partial correlations in order to better interpret their relative 483 encoding performances. 484
We found electrodes that significantly encoded the trial-to-trial variability in 485 position ( Figure 5A ), speed ( Figure 5B), velocity ( Figure 5C ), and acceleration (Figure  486   5D ). Speed was the most robustly encoded parameter at most vSMC electrodes, with 487 significant encoding at more electrodes and a higher average correlation compared to the 488 other parameters (U = 1720 to 2735, p = 3.3e-9 to 1.1e-14; Wilcoxon rank sum; Figure  489 
5E). 490
To understand the timing of kinematic parameter encoding throughout the 491 production of vowels, we also examined models that predicted HG neural activity from 492 the joint combination of all four parameters simultaneously. These models were 493 evaluated over a sliding 100ms window to characterize the kinematic parameter encoding 494 during different phases of the trial (i.e., movement initiation, target position, steady state 495 maintenance, and movement back to the starting position). We observed a peak in 496 encoding for most electrodes around the onset of the movement (91% of electrodes), with 497 some electrodes also showing a peak around the offset (9%; Figure. 5F ). There was no 498 spatial organization associated with electrodes that specifically encoded particular 499 parameters (intra-parameter, p = 0.31; cross-parameter, p = 0.08; see Methods), nor was 500 there a significant relationship between electrodes that encoded specific kinematic 501 parameters and specific articulators (χ 2 (9, N=155) = 9.26, p = 0.4; Chi-square). 502 Strikingly, encoding during the steady state was near zero for all kinematic parameters. 503
To understand how these individual electrode kinematic representations relate to 504 the population representations of articulator kinematics and dynamics, we additionally 505 used L1-regularized decoding models to predict the articulator kinematics from the 506 population of vSMC HG electrodes. As with the encoding analyses, these models were 507 constructed from a small (100ms) sliding window of time, resulting in a description of 508 how much of the trial-to-trial variability of the articulator position ( Figure 6A ), speed 509 ( Figure 6B ), velocity ( Figure 6C ), and acceleration ( Figure 6D ) can be explained by 510 vSMC HG activity. The time course of decoding strength was similar to the encoding 511 models, with peaks around the onset and offset and near-zero values while the vowel was 512 being held. Across kinematic parameters, articulator speed was the best-predicted 513 parameter (U = 2.6 to 3.3, p = 8.1e-3 to 9.0e-4; Wilcoxon rank sum). 514
Together, these results demonstrate a strikingly sparse representation of kinematic 515 parameters across time, despite the fact that there continues to be trial-to-trial variability 516 in both kinematic and neural features throughout vowel ( Figure 5 ). Only 56% of time 517 points had significant encoding performance at any electrode, and individual significant 518 electrodes had an average of 15% (±1) significant time points. In particular, we did not 519 observe any electrodes that exhibited significant kinematic parameter encoding during the 520 steady state of the vowel. 521
522
Onset vs. steady state HG activity and kinematic encoding 523
The temporal sparsity of neural representations described above is particularly 524 notable given that many electrodes showed sustained HG activity during the steady state 525 portion of the vowel, independent of the particular articulatory movements that occurred 526 ( Figure 7A ). These electrodes contrast with other HG activity that is only transiently 527 increased around the onset and/or offset of the vowel ( Figure 7A ). To characterize these 528 response types, we used non-negative matrix factorization (NMF) to derive basis 529 functions that best describe vSMC HG temporal profiles across all electrodes (Hamilton 530 et al., 2017). Our motivation for using NMF was not to provide a complete description of 531 HG dynamics, but rather to provide an unsupervised method of quantifying the transient 532 and onset/offset responses across electrodes. We found that the first two bases (i.e., the 533 most important bases), captured the sustained and onset/offset response types we 534 observed qualitatively ( Figure 7B ). Organizing all vSMC electrodes by the degree to 535 which their activity is reconstructed by the first or second NMF bases (i.e., the NMF 536 weights), we observed a continuum of HG dynamics: some electrodes showed sustained 537 activity throughout the utterance, while others showed transient increases in activity only 538 at onset and offset of the utterance ( Figure 7C ). Some electrodes showed a combination 539 of sustained and transient components. There was no apparent spatial organization (intra-540 response type, p = 0.13; cross-response type p = 0.09; see Methods) or relationship 541 between response type and the articulators represented at each electrode (χ 2 (3, N=155) = 542 2.3, p = 0.5; Chi-square). 543
We separately considered electrodes that showed stronger weights for the 544 sustained NMF basis (basis 1 in Figure 7B ). The average HG activity at these electrodes 545 indeed showed sustained activity throughout the vowel, however there was not a 546 concomitant sustained encoding of kinematic parameters ( Figure 7D ). This dissociation 547 between activity and encoding was apparent even at the single trial level ( Figure 8A) . 548
Thus, although some electrodes exhibit sustained HG activity throughout the production 549 of the vowel, there is not a systematic relationship between the trial-to-trial variability of 550 that activity and the kinematics of the articulators. Instead, encoding of kinematics at 551 electrodes with sustained activity was prevalent only around the onset and offset of 552 movement. We hypothesized that although activity during the steady state does not relate 553 to kinematic variability, it still reflects an important aspect of the task, namely the 554 duration of each utterance. Across sustained electrodes we found that the duration of the 555 HG timecourse was significantly correlated with the duration of the vocalization 556 (Spearman's rho = 0.61, p = 2e-153; Figure 8B) . Thus, at a minimum the sustained 557 activity was associated with vowel production. 558
559
Discussion 560
We report a detailed description of how activity in speech-motor cortex controls 561 the precise movements of the vocal tract articulators to produce vowels. By 562 simultaneously measuring the movements of the articulators, recording the acoustic 563 consequences of those movements, and recording the neural activity in vSMC, we are 564 able to establish that the dominant representation in vSMC is articulator kinematics. The 565 precise control of these movements allows speakers to create specific configurations of 566 the mouth, which lead to distinct categories of sounds. 
speed). 612
By studying vowels, we were able to examine the dynamics of kinematic 613 encoding that are associated with movements to specific vocal tract articulators. We 614 found that articulator kinematics were encoded around the time of movement onset 615 and/or offset, but not while the vocal tract configuration was being held to maintain the 616 vowel. Encoding of articulator kinematics only during movement onset and offset 617 suggests that control of speech articulators is accomplished primarily through control of 618 changes to the plant, rather than moment-to-moment maintenance of the vocal tract 619 configuration. This is consistent with models of speech production that utilize changes tothe plant as the primary mechanism by which sensorimotor cortex receives input from, 621
and sends commands to, the vocal tract (Houde and We also found a subset of electrodes that exhibited sustained neural activity 628 during the steady-state portion of the vowel which was not correlated with any measured 629 kinematic features. Instead, we found that the duration of the sustained activity correlated 630 well with trial-by-trial vowel length. At a minimum, this suggests that this sustained 631 activity co-varies with whether the subject is vocalizing. One possibility is that sustained 632 activity represents an articulatory parameter that has little variability in our task, such as 633 respiration. However, a more intriguing possibility is that sustained activity may 634 represent a non-specific signal for holding the vocal tract configuration, which does not 635 directly encode the articulatory kinematics like position. Such a signal combined with the 636 onset/offset encoding of kinematics may provide sufficient information for encoding the 637 observed behavior. Further studies utilizing tasks with more variability in manner of 638 articulation are necessary to resolve these possibilities. 639
It is important to emphasize that these analyses focus on the neural representation 640 of the supra-laryngeal articulators. While the movements of these articulators are critical 641 to the production of vowels, the lower vocal tract (e.g. larynx, pharynx, and diaphragm) 642 is also necessary to produce voiced sounds. It is likely that sub-regions of vSMC are 643 articulator kinematics, or all three. Articulator kinematics explain vSMC activity better 865 than vowel identity and acoustic formants ( *** p<0.01; Wilcoxon rank sum).
866
Furthermore, the joint model does not explain more variance than the kinematic model 867 alone, indicating that the vowel identity and acoustic formant models are likely driven by 868 variance shared with the kinematics. B, Electrodes over vSMC from three right 869 hemisphere subjects were warped onto a common brain and color-coded according to 870 articulator selectivity. Empty circles mark electrodes with no significant selectivity for 871 any articulator; black electrodes are selective for more than one articulator, and blue, red, 872 and green electrodes are selective for front tongue, back tongue, or lips, respectively. 873 874 Comparison of the number of significant electrodes (black) and average peak 894 performance (grey) of position, speed, velocity, and acceleration encoding models. Speed 895 is significantly encoded at more electrodes, with a higher average model performance 896 (*** p<0.01; Wilcoxon rank sum). F, Performance of encoding models predicting vSMC 897 HG from all articulator kinematics jointly. G, Average performance across significant 898 electrodes for the joint and independent parameter models. 899 900 
