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EULER CHARACTERISTICS OF BRILL-NOETHER VARIETIES
MELODY CHAN AND NATHAN PFLUEGER
Abstract. We prove an enumerative formula for the algebraic Euler characteristic of
Brill-Noether varieties, parametrizing degree d and rank r linear series on a general genus
g curve, with ramification profiles specified at up to two general points. Up to sign, this
Euler characteristic is the number of standard set-valued tableaux of a certain skew shape
with g labels. We use a flat degeneration via the Eisenbud-Harris theory of limit-linear
series, relying on moduli-theoretic advances of Osserman and Murray-Osserman; the count
of set-valued tableaux is an explicit enumeration of strata of this degeneration. Finally,
to interpret this count, we give a companion theorem in the form of a combinatorial
expansion of the stable Grothendieck polynomials of skew Young diagrams in terms of
skew Schur functions, using an RSK insertion algorithm on skew shapes. Both the formula
for the Euler characteristic and the combinatorial expansion constitute a generalization
of earlier joint work with Lo´pez Mart´ın and Teixidor i Bigas concerning the case of one-
dimensional Brill-Noether varieties.
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1. Introduction
Fix an algebraically closed field k of any characteristic. Let X be a smooth, proper curve
of genus g over k, and let p, q ∈ X be distinct closed points. Throughout the paper, r and
d always denote nonnegative integers, and α = (α0, · · · , αr) and β = (β0, · · · , βr) ∈ Z
r+1
≥0
always denote nondecreasing sequences.
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Definition 1.1. Fix r, d, α, and β as above. We write Gr,α,βd (X, p, q) for the moduli space
of linear series of rank r and degree d over X, with ramification at least α at p and at
least β at q.
We refer to [ACGH85] for definitions and background, and to [CLMPTiB16] for more
details in the setup that will be most relevant to this paper.
The celebrated Brill-Noether Theorem (first stated and proved without marked point
[GH80] and later extended to curves with one or more marked points [EH83]) concerns
the dimension of these varieties: if (X, p, q) is a general twice-marked curve, then when
Gr,α,βd (X, p, q) is nonempty, its dimension is given by the Brill-Noether number ρ (see 2.1
for the definition of ρ and Theorem 3.1 for a precise statement of the Brill-Noether the-
orem for twice-marked curves). In the case ρ = 0, there is an interesting combinatorial
version of the Brill-Noether theorem for twice-marked curves (originally due to Casteln-
uovo in the no-marked-points situation; see [Tar13, §3.1] for the situation with marked
points or [CLMPTiB16, Theorem 6.3] for proof directly in terms of tableaux): the variety
Gr,α,βd (X, p, q) is a union of reduced points, where the number of points is equal to the num-
ber of skew standard Young tableaux on a skew shape σ that we define below. This paper
generalizes this statement to all dimensions (that is, all values of ρ), thereby demonstrating
an intriguing connection between the geometry of Brill-Noether varieties and combinatorial
aspects of the skew shape σ. Rather than counting points in a 0-dimensional variety, we
compute the algebraic Euler characteristic.
For a proper variety G let χ(G) denote the algebraic Euler characteristic of G, by which
we mean the Euler characteristic of the structure sheaf:
χ(G) = χ(G,OG) =
∑
i
(−1)ihi(G,OG).
Our main theorem computes this Euler characteristic of Gr,α,βd (X, p, q). To state it requires
the following definition.
Definition 1.2. Fix integers g, r, d ≥ 0 and α = (α0, . . . , αr) and β = (β0, . . . , βr) ∈
Zr+1≥0 nondecreasing sequences. We let σ = σ(g, r, d, α, β) be the skew Young diagram
(Definition 2.2) with boxes
{(x, y) ∈ Z2 : 0 ≤ y ≤ r, −αy ≤ x < g − d+ r + βr−y}.
An example is shown in Figure 1. See Section 2 for preliminaries on Young diagrams and
tableaux.
Theorem 1.3. Let k be an algebraically closed field of any characteristic, and fix integers
g, r, d ≥ 0 and α = (α0, . . . , αr) and β = (β0, . . . , βr) ∈ Zr+1≥0 nondecreasing sequences. For
a general twice-pointed smooth, proper curve (X, p, q) over k of genus g,
χ(Gr,α,βd (X, p, q)) = (−1)
g−|σ| ·#(standard set-valued tableaux on σ of content {1, . . . , g}).
Set-valued tableaux, due to Buch [Buc02], are defined precisely in Definition 2.2(2). In
fact, the variety is empty if and only if |σ| > g, which is consistent with the above theorem;
see Theorem 3.1.
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Figure 1. The skew Young diagram σ(g, r, d, α, β) when g − d = 2, r =
2, α = (0, 1, 2), β = (0, 1, 1). The leftmost box in the first row is box (0, 0).
It is intriguing that the Euler characteristic in Theorem 1.3 is (up to sign) given by the
answer to an enumerative problem. Indeed, our proof is enumerative in nature: we con-
sider a degeneration of the variety Gr,α,βd (X, p, q) to a reducible variety, whose irreducible
components can be enumerated with the aid of tableaux. We hope that this combinatorial
understanding of the degeneration of Gr,α,βd (X, p, q) will provide the foundation for deeper
analysis of the geometry of Gr,α,βd (X, p, q).
Our main theorem motivates the combinatorics question: how do you count set-valued
tableaux of fixed shape and content? A theorem of Lenart from 1999 counts semistandard
set-valued tableaux on straight (i.e. not skew) shapes, in terms of Schur functions of straight
shapes. Here, we give a natural generalization of Lenart’s result to a combinatorial formula
for semistandard set-valued tableaux on skew shapes in terms of Schur functions of skew
shapes. This includes standard set-valued tableaux, by specializing to the appropriate
monomial of a skew Grothendieck polynomial. We state one case of our main combinatorial
theorem below to give the reader an idea of the statement, postponing precise definitions
to Section 6.
Theorem 1.4. For any skew shape σ, the skew Grothendieck polynomial Gσ admits a
linear expansion
Gσ =
∑
µ⊇σ
(−1)|B(µ/σ)|aσ,µ · sµ
where the aσ,µ are nonnegative integers and the sµ are skew Schur functions. Here aσ,µ is
the product of the following two integers:
(1) the number of row-weakly-bounded semistandard tableaux of shape of A(µ/σ), and
(2) the number of row-bounded, reverse row-strict tableaux of shape B(µ/σ).
Here A(µ/σ) and B(µ/σ) are the subshapes of µ lying above and below σ, respectively.
In fact, this statement is a case of a more general result on row-refined skew stable
Grothendieck polynomials, obtained in Theorem 6.5. For comparison, expansions of skew
Grothendieck polynomials in terms of the basis of Schur functions have been long known,
such as by Fomin and Greene [FG98], or via Grothendieck polynomials of straight shapes
using results of Buch and Lenart [Buc02], [Len00]. Our result goes in a different direction.
It is a noncanonical but natural expansion of Gσ into skew Schur functions, motivated
closely by algebraic geometry. It is similar in spirit to the Assaf-McNamara skew Pieri rule
[AM11]. See Section 6 for more detailed discussion.
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Theorem 1.4 indicates a way to count set-valued tableaux on σ by counting skew tableaux
on larger skew shapes (with the same multiset of symbols). In the context of Brill-Noether
varieties, we may interpret this as follows: the Euler characteristic of Gr,α,βd (X, p, q) can be
expressed as a specific integer linear combination of the number of points in certain other
Brill-Noether varieties, where the imposed ramification at p and q is increased until the
Brill-Noether number becomes 0.
Our proof of Theorem 1.3 uses degenerations, limit linear series, and combinatorics.
When a curve degenerates over a suitable one-parameter base to a nodal curve of compact
type, the space of linear series on it admits a corresponding degeneration to a space of limit
linear series. That this degeneration may be taken to be flat, under appropriate hypotheses,
relies deeply on recent developments of Osserman and Murray-Osserman [MO16, Oss14a]
in the foundations of limit linear series moduli stacks. The flatness is of course crucial for
comparing Euler characteristics of general and special fiber. The degeneration we use is to
an elliptic chain, an idea going back to Welters [Wel85].
The base case of the degeneration therefore involves the linear series on a twice-pointed
elliptic curve. We treat this case in the general context of certain relative flag Richardson
varieties, defined relative to a general base scheme S. These are bundles of Richardson va-
rieties over a dense open subset of the base, and are intersections of two almost-transverse
Schubert conditions elsewhere. We show that under appropriate hypotheses, the cohomol-
ogy groups of the structure sheaves of flag Richardson varieties agree with those of the
base scheme. The main complication in proving such a theorem is provided by almost-
transversality. But this allowance is important for our applications: given a twice-pointed
elliptic curve (E, p, q), there are d + 1 line bundles [L] ∈ PicdE for which the complete
flags in H0(E,L) defined by vanishing at p, respectively at q, are not transverse.
To compute χ of the space of limit linear series on an elliptic chain, we stratify the space
and introduce pontableaux (extending [CLMPTiB16]), combinatorial objects that encode
the strata. Pontableaux are a generalization of set-valued tableaux. We compute the Euler
characteristics of the strata, together with the Mo¨bius function on the set of closed strata
ordered by containment; what we are relying on is the well-known fact that χ may be
computed by cutting and pasting (Proposition 5.8).
Overall, our approach is aligned with and extends the work of Castorena-Lo´pez-Teixidor
[CLMTiB], and our recent joint work with Lo´pez and Teixidor [CLMPTiB16]. The latter
article proves Theorem 1.3 in the special case dimGr,α,βd (X, p, q) = 1. Incidentally, the
translation between the statements of Theorem 1.3 and the main theorem in [CLMPTiB16]
is not trivial, due to the introduction of set-valued standard tableaux to this paper. Set-
valued tableaux were first introduced by Buch to capture theK-theory of the Grassmannian
[Buc02]. They provide an explicit enumerative framing for the Euler characteristic formula
in Theorem 1.3.
Independently, a determinantal formula for the Euler characteristic of twice-pointed
Brill-Noether varieties has been established by Anderson-Chen-Tarasca using vector bundle
methods [ACT17]. The main theorem of our Section 6 demonstrates combinatorially that
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the determinantal formula of [ACT17] is equivalent to the enumerative formula of our
paper. See Remark 6.10 for more discussion.
2. Preliminaries
2.1. Notation. We collect here some notation and definitions that will be used throughout
the paper.
(X, p, q) is a twice-marked curve of genus g.
g, r, d are nonnegative integers.
(The genus of X, and the rank and degree of the linear series in question)
α = (α0, α1, · · · , αr) is a nondecreasing sequence of nonnegative integers.
(imposed ramification at p)
β = (β0, β1, · · · , βr) is a nondecreasing sequence of nonnegative integers.
(imposed ramification at q)
σ = {(x, y) ∈ Z2 : 0 ≤ y ≤ r, −αy ≤ x < g − d+ r + βr−y}
(The skew shape associated to g, r, d, α, β; see Lemma 2.5)
ρ = g − (r + 1)(g − d+ r)−
r∑
i=0
αi −
r∑
i=0
βi
(the Brill-Noether number)
ρˆ = g − |σ|
= g −
r∑
y=0
max(0, αy + βr−y + (g − d+ r))
(a test for nonemptiness of Gr,α,βd (X, p, q); see Theorem 3.1 (1))
Note that ρ ≥ ρˆ, with equality if and only if αy + βr−y ≥ −(g − d + r) for all y. In
particular, when g − d+ r ≥ 0, it is always the case that ρ = ρˆ.
The curve X will sometimes be a smooth curve of genus g, and at other times it will be
a chain of g elliptic curves. We will specify which is meant in each context.
The notation Gr,α,βd (X, p, q) will be used to refer either to the usual space of limit linear
series with imposed ramification (when X is smooth), or to the Eisenbud-Harris space of
limit linear series (see Definition 2.1).
We will sometimes define other ramification sequences α1, α2, · · · , αg and β1, β2, · · · , βg
(e.g. in Definition 2.1), which should not be confused with the individual elements αi, βi
of the original ramification sequences α, β. In this situation we will typically require that
α1 = α and βg = β.
Finally, we warn the reader of a mild abuse of notation in §5.1: we will use the symbols
ρ1, ρ2, · · · , ρn to denote sequences of integers (whose elements are ρni ), which are not related
to the Brill-Noether number ρ (with no subscripts of superscripts).
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2.2. Limit linear series. We recall some preliminaries on the theory of Eisenbud-Harris
limit-linear series [EH86], following [CLMPTiB16]. This theory applies to all reduced,
nodal curves of compact type; we mention here only the case used in this paper of elliptic
chains. An twice-marked elliptic chain (X, p, q) of genus g is a proper, reduced, nodal curve
X obtained by taking twice-marked genus 1 curves (E1, p = p1, q1), . . . , (Eg, pg, qg = q) and
gluing qi to pi+1 nodally. We say that (X, p, q) is generic if pi−qi is not torsion in Pic
0(Ei).
Definition 2.1. Let (X, p, q) be a twice-marked elliptic chain. The Eisenbud-Harris
scheme of limit-linear series Gr,α,βd (X, p, q) is the subscheme of
∏g
i=1G
r
d(Ei) obtained as
the union ⋃ g∏
i=1
Gr,α
i,βi
d (Ei, pi, qi).
The union above ranges over choices of ramification profiles (αi, βi)gi=1 with α
1 = α and
βg = β, such that
βij + α
i+1
r−j ≥ d− r,
for each j = 0, . . . , r and each i = 1, . . . , g − 1.
The k-points of the scheme Gr,α,βd (E, p, q) correspond to isomorphism classes of limit
linear series on the elliptic chain (X, p, q). A limit linear series may be described as a
g-tuple (L1, L2, · · · , Lg), where Li is a linear series on the elliptic curve Ei called the Ei-
aspect. A limit linear series is called refined if, denoting the ramification sequence of the
Ei-aspect at pi by α
i and at qi by β
i, the equation
βij + α
i+1
r−j = d− r
holds for all 1 ≤ i ≤ g − 1 and 0 ≤ j ≤ r. A limit linear series is called coarse if it is not
refined.
2.3. Set-valued tableaux. We now give combinatorial preliminaries on Young diagrams
and tableaux. We define a skew Young diagram: this coincides with the usual definition
from combinatorics except that it will be convenient to remember (x, y)-coordinates on
each box of the diagram.
Fix the partial order  on Z2 given by (x, y)  (x′, y′) if x ≤ x′ and y ≤ y′.
Definition 2.2.
(1) A skew Young diagram is a finite subset σ ⊂ Z2 that is closed under taking intervals.
In other words, σ has the property that if (x, y) and (x′, y′) ∈ σ with (x, y)  (x′, y′),
then
{(x′′, y′′) : (x, y)  (x′′, y′′)  (x′, y′)} ⊆ σ.
(2) A skew Young diagram is called a Young diagram if σ has a unique minimal element.
Skew Young diagrams are sometimes also called skew shapes, and skew Young diagrams
having a unique minimal element will sometimes be called straight shapes for emphasis. In
accordance with the English notation for Young diagrams, we will draw the points of Z2
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arranged with x-coordinate increasing from left to right, and y-coordinate increasing from
top to bottom, e.g.
(0, 0) (1, 0) · · ·
(0, 1) (1, 1)
...
Furthermore, we will draw, and refer to, the members of σ as boxes, as usual, and we let
|σ| denote the number of boxes in σ. There is no requirement that σ be connected. For
example, the skew Young diagram
{(3, 0), (0, 1), (1, 1), (0, 2)}
is shown below.
Definition 2.3. A tableau of shape σ is an assignment T of a positive integer, called a
label, to each box of σ.
(1) A tableau T of shape σ is semistandard if the rows of σ are weakly increasing from
left to right, and the columns of σ are strictly increasing from top to bottom.
(2) A tableau T of shape σ is standard if it is semistandard and furthermore each
integer 1, . . . , |σ| occurs exactly once as a label.
Definition 2.4. [Buc02] A set-valued tableau of shape σ is an assignment of a nonempty
finite set of positive integers to each box of σ.
Given sets S, T ⊆ Z>0, we write S < T if max(S) < min(T ), and we write S ≤ T if
max(S) ≤ min(T ). Then we extend the definitions of semistandard and standard tableaux
to set-valued tableaux.
(1) A set-valued tableau T of σ is semistandard if the rows of σ are weakly increasing
from left to right, and the columns of σ are strictly increasing from top to bottom.
(2) A set-valued tableau T of σ standard if it is semistandard and furthermore the
labels are pairwise disjoint sets with union {1, . . . , r} for some r ≥ |σ|.
There is an evident bijection between tableaux of shape σ and set-valued tableaux of
shape σ in which each label is a one element set. We will identify these objects without
further mention.
Let c = (c1, c2, . . .) be a nonnegative integer sequence that is eventually zero. We say
that a tableau or set-valued tableau T of shape σ has content c = c(T ) if label i appears
exactly ci times, for all i.
Finally, we mention that the set σ is indeed a skew tableau, with number of boxes as
implied by the expression for ρˆ in §2.1.
Lemma 2.5. Let g, r, d, α, β and σ be as in §2.1. Then σ is indeed a skew shape, with
|σ| =
r∑
y=0
max (0, αy + βr−y − (g−d+r)) .
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Proof. Suppose (x, y)  (x′′, y′′)  (x′, y′) ∈ Z2 and (x, y), (x′, y′) ∈ σ. Then the fact that
(x′′, y′′) ∈ σ follows from the fact that α and β are nondecreasing: we have
−αy′′ ≤ −αy ≤ x ≤ x
′′ ≤ x′ < g−d+r + βr−y′ ≤ g−d+r + βr−y′′ .
Thus, σ is a skew shape. The formula for |σ| follows directly from the definition of σ. 
3. Linear series on an elliptic curve
Fix integers g, d, r ≥ 0, and nondecreasing sequences α and β ∈ Zr+1≥0 . In this section, we
establish basic results on the geometry of the moduli space Gr,α,βd (X, p, q) of linear series
with specified ramification at two points p and q of X. The main focus will be the case
X = E being an elliptic curve, which will be used to run combinatorial arguments on
elliptic chains.
We record the following basic facts about the nonemptiness, dimension, reducedness,
and irreducibility of the variety Gr,α,βd (X, p, q). See §2.1 for definitions of ρ and ρˆ. Part
(1) of this theorem is what is usually called the Brill-Noether theorem for curves with two
marked points1. It is discussed in [EH83] with a characteristic 0 hypothesis, while [Oss14b]
gives a characteristic-free argument.
Theorem 3.1. [Oss14b, Theorem 1.1, Lemma 2.1] Fix g, r, d, α, and β.
(1) For a general twice-pointed curve [(X, p, q)] ∈ Mg,2, the variety G
r,α,β
d (X, p, q) is
nonempty if and only if ρˆ ≥ 0. If it is nonempty, then it has pure dimension ρ.
(2) Furthermore, when X = E is a curve of genus 1, to ensure that statement (1) holds,
it suffices to take points p, q ∈ E such that p−q is not d′-torsion in Pic0(E) for any
d′ ≤ d. Furthermore, in this situation Gr,α,βd (E, p, q) is reduced and irreducible.
In fact, Theorem 3.1 is also proved by Osserman using a degeneration to elliptic chains,
so it is reasonable that our argument is closely related. In fact, the analysis of the skew
shape σ(g, r, d, α, β) captures the combinatorial part of the analysis in [Oss14b].
Now, for the rest of the section, take X = E to be a curve of genus 1, and p, q ∈ E
such that p − q is not d′-torsion for any d′ ≤ d. Recall that there is a natural projection
morphism
π : Gr,α,βd (E, p, q)→ Pic
d(E),
described on points by forgetting the sections of a linear series.
LetH denote the rank d vector bundle over PicdE whose fiber over a point [L] is naturally
identified with H0(L); it is the pushforward to PicdE of the Poincare´ bundle on PicdE×E.
Then recall that Gr,α,βd (E, p, q) is naturally a subscheme of the Grassmann bundle Gr(r +
1,H) → PicdE. The next proposition concerns the scheme theoretic intersection of two
such varieties.
1Often the phrase “Brill-Noether theorem” refers specifically the the case where there are no marked
points and no ramification is imposed (as it was originally formulated), while this version, or a generalization
to more marked points in characteristic zero, is called the “extended Brill-Noether theorem.”
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Proposition 3.2. Given nondecreasing sequences α1, β1, α2, β2 ∈ Z
r+1
≥0 , let
α = maxα1, α2 and β = maxβ1, β2.
Then
Gr,α1,β1d (X, p, q) ∩ G
r,α2,β2
d (X, p, q) = G
r,α,β
d (X, p, q).
In particular, by Theorem 3.1(2) every such intersection is a reduced scheme.
Proof. The equality is clear on the level of sets. The scheme theoretic equality follows from
the description of the functor of points of Gr,α,βd (X, p, q) in [Ossa, Theorem 4.1.3]. Indeed,
the two schemes both represent the same moduli functor of rank r, degree d linear series
on X with ramification bounded below by α at p and β at q, respectively. 
To close this section, we collect together the following calculations of the cohomology of
Gr,α,βd (E, p, q). First, we distinguish the cases in which π is a surjective map.
Lemma 3.3. The morphism π : G→ PicdE is surjective if and only if ρˆ = 1. Equivalently,
this holds if and only if αy + βr−y < d− r for all y.
Proof. This is implicit in the proof of Lemma 2.1 in [Oss14b]. 
Proposition 3.4. Write G = Gr,α,βd (E, p, q) for short. The morphism π : G → Pic
dE is
either surjective or has image a point. Moreover:
(1) In the first case, we have
H i(G,OG) ∼=
{
k if i = 0, 1,
0 else.
In particular if π is surjective then χ(G) = 0.
(2) In the second case, we have
H i(G,OG) ∼=
{
k if i = 0,
0 else.
In particular if π has image a point then χ(G) = 1.
The proof is the subject of the next section, Section 4. Our technique is to study the
higher direct images of OG under π : G → Pic
d(E). To do so, we repeatedly replace π
with a different morphism to Picd(E) with the same higher direct images of the structure
sheaf. In fact, we will prove an analogous result for a more general class of varieties, the
relative flag Richardson varieties over an arbitrary regular base. The proof of Proposition
3.4 itself is at the end of Section 4.
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4. Relative flag Richardson varieties
Recall that a Richardson variety is an intersection of two Schubert varieties defined
with respect to transverse flags. These varieties are well-known to be rational and to have
rational singularities, hence they have Euler characteristic 1. We will happen to reprove
this basic statement as part of Theorem 4.12.
We study relative flag Richardson varieties in this section. They generalize the varieties
Gr,α,βd (E, p, q) ⊆ Gr(r + 1,H)→ Pic
dE of the previous section in three ways:
• Gr(r + 1,H) is replaced by an arbitrary flag bundle;
• the conditions imposed by vanishing at p and q are replaced by intersection con-
ditions relative to flag bundles P and Q, which themselves are subject to a mild
relaxation of transversality;
• the base scheme Picd(E) is replaced by an arbitrary regular scheme S.
In this section, we give conditions under which the cohomology groups of relative flag
Richardson varieties agree with cohomology groups of the base.
Before defining these varieties, we give a preliminary definition regarding the relative
position of two complete flags in a vector space.
Definition 4.1. Let V be a d-dimensional vector space and {P i} and {Qi} two complete
flags in V , where codimP i = codimQi = i.
(1) We say that the flags {P i} and {Qi} are transverse if P i ∩Qd−i = 0 for all i.
(2) We say that {P i} and {Qi} are almost transverse if there exists an index t ∈
{1, . . . , d− 1} such that
dimP i ∩Qd−i =
{
0 if i 6= t,
1 else.
In other words, the permutation in Sd associated to the pair {P
i} and {Qi}, in the sense
of [Vak06] e.g., is the identity in case (1), or a simple transposition in case (2).
Example 4.2. For example, let E be an elliptic curve and L ∈ Picd(E), and let V =
H0(E,L). Suppose p and q are distinct closed points on E. Then the complete flags
{V (−ip)} and {V (−iq)} are almost-transverse if L ∼= O(ap + bq) for some a, b ≥ 0 and
a+ b = d. Otherwise, they are transverse.
Definition 4.3. (The scheme RA•,B•). We fix the following discrete data. Let d ≥ s > 0
be nonnegative integers and fix integers 0 = i0 < · · · < is = d, and two sequences of nested
sets
A• = (∅ = Ai0 ⊂ · · · ⊂ Ais = {0, . . . , d−1})
B• = (∅ = Bi0 ⊂ · · · ⊂ Bis = {0, . . . , d−1})
in which |Aij | = |Bij | = ij .
Let S be any regular k-scheme (in fact regularity may be relaxed to be reduced and
Cohen-Macaulay, but regularity is enough for our applications), and let H be a vector
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bundle of rank d over S. Let {Pi} and {Qi} be two complete flags of subbundles of H.
Here i denotes the corank of Pi, respectively Qi, in H. We assume that
• {Pi} and {Qi} are transverse over a dense open set U ⊆ S.
• Away from U , {Pi} and {Qi} are almost transverse.
Write F(i0, . . . , is) for the (i0, . . . , is)-flag variety over S, parametrizing sequences of
nested subbundles
Vi0 ⊂ · · · ⊂ Vis = H
where the rank of Vij is ij .
We define an S-scheme RA•,B• to be the closed subscheme of F(i0, . . . , is) obtained
by imposing the following rank conditions. For each j = 0, . . . , s and for each a ∈ Aij
(respectively b ∈ Bij ), we require
rank(Vij →H/P
a) ≤ d− a−#{a′ ∈ Aij : a
′ ≥ a},(1)
rank(Vij → H/Q
b) ≤ d− b−#{b′ ∈ Bij : b
′ ≥ b}.(2)
These rank conditions express conditions that Vij meet the fixed bundles P
a and Qb in
dimension at least #{a′ ∈ Aij : a
′ ≥ a} and #{b′ ∈ Bij : b
′ ≥ b} respectively. According to
the formulation above, these are evidently closed conditions. We suppress in the notation
RA•,B• the dependence on S,H,P, and Q.
Remark 4.4. From our assumption that Pi and Qi are transverse over a dense open
subset U of S, it follows that RA•,B• is a flag Richardson bundle over U , so we slightly
abuse terminology in calling these varieties relative flag Richardson varieties in reference
to their general fibers.
Example 4.5. Let S = Speck, let d = 5, and
A• = ∅ ⊂ {0, 2, 4} ⊂ {0, 1, 2, 3, 4}
B• = ∅ ⊂ {0, 1, 2} ⊂ {0, 1, 2, 3, 4}.
Then RA•,B• is isomorphic to a Schubert variety with respect to the flag {P
i}, parametriz-
ing 2-dimensional subspaces V2 with
dimV2 ∩ P
2 ≥ 2 and dimV2 ∩ P
4 ≥ 1.
Example 4.6. Familiar special cases of RA•,B• include the following.
(1) If S = Spec k is a point, then RA•,B• is a flag Richardson variety. If in addition
s = 2 then RA•,B• is simply a Richardson variety.
(2) If S is arbitrary and if s = 2 then RA•,B• is isomorphic over S to a subscheme of
Gr(i1,H).
(3) If Bij = {0, . . . , ij−1} for each ij, then B• imposes no conditions and RA•,B• is a
flag Schubert bundle over S in this case. If in addition Aij = {d− 1, . . . , d− ij} for
each ij then RA•,B• → S is an isomorphism.
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We will start by establishing some basic facts about RA•,B• , but first we need to set some
combinatorial conventions. We write [d] = {0, . . . , d− 1} and write Sd for the permutation
group of [d]. Given a permutation σ ∈ Sd, we will write σ = (σ0, . . . , σd−1) in one-line
notation, i.e. σi = σ(i). For a permutation σ ∈ Sd, we let inv(σ) denote the number of
inversions of σ; that is,
inv(σ) = {(i, j) ∈ [d]2 | i < j and σ(i) > σ(j)}.
Furthermore, given a sequence of sets
A• = (∅ = Ai0 ⊂ · · · ⊂ Ais) = [d],
we define the increasing completion σ(A•) ∈ Sd of A•: it is the permutation obtained by
writing the elements of Ai1 in increasing order, then the elements of Ai2 \Ai1 in increasing
order, and so on. For example, the increasing completion of
∅ ⊂ {0, 1, 3} ⊂ {0, 1, 2, 3, 4}
is (0, 1, 3, 2, 4). Then we extend the inversion statistic to A•, defining inv(A•) = inv(σ(A•)).
In the above example, inv(A•) = 1. If s = d, in other words A• already contains a set of
each cardinality from 0 to d, then we will say that A• is complete.
The next definition is the main combinatorial definition of the section; it will translate
to the condition that RA•,B• → S is surjective.
Definition 4.7. Fix k ∈ {1, . . . , d}. We say that a pair (σ, τ) ∈ (Sd)
2 is k-coherent if, after
sorting (σ0, . . . , σk−1) and (τ0, . . . , τk−1) in increasing order, we have that
σi + τk−i < d
for all i = 0, . . . , k − 1. We then say that (σ, τ) is coherent if it is k-coherent for all
k = 1, . . . , d.
Example 4.8. Let ω = (d−1, . . . , 0) be the descending permutation. Then the pair (ω, τ)
is coherent if and only if τ = id.
We may extend the definition of coherence to pairs A•, B•. For A• and B• sequences of
nested subsets of [d] = {0, . . . , d− 1} as in the setup of Definition 4.3, we say that the pair
(A•, B•) is coherent if the pair of permutations (σ(A•), σ(B•)) is coherent.
Observation 4.9. We observe the following useful reformulation of k-coherence. Recall
[k] denotes the set {0, . . . , k − 1}. Given a permutation σ ∈ Sd and numbers a, k ≥ 0,
define the number
σa,k = #{i ∈ [k] : σi ≥ a}.
Then we observe that a pair (σ, τ) is k-coherent if and only for all integers a, b ≥ 0 with
a+ b = d,
σa,k + τb,k ≤ k.
Observation 4.10. Let us observe that if S = Speck and {Pi} and {Qi} are transverse,
then a necessary condition that RA•,B• is nonempty is that A•, B• is coherent. Essentially,
the pair A•, B• being coherent means that the conditions on each subspace Vij individually
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are possible to satisfy. Soon we shall see that coherence is also a sufficient condition for
RA•,B• being nonempty (Corollary 4.21).
Then, for S general, a necessary (and, by Corollary 4.21, sufficient) condition that RA•,B•
is surjective is that A•, B• is coherent.
In order to study RA•,B• , it will be convenient to define schemes ΣA• , respectively ΣB• ,
to be the closed subschemes of F(i0, . . . , is) obtained by imposing just the conditions (1),
respectively just the conditions (2). Thus
RA•,B• = ΣA• ∩ΣB•
as subschemes of F(i0, . . . , is).
Note that ΣA• is a bundle over S whose fibers are flag Schubert varieties. It is thus well
known (e.g. [Bri05, §1.2]) that
codimF(i0,...,is)ΣA• = inv(A•)
codimF(i0,...,is)ΣB• = inv(B•).
Lemma 4.11. In the setup of Definition 4.3, suppose RA•,B• → S is surjective. Then
RA•,B• is a flag Richardson bundle over a dense open set of S; it is reduced and Cohen-
Macaulay, and it is irreducible provided that S is irreducible. Moreover the dimension of
RA•,B• is the expected dimension
dimRA•,B• = dimF(i0, . . . , is)− inv(A•)− inv(B•).
Proof. It was noted in Remark 4.4 that RA•,B• is a flag Richardson bundle over a dense
open set U , namely the open set over which {Pi} and {Qi} are transverse.
Now we prove the dimension claim. First, notice that the forgetful morphism
Rσ(A•),σ(B•) → RA•,B•
is the structure morphism of a bundle in which every fiber is a product of flag bundles,
with dimension equal to
dimF (0, 1, . . . , d)− dimF (i0, . . . , is).
Here F (i0, . . . , is) = F (i0, . . . , is;V ) denotes the variety of flags Vi0 ⊂ · · · Vis ⊂ V in a fixed
d-dimensional vector space V . This is because given a point in RA•,B• , one may complete it
to a point in Rσ(A•),σ(B•) by choosing freely the vector spaces of intermediate dimensions.
So we may assume that A• and B• are complete. Now, it is enough to show that each
geometric fiber has dimension at most the expected dimension
dimF (i0, . . . , is)− inv(A•)− inv(B•).
This is established separately in Appendix A; see Lemma A.2 and Corollary A.5.
Now we check irreducibility of RA•,B• . We have shown that every irreducible component
of the variety RA•,B• has expected dimension dimS + dimF (i0, . . . , is) − inv(σ(A•)) −
inv(σ(B•)); moreover, we showed that every fiber of RA•,B• has expected dimension
dimF (i0, . . . , is)− inv(σ(A•))− inv(σ(B•))
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by the same calculation. So no irreducible component is supported over S \ U . It follows
from the irreducibility of flag Richardson varieties that RA•,B• is irreducible.
Finally, flag Schubert varieties are known to be Cohen-Macaulay [Ram85]; and Cohen-
Macaulay bundles over a regular (or Cohen-Macaulay) base are still Cohen-Macaulay. Since
RA•,B• is an intersection of two relative flag Schubert varieties, and RA•,B• has expected
dimension by assumption, it is also Cohen-Macaulay [Bri02, Lemma 1]. Since RA•,B• is
generically reduced (since it is a flag Richardson bundle over U) and Cohen-Macaulay, it
is reduced. 
In order to understand Euler characteristics of the schemes RA•,B• , we will relate them
to each other, and to the base S, via morphisms for which the total pushforward of the
structure sheaf is trivial. Let us say for short that a proper morphism of k-schemes π : X →
Y is good if OY → π∗OX is an isomorphism and if
Riπ∗OX = 0 for all i > 0.
Note (see e.g. [Har77, Exercise 8.1]) that if π is a good morphism then it induces canonical
isomorphisms
H i(X,OX ) ∼= H
i(Y,OY )
for all i ≥ 0. In particular, we have
χ(X,OX ) = χ(Y,OY )
in this situation. In what follows, we will also make use of the following well-known fact,
which can be deduced from the Grothendieck spectral sequence: if f : X ′ → X is a good
morphism and π : X → Y is any proper morphism, then π is good if and only if π ◦ f is
good.
The main theorem of this section states that if A•, B• are coherent, then the morphism
RA•,B• → S is good.
Theorem 4.12. Let S,H,P,Q, d,A• , and B• be as in Definition 4.3. If the pair A•, B• is
coherent, then the morphism RA•,B• → S is good.
In particular, if A•, B• is coherent then the cohomology groups of ORA•,B• and OS agree.
We prove Theorem 4.12 in the rest of this section. We establish some helpful facts to
begin. In order to demonstrate that a given morphism π : X → Y are good, we appeal to
the following two facts. The first of these is well-known.
Fact 4.13. Suppose π : X → Y is a projective morphism with reduced base Y and fibers
reduced and connected. Then OY → π∗OX is an isomorphism.
Fact 4.14. Suppose X
π
−→ Y factors as X
j
−→ Z
π′
−→ Y , where X → Z is a closed immersion
with ideal sheaf I and Z → Y is a P1-bundle. Then Riπ∗OX = 0 for all i > 0.
Proof. This argument may be found in [Bri05, §2.1]. The statement holds for i > 1 since
all fibers of π have dimension at most 1. For i = 1, the exact sequence 0 → I → OZ →
j∗OX → 0 yields the following portion of a long exact sequence
· · · → R1π′∗OZ → R
1π∗OX → R
2π′∗I → · · · .
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The first term is 0 since π′ is a P1-bundle, and the third term is 0 since all fibers of π′ have
dimension 1. So the middle term is 0. 
In the following lemma, we will write A < B if A and B are finite sets of numbers with
maxA < minB.
Lemma 4.15. Suppose RA•,B• → S is a relative flag Richardson variety. Given an index
j with 0 < j < s, define
Aj• = (Ai0 ⊂ · · · ⊂ Âij ⊂ · · ·Ais),
Bj• = (Bi0 ⊂ · · · ⊂ B̂ij ⊂ · · ·Bis).
Suppose further that at least one of the following holds:
(1) we have both
(Aij \Aij−1) < (Aij+1 \Aij ),
(Bij \Bij−1) < (Bij+1 \Bij );
or
(2) we have ij+1 = ij−1 + 2, and
(Aij \Aij−1) < (Aij+1 \Aij ) or (Bij \Bij−1) < (Bij+1 \Bij).
Then the forgetful morphism π : RA•,B• → RAj•,Bj•
is good.
Proof. Suppose case (1) holds. We shall verify that π : RA•,B• → RAj•,Bj•
is a Grassmann
bundle. This is not hard to see set-theoretically, and we check it scheme-theoretically by
appealing to the functor of points of RA•,B• . Namely, a morphism T → RA•,B• from an
arbitrary k-scheme T is given by:
• A morphism T
f
−→ S of k-schemes, and
• A sequence of vector bundles on T
Wi0 ⊂ · · · ⊂ Wis = f
∗H
where Wij has rank ij , such that for each j, and for each a ∈ Aij and b ∈ Bij ,
rank(Wij → f
∗H/f∗Pa) ≤ d− a−#{a′ ∈ Aij : a
′ ≥ a},
rank(Wij → f
∗H/f∗Qb) ≤ d− b−#{b′ ∈ Bij : b
′ ≥ b}.
But by assumption, the rank conditions involving Wij are scheme-theoretically implied by
the ones involving Wij+1 . Specifically, for each a ∈ Aij , the condition
rank(Wij → f
∗H/f∗Pa) ≤ d− a−#{a′ ∈ Aij : a
′ ≥ a}
is implied by
rank(Wij+1 → f
∗H/f∗Pa) ≤ d− a−#{a′ ∈ Aij+1 : a
′ ≥ a}
= d− a−#{a′ ∈ Aij : a
′ ≥ a}+ (ij+1 − ij).
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The analogous statement holds for B•. Therefore, to give a morphism T → RA•,B• amounts
to giving a morphism T → R
Aj•,B
j
•
specified by data f : T → S and
Wi0 ⊂ · · · ⊂ Ŵij ⊂ · · · ⊂ Wis = f
∗H,
together with a rank ij bundleWij between Wij−1 and Wij+1 . Therefore RA•,B• → RAj•,Bj•
is a Grassmann bundle.
Then, since structure sheaves of Grassmann varieties Gr(t, n) have no higher cohomology
(this can be seen, for example, by induction on t, noting that both the forgetful morphisms
F (t − 1, t;n) → Gr(t − 1, n) and F (t − 1, t;n) → Gr(t, n) are good, where F (t − 1, t;n)
denotes the flag variety), it follows that RA•,B• → RAj•,Bj•
is good.
Now suppose case (2) holds and case (1) does not; we may assume that ij+1 = ij−1 + 2
and that
(Aij \ Aij−1) < (Aij+1 \Aij ) and (Bij \Bij−1) > (Bij+1 \Bij ).
So writing {b} = Bij \Bij−1 and {c} = Bij+1 \Bij , we have b > c. Define B
′
• by “exchanging
b and c,” in other words B′ij = Bij−1 ∪ {c} and B
′
• is otherwise the same as B•. Notice
that we have a factorization of π
RA•,B• → RA•,B′• → RAj•,Bj•
.
The first morphism is a closed immersion, and the second is the structure map for a P1-
bundle, by the analysis of case (1). This implies that Riπ∗ORA•,B• = 0 for i > 0 (Fact 4.14).
Moreover, every fiber of
RA•,B• → RAj•,Bj•
is a Schubert subvariety of P1, i.e. a reduced point or P1 itself; in particular the fibers
are reduced and connected, and R
Aj•,B
j
•
itself is reduced by Lemma 4.11. This implies
that OR
A
j
•,B
j
•
→ π∗ORA•,B• is an isomorphism (Fact 4.13). Therefore the morphism π is
good. 
In light of Lemma 4.15, we make the following definition codifying its combinatorics.
Definition 4.16. For a fixed d > 0, let ∼ denote the equivalence relation on pairs A•, B•
of nested sequences of subsets of [d] generated by declaring that (A•, B•) ∼ (A
′
•, B
′
•) if they
satisfy conditions (1) or (2) in Lemma 4.15.
We will soon characterize the equivalence relation ∼. First we study the restriction of
∼ to pairs A•, B• which are complete. Given a permutation σ ∈ Sd, define
A•(σ) = (∅ ⊂ {σ0} ⊂ · · · ⊂ {σ0, . . . , σd−1}).
Definition 4.17. A move is the following operation on a pair σ, τ ∈ Sd. For any i ∈
{0, . . . , d−2}, if σi < σi+1 then we may exchange τi and τi+1, producing a new pair (σ, τ
′).
Or, if τi < τi+1 then we may exchange σi and σi+1, producing a new pair (σ
′, τ).
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Notice that any move may be immediately reversed by another move, so the relation of
being connected by a finite sequence of moves is an equivalence relation on S2d . We now
show that this equivalence relation on pairs of permutations is the same as the restriction
of ∼ to complete pairs A•, B•.
Lemma 4.18. Suppose σ, τ ∈ Sd are permutations. Then
(A•(σ), A•(τ)) ∼ (A•(σ
′), A•(τ
′))
if and only if (σ, τ) and (σ′, τ ′) are related by a finite sequence of moves.
Proof. First, if (σ, τ) and (σ′, τ ′) are related by a single move exchanging σi and σi+1, or
one exchanging τi and τi+1, then both (A•(σ), A•(τ)) and (A•(σ
′), A•(τ
′)) are equivalent
to
(A•(σ)
i, A•(τ)
i) = (A•(σ
′)i, A•(τ
′)i)
by condition (2) of Lemma 4.15.
For the converse, let us first prove the following claim: if (A•, B•) ∼ (A
′
•, B
′
•), then
the increasing completions (σ(A•), σ(B•)) and (σ(A
′
•), σ(B
′
•)) are related by a sequence of
moves. Indeed, in Lemma 4.15, in case (1) the increasing completions are equal, while in
case (2) they are either equal or related by a move.
Now, suppose (A•(σ), A•(τ)) ∼ (A•(σ
′), A•(τ
′)). Then, noting that σ(A•(ρ)) = ρ for
any permutation ρ, we deduce that (σ, τ) and (σ′, τ ′) are related by moves. 
The next lemma shows that coherence is a property that is uniform on move-equivalence
classes.
Lemma 4.19. Suppose (σ, τ) ∈ S2d and k ∈ {1, . . . , d − 1} such that σk−1 < σk. Suppose
τ ′ is obtained from τ by the move exchanging τk−1 and τk. Then (σ, τ
′) is coherent if and
only if (σ, τ) is coherent.
The analogous statement, with the roles of σ and τ reversed, also holds.
Proof. We need only prove the forward direction of the first statement, by symmetry be-
tween σ, τ and then by symmetry between τ, τ ′. So assume that σ, τ, τ ′, k are as in the
lemma and suppose (σ, τ ′) is coherent. Now if (σ, τ) is not coherent, then it must be be-
cause (σ, τ) is not k-coherent, since τ ′ and τ differ only by an adjacent exchange at indices
k − 1 and k. Also, note that τ ′c,i = τc,i for each index i except possibly i = k, and for
any c, for the same reason. Then, according to our reformulation of coherence in Obser-
vation 4.9, the statements that (σ, τ ′) is (k − 1)-coherent and that (σ, τ) is not k-coherent
give, respectively,
σa,k−1 + τb,k−1 ≤ k − 1,
σa,k + τb,k ≥ k + 1,
for some a, b ≥ 0 with a+ b = d. Now certainly
τb,k − τb,k−1 ≤ 1
σa,k − σa,k−1 ≤ 1.
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Therefore, equality holds in each of the four inequalities above, and moreover the last
equality implies σk−1 ≥ a. Now σk > σk−1 by assumption, so σk ≥ a as well. Therefore
σa,k+1 = σa,k + 1.
We conclude that
σa,k+1 + τb,k+1 ≥ σa,k+1 + τb,k = σa,k + τb,k + 1 = k + 2
showing that (σ, τ ′) is not (k + 1)-coherent, a contradiction.

Let ω = (d− 1, . . . , 1, 0) ∈ Sd be the reverse permutation and id = (0, 1, . . . , d− 1) ∈ Sd
be the identity. The following proposition characterizes when a pair σ, τ is coherent.
Proposition 4.20. The pair σ, τ ∈ Sd is coherent if and only if (σ, τ) and (ω, id) are
related by a finite sequence of moves.
Proof. We first observe that a pair (ω, ρ) is coherent if and only if ρ = id (Example 4.8).
This, together with Lemma 4.19, implies the forward direction.
For the other direction, we simply note that any pair (σ, τ) may be transformed into a
pair (ω, τ ′) for some τ ′, by a sequence of moves. After all, if σ has an ascent σk−1 < σk,
then it may be changed to an descent, as follows. If τk−1 < τk then σk−1 and σk may be
exchanged immediately, whereas if τk−1 > τk then we may do it in two steps: first exchange
τk−1 and τk, and then exchange σk−1 and σk.
Proceeding until σ has no more ascents, we have transformed σ into ω and τ into some
τ ′. Then, Lemma 4.19 implies that (ω, τ ′) is also coherent, so τ ′ = id by our initial
observation. 
Now we prove Theorem 4.12.
Proof of Theorem 4.12. We suppose that A•, B• are coherent, and wish to show that
RA•,B• → S is a good morphism. We recall again that in general, if we have a com-
position X ′ → X → Y and X ′ → X is good, then X → Y is good if and only if X ′ → Y
is good. Therefore, by considering the forgetful morphism Rσ(A•),σ(B•) → RA•,B• and re-
peated application of Lemma 4.15(1), we may immediately reduce to the case that A• and
B• are complete.
Next, suppose A•, B• are complete, corresponding to permutations σ, τ ∈ Sd. Suppose
there is an index j ∈ {1, . . . , d} such that σj−1 < σj and τj−1 > τj . Define τ
′ to be obtained
from τ by exchanging τj−1 and τj, and let B
′
• = A•(τ
′) be the complete sequence of sets
associated to τ ′.
Both RA•,B• and RA•,B′• have forgetful morphisms to RAj•,B
j
•
; we record the relevant
morphisms in the commuting diagram below.
We have such a diagram whenever there is a move between (σ(A•), σ(B•)) and (σ(A•), σ(B
′
•)).
Here i is a closed immersion, and f ′ is a P1-bundle. Now f and f ′ are known to be good,
by Lemma 4.15. Therefore π is good if and only if πj is good if and only if π is good.
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RA•,B• RA•,B′•
R
Aj•,B
j
•
S
i
f
π
f ′
π′
πj
Now if A•, B• correspond to coherent permutations σ and τ , then (σ, τ) is related by
a sequence of moves to (ω, id). The analysis above shows that if Rω,id → S is good then
RA•,B• → S is good. But Rω,id → S is an isomorphism, so we are done. 
Corollary 4.21. Consider a relative flag Richardson variety π : RA•,B• → S as in Defini-
tion 4.3. Then π is surjective if and only if the pair (A•, B•) is coherent.
Proof. If (A•, B•) is coherent then π : RA•,B• → S is good by the Theorem. Therefore π is
surjective. Conversely, suppose π is surjective. We may reduce to the case that A• and B•
are complete just as in the previous proof. By restricting our attention to a fiber where
{Pi} and {Qi} are transverse, it suffices to consider S = Spec k and {Pi} and {Qi} are
transverse, and to prove that each j ∈ [d], (A•, B•) is j-coherent. Given any a, b ≥ 0 with
a+ b = d, surjectivity of π implies that there is a j-dimensional subspace Vj with
j ≥ dim(Vj ∩ P
a) + dim(Vj ∩ Q
b) = σ(A•)a,j + σ(B•)b,j
in the notation of Observation 4.9. By the same observation, we have j-coherence. 
As a special case of Theorem 4.12, we obtain the cohomology groups of the varieties
Gr,α,βd (E, p, q) from the previous section:
Proof of Proposition 3.4. Since G is irreducible and G→ PicdE is proper, the image of π
is indeed either PicdE ∼= E, or it is a point. If π is surjective, the ramification conditions
are coherent (Lemma 3.3), so Theorem 4.12 certifies that
H i(G,OG) ∼= H
i(E,OE)
for all i ≥ 0.
If the image of π is a single point, then there is a single index i such that αi+βr−j = d−r,
while αj + βr−j < d − r for all j 6= i. Let ai = αi + i and br−i = βr−i + (r − i) be the
corresponding vanishing orders; any linear series in Gr,α,βd (E, p, q) must include the divisor
aip+ br−iq. In this case, G
r,α,β
d (E, p, q) may be regarded as an intersection of two Schubert
varieties in the Grassmannian of (r + 1)-planes in V = H0(E,OE(aip + br−iq)) (this is
easy to see set-theoretically, and can be verified scheme-theoretically using the argument in
[CLMPTiB16, Lemma 4.3]). So we may factor π through a morphism π′ : Gr,α,βd (E, p, q)→
Spec k. The two Schubert varieties are defined using the flags P j = V (−jp) and Qj =
20 M. CHAN AND N. PFLUEGER
V (−jq). The flags are not transverse, since P ai ∩Qbr−i is one-dimensional; let s be a basis
vector for P ai ∩Qbr−i . However, every point in the intersection corresponds to a subspace
of V that contains s. Hence we may regard Gr,α,βd (E, p, q) as instead being a subscheme
of the Grassmannian of r-planes in the quotient V/〈s〉. This subscheme may be given as
an intersection of two Schubert varieties defined in terms of transverse flags (obtained by
mapping P · and Q· to the quotient after removing P ai and Qbr−i). Hence Gr,α,βd (E, p, q) is
isomorphic to a Richardson variety, and the result follows (e.g. from Theorem 4.12 applied
to the case where S is a point). 
5. Limit linear series on an elliptic chain
The objective of this section is to analyze the scheme structure of the Eisenbud-Harris
scheme of limit linear series Gr,α,βd (X, p, q), where (X, p, q) is a generic twice-marked elliptic
chain (as defined in 2.2), and to deduce Theorem 1.3 from this analysis.
The main results about the structure of Gr,α,βd (X, p, q) for an elliptic chain are the
following; these will be proved in §5.4 after preliminary results are established in §5.5.
Theorem 5.1. Let (X, p, q) be a generic twice-marked elliptic chain, as defined in §2.2.
Then the Eisenbud-Harris scheme Gr,α,βd (X, p, q) is nonempty if and only if ρˆ ≥ 0. If
nonempty, the Eisenbud-Harris scheme is reduced of dimension ρ, and the locus of refined
series is dense. (Here ρ, ρˆ are as in §2.1.)
Theorem 5.2. Let Gr,α,βd (X, p, q) be as in Theorem 5.1. Then
χ(Gr,α,βd (X, p, q)) = (−1)
g−|σ| ·#(standard set-valued tableaux on σ of content {1, . . . , g})
In order to deduce Theorem 1.3 from Theorems 5.1 and 5.2, we will consider a smoothing
of X to a smooth curve of genus g, and make use of results from the theory of limit linear
series. This is carried out in §5.5.
5.1. The stratification of the Eisenbud-Harris space. Throughout this subsection,
fix data (g, r, d, α, β), and let (X, p, q) be a generic twice-marked elliptic chain of genus g, as
defined in §2.2. We will describe the irreducible components of the Eisenbud-Harris scheme
Gr,α,βd (X, p, q). We begin by reviewing some definitions and facts from [CLMPTiB16].
Let α = (α1, · · · , αg+1) denote a (g+1)-tuple of nondecreasing sequences of r+1 integers.
We call α a valid sequence for the data (g, r, d, α, β) if the following three conditions hold
([CLMPTiB16, Definition 3.8]).
(1) For i = 0, · · · , r, α1i = αi.
(2) For i = 0, · · · , r, αg+1i = d− r − βr−i.
(3) For n = 1, · · · , g and i = 0, · · · , r,
αn+1j ≥ α
n
j ,
where, for any particular value of n, equality holds for at most one value of j (which
may be different for different values of n).
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Given a valid sequence α, define the complementary sequence β = (β0, · · · , βg) by
βni = d− r − α
n+1
r−i .
As in [CLMPTiB16, Definition 4.6], define
C(α) =
g∏
n=1
Gr,α
n,βn
d (En, pn, qn) ⊆
g∏
n=1
Grd(En).
The definition of the complementary sequence guarantees that any point (L1, · · · , Lg) ∈
C(α) may be regarded as the aspects of a limit linear series, and the first two conditions in
the definition of a valid sequence ensure that this limit linear series lies in Gr,α,βd (X, p, q).
In fact, the loci C(α) constitute a decomposition of Gr,α,βd (X, p, q) into irreducible compo-
nents.
Lemma 5.3. [CLMPTiB16, Corollary 4.8] For any choice of data (g, r, d, α, β) and generic
twice-marked elliptic chain (E, p, q) of genus g,
Gr,α,βd (X, p, q) =
⋃
α∈VS(g,r,d,α,β)
C(α).
Furthermore, the locus of refined limit linear series is equal to the set of points lying in
just one of the schemes C(α).
It is necessary for our purposes to enumerate all intersections of the loci C(α) as well.
To do so, we introduce the following terminology. Let α be a valid sequence. A sequence
β = (β1, · · · , βg) of nondecreasing (r+1)-tuples is called a compatible sequence for α if for
all n, i,
βni ≥ d− r − α
n+1
r−i .
For a valid sequence α and compatible sequence β, define
C(α,β) =
g∏
n=1
Gr,α
n,βn
d (Ei, pi, qi) ⊆
g∏
n=1
Grd(Ei).
The locus C(α) is a special case, in which β is taken to be the complementary sequence.
The loci C(α,β) include all intersections of any set of loci C(α), due to the following.
Lemma 5.4. For valid sequences α,α′ and sequences β,β′ compatible with them (respec-
tively),
C(α,β) ∩ C(α′,β′) = C(max(α,α′),max(β,β′)),
scheme-theoretically. Here by max(α,α′) is the sequence of (r+1)-tuples formed by taking
the maximum of each element of each sequence individually.
Proof. This follows from Proposition 3.2, applied to each factor individually in the defini-
tion of C(α). 
Note that in Lemma 5.4, it is not necessarily true that max(α,α′) is again a valid
sequence; if not, the intersection will be empty.
The attributes of the loci C(α,β) needed in our analysis are summarized as follows.
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Lemma 5.5. Let α be a valid sequence for data (g, r, d, α, β), and let β be a compatible
sequence.
(1) C(α,β) is nonempty if and only if for all n ∈ {1, 2, · · · , g}, i ∈ {0, · · · , r},
αni + β
n
r−i ≤ d− r,
with equality for at most one value of i per value of n.
(2) If C(α,β) is nonempty, then it is reduced and equidimensional with
dimC(α,β) = ρ−
g−1∑
n=1
r∑
i=0
(
βni + α
n+1
r−i − (d− r)
)
.
(3) If C(α,β) and C(α′,β′) are nonempty, then the containment C(α,β) ⊆ C(α′,β′)
holds if and only if for all n, i, αni ≥ α
′n
i and β
n
i ≥ β
′n
i .
(4) If β is complementary to α, then a dense open subset of C(α,β) consists of refined
limit linear series. Otherwise, all points correspond to coarse series.
(5) The Euler characteristic of the structure sheaf is given by
χ (C(α,β)) =
{
1 if for all n, there is some i with equality αni + β
n
r−i = d− r,
0 otherwise.
Proof. Parts (1) and (2) follows from Theorem 3.1, applied to each elliptic curve Ei indi-
vidually. One direction of part (3) follows from Lemma 5.4, while the converse follows from
part (2): if the stated inequalities do not hold, then the intersection of the two loci would
have dimension strictly smaller than either locus. Part (4) follows by observing that a limit
linear series is refined if and only if it lies in C(α,β) for a complementary choice of α,β,
but not in C(α′,β′) for any other choice of α′, β′ (see Lemma 5.3), together with the fact
(from part (2)) that any other locus would intersect C(α,β) (which is equidimensional) in
a locus of strictly smaller dimension.
Part (5) follows from Proposition 3.4, together with the fact that for each n, the mor-
phism Gr,α
n,βn
d (En, pn, qn) → Pic
d(En) is surjective if any only if there is no i such that
αni + β
n
r−i = d− r (Lemma 3.3). 
In §5.3, we will describe a convenient way to enumerate the pairs α,β giving nonempty
strata C(α,β) and completing the proof of Theorems 5.1 and 5.2.
5.2. The algebraic Euler characteristic of a union. In this subsection, we state a
general fact that will allow us to recover the Euler characteristic of the limit linear space
from the Euler characteristics of the irreducible components and their intersections.
Let Z1, . . . , ZN be irreducible closed subschemes of a projective k-scheme X, and let
G = Z1 ∪ · · · ∪ ZN be the scheme-theoretic union. By a closed stratum of G we mean
any nonempty intersection of the Zi. We suppose every closed stratum (including the Zi
themselves) is reduced. We let P be the natural poset of closed strata, ordered by inclusion.
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Definition 5.6. For any finite poset P, define a Mo¨bius function µP on P as follows: if Z
is maximal, let µP(Z) = 1. Otherwise, define µP(Z) recursively by
µP(Z) = 1−
∑
{Y ∈P:Y >Z}
µP(Y ).
Remark 5.7. The usual Mo¨bius function on a finite poset Q, relative to a unique minimal
element 0ˆ, is defined inductively as µQ(0ˆ, 0ˆ) = 1 and µQ(0ˆ, Z) = −
∑
Z′<Z µQ(0ˆ, Z
′) [Sta97,
§3.7]. It is easy to relate our definition to this one: if we let Q be the poset obtained from
P by inverting it and adding a minimal element 0ˆ, then µP(Z) = −µQ(Z) for every Z.
The following is certainly well-known, and we include it for completeness:
Proposition 5.8. We have
χ(G) =
∑
Z∈P
µP(Z)χ(Z).
Proof. We need only the elementary fact that if Z1 and Z2 are closed subschemes of a
projective k-scheme X, then χ(Z1 ∪Z2) = χ(Z1) + χ(Z2)− χ(Z1 ∩Z2). Indeed, we have a
short exact sequence of quasicoherent sheaves
0→ OZ1∪Z2 → OZ1 ⊕OZ2 → OZ1∩Z2 → 0,
and taking the associated long exact sequence of cohomology proves the claim. It follows
immediately that for G = Z1 ∪ · · · ∪ ZN , we have χ(G) =
∑
χ(Zi) −
∑
χ(Zi ∩ Zj) +∑
χ(Zi ∩ Zj ∩ Zk) ± · · · . Every variety on the right hand side is a closed stratum of G,
and we check that each stratum Z appears with total coefficient µP (Z). Indeed, for Z ∈ P
let [Z,∞) = {Z ′ ∈ P : Z ′ ≥ Z} and (Z,∞) = {Z ′ ∈ P : Z ′ > Z}, the closed and open
upper intervals of Z. Then the poset P ′ of nonempty subsets of {1, . . . , N}, ordered by
reverse inclusion, maps to P by sending S to ∩i∈SZi, in such a way that the inverse image
of [Z,∞) is [S,∞) where S = {i : Zi ⊇ C}. Moreover µP ′(S) = (−1)
|S|−1 for all S. Then
the conclusion follows from the following easy lemma.
Lemma 5.9. If F : P ′ → P is any map of finite posets such that for every Z ∈ P,
F−1([Z,∞)) = [Z ′,∞) for some Z ′ ∈ P ′, then µ(Z) =
∑
Z′∈F−1(Z) µP ′(Z
′).
Proof. For Z maximal in P this is evident from the definitions. Then for any Z, we have
inductively:
µP(Z) = 1−
∑
Y ∈(Z,∞)
µP(Y ) = 1−
∑
Y ′∈F−1((Z,∞))
µP ′(Y
′) =
∑
Z′∈F−1(Z)
µP ′(Z
′)
where the last equality follows from the fact that F−1([Z,∞)) has a unique minimal ele-
ment. 

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5.3. The poset of pontableaux. The irreducible components of the space of limit linear
series on an elliptic chain, and all intersections of them, can be enumerated by combinatorial
objects closely analogous to set-valued tableaux. This is equivalent to enumerating pairs of
a valid sequence α and a compatible sequence β, obeying the condition of Lemma 5.5(1).
In the one-dimensional case, [CLMPTiB16] introduced objects called pontableux to
perform this enumeration and relate it to the enumeration of set-valued tableaux. The
pontableaux of [CLMPTiB16] enumerate only the irreducible components of the limit lin-
ear series space.
In this section, we generalize the notion of pontableaux from [CLMPTiB16] in two
directions: to accommodate higher dimensions and to enumerate the lower-dimensional
strata (i.e. intersections of two or more irreducible components). We define combinatorial
objects, which we will call pontableaux, of which the pontableaux of [CLMPTiB16] are
a special case (see Remark 5.19). Pontableaux will be formed by labeling the boxes of
a skew shape with symbols of the form “n”, “−n,” and “n−,” with multiple labels per
box. Therefore pontableaux may be regarded as a type of set-valued tableaux with an
expanded alphabet. Every pontableau determines a set-valued tableau (with the usual
alphabet {1, 2, · · · , g} simply by forgetting all symbols except those of the form “n.”
Example 5.10. The following labeling of a skew shape will be an example of a pontableaux.
This particular pontableau encodes a stratum of the limit linear series space for the data
(g, r, d, α, β) = (2, 1, 4, (0, 0), (0, 2)).
1
−2, 2 1−
In fact, this pontableau will be used to encode the following ramification conditions on
limit linear series on a chain of two elliptic curves.
i α1 β1 α2 β2
0 0 1 0 0
1 0 3 3 2
Many more examples are shown in Figures 2, 3, 4. We recommend that the reader
consults these figures throughout reading this section, to illustrate each result that we
state.
In what follows, we will define, for data (g, r, d, α, β) as in Definition 1.2, a poset
PT(g, r, d, α, β), whose elements are called pontableaux, which will be in bijection with
the strata of the space of limit linear series on an elliptic chain. We will define combi-
natorial attributes µ(P ),dimP, χ(P ) for all pontableaux P ; we will show (Lemma 5.27)
that these coincide with the Mo¨bius function, dimension, and Euler characteristic of the
corresponding strata. After making these definitions, the main combinatorial result of this
section is the following theorem.
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Theorem 5.11. Given data (g, r, d, α, β), let σ be the corresponding skew shape (Definition
1.2).∑
P∈PT(g,r,d,α,β)
µ(P )χ(P ) = (−1)g−|σ|·#(standard set-valued tableaux on σ of content {1, . . . , g}) .
The proof of this theorem appears at the end of this subsection, after the notation is
introduced and some supporting results are proved.
5.3.1. The set of pontableaux. Pontableaux will be defined in terms of sequences of non-
increasing (r + 1)-tuples of integers. These (r + 1)-tuples may be interpreted as the right
border of a set of boxes extending infinitely to the left. We first fix some notation that will
be convenient throughout this section.
(1) Lowercase Greek letters will denote non-increasing (r+1)-tuples of integers, which
will be indexed from 0 to r. The elements of a tuple λ will be denoted (λ0, · · · , λr).
Note that there is no requirement that the λi be nonnegative. We will identify a
tuple λ with the set {(x, y) : 0 ≤ y ≤ r, x < λy}. For example, we will write λ ⊆ ρ
to mean that λy ≤ ρy for all 0 ≤ y ≤ r. The elements of this set will be called the
boxes contained in the tuple. Visually, λ defines an eastern border on Z2 and we
associate to λ the infinite set of boxes to the left of the border.
(2) If ρ, λ are two nonincreasing (r + 1)-tuples, then ρ/λ will denote the skew shape
obtained by taking the set difference of the boxes contained in ρ minus the boxes
contained in λ.
ρ/λ = {(x, y) : 0 ≤ y ≤ r, λy ≤ x < ρy}.
Note that we do not necessarily assume that λy ⊆ ρy when using this notation.
(3) We restrict our attention to the horizontal strip Z × {0, 1, . . . , r}, whose elements
are called boxes. We will say that a box (x, y) ∈ Z × {0, 1, . . . , r} is an inward
corner, respectively an outward corner, of λ if it is minimal not in λ, respectively
maximal in λ, with respect to the order  on Z (Definition 2.2).
(4) If (x, y) is an inward corner, we will write λ ∪ (x, y) to denote the tuple resulting
from increasing λy by 1. If (x, y) is an outward corner, we will write λ\(x, y) to
denote the tuple resulting from decreasing λy by one.
Example 5.12. Let λ = (3, 1). The inward corners of λ are (3, 0) and (1, 1), and the
outward corners of λ are (2, 0) and (0, 1).
· · ·
Observation 5.13. A box (x, y) is an inward corner of λ if and only if it is an outward
corner of λ∪ (x, y). Every tuple ρ that differs from ρ by 1 in one place is obtained by either
adding an inward corner or removing an outward corner of λ.
Definition 5.14. A pontableau sequence is a sequence t = (λ1, ρ1, λ2, ρ2, · · · , λg, ρg) of
non-increasing (r + 1)-tuples of integers, satisfying the following two conditions.
(1) For all 1 ≤ n ≤ g − 1, ρn ⊇ λn+1.
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(2) For all 1 ≤ n ≤ g, either λn ⊇ ρn or there is a single inward corner bn of λ
n such
that λn ∪ bn ⊇ ρ
n.
Denote by PT(λ1, ρg) the set of pontableaux with the specified values of λ1 and ρg. For
data (g, r, d, α, β) as in §2.1, denote by PT(g, r, d, α, β) the set PT(λ1, ρg), where
λ1 = (−α0,−α1, · · · ,−αr)
ρg = (g − d+ r + βr, g − d+ r + βr−1, · · · , g − d+ r + β0).
In other words, a pontableau sequence can is a sequence of box sets that can grow only
one box at at time, and only between λn and ρn, but that can shrink by any number of
boxes at any step.
Definition 5.15. Given a pontableaux sequence t = (λ1, ρ1, λ2, ρ2, · · · , λg, ρg), the rami-
fication sequences of t are the following nondecreasing (r + 1)-tuples, for 1 ≤ n ≤ g.
αni = (n − 1)− λ
n
i
βni = ρ
n
r−i − (n − d+ r)
Observation 5.16. The conditions defining a pontableau sequence are equivalent to the
following conditions on the associated ramification sequences.
(1) αn+1i + β
n
r−i ≥ d− r for all i ∈ {0, 1, · · · , r}.
(2) αni + β
n
r−i ≤ d− r for all i ∈ {0, 1, · · · , r}, with equality for at most one value of i.
These conditions are equivalent to saying, in the language of §5.1, that the αn form a valid
sequence (where we define αg+1 in terms of β by αg+1i = d − r − βr−i), the β
n form a
compatible sequence, and these sequences satisfy the necessary and sufficient condition of
Lemma 5.5(1) to determine a nonempty stratum.
Although pontableau sequences are convenient for use in our proofs, it is quite cum-
bersome to write down all 2g of the (r + 1)-tuples in full. Therefore we use the following
notational device to concisely encode the same information as the sequence.
Given a pontableaux sequence (λ1, · · · , ρg), we associate to each (x, y) ∈ Z×{0, 1, · · · , r}
a set t(x, y) of symbols. Each symbol is one of “n”, “−n,” or “n−,” where n is an integer
from {1, 2, · · · , g}. The set t(x, y) is determined as follows.
(1) If (x, y) is contained in ρn but not λn, then include the symbol “n” in t(x, y). This
symbol is called an augmentation.
(2) If (x, y) is contained in ρn−1 but not λn, then include the symbol “−n” in t(x, y).
This symbol is called a left removal.
(3) If (x, y) is contained in λn but not ρn, then include the symbol “n−” in t(x, y).
This symbol is called a right removal.
Taken together, the sets t(x, y) and the initial tuple λ1 uniquely encode all of the tuples in
a pontableau sequence. Indeed, the left removals −n encode which boxes must be removed
from ρn−1 to obtain λn, and the right removals n− and augmentation n (which occurs in
a unique box if at all) encode which boxes must be removed and added from λn to obtain
ρn, respectively.
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Definition 5.17. The labeling associated to a pontableaux sequence t = (λ1, · · · , ρg) is
obtained by writing in every box (x, y) the elements of the set t(x, y) as described above.
We will use the word pontableau to refer interchangeably to a pontableau sequence or to
its associated labeling.
Definition 5.18. For a pontableau P , the underlying set-valued tableau, denoted tab(P ),
is the skew set-valued tableau obtained by placing in box (x, y) all of the augmentations
“n” in t(x, y).
Remark 5.19. The “pontableaux” of [CLMPTiB16] are a special case of the pontableaux
we have defined here, albeit with modified notation. Consider the special case where ρg ⊇
λ1, σ = ρg/λ1 is connected, and σ has exactly g−1 boxes. Consider only those pontableaux
that have no left-removals (i.e. such that ρn = λn+1 for all n). Such pontableaux either
have g − 1 distinct augmentations (all in different boxes), or one right-removal and g
different augmentations. These correspond bijectively to the pontableaux considered in
[CLMPTiB16]. The difference in notation is that we now indicated the removals by “n−”
rather than “−n,” in order to distinguish left-removals and right-removals; this distinction
was non-existent in [CLMPTiB16].
Remark 5.20. It is also possible to define pontableaux purely in terms of their labelings,
without reference to the sequence of (r+1)-tuples (except that the tuple λ1 should still be
given, to specify a starting point). To do so, one may define an alphabet consisting of the
3g symbols “n,” “−n,” and “n−”, and define a pontableau to be an assignment of sets of
labels to all boxes in a skew shape, subject to these restrictions: a given augmentation “n”
occurs at most once in the tableau (though a given removal may appear multiple times); the
labels in a given box must alternate between removals (left or right) and augmentations;
the set in a given box must be related by a certain partial order to the sets in the boxes
below and to the right of it; and whether a box’s first label is a removal or an augmentation
must correspond to whether or not it is contained in λ1. This is the approach taken in
[CLMPTiB16, Definitions 3.2, 3.4], although the situation is somewhat simpler there due
to the assumptions that |σ| = g − 1 and σ is connected. We have chosen not to take this
approach in the present paper, as the characterization by pontableau sequences is easier
to work with in our proofs and more easily related to ramification sequences.
5.3.2. The poset structure. Pontableaux (for a fixed choice of λ1 and ρg, i.e. for fixed data
(g, r, d, α, β)) are arranged into a poset as follows.
Definition 5.21. Let P,P be two pontableaux in PT(λ1, ρg). Say that P generizes to P
(or that P specializes to P ), written P ⊇ P , if for all n ∈ {1, 2, · · · , g − 1},
λn+1 ⊆ λ
n+1
⊆ ρn ⊆ ρn,
where λn and ρn (respectively, λ
n
and ρn) are the tuples in the pontableau sequence of P
(respectively, P ). Regard PT(λ1, ρg) as a poset with this partial order.
Example 5.22. Three examples of the posets of pontableaux are shown in Figures 2, 3,
4. If two or more strata share the same underlying set-valued tableau, they are enclosed
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1
1−
2
2−
1
2−
2
1−
1
1−,2 1−
2
−2
1,−2,2
1−
1
−2
1
−2,2 1−
1,−2,2
2−
1,−2,2
−2
1
−2,2 −2
Figure 2. The pontableau poset for (g, r, d, α, β) = (2, 1, 4, (0, 0), (0, 2)).
by a dashed line. Note that the example in Figure 4 is the same example as Figure 7
of [CLMPTiB16]. The only difference is that now all strata are displayed, not just the
top-dimensional ones.
Remark 5.23. Although we have defined the partial order on PT(λ1, ρg) in terms of the
pontableau sequence, it can also be understood directly in terms of the labelings, as follows.
Roughly speaking: every minimal generization (i.e. generization that cannot be broken into
a sequence of two generizations; this is equivalent to saying a generization to a pontableaux
of dimension one larger; see Definition 5.24) is obtained by turning a left-removal “−n”
into a right-removal, either “(n − 1)−” or “n−,” which will mutually annihilate with an
augmentation of the same index, if present (this notion of “annihilating” corresponds to
passing from “pretableaux” to “pontableaux” in the terminology of [CLMPTiB16, §3]).
More precisely, suppose that t is a pontableau, and (x, y) is a box containing the left-
removal “−n.”
(1) Suppose that the same left-removal “−n” does not occur in (x+1, y) or (x, y+1).
Then one can obtain a new pontableau t′ by first replacing “−n” by “(n− 1)−” in
(x, y), and then, if the augmentation “(n− 1)” is present, removing both “(n− 1)”
and “(n− 1)−” from box (x, y). This corresponds to removing the box (x, y) from
ρn−1 in the pontableau sequence.
(2) Suppose that the same left-removal “−n” does not occur in (x− 1, y) or (x, y− 1).
The one can obtain a new pontableau t′ by first replacing “−n” by “n−” in (x, y),
and then, if the augmentation “n” is present, removing both “n−” and “n” from
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1 2 3,4−2 3
1−,2 3 4
3 4
2 4
1 3 1 2
1 4
1,2−,3 4
1 2,3−,4
1 2,−3,4
2 3,−4,4
2,−3,3 4
1,−2,2 3
1,−2,3 4
1 2,−4,4
1,−2,2 4
−2,2 3 4
1 3,−4,4
1 2,−3,3 1 2 3,−4
1,−3,3 4
1,−2,2,−3,3 4
1 2,−4,4 3,−41,−2,2 3,−4,4
−2,2 1,−2,3 4
1,−3,3 2,−3,4
1 2,−3,3,−4,4
Figure 3. The pontableau poset for (g, r, d, α, β) = (4, 0, 2, (0), (0)).
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1 4
3 5
1 4
2 5
1 3 4,5−
2 5
1 4
1−,2 3 5
1 3
1−,2 4 5
1 2 3,4−
4 5
2 4
3 5
1 2 3,5−
4 5
1 2 4,5−
3 5
1 3
2 4
1 3
2 5
1 3
4 5
2 3
4 5
1 2
2−,3 4 5
1 2
3 5
1 3
2,3−,4 5
1 2
1−,3 4 5
1 2,3−,4
3 5
1 2
3 4
1 2
4 5
1,−2,2 4
3 5
1 2,−4,4
3 5
1 3,−4,4
2 5
1 4
2,−3,3 5
1 2,−3,3
4 5
1 3
2 4,−5,5
1 3 4,−5
2 5
1 2
−3,3 4 5
1,−2,2 3
4 5
1 2
3,−4,4 5
1 2,−3,4
3 5
1 3
−2,2 4 5
1 3
2,−4,4 5
1 3
2,−3,4 5
1 2 3,−5
4 5
1 2 3,−4
4 5
1 2
−2,3 4 5
1 2
3 4,−5,5
1 2 4,−5
3 5
1 4
−2,2 3 5
Figure 4. The pontableau poset for (g, r, d, α, β) = (5, 1, 4, (0, 0), (0, 0)).
Compare to [CLMPTiB16, Figure 7].
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box (x, y). This corresponds to adding the box (x, y) to λn in the pontableau
sequence.
See Figures 2, 3, 4 for examples. One can verify that the entire pontableau poset is
generated by generizations of one of these two types.
Define the following three combinatorial attributes of pontableaux.
Definition 5.24. Let P be a pontableau. Define µ(P ),dimP , and χ(P ) as follows.
(1) Denote by L the number of left removals in P . Let µ(P ) denote 0 if P has two iden-
tical left removals (i.e. “−n” for the same value of n) in horizontally or vertically
adjacent boxes. Otherwise, let µ(P ) = (−1)L.
(2) Let dimP = g −#(augmentations in P ) + # (right-removals in P ).
(3) Let χ(P ) = 1 if every possible augmentation 1, 2, · · · , g occurs somewhere in P ,
and let χ(P ) = 0 otherwise.
5.3.3. Properties of the Mo¨bius function of the pontableau poset. We first verify that µ(P )
indeed gives the Mo¨bius function for the poset PT(λ1, ρg).
Lemma 5.25. Fix data (λ1, ρg). The function µ given in Definition 5.24, restricted to the
set PT(λ1, ρg), is equal to the Mo¨bius function µPT(λ1ρg) (see Definition 5.6).
Proof. Fix a pontableau P ∈ PT(λ1, ρg). It suffices to verify the equation∑
P⊇P
µ(P ) = 1,
where the sum is taken over all P ∈ PT(λ1, ρg) generizing P (including P itself).
Observe that the g − 1 chains of inclusions λn+1 ⊆ λ
n+1
⊆ ρn ⊆ ρn in Definition 5.21
are all independent of each other. Furthermore, if (λ
1
, · · · , ρg) satisfy these g − 1 chains
of inclusions, then they are guaranteed to be a pontableau sequence. So the choice of P
amounts to g − 1 independent choices of a pair (ρn, λ
n+1
).
Let ρ ⊇ λ be two nonincreasing tuples. We use the following notation.
I(ρ, λ) = {ρ′ : ρ ⊇ ρ′ ⊇ λ}
M(ρ, λ) = {(ρ′, λ′) : ρ ⊇ ρ′ ⊇ λ′ ⊇ λ}
f(ρ, λ) =
{
(−1)|ρ/λ| if no two boxes of ρ/λ are adjacent
0 otherwise.
s(ρ, λ) =
∑
(ρ′,λ′)∈M(ρ,λ)
f(ρ′, λ′)
So the set of all P ⊇ P is in bijection with the product of sets
∏g−1
n=1M(ρ
n, λn+1). Note
also that the left removals “−n” in P are in bijection with the boxes of ρn−1/λn; it follows
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that µ(P ) =
∏g−1
n=1 f(ρ
n, λ
n+1
). From this it follows that∑
P⊇P
µ(P ) =
n−1∏
g=1
s(ρn, λn+1).
Claim. For any two tuples ρ ⊇ λ, s(ρ, λ) = 1.
The lemma will immediately follow from this claim and the equation preceding it.
Proof of claim. Rearranging the summation,
s(ρ, λ) =
∑
ρ′∈I(ρ,λ)
∑
λ′∈I(ρ′,λ)
f(ρ′, λ′).
In the inner sum, the only λ′ that give nonzero values of f(ρ′, λ′) are obtained by adding
to the boxes of ρ′ some subset of the set C = {inward corners of ρ′} ∩ λ. Conversely, any
subset S ⊆ C gives a choice λ′ that contributes (−1)S to the inner sum. Therefore, for
fixed ρ′, λ, ∑
λ′∈I(ρ′,λ)
f(ρ′, λ′) =
∑
S⊆C
(−1)|S| =
{
1 if C = ∅
0 otherwise.
Therefore the inner sum is equal to 1 if and only if ρ′ = λ, and 0 otherwise. The claim
follows, and also the lemma. 
To state the next lemma, we use the following terminology (which is not needed elsewhere
in this paper): a set-valued tableau is called almost-standard if
(1) every symbol n ∈ {1, 2, · · · , g} occurs at most once in t, and
(2) any elements in box (x, y) are strictly less than any element in box (x + 1, y) or
(x, y + 1).
Note that almost-standard set-valued tableaux are semistandard, but not necessarily
standard; a standard set-valued tableaux is one in which all symbols n ∈ {1, 2, · · · , n}
occur. This terminology mirrors the use of “almost-standard” in [CLMPTiB16], where the
term is applied to ordinary, non-set-valued tableaux.
Lemma 5.26. Let t be any set-valued tableau (not necessary almost-standard) with N
distinct symbols, and denote by tab−1(t, g, λ1, ρg) the set of all pontableaux P ∈ PT(λ1, ρg)
such that tab(P ) = t. Let σ be the skew shape ρg/λ1. Then∑
P∈tab−1(t,g,λ1,ρg)
µ(P ) =
{
(−1)N−|σ| if t is an almost-standard set-valued tableau on σ
0 otherwise.
Proof. We may assume throughout that any given symbol n occurs at most once in t, since
otherwise t is not almost-standard and cannot be the underlying set-valued tableau of any
pontableau, and both sides of the claimed equation are equal to 0. We will denote by bn
the box in which the label n occurs in t, if it does occur; if n does not occur in t we will
say that bn does not exist. We may also assume that either bg does not exist, or it is an
outward corner of ρg. This is because if bg exists but is not an outward corner of ρ
g, then
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there are no almost-standard set-valued tableaux on σ with g in box bg, and also there are
no pontableau with an augmentation “g” in box bg, and again both sides of the claimed
equation are 0.
We proceed by induction on g. Consider first the case g = 1. In this case, PT(λ1, ρ1) is
either empty or contains a single element, depending on whether σ = ρ1/λ1 has more than
one box in it. If it is nonempty, then its single element P has µ(P ) = 1, and there is a single
almost-standard set-valued tableau on σ: either the empty tableau or the tableau obtained
by placing “1” in the single box of σ. If the poset is empty, then σ has no almost-standard
set-valued tableau, since there is only one label available for more than one box. So the
lemma holds for g = 1.
Now suppose that g ≥ 2, and that the lemma holds for smaller values of g. Fix a
set-valued tableau t with symbols chosen from {1, 2, · · · , g}, and let t′ be the set-valued
tableau obtained by removing g from t if it appears. As observed in the first paragraph, we
may assume that t has no repeated symbols, and the last symbol g, if it appears, appears
in an outward corner of ρg.
Reorder the sum in question according to the choice of ρg−1 and λg. Here, each sum
can be taken over the set of all possible (r + 1)-tuples (only finitely many terms will be
nonzero).
∑
P∈tab−1(t,g,λ1,ρg)
µ(P ) =
∑
ρg−1
∑
λg
{µ(P ) : P has specified choice of ρg−1, λg}
Define the function f as in the proof of Lemma 5.25, and observe that if P = (λ1, · · · , ρg) ∈
tab−1(t, g, λ1, ρg), then defining P ′ = (λ1, · · · , ρg−1), we have P ′ ∈ PT(λ1, ρg−1), µ(P ) =
µ(P ′)f(ρg−1, λg), and the underlying set-valued tableau of P ′ is t′.
Therefore the sum may be rewritten as follows. Here, the sums are taken over the
following sets: ρg−1 is chosen from the set of all nonincreasing (r + 1)-tuples; P ′ is chosen
from tab−1(t′, g − 1, λ1, ρg−1); λg is chosen from either I(ρg−1\bg, ρg\bg) (if bg exists, i.e.
g occurs in t), or I(ρg−1, ρg) (if bg does not exist). This is because ρ
g ⊆ λg ⊆ ρg−1 and
bg 6∈ λ
g, if bg exists.
∑
P
µ(P ) =
∑
ρg−1
(∑
P ′
µ(P ′)
)(∑
λg
f(ρg−1, λg)
)
Case 1: bg does not exist. In this case, we can conclude, as in the proof of Lemma 5.25,
that the second inner sum is∑
λg
f(ρg−1, λg) =
{
1 if ρg−1 = ρg
0 otherwise.
Therefore the overall sum reduces to only the term where ρg−1 = ρg, hence it is∑
P ′ µ(P
′), where the sum is taken over P ′ ∈ tab−1(t′, g − 1, λ1, ρg). The statement of
the lemma now follows from the inductive hypothesis.
Case 2: bg is an outward corner of ρ
g.
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The second inner sum
∑
λg f(ρ
g−1, λg) has one nonzero term for each choice of a set C
of outward corners of ρg−1 such that
• If bg ∈ ρ
g−1 then C is contained in the set of outward corners between ρg−1 \ bg
and ρg \ bg,
• if bg 6∈ ρ
g−1 then C is contained in the set of outward corners between ρg−1 and
ρg \ bg.
The contribution of this term is (−1)|C|. These terms will cancel each other unless
there is only one of them. Hence, if bg ∈ ρ
g−1, then ρg−1 \ bg = ρ
g \ bg and the inner
sum is f(ρg−1, ρg−1 \ bg) = −1. If bg 6∈ ρg−1, then ρg−1 = ρg \ bg and the inner sum is
f(ρg−1, ρg−1) = 1. Therefore, it follows that the inner sum is
∑
λg
f(ρg−1, λg) =

1 if ρg−1 = ρg\bg
−1 if ρg−1 = ρg
0 otherwise.
Therefore the overall sum is the following difference of two terms involving posets of
pontableaux for g − 1.∑
P
µ(P ) =
∑
P ′∈tab−1(t,g−1,λ1,ρg\bg)
µ(P ′)−
∑
P ′∈tab−1(t,g−1,λ1,ρg)
µ(P ′)
By the inductive hypothesis, the two sums on the right side are as follows.
∑
P ′∈tab−1(t,g−1,λ1,ρg\bg)
µ(P ′) =
{
(−1)(N−1)−(|σ|−1) if t′ is almost-standard on σ\bg
0 otherwise.
∑
P ′∈tab−1(t,g−1,λ1,ρg)
µ(P ′) =
{
(−1)(N−1)−|σ| if t′ is almost-standard on σ
0 otherwise.
Now, note that t is almost-standard on σ if and only if either g is the only symbol in
its box and t′ is almost-standard on σ\bg or g is not the only symbol in its box and t
′ is
almost-standard on σ. In either case, one of the sums above is zero and the other is ±1,
and their difference is the desired quantity from the lemma statement. On the other hand,
if t is not almost-standard on σ, then both of the sums above are zero and again the lemma
statement follows.
This completes the induction, and establishes the lemma. 
From these two lemmas, Theorem 5.11 follows.
Proof of Theorem 5.11. Rearrange the summation to group together pontableaux with the
same underlying tableau t. Note that for a pontableau P , the value χ(P ) depends only on
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the underlying set-valued tableau t; hence we can denote this value by χ(t). Therefore we
may write ∑
P∈PT(g,r,d,α,β)
µ(P )χ(P ) =
∑
t
χ(t)
∑
P∈tab−1(t)
µ(P ).
Since χ(t) = 1 if all symbols {1, 2, · · · , g} occur in t, and χ(t) = 0 otherwise, we in fact
need only sum over all set-valued tableaux on σ, with g symbols. It follows from Lemma
5.26 that this sum is equal to (−1)g−|σ| times the number of almost-standard set-valued
tableaux on σ in which all symbols n ∈ {1, 2, · · · , g} appear, i.e. the number of standard
set-valued tableaux on σ with content {1, . . . , g}. 
5.4. Proof of Theorems 5.1 and 5.2. We now assemble the results of the previous
several subsections to describe in detail the geometry of the Eisenbud-Harris scheme
Gr,α,βd (X, p, q), where X is a generic twice-marked chain of elliptic curves. Throughout
this subsection, fix data (g, r, d, α, β) and the chain (X, p, q).
First note that, in light of Observation 5.16, the nonempty loci C(α,β) are in bijection
with pontableaux P ∈ PT(g, r, d, α, β). Hence we will denote by
C(T ) ⊆ Gr,α,βd (X, p, q)
the locus corresponding to a pontableau T . First we point out that the geometric facts
about C(α,β) translate to combinatorial attributes of T .
Lemma 5.27. For any pontableau T ∈ PT(g, r, d, α, β),
(1) C(T ) is nonempty and equidimensional of dimension dim(T ).
(2) χ(C(T )) = χ(T ).
(3) If T has no left-removals, then a dense open subset of C(T ) consists of refined
series. Otherwise, all points of C(T ) correspond to coarse series.
(4) The Mo¨bius function of the poset of loci C(T ) is equal to µ(P ).
Proof. The nonemptiness claim in Part (1) follows from Observation 5.16 and part (1) of
Lemma 5.5. For the dimension claim, note that part (2) of Lemma 5.5 and the definition
of αni , β
n
i in terms of T shows that
dimC(T ) = ρ−
g−1∑
n=1
r∑
i=0
(ρnr−i − λ
n+1
i ),
where ρ (with no subscripts or superscripts) here denotes the Brill-Noether number, rather
than the numbers ρni encoded in T . In other words, dimC(T ) is the Brill-Noether number
minus the number of left-removals in T . Expressing the Brill-Noether number in terms of
λ1i and ρ
g
i shows that it is equal to g minus the number of augmentations in T plus the
number of removals (left or right). Hence dimC(T ) is equal to g plus the number of right-
removals in T minus the number of augmentations in T , which is precisely the definition
of dimT . This proves part (1).
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Part (2) follows from part (5) of Lemma 5.5 and the observation that for any value of
n, the equality αni + β
n
r−i = d − r holds for some i if and only if the augmentation “n”
appears in T .
Part (3) follows from part (4) of Lemma 5.5 and the observation that β is complementary
to α if and only if there are no left-removals in P .
Part (4) follows from part (3) of Lemma 5.5, the observation that the condition stated
there exactly matches the definition of the poset structure on PT(g, r, d, α, β), and Lemma
5.25. 
Proof of Theorem 5.1. Note that ρˆ ≥ 0 if and only if |σ| ≤ g. If σ ≤ g, then it is possible
to construct a pontableau for the data (g, r, d, α, β): the boxes of σ can be filled in with
any almost-standard tableaux, and then a right-removal “g−” can be placed in all boxes
of λ1/ρg. The result will be a pontableau. Hence by Lemma 5.27 part (1), Gr,α,βd (X, p, q)
is nonempty. Conversely, if Gr,α,βd (X, p, q) is nonempty, then by Lemma 5.3 and the fact
that nonempty loci C(α,β) correspond to pontableaux, there must exist a pontableau for
the data (g, r, d, α, β), hence an almost-standard set-valued tableau on σ. Hence σ has at
most g boxes, and ρˆ ≥ 0.
By Lemma 5.3, Gr,α,βd (X, p, q) is a union of reduced schemes of pure dimension ρ, namely
C(T ) for pontableaux T with no left-removals. So it too has pure dimension ρ. Each C(T )
has a dense open subset of refined series, hence so does Gr,α,βd (X, p, q) as a whole. 
Proof of Theorem 5.2. Lemma 5.27, combined with Proposition 5.8, show that
χ(Gr,α,βd (X, p, q)) =
∑
P∈PT(g,r,d,α,β)
µ(P )χ(P )
= (−1)g−|σ|#(standard set-valued tableaux on σ of content {1, . . . , g}).

5.5. Proof of the main theorem. We recall the statement of our main theorem.
Theorem 1.3. Let k be an algebraically closed field of any characteristic, and fix integers
g, r, d ≥ 0 and α = (α0, . . . , αr) and β = (β0, . . . , βr) ∈ Zr+1≥0 nondecreasing sequences. For
a general twice-pointed smooth, proper curve (X, p, q) over k of genus g,
χ(Gr,α,βd (X, p, q)) = (−1)
g−|σ| ·#(standard set-valued tableaux on σ of content {1, . . . , g}).
We can deduce this theorem from various properties about smoothing of limit linear
series, together with the analogous statement (Theorem 5.2) for chains of elliptic curves.
Proof. Let (X, p, q) be a general twice-marked curve of genus g. By Theorem 3.1, Gr,α,βd (X, p, q)
is nonempty if and only if ρˆ ≥ 0, or equivalently |σ| ≤ g. This is equivalent to the existence
of a set-valued tableau on σ with content {1, . . . , g}.
The theorem holds vacuously in case ρˆ < 0, so we assume that ρˆ ≥ 0.
By semicontinuity, there is a dense open subset U ofMg,2 on which χ(G
r,α,β
d (X, p, q)) is
constant. Let (X0, p0, q0) be a generic twice-marked elliptic chain, as defined in 2.2, and
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let B be the spectrum of a discrete valuation ring. Then there exists a flat deformation of
(X0, p0, q0) with base B such that induced morphism B → Mg,2 sends the generic point
to a point in U . Replacing B with a finite base extension if necessary, we may assume that
the family of curves over B is a smoothing family in the sense of [Ossb, Definition 3.9].
Denote the general member of this family by (Xη , pη, qη).
Theorem 5.1 shows that the hypotheses of [MO16, Corollary 3.3] are satisfied, hence
there exists a flat proper scheme over B whose special fiber is the Eisenbud-Harris space
on (X0, p0, q0), and whose general fiber is G
r,α,β
d (Xη , pη, qη). By flatness, the Euler charac-
teristic of the structure sheaf of the general fiber is equal to that of the special fiber. Since
the generic point of B is sent to U , it follows that this is also the Euler characteristic of
the structure sheaf of Gr,α,βd (X, p, q) for a general twice-marked curve (X, p, q). 
Remark 5.28. The results of [MO16] that we use above are stated in terms of varieties
Grd(X) without marked points. However, similar arguments apply to the situation where
marked points are present, as has already been noted by Osserman.
6. Counting skew semistandard set-valued tableaux
This section, together with the combinatorics preliminaries in §2.3, may be read inde-
pendently of the rest of the paper. Here, we address the natural combinatorial question
that arises from Theorem 1.3. Namely, given a skew shape σ and a number r ≥ |σ|, how
many set-valued standard tableaux of shape σ with r labels are there? More generally,
given a skew shape σ and a vector c = (c1, c2, . . .), how many semistandard set-valued
tableaux of shape σ and content c are there? Note that by setting c = (1, . . . , 1), the
vector of length r, we recover the count of standard tableaux as a special case.
Let us note right away that this question may be rephrased as the question of comput-
ing the coefficients of the stable Grothendieck polynomial of Lascoux-Schu¨tzenberger and
Fomin-Kirillov associated to a skew shape σ [LS82, FKsd], as was demonstrated by Buch
[Buc02]. Since computationally efficient formulas for these coefficients are hard to come by,
it is natural to ask for a linear expansion of Gσ in terms of other symmetric functions, par-
ticularly the basis of Schur functions. Such an expansion was obtained by Fomin-Greene,
who in fact obtained such expansions for a wide class of symmetric functions including
stable Grothendieck polynomials associated to arbitrary permutations [FG98]. (Note that
the stable Grothendieck polynomials of 321-avoiding permutations precisely correspond to
stable Grothendieck polynomials of skew shapes as in [Buc02], by a theorem of Billey-
Jockusch-Stanley [BJS93].) Buch’s expansion of skew Grothendieck polynomials in terms
of Grothendieck polynomials of straight shapes, along with Lenart’s expansion of the latter
into Schur functions, provides another route to such an expansion [Buc02, Len00].
We answer this question differently. We obtain an expression for the skew stable
Grothendieck polynomial Gσ as a linear combination of skew Schur functions sλ on re-
lated shapes λ. The coefficients of the linear combination have explicit combinatorial
interpretations which we provide; they count appropriate auxiliary tableaux.
To be clear, skew Schur functions, since they include Schur functions properly, are evi-
dently not a basis for the space of symmetric functions; so the coefficients of our expansion
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are not canonical. On the other hand, our result is a natural extension to skew shapes of
the analogous result by Lenart, expanding Grothendieck polynomials for non-skew shapes
into Schur functions [Len00]. We explain this connection in detail in Remark 6.9. More-
over, our theorem is natural from an algebro-geometric perspective. Our applications are
to linear series on curves ramified at two points, without preference to one point, producing
the “left fringe” on the Young diagram, versus the other, producing the “right fringe.”
Indeed, our result generalizes a theorem from [CLMPTiB16] which computes genera of
Brill-Noether curves. It also provides a combinatorial explanation of the main theorem of
[ACT17], as explained further in Remark 6.10. Finally, a recent result of Reiner-Tenner-
Yong is also a special case of Theorem 1.4, and in fact, their work inspired some of the
results in this section [RTY16, §3].
To provide a point of comparison, a result in the combinatorial literature that is similar
in spirit to Theorem 1.4 is the skew Pieri rule of Assaf-McNamara, in which the product of a
skew shape and a rectangle is expressed in terms of other skew shapes [AM11, Theorem 3.2].
Again, this expression is necessarily noncanonical, but it is combinatorially natural using
an insertion algorithm. Our proof also uses an insertion algorithm that is closely related
to previous work of Bandlow-Morse on set-valued tableaux, and indeed our algorithm may
be interpreted as extending to the skew case some of their results [BM12, §5]. We also
note that the idea of using insertion operations to derive such combinatorial identities was
previously known, as in the Hecke insertion operations studied in [BKS+08].
Let σ be a skew Young diagram. Recall from §2.3 that the content of a tableau or set-
valued tableau T of shape σ is the vector c = (c1, c2 . . .), where ci records the number of
times 1 appears in a label of T . Write c(T ) for the content of T , and write |T | = |c(T )| =∑
ci for the total size of the labels.
Definition 6.1.
(1) For any skew shape λ, the skew Schur function sλ ∈ Z[x1, x2, . . .] is
sλ =
∑
T
xc(T )
as T ranges over all semistandard fillings of λ.
(2) For any skew shape σ, the skew stable Grothendieck polynomial Gσ ∈ Z[x1, x2, . . .]
is
Gσ =
∑
T
(−1)|T |−|σ|xc(T )
as T ranges over all semistandard set-valued fillings of σ.
Given a set-valued tableau T of shape σ, define the excess of T , denoted e(T ), as the
vector e = (e1, e2, . . .) in which ei records the number of labels in row i in excess of the
number of boxes in row i. Therefore |σ|+ |e(T )| = |c(T )|. We now introduce a refinement
of the Grothendieck polynomial based on the excess statistic, and we prove a theorem
expressing it linearly in terms of skew Schur functions.
EULER CHARACTERISTICS OF BRILL-NOETHER VARIETIES 39
Definition 6.2. Let σ be a skew Young diagram. We define the row-refined skew stable
Grothendieck polynomial of σ to be the power series
RGσ(x;w) =
∑
T∈SS(σ)
(−1)|e(T )|xTwe(T ).
Thus RGσ(x;1) = Gσ(x), so the usual skew stable Grothendieck polynomial is obtained
as a specialization.
Definition 6.3. Let µ be a skew Young diagram.
(1) A tableau T of shape µ is reverse row-strict if its rows are strictly decreasing from
left to right, and its columns are weakly decreasing from top to bottom.
(2) A tableau T of shape µ is row-bounded, respectively row weakly-bounded, if for every
box (i, j) in µ, T (i, j) < i, respectively T (i, j) ≤ i.
We henceforth adopt the following convention governing containment of Young diagrams.
Convention 6.4. Fix σ a skew shape. For another skew shape λ, we write λ ⊇ σ if every
box of σ is a box of λ, and furthermore every box of λ is in the same column as some box
of σ. In other words, we will only consider skew shapes λ ⊇ σ that occupy the same set of
columns as σ. They are not allowed to extend σ to the right or to the left.
By Convention 6.4, if σ is a skew shape and λ ⊇ σ, then λ− σ consists of a set of boxes
above σ and a set of boxes below σ. Write A(λ/σ) and B(λ/σ) for these respective skew
Young diagrams; A and B stand for above and below.
Theorem 6.5. For any skew shape σ,
RGσ(x;w) =
∑
(µ,e)
(−1)|B(µ/σ)| aσ,µ,e · sµ(x) ·w
e
where the sum is over all skew shapes µ ⊇ σ and sequences e, and the numbers aσ,µ,e are
nonnegative integers. Specifically, aσ,µ,e is the number of pairs (T
′, T ′′) such that
• T ′ is a row-weakly bounded semistandard tableau on A(µ/σ), and
• T ′′ is a reverse-row-strict, row-bounded tableau on B(µ/σ),
satisfying
c(T ′) + c(T ′′) = e.
For convenience, we record the coefficient-by-coefficient interpretation of Theorem 6.5.
Let SSc,e(σ) denote the set of semistandard set-valued fillings of σ of content c and excess
e.
Theorem 6.6. Let σ be any skew shape, and fix sequences c and e. Then
|SSc,e(σ)| =
∑
µ⊇σ
(−1)|A(µ/σ)| · aσ,µ,e · |SSc,0(µ)|,
where aσ,µ,e are the nonnegative integers defined in Theorem 6.5.
Thus Theorems 6.5 and 6.6 are equivalent.
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Remark 6.7. The change from B(µ/σ) in Theorem 6.5 to A(µ/σ) in Theorem 6.6 is not
accidental; it arises from the definition of RG as a signed generating function for set-valued
semistandard tableaux.
Then, by specializing to w = 1 in Theorem 6.5, we obtain the following expansion of Gσ
in terms of skew Schur functions.
Theorem 6.8. For any skew shape σ,
Gσ =
∑
µ⊇σ
(−1)|B(µ/σ)|aσ,µ · sµ
where the aσ,µ are nonnegative integers. In fact aσ,µ is the product of the following two
integers:
(1) the number of row-weakly-bounded semistandard tableaux of shape of A(µ/σ), and
(2) the number of row-bounded, reverse row-strict tableaux of shape B(µ/σ) .
Remark 6.9. Consider the row-bounded, reverse row-strict tableaux of shape B(µ/σ), as
in (2) above. There is a bijection between this set and the set of row-bounded, row- and
column- strictly-decreasing tableaux of shape B(µ/σ), obtained by replacing label T (i, j)
with i − T (i, j). Therefore, when σ is a straight shape whose highest row is in row 1,
Theorem 6.8 reduces to [Len00, Theorem 2.2]. In particular, A(µ/σ) is always empty in
this case.
We also note that when N = |σ|+1, Theorem 6.8 specialized to the monomial x1 · · · xN
is equivalent to [CLMPTiB16, Theorem 2.8]. Moreover a proof using an RSK algorithm
of the special case that σ is a straight shape and N = |σ| + 1 is presented in [RTY16,
Proposition 3.9].
Remark 6.10. One can show that the determinantal formula of ACT can also be ex-
panded as a similar sum involving enumeration of standard young tableaux on larger skew
shapes (see [ACT17, Theorem C]). Thus, Theorem 6.8 establishes in a purely combinatorial
manner that the determinantal formula of [ACT17] is equal to the number of set-valued
tableaux.
Now we prove Theorem 6.6 using a new generalized Robinson-Schensted-Knuth algo-
rithm. This proof occupies the rest of the section. This algorithm extends the set-valued
RSK algorithm in [BM12] to the case of skew shapes.
Definition 6.11. (RSK row insertion) First, recall the row insertion operation, the atomic
operation of the RSK algorithm [Sta99, §7.11] (we present a trivially more general version).
Suppose σ is a skew or straight shape and T is a semistandard tableau of shape σ. Given
k ∈ N and i, the operation T ←i k inserts k in the leftmost box of row i labeled j > k,
or a new box at the right end of the ith row if no box in that row is labeled > k. In the
latter case the operation terminates. In the former, we insert j into the (i+ 1)st row of σ
in the same manner, and repeat down the rows of σ. The insertion path is the sequence
of boxes bi,j1 , bi+1,j2 , . . . in which insertions occurred; one can check that j1 ≥ j2 ≥ · · ·
([Sta99, Lemma 7.11.2]).
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In particular, RSK inputs a semistandard tableau of shape σ and outputs a semistandard
tableau of shape σ′ obtained by adding one box to σ.
Remark 6.12. Notice that RSK insertion may be applied without changes to set-valued
tableaux in the following situation. Suppose T is a set-valued semistandard tableau of
shape σ. Suppose k is a label in a box b with at least one other label; let i index the
row containing b. Suppose further that every box in row i + 1, i + 2, . . . is labeled with a
singleton set. Then one may define the operation T ←i k as before, deleting k from box b
and RSK inserting it in the next row, and repeating. Simply put, the RSK insertion path
does not traverse any box with more than one label in this case.
This observation allows for the next algorithm.
Algorithm 1. The skew set-valued RSK algorithm, for skew shape σ, is as follows. The
input is
(1) a skew shape λ ⊇ σ with B(λ/σ) = ∅,
(2) T ′ a reverse-row-strict, row-weakly-bounded tableau on A(λ/σ), and
(3) T ∈ SSc,e−c(T ′)(λ).
The output will be:
(1) a skew shape µ ⊇ σ with A(µ/σ) = ∅,
(2) T ′′ a reverse-row-strict, row-bounded tableau on B(µ/σ) with c(T ′′) = e, and
(3) T˜ ∈ SSc,0(µ).
The algorithm proceeds as follows. Let r be the number of rows of σ. For each k =
r, . . . , 1 (in descending order), we will do two “sweeps” of σ. First we sweep out all labels
in row k that are not the minimum in their box, via RSK-inserting them downward. Then
we sweep out all labels in all (singly-labeled) boxes b for which T ′(b) = k, again via RSK.
These boxes need not be in row k. In the auxiliary labeling T ′′, the newly created boxes
are labeled k, and properties of RSK will imply that at most one box in each column of
T ′′ is labeled k. An example is given in Example 6.13.
Now we describe the algorithm more precisely. For k = r, . . . , 1, proceed as follows.
First, let m be the maximum label in the rightmost box of row k that has multiple labels.
Delete m and insert m into the leftmost box of row k+1 labeled m2 > m, or a new box at
the right end of the k + 1st row if no box in that row is labeled > m. In the latter case the
operation terminates; the new box is labeled k in the auxilliary filling T ′. In the former,
we insert m2 into the (k + 2)
nd row of σ in the same manner, and repeat down the rows
of σ. This is the familiar RSK-insertion operation of Definition 6.11. The insertion path is
the sequence of boxes b0 = (k, j0), b1 = (k+1, j1), . . . in which insertions occurred; one can
check that j0 ≥ j1 ≥ · · · ([Sta99, Lemma 7.11.2]). Repeat RSK-insertion on the maximum
label in the rightmost non-singly valued box in row k, until that row has only singly-valued
boxes.
The second part of step k is as follows. Since T ′ is row-weakly-bounded and reverse
row-strict, it follows that there is at most one box (i, j) ∈ A(λ/σ) in each row such that
T ′(i, j) = k; furthermore i ≥ k if so, so that T (i, j) must consist of a single label. So for
each such box (i, j), taken in order with i increasing, delete the box and RSK-insert the
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label T (i, j) it starting in row i+1. When the operation terminates, the new box is labeled
k in the auxiliary filling T ′. We note for later use that in this stage, every box labeled k
in T ′ is the leftmost of its row, since all boxes labelled > k have already been removed.
Example 6.13. Let
σ = λ = T ′ =
1
2 1
1 T =
2 3
1, 4 6 8
5, 7 9 10, 13
11 12
.
The algorithm gives
2 3
1, 4 6 8
5, 7 9 10
11 12 13
2 3
1, 4 6 8
5 9 10
7 12 13
11
2 3
1 6 8
4 9 10
5 12 13
7
11
2 3
6 8
1 9 10
4 12 13
5
7
11
3
2 8
1 6 10
4 9 13
5 12
7
11
3
8
1 2 10
4 6 13
5 9
7 12
11
3
8
2 10
1 6 13
4 9
5 12
7
11
and the auxiliary tableau T ′′ is
3
3 1
2 1
2
1
Lemma 6.14. The output of Algorithm 1 takes the claimed form.
Proof. We remark that the process in Algorithm 1 preserves the property that every box
in row k + 1 and below has exactly one label in it, so the RSK-insertion is always well-
defined. The process also clearly preserves the content of the tableau T . Thus iterating
the described two-step process for k = r, . . . , 1 produces the output data µ, T ′′, and T˜ ,
with c(T˜ ) = c(T ). Furthermore T ′′ is row-bounded since T ′ was row-weakly-bounded. To
conclude that the output is as claimed, the only thing left to show is that the labeling T ′′
of B(µ/σ) is reverse row-strict.
Indeed, since the rows are processed in the order r, . . . , 1 in Algorithm 1, it is enough
to show that for a fixed k ∈ {1, . . . , r} that no two boxes labelled k in T ′′ lie in the same
row. This follows from the standard fact that RSK insertion paths move weakly to the
left. Precisely: Suppose m and m′ are labels that are processed consecutively in step k.
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Let b0, b1, . . . bM be the insertion path of m. By assumption, after m is inserted, every box
bi except possibly b0 is still singly labeled, and max(T (b0)) < T (b1) < . . . < T (bM ).
Furthermore, we claim that the label m′ is on or to the left of the insertion path of m.
Indeed, If m′ is also in row k, then this is clear since m′ < m; otherwise, we simply note
that m′ is in the leftmost box of its row, so the claim is also clear. Finally, RSK insertion of
m′ preserves the property of being weakly left of the insertion path of m. So the insertion
path of m′ cannot end to the right of that of m′; thus it ends below that of m′. This
concludes the proof of the lemma. 
Now we show that all possible outputs are attained bijectively by the algorithm.
Proposition 6.15. For any skew shape σ and any c and e, Algorithm 1 produces a bijection
between choices of
(1) a skew shape λ ⊇ σ with B(λ/σ) = ∅,
(2) T ′ a reverse-row-strict, row-weakly-bounded tableau on A(λ/σ), and
(3) T ∈ SSc,e−c(T ′)(λ);
and choices of
(1) a skew shape µ ⊇ σ with A(µ/σ) = ∅,
(2) T ′′ a reverse-row-strict, row-bounded tableau on B(µ/σ) with c(T ′′) = e, and
(3) T˜ ∈ SSc,0(µ).
Therefore,
(3)
∑
(λ,T ′)
|SSc,e−c(T ′)(λ)| =
∑
(µ,T ′′)
|SSc,0(µ)|
where
• the left hand sum ranges over all λ ⊇ σ with B(λ/σ) = ∅, together with a reverse
row-strict, row-weakly-bounded labeling T ′ of A(λ/σ), and
• the right hand sum ranges over all µ ⊇ σ with A(µ/σ) = ∅, together with a reverse
row-strict, row-bounded labeling T ′′ of B(µ/σ).
Proof. The skew set-valued RSK algorithm in Algorithm 1 constructs a map
(4)
∐
(λ,T ′)
SSc,e−c(T ′)(λ)
RSKσ−−−−→
∐
(µ,T ′′)
SSc,0(µ),
where the conditions on λ, µ, T ′, and T ′′ are as in the statement of the proposition. We
claim this map is a bijection, and it suffices to provide an inverse. The inverse may be
described algorithmically as follows. Given µ, T ′′, and T˜ satisfying conditions (1), (2), and
(3) described as the output of Algorithm 1, perform the following procedure for k = 1, . . . , r.
Consider the boxes of B(µ/σ) labelled k in T ′′, in order from highest to lowest row number
(i.e. lowest to highest on the page). For each such box b, delete b and inverse-RSK-insert
its label m upwards, stopping if it reaches row k. If the label m lands in a new box b′,
necessarily in row ≥ k, then set T ′(b) = k. An example is given in Example 6.13, read in
reverse.
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The resulting tableau T ′ is reverse-row-strict by an argument analogous to Lemma 6.14.
So the result of this procedure is the data λ, T ′, and T satisfying the conditions (1), (2), and
(3) described as the input of Algorithm 1. Now it is evident that the procedure described
is in fact inverse to the RSK map in Algorithm 1, since each upwards insertion operation
is inverse to RSK insertion, and it processes boxes in the reverse order. 
Now we state the following Lemma, which will be used to prove Theorem 6.5. We will
postpone its proof until after the the proof of Theorem 6.5.
Lemma 6.16. Let P be any finite poset, with its set of cover relations C = {(x, y) ∈ P×P :
x ⋖ y}, partitioned into two disjoint sets C = G ⊔ B (called good and bad, colloquially).
Say that an increasing sequence
I = {∅ = I0 ( · · · ( Iℓ = P}
of order ideals Ii is a G-sequence if for every i = 1, . . . , ℓ, the only cover relations within
Ii \ Ii−1 are in G. Precisely: if x, y ∈ Ii \ Ii−1 and x ⋖ y then (x, y) ∈ G. The length of
such a G-sequence I is defined to be |I| = ℓ. Then
(5)
∑
I a G-sequence
(−1)|I| =
{
(−1)|P | if G = ∅,
0 otherwise.
Example 6.17. Suppose P = P (λ) is the poset of boxes of a diagram λ. If G = ∅ then the
G-sequences are in natural correspondence with increasing tableaux of shape λ with label
set {1, . . . , N} for some N . Lemma 6.16 states that counting these increasing tableaux,
with sign according to the parity of N , is (−1)|P |. For example, if P = P ( ) then the
Lemma states that
(−1)4 = #

1 2 3
4 ,
1 2 4
3 ,
1 3 4
2
−#

1 2 3
3 ,
1 2 3
2
 .
Postponing the proof of Lemma 6.16, we now prove Theorem 6.6.
Proof of Theorem 6.6. The proof is by induction on |e| with |e| = 0 being clear. We fix σ
and sequences c and e, with |c| = |σ|+ |e|; otherwise the statement is trivial. Now isolating
the term |SSc,e(σ)| on the left of Equation (3), we have
(6) |SSc,e(σ)| =
∑
(µ,T ′′)
|SSc,0(µ)| −
∑
(λ,T ′):λ)µ
|SSc,e−c(T ′)(λ)|
where the conditions on (µ, T ′′) and (λ, T ′) are as stated in Proposition 6.15. Now we may
use Proposition 6.15 inductively to expand each of the terms |SSc,e−c(T ′)(λ)| in the second
sum of Equation (6). We obtain
(7) |SSc,e(σ)| =
∑
(µ,T ′,T ′′)
bσ,µ,T ′,T ′′ · |SSc,0(µ)|,
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for some coefficients b which we will soon study. Here
• µ ⊇ σ is a skew shape,
• T ′ is any row-weakly-bounded filling of A(µ/σ),
• T ′′ is a reverse-row-strict, row-bounded filling of B(µ/σ),
such that
c(T ′) + c(T ′′) = e.
To prove Theorem 6.6 it is enough to show that the coefficients on the right hand side
are given by
bσ,µ,T ′,T ′′ =
{
(−1)|A(µ/σ)| if T ′ is semistandard,
0 otherwise.
Indeed, it follows from the recursive expansion of Equation (6) that the coefficient
bσ,µ,T ′,T ′′ depends only on T
′: it is the signed count of the number of ways to build T ′
as a sequence of tableaux
∅ = T0 ( T1 ( · · · ( Tℓ = T
′
on a corresponding sequence of skew shapes
∅ = λ0 ( λ1 ( · · · ( λℓ = A(µ/σ)
such that each λi is obtained from λi−1 by adding boxes on the left or above boxes of λi−1,
and the restriction of Ti to λi/λi−1 is reverse row-strict for each i. By the signed count, we
mean that such a sequence is counted with sign (−1)ℓ.
For example, a filling T ′ =
2 1
2 2
can be obtained in the following ways, with the following signs:
2 2 2
1
2 2
2 1
2 2 +
2
1
2
1
2 2
2 1
2 2 +
2
1
2 2
2 1
2 2 −
2 2 2
2 1
2 2 −
and so bσ,µ,T ′,T ′′ = 0 for this T
′.
Thus, to compute bσ,µ,T ′,T ′′ in general, we let P = P (A(µ/σ)) be the poset whose
elements are boxes of A(µ/σ) and such that b1 ⋖ b2 if and only if box b1 is directly to the
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right of or directly below b2. Now let G be the subset of cover relations b1 ⋖ b2 of P in
which either
• b1 is directly to the right of b2 and T
′(b2) > T
′(b1), or
• b1 is directly below of b2 and T
′(b2) ≥ T
′(b1).
Then by Lemma 6.16 it follows that
bσ,µ,T ′,T ′′ =
{
(−1)|A(µ/σ)| if G = ∅,
0 otherwise.
But G = ∅ means precisely that T ′ is semistandard. 
It remains only to prove Lemma 6.16.
Proof of Lemma 6.16. We prove Lemma 6.16 by induction on |P |, with P = ∅ being obvi-
ous.
Write J(P ) for the set of order ideals of P .
We break up (5) according to the first order ideal I1 and proceed inductively on P \ I1.
Start with the obvious equality
(8)
∑
I a G-sequence
(−1)|I| =
∑
∅6=A∈J(P )
∑
I a G-sequence
I1=A
(−1)|I|.
By induction, the nonzero contributions to the right hand side of (8) come from nonempty
order ideals A in which
• all cover relations inside A are good,
• all cover relations inside P \ A are bad.
Let A be the set of nonempty order ideals of P satisfying these conditions. Then using (5)
inductively, (8) becomes
(9)
∑
I a G-sequence
(−1)|I| =
∑
A∈A
(−1) · (−1)|P\A|.
It remains to identify A in terms of P and G, which we do as follows. Let Y be the
maximal up-closed subset of P such that all cover relations within Y are bad. Note that Y
is uniquely defined, since if Y1 and Y2 are up-closed subsets satisfying that condition, then
Y1 ∪ Y2 also satisfies the condition.
Let X = P \ Y . Let Y ′ ⊆ Y be the subset consisting of the minimal elements y ∈ Y
satisfying that if x⋖ y then (x, y) ∈ G. Then we claim
Claim 6.18.
(1) If X = ∅ then A = {I ⊆ min(P ) : I 6= ∅}, where min(P ) denotes the minimal
elements of P .
(2) If X 6= ∅ and some cover relation within X is in B, then A = ∅.
(3) If X 6= ∅ and all cover relations within X are in G, then
A = {X ∪ I : I ⊆ Y ′}.
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Proof of Claim 6.18. If X = ∅ then G = ∅, and A then consists of all nonempty order
ideals with no cover relations within them. So part (1) follows.
Suppose X 6= ∅. Suppose A ∈ A. Now for each maximal element x ∈ X, there is some
y ∈ Y such that x⋖ y is good. So necessarily x ∈ A, since otherwise the covering relation
x ⋖ y would lie in P \ A. So A contains all maximal elements of X; thus A ⊇ X. So if
some cover relation within X is in B, then A = ∅, proving part (2).
Otherwise, we see that X ∈ A. Furthermore, if A ∈ A then A∩ Y must be an antichain
in Y ; otherwise A contains a bad cover relation. So A ∩ Y ⊆ min(Y ). And if y ∈ A ∩ Y ,
then any cover relation x⋖ y must be good. We conclude that A ⊆ {X ∪ I : I ⊆ Y ′}; the
reverse containment also clearly follows. 
Now from Claim 6.18, the rest of the proof of Lemma 6.16 can be deduced from (9)
by using the obvious identity
∑
S⊆T (−1)
|S| = 0 for finite sets T . Explicitly, in the case
6.18(1), Equation (9) becomes∑
∅6=A⊆min(P )
(−1) · (−1)|P\A| = (−1)|P |.
In the case 6.18(2), Equation (9) is the empty sum. In the case 6.18(3), Equation (9)
becomes ∑
I⊆Y ′
(−1) · (−1)|P\(X∪I)| = (−1)|P |+1
∑
I⊆Y ′
(−1)|I| = 0.

Appendix A. Dimension computation for flag Richardson varieties
This appendix is concerned with a dimension computation needed to bound the dimen-
sions of the relative flag Richardson varieties considered in Section 4. We will give an
expression (Lemma A.2) for the dimensions of certain locally closed subvarieties of flag
Richardson varieties, give an upper bound for this expression in a case of particular inter-
est (Lemma A.4), and then deduce the result needed in Section 4 (Corollary A.5). This
computation has been separated to this appendix since it is independent of the rest of the
paper. We begin by fixing some notation.
Let d be a positive integer, and let V be a d-dimensional vector space. Fix non-negative
integers {ai,j,k : 0 ≤ i, j, k ≤ d} satisfying the following properties.
(1) For all i ∈ {0, ..., d}, ai,0,0 = a0,i,0 = a0,0,i = d− i.
(2) If any of i, j, k is equal to d, then ai,j,k = 0.
(3) For all i, j, k ∈ {0, ..., d}, the following three inequalities hold. For convenience,
define ai,j,k = 0 whenever i, j, or k is strictly greater than d.
ai,j,k + ai+1,j+1,k ≥ ai+1,j,k + ai,j+1,k
ai,j,k + ai+1,j,k+1 ≥ ai+1,j,k + ai,j,k+1
ai,j,k + ai,j+1,k+1 ≥ ai,j+1,k + ai,j,k+1
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These conditions are necessary (and, we will see, sufficient) conditions for the numbers
ai,j,k to arise as the dimensions of triples intersections P i ∩Qj ∩ V k, where P ·, Q·, V · are
three complete flags for V .
We shall refer to condition (3) above as the submodularity condition. We mention two
consequences of submodularity that are important in what follows. First, observe that for
any triple (i, j, k), and any integers i′ ≤ i and j′ ≤ j, that
ai,j,k − ai,j,k+1 ≤ ai
′,j′,k − ai
′,j′,k+1.
In particular, for any i, j, k, it follows that
0 ≤ ai,j,k − ai,j,k+1 ≤ 1.
Similar inequalities hold with the indices i, j, k permuted.
Suppose that we fix two complete flags V = P 0 ⊃ P 1 ⊃ · · · ⊃ P d = 0 and V = Q0 ⊃
· · · ⊃ Qd = 0 of V , such that
dimP i ∩Qj = ai,j,0.
In this appendix, we compute the dimension of the following variety.
Definition A.1. Let Y be the (locally closed) subvariety of the complete flag variety for
V consisting of flags V = V 0 ⊃ V 1 ⊃ · · ·V d = 0 such that for all i, j, k,
dimP i ∩Qj ∩ V k = ai,j,k.
In order to make several algebraic expressions below less cumbersome, we will use finite
difference operators ∆i,∆j ,∆k. For our purposes, we will define, for any expression f i,j,k
depending on i, j, k,
∆if i,j,k = f i−1,j,k − f i,j,k.
The operators ∆j,∆k are defined similarly. Note the slightly unusual definition, which we
adopt because the expressions f i,j,k in question are typically nonincreasing in i, j, and k.
Lemma A.2. Let V, ai,j,k, P i, and Qj be as described above. Then the variety Y is
nonempty and irreducible of dimension
dimY =
∑
j,k≥1
(∆ja0,j,k)(∆ka0,j,k) +
∑
i,k≥1
(∆iai,0,k)(∆kai,0,k)−
∑
i,j≥1
(∆iai,j,0)(∆jai,j,0)
−
∑
i,j,k≥1
(∆kai,j,k)(∆i∆jai,j,k−1).
Remark A.3. The first three terms in this expression may be regarded as quantifying the
extent to which each pair of flags is transverse. Indeed, one can show that the first term is
equal to
(d
2
)
if and only if dimQj∩V k = max(d−j−k, 0) for all j, k, equal to 0 if and only if
Qj = V j for all j, and otherwise it lies strictly between these values. The first three terms
therefore quantify the extent to which the extend to which the flags are pairwise transverse
affects dimY . The fourth term may be regarded as a correction term, taking into account
any relevant choices about the triple intersections. Observe that submodularity guarantees
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that the summand in the correction term is equal to 0 or 1 for all i, j, k, hence the first
three terms taken alone constitute an upper bound on dimY .
Proof. First, we claim that Y is irreducible, with dimension given by the following formula.
(10) dimY =
∑
i,j,k≥1
(∆kai−1,j−1,k)(∆i∆jai,j,k)
We summarize a proof of this formula, omitting the straightforward technical details (cf.
[Vak06, Lemma 2.5] of which this formula may be viewed as a flag version). The formula
may established by considering a sequence intermediate parameter spaces in which some
of the vector spaces P i ∩ Qj ∩ V k are determined, but not others. Each such parameter
space is a dense open subset of a Grassmannian over the previous.
The order in which these choices are made must be such that P i−1 ∩Qj−1 ∩ V k is not
determined until all three of P i ∩Qj−1 ∩ V k and P i−1 ∩Qj ∩ V k, and P i−1 ∩Qj−1 ∩ V k−1
are determined. Then the choice of the space P i−1 ∩ Qj−1 ∩ V k amounts to a choice
of an ai−1,j−1,k-dimensional subspace of P i−1 ∩ Qj−1 ∩ V k−1 that contains the span of
P i−1∩Qj ∩V k and P i∩Qj−1∩V k. This span has dimension ai−1,j,k+ai,j−1,k−ai,j,k. The
space of such choices is a Grassmannian of dimension (ai−1,j−1,k−1−ai−1,j−1,k)(ai−1,j−1,k−
ai,j−1,k − ai−1,j,k + ai,j,k) = (∆kai−1,j−1,k)(∆i∆jai,j,k) (in fact, our assumptions on ai,j,k
imply that this “Grassmannian” is either a single point or isomorphic to P1). We must
omit a finite set of points of this Grassmannian, to enforce the condition that any one
of these spaces P i−1 ∩ Qj−1 ∩ V k is precisely equal to the intersection of the two spaces
obtained by decrementing each of two of the indices i, j, k, but this does not affect dimension
or irreducibility. Summing the dimensions of these Grassmannians therefore gives the
dimension of Y , and Y is irreducible (being an open subset of a chain of bundles with
irreducible fibers).
In order to deduce the claimed formula from Equation (10), we claim that the following
identity holds for all 1 ≤ i, j, k ≤ d.
(∆kai−1,j−1,k)(∆i∆jai,j,k) + (∆kai,j,k)(∆i∆jai−1,j−1,k) + ∆k[(∆iai,j,k)(∆jai,j,k)]
= ∆i[(∆jai,j,k)(∆kai,j,k)] + ∆j[(∆iai,j,k)(∆kai,j,k)]
Once this identity is established, we may sum over all i, j, k ≥ 1 and telescope the terms
on the right side to obtain the desired result. So it suffices to prove this identity.
The identity can be established by a case analysis. Each of the five terms in the identity
is either 0 or 1; we may restrict our attention to the 8-tuples (ai−1,j−1,k−1, . . . , ai,j,k) such
that some term in the identity is nonzero. In Table 1 we illustrate, for each of the five terms
in the identity, the 8-tuples for which that term is nonzero. (We additively normalized by
setting ai,j,k = 0, for convenience.) For visual ease, the 8-tuples are depicted as labels of
the vertices of a cube, with the j increasing to the east, k north, and i northeast (into the
page). Finally we notice that each labeling of the cube that appears in the table at all
appears the same number of times among the three left-hand-side terms as among the two
right-hand-side terms. 
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Term 8-tuples of values (ai−1,j−1,k−1, . . . , ai,j,k) for which the term is nonzero
(∆kai−1,j−1,k)(∆i∆jai,j,k)
0 0
1 0
1 0
2 1
0 0
1 0
1 1
2 1
(∆kai,j,k)(∆i∆jai−1,j−1,k)
0 0
1 0
1 1
2 1
∆k[(∆iai,j,k)(∆jai,j,k)]
0 0
1 0
1 0
2 1
0 0
1 1
1 0
2 1
1 0
1 0
1 0
2 1
∆i[(∆jai,j,k)(∆kai,j,k)]
0 0
1 0
1 0
2 1
0 0
1 0
1 1
2 1
0 0
1 1
1 0
2 1
∆j [(∆iai,j,k)(∆kai,j,k)]
0 0
1 0
1 0
2 1
0 0
1 0
1 1
2 1
1 0
1 0
1 0
2 1
Table 1.
This dimension calculation has the following consequence in the case where P ·, Q· are
almost transverse (Definition 4.1).
Lemma A.4. Suppose t is an integer with 0 ≤ t ≤ d, and that ai,j,k are chosen such that
for all i, j,
(11) ai,j,0 =

d− i− j i+ j < d
1 i = t and j = d− t
0 otherwise.
and such that for all i, k,
(12) ai,0,k + a0,d−i,k ≤ a0,0,k.
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Then if Y is the variety in Definition A.1,
dimY ≤
∑
i,k
(∆ja0,j,k)(∆ka0,j,k) +
∑
i,k
(∆iai,0,k)(∆kai,0,k)−
∑
i,j
(∆iai,j,0)(∆jai,j,0).
Proof. By Lemma A.2, it suffices to show that there exist three integers i, j, k ≥ 1 such
that ∆kai,j,k > 0 and ∆i∆jai,j,k−1 > 0.
First, observe that 1 = at,d−t,0 ≥ at,d−t,1 ≥ · · · ≥ at,d−t,d = 0. Define k to be the
minimum integer such that at,d−t,k = 0. Then ∆kat,d−t,k = 1, and by submodularity it
follows that ∆kai,j,k = 1 for all i, j such that i ≤ t and j ≤ d− t.
Second, observe that, for this chosen value of k,
a0,0,k − at,0,k − a0,d−t,k + at,d−t,k =
t∑
i=1
d−t∑
j=1
∆i∆jai,j,k.
The left side of this equation is positive by our assumptions, and the right side is a sum of
nonnegative numbers by submodularity. So there must exist some integers i, j such that
1 ≤ i ≤ t, 1 ≤ j ≤ d − t, and ∆i∆jai,j,k > 0. This produces the desired choices of i, j,
and k. 
Corollary A.5. In the setup of Section 4, suppose S = Speck is a point, i.e., we have
the data of a d-dimensional vector space V , two complete flags {P i} and {Qi} that are
either transverse or almost transverse (Definition 4.1), and sequences of sets A• and B• of
sizes 0 = i0 < · · · < is = d. Then every irreducible component of the variety RA•,B• has
dimension equal to its expected dimension
dimRA•,B• = dimF (i0, . . . , is)− inv(A•)− inv(B•).
(Recall that F (i0, . . . , is) denotes the variety of flags in V consisting of subspaces of di-
mension i0, . . . , is.)
In fact, RA•,B• turns out to be irreducible, as shown in Section 4.
Proof of Corollary A.5. We need only prove that dimRA•,B• has at most its expected di-
mension. In the dimension expression in Lemma A.2, note that the first term is
(
d
2
)
=
dimF (0, . . . , d) if {P i} and {Qi} are transverse, and is
(d
2
)
− 1 if instead they are almost
transverse. The second and third terms are equal to inv(A•) and inv(B•), respectively.
The final correction term is nonnegative, as was noted in Remark A.3. This already proves
the desired upper bound on dimension in the transverse case.
In the almost transverse case, Lemma A.4 applies, establishing that the correction term
has magnitude at least 1, so expected dimensionality again follows. The reason that the
condition (12) of Lemma A.4 is satisfied is that if RA•,B• is nonempty, then A•, B• are
necessarily coherent (Observation 4.10); and coherence as formulated in Observation 4.9 is
equivalent to condition (12). 
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