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Abstract
Let G∞ be the group of one parameter identity-tangent diffeomorphisms on the line whose coefficients
are formal Laurent series in the parameter ε with a pole of finite order at 0. It is well known that the Birkhoff
decomposition can be defined in such a group. We investigate the stability of the Birkhoff decomposition in
subgroups of G∞ and give a formula for this decomposition.
These results are strongly related to renormalization in quantum field theory, since it was proved by
A. Connes and D. Kreimer that, after dimensional regularization, the unrenormalized effective coupling
constants are the image by a formal identity-tangent diffeomorphism of the coupling constants of the theory.
In the massless φ36 theory, this diffeomorphism is in G∞ and its Birkhoff decomposition gives directly the
bare coupling constants and the renormalized coupling constants.
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1. Introduction
Let G∞ be the group of formal identity-tangent diffeomorphisms on the line whose coeffi-
cients are formal Laurent series in a parameter ε with a pole of finite order:
G∞ =
{
ϕ(x, ε) = x +
∑
n1
ϕn(ε)x
n+1, ϕn ∈A
}
= {ϕ(x, ε) ∈ x + x2Ax} (1)
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∀f ∈A, ∃σ0 ∈ Z; f (ε) =
∑
σσ0
fσ ε
σ (fσ ∈ C).
If A− = ε−1C[ε−1] and A+ =Cε, then
G+∞ = G∞ ∩
{
x + x2A+x
}= G∞ ∩Cx, ε,
G−∞ = G∞ ∩
{
x + x2A−x
}= G∞ ∩ {x + x2ε−1C[ε−1]x} (2)
are two subgroups of G∞. It is well known that there exists a unique pair B(ϕ) ∈ (ϕ−, ϕ+) ∈
G−∞ × G+∞ such that ϕ ◦ ϕ− = ϕ+ and B is called the Birkhoff decomposition of ϕ (see, for
example, [4]). The aim of this paper is to give a formula for the Birkhoff decomposition and
to exhibit subgroups of G∞ that are stable under this decomposition. In other words, we define
some groups G ⊂ G∞ such that, if
G+ = G∩ {x + x2A+x}= G∩Cx, ε,
G− = G∩ {x + x2A−x}= G∩ {x + x2ε−1C[ε−1]x} (3)
once again G+ and G− are subgroups of G and the Birkhoff decomposition is stable in G:
∀ϕ ∈ G, B(ϕ) ∈ (ϕ−, ϕ+) ∈ G− ×G+. (4)
As we shall see later, this study is motivated by the results of A. Connes and D. Kreimer
(see [4]) who proved that renormalization in quantum field theory can be interpreted as the Birk-
hoff decomposition in such groups.
In Section 2, we define two kind of subgroups of G∞ which are characterized by:
1. The growth of the order of the poles of the coefficients of the formal diffeomorphism (sub-
groups GN ).
2. The growth of the order of the poles of the coefficients of the formal diffeomorphism and the
growth of its coefficients (subgroups GN(M∗)).
These conditions are natural to define subgroups of G∞. Moreover, these subgroups will be
stable under Birkhoff decomposition.
In Section 3, we remind some definitions and properties related to mould expansions. We can
then, in Section 4, give a formula for the Birkhoff decomposition which proves that the groups
GN are stable.
In Section 5, we prove that the groups GN(M∗) are stable but, to do so, we will need
to rearrange the mould expansion using the arborification–coarborification process defined by
J. Ecalle (see [10]).
Finally, in Section 6, we remind the links between renormalization and Birkhoff decomposi-
tion and give an application of our theory in the massless φ36 theory.
Note that in Sections 3.3.1 and 5.1.4, we shortly describe how to translate Ecalle’s formalism
in the Hopf terminology. A forthcoming paper shall be devoted to this “dictionary.”
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2.1. Laurent series
Let A be the ring of formal Laurent series with a pole of finite order:
∀f ∈A, ∃σ0 ∈ Z; f (ε) =
∑
σσ0
fσ ε
σ (fσ ∈ C).
We note v(f ) = min{σ ;fσ 
= 0} the valuation of f . We shall also use the following projection
T :A→A−
whereA− is the subalgebra ε−1C[ε−1] and the projection T is uniquely determined by its kernel:
kerT =A+ =Cε.
2.2. The groups of diffeomorphisms GN (N ∈N∪ {∞})
2.2.1. Definitions and notations
For N ∈ Z, we define the operator PN on Ax by
∀ϕ(x, ε) ∈Ax, (PNϕ)(x, ε) = ε−Nϕ
(
εNx, ε
) ∈Ax. (5)
Definition 1. Let
G0 =
{
ϕ(x, ε) ∈ x + x2A+x = x + x2Cx, ε
}
,
G∞ =
{
ϕ(x, ε) ∈ x + x2Ax} (6)
then for N ∈N∗, let
GN = {ϕ ∈ G∞; PNϕ ∈ G0}. (7)
The series in such sets are formal identity-tangent diffeomorphisms in x with coefficients
in A:
• For N = ∞, an element ϕ ∈ G∞ can be written
ϕ(x, ε) = x +
∑
n1
ϕn(ε)x
n+1 (8)
where, for all n 1, ϕn(ε) ∈A.
• For N ∈ N, if ϕ ∈ GN then
ϕ(x, ε) = x +
∑
n1
ϕn(ε)x
n+1 (9)
where, for all n 1, εNnϕn(ε) ∈A+ =Cε (v(ϕn)−nN ).
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Definition 2. For N ∈N, let
HN =
{
η =
(
n
σ
)
∈ N∗ ×Z; n 1, σ −Nn
}
(10)
and, for ν = (νn)n1 ∈ ZN such that,
∀(n1, n2) ∈ (N∗)2, νn1 + νn2  νn1+n2 (11)
the set H∞(ν) is
H∞(ν) =
{
η =
(
n
σ
)
∈N∗ ×Z; ∀n 1, σ  νn
}
. (12)
With this definition, it is clear that
• For N ∈N, if ϕ ∈ GN then
ϕ(x, ε) = x +
∑
η∈HN
aηx
n+1εσ (∀η ∈ HN, aη ∈C), (13)
• and for N = ∞, if ϕ ∈ G∞ then there exists ν = (νn)n1 ∈ ZN such that
ϕ(x, ε) = x +
∑
η∈H∞(ν)
aηx
n+1εσ
(∀η ∈ H∞(ν), aη ∈C). (14)
Moreover, the sets HN and H∞(ν) are additive semigroups and if H is one of these semigroups,
∀η ∈ H, #{(η1, . . . , ηs) ∈ Hs; s  1 and η1 + · · · + ηs = η}< +∞. (15)
2.2.2. Properties
Since P0 = Id and
∀(N1,N2) ∈ Z2, PN1PN2 = PN1+N2 (16)
we get
G0 ⊂ G1 ⊂ G2 ⊂ · · · ⊂ G∞ (17)
but the main property is the following one:
Theorem 1. For N ∈ N∪ {∞}, GN is a group.
Proof. The proof is based on the following lemma:
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ring R:
ϕ(x) = x +
∑
n1
anx
n+1,
ψ(x) = x +
∑
n1
bnx
n+1,
then φ = ϕ ◦ψ can be written
φ(x) = x +
∑
n1
cnx
n+1 (18)
where, for n 1,
cn = an + bn +
∑
s1
∑
n0+···+ns=n
ni1
(
n0 + 1
s
)
an0bn1 . . . bns (19)
with
(
n
k
)= n!
k!(n−k)! (respectively 0) if k  n (respectively k > n).
Formula (19) is very easy to check and it automatically ensures that
∀N ∈N∪ {∞}, ∀(ϕ,ψ) ∈ G2N, ϕ ◦ψ ∈ GN. (20)
It remains to prove that for any ϕ ∈ GN there exists a unique inverse ψ ∈ GN such that ϕ ◦
ψ(x, ε) = ψ ◦ ϕ(x, ε) = x. If
ϕ(x, ε) = x +
∑
n1
ϕn(ε)x
n+1
then using formula (19), its inverse
ϕ−1(x, ε) = ψ(x, ε) = x +
∑
n1
ψn(ε)x
n+1
is uniquely determined by the recursive equations: for n 1,
ψn(ε) = −ϕn(ε)−
∑
s1
∑
n0+···+ns=n
ni1
(
n0 + 1
s
)
ϕn0(ε)ψn1(ε) . . .ψns (ε) (21)
which ensures that ψ ∈ GN . 
We could study the Birkhoff decomposition in such groups but we would like to get also
information on the regularity of the coefficients in the Birkhoff decomposition, assuming that the
coefficients of the identity-tangent diffeomorphism to be decomposed have a certain regularity.
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regularity.
2.3. The groups of diffeomorphisms GN(M) (N ∈ N)
2.3.1. Definition
We remind that
H0 =
{
η =
(
n
σ
)
∈ N∗ ×Z; n 1, σ  0
}
.
Definition 3. Let M∗ = {Mη ∈R+∗, η ∈ H0} be a set of positive numbers such that
∀(η1, η2) ∈ H 20 , Mη1Mη2 Mη1+η2 (22)
then, for N ∈ N, GN(M∗) is the subset of GN characterized by the following property: if ϕ ∈
GN(M∗), then
(PNϕ)(x, ε) = x +
∑
η∈H0
aηx
n+1εσ
and there exists A> 0 such that
∀η ∈ H0, |aη|An+σMη. (23)
For example, if 1∗ = {Mη = 1, η ∈ H0}, G0(1∗) is the set of analytic identity-tangent diffeo-
morphisms x + x2C{x, ε}. This definition makes sense in terms of groups:
Theorem 2. For N ∈ N, and M∗ a set with the property (22), GN(M∗) is a subgroup of GN .
2.3.2. Proof of Theorem 2
The proof is based on two easy lemmas on majorant series. Before we give these lemmas, we
introduce the following notation: Let
ϕ(x, ε) = x +
∑
η∈H
aηx
n+1εσ ∈ G∞,
ψ(x, ε) = x +
∑
η∈H
bηx
n+1εσ ∈ G∞
where H contains the support of the coefficients of both ϕ and ψ , then
ϕ ≺ ϕ ⇐⇒ ∀η ∈ H, |aη| |bη|. (24)
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numbers of modulus lower or equal to 1, the set {cη, η ∈ H0} defined by
∀η ∈ H0, cη = aη + bη +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
aη0bη1 . . . bηs (25)
satisfies:
∀η ∈ H0, |cη| Cn+σ0 . (26)
Proof. It is clear that
ϕ(x, ε) = x +
∑
η∈H0
aηx
n+1εσ ∈ G0(1∗),
ψ(x, ε) = x +
∑
η∈H0
bηx
n+1εσ ∈ G0(1∗),
moreover, because of Eq. (19), if
φ(x, ε) = x +
∑
η∈H0
cηx
n+1εσ
then
φ(x, ε) = ϕ ◦ψ(x, ε) ∈ G0.
Let
θ(x, ε) = x +
∑
η∈H0
xn+1εσ = x + x
2
(1 − ε)(1 − x) ∈ G0(1∗)
(|x| < 1, |ε| < 1),
then ϕ ≺ θ and ψ ≺ θ , but since
∀η ∈ H0, |cη| = |aη| + |bη| +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
|aη0 ||bη1 | . . . |bηs |
it is clear that
φ ≺ θ ◦ θ (27)
and θ ◦ θ(x, ε) is obviously analytic in a neighborhood of (0,0):
∃C0 > 0, ∀n 1, ∀σ  0,
∣∣∣∣ 1(n+ 1)!σ ! ∂
n+1+σ
∂xn+1∂εσ
∣∣∣∣Cn+σ0 ,
and this ends the proof of the lemma. 
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lower or equal to 1, the set {bη, η ∈ H0} defined by
∀η ∈ H0, bη = −aη −
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
aη0bη1 . . . bηs (28)
satisfies:
∀η ∈ H0, |bη| Cn+σ1 . (29)
Proof. If
ϕ(x, ε) = x +
∑
η∈H0
aηx
n+1εσ ∈ G0(1∗),
ψ(x, ε) = x +
∑
η∈H0
bηx
n+1εσ
then, because of Eq. (19),
ϕ ◦ψ(x, ε) = x and ψ ∈ G0.
As, for η ∈ H0,
|bη| |aη| +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
|aη0 ||bη1 | . . . |bηs |
 1 +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
.1.|bη1 | . . . |bηs |
then if the set {cη, η ∈ H0} is defined by
∀η ∈ H0, cη = 1 +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
.1.cη1 . . . cηs (30)
we get
∀η ∈ H0, |bη| cη.
But if, once again
θ(x, ε) = x +
∑
xn+1εσ = x + x
2
(1 − ε)(1 − x) ∈ G0(1∗)
(|x| < 1, |ε| < 1)η∈H0
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κ(x, ε) = x +
∑
η∈H0
cηx
n+1εσ ,
then, because of Eq. (30),
κ(x, ε) = x + θ ◦ κ(x, ε)− κ(x, ε),
thus (
2 − ε
1 − ε
)
κ2 − (1 + x)κ + x = 0
and it is a matter of fact to check that, there is a unique solution κ(x, ε) in G0, analytic in a
neighborhood of (0,0):
∃C1 > 0, ∀η ∈ H0, 0 cη  Cn+σ1 ,
and this ends the proof. 
Let us go back to the theorem: For N ∈ N, and a suitable set M∗ we have to prove that
GN(M∗) is a group. It is clearly a subset of GN .
Let (ϕ,ψ) ∈ GN(M∗), then φ = ϕ ◦ψ ∈ GN . Moreover
(PNφ)(x, ε) = ε−Nϕ
(
ψ
(
εNx, ε
)
, ε
)
= ε−Nϕ(εNε−Nψ(εNx, ε), ε)
= (PNϕ) ◦ (PNψ)(x, ε) ∈ G0.
Let
(PNϕ)(x, ε) = x +
∑
η∈H0
αηx
n+1εσ
(|αη|An+σMη),
(PNψ)(x, ε) = x +
∑
η∈H0
βηx
n+1εσ
(|βη| Bn+σMη),
(PNφ)(x, ε) = x +
∑
η∈H0
γηx
n+1εσ .
Because of Eq. (19), once again
∀η ∈ H0, γη = αη + βη +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
αη0βη1 . . . βηs .
Let C = max(A,B) and
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Cn+σMη
,
bη = |βη|
Cn+σMη
,
cη = |γη|
Cn+σMη
, (31)
then, for η ∈ H0,
cη  aη + bη +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
aη0bη1 . . . bηs
Mη0 . . .Mηs
Mη
 aη + bη +
∑
s1
∑
η0+···+ηs=η
ηi1
(
n0 + 1
s
)
aη0bη1 . . . bηs ,
thus, as, for all η ∈ H0, 0 aη  1 and 0 bη  1, Lemma 2 implies that
∀η ∈ H0, 0 cη  Cn+σ0 ,
and thus ϕ ◦ψ ∈ GN(M∗).
A similar technique using Lemma 3 shows that if ϕ ∈ GN(M∗) then its inverse for the com-
position is also in GN(M∗).
2.4. Back to the Birkhoff decomposition
Let G be any of the groups GN (N ∈ N∪ {∞}) or GN(M∗) (N ∈N), we can define
G+ = G∩ {x + x2A+x}= G∩G0 = G∩Cx, ε,
G− = G∩ {x + x2A−x}= G∩ {x + x2ε−1C[ε−1]x}. (32)
G+ and G− are once again subgroups of G and, in the sequel of this paper, we will prove
Theorem 3. If G is any of the groups GN (N ∈ N ∪ {∞}) or GN(M∗) (N ∈ N), there exists a
unique Birkhoff decomposition in G:
For any ϕ ∈ G, there exists a unique pair B(ϕ) ∈ (ϕ−, ϕ+) ∈ G− ×G+ such that
ϕ ◦ ϕ− = ϕ+. (33)
We will first focus on the case G = GN (N ∈ N ∪ {∞}) and give a formula for the Birkhoff
decomposition. To do so we remind some facts on moulds and mould expansions.
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We give here some definitions and results on mould expansions (for details, see [9,10]). In
this section G denotes one of the groups GN (N ∈ N ∪ {∞}). We will consider a given ϕ ∈ G
and
• If N ∈ N, then H is the semigroup HN ;
• If N = ∞, then, see Definition 2, H will be a semigroup H∞(ν) such that
ϕ(x, ε) = x +
∑
η∈H∞(ν)
aηx
n+1εσ .
3.1. Substitution automorphisms on Ax
Any given ψ ∈ G defines a substitution automorphism Fψ on Ax:
∀f ∈Ax, (Fψ .f )(x, ε) = f
(
ψ(x, ε), ε
) (34)
and Fψ.x = ψ(x, ε). It is clear that
∀(φ,ψ) ∈ G, Fφ◦ψ = Fψ.Fφ.
For our given ϕ ∈ G,
ϕ(x, ε) = x +
∑
η∈H
aηε
σ xn+1.
One can give a formula for Fϕ :
Proposition 1. The substitution automorphism Fϕ can be written:
Fϕ = Id +
∑
η∈H
εσDη (35)
where
∀η =
(
n
σ
)
∈ H, Dη =
∑
s1
∑
η1+···+ηs=η
(η1,...,ηs )∈Hs
1
s!aη1 . . . aηs x
n+s∂sx .
This proposition can be easily proved by considering the Taylor expansion of f (ϕ(x, ε), ε)
(f ∈Ax) at the point x.
There is also a coproduct for these operators:
∀η ∈ H, δ(Dη) = 1 ⊗Dη +Dη ⊗ 1 +
∑
η1+η2=η
2
Dη1 ⊗Dη2
(η1,η2)∈H
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∀f,g ∈Ax, F.(fg) = (F.f )(F.g).
Once a ϕ ∈ G is given, we shall define other substitutions automorphisms with the help of the
operators Dη, this will be called mould expansions.
3.2. The group of symmetrel moulds MA
Let H = {∅}⋃s1 Hs . For η = (η1, . . . , ηs) = (nσ)= (n1,...,nsσ1,...,σs) ∈ H ,
l(η) = s, ‖n‖ = n1 + · · · + ns, ‖σ‖ = σ1 + · · · + σs
(‖∅‖ = 0).
Definition 4. The set MA is the set of linear maps (called moulds and noted U•):
U• :H →A,
η → Uη
such that
∀η ∈ H , Uη ∈ ε−‖σ‖Cε
and U• is symmetrel: U∅ = 1 and
∀(η,μ) ∈ H 2,
∑
λ∈ctsh(η,μ)
Uλ = UηUμ
where the sum is over all the sequence λ obtained by contracting shuffling of the sequences
η and μ: one shuffles the two sequences (η,μ) → λ∗ and, eventually, one contracts pairs
(ηi,μj ) → ηi +μj that are consecutive in the sequence λ∗ (see [10]).
The second condition gives, for example:
Uη1Uη2,η3 = Uη1,η2,η3 +Uη2,η1,η3 +Uη2,η3,η1 +Uη1+η2,η3 +Uη2,η1+η3 .
Proposition 2. There is an associative multiplication on moulds:
∀η ∈ H , (U• × V •)= ∑
η1η2=η
Uη
1
V η
2
where η1, η2 can be empty and η1η2 is the concatenation of the sequences and (MA,×) is a
group where the unit is 1•: 1∅ = 1 and for η ∈ H , l(η) 1, 1η = 0.
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∀η ∈ H , I η =
⎧⎨
⎩
1 if η = ∅,
εσ1 if η = (n1
σ1
)
,
0 if l(η) 2.
(36)
Of course, I • ∈ MA and the inverse J • ∈ MA of this mould is defined by:
∀η ∈ H , J η = (−1)l(η)ε‖σ‖. (37)
3.3. Mould expansions and substitution automorphisms
For ϕ ∈ G, we associated to ϕ a family of operators {Dη, η ∈ H }. If
H = {∅}
⋃
s1
Hs
and
∀η ∈ H , Dη =
{ Id if η = ∅,
Dηs . . .Dη1 if η = (η1, . . . , ηs) (s  1)
then
Theorem 4. If ϕ ∈ G, then, for any mould U• ∈ MA, the operator
U=
∑
η∈H
UηDη
is such that:
1. u(x, ε) =U.x ∈ G.
2. U= Fu.
Proof. The second point of this proposition is quite simple to prove since, as u(x, ε) =U.x ∈ G
and U• is symmetrel, it ensures that U is a substitution automorphism such that
∀f ∈Ax, (U.f )(x, ε) = f (u(x, ε), ε)
so we must prove that u(x, ε) =U.x ∈ G if ϕ ∈ G.
If
u(x, ε) = x +
∑
n1
un(ε)x
n+1
since
∀η ∈ H , Dη.x = dηx‖n‖+1
14 F. Menous / Advances in Mathematics 216 (2007) 1–28we have
∀n 1, un = x−n−1
∑
η∈H
‖n‖=n
UηDη.x =
∑
η∈H
‖n‖=n
Uηdη. (38)
As H is a semigroup, for η ∈ H , ‖η‖ = (‖n‖‖σ‖) ∈ H . Moreover, as U• ∈ MA, then, for all η ∈ H ,
ν(Uη) ‖σ‖. We have
∀n 1, un =
∑
η∈Hn
Uηdη =
∑
σ
un,σ ε
σ
where H n = {η ∈ H ; ‖n‖ = n}.
We remind that
1. If G = G∞, then H = H∞(ν):
∀η =
(
n
σ
)
∈ H, σ  νn = μn. (39)
2. If G ∈ GN (N ∈N), then H = HN
∀η ∈ H, σ −Nn = μn. (40)
Thus, for n 1,
un =
∑
n1+···+ns=n
∑
σiμni
U
(n1,...,nsσ1,...,σs )d(n1,...,nsσ1,...,σs )
=
∑
n1+···+ns=n
∑
σiμni
∑
σ0‖σ‖
Uησ0ε
σ0dη
and in any case (N ∈N or N = ∞), μn1 + · · · +μns  μn1+···+ns , thus
un =
∑
σμn
εσ
∑
n1+···+ns=n
∑
σ1+···+σsσ
σiμi
Uησ dη =
∑
σνn
un,σ ε
σ .
It is also clear that each coefficient un,σ is a finite sum thus, for n 1, un ∈ εμnCε. It proves
that in any case (G = GN with N ∈N or N = ∞), u(x, ε) is in G. 
As a simple corollary of this proposition, we get
Corollary 1. If ϕ ∈ G, then its inverse for the composition ψ is given by
ψ(x, ε) =
∑
η∈H
J ηDη.x. (41)
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Fϕ =
∑
η∈H
I ηDη,
but the inverse J • ∈ MA, see Eq. (37), is such that(
I • × J •)• = (J • × I •)• = 1•.
Using Theorem 4, if ϕ ∈ G, and J=∑η∈H J ηDη , then ψ = J.x ∈ G and
Fψ.Fϕ = Fϕ◦ψ =
(∑
η∈H
J ηDη
)(∑
η∈H
I ηDη
)
=
∑
η∈H
(
I • × J •)ηDη = Id,
Fϕ.Fψ = Fψ◦ϕ =
(∑
η∈H
I ηDη
)(∑
η∈H
J ηDη
)
=
∑
η∈H
(
J • × I •)ηDη = Id,
thus
ϕ ◦ψ(x, ε) = ψ ◦ ϕ(x, ε) = x.
3.3.1. Mould expansions and quasishuffle Hopf algebras
We describe briefly here the link between symmetrel moulds and quasishuffle Hopf algebras.
For details on such algebras, see for example [17].
Let H = H∞(ν) and H be its associated set of sequences. The map gr :H → N defined by
gr(∅) = 0 and
gr(η1, . . . , ηs) = n1 + · · · + ns + σ1 + · · · + σs − νn1 − · · · − νns  s (42)
is such that for k  0, H k = {η ∈ H , gr(η) = k} is finite (H 0 = {∅}) and H =⋃k0 H k . The
linear span of H defines a graded vector space QSH . With the maps
m :QSH ⊗QSH →QSH ,
η ⊗ μ →
∑
λ∈ctsh(η,μ)
λ (43)
and
Δ :QSH →QSH ⊗QSH ,
η →
∑
η1η2=η
η1 ⊗ η2 (44)
QSH is a connected graded Hopf algebra, namely a quasishuffle Hopf algebra (see [17] for
further details). The set of characters (algebra morphisms) on QSH with values in A is a group
for the product u ∗ v = m ◦ (u⊗ v) ◦Δ. Moreover, the set of characters u such that
∀η ∈ H , u(η) ∈ ε−‖σ‖Cε (45)
is a subgroup which is obviously isomorphic to MA.
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if QS∗H is the graded dual of QSH (with linear basis Zη) then it is the graded dual Hopf algebra
of QSH with the following product and coproduct:
〈
μ(Zη1 ⊗Zη2),η
〉= 〈Zη1 ⊗Zη2 ,Δη〉,〈
δZη,η
1 ⊗ η2〉= 〈Zη,m(η1 ⊗ η2)〉
with
〈Zη,η′〉 =
{
0 if η 
= η′,
1 if η = η′.
On the other hand, ϕ is an identity-tangent diffeomorphism whose coefficients are indexed by H ,
then the associated operators Dη define a map ρ (ρ(Zη) = Dη) from QS∗H into the algebra of
differential operators (in x) acting on Ax such that:
ρ(Zη1Zη2) = ρ(Zη2)ρ(Zη1), ρ(Zη).(fg) = ρ ⊗ ρ ◦ (δZη).(f ⊗ g).
Thanks to these morphisms, any character u in MA defines an operator
Fu =
∑
η∈H
u(η)ρ(Zη)
such that Fu.(fg) = (Fu.f )(Fu.g) and FuFv = Fv∗u. It is clear from now on that many state-
ments in Ecalle’s formalism can be reformulated in the Hopf algebra formalism. For example,
the Birkhoff decomposition of a diffeomorphism is the Birkhoff decomposition of a character on
QSH with values in A.
We will give some new entries in this dictionary when we will deal with Arborification–
Coarborification and its link with the Connes–Kramer Hopf algebra of trees (see Section 5.1.4).
We will now prove that the Birkhoff decomposition in G can be computed with the help of
mould expansions.
4. Birkhoff decomposition in G = GN
Once again, let ϕ ∈ G and H is its associated semigroup (H = HN or H = H∞(ν)).
Theorem 5. Let ϕ ∈ G, then its Birkhoff decomposition B(ϕ) = (ϕ−, ϕ+) (ϕ ◦ ϕ− = ϕ+) is in
G− ×G+ and
ϕ−(x, ε) =U.x =
∑
η∈H
UηDη.x,
ϕ+(x, ε) =V.x =
∑
η∈H
V ηDη.x (46)
where U• and V • are the moulds of MA given by U∅ = V ∅ = 1 and for any nonempty sequence
η = (η1, . . . , ηs) ∈ H :
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V η1,...,ηs = (−1)s−1ρ+(σ1 + · · · + σs)ρ−(σ2 + · · · + σs) . . . ρ−(σs)ε‖σ‖ (47)
where
ρ−(σ ) =
{1 if σ < 0,
0 if σ  0
and ρ+ = 1 − ρ−.
Proof. Let ϕ ∈ G, if (ϕ−, ϕ+) are defined by the mould expansions
Fϕ− =U=
∑
η∈H
UηDη,
Fϕ+ =V=
∑
η∈H
V ηDη
then, as ϕ ◦ ϕ− = ϕ+,
Fϕ◦ϕ− = Fϕ− .Fϕ
=
(∑
η∈H
UηDη
)(∑
η∈H
I ηDη
)
=
∑
η∈H
(
I • ×U•)ηDη
= Fϕ+
=
∑
η∈H
V ηDη,
but, in order to get the Birkhoff decomposition, we must have
∀η ∈ H/{∅},
{
Uη ∈A−(T (Uη) = Uη),
V η ∈A+(T (V η) = 0).
As U∅ = V ∅ = 1, and (I • ×U•)• = V •,
∀s  1, ∀(η1, . . . , ηs) ∈ H , Uη1,...,ηs + εσ1Uη2,...,ηs = V η1,...,ηs ;
applying T to this identity yields:
∀s  1, ∀(η1, . . . , ηs) ∈ H , Uη1,...,ηs = −T
(
εσ1Uη2,...,ηs
)
.
This easily leads to the formulas (47). Moreover, these moulds are in MA and Theorem 4 ends
this proof. 
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To prove Theorem 3, it remains to prove that, if ϕ ∈ GN(M∗) (N ∈ N), then its Birkhoff
decomposition B(ϕ) = (ϕ−, ϕ+) belongs to G−N(M∗)×G+N(M∗). Let us give ϕ ∈ GN(M∗) = G
and H = HN . Since GN(M∗) ⊂ GN , the previous result shows that B(ϕ) = (ϕ−, ϕ+) ∈ G−N ×
G+N and, as GN(M∗) is a group, it is sufficient to prove that either ϕ− or ϕ+ is in GN(M∗). Let
us focus on ϕ−:
ϕ−(x, ε) =U.x =
∑
η∈H
UηDη.x (48)
where U• ∈ MA is given by U∅ = 1 and, if η = (η1, . . . , ηs) ∈ H is nonempty:
Uη1,...,ηs = (−1)sρ−(σ1 + · · · + σs)ρ−(σ2 + · · · + σs) . . . ρ−(σs)ε‖σ‖ (49)
where
ρ−(σ ) =
{1 if σ < 0,
0 if σ  0
and ρ+ = 1 − ρ−.
The purpose of this section will be to prove that ϕN− = PNϕ− ∈ G0(M∗). Note that
(PNϕ−)(x, ε) =
∑
η∈H
εN‖n‖.UηDη.x (50)
and that Dη.x = dηx‖n‖+1. Unfortunately, dη tends to grow factorially with the length of η and
this phenomenon seems to modify the bounds given by M∗. There seems to be no hope to es-
tablish that PNϕ− ∈ G0(M∗) by some term-by-term majoration of the coefficients in the above
expansion. This doesn’t mean that PNϕ− is not in G0(M∗) because, for a given n  1, many
terms in the above series contribute to xn+1 and some compensations could arise. This is indeed
the case.
This difficulty can be circumvented by a rearrangement of the series defining PNϕ−, using
arborification–coarborification.
In the sequel ϕ ∈ GN(M∗) is fixed and H = HN . We remind that, for η ∈ H ,
‖σ‖−N‖n‖. (51)
5.1. Arborification
5.1.1. Definition
We follow the results and definitions of J. Ecalle (see [10,11]). Let us consider an additive
semigroup H . The set H is the set of sequences on H , where a sequence is a totally ordered set
of elements of H , with possible repetitions.
An arborescent sequence on H is a sequence η< = (η1, . . . , ηs)< ∈ H< of elements of H
with an arborescent order on the indices {1, . . . , s}: each i ∈ {1, . . . , s} possess at most one pre-
decessor i−. We note η< = η′< ⊕ η′′<, the disjoint union of η′< and η′′<, the partial orders of
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the empty sequence. A sequence η< is irreducible if it is not a disjoint union of smaller nontrivial
sequences; that is to say that it has exactly one least element (say η1) and η< = η1.η∗<.
We remind here that a mould A• = {Aη} on H with values in a commutative algebra is a
family of elements Aη indexed by the sequences η ∈ H of H . For example, U• is a mould on H
with values in A. Moreover, this mould is symmetrel: U∅ = 1 and, for any pair (η′,η′′), we get
Uη
′
Uη
′′ =
∑
ctsh
(
η′,η′′
η
)
Uη, (52)
where ctsh
(η′,η′′
η
)
is the number of ways to get η by contracting shuffling of η′ and η′′.
We also remind that an arborescent mould A•< = {Aη<} on H with values in a commutative
algebra is a family of elements Aη< indexed by the arborescent sequences η< ∈ H< of H . Such
an arborescent mould A•< is separative if:
A∅ = 1 and ∀η′<,η′′<, Aη′<⊕η′′< = Aη′<Aη′′<. (53)
We get such arborescent separative moulds by contracting arborification of symmetrel
moulds. This operation is defined as follows.
Let η< = (η1, . . . , ηs)< be an arborescent sequence and η′ = (η′1, . . . , η′s′) be a totally ordered
sequence. Let cont
(η<
η′
)
be the number of monotonic contractions of η< on η′, that is to say the
number of surjections σ from {1, . . . , s} into {1, . . . , s′} such that:
(
i1 < i2 in η<
) ⇒ (σ(i1) < σ(i2) in η′), (54)
∀j ∈ {1, . . . , s′}; η′j =
∑
σ(i)=j
ηi . (55)
The relation
Aη
< =
∑
cont
(
η<
η′
)
Aη
′ (56)
defines a homomorphism from the algebra of moulds into the algebra of arborescent moulds.
Moreover, the contracting arborification of a symmetrel mould is separative. One can also notice
that, if η is a totally ordered sequence and η< is that arborescent sequence with the same order
(total), then Aη< = Aη . Here is an example of arborification if η< = η1.(η2 ⊕ η3) then
Aη
< = Aη1,η2,η3 +Aη1,η3,η2 +Aη1,η2+η3 . (57)
5.1.2. Examples
Applying arborification to some of the previously defined moulds, we get:
• If J • ∈ MA is given by ∀η ∈ H , J η = (−1)l(η)ε‖σ‖, then
J η
< = (−1)l(η<)ε‖σ<‖ (58)
where η< = (η1, . . . , ηs)<, l(η<) = s, ‖σ<‖ = σ1 + · · · + σs .
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U(η1,...,ηs )
< = (−1)s
(
s∏
i=1
ρ−(σˆi)
)
ε‖σ<‖ (59)
where σˆi =∑ji σj but the order  in this sum is relative to the arborescent order on σ<,
induced by the arborescent order of η<. This can be proved easily using the link between
arborification and Hopf algebras (see Section 5.1.4).
5.1.3. Coarborification
Theorem 6. There exists a unique arborescent comould D•< with the three following properties:
(i) D•< is coseparative: D∅ = 1 and
col(Dη<) =
∑
Dη′< ⊗Dη′′<
(
η′< ⊕ η′′< = η<) (60)
with a sum extended to the arborescent sequences η′<, η′′< (even the empty sequences)
which disjoint union is η<.
(ii) If deg(η<) = d , Dη< is a differential operator of degree d in ∂x : if the sequence η< has
exactly d minimal elements and thus:
η< = η1< ⊕ · · · ⊕ ηd< (with ηi< irreducible and 
= ∅), (61)
the operator Dη< can be written:
Dη< = b(x)∂dx . (62)
(iii) If η< = η1.η∗< (η< has the least element η1 followed by an arborescent sequence η∗<) we
get:
Dη<.x =Dη∗< .Dη1 .x. (63)
Moreover, as D• is cosymmetrel
Dη′ =
∑
cont
(
η<
η′
)
Dη<. (64)
These results were proved by Jean Ecalle (see [10]). If the length of η< is greater than two:
• Either η< is irreducible: η< = η1.η∗< and of degree d = 1. Thus:
Dη< = (Dη∗< .Dη1 .x)∂x. (65)
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= ∅); in this case:
Dη< = 1
d1! . . . ds ! (Dη1< .x) . . . (Dηd< .x)∂
d
x (66)
where d1, . . . , ds are the numbers of identical arborescent sequences ηj< in the decomposi-
tion into irreducible sequences, of course
∑
di = d .
Because of Eq. (64), for any mould W • ∈ MA,
W=
∑
η∈H
W ηDη =
∑
η<∈H<
W η
<
Dη<. (67)
5.1.4. Arborification–coarborification and Hopf algebras of trees
We defined the arborification–coarborification process in Ecalle’s formalism and as in Sec-
tion 3.3.1, we will now see very briefly how to translate the definitions of this process in the
Hopf algebra terminology (a forthcoming paper shall be devoted to this). We use here the results
and notations developed in [2,13,14]. A rooted tree T is a connected and simply connected set of
oriented edges and vertices such that there is precisely one distinguished vertex (the root) with
no incoming edge. A forest F is a monomial in rooted trees. Let l(F ) be the number of vertices
in F . Using our set H we can decorate a forest, that is to say that, to each vertex v of F , we
associate an element h(v) of H . It is now clear that to any arborescent sequence (η1, . . . , ηs)<
is associated a unique tree with s vertices, decorated by {η1, . . . , ηs}. For example, (η1, η2, η3)<
is the arborescent sequence with the partial order {1 < 2,1 < 3} then the corresponding tree has
one root (with label η1) and two leaves (with labels η2 and η3). Of course, irreducible sequences
correspond to rooted trees. Let us also remind that, for η in H , the operator B+η associates to a
forest of decorated trees the tree with root decorated by η connected to the roots of the forest and
B+η (∅) is the tree with one vertex decorated by η.
From now on H< can be identified to the set of H -decorated forests and the graduation on
H extends naturally to H<. The linear span of H< is a graded vector space named FH and,
following [2,13], once equipped with the product
m(F1 ⊗ F2) = F1F2
and the coproduct given by induction by Δ(∅) = ∅ ⊗ ∅, Δ(T1 . . . Tk) = Δ(T1) . . .Δ(Tk) and
Δ
(
B+η (F )
)= ∅ ⊗B+η (F )+ (B+η ⊗ Id) ◦Δ(F),
FH is the Connes–Kreimer Hopf algebra of trees decorated by H with coproduct opposite to the
usual one. It becomes clear now that an arborescent separative mould with values in A is simply
a character on FH with values in A.
Going back to QSH , for η ∈ H , let Lη be the operator defined by Lη(∅) = (η) and
Lη(η1, . . . , ηs) = (η, η1, . . . , ηs), then
Δ
(
Lη(η)
)= ∅ ⊗Lη(η)+ (Lη ⊗ Id) ◦Δ(η)
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α ◦ B+η = Lη ◦ α. For any character u on QSH with values in A (i.e. a symmetrel mould),
u< = u ◦ α is a character on FH with values in A (i.e. an arborescent separative mould). It is a
matter of fact to check that the map u → u< is exactly the arborification. Moreover, using the
recursive definition of α, it is then easy to check the formulas for J •< and U•< .
We have translated the definition of the arborification process in terms of Hopf algebras and
it remains to explain the coarborification in this terminology. Let us first remind the definition
of the Grossman–Larson Hopf algebra GLH (see [1,15,16,18]). The algebra GLH is the linear
span of rooted trees whose vertices (except the root) are decorated by H (see [14]): using 0 to
note the absence of decoration, any such tree can be written B+0 (F ) where F is in H
<
. For
F = T1 . . . Tk ∈ H<, T0 ∈ B+0 (H<), then for any sequence s = (s1, . . . , sk) of vertices of T0
(with possible repetitions), (T1, . . . , Tk) ◦s T0 is the tree of B+0 (F ) obtained by identifying the
root of Ti with the vertex si . The product in GLH is then defined by
B+0 (T1 . . . Tk).T0 =
∑
s
(T1, . . . , Tk) ◦s T0
and the unit is B+0 (∅). The coproduct is given by
Δ
(
B+0 (T1 . . . Tk)
)= ∑
I⊆{1,...,k}
B+0 (TI )⊗B+0 (T{1,...k}−I ),
where I is any subset of {1, . . . , k} and TI =∏i∈I Ti .
Let us define ρgl as follows: ρgl(B+0 (∅)) = IdAx and if (η) denotes here the tree with one
vertex decorated by η, then ρgl(B+0 (η)) = (Dη.x)∂x . Now, recursively, the identities
ρgl
(
B+0
(
B+η (T1 . . . Tk)
))= (ρgl(B+0 (T1 . . . Tk)).(Dη.x))∂x,
ρgl
(
B+0 (T1 . . . Tk)
)=
(
k∏
i=1
(
ρgl
(
B+0 (Ti)
)
.x
))
∂kx
define a map ρgl from GLH into the differential operators in x acting on Ax and it can be
proved that
ρgl
(
B+0 (F1).B
+
0 (F2)
)= ρgl(B+0 (F1)).ρgl(B+0 (F2))
and
ρgl
(
B+0 (F1)
)
(fg) = (ρgl ⊗ ρgl ◦Δ(B+0 (F1))).f ⊗ g
thanks to the Leibniz rules. Now, for a forest F in FH we remind that the symmetry factor of F
is defined by:
1. s((η)) = 1;
2. s(B+η (F )) = s(F );
3. s(T a1 . . . T ak ) = s(T1)a1 . . . s(Tk)aka1! . . . ak! if T1, . . . , Tk are distinct rooted trees.1 k
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Hopf algebra F∗H (with basis ZF ) to GLH , given by
β(ZF ) = 1
s(F )
B+0 (F )
with (β ⊗ β) ◦ Δ = Δ ◦ β and β(ZF1 .ZF2) = β(ZF2)β(ZF1). And if ρ<(ZF ) = ρgl(β(ZF )),
then ρ<(ZF ) = Dη< where F is identified to η<. We have finally described the coarborification
in terms of Hopf algebras and if α∗ is the dual morphism of α, then one can easily check that
ρ(Zη1) = ρ<(α∗(Zη1)) using the definition of Dη. Now we have recursively
ρ(ZLη0 (η)
) = ρ(Zη0Zη) = ρ<
(
α∗(Zη)
)
ρ<
(
α∗(Zη0)
)
= ρ(Zη)ρ(Zη0) = ρ<
(
α∗(Zη0)α∗(Zη)
)
= ρ<(α∗(ZLη0 (η)))
so that ρ = ρ< ◦ α∗ and if u is a character of MA, then∑
η∈H
u(η)ρ(Zη) =
∑
η∈H
u(η)ρ<
(
α∗(Zη)
)= ∑
η<∈H<
u
(
α
(
η<
))
ρ<(Zη<).
This explains why the mould expansion delivers the same result after the arborification–
coarborification process and of course the composition of arborescent mould expansion can be
interpreted as the group product of characters on FH .
5.1.5. Majorant series
Using the expansion:
ϕ−(x, ε) = U.x =
∑
η∈H
UηDη.x =
∑
η<∈H<
Uη
<
Dη<.x (68)
we will prove that ϕ− ∈ GN(M∗).
Let us first remind that ϕ ∈ GN :
ϕ(x, ε) = x +
∑
η∈H=HN
aηx
n+1εσ ∈ GN(M∗), (69)
under these conditions we defined the operators
∀η =
(
n
σ
)
∈ H, Dη =
∑
s1
∑
η1+···+ηs=η
(η1,...,ηs )∈Hs
1
s!aη1 . . . aηs x
n+s∂sx . (70)
Similarly, if
ϕ(x, ε) = x +
∑
|aη|xn+1εσ ∈ GN(M∗) (71)
η∈H
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Dη =
∑
s1
∑
η1+···+ηs=η
ηi∈H
1
s! |aη1 | . . . |aηs |x
n1+···+ns+s∂sx .
It is clear that, for the order ≺ on the coefficients of formal series (see Section 2.3.2),
∀η ∈ H , Dη.x ≺Dη.x, (72)
and, because of the chosen rule of coarborification,
∀η< ∈ H<, Dη<.x ≺Dη<.x. (73)
But
ϕ−(x, ε) =
∑
η<∈H<
Uη
<
Dη<.x
and
∀η< ∈ H<, Uη< ≺ ε‖σ<‖, (74)
since the right-hand side series in (73) and (74) have non-negative coefficients,
∀η< ∈ H<, Uη<Dη<.x ≺ ε‖σ<‖Dη<.x, (75)
thus
ϕ−(x, ε) ≺ w(x, ε) (76)
where
w(x, ε) =
∑
η<∈H<
ε‖σ<‖Dη<.x. (77)
Now w ∈ GN and, if ever w ∈ GN(M∗), then ϕ− ∈ GN(M∗).
If
W=
∑
η<∈H<
ε‖σ<‖Dη<
then
W= Id +W1 +W2 +W3
where
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∑
η<∈H<
η< rreducible
s(η<)=1
ε‖σ<‖Dη< =
∑
η<∈H<1
ε‖σ<‖Dη<,
W2 =
∑
η<∈H<
η< irreducible
s(η<)2
ε‖σ<‖Dη< =
∑
η<∈H<2
ε‖σ<‖Dη<,
W3 =
∑
η<∈H<
η<not irreducible
ε‖σ<‖Dη< =
∑
η<∈H<3
ε‖σ<‖Dη<. (78)
Because of the coarborification rule (applied to D•), we get the following identities
W1 =
∑
η∈H=HN
|aη| εσ xn+1∂x (79)
and W1.x = ϕ(x, ε)− x =∑η∈H |aη|xn+1εσ ∈ GN(M∗). Any sequence η< in H<2 can be writ-
ten η1 • η∗< with η1 ∈ H<1 and η∗< ∈ H<1 ∪ H<2 ∪ H<3 so that, using the rule (65), we get,
W2 =
∑
η<∈H<2
ε‖σ<‖Dη<
=
∑
η<=η1•η∗<
η1∈H<1
η∗<∈H<1 ∪H<2 ∪H<3
ε‖σ ∗<‖εσ1(Dη∗<.Dη1 .x)∂x
= ((W1 +W2 +W3).W1.x)∂x (80)
and finally, any sequence η< in H<3 can be written η1< ⊕ · · · ⊕ ηd< with d  2 and ηi< ∈
H<1 ∪ H<2 so that, using the rule (66),
W3 =
∑
η<∈H<3
ε‖σ<‖Dη<
=
∑
η<=η1<⊕···⊕ηd<
d2; ηi<∈H<1 ∪H<2
1
d!
d!
d1! . . . ds !
(
ε‖σ 1<‖Dη1< .x
)
. . .
(
ε‖σ d<‖Dηd< .x
)
∂dx
=
∑
d2
1
d!
(
(W1 +W2).x
)d
∂dx . (81)
But
w(x, ε) =W.x
= (Id +W1 +W2 +W3).x
= x +W1.x +W2.x
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(
(W1 +W2 +W3).W1.x
)
= x +W1.x +
∑
d1
1
d!
(
(W1 +W2).x
)d
∂dx (W1.x)
= x +
∑
d0
1
d!
(
(W1 +W2).x
)d
∂dx
(
ϕ(x, ε)− x)
= x +
∑
d0
1
d!
(
w(x, ε)− x)d∂dx (ϕ(x, ε)− x)
= x + ϕ(w(x, ε), ε)−w(x, ε).
Thus, if ψ(x, ε) = 2x − ϕ(x, ε), then, as ϕ and ϕ are in GN(M∗), ψ ∈ GN(M∗) and
ψ ◦w(x, ε) = x. (82)
Since GN(M∗) is a group, w ∈ GN(M∗), then ϕ− ∈ GN(M∗) (ϕ− ≺ w) and for the Birkhoff
decomposition: B(ϕ) = (ϕ−, ϕ+) ∈ G−N(M∗)×G+N(M∗). This ends the proof.
6. Birkhoff decomposition and renormalization
In quantum field theory, it was proved by A. Connes and D. Kreimer that, after dimen-
sional regularization, the unrenormalized effective coupling constants are the image by a formal
identity-tangent diffeomorphism of the coupling constants of the theory. Moreover, the coeffi-
cients of this diffeomorphism are Laurent series in the parameter ε associated to the dimensional
regularization and the Birkhoff decomposition of this diffeomorphism gives directly the bare
coupling constants and the renormalized coupling constants. As proved in [4], in the case of
the massless φ36 theory, there is an unrenormalized effective coupling constant ϕ that appears to
belong to G∞ and then, if B(ϕ) = (ϕ−, ϕ+), then ϕ+(x,0) is the renormalized effective con-
stant and ϕ−(x, ε) is the bare coupling constant. This result motivated our study. In fact, the
case ϕ ∈ G∞ is simple and there seems to be no need for more accurate results on the Birkhoff
decomposition.
But, following the results of [5,19] for the φ44 theory, it seems reasonable to conjecture that,in
the massless φ36 theory, if
ϕ(x, ε) = x +
∑
n1
ϕn(ε)x
n+1
then
1. There exists r > 0 such that, for n 1, εnϕn(ε) is analytic and bounded in the disc of center
0 and radius r/n (D(0, r/n)).
2. There exists α,A > 0 such that, for n 1, ‖εnϕn(ε)‖D(0,r/n) An.nαn.
3. For n 1, ϕn is analytically continuable to C/R∪D(0, r/n).
The properties 1 and 2 show that ϕ ∈ G1. Moreover, if
P1ε
−1ϕ(εx, ε) = x +
∑
aηx
n+1εσ
η∈H0
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∀η ∈ H0, |aη| r−σAn.nσ .nαn. (83)
This means that ϕ ∈ G1(M∗) where, for η ∈ H0, Mη = nσ .nαn (note that Mη1Mη2 Mη1+η2 ).
Thanks to Theorem 3, ϕ− and ϕ+ are in G1(M∗), thus ϕ− and ϕ+ have the properties 1 and 2.
Moreover, ϕ− has also the property 3 because,
∀n 1, ϕ−,n(ε) ∈ ε−1C
[
ε−1
]
,
and, as ϕ ◦ ϕ− = ϕ+, it is easy to check that ϕ+ has also the property 3.
7. Conclusion
This last result suggests to go further in the study of the Birkhoff decomposition:
7.1. Diffeomorphisms on Cn
We focused in this paper on formal identity-tangent diffeomorphisms on C because of the case
of the massless φ36 theory where the space X of coupling constants is one-dimensional. But the
results of A. Connes and D. Kreimer still hold for a renormalizable quantum field theory where
the space X of coupling constants is n-dimensional. In this case X = Cn and we shall deal with
the Birkhoff decomposition of formal identity-tangent diffeomorphisms on Cn with once again
one parameter ε. In fact, our results can be adapted without any difficulties to this case.
7.2. Analyticity, resurgence and Birkhoff decomposition
The stability of the Birkhoff decomposition was proved here in some groups of formal dif-
feomorphisms and in the “analytic” case GN(1∗). But there is a big gap between formal and
analytic, which can be fulfilled in different ways. For example,
• If ϕ ∈ GN is such that PNϕ is accelerosummable (or multisummable), what about its Birk-
hoff decomposition?
• If ψ is C∞ in x and ε, what can we say about the Birkhoff decomposition of P−Nψ? Is there
something to say if ψ is, for example, quasianalytic or in a Gevrey class?
These problems are open and reflect some open problems in quantum field theory. For example,
in the massless φ36 theory, it seems that the best properties we could get for ϕ are those given in
Section 6. Nonetheless, we could hope that ϕ is accelerosummable and then some new results on
the Birkhoff decomposition would be required.
7.3. Hopf algebras
The link between the Birkhoff decomposition and renormalization was derived by A. Connes
and D. Kreimer (see [4]) from the Hopf algebra structure they introduced on Feynman graphs
(see [3]). Since then, the idea of Birkhoff decomposition has been translated in a more alge-
braic setting as the factorization of characters on a Hopf algebra with values in a commutative
28 F. Menous / Advances in Mathematics 216 (2007) 1–28Rota–Baxter algebra (see [6–8]). For identity-tangent diffeomorphisms, it corresponds to the fac-
torization of characters on the Faà di Bruno Hopf algebra (see [12]) with values in the algebra of
Laurent series.
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