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Abstract
The leading asymptotic behaviour as t→∞ of the celebrated Rie-
mann zeta function ζ(s), s = σ + it, 0 < σ < 1, t > 0, t → ∞,
can be expressed in terms of a transcendental sum. The sharp estima-
tion of this sum remains one of the most important open problems in
mathematics with a long and illustrious history. Lindelo¨f’s hypothesis
states that for σ = 1/2, this sum is of order O (tε) for every ε > 0. We
have recently introduced a novel approach for estimating such tran-
scendental sums: we first embed the Riemann zeta function in a more
complicated mathematical structure, and then compute the large t-
asymptotics of this structure. In particular, we have embedded the
Riemann zeta function in a certain Riemann-Hilbert problem and we
have began the analysis of the large t-asymptotics of the associated in-
tegral equation. We have shown that the occurrence of certain gamma
functions in the above integral equation motivates splitting the rele-
vant interval of integration into three subintervals which are defined in
terms of the small positive numbers δ1 and δ4. The asymptotic analysis
of the resulting integral equation requires the further splitting of the
relevant interval of integration into four subintervals which are defined
in terms of the small positive numbers {δj}41. The rigorous asymptotic
analysis of the first two relevant integrals, I1 and I2, was performed in
[F]. Here, the rigorous analysis is performed of the last two integrals,
I3 and I4. The combination of the above results yields a proof for the
analogue of Lindelo¨f’s hypothesis for a slight variant of the transcen-
dental sum characterising the large t-asymptotics of |ζ(s)|2, namely
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for a sum which differs from the latter sum only in the occurrence of a
logarithmic term which is larger than 12 ln t and smaller than t
ε. Inter-
estingly, the parameter ε in Lindelo¨f’s hypothesis is explicitly defined
in terms of δ3.
1 Introduction
The Riemann zeta function occurs in many areas of mathematics, and in
particular it plays central role in analytic number theory. Several conjec-
tures related to the Riemann function remain open, including the Riemann
hypothesis, perhaps the most celebrated open problem in the history of
mathematics. The latter hypothesis states that
ζ(s) 6= 0, s = σ + it, for 0 < σ < 1
2
, t ∈ R.
This hypothesis can be verified numerically for t up to order O(1013), thus
the basic problem associated with the Riemann hypothesis is its proof for
large t. This provides an additional motivation for studying the asymptotic
behavior of ζ(s) as t → ∞. This problem, which has a long and illustrious
history, is deeply related with the Lindelo¨f hypothesis. Indeed, it is well
known that the leading asymptotic behavior as t → ∞ of ζ(s), 0 < σ < 1,
t > 0, can be expressed in terms of the following transcendental sum:
ζ(s) ∼
[T ]∑
m=1
1
ms
, T =
t
2pi
, t→∞, (1.1)
where throughout this paper [A] denotes the integer part of the positive
number A.
The estimation of this sum remains a most important open problem.
Lindelo¨f’s conjecture states that for σ = 12 this sum is of order O(t
ε) for any
ε > 0. The Riemann hypothesis implies Lindelo¨f hypothesis, and conversely,
Lindelo¨f’s hypothesis implies that very “few zeros can escape Riemann’s
hypothesis” [GM]. Indeed, let N(σ, t) denote the number of zeros, β+ it, of
ζ(s), such that β > σ and 0 < t ≤ T . It is stated in [TU] that “Lindelo¨f’s
hypothesis is much stronger than expected and even implies the estimate
N(σ, t) = O(T ε),
1
2
+ δ ≤ σ < 1, T →∞,
for ε and δ positive and arbitrarily small”.
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The sum of the rhs of (1.1) is a particular case of an exponential sum.
Pioneering results for the estimation of such sums were obtained almost 100
years ago using methods developed by Weyl [W], and Hardy and Littlewood
[HL], when it was shown that ζ(1/2 + it) = O(t1/6+ε). In the last 90 years
some slight progress was made using the ingenious techniques of Vinogradov
[V]. Further progress was made by several authors, and currently the best
results is due to Bourgain [B], who was able to reduce the exponent factor
to 53/342 ≈ 0.155.
Regarding the large t asymptotics of Riemann’s zeta function, we note
that the best estimate for the growth of ζ(s) as t → ∞ is based on the
approximate functional equation, see page 79 of [T],
ζ(s) =
∑
n≤x
1
ns
+
(2pi)s
pi
sin
(pis
2
)
Γ(1−s)
∑
n≤y
1
n1−s
+O
(
x−σ + |t| 12−σyσ−1
)
,
xy =
t
2pi
, 0 < σ < 1, t→∞, (1.2)
where Γ(s), s ∈ C, denotes the gamma function. It should be empha-
sized that, in contrast to the usual situation in asymptotics, where higher
order terms in an asymptotic expansion are more complicated, the higher
order terms of the asymptotic expansion of ζ(s) can be computed explicitly.
Siegel, in his classical paper [S], building on Riemann’s unpublished notes,
presented the asymptotic expansion of ζ(s) to all orders in the important
case of x = y =
√
t/2pi. In [FL], analogous results are presented for any
x and y valid to all orders; these results play a crucial role in the asymp-
totic analysis presented here (similar results for the Hurwitz function are
presented in [FF]).
We have recently introduced a new approach for estimating the large t
asymptotics of the Riemann zeta and related functions: instead of analyzing
ζ(s) directly, we first obtain a particular equation satisfied by ζ(s), and then
compute the large t asymptotics of this equation. Actually, it is shown in
[F] that ζ(s) satisfies a certain Riemann-Hilbert problem, or equivalently,
the following singular integral equation:
t
pi
∮ ∞
−∞
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ + G(σ, t) = 0,
0 < σ < 1, t > 0, (1.3)
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where the principal value integral is defined with respect to τ = 1 and the
function G(σ, t) is defined by
G(σ, t) =
{
ζ(2σ) +
(
Γ(1−s¯)
Γ(s) +
Γ(1−s)
Γ(s¯)
)
Γ(2σ − 1)ζ(2σ − 1) + 2(σ−1)ζ(2σ−1)
(σ−1)2+t2 , σ 6= 12 ,
<{Ψ (12 + it)}+ 2γ − ln 2pi + 21+4t2 , σ = 12 ,
(1.4)
with Ψ(z) denoting the digamma function, i.e.,
Ψ(z) =
d
dzΓ(z)
Γ(z)
, z ∈ C,
and γ denoting the Euler constant.
We recall that the theory and applications of Riemann-Hilbert problems
[I] have flourished in the last 40 years, with spectacular applications from the
theory of integrable systems [Z] to the asymptotics of orthogonal polynomials
[FIK].
The term Γ(it − iτ t)Γ(σ + it)/Γ(σ + iτ t), −∞ < τ < ∞, occurring in
(1.3), decays exponentially for large t, unless
− tδ1−1 ≤ τ ≤ 1 + tδ4−1, (1.5)
where δ1 and δ4 are sufficiently small positive constants. Thus, equation
(1.3) simplifies to the equation (for rigorous details see [F])
t
pi
∮ 1+tδ4−1
−tδ1−1
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ + G(σ, t)
+O
(
e−pit
δ˜14
)
= 0, 0 < σ < 1, t→∞, (1.6)
where the principal value integral is defined with respect to τ = 1, and
δ˜14 = min(δ1, δ4).
The computation of the large t asymptotics of (1.6) requires splitting
further the interval [−tδ1−1, 1 + tδ4−1] into the following four subintervals:
L1 = [−tδ1−1, t−1], L2 = [t−1, tδ2−1], L3 = [tδ2−1, 1− tδ3−1],
L4 = [1− tδ3−1, 1 + tδ4−1], (1.7)
where δ2 and δ3 are sufficiently small positive constants. Thus, the asymp-
totic evaluation of (1.6) reduces to the analysis of the four integrals,
Ij(σ, t) =
t
pi
∮
Lj
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ, (1.8)
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where I1, I2, I3, I4 also depend on δ1, δ2, (δ2, δ3), (δ3, δ4), respectively,
0 < σ < 1, t > 0, {Lj}41 are defined in (1.7), and the principal value integral
is needed only for I4.
The rigorous estimation of I1 and I2 was performed in [F], and it was
shown that these integrals are “small”. Using the precise estimates of I1
and I2 presened in [F], as well as the large t-asymptotics of G(σ, t), equation
(1.6) yields
I3(σ, t, δ2, δ3) + I4(σ, t, δ3, δ4) + ln t+ 2γ − ln 2pi +O
(
tδ2−
1
2 ln t
)
,
+O
(
e−pit
δ˜14
)
+O
(
tδ1
tσ
)
+O
(
1
t2
)
= 0, σ =
1
2
, t→∞, (1.9a)
and
I3(σ, t, δ2, δ3)+I4(σ, t, δ3, δ4)+ζ(2σ)+2Γ(2σ−1)ζ(2σ−1) sin (piσ)t1−2σ
(
1 +O
(
1
t
))
+
O
(
t−σ+(
3
2
−σ)δ2 ln t
)
, 0 < σ < 12
O
(
t−σ+(σ+
1
2)δ2ζ(2σ)
)
, 12 < σ < 1
+O
(
e−pit
δ˜14
)
+O
(
tδ1
tσ
)
+O
(
1
t2
)
= 0, t→∞. (1.9b)
It was shown in [F] that if one replaces the term |ζ(σ+ it)|2 occurring in
the integral I3 by the leading asymptotics of |ζ(σ + iτ t)|2 as τt→∞, then
the leading asymptotics of I3 involves two contributions: the contribution
from the associated stationary points, denoted by IS , and the contribution
from the neighbourhood of the point 1− tδ3−1, which is denoted by IB. The
former contribution, to the leading order, is given by
IS ∼ 2<
∑∑
m1,m2∈M
1
ms1(m1 +m2)
s¯
, 0 < σ < 1, t→∞, (1.10)
where the set M is defined by
M =
{
m1 ∈ N+, m2 ∈ N+, 1 ≤ m1 ≤ [T ], 1 ≤ m2 < [T ],
1
t1−δ3 − 1 <
m2
m1
< t1−δ2 − 1, t > 0, T = t
2pi
}
. (1.11)
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The latter contribution to the leading order is given by
IB(σ, t, δ3) ∼t−
δ3
2 ti(δ3−1)t
δ3
(1− tδ3−1)σ− 12 +i(t−tδ3 )
×
∑∑
m1,m2∈N
1
ms−it
δ3
1
1
ms¯+it
δ3
2
1
ln
[
m2
m1
(t1−δ3 − 1)
] , (1.12a)
where the set N is defined by
N =
{
m1 ∈ N+, m2 ∈ N+, 1 ≤ m1 ≤ [T ], 1 ≤ m2 < [T ],
m2
m1
>
1
t1−δ3 − 1
(
1 + c(t)
)
, t−
δ3
2  c(t) 1, t > 0, T = t
2pi
}
.
(1.12b)
Similarly, it was shown in [F] that if one replaces the term |ζ(σ + it)|2
occurring in the integral I4 by the leading order asymptotics of |ζ(σ+ iτ t)|2
as τt → ∞, then the leading asymptotics of (−I4) is the same with the
leading asymptotics of |ζ(s)|2, namely,
I4 ∼ −
[T ]∑
m1=1
[T ]∑
m2=1
1
ms1m
s¯
2
, 0 < σ < 1, t→∞. (1.13)
It is remarkable that for large t, the sums of the rhs of equations (1.10)
and (1.13) are identical. The starting point for proving this result is the
derivation in [F] of two exact identities, given below
2<

[T ]∑
m1=1
[T ]∑
m2=1
1
ms1(m1 +m2)
s¯
 =
[T ]∑
m1=1
[T ]∑
m2=1
1
ms1m
s¯
2
−
[T ]∑
m=1
1
m2σ
+ 2<

[T ]∑
m=1
[T ]+m∑
n=[T ]+1
1
ms¯ns
 , s ∈ C, (1.14)
and
[T ]∑
m1=1
[T ]∑
m2=1
1
ms1(m1 +m2)
s¯
=
∑
m1,m2∈M
1
ms1(m1 +m2)
s¯
+ S1 + S2, (1.15)
where the sum S1 and S2 are defined by
S1(σ, t, δ) =
[T ]
t1−δ−1−1∑
m1=1
[T ]∑
m2=(t1−δ−1)m1+1
1
ms1(m1 +m2)
s¯
, (1.16a)
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and
S2(σ, t, δ) =
[T ]∑
m1=t1−δ
m1
t1−δ−1−1∑
m2=1
1
ms1(m1 +m2)
s¯
, (1.16b)
with s = σ + it, 0 < σ < 1, t > 0.
In this paper the following results are derived: first, the next term of the
large τt asymptotics of |ζ(σ+ iτ t)|2 is included in I3 and I4, and it is shown
that this term contributes terms in I3 + I4 which are of order O(t
δ
2 ln t).
Second, the sums S1 plus S2 plus the last two terms of the rhs of (1.14) are
of order O(t
δ
2 ln t) for σ = 12 , and of order O(1) for
1
2 < σ < 1.
Thus, combining equations (1.8)-(1.15) with the rigorous estimates pre-
sented here, we conclude that
∑∑
m1,m2∈N
1
ms−it
δ3
1
1
ms¯+it
δ3
2
1
ln
[
m2
m1
(t1−δ3 − 1)
] = {O (tδ3 ln t) , σ = 12 ,
O
(
t
δ3
2
)
, 12 < σ < 1,
t→∞, (1.17)
where N is defined in (1.12b).
The main difference between the function defined by the lhs of (1.17)
and the leading term of the large t-asymptotics of |ζ(s)|2 given by the sum
of the rhs of (1.13), is the occurrence of the ln term, which satisfies
1
ln t
<
1
ln
[
m2
m1
(t1−δ3 − 1)
] < t δ32 .
Thus, equation (1.17) provides the analogue of Lindelo¨f’s hypothesis for a
slight variant of |ζ(s)|2.
It is interesting to note that the occurrence of ε in Lindelo¨f’s hypothesis
is somewhat mysterious, since ζ(1/2 + it) does not contain ε. On the other
hand, the occurrence of the analogous small parameter δ3 appearing in the
rhs of (1.17) is clearly explained: the asymptotic evaluation of (1.3) requires
the introduction of the four small parameters {δj}41, and at the end of a
lengthy analysis, one of these parameters appears in the asymptotics of the
relevant double sum.
A numerical comparison performed in [F] of |ζ(s)|2 with the function de-
fined by the lhs of equation (1.17) suggest that for large t the latter function
times ln t can be approximated by |ζ(s)|2. A possible approach for establish-
ing rigorously such a relation between the above two functions, and hence
proving Lindelo¨f’s hypothesis, is discussed in [KF].
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In the next two sections we present the asymptotic evaluation for large
t of I3 and I4. The analysis of the latter integral is easier than the former
integral, thus in the next section we consider I4.
2 The Evaluation of I4
Theorem 2.1 Let I4(σ, t, δ3, δ4) be defined by
I4(σ, t, δ3, δ4) =
t
pi
∮ 1+tδ4−1
1−tδ3−1
<
{
Γ(it− iτ t)Γ(σ + iτ t)
Γ(σ + it)
}
|ζ(σ + iτ t)|2 dτ,
0 < σ < 1, t > 0, (2.1)
where ζ(z) and Γ(z) denote the Riemann zeta and gamma functions respec-
tively, δ3 and δ4 are sufficiently small, positive constants, and the principal
value integral is defined with respect to τ = 1, i.e.,∮ 1+tδ4−1
1−tδ3−1
dτ = lim
ε→0
(∫ 1−ε
1−tδ3−1
dτ +
∫ 1+tδ4−1
1+ε
dτ
)
. (2.2)
Then,
I4 = −
[T ]∑
m1=1
[T ]∑
m2=1
1
ms1m
s¯
2
+O
(
t1−2σ+δ34
)
, (2.3)
where
T =
t
2pi
, δ34 = max (δ3, δ4).
Proof Using the change of variables 1− τ = ρ, I4 becomes
I4 =
t
pi
∮ tδ3−1
−tδ4−1
<
{
Γ(itρ)
Γ(σ + it− itρ)
Γ(σ + it)
}
|ζ(σ + it− itρ)|2 dρ,
where now the principal value integral is defined with respect to ρ = 0. The
change of variables tρ = x yields
I4 =
1
pi
∮ tδ3
−tδ4
<
{
Γ(ix)
Γ(σ + it− ix)
Γ(σ + it)
}
|ζ(σ + it− ix)|2 dx. (2.4)
Since |x| < tδ34 , it follows that
t− x→∞ as t→∞, (2.5)
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thus, we can use the large ξ asymptotics of Γ(σ + iξ) with either ξ = t− x
or ξ = t to compute the ratio Γ(σ + it − ix)/Γ(σ + it). In this connection
we note that starting with Sterling’s classical result, the following formulae
are derived in [FL]:
Γ(σ + iξ) =
√
2piξσ−
1
2 e−
piξ
2 e−
ipi
4 e−iξξiξe
ipiσ
2
[
1 +O
(
1
ξ
)]
, ξ →∞, (2.6a)
and
Γ(σ − iξ) =
√
2piξσ−
1
2 e−
piξ
2 e
ipi
4 eiξξ−iξe−
ipiσ
2
[
1 +O
(
1
ξ
)]
, ξ →∞. (2.6b)
Using the above formulae we find
Γ(σ + it− ix)
Γ(σ + it)
=
ti(t−x)
(
1− xt
)i(t−x)
tσ−
1
2
(
1− xt
)σ− 1
2 e−
pi
2
(t−x)e−i(t−x)e
ipiσ
2
[
1 +O
(
1
t−x
)]
tittσ−
1
2 e−ite
ipiσ
2 e−
pit
2
[
1 +O
(
1
t
)]
= t−ixe
pix
2
(
1− x
t
)σ− 1
2
eix
(
1− x
t
)i(t−x) [
1 +O
(
1
t− x
)]
×
[
1 +O
(
1
t
)]
, t→∞.
Substituting the above expression in (2.4) we find
I4 =
1
pi
PV
∫ tδ3
−tδ4
<
{
Γ(ix)t−ixe
pix
2 eix
(
1− x
t
)i(t−x)} |ζ(σ + it− ix)|2
×
[
1 +O
(
1
t− x
)](
1− x
t
)σ− 1
2
dx
[
1 +O
(
1
t
)]
, t→∞. (2.7)
In order to evaluate the above expression we will employ the representation
Γ(s) =
1
2i sin (pis)
∫
H
ezzs−1dz, s 6= 0,−1,−2, . . . , (2.8)
where H denotes the Hankel contour with a branch cut along the negative
real axis, see figure 1, defined by
H =
{
re−ipi
∣∣∣ 1 < r <∞} ∪ {eiθ ∣∣∣ − pi < θ < pi} ∪ {reipi ∣∣∣ 1 < r <∞} .
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Figure 1: The Hankel contour H.
Hence,
Γ(ix) =
1
e−pix − epix
∫
H
ez
z
zixdz. (2.9)
It is shown in equation (3.2) of [FL] that
ζ(σ + iξ) =
b η2pic∑
m=1
1
mσ+iξ
− 1
1− σ − iξ
( η
2pi
)1−σ−iξ
+
i
pi
( η
2pi
)−(σ+iξ)(−i arg (1− eiη) + ξ − iσ
η
<Li2
(
eiη
)
+
1
η2
[iξ2 + (2σ + 1)ξ − iσ(σ + 1)]=Li3
(
eiη
))
+
( η
2pi
)−(σ+iξ)
O
(
ξ3
η3+σ
)
, η > ξ, 0 ≤ σ ≤ 1, ξ →∞, (2.10)
where Lim(z) denotes the polylogarithm, i.e.,
Lim(e
iη) =
∞∑
k=1
eikη
km
, m ≥ 1. (2.11)
It should be emphasized that the only oscillatory dependence of ξ in the last
term in the rhs of (2.10) is in the form (η/2pi)−(σ+iξ).
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Letting ξ = t− x and η = t in (2.10) we find
ζ(σ + it− ix) =
bT c∑
m=1
1
mσ+it−ix
− 1
1− σ − it+ ix T
1−σ−it+ix
+
i
pi
T−σ−it+ix
(
− i arg(1− eit) + t− x− iσ
t
<Li2 (eit)
+
1
t2
[
it2 + ix2 − 2itx+ (2σ + 1)t− (2σ + 1)x− iσ(σ + 1)]=Li3 (eit))
+ T−σ−it+ixO
(
(t− x)3
t3+σ
)
, |x| ≤ tδ34 , t→∞.
Hence, using the fact that
Lim (e
it) = O(1), t→∞, m ≥ 1,
we obtain
ζ(σ+it−ix) =
bT c∑
m=1
mix
ms
+G(eit)
T−σ−it+ix
pi
+O
(
t−σ,
x
t
)
T−σ−it+ix, (2.12a)
where G(eit) is defined by
G(eit) = arg (1− eit)−=Li3 (eit)− i
2
+ i<Li2 (eit). (2.12b)
Hence,
|ζ(σ+ it− ix)|2 =
bT c∑
m1=1
bT c∑
m2=1
1
ms1m
s¯
2
(
m1
m2
)ix
+
T∑
m=1
mix
ms
T−ixG(eit)T it
T−σ
pi
+
bT c∑
m=1
m−ix
ms¯
T ixG(eit)T−it
T−σ
pi
+|G|2T
−2σ
pi2
+
bT c∑
m=1
mix
ms
T−ixO
(
t−2σ,
x
t
t−σ
)
T it
+
(
G(eit) +G(eit)
)
T−2σO
(
t−σ,
x
t
)
+ T−2σO
(
t−2σ,
x
t
t−σ,
(x
t
)2)
+
bT c∑
m=1
m−ix
ms¯
T ixO
(
t−2σ,
x
t
t−σ
)
T−it, |x| ≤ tδ34 , t→∞. (2.13)
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Substituting (2.9) and (2.13) into (2.7) we find
I4(σ, t, δ3, δ4) = I
(1)
4 (σ, t, δ3, δ4) +G(e
it)T it
T−σ
pi
I
(2)
4 (σ, t, δ3, δ4)
+G(eit)T−it
T−σ
pi
I
(3)
4 (σ, t, δ3, δ4) + |G|2
T−2σ
pi2
I
(4)
4 (σ, t, δ3, δ4)
+ I
(5)
4 (σ, t, δ3, δ4) + I
(6)
4 (σ, t, δ3, δ4), (2.14)
where
I
(1)
4 (σ, t, δ3, δ4) =
1
pi
<

bT c∑
m1=1
bT c∑
m2=1
1
ms1m
s¯
2
∫
H
ez
z
J4(σ, t, δ3, δ4, A1)dz

×
[
1 +O
(
1
t
)]
, t→∞, (2.15a)
I
(2)
4 (σ, t, δ3, δ4) =
1
pi
<

bT c∑
m=1
1
ms
∫
H
ez
z
J4(σ, t, δ3, δ4, A2)dz

×
[
1 +O
(
1
t
)]
, t→∞, (2.15b)
I
(3)
4 (σ, t, δ3, δ4) =
1
pi
<

bT c∑
m=1
1
ms¯
∫
H
ez
z
J4(σ, t, δ3, δ4, A3)dz

×
[
1 +O
(
1
t
)]
, t→∞, (2.15c)
I
(4)
4 (σ, t, δ3, δ4) =
1
pi
<
{∫
H
ez
z
J4(σ, t, δ3, δ4, A4)dz
}
×
[
1 +O
(
1
t
)]
, t→∞, (2.15d)
I
(5)
4 (σ, t, δ3, δ4) =
1
pi
<

bT c∑
m=1
1
ms
∫
H
ez
z
Jˆ4(σ, t, δ3, δ4, A5)dz
, (2.15e)
I
(6)
4 (σ, t, δ3, δ4) =
1
pi
<

bT c∑
m=1
1
ms¯
∫
H
ez
z
Jˆ4(σ, t, δ3, δ4, A6)dz
, (2.15f)
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where
J4(σ, t, δ3, δ4, A) =
PV
∫ tδ4
−tδ3
e
pix
2 Aix
e−pix − epix e
ix
(
1− x
t
)i(t−x) [
1 +O
(
1
t− x
)](
1− x
t
)σ− 1
2
dx,
t→∞, (2.16)
Jˆ4(σ, t, δ3, δ4, A) = PV
∫ tδ4
−tδ3
e
pix
2
e−pix − epixA
ixeix
(
1− x
t
)i(t−x)
×O
(
t−2σ,
x
t
t−σ
)[
1 +O
(
1
t− x
)](
1− x
t
)σ− 1
2
dx, t→∞, (2.17)
with
A1 =
m1
m2
z
t
, A2 = 2pim
z
t2
, A3 =
z
2pim
, A4 =
z
t
, A5 = A2, A6 = A3.
(2.18)
Using the identity
eix
(
1− x
t
)i(t−x)
= eixei(t−x) ln (1−
x
t ) = eixe
i(t−x)
(
−x
t
+O
(
x2
t2
))
= e
iO
(
x2
t
)
= 1 +O
(
x2
t
)
,
x
t
→ 0,
we find
eix
(
1− x
t
)i(t−x) [
1 +O
(
1
t− x
)](
1− x
t
)σ− 1
2
=
[
1 +O
(
tδ34
t
)]
, |x| < tδ34 , t→∞. (2.19)
Thus, equation (2.16) yields
J4(σ, t, δ3, δ4, A) = J˜4(σ, t, δ3, δ4, A)
[
1 +O
(
tδ34
t
)]
, t→∞, (2.20)
where J˜4 is defined by
J˜4(σ, t, δ3, δ4, A) = PV
∫ tδ4
−tδ3
e
pix
2 Aix
e−pix − epixdx. (2.21)
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It is shown in proposition 5.1 of [F] that
J˜4(t, δ3, δ4, A) =
i
2
(
−1 + 2
1− iA
)
+O
(
e−t
δ˜34
)
, t→∞. (2.22)
In order to compute the integral J˜4 around the Hankel contour occurring in
(2.15) we will employ the following residue formulae:∫
H
ez
z
dz = 2pii, (2.23)
and ∫
H
ez
z(z + ic)
dz = 2piiRes
z=0
ez
z(z + ic)
=
2pi
c
, c 6= 0. (2.24)
These formulae imply
− i
2
∫
H
ez
z
dz = pi, (2.25)
as well as
i
∫
H
ez
z(1− iA1)dz =
i
−i
(
m1
m2t
) ∫
H
ez
z
(
z + im2tm1
)dz = −2pi, (2.26)
and
i
∫
H
ez
z(1− iA2)dz = −2pi. (2.27)
Hence, ∫
H
ez
z
J˜4(t, δ3, δ4, Aj)dτ = −pi +O
(
e−t
δ˜34
)
, j = 1, 2. (2.28)
Similar considerations apply to the calculation of J˜4(t, δ3, δ4, Aj), j = 3,
4, 5, 6.
Using (2.28) in (2.15) and then substituting the resulting expressions in
(2.14) we find
I4(σ, t, δ3, δ4) = −
bT c∑
m1=1
bT c∑
m2=1
1
ms1m
s¯
2
[
1 +O
(
tδ34
t
)]
+ <

bT c∑
m=1
1
ms
O (t−σ) , t→∞. (2.29)
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In order to estimate the single and double sums appearing in (2.29) we will
use the following “crude” estimates:∣∣∣∣∣
[T ]∑
m1=1
[T ]∑
m2=1
1
ms1m
s¯
2
∣∣∣∣∣ ≤
∫ T
1
∫ T
1
1
xσ
1
yσ
dxdy = O
(
t2−2σ
)
,
∣∣∣∣∣
[T ]∑
m=1
1
ms
∣∣∣∣∣ ≤
∫ T
1
1
xσ
dx = O
(
t1−σ
)
. (2.30)
Then, equation (2.29) yields (2.3).
QED
Remark 2.1 By employing techniques developed in [T] and [T2] it is pos-
sible to improve the estimates in (2.30) to estimates of O
(
t
1
2
− 3
2
σ+δ34
)
, see
[KF].
3 The Analysis of I3
Lemma 3.1 Let I3(σ, t, δ2, δ3) be defined by
I3(σ, t, δ2, δ3) =
t
pi
∫ 1−tδ3−1
tδ2−1
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + itτ)|2dτ,
0 < σ < 1, t > 0, (3.1)
where ζ(z) and Γ(z) denote the Riemann zeta and gamma functions
respectively, and δ2, δ3 are sufficiently small, positive constants. Then,
I3(σ, t, δ2, δ3) =
√
2t
pi
<
(
e−
ipi
4
[T ]∑
m1=1
[T ]∑
m2=1
m−σ1 m
−σ
2 J
(1)(σ, t, δ2, δ3,
m2
m1
)
+ T−σe−
ipi
4
[T ]∑
m=1
m−σ[
i
2pi
J (2)(σ, t, δ2, δ3,
T
m
)− i
2pi
J (3)(σ, t, δ2, δ3,
m
T
)
+ J (4)(σ, t, δ2, δ3,
T
m
) + J (5)(σ, t, δ2, δ3,
m
T
)] + T−2σe−
ipi
4 J (6)(σ, t, δ2, δ3)
)
× [1 +O(1
t
)], 0 < σ < 1, t→∞, (3.2)
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where {J (j)}61 are defined as follows:
J (1)(σ, t, δ2, δ3, λ) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,λ)A(t, τ)dτ, (3.3)
J (2)(σ, t, δ2, δ3, λ) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,λ)
A(t, τ)
τ − i (1−σ)t
dτ, (3.4)
J (3)(σ, t, δ2, δ3, λ) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,λ)
A(t, τ)
τ + i (1−σ)t
dτ, (3.5)
J (4)(σ, t, δ2, δ3, λ) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,λ)A(t, τ)B(σ, t, τ)dτ, (3.6)
J (5)(σ, t, δ2, δ3, λ) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,λ)A(t, τ)B(σ, t, τ)dτ, (3.7)
J (6)(σ, t, δ2, δ3) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,1)A(t, τ)C(σ, t, τ)dτ, (3.8)
with
G(σ, τ) = (1− τ)− 12 τσ− 12 , (3.9)
F (τ, λ) = (1− τ) ln(1− τ) + τ ln τ + τ lnλ, (3.10)
A(t, τ) = 1 +O(
1
t− tτ ) +O(
1
tτ
), t→∞, (3.11)
B(σ, t, τ) = O(1, τ, τ2,
τ3
tσ
), t→∞, (3.12)
C(σ, t, τ) =
1
(2pi)2
1
τ2 + (1−σt )
2
+O(
B
τ ± i1−σt
, |B|2), t→∞. (3.13)
Proof. In the interval of integration we have that
tδ2 ≤ tτ ≤ t− tδ3 .
Thus, t− tτ →∞ as t→∞ and hence we can use the following asymptotic
expansion for Γ(it− itτ)/Γ(σ + it):
Γ(it− itτ)
Γ(σ + it)
=
[(1− τ)t]i(1−τ)t[(1− τ)t]− 12 e−i(1−τ)te−pi2 (1−τ)t
[
1 +O
(
1
t−tτ
)]
tittσ−
1
2 e−ite
ipiσ
2 e−
pit
2
[
1 +O
(
1
t
)]
= t−σe
−ipiσ
2 (1− τ)i(1−τ)tt−iτt(1− τ)− 12 eiτtepiτt2
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×
[
1 +O
(
1
t− tτ
)][
1 +O
(
1
t
)]
, t→∞. (3.14)
Furthermore, since
tτ →∞ as t→∞, (3.15)
we can employ the asymptotic formulae (2.6) with ξ = tτ to evaluate Γ(σ+
itτ):
Γ(σ + itτ) =
√
2pie−
ipi
4 (tτ)σ−
1
2 e−
pitτ
2 (tτ)itτe−itτe
ipiσ
2 [1 +O(
1
tτ
)], tτ →∞.
(3.16)
Equations (3.14) and (3.16) imply
Γ(it− itτ)
Γ(σ + it)
Γ(σ+itτ) =
√
2pi
t
e−
ipi
4 G(σ, τ)eit[(1−τ) ln(1−τ)+τ ln τ ]A(t, τ)[1+O(
1
t
)],
t− tτ →∞, τ t→∞, t→∞, (3.17)
where G(σ, τ) and A(t, τ) are defined in (3.9) and (3.11).
Equation (3.15) implies that we can employ equation (2.10) with η = t
and ξ = tτ :
ζ(σ + itτ) =
[T ]∑
m=1
1
mσ+itτ
− i
2pi
T−(σ+itτ)
τ + i (1−σ)t
+
i
pi
T−(σ+itτ)
(
−i arg(1− eit)
+ (τ − iσ
t
)<Li2(eit) + [iτ2 + (2σ + 1)τ
t
− iσ(σ + 1)
t2
]=Li3(eit)
)
+ T−(σ+itτ)O(
τ3
tσ
),
tδ2
t
≤ τ ≤ 1− t
δ3
t
, t→∞.
Hence,
ζ(σ + itτ) =
[T ]∑
m=1
1
mσ+itτ
− i
2pi
T−(σ+itτ)
τ + i (1−σ)t
+ T−(σ+itτ)B(t, τ), t→∞,
(3.18a)
where B is defined by
B(σ, t, τ) =
i
pi
(
−i arg(1−eit)+(τ−iσ
t
)<Li2(eit)+[iτ2+(2σ+1)τ
t
−iσ(σ + 1)
t2
]=Li3(eit)
)
+
O(
τ3
tσ
). (3.18b)
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Multiplying the expression (3.18a) with the expression obtained from
(3.18a) via complex conjugation, i.e., with the expression
ζ(σ + itτ) =
[T ]∑
m=1
1
mσ−itτ
+
i
2pi
T−σ+itτ
τ − i (1−σ)t
+ T−σ+itτB(t, τ),
we find
|ζ(σ + itτ)|2 =
[T ]∑
m1=1
[T ]∑
m2=1
1
mσ1m
σ
2
(
m2
m1
)itτ+
T−σ
[T ]∑
m=1
1
mσ
{
i
2pi
( Tm)
itτ
τ − i (1−σ)t
− i
2pi
(mT )
itτ
τ + i (1−σ)t
+ (
T
m
)itτ B¯ + (
m
T
)itτB
}
+
T−2σC(σ, t, τ), t→∞, (3.19)
where C is defined by
C(σ, t, τ) =
1
(2pi)2
1
τ2 + (1−σ)
2
t2
+|B|2+ i
2pi
B
τ − i (1−σ)t
− i
2pi
B¯
τ + i (1−σ)t
. (3.20)
We note that
B(σ, t, τ) = O(1, τ, τ2,
τ
t
,
τ3
tσ
), t→∞,
whereas
C(σ, t, τ) =
1
(2pi)2
1
τ2 + (1−σ)
2
t2
+O(
B
τ ± i1−σt
, |B|2), t→∞.
Substituting equations (3.17) and (3.19) in equation (3.1) we find equation
(3.2).
QED
It is well known that the main contributions of the asymptotic anal-
ysis of integrals come from possible singularities, from possible stationary
points, and from the end points of the interval of integration [AF]. Each of
the integrals
{
J (j)
}5
1
possesses a stationary point at τ = 1/(1 + λ), whereas
for J (6) the possible stationary point occurs at τ = 1 which is outside the
interval of integration. Thus, for the integrals
{
J (j)
}5
1
there exist two con-
tributions, one from the associated stationary points and one from the end
points of the interval of integration, whereas for J (6) there exists only the
latter contribution.
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The equation
G
(
σ, 1− t
δ3
t
)
= t
1−δ3
2
(
1− t
δ3
t
)σ− 1
2
,
implies that there exists an integrable singularity in the neighborhood of the
end point 1− tδ3/t, thus the associated contribution is larger than the usual
contribution of order O(1/t) as t→∞.
The equation
G
(
σ,
tδ2
t
)
= t(1−δ2)(
1
2
−σ)
(
1− t
δ2
t
)
,
implies that if σ ≥ 1/2, the contribution of the end point tδ2/t can be
computed following the standard integration by parts arguments, and it
is of order O(1/t) as t → ∞. Also, for σ > 0, the contribution of the
end point tδ2/t is always smaller than the contribution of the end point
1−tδ3/t. However, for economy of presentation we will assume that σ ≥ 1/2,
thus we only have to compute the contributions of the stationary points of
the integrals
{
J (j)
}5
1
, as well as the contribution from the end point of all
integrals
{
J (j)
}6
1
.
In Lemma 3.2, we compute the former contribution; the latter contribu-
tion will be computed in Lemma 3.3.
Lemma 3.2 Let the integrals {J (j)(σ, t, δ2, δ3, λ)}51 be defined in (3.3)-(3.7).
Then,
J (j)(σ, t, δ2, δ3, λ) =
√
2pi
t
e
ipi
4
λit
(1 + λ)σ+it
Pj(λ, t)
[
1 +O
(
1 + 1λ
t
)
+O
(
1 + λ
t
)]
+ J
(j)
B (σ, t, δ3, λ), j = 1, . . . , 5,
1
2
≤ σ < 1, t→∞, (3.21)
where the integrals {J (j)B }51 are obtained from the integrals {J (j)}51 defined
in (3.3)-(3.7) by replacing the contour of integration with the ray from the
point 1− tδ3/t to ∞eiϕ with ϕ satisfying
0 < ϕ < arctan(
pi
| lnλ|), (3.22)
and {Pj(λ, t)}51 defined as follows:
P1(λ, t) = 1, (3.23)
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P2(λ, t) =
1 + λ
1− i(1−σ)t (1 + λ)
, (3.24)
P3(λ, t) =
1 + λ
1 + i(1−σ)t (1 + λ)
, (3.25)
P4(λ, t) = O
(
1,
1
1 + λ
,
1
(1 + λ)2
,
1
(1 + λ)3tσ
)
, t→∞, (3.26)
P5(λ, t) = P4(λ, t), t→∞. (3.27)
In the above formulae λ satisfies
1
t1−δ3 − 1 < λ < t
1−δ2 − 1. (3.28)
Proof. The definition of F given in (3.10) implies
∂F
∂τ
= − ln(1− τ) + ln τ + lnλ. (3.29)
Thus, a possible stationary point occurs at τ = τ1, where
τ1 =
1
1 + λ
. (3.30)
Thus, s stationary point occurs inside the interval of integration if and only
if
tδ2
t
< τ1 < 1− t
δ3
t
,
i.e. if and only if λ satisfies the inequality (3.28).
We deform the contour of integration of {J (j)}51, from the point tδ2−1
down into the lower half of the complex τ -plane, then up through the point
τ = τ1 continuing to ∞eiϕ, ϕ > 0, and finally back to the point 1− tδ3−1.
We claim that if ϕ is sufficiently small, namely if ϕ satisfies (3.22), then
the integrals {J (j)B }51 converge. Indeed, employing the change of variables
τ = ∆(t) + ρeiϕ, ∆(t) = 1− t
δ3
t
,
we find that F becomes
F = (1−∆− eiϕρ) ln(1−∆− eiϕρ) + (∆ + eiϕρ)[lnλ+ ln(∆ + eiϕρ)].
For fixed t,
F ∼ ρeiϕ[lnλ+ ln(ρeiϕ)− ln(−ρeiϕ)], ρ→∞.
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Using that
ln (ρeiϕ)− ln (−ρeiϕ) = ipi,
it follows that
=F ∼ ρ[lnλ sinϕ+ pi cosϕ], ρ→∞.
For the convergence of J
(j)
B we require =F > 0 as ρ → ∞. Thus, if λ ≥ 1
then we have convergence for all ϕ ∈ (0, pi/2), whereas if λ ∈ (0, 1) we
require that ϕ satisfies (3.22).
In order to compute the contribution from the stationary point τ = τ1
we employ the well known formula [M]∫
g(τ)eitF (τ)dτ =
√
2pi
t|F ′′(τ1)|g(τ1)e
itF (τ1)+
ipi
4
sgnF ′′(τ1) +O(
1
t
), t→∞.
(3.31)
In order to compute F ′′(τ1) we use (3.29):
∂2F (τ1, λ)
∂τ2
=
1
τ1(1− τ1) =
(1 + λ)2
λ
. (3.32)
Evaluating equation (3.10) at τ = τ1 we find
F (τ1, λ) =
λ
1 + λ
ln(
λ
1 + λ
) +
1
1 + λ
ln(
1
1 + λ
) +
1
1 + λ
lnλ = − ln(1 + 1
λ
).
Thus, √
2pi
t|F ′′(τ1)|e
itF (τ1)+
ipi
4
sgnF ′′(τ1) =
√
2pi
t
e
ipi
4
λ
1
2
+it
(1 + λ)1+it
. (3.33)
The definition of G(σ, τ) in (3.9) implies
G(σ, τ1) =
(
1− 1
1 + λ
)− 1
2
1
(1 + λ)σ−
1
2
=
λ−
1
2
(1 + λ)σ−1
. (3.34)
Furthermore, the definitions of A(t, τ) and B(σ, t, τ) in (3.11) and (3.12)
imply
A(t, τ1) = 1 +O
(
1 + λ
tλ
)
+O
(
1 + λ
t
)
, t→∞, (3.35)
and
B(σ, t, τ1) = O
(
1,
1
1 + λ
,
1
(1 + λ)2
,
1
(1 + λ)3tσ
)
, t→∞. (3.36)
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Also,
1
τ ± i (1−σ)t
=
1 + λ
1± i(1−σ)t (1 + λ)
. (3.37)
Employing equation (3.31) for the estimation of the integrals (3.3)-(3.7), and
noting that the product of the rhs of equations (3.33) and (3.34) equals√
2pi
t
e
ipi
4
λit
(1 + λ)σ+it
,
we find equation (3.21), with Pj , j = 1, . . . , 5 defined in (3.23)-(3.27).
In the above analysis, we have assumed that the stationary points do
not occur on the boundaries. In particular,
1
1 + λ
6= 1− t
δ3
t
, or λ
(
t
tδ3
− 1
)
6= 1.
This implies the following constraints:
for J (1) :
m2
m1
(
t
tδ3
− 1
)
6= 1, (3.38)
for J (2)and J (4) :
T
m
(
t
tδ3
− 1
)
6= 1, (3.39)
for J (3)and J (5) :
m
T
(
t
tδ3
− 1
)
6= 1. (3.40)
If a stationary point does occur on the boundary, then the relevant contribu-
tion is half the contribution computed earlier. We will consider this possible
additional term in the analysis presented in lemma 3.3.
QED
Corollary 3.1 Let I3(σ, t, δ2, δ3) be defined in (3.1). Then,
I3(σ, t, δ2, δ3) =
√
2t
pi
<
(
e−
ipi
4
[T ]∑
m1=1
[T ]∑
m2=1
m−σ1 m
−σ
2 J
(1)
B (σ, t, δ3,
m2
m1
)
+
i
2pi
T−σe−
ipi
4
[T ]∑
m=1
m−σ[
i
2pi
J
(2)
B (σ, t, δ3,
T
m
) + J
(4)
B (σ, t, δ3,
T
m
)]
22
+
i
2pi
T−σe−
ipi
4
[T ]∑
m=1
m−σ[− i
2pi
J
(3)
B (σ, t, δ3,
m
T
) + J
(5)
B (σ, t, δ3,
m
T
)]
+ T−2σe−
ipi
4 J (6)(σ, t, δ2, δ3)
)[
1 +O
(
1
t
)]
+2<
(
[T ]∑
m1=1
[T ]∑
m2=1
1
(m1 +m2)sms¯2
[
1 +O
(
1 +m1/m2
t
)
+O
(
1 +m2/m1
t
)]
+
i
2pi
[T ]∑
m=1
1
T s¯(m+ T )s
(
1 + Tm
1− i(1−σ)t (1 + Tm)
+O
(
1,
1
1 + Tm
,
1
(1 + Tm)
2
,
1
(1 + Tm)
3tσ
)(
1 +O
(
1 + T/m
t
)
+O
(
1 +m/T
t
)))
+
i
2pi
[T ]∑
m=1
1
ms¯(m+ T )s
(
1 + mT
1 + i(1−σ)t (1 +
m
T )
+O
(
1,
1
1 + mT
,
1
(1 + mT )
2
,
1
(1 + mT )
3tσ
)(
1 +O
(
1 + T/m
t
)
+O
(
1 +m/T
t
)))
×
[
1 +O
(
1
t
)]
,
1
2
≤ σ < 1, t→∞, (3.41)
where the integrals {J (j)B }51 are obtained from the integrals {J (j)}51 defined in
(3.3)-(3.7) by replacing the contour of integration with the ray from the point
1 − tδ3−1 to ∞eiϕ with ϕ satisfying (3.22) and the integral J (6)(σ, t, δ2, δ3)
is defined in (3.8). The integers (m1,m2) in the double sum, as well as the
integer m in the first and the second single sum, satisfy the inequalities
1
t1−δ3 − 1 <
m2
m1
< t1−δ2 − 1, m > T
t1−δ2 − 1 , m >
T
t1−δ3 − 1 , (3.42)
respectively.
Proof We replace in (3.2) the expressions of J (1), J (2), J (3), J (4), J (5)
with the expressions of the rhs of (3.21) with λ given for J (1),
{
J (2), J (4)
}
,{
J (3), J (5)
}
, by m2/m1, T/m, m/T respectively. In this connection the fol-
lowing formulae are valid
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J (1):
m−σ1 m
−σ
2
λit
(1 + λ)σ+it
[
1 +O
(
1 + 1λ
t
)
+O
(
1 + λ
t
)] ∣∣∣
λ=
m2
m1
=
1
ms¯2(m1 +m2)
s
[
1 +O
(
1
t
(
1 +
m1
m2
))
+O
(
1
t
(
1 +
m2
m1
))]
. (3.43)
J (2):
(
i
2pi
)T−σm−σ
λit
(1 + λ)σ+it
[
1 +O
(
1 + 1λ
t
)
+O
(
1 + λ
t
)]
× (1 + λ)
1− i(1−σ)t (1 + λ)
∣∣∣
λ= T
m
=
i
2pi
1
T s¯m(m+ T )−1+s
[
1 +O
(
1+m/T
t
)
+O
(
1+T/m
t
)]
1− i(1−σ)t (1 + Tm)
. (3.44)
J (3):
(− i
2pi
)T−σm−σ
λit
(1 + λ)σ+it
[
1 +O
(
1 + 1λ
t
)
+O
(
1 + λ
t
)]
× (1 + λ)
1 + i(1−σ)t (1 + λ)
|λ=m
T
= − i
2pi
1
Tms¯(m+ T )−1+s
[
1 +O
(
1+m/T
t
)
+O
(
1+T/m
t
)]
1 + i(1−σ)t (1 +
m
T )
. (3.45)
J (4):
T−σm−σ
λit
(1 + λ)σ+it
[
1 +O
(
1 + 1λ
t
)
+O
(
1 + λ
t
)]
×O
(
1,
1
1 + λ
,
1
(1 + λ)2
,
1
(1 + λ)3tσ
)
|λ= T
m
=
1
T s¯(m+ T )s
[
1 +O
(
1 +m/T
t
)
+O
(
1 + T/m
t
)]
×O
(
1,
1
1 + Tm
,
1
(1 + Tm)
2
,
1
(1 + Tm)
3tσ
)
. (3.46)
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J (5):
T−σm−σ
λit
(1 + λ)σ+it
[
1 +O
(
1 + 1λ
t
)
+O
(
1 + λ
t
)]
×O
(
1,
1
1 + λ
,
1
(1 + λ)2
,
1
(1 + λ)3tσ
)
|λ=m
T
=
1
ms¯(m+ T )s
[
1 +O
(
1 +m/T
t
)
+O
(
1 + T/m
t
)]
×O
(
1,
1
1 + mT
,
1
(1 + mT )
2
,
1
(1 + mT )
3tσ
)
. (3.47)
The inequalities (3.28) with λ given by
λ =
m2
m1
, λ =
T
m
, λ =
m
T
,
yield the inequalities (3.42) respectively.
QED
In what follows we analyse the contributions of the integrals {J (j)B (σ, t, δ, λ)}51
and J (6).
Lemma 3.3 Define the integrals {J (j)B (σ, t, δ, λ)}51 by
J
(j)
B (σ, t, δ, λ) =
∫ ∞eiϕ
1−tδ−1
(1− z)− 12 zσ− 12 eitF (z,λ)D(j)(σ, t, z)dz,
j = 1, 2, 3, 4, 5,
1
2
≤ σ < 1, t > 0, (3.48)
where δ is a sufficiently small, positive constant, ϕ is a positive constant
satisfying the inequality (3.22), the function F is defined by (3.10), the func-
tions D(j) are given for j = 1, 2, 3, 4 by
A(t, z),
A(t, z)
z − i(1−σ)t
,
A(t, z)
z + i(1−σ)t
, A(t, z)B(σ, t, z), A(t, z)B(σ, t, z),
(3.49)
respectively with A and B defined in (3.11) and (3.12), and λ given for j = 1
by m2/m1, for j = 2 and 4 by T/m, and for j = 3 and 5 by m/T .
Define J (6)(σ, t, δ) by the rhs of (3.48) but with F (τ, λ) replaced with
F (τ, 1). Let λ = m2m1 .
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If (m1,m2) ∈ N , then
J
(j)
B (σ, t, δ, λ) =
iλi(t−tδ)
t
δ+1
2
D(j)
(
σ, t, 1− tδ−1
) ti(δ−1)tδ(1− tδ−1)σ− 12 +i(t−tδ)
ln [λ (t1−δ − 1)]
+ o
(
1
t
δ+1
2 ln [λ (t1−δ − 1)]
)
, t→∞. (3.50)
If (m1,m2) ∈ N c, then
J
(j)
B (σ, t, δ, λ) =
√
2
t
λi(t−t
δ)D(j)
(
σ, t, 1− tδ−1
) (
Ω + o(1)
)
+ o
(
t−
1
2
)
, t→∞, (3.51)
where Ω is complex finite constant and the set N is defined in (1.13b).
Proof.
Let F (z, λ) be defined by (3.10). Then, the identity
∂F
∂z
(z, λ) = ln
(
zλ
1− z
)
implies that the integrals
{
J
(j)
B
}5
1
have a stationary point at z = 11+λ . If
1
t1−δ − 1 < λ ≤ t
δ−1 − 1, (3.52)
the stationary point is in the interval
(
0, 1− tδ−1), and thus it is away from
the contour of integration. However, when λ = λc, where
λc =
tδ−1
1− tδ−1 , (3.53)
then the stationary point is at z = 1 − tδ−1, i.e. at the left endpoint of
integration.
In order to analyse the behavior of JB for λ near λc, we introduce new
variables Λ and ζ such that Λ = 0 and ζ = 0 correspond to λ = λc and
z = 1− tδ−1:
λ = λc(1 + Λ), z =
1
1 + λc
(1 + λcζ). (3.54)
Then, 1− z = λc(1− ζ)/(1 + λc), thus,
J
(j)
B =
(
λc
1 + λc
) 1
2
(
1
1 + λc
)σ− 1
2
e
itf0(Λ,λc)
1+λc J˜
(j)
B , j = 1, . . . , 5, (3.55)
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where J˜
(j)
B is given by
J˜
(j)
B =
∫ ∞eiϕ
0
(1− ζ)− 12 (1 + λcζ)σ− 12 e
itf1(ζ,Λ,λc)
1+λc D(j)
(
σ, t,
1 + λcζ
1 + λc
)
dζ,
j = 1, . . . , 5, (3.56)
with
f0 = ln
[
λc(1 + Λ)
1 + λc
]
− λc ln
(
1 + λc
λc
)
, (3.57)
and
f1 = λcζ[ln(1+λcζ)−ln(1−ζ)+ln(1+Λ)]+ln(1+λcζ)+λc ln(1−ζ). (3.58)
Rigorous uniform asymptotics of
{
J˜
(j)
B
}6
1
, as t→∞ is derived in [FSF]:
Theorem [FSF] Define ω by
ω(t,Λ) =
√
λct
2
ln(1 + Λ)
1 + λc
. (3.59)
Observe that ω ≥ 0 since Λ ≥ 0. The leading-order asymptotics of JB is
given by (3.55), with the leading-order asymptotics of J˜B given by
J˜B =
√
2
λct
e−iω
2
(∫ ∞eipi/4
ω
eiξ
2
dξ
)
(1 + o(1)) , (3.60)
where the o(1) term is independent of Λ.
QED
Remark 3.1 The above theorem is proven in [FSF] in the particular case
of D(1). However, it is straightforward to extend the proof to the case that
D(1) is replaced by
{
D(j)
}5
2
.
Remark 3.2 If Λ is such that ω = O(1) as t → ∞ (for example Λ =
0), then the integral on the right-hand side of (3.60) is an O(1) quantity
independent of Λ. If Λ is such that ω →∞ as t→∞, then
J˜B =
√
2
λct
(−1
2iω
+O
(
1
ω3
))(
1 + o(1)
)
, t→∞, (3.61)
where both the o(1) and the omitted constant in the O(1/ω3) term are inde-
pendent of Λ.
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Remark 3.3 The set N is the complement of the set defined, for λ = m2m1 ,
via the condition that ω = O(1). Thus, letting P = m2m1
(
t1−δ − 1) and using
equations (3.53), (3.54) and (3.59), we obtain that 1lnP  tδ/2. Also, the
restrictions m2 ≤ T and m1 ≥ 1 imply m2m1 < t2, thus 1lnP > 12 ln t .
Corollary 3.2 Let I3(σ, t, δ2, δ3) be defined in (3.1). Then,
I3(σ, t, δ2, δ3) =
1
pi
√
2
tδ
<
e ipi4 (tδ3−1)itδ3 (1− tδ3−1)σ− 12 +i(t−tδ3 )
×
∑∑
m1,m2∈N
1
ms−it
δ3
1
1
ms¯+it
δ3
2
1
ln
[
m2
m1
(t1−δ3 − 1)
] [1 +O (t−δ3)+ o(1)]

+
1√
2pi3/2
1
t
δ3
2
1
T σ
<
ei 3pi4 (tδ3−1)itδ3 (1− tδ3−1)σ− 12 +i(t−tδ3 )
×
[T ]∑
m=1
1
ms−itδ3
1
ln
[
T
m (t
1−δ3 − 1)] [1 + o(1)]
×O (1, 1− tδ3−1, t−δ3)
+
1√
2pi3/2
1
t
δ3
2
1
T σ
<
ei 3pi4 (tδ3−1)itδ3 (1− tδ3−1)σ− 12 +i(t−tδ3 )
×
∑
m∈N˜
1
ms−itδ3
1
ln
[
m
T (t
1−δ3 − 1)] [1 + o(1)]
×O (1, 1− tδ3−1, t−δ3)
+ 2<
{ ∑∑
m1,m2∈M
1
(m1 +m2)sms¯2
[
1 +O
(
1 +m1/m2
t
)
+O
(
1 +m2/m1
t
)]
+
i
2pi
∑
m∈M˜
1
T s¯(m+ T )s
(
1 + Tm
1− i(1−σ)t (1 + Tm)
+O
(
1,
1
1 + Tm
,
1
(1 + Tm)
2
,
1
(1 + Tm)
3tσ
)(
1 +O
(
1 + T/m
t
)
+O
(
1 +m/T
t
)))
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+
i
2pi
∑
m∈Mˆ
1
ms¯(m+ T )s
(
1 + mT
1 + i(1−σ)t (1 +
m
T )
+O
(
1,
1
1 + mT
,
1
(1 + mT )
2
,
1
(1 + mT )
3tσ
)(
1 +O
(
1 + T/m
t
)
+O
(
1 +m/T
t
))}
×
[
1 +O
(
1
t
)]
+
O
(
t
δ3
2 ln t
)
, σ = 12 ,
O
(
t
1
2
−σ+δ3σ
)
, 12 < σ < 1,
t→∞. (3.62)
The set N is defined in (1.12b) and
N˜ =
{
m ∈ N+, 1 ≤ m ≤ [T ], m > T
t1−δ3 − 1
(
1 + c(t)
)
, t−
δ3
2  c(t) 1
}
(3.63)
Furthermore, the set M is defined in (1.11),
M˜ =
{
m ∈ N+, 1 ≤ m ≤ [T ], m > T
t1−δ2 − 1
}
(3.64)
and
Mˆ =
{
m ∈ N+, 1 ≤ m ≤ [T ], m > T
t1−δ3 − 1
}
. (3.65)
Proof We employ the results of Lemma 3.3 in the terms J
(j)
B (σ, t, δ, λ), j =
1, . . . , 5, of Corollary 3.1. If λ ∈ N , we obtain the first three terms and the
proof is given by following the steps of the proof of Corollary 3.1, but now
the terms D(j) are much simpler than the respective terms of Corollary 3.1.
The set N˜ is the same with the set N , with the substitution m2m1 → mT .
It is straightforward to show using the techniques employed in section 4,
that if λ ∈ N c, then the contribution of J (j)B , j = 1, . . . , 5, yields a sum which
is of order O
(
t
δ3
2 ln t
)
if σ = 12 , and of order O
(
t
1
2
−σ+δ3σ
)
if 12 < σ < 1, as
t → ∞. In particular, the leading order term of this sum is the same with
the sum SA in Lemma 4.3. Thus, the relevant estimate can be obtained in
the same way as the estimate derived in Lemma 4.3.
Finally, the contribution from J (6) is of order O(t−2σ−
1
2
− δ
2 (ln t)−1), thus
neglected.
QED
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Remark 3.4 The o(1) term appearing in Lemma 3.3 and in Corollary 3.2
contains terms which are functions of λ, namely these terms depend on
m2
m1
, Tm ,
m
T , and they are much smaller than the leading order term.
Remark 3.5 A more detailed analysis for the contribution of J
(j)
B , j =
1, . . . , 5, when λ ∈ N c, is presented in [KF], where the relevant sum is treated
using techniques that appear in [T] and [T2]. In particular, the oscillatory
part of the sum is of the form ei[t lnλ+O(t
δ)], and hence these techniques can
be indeed applied.
At the limiting case where the stationary points are on the end-point of
the interval of integration, this analysis simplifies; see Remark 3.6 for the
details.
Theorem 3.1 Define the set M by (1.11), i.e.,
M =
{
m1 ∈ N+, m2 ∈ N+, 1 ≤ m1 ≤ [T ], 1 ≤ m2 < [T ],
1
t1−δ3 − 1 <
m2
m1
< t1−δ2 − 1, t > 0, T = t
2pi
}
(3.66)
and the set N by (1.12b), i.e.,
N =
{
m1 ∈ N+, m2 ∈ N+, 1 ≤ m1 ≤ [T ], 1 ≤ m2 < [T ],
m2
m1
>
1
t1−δ3 − 1
(
1 + c(t)
)
, t−
δ3
2  c(t) 1, t > 0, T = t
2pi
}
,
where δ2 and δ3 are sufficiently small, positive constants.
Let I3(σ, t, δ2, δ3),
1
2 ≤ σ < 1, t > 0, be defined in (3.1). Then,
I3(σ, t, δ2, δ3) =
1
pi
√
2
tδ3
<
e ipi4 (tδ3−1)itδ3 (1− tδ3−1)σ− 12 +i(t−tδ3 )
×
∑∑
m1,m2∈N
1
ms−it
δ3
1
1
ms¯+it
δ3
2
1
ln
[
m2
m1
(t1−δ3 − 1)
] [1 +O (t−δ3)+ o(1)]

+2<
∑∑
m1,m2∈M
1
(m1 +m2)sms¯2
+
O
(
t
δ3
2 ln t
)
, σ = 12 ,
O
(
t
1
2
−σ+δ3σ
)
, 12 < σ < 1,
+O
(
t1−2σ ln t
)
, t→∞. (3.67)
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Proof Equation (3.67) is a direct consequence of equation (3.62) and
of the estimation of the error terms associated with the contribution of the
stationary points and the end point. Regarding the former terms, we note
that the first sum of the stationary points contribution occurring in (3.62)
is given by ∑
m∈M˜
1 + Tm
T s¯(m+ T )s
[
1 +O
(
1
m
,
1
1 + Tm
)]
.
Since m ∈ M˜ , we find that
m ≥ T
t1−δ2 − 1 >
t/2pi
t1−δ2
=
tδ2
2pi
,
and then we can employ the following “crude” estimates:∣∣∣∣∣∣∣
[T ]∑
tδ2
2pi
1
T s¯(m+ T )s
(
1 +
T
m
)∣∣∣∣∣∣∣ ≤
∫ T
tδ2
2pi
(
1 + Tx
)
T σ(x+ T )σ
dx
= T 1−2σ
∫ T
tδ2
2pi
(
1 + Tx
)1−σ
( xT )
σ
d
( x
T
)
= T 1−2σ
∫ 1
tδ2−1
(1 + ρ)1−σ
ρ
dρ = O(T 1−2σ ln t).
(3.68)
Indeed, for tδ2−1 < ρ < 1, (1 + ρ)1−σ is bounded. Thus,
O
(∫ 1
tδ2−1
(1 + ρ)1−σ
ρ
dρ
)
= O
(∫ 1
tδ2−1
dρ
ρ
)
= O(ln t).
Thus, the highest order term of this sum is of order O(t1−2σ ln t).
For the associated first error term which involves 1/m, we can use partial
summation, the fact that m > tδ2/2pi, and (3.68), to show that this term is
of order O(t1−2σ−δ2 ln t).
For the associated second error term, we have to estimate the sum∑
m∈M˜
1
T s¯(m+ T )s
.
Employing (3.68) we find that this term is of order O(t1−2σ).
The second single sum of the stationary points contribution occurring in
(3.62) is given by∑
m∈Mˆ
1 + mT
ms¯(m+ T )s
[
1 +O
(
1
m
,
1
1 + mT
)]
.
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In analogy with (3.68), it is straightforward to show that∣∣∣∣∣∣∣
[T ]∑
tδ3
2pi
1
ms¯(m+ T )s
(
1 +
m
T
)∣∣∣∣∣∣∣ ≤
∫ T
tδ3
2pi
(
1 + xT
)
xσ(x+ T )σ
dx = O(T 1−2σ). (3.69)
Proceeding as earlier, we find that the highest order term is of orderO(t1−2σ),
the first error term is of order O(t1−2σ−δ3), and the second error term is of
order O(t1−2σ).
It is worth noting that the above single sums involve the term exp {if(T,m)},
where
f(T,m) = 2piT ln
(
1 +
T
m
)
, t > 0, m ∈ Z+, (3.70a)
or
f(T,m) = 2piT ln
(
1 +
m
T
)
, t > 0, m ∈ Z+. (3.70b)
If f(T,m) is given by (3.70a), it is straightforward to show that the basic
properties of f(T,m) are similar with the properties of the analogous ex-
ponential occurring in the Riemann zeta function. If f(T,m) is given by
(3.70b), the situation is slightly more complicated. In both cases, it is pos-
sible to apply the classical techniques to estimate the relevant sums:
(a) For the sum involving m−s¯(m + T )−s(1 + mT ), which corresponds to
(3.70a), the techniques of [T] yield an estimate which is better than the
“crude” estimate obtained above. Indeed, for the highest order term, as
well as for the second error term we find the following estimates:
σ =
1
2
: O
(
t−
1
3 ln t
)
,
σ = 1 : O
(
t−1 ln t
)
.
Thus, the Phragme´n-Lindelo¨f convexity principle implies that for 12 ≤ σ < 1,
the relevant term is of order O(t
1
3
− 4
3
σ ln t). Similarly, for the first error term
we find the following estimates:
σ =
1
2
: O
(
t−
1
2 ln t
)
,
σ = 1 : O
(
t−1
)
.
Thus, the relevant term is of order O(t−σ), 12 ≤ σ < 1.
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(b) For the sum involving T−s¯(m + T )−s(1 + Tm), which corresponds to
(3.70b), the techniques of [T] give the estimate O(t1−2σ ln t), which is ex-
actly the estimate obtained via the “crude” estimates. In this case, we only
find an improvement for the second error term of the first sum, where we
obtain O(t
1
2
−2σ ln t) instead of O(t1−2σ), see [KF] for details.
The first sum of the end point contribution, i.e. the first single sum of
(3.62), gives the following contribution:
1
tδ3/2
1
T σ
[T ]∑
m=1
m−σm−i(t−t
δ3 ) 1
ln
[
T
m(t
1−δ3 − 1)] ×O
(
1, 1− tδ3−1, t−δ3
)
.
Since m ∈ (1, T ), it follows that there exist positive constants A1 and A2
such that
A1 ln t < ln
[
T
m
(t1−δ3 − 1)
]
< A2 ln t.
Then, the estimate (3.68) implies that this term is of orderO(t−
δ3
2 T 1−2σ(ln t)−1).
It is possible to improve this estimate by using the classical techniques to-
gether with partial summation in order to handle the term ln
[
T
m(t
1−δ3 − 1)];
in the way we find that the above term is of order
O
(
t−
δ3
2 t
1
3
− 4
3
σ
)
,
1
2
≤ σ < 1.
The error terms involving 1− tδ3−1 and t−δ3 are clearly smaller than the
highest order term.
The second single sum of (3.62) gives the following contribution:
1
t
δ3
2
1
T σ
∑
m∈N˜
m−σmi(t−t
δ3 ) 1
ln
[
m
T (t
1−δ3 − 1)] ×O (1, 1− tδ3−1, t−δ3) .
Since m ∈ N˜ , we get the following bounds
1
2 ln t
<
1
ln
[
m
T (t
1−δ3 − 1)] < t δ32 , (3.71)
and the relevant sum can be analyzed in the same way as the single sum
above. Thus, using (3.68) it follows that the second sum above is of order
O(T 1−2σ), or using the classical techniques it follows that this sum is of
order O(t
1
3
− 4
3
σ ln t), 12 ≤ σ < 1.
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Let SA denote the first error term involving a double sum:
SA =
[T ]∑
m1=1
[T ]∑
m2=1
1
(m1 +m2)
σ−1+it
1
mσ+1−it2
.
Letting m2 = m, m1 +m2 = n, and employing the triangular inequality we
find
∣∣SA∣∣ =
∣∣∣∣∣
[T ]∑
m=1
m+[T ]∑
n=m+1
1
nσ−1+it
1
mσ+1−it
∣∣∣∣∣ ≤
[T ]∑
m=1
∣∣∣∣∣
m+[T ]∑
n=m+1
1
nσ−1+it
∣∣∣∣∣ 1mσ+1 .
(3.72)
Taking into consideration that 1 ≤ m ≤ [T ], and that σ − 1 < 0 it follows
that (see Appendix A)
m+[T ]∑
n=m+1
1
nσ−1+it
= O
(
t
3
2
−σ
)
. (3.73)
Indeed, using (3.73) into (3.72) and noting that σ + 1 > 1, it follows that∣∣SA∣∣ = O (t 32−σ) . (3.74)
Let SB denote the second error involving a double sum:
SB =
[T ]∑
m1=1
[T ]∑
m2=1
1
(m1 +m2)
σ−1+it
1
mσ−it2
1
m1
. (3.75)
Splitting this sum into two sums, depending on whether m1/m2 > 1 or
m1/m2 < 1, we find
SB = S1 + S2, (3.76)
where
S1 =
[T ]∑
m1=1
m1∑
m2=1
1
(m1 +m2)
σ−1+it
1
mσ−it2
1
m1
, (3.77)
and
S2 =
[T ]∑
m1=1
[T ]∑
m2=m1+1
1
(m1 +m2)
σ−1+it
1
mσ−it2
1
m1
. (3.78)
In order to estimate the sum S1, we interchange the order of summation,
see figure 2.
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Figure 2: Interchange of the order of summation.
Thus,
S1 =
[T ]∑
m2=1
[T ]∑
m1=m2
1
(m1 +m2)
σ−1+it
1
mσ−it2
1
m1
,
or
S1 =
[T ]∑
m2=1
[T ]∑
m1=m2
1
(m1 +m2)
σ−1+it
1
mσ+1−it2
m2
m1
. (3.79)
Using partial summation and the fact that m2/m1 ≤ 1, it follows that
S1 = O
(
S˜1
)
, (3.80)
where
S˜1 =
[T ]∑
m2=1
[T ]∑
m1=m2
1
(m1 +m2)
σ−1+it
1
mσ+1−it2
. (3.81)
Then, proceeding as with the sum SA, it follows that
S1 = O
(
t
3
2
−σ
)
. (3.82)
In order to estimate S2, we first note that
∣∣S2∣∣ ≤ [T ]∑
m1=1
∣∣∣∣∣
[T ]∑
m2=m1+1
1
(m1 +m2)
σ−1+it
1
mσ−it2
∣∣∣∣∣ 1m1 . (3.83)
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Then, taking into consideration that m1 < m2, we can use the following
“crude” estimate for the m2 sum:∣∣∣∣∣
[T ]∑
m2=m1+1
1
(m1 +m2)
σ−1+it
1
mσ−it2
∣∣∣∣∣ ≤
∫ T
m1+1
1
(m1 + x)
σ−1
1
xσ
dx := J (m1, t) .
(3.84)
But,
m1 < x, or m1 + x < 2x, or (m1 + x)
1−σ < (2x)1−σ.
Thus,
J (m1, t) <
∫ T
m1+1
21−σx1−2σdx = O
(
T 2−2σ
)
+O
(
m2−2σ1
)
= O
(
t2−2σ
)
.
Hence, equation (3.83) implies∣∣S2∣∣ = O(t2−2σ ∫ T
1
dx
x
)
= O
(
t2−2σ ln t
)
. (3.85)
QED
Remark 3.6 Considering the case that the stationary points are on the
end-point of the interval of integration, we get the following conditions
τ1 =
1
1 + λ
=
tδ2
t
or τ1 =
1
1 + λ
= 1− t
δ3
t
,
equivalently
λ = t1−δ2 − 1 or λ = 1
t1−δ3 − 1 . (3.86)
In this case, the relevant contribution is computed using exactly the same
procedure, but now we get half of the contribution, thus the rhs of (3.31) is
multiplied by the term 12 .
The fact that the set of summation is restricted by the constraints (3.86),
makes the contribution of this sum negligible. In particular, this contribu-
tion is absorbed in the analysis of section 4. Indeed, if we have additional
stationary points which are on the end-point of the interval of integration,
then the strict inequalities that define the set M in (4.8) now allow equality.
Thus, in this case the set M has more elements, however, the remaining
terms, namely the last two terms of the rhs of (4.9), remain the same.
Theorem 3.1 shows that the main contribution of the stationary points
to I3 is given by the double sum in (3.67) involving m
−s¯
2 (m1 + m2)
−s. In
what follows we present a rigorous analysis of this sum.
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4 The Analysis of the Double Sum Arising from
the Stationary Points
In what follows we will compute the large t asymptotics of the last two terms
of the rhs of (1.14).
Lemma 4.1
−
[T ]∑
m=1
1
m2σ
+ 2<

[T ]∑
m=1
[T ]+m∑
n=[T ]+1
1
ms¯ns
 = − [T ]1−2σ1− 2σ +O(1)
− 1
pi
=
 1T s [
[T ]∑
m=1
1
m2σ−1
( 1
T
+
1
m
)1−s(
1 +O(
1
t
)
)
+
( [T ]∑
m=1
1
ms¯
)
O(1)]
 ,
s = σ + it, 0 < σ < 1, σ 6= 1
2
, t→∞, (4.1)
and
2<

[T ]∑
m=1
[T ]+m∑
n=[T ]+1
1
m
1
2
−itn
1
2
+it
−
[T ]∑
m=1
1
m
= − ln t+O(1)
− 1
pi
=
 1T 12 +it [
[T ]∑
m=1
( 1
T
+
1
m
) 1
2
−it(
1 +O(
1
t
)
)
+
( [T ]∑
m=1
1
m
1
2
−it
)
O(1)]
 ,
t→∞. (4.2)
Proof We first show that
[T ]∑
m=1
1
m2σ
=
[T ]1−2σ
1− 2σ +O(1), 0 < σ < 1, σ 6=
1
2
, t→∞, (4.3a)
and
[T ]∑
m=1
1
m
= ln t+O(1), t→∞. (4.3b)
To derive these formulae we will use the following identity (Theorem 2.1 of
[T]): ∑
a<n≤b
f(n) =
∫ b
a
f(x)dx+
∫ b
a
(x− [x]− 1
2
)
df(x)
dx
dx
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+ (a− [a]− 1
2
)f(a)− (b− [b]− 1
2
)f(b). (4.4)
Letting in (4.4)
a = 1, b = [T ], f(x) = x−2σ,
and employing the identity
x− [x]− 1
2
= −
∞∑
n=1
sin(2npix)
npi
, (4.5)
we find
[T ]∑
2
1
m2σ
=
∫ [T ]
1
x−2σdx+O
( 1
T 2σ
)
+O(1) + 2σ
∫ [T ]
1
∞∑
n=1
sin(2npix)
npi
1
x2σ+1
.
Thus,
[T ]∑
1
1
m2σ
=
∫ [T ]
1
x−2σdx+O(1),
and then equations (4.3) follow.
In order to simplify the double sum appearing in the lhs of equation (4.1)
we recall equation (1.10) of [FL]:
[ η2pi ]∑
n=[T ]+1
1
ns
=
1
1− s(
η
2pi
)1−s +O(
1
tσ
), s = σ + it, (1 + ε)t < η <∞,
0 ≤ σ < 1, ε > 0, t→∞, (4.6)
which is valid uniformly with respect to η and σ. Taking η/2pi = [t/2pi]+m,
equation (4.6) becomes
[T ]+m∑
n=[T ]+1
1
ns
=
1
1− s(T +m)
1−s +O
( 1
tσ
)
=
i
2pi
1
1 + i(1−σ)t
1
T sms−1
( 1
T
+
1
m
)1−s
+O
( 1
tσ
)
.
Replacing in (4.1) the sum over n by the above sum we find
2<

[T ]∑
m=1
[T ]+m∑
n=[T ]+1
1
ms¯ns
 = − 1pi=
(
1
T s
[T ]∑
m=1
1
m2σ−1
( 1
T
+
1
m
)1−s(
1 +O
(1
t
))
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+O
( 1
tσ
) [T ]∑
m=1
1
ms¯
)
, t→∞. (4.7)
Equations (4.3) and (4.7) imply (4.2).
QED
Remark 4.1 The single sums in (4.1) and (4.2) involve the function f(t,m)
defined in (3.70), thus the analysis of these sums is similar with the analysis
of the Riemann zeta function via the techniques developed for the study of ex-
ponential sums. However, the occurrence of t−σ implies that it is sufficient
to employ the following crude estimate:
|
[T ]∑
m=1
1
T sm2σ−1
( 1
T
+
1
m
)1−s |≤ ∫ [T ]
1
1
T σx2σ−1
( 1
T
+
1
x
)1−σ
dx
= T 1−2σ
∫ T
1
1
( xT )
2σ−1
(
1 +
T
x
)1−σ
d
( x
T
)
= T 1−2σ
∫ 1
1
T
(1 + ρ)1−σ
ρσ
dρ
= T 1−2σO(1), 0 < σ < 1.
Indeed, (1 + ρ)1−σ is bounded, thus,
O
(∫ 1
1
T
(1 + ρ)1−σ
ρσ
dρ
)
= O
(∫ 1
1
T
dρ
ρσ
)
= O(1).
The above results show that the double sum of m−s1 (m1 + m2)
−s¯ ap-
pearing in the asymptotic evaluation of I3 is related with the double sum
expressing the large t asymptotics of |ζ(s)|2. However, the former sum satis-
fies the constraint specified by the first inequality in (3.42). In what follows
we relate the sum without the constraint with the sum satisfying the above
constraint, see figure 3.
Lemma 4.2 Define M by
M =
{
m1 ∈ N+, m2 ∈ N+, 1 ≤ m1 ≤ [T ], 1 ≤ m2 < [T ],
1
t1−δ2 − 1 <
m2
m1
< t1−δ3 − 1, t > 0, T = t
2pi
}
, (4.8)
where δ2 and δ3 are sufficiently small, positive constants. Then
[T ]∑
m1=1
[T ]∑
m2=1
=
∑
m1,m2∈M
+
[T ]
t1−δ3−1−1∑
m1=1
[T ]∑
m2=(t1−δ3−1)m1+1
+
[T ]∑
m1=t1−δ2
m1
t1−δ2−1−1∑
m2=1
.
(4.9)
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Figure 3: The relation between the integers involved in the double sum
without the constraint and the sum with the constraint.
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Proof
[T ]∑
m1=1
[T ]∑
m2=1
=
( [T ]
t1−δ3−1−1∑
m1=1
+
t1−δ2−1∑
m1=
[T ]
t1−δ3−1
+
[T ]∑
m1=t1−δ2
)
[T ]∑
m2=1
=
[T ]
t1−δ3−1−1∑
m1=1
[T ]∑
m2=1
+
t1−δ2−1∑
m1=
[T ]
t1−δ3−1
[T ]∑
m2=1
+
[T ]∑
m1=t1−δ2
[T ]∑
m2=1
. (4.10)
We subdivide the sum over m2 occuring in the first and third double sums
in (4.10) as follows:
[T ]∑
m2=1
=
(t1−δ3−1)m1∑
m2=1
+
[T ]∑
m2=(t1−δ3−1)m1+1
,
and
[T ]∑
m2=1
=
m1
t1−δ2−1−1∑
m2=1
+
[T ]∑
m2=
m1
t1−δ2−1
.
Substituting the above expressions in (4.10) we find
[T ]∑
m1=1
[T ]∑
m2=1
=
[T ]
t1−δ3−1−1∑
m1=1
(
(t1−δ3−1)m1∑
m2=1
+
[T ]∑
m2=(t1−δ3−1)m1+1
)
+
t1−δ2−1∑
m1=
[T ]
t1−δ3−1
[T ]∑
m2=1
+
[T ]∑
m1=t1−δ2
( m1
t1−δ2−1−1∑
m2=1
+
[T ]∑
m2=
m1
t1−δ2−1
)
. (4.11)
The sum of the first, third, and fifth double sums in (4.11) equals the first
term of the rhs of (4.9), whereas the second and fourth double sums in (4.11)
are the second and third terms of the rhs of (4.9).
QED
Equation (4.9) shows that the second double sum occurring in the asymp-
totic evaluation of I3 in (3.67) differs from the double sum occuring in the
asymptotics of |ζ(s)|2 by the two sums defined in the second and third terms
of the rhs of (4.9). By combining certain results of [FL] with techniques de-
veloped in [T2] it is possible to estimate the latter two sums.
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Lemma 4.3 Define the double sum S1 by
S1(σ, t, δ) =
[T ]
t1−δ−1−1∑
m1=1
[T ]∑
m2=(t1−δ−1)m1+1
1
ms1(m1 +m2)
s¯
,
s = σ + it, 0 < σ < 1, t > 0, (4.12)
and δ is a sufficiently small, positive constant. Then,
S1(σ, t, δ) = O
(
t
1
2
−σG˜(σ, t, δ)
)
+O
(
t(1−σ)δ
tσ
)
, 0 < σ < 1, t→∞, (4.13)
where
G˜(σ, t, δ) = O
(
t(1−σ)δ
)
+O
(
tσδ
)
, 0 < σ < 1, σ 6= 1
2
, t→∞, (4.14)
and
G˜
(
1
2
, t, δ
)
= O
(
t
δ
2 ln t
)
, t→∞. (4.15)
Proof Letting m1 = m and m1 +m2 = n in the definition (4.12) of S1 yields
S1(σ, t, δ) =
T
t1−δ−1−1∑
m=1
[T ]+m∑
n=t1−δm+1
1
msns¯
. (4.16)
The upper limit of the m-sum is given by
T
t1−δ − 1 − 1 =
t
2pit1−δ (1− tδ−1) − 1 =
tδ
2pi
L(t), (4.17)
where L(t) is defined by
L(t) =
1
1− tδ−1 −
2pi
tδ
. (4.18)
Hence,
L(t) = 1− 2pi
tδ
+O
(
tδ
t
)
, t→∞. (4.19)
If m = 1 then t1−δm = t1−δ, and if m = tδL(t)/2pi, then t1−δm = tL(t)/2pi.
Thus,
t1−δ ≤ n ≤ t
2pi
L(t). (4.20)
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It is convenient to split the S1 sum in terms of the following two sums:
SA(σ, t, δ) =
tδ
2pi
L(t)∑
m=1
[ t2pi ]∑
n=t1−δm+1
1
msns¯
, 0 < σ < 1, t > 0, (4.21)
and
SB(σ, t, δ) =
tδ
2pi
L(t)∑
m=1
[ t2pi ]+m∑
n=[ t2pi ]+1
1
msns¯
, 0 < σ < 1, t > 0. (4.22)
Thus, computing S1 reduces to computing SA and SB:
S1(σ, t, δ) = SA(σ, t, δ) + SB(σ, t, δ). (4.23)
For the rigorous derivation of the estimates of SA and SB, we refer to
the proof of Theorem 5.1 in [KF], where the following results are obtained:
SA = O
(
t
1
2
−σ
)
G˜(σ, t, δ), t→∞, (4.24)
and
SB(σ, t, δ) = O
(
t−σ+(1−σ)δ
)
, t→∞, (4.25)
where G˜(σ, t, δ) is given by (4.14) and (4.15).
Equations (4.23), (4.24) and (4.25) imply (4.13).
QED
Lemma 4.4 Define the double sum S2(σ, t, δ) by
S2(σ, t, δ) =
[T ]∑
m1=t1−δ
m1
t1−δ−1−1∑
m2=1
1
ms1(m1 +m2)
s¯
, s = σ + it, 0 < σ < 1, t > 0,
(4.26)
where δ is a sufficiently small, positive constant. Then,
S2(σ, t, δ) = O
(
t1−2σ+2δσ(ln t)3
)
+O
(
tδ
t2σ
)
, 0 < σ < 1, t→∞.
(4.27)
Proof Letting m1 = m and m1 + m2 = n in the definition (4.26) of S2 we
find
S2(σ, t, δ) =
[T ]∑
m=t1−δ
m
1−tδ−1−1∑
n=1+m
1
msns¯
. (4.28)
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It is convenient to split the S2 sum in terms of the following two sums:
SA(σ, t, δ) =
[T ]∑
m=t1−δ
[T ]∑
n=1+m
1
msns¯
, 0 < σ < 1, t > 0, (4.29)
and
SB(σ, t, δ) =
[T ]∑
m=t1−δ
m
1−tδ−1−1∑
n=[T ]+1
1
msns¯
, 0 < σ < 1, t > 0. (4.30)
Hence
S2(σ, t, δ) = SA(σ, t, δ) + SB(σ, t, δ), 0 < σ < 1, t > 0. (4.31)
We first analyze SB. In the proof of Theorem 5.2 in [KF] the following
estimate is obtained:
SB(σ, t, δ) = O
(
tδ
t2σ
)
, 0 < σ < 1, t→∞. (4.32)
We next consider SA. This sum can be analyzed in two different ways:
The first involves changing the order of summation, employing the asymp-
totic formula (2.7) in [KF], and proceeding as in the proof of SA in Lemma
4.3. A rigorous proof for this estimate is given in [KF].
The second way uses the techniques developed in [T2] and [K] and ap-
propriately modified in Appendix B. These techniques imply that
[T ]∑
m=t1−δ
[T ]∑
n=m+1
1
mitn−it
= O
(
t(ln t)3
)
, t→∞. (4.33)
Furthermore, under the condition that the expressions
bm,n− bm+1,n, bm,n− bm,n+1, bm,n− bm+1,n− bm,n+1 + bm+1,n+1, (4.34)
keep their sign, the following result is derived in [T2]:∣∣∣∣∣
M∑
m=1
N∑
n=1
am,nbm,n
∣∣∣∣∣ ≤ 5GH, (4.35)
where
Sm,n +
m∑
µ=1
n∑
ν=1
aµ,ν , |Sm,n| ≤ G, 1 ≤ m ≤M, 1 ≤ n ≤ N, (4.36)
44
with
bm,n ∈ R, 0 ≤ bm,n ≤ H. (4.37)
We apply the above argument for bm,n =
1
mσnσ
, thus the expressions in
(4.34) keep their sign, and furthermore
H =
1
t(1−δ)σ
1
t(1−δ)σ
= t−2σt2δσ.
Combining the above result with (4.33) we find
SA(σ, t, δ) = O
(
t1−2σt2δσ(ln t)3
)
, 0 < σ < 1, t→∞. (4.38)
Equations (4.31), (4.32), (4.38) imply (4.27).
QED
Combining equation (1.14) with Lemmas 4.1, 4.2, 4.3, 4.4, we obtain the
following result:
Theorem 4.1 Let the set M be defined in (4.8). Then,
2<
 ∑
m1,m2∈M
1
ms1 (m1 +m2)
s¯
−
 [T ]∑
m=1
1
ms
 [T ]∑
m=1
1
ms¯
 =
A(σ, t) +O
(
t−σ
)=

[T ]∑
m=1
1
ms¯
+O (t1−2σ+2δ2σ(ln t)3)+O
(
tδ2
t2σ
)
+O(1)
−

[T ]1−2σ
1−2σ +O
(
t
1
2
−σ
) (
O
(
t(1−σ)δ3
)
+O
(
tσδ3
))
+O
(
t(1−σ)δ3
tσ
)
, σ 6= 12 ,
ln t+O
(
t
δ3
2 ln t
)
, σ = 12 ,
(4.39)
where
A(σ, t) = − 1
pi
=
 1T s
[T ]∑
m=1
1
m2σ−1
(
1
T
+
1
m
)1−s(
1 +O
(
1
t
)) (4.40)
and
A(σ, t) = O
(
t1−2σ
)
, t→∞.
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Proof Equation (4.9) yields
2<
 ∑
m1,m2∈M
1
ms1(m1 +m2)
s¯
 = 2<

[T ]∑
m1=1
[T ]∑
m2=1
1
ms1(m1 +m2)
s¯

− 2<{S1(σ, t, δ2) + S2(σ, t, δ3)}. (4.41)
Replacing the first term of the rhs of (4.40) with the rhs of (1.14), equation
(4.41) becomes
LHS = −
[T ]∑
m=1
1
m2σ
+2<

[T ]∑
m=1
[T ]+m∑
n=[T ]+1
1
ms¯ns
−2<{S1(σ, t, δ3) + S2(σ, t, δ2)} ,
(4.42)
where LHS denotes the lhs of (4.39).
According to equations (4.1) and (4.2), the first term of the rhs of (4.42)
is given by
A(σ, t) + O(t−σ)=

[T ]∑
m=1
1
ms¯
 + O(1) −
{
[T ]1−2σ
1−2σ , σ 6= 12 ,
ln t, σ = 12 ,
, t → ∞,
where A(σ, t) is defined in (4.40). Replacing the first term of the rhs of
(4.42) by the above expression, as well as replacing S1 and S2 by the rhs
of equations (4.13) and (4.27), with δ replaced by δ2 and δ3, respectively,
equation (4.42) becomes equation (4.39).
QED
Remark 4.2 The error term appearing in Theorem 4.1 can be simplified as
follows:
2<
 ∑
m1,m2∈M
1
ms1 (m1 +m2)
s¯
−
 [T ]∑
m=1
1
ms
 [T ]∑
m=1
1
ms¯
 =

O
(
t1+2(δ2−1)σ (ln t)3
)
, 0 < σ < 12 +O (δ2) ,
O
(
tδ2 (ln t)3
)
+O
(
t
δ3
2 ln t
)
, σ = 12 ,
O(1), 12 +O (δ2) < σ < 1.
(4.43)
Moreover, the first term of the second case is removed by choosing δ3 > 2δ2.
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5 The main result and Conclusions
Proof of (1.17)
Equation (1.17) is a direct consequence of equations (1.9) and theorems
2.1, 3.1 and 4.1. Regarding the expressions for I3 and I4 we note the follow-
ing:
(i) In Theorem 2.1 we choose δ = δ3 > δ4, and also employ Remark 2.1.
(ii) In Theorem 3.1, δ = δ3.
(iii) In Theorem 4.1 we choose δ = δ3 > 2δ2, and also employ the formulae
of Remark 4.2.
Then, substituting these expressions of I3 and I4 in equations (1.9a) and
(1.9b), which are given by theorems 2.1 and 3.1, we obtain
t−
δ
2
√
2
pi
[
1 +O
(
t−δ
)]
×<
{
e
ipi
4
(
tδ−1
)itδ (
1− tδ−1
)σ− 1
2
+i(t−tδ)×
∑∑
m1,m2∈N
1
ms−itδ1
1
ms¯+it
δ
2
1
ln
[
m2
m1
(t1−δ − 1)
][1 + o(1)]}
=
{
− ln t+O
(
t
δ
2 ln t
)
, σ = 12 ,
−ζ(2σ) +O(1), 12 +O(δ) < σ < 1,
, t→∞. (5.1)
Equation (1.17) follows from (5.1).
QED
The main result of this paper is the rigorous derivation of equation (1.17),
which provides the proof of the analogue of Lindelo¨f’s hypothesis for a slight
variant of |ζ(s)|2. Indeed, the main difference of the double sum in the lhs
of (1.17) from the double sum characterising the leading large t-asymptotics
of |ζ(s)|2 is the term ln[m2m1 (t1−δ3 − 1)], and this term is larger than 12 ln t and
smaller than t
δ3
2 . Thus, we expect that the sum in (1.17) times the term ln t
behaves for large t like |ζ(s)|2; the possibility of establishing rigorously this
result is discussed in [KF].
The derivation of (1.17) is split in two main parts. The first part is rather
straightforward and it leads to the derivation of equations (1.9). Regarding
this part we note that the derivation of equation (1.3) is based on a certain
identity relating the Riemann and the Hurwitz zeta functions derived in
[ASF], and on the use of the Plemelj formulae. The proof that I1 and I2
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are “small” is based on Atkinson’s classical estimates and on the use of the
second mean value theorem for integrals. The second part of the derivation
of (1.17) involves the derivation of the rigorous estimation of the error terms
in the asymptotic evaluation of the integrals I3 and I4 . The main difficulty
of this part is the estimation of the terms arising from keeping the next order
term of the asymptotic expansion of ζ(s) (this term is given in Theorem 3.1
of [FL]). In this connection, a crucial role is played by the explicit asymptotic
identities (5.1) and (5.3) of section 5 of [FL]. Using these identities, together
with some “crude” estimates where certain sums are replaced by integrals,
it is possible in most cases to obtain results which are at least as good as
estimates obtained via the classical techniques for single and double sums.
The reason for this effectiveness of the identities (5.1) and (5.3) of [FL] is
explained in [KF].
Appendix A (proof of (3.73))
Let χ(s) be defined by
χ(s) =
(2pi)s
pi
sin
(pis
2
)
Γ(1− s), s ∈ C. (A.1)
It is shown in [FL] that
χ(s) =
(
2pi
t
)s− 1
2
eitei
pi
4
[
1 +O
(
1
t
)]
, s = σ + it, σ ∈ R, t→∞.
(A.2)
Employing the well known identity
ζ(s) = χ(s)ζ(1− s), s ∈ C, (A.3)
with s = σ − 1 + it, we find
ζ(σ − 1 + it) = χ(σ − 1 + it)ζ(2− σ − it). (A.4)
Suppose that 0 < σ < 1. Using the fact that ζ(2 − σ − it) is bounded as
t → ∞, as well as the asymptotic estimate (A.2), equation (A.4) implies
that
ζ(σ − 1 + it) = O
(
t
3
2
−σ
)
, 0 < σ < 1, t→∞. (A.5)
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The following result is derived in [FL], see Theorem 3.2, equation (3.20):
ζ(s) =
[ t
2pi
]∑
n=1
n−s − 1
1− s
(
t
2pi
)1−s
(A.6)
+
e−
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣
z=it
+
e
ipi(1−s)
2
(2pi)1−s
∞∑
n=2
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣
z=−it
+
(
t
2pi
)1−s
eit
2N∑
k=0
ck(1− σ)Γ(k+12 )
t
k+1
2
+O
(
(2N + 1)!!N22N t−σ−N
)
,
0 ≤ σ ≤ 1, N ≥ 2, t→∞,
where the error term is uniform for all σ,N in the above ranges and the
coefficients ck(σ) are given therein. This equation is derived in [FL] under
the assumption that 0 < σ < 1. However, it is straightforward to verify that
it is also valid for −1 < σ < 0. Equations (A.6) and (A.5) imply that
[T ]∑
m=1
1
mσ−1+it
= O
(
t
3
2
−σ
)
, 0 < σ < 1, t→∞. (A.7)
Appendix B (proof of (4.33))
We prove that
M ′∑
m=M
N ′∑
n=N
1
mit
1
n−it
= O(t ln t), (B.1)
with n > m, and {
A1
√
t < M < M ′ < 2M < A3t,
A2
√
t < N < N ′ < 2N < A4t,
for some positive constants {Aj}41.
In this connection, we divide the set of summation similarly to the divi-
sion implemented in Theorem 1 of [T2], namely, in “small” rectangles ∆p,q,
such that {
M + pl1 ≤ m ≤M + pl1 + l1,
N + ql2 ≤ n ≤ N + ql2 + l2.
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Moreover, we pick {
l1 = c1
M2
t ,
l2 = c2
N2
t ,
(B.2)
for some positive constants c1 and c2.
We make the following observations:
•
{
1 ≤ l1 ≤M ⇔ A1
√
t < M < A3t,
1 ≤ l2 ≤ N ⇔ A2
√
t < N < A4t,
for some positive constants {Aj}41.
• The number of the “small” rectangles ∆p,q is O
(
MN
l1l2
)
.
We use Theorem 2.16 of [K] with
f(x, y) = t(lnx− ln y).
Then, in each rectangle ∆p,q, with n > m (equivalently x > y), the condi-
tions of this theorem are satisfied with λ1 =
t
M2
and λ2 =
t
N2
, because∣∣fxx∣∣ = t
x2
,
∣∣fyy∣∣ = t
y2
and
∣∣fxy∣∣ = 0.
Using the following facts:
• the conditions
{
M > A1
√
t,
N > A2
√
t,
imply that
λ1 <
1
A21
,
λ2 <
1
A22
,
• all the quantities ln ∣∣∆p,q∣∣, ∣∣ lnλ1∣∣ and ∣∣ lnλ2∣∣ are of order O(ln t),
and employing equation (2.56) of [K], we find∑∑
(m,n)∈∆p,q
eif(m,n) = O
(
ln t
t
MN
)
. (B.3)
Thus, the fact that the number of the rectangles ∆p,q is O
(
MN
l1l2
)
, implies
that
M ′∑
m=M
N ′∑
n=N
eif(m,n) = O
(
MN
t
ln t
MN
l1l2
)
. (B.4)
Equation (B.1) follows from applying (B.2) in (B.4).
Finally, using the classical splitting for the sets of summation for expo-
nential sums, see [T] and [T2], equation (4.33) follows from applying (B.1)
for O
((
ln tδ
)2)
= O
(
(δ ln t)2
)
= O
(
(ln t)2
)
times.
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