We reconsider in this paper boundary value problems for the so-called "infinity Laplacian" PDE and the relationships with optimal Lipschitz extensions of the boundary data.
Introduction
A typical problem in the conventional calculus of variations asks us to find a function which minimizes an integral expression of the form, say, . . , u x n ) is the gradient. Here F : R n → R is a given nonlinearity: F (Du) can of course often be interpreted as some sort of energy density.
The past decade has seen great interest in some highly nonconventional variants, which amount to "calculus of variations problems in the sup-norm": see for instance the survey by Barron [4] and the references cited there. The simplest such model problem in effect replaces the integral energy (1.1) by the pointwise functional
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A central question has been to understand minimization problems involving this and related functionals, and especially to develop appropriate PDE methods.
Now problem (1.1) leads as usual to the Euler-Lagrange equation. A central discovery of G. Aronsson [1] , [2] was that likewise problem (1.2), properly interpreted, entails a highly nonlinear and highly degenerate PDE. This is the equation 
It remains a major challenge to elucidate fully the connections between analytic properties of solutions to boundary-value problems for (1.3), (1.4) and the variational problem associated with (1.2).
Derivation. The name arises this way. Consider first for finite p the nonlinear p-
Laplacian operator: (Note that the division by |Du| p−4 is of no consequence even on the set where Du = 0, for the resulting expression also vanishes when Du = 0.)
Standard theorems about viscosity solutions (see for example [7] ) imply that if u p solves −∆ ∞ u p − 1 p−2 |Du p | 2 ∆u p = 0 and u p → u locally uniformly along a sequence p → ∞, then −∆ ∞ u = 0 in the viscosity sense.
Absolutely minimizing Lipschitz extensions. R. Jensen [10] , stimulated by the work of Aronsson, proved the first basic theorems about solvability of the the Dirichlet
Jensen proved ( [10] , Section 3) that if U is a bounded, open, connected subset of IR n and g ∈ C(∂U), then (DP) has a unique viscosity solution u ∈ C(U ) satisfying u = g on ∂U.
Jensen showed as well that this solution is also characterized by following variational property, first identified by Aronsson: for every open bounded subset V of U and for each v ∈ C(V ), one has
We say that u is an "absolutely minimizing Lipschitz extension" (abbreviated AML) of g.
does not belong to L ∞ (U ). We will also write "u is AML" to mean that the AML property holds, whether or not we are thinking of u as an extension of any kind.)
Outline of this paper. We offer several contributions to this circle of problems.
In Section 2 we present some preliminaries and definitions, primarily the notion of "comparison with cones". Then we prove that solutions of −∆ ∞ u ≤ 0 enjoy comparison with cones from above. We use this simple property to derive continuity properties of subsolutions and some further consequences. These preliminary results are related to various observations of Jensen [10] , Section 3, but we have made our presentation completely self-contained.
In Section 3 we establish the equivalence of three properties: −∆ ∞ u = 0, comparison with cones, and the AML property. The derivation of the equation −∆ ∞ u = 0 in the viscosity sense from the AML property is due to Jensen, but our methods are simpler and more useful. (Aronsson had earlier shown this for smooth u.) Our proof is intrinsic, using only comparison with cones, and makes no reference to the p-Laplacian, as in [10] , [5] .
A corollary is that any everywhere differentiable solution v of an eikonal equation |Dv| = constant is AML, and so "infinity harmonic".
In Section 4 we prove that a subsolution in IR n which lies below a plane is linear; that is, if −∆ ∞ u ≤ 0 and u(x) ≤ a + p, x for fixed a ∈ IR, p ∈ IR n and all x ∈ IR n , then Other work. Generalizations of the associated variational problem are considered in
Juutinen [11] and Wu [15] . In [11] one finds variants of a number of our results, with heavier machinery to deal with the more general equations. Primary differences include that we do not use approximation by problems in L p and we show that the very explicit property of comparison with cones suffices to replace the quite implicit property called "(F, ∞)-subharmonic"
in [11] . In addition, the significance of the equation −∆ ∞ u for image processing is brought out in Caselles, Morel and Sbert [6] , wherein the regularity question is also of some interest.
We note that we have not proved uniqueness in this framework. At present this has only been accomplished using −∆ p and obstacle problems in Jensen's original work, which was generalized as regards the equation in Juutinen [11] and Wu [15] .
Notation. U will always be an open subset of IR n . For any set V ⊂ IR n , ∂V is its boundary and V is its closure. The notation
Here |x| is the Euclidean length of x. Below x, y = n i=1 x i y i denotes the Euclidean inner-product.
For any subset V ⊂ IR n , we put
Preliminaries
In this section we introduce the idea of comparison with cones, and derive some simple continuity and other properties of functions satisfying this condition. In Section 3 we prove that comparison with cones implies −∆ ∞ = 0, and once this is known some of the following assertions are close to those available in the literature: see Jensen [10] , Juutinen [11] , Lindqvist-Manfredi [12] , [13] , etc. A main point is that our self-contained presentation is straightforward and nowhere invokes approximation by the p-Laplacian.
We begin with definitions: (
for every local minimum pointx ∈ U of u − ϕ, where ϕ is C 2 in some neighborhood ofx, we 
Lemma 2.2 Let
and
Proof.
whereas u(x) − w(x) > 0 if is sufficiently small. We may assume thatx is the maximum of We give the comparison property of Lemma 2.2 a name:
Definition 2.3 Let u : U → IR. Then u enjoys comparison with cones from above in U if
for every bounded open subset V of U and every x 0 ∈ IR n , a, b ∈ IR for which Proof. L r (y) is the smallest constant for which
Comparison with cones then implies the inequality holds for |x−y| ≤ r.
for |x − y| ≤ r, and this establishes the monotonicity.
In order to show that 0 ≤ L r (y), it suffices to take y = 0 and show that 0 ≤ lim r↓0 L r (0).
so that the above inequality implies
for r > |x| and sufficiently small. Use (2.6) with x = z and |z| ≤ |x| + r in (2.7) and conclude
and so
We turn to continuity properties which may be deduced from comparison with cones.
Lemma 2.5 Let u ∈ USC(U ) enjoy comparison with cones from above. Then
Proof. As above, we have
since the inequality holds for |x − y| = r. Note next that u is bounded below on compact subsets of U . Indeed, if |x − y| < r in (2.9), we find
For each r the expression on the left is lower semicontinuous in y ∈ B r (x) and r < dist (y, ∂U ). Consequently u(y) is locally bounded below.
Let Note that if u happens to be differentiable at y, then from the definitions we find
We now know that 0 ≤ L r (y) is bounded above for fixed r and y in a compact subset of dist (y, ∂U ) < r and decreases as r decreases. Interchanging x and y in (2.9) and putting the resulting relations together yields
for |x − y| ≤ r and max(dist (x, ∂U ), dist (y, ∂U ) < r. We conclude that u is locally Lipschitz continuous. Then L r (y) is continuous in y and L(y) is upper semicontinuous, by the monotone nature of the defining limit. We conclude that u is differentiable a.e. and for a.e.
x (2.14)
We derive some consequences of Lemmas 2.2 and 2.5: (ii) If u enjoys comparison with cones from above in IR n , then
a.e. in U .
Proof. By Lemma 2.5 and the assumptions, the inequalities 
Proof. Put y = 0 and let M > L + (0). Then (2.8) holds as before, and so
Sending ↓ 0, it follows that −M ≤ V − (0) and then that −V + (0) ≤ V − (0). The other inequality is proved the same way (or replace u by −u.)
follows from (2.15). On the other hand, we may choose Lebesgue points
shows that (ii) holds.
Equivalences
The next result contains the implications
The full equivalence of the three properties is established later. 
This contradicts the AML property, for there is always a Lipschitz continuous extension v of u| ∂V to IR n which has the same Lipschitz constant, and then u = v on ∂V , whereas
. Elements of the same construction will show also that then comparison with cones fails.
Since u and −u solve both solve −∆ ∞ w = 0 if either does, we assume that u is not a subsolution at 0. Adding a constant to u, we may also assume u(0) = 0. This means that there exists ϕ ∈ C 2 such that
We may rotate and reflect coordinates to assume that Dϕ(0) = (p, 0, . . . , 0) where p > 0.
Noting that (3.1) then entails ϕ x 1 ,x 1 (0) = a < 0, we may rescale and assume a = −4.
Writing x = x 1 e 1 + y where e 1 is the unit vector in the first coordinate direction and y is perpendicular to it, we have
with various K and strict inequality in a deleted neighborhood of the origin.
Writing hereafter x in place of x 1 , we use the first inequality of (3.1), (3.2) and the continuity of D 2 ϕ to deduce that for a suitable new constant K
in a neighborhood of (x, y) = (0, 0), with strict inequality except at the origin. We are writing (x, y) and xe 1 + y interchangeably.
To continue, we show below that for small r the cone
which has p as a Lipschitz constant, satisfies
where B r is the ball of radius r centered at the origin. Since C(0, 0) < 0 = u(0, 0), (3.4) implies that there is a connected open neighborhood of V of 0 with u = C on ∂V and It remains to check that px − x 2 + K|y| 2 ≤ C on ∂B r if r is small. This amounts to
First note that if x = −r or x = r (so y = 0), then (3.5) holds with equality. Using |y| 2 = r 2 − x 2 results in the equivalent formulation We turn now to the proof of
Theorem 3.2 Let u ∈ C(U ). Then u has the AML property in U if and only if u enjoys comparison with cones in U .
Here is a key lemma, for which we recall the notation (2.15) and (2.16).
Lemma 3.3 Let u ∈ C(U ) enjoy comparison with cones in
We also have
for |x + r 0ê | ≤ R − r 0 . Put x = 0 and invoke (3.6) to find
Rearranging, we have 
where L + refers to u. Fix a small δ > 0 and define iteratively a doubly infinite sequence
the last inequalities always holding in view of Lemma 3.3. This construction relies on Lemmas
and Lemma 2.7 (i).
If some x j is in the boundary of V , we stop at that point and do not continue to larger indices if j > 0 nor smaller if j < 0. This is a simple case, and we assume the sequence is doubly infinite. We conclude that
which expression may be summed to find
It follows that there are limit x ±n → x ±∞ ∈ V . In fact, x +∞ ∈ ∂V as |x j − x j−1 | = dist (x j−1 , V ) and tends to 0; similarly x −∞ ∈ ∂V . Then we have
A corollary of the various equivalences is that merely differentiable solutions of an eikonal equation also solve −∆ ∞ u = 0. comparable on the boundary, and hence everywhere by a result of Crandall and Lions [8] .
The result now follows from Theorem 3.1.
Remark 3.5
It follows that the regularity of solutions of −∆ ∞ u = 0 can be no better than that of everywhere differentiable solutions of |Du| = 1. But this does not preclude C 1 ; see P. L. Lions [14] . An alternative proof is to note that both u and v = −u are solutions of the eikonal equation in the viscosity sense under the current assumptions, and therefore u and −u are both semiconvex and so u is C 1,1 . Aronsson [3] proved this regularity for C 1 solutions of the eikonal equation in 2 dimensions for the same purpose. Lions' methods imply the semiconvexity of viscosity solutions.
Linearly Bounded Subsolutions on IR n
Next we prove a Liouville-type theorem:
Via rotation and scaling, we may assume that either p = 0 or p = e 1 in the assumptions of Theorem 4.1. In the former case, Corollary 2.6 shows that u is constant and we are done.
In the latter case, which we now assume, Corollary 2.6 yields
As once before, we switch to the notation (x, y) ∈ IR × IR N −1 to denote points of IR N .
Without loss of generality, we may replace u by u − a and take a = 0.
Thus let u(x, y) solve −∆ ∞ u ≤ 0 and satisfy
It suffices to prove that u is then linear. The next result is a useful monotonicity property. The relation
which follows from |Du| ≤ 1, leads to
Let δ(−∞, y) denote the limit lim x→∞ δ(x, y). Putting x = 2λ in (4. If we contradict (4.6), (4.7), then we conclude that u(x, y) = x, whence the result.
Recall |Du| ≤ 1. Combining this with (4.7), we have
To proceed, we construct a cone with vertex (−r, 0) to the left of the origin with a slope a bit less than 1, and which majorizes u on the sphere 
