Abstract. The study of honey bee health has received special attention in the last years. Researchers has been monitoring physical variables to determinate the status of the colony. This is a first approach in the development of a real time monitoring system to provide useful information to beekeepers that will help them to prevent colony losses. This study presents an analysis of the sound from two colonies of bees in the Mel frequency domain. The first is a healthy colony with queen and the second one is a hive with no queen and with a reduced population. Sound samples were acquired for each colony and characterized using Mel Frequency Cepstral Coefficients (MFCC). To summarizes the information, statistical descriptors was obtained for each Mel coefficient. An exploratory analysis of samples revealed two different hive characteristics; the presence and lack of a queen bee. For honey bee buzz recognition, a Logistic Regression Model was used. The preliminary results show that it is possible to classify both characteristics obtaining high classification rates using a reduced set of features.
pollution, pesticides, among others. Monitoring honey bee health is an important task for beekeepers. Early detection of health status can be crucial to ensure the survival of the colony.
A queen bee plays an important role in a colony, she controls workers by releasing pheromones and produces eggs. Lost of the queen can result in the dead of the whole colony in a few months, unless a new queen is introduced.
In the last years researchers have been looking for non invasive methods for continuous monitoring and automatic detection of honey bee health status. Special attention has received the monitoring of physical variables, such as, temperature, humidity, sound, vibrations, colony weight, and gas contents [22] . The sound in bee hives has been analyzed for detecting the swarming period. Swarming is characterized by an increase of the power spectral density before it takes place. In [14] , a method for predicting the swarming period is proposed based on labeling the sounds. [12] , concluded that the noise generated by bees has a high probability of correspondence to the physiological state. There are patented devices to determinate the honey bee health by comparing a captured hive sound with known acoustic fingerprints of a healthy colony [5] .
Changes in sound due to Varroa mite infestation have been investigated by [19] , where his prediction accuracy is claimed to be better than any random guessing, although results are not validated. The queenless state has been investigated by using spectrograms [16] . Analysis results were classified by using a Kohonen Self Organising Map and artificial neural networks. Although [16] , found the frequency characteristics for each condition their results were not satisfactory.
The aim of this research work is to propose a methodology based on MFCC and Machine Learning for automatic recognition of the status of a honey bee colony based on sound recording, The proposed methodology can be implemented in dedicated devices to detect the presence or absence of the queen bee avoiding invasive inspection of the colony. Furthermore, more conditions can be analyzed by using the same estrategy.
The rest of the paper is organized as follows: in section 2 a detailed description of the data set acquisition and the methodology for feature extraction is presented. In section 3, the process for feature selection and model validation is described. The paper ends in section 4 by presenting conclusion and future work.
Materials and Methods

Honeybee Monitoring System
Based on previous works [10, 7, 11] , a monitoring system was developed based on a Raspberry Pi 2 model B, figure 1. Sound samples were acquired by using omnidirectional electret microphones placed inside the hives. Microphones were protected by a metallic mesh to avoid them begin covered with wax. The main idea was keeping the system as simple as possible with only a microphone by hive. The signal was acquired and converted to a digital signal by using a dspic microcontroller with a 12-bits resolution ADC. The system was 10000 mAh battery powered allowing an autonomy of about 24 hrs.
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Data Set Description
Sound samples were extracted from two colonies of Carniolan honey bee (Apis mellifera carnica). The first colony has a queen with a large population, and the second one is a queenless colony with a reduced population. Colony population were compared only by visual examination, however a quantitative method for measuring the population is necessary. The beehives were protected with insulation material against low temperatures (low temperature is quite common in Zacatecas city).
Various researchers have reported the range of frequencies of the acoustic signals produced by a honey bee colony are in the range from 100 to 1 kHz [2, 18] , and that most of the sound have frequencies around 300, 410 and 510 Hz [9] . The sampling frequency for this investigation was set up to 4 kHz to get a good quality representation of the sound activity without increasing the storage requirements; this is the double of the minimum of Nyquist frequency required. [18] showed that frequency of the sound changes slowly along the day. To evaluate the evolution of the frequencies, 3 min of sound of the honey bee buzz were recorded every 15 min for 24hrs. The experiment for data acquisition was carried out during 45 days (beginning of mid-April to May).
Feature Extraction
MFCC is one of the most important technique for feature extraction in speak recognition. Although MFCC is used for human sound perception, in this work it is proposed for sound bee characterization because of its effectiveness reported in others areas (i.e. sound genre classification [21] and environmental sounds recognition [8] ). The MFCC transforms the raw signal into a compact series of parameters representing the original signal. Figure 2 shows the process of feature extraction: (i) the wave form is first passed through a pre-emphasis filter, (ii) the signal is divided into frames of short duration (typically 25 ms), (iii) each frame is multiplied by a hamming windows, (iv) the Fast Fourier transform (FFT), is calculated for each frame, (v) the power spectrum is warped according the Mel-scale, (vi) the spectrum is segmented according to a triangular filter bank, and finally (vii) the coefficients are computed by applying an Discrete Cosine Transformation (DCT), to the logarithm of the filter bank output. 
Preenphasis
Results
Feature Extraction and Preprocessing
The samples shown in Figure 3 , correspond to sound recorded during the afternoon of a spring day in May. Figure 3(a) shows the frequency bands of the healthy colony; most of the sound activity is present around 400 Hz. On the other hand, in figure 3(b), the queenless colony present a different pattern; the emitted sound is distributed in more frequency bands.
The MFCC were computed from 88 instances of sound captured from the colony with queen and 98 from the queenless colony. These data come from 24 hrs of recording. The difference between recorded instances were due to the nonequal battery life of the two recorders. The parameters of the MFCC calculation were: window size of 25 ms (in this period of time the signal is considered quasi stationary), and with 10 ms of overlapping, the pre-emphasis value was set to 0.94. Those values are typically used in speech recognition.
After the MFCC extraction were carried out, and in order to reduce the data set size and computational cost for each Mel coefficient, the following statistical descriptors were computed: -trimmed mean (20%), -kurtosis, -standard deviation, -skewness, -median, -variance, -coefficient of variation, -quantiles (2.5, 25, 50, 75, 97.5).
The resulting data set is composed of 168 features and 186 instances. Two classes were chosen in this work: healthy and unhealthy colony.
After feature extraction standardization was performed over data; it scales data in function of the mean (µ) and the standard deviation (σ):
This process reduces the effects of the different distributions [6] . 
Feature Selection
An exploratory analysis was conducted on R Project software [20] . The first analysis carried out was a Singular Value Decomposition (SVD). SVD computes the set of eigenvalues and eigenvectors of a matrix. It is a common technique in the analysis of multivariate data that can reveal structures in the data set that may be useful for classification. The SVD analysis of the data set is shown in figure 4 . The black triangle ( ) corresponds to the colony with queen and the gray circle (•) is the queenless colony. The samples are grouped forming well defined clusters, evidencing two conditions clearly distinguishable. Not all the features are useful. In order to find features that best describe the conditions of the hives, a SVD analysis was conducted on each statistical descriptor (figure 5). Mean, trimmed mean, median, coefficient of variation and quantiles, form similar clusters. In the rest of the descriptor the cluster are mixed, and they might not be useful to make a good prediction.
By visual examination it was determined that one statistical descriptor is enough to make a good prediction; the mean values of the MFCC were selected. The free package randomForest (v4. [6] [7] [8] [9] [10] [11] [12] [17] R Project Software was used to evaluate the importance of each feature in mean descriptor. Random Forest is a combination of tree predictors such that each of them depends on the values of a random vector sampled independently with the same distribution in the forest [4] . The result of the random forest evaluation is shown in Figure 7 . The most important features are mean of Mel coefficient 4 and 10.
Validation
In order to validate the model the dataset was divided into two parts: a training set (70%), that was used to train a Logistic Regression model and a test set−0. (30%), that was used to measure the model performance predictor. To evaluate the model performance a ROC curve was obtained. Receiver Operative Characteristics (ROC), analysis is a well known model performance measure for machine learning algorithms [13, 15, 3] . The ROC curve is a plot of true positives against false positive. The plot shows the number of correctly classified samples versus the number of incorrectly classified negative samples. A perfect classifier is reflected by a curve which lies in the upper left corner with an unitary area under the ROC curve. In figure 6 , it is shown the ROC curve of the model. To achieve a perfect classification only two features were enough; mean values of Mel coefficients 4 and 10.
Conclusion and Future Work
The proposed methodology based on Mel Frequency Cepstral Coefficients and machine learning algorithms suggests that it can be effectively used for honey bee status recognition by sound analysis. However, data analysis from more hives are needed in order to confirm these results. The FFT of the sound signal from a beehive with queen shows a characteristic pattern around 400 hz that is different from that obtained from a beehive with no queen. The patter found in a queenless colony shows a different frequency distribution. Data for this research were obtained during a month and a half period.
In the model validation only two features were necessary to achieve a perfect prediction, however, more research with more beehives is needed for a better evaluation of the predictor performance Future work will include the reduction of the number of instances and the recording time to have optimal values. This will reduce the storage space required and the computational cost on a dedicated device. It is also important, as future work, to find otjer patterns of specific health status of honey bees; such as, pre-swarming behavior, varroa mite infection, size population, among others. With this information it will be possible to create a database and a system able to identify the health status of a colony.
