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Introduction
Benin has seen almost unparalleled improvements in primary school attendance since 1990, yet remains virtually ignored in the literature surveying education outcomes in developing countries. The Gross Enrolment Rate (GER)-the number of students attending school as a percentage of the school-age population-soared from around 50 per cent in 1990 to well over 100 per cent in 2012. 1 The Net Enrolment Rate (NER), defined as the percentage of school-age students attending school, stood at 95 per cent in 2012 (UIS 2105), whilst the average in Sub-Saharan Africa (SSA) was just 77 per cent. However, despite these impressive increases in enrolment, severe geographical and gender disparities remain in Benin's primary school attendance rates. According to the most recent Demographic and Health Survey (DHS) data, there are still communes where fewer than one-third of children attend. 2 This study complements individual-and household-level data from the DHS with detailed commune-level schooling data from the Beninese Institute for Statistics (INSAE) in order to assess the importance of demand-side (i.e. on the part of the student, or their family) and supply-side factors (i.e. availability of school facilities) on school attendance rates. Results from a logistic regression model suggest that household wealth, religion, parental education, and the supply of schools all predict the likelihood of a child attending school. Results also indicate that as average distance to school increases, the likelihood that boys who work in the field will attend school decreases, to a greater extent than those who do not work. This echoes the findings of, for example, Huisman and Smits (2009) and Lincove (2012) and also presents evidence that distance to school acts as a useful proxy for the opportunity cost of attending, which is greater when time spent travelling to school replaces potentially income-generating work.
Whilst much of the existing research on primary school attendance (e.g. Huisman and Smits 2009) has acknowledged that factors at the community, district, or national level play an important role in explaining school attendance, few have sought to explicitly model this econometrically. As a result, estimations fail to account for cluster-level interdependence. This study also employs a multilevel logistic model, which accounts for unobserved heterogeneity between higher-level clusters (i.e. at the household and commune level), in order to assess the level at which most variation in school attendance rates is seen. A three-level random intercepts model shows that there are a large number of communes with a significantly lower than average primary attendance rate. However, only around 11 per cent of this variation is attributable to factors at the commune level. After controlling for the number of schools and average distance to school, less than 5 per cent of the variation in attendance is due to commune-level factors, suggesting that the majority of the between-commune variation in attendance rates is attributable to factors at the household level.
In a similar vein to Delprato and Sabates (2015) , a random slopes model is also estimated, where the wealth coefficient is allowed to vary between communes. This identifies those communes where attendance is below average but the effect of household wealth on school attendance is above average. Such results could aid policymakers in identifying those areas where interventions that raised household wealth (or lowered the cost of schooling) might be most effective in increasing school attendance rates.
This study also investigates the problems inherent in the measurement of school enrolment or attendance; where public officials such as schoolteachers or principals have an incentive (due to top-down funding replacing school fees, as was the case in Benin 10 years ago) to report higher enrolment rates, then official statistics might inflate the true number of attendees. Indeed, evidence is presented that enrolment figures from the Beninese DHS are somewhat lower than those from the UNESCO Institute for Statistics (UIS) or INSAE.
The broad contributions to the related literature are therefore threefold: first, evidence is presented on the determinants of primary school attendance for Benin, a context that has not previously been considered in the empirical literature surrounding primary schooling. Second, the use of a multilevel model helps to provide insights into regional disparities, which many similar studies, from other countries, neglect to consider. Finally, the comparison between official statistics and household survey data provides further detailed evidence of the problems with using official statistics, noted in a number of other studies. This paper proceeds as follows. Section 2 provides a discussion regarding the disparities in enrolment statistics from different sources, before considering the Beninese context in detail. Section 3 discusses the theoretical predictions and empirical results surrounding school attendance in developing countries, with an emphasis on not only the economic rationale, but also the sociocultural factors that might dictate whether or not a child is sent to school. In particular, results from similar studies in SSA are surveyed. Section 4 presents the variables and methodology chosen for this paper. Results for the single-level logistic model are presented in Section 5, whilst the multilevel strategy is outlined and presented in Section 6. Section 7 concludes.
2
Measuring attendance: the Beninese context
Data considerations
The various sources reporting enrolment or attendance statistics for the period in question in Benin appear to tell somewhat different stories. Table 1 illustrates that official enrolment statistics, from UIS or INSAE, are consistently higher than those from the DHS. However, there are a number of reasons why statistics from the DHS might not only differ from those supplied by the government (INSAE, UIS   3 ) but also be a more reliable and useful indicator of school attendance. Over-reporting on the part of public officials can lead to upward bias in enrolment statistics (Glewwe and Kremer 2006; Sandefur and Glassman 2015) . Sandefur and Glassman (2015) investigated such a bias toward over-reporting enrolment statistics in a panel of 46 surveys in 21 African countries, finding this bias to be prevalent in cases where low-level public servants (in this case, teachers or school principals) had incentives to misreport official statistics. This was particularly true in countries such as Kenya or Rwanda, where pupil fees had been replaced by top-down per pupil grants-exactly the case in Benin during the period in question here. These authors, and also fhi360 (2013), point out that part of the discrepancy between enrolment, which is reported in official statistics, and attendance, which is measured by the DHS, might also arise from children that enrol in school but rarely attend. Indeed, the fact that enrolment is now free in Benin might lead some to enrol with little intention of ever attending.
Thus, due to the potential question marks raised over the validity of official statistics, this study will rely on the DHS data where possible, as these are widely used, understood, and accepted as representative. The respondents are unlikely to answer strategically, unlike public officials, who might have incentives to over-report the number of children enrolled in order to maximize funding for their schools. Moreover, an indicator of attendance is perhaps a more useful indicator than enrolment in the sense that it captures the number of children who actually attend school, rather than those merely registered to attend. Unfortunately, however, the DHS does not investigate the frequency of attendance at school, asking only whether a child attended or not in a particular school year.
The Beninese context
Benin provides an intriguing case study in education and development. Along with an economic crisis that forced the closure of teacher training colleges and large-scale cuts to the civil service in the 1980s, the socialist regime's failed attempts at reform (see Allen 1989) left Benin ranking amongst the worst performing countries in the world with regard to GERs and gender parity; fewer than 50 per cent of all children and fewer than one in three girls were attending school in 1990; the ODI (2011: 4) described the education system at this time as 'deeply dysfunctional and inequitable'. However, the democratically elected government prioritized education in 1990 and, as a result of systemic reform, Benin has seen almost unparalleled (at least in SSA) progress in terms of enrolment rates. 4 Between 1990 and 2010, average adult years of education (Barro and Lee 2013) increased from 2.13 to 4.35 (only Mali saw a greater increase in the same period), gross and net enrolment soared, and the gender gap was virtually eliminated in many regions. In 2006, primary education was made free for all. Figure 1 plots Benin's progress in net enrolment rates against the average for SSA, developing countries, and the world. Despite missing data for many years, the trend is clear: NERs rose from around 40 per cent (52 per cent male, 27 per cent female) in 1990 to 94 per cent (99 per cent male, 88 per cent female) in 2012. Gross enrolment rose from 51 per cent to 123 per cent in the same period. Progress in increasing the enrolment of girls in school has been particularly impressive: the Gender Parity Index (GPI) rose from 0.50 in 1990 to 0.89 in 2012; only Guinea matched this progress in SSA. 6 Yet these figures do not tell the whole story in Benin, as large regional disparities persist at both the department and commune level. Figure 2 shows primary school attendance (male and female combined) by administrative department in 2006. The data in this case come from the 2006 wave of the DHS. Given the discussion above regarding statistics from the DHS, these numbers might best be defined as net attendance rates; i.e. the percentage of primary-school-age children whose parents reported that they were attending primary school in 2006. In 2006, some regions were still struggling with net attendance rates of as little as 29 per cent (department average), whilst others saw rates of over 75 per cent. The national average was 57 per cent.
7 It is also insightful to examine the differences at the communal level. The department of Borgou, for example, is depicted in Figure 3 . Net attendance rates in 2006 ranged from just 23 per cent (Kalale) to almost 80 per cent (Parakou). Whilst the Beninese government has continued to prioritize access to education, regional disparities such as those outlined above persist. Indeed, by 2011/12 many communes had net attendance close to 90 per cent, but some still lagged behind in the 20-30 per cent range. Whilst the NER (or in this case, the net attendance rate) represents a significantly more useful indicator than gross enrolment, it still does not tell the whole story; the official definition (UNESCO 2012) is: 'The number of children of official primary school age who are enrolled in primary education as a percentage of the total children of the official school age population'. It therefore pays no attention to what grade a child is in; an 11-year-old, who is, strictly speaking, of school age, having just entered the first grade is counted as enrolled-yet they have arrived in primary school some five years late. Whilst the empirical analysis here does not specifically consider ontime enrolment, a look at the age distribution of those attending primary school is nonetheless interesting. Figure 4 uses data from two waves of the DHS in order to highlight changes in the age distribution of primary enrolment in Benin between the 2005/06 and the 2011/12 school years. In 2011/12, the mode age of primary school attendees was 9 years old, at which over 75 per cent of children were attending primary school; this compares with 10 years old in 2005/06. Indeed, the ages containing the highest percentage of children in school in 2011/12 were 6, 7, 8, 9, 10, and 11-pertaining to the six official years of school. In 2005/06, the ages with the highest percentages of children in school were 8, 9, 10, 11, 12, and 13. Given that official school age in Benin is 6-11 years old, this might reasonably be taken as an indication that, by 2011/12, more children were attending and completing school earlier, if not still strictly on time. Some of the biggest improvements come when looking at older children: the earlier survey showed that, for example, around 17 per cent of 16-year-olds were still in primary school. By 2011, that number had fallen to just 7 per cent. The 'official' ages for grades 1-6 are 6-11 years old. The 2005/06 data show that many students were either entering school late, or playing catch-up by repeating grades, with the result that the mode age for each grade was often higher than it should have been. By 2011/12, dramatic improvements had been seen in this regard: with the exception of the 4 th grade, the most common age of children in each grade was as expected. Whilst Figure 5 restricts the sample to those of school age, the conclusions (with regard to the mode age in each grade) are unaltered when older students are accounted for, though the spread of the distribution is somewhat wider. 
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Theoretical predictions and empirical evidence 3.1 Demand side Becker (1975: 45) argues that 'The most important single determinant of the amount invested in human capital may well be its profitability or rate of return.' In other words, it makes sense to invest in human capital, or in this case send a child to school, if the expected benefits outweigh the costs incurred. 10 Costs, of course, are measured in both direct and indirect terms-the former constituting items such as school fees, books, transport, and uniforms, and the latter the opportunity cost of attending (Becker 1975) . The opportunity cost of attending school is often higher in developing countries than elsewhere: children are expected to work in order to contribute to total household income, particularly in rural areas. Often, children enrolled at the start of the school year are pulled out of school and required to help with the harvest in autumn (Colclough et al. 2000) . Children might make a direct contribution to household income, by working on the farm or in the marketplace, or an indirect contribution, where their help around the home or family business frees up the time of adults to earn more money (Colclough et al. 2000) . Empirical work often proxies cost of schooling with a measure of distance to school; time spent travelling to school could be used, for example, to work on the family farm, or help with household chores. Studies such as Lincove (2012) and Huisman and Smits (2009) found distance to school to be inversely related to the likelihood of attendance; Delprato and Sabates (2015) , however, found no effects on the likelihood of late entry in Nigeria.
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Turning to the benefits of attending primary school, these might not be immediately clear to parents or students in a developing country context. If there is a lack of job market opportunities in an area, then there will be a limited expected return to education. Even if opportunities were to arise in the future, parents might not reasonably be able to foresee this happening. If a child is expected to, for example, work on a family plot of land, then numeracy and literacy skills might well be of limited value, at least relative to the physical strength that he or she could have been building, which may prove of more use for his or her future work. More generally, the majority of jobs in an area might not require a formal education, or the education offered at schools may be deemed inappropriate for the predominant type of employment in the area. Similarly, Colclough et al. (2000) highlight that in contexts where gender discrimination exists and the gender balance in labour markets is skewed in favour of males, the benefits of education will be lower for girls. Thus, even with equitable access to schooling, there may still be significant challenges to convincing parents of the benefits of sending their daughters to school.
Weighing up the costs and benefits of sending a child to school requires full knowledge of the potential future benefits. In developing countries, it is by no means guaranteed that parents will be able to accurately measure or estimate such benefits. If information on job market opportunities is unavailable, education is deemed unnecessary for rural farm labour, or if families live in a community where very few adults are educated, then parents (especially those who have not attended school themselves) are likely to undervalue the benefits. In a context where either the future benefits of education are unknown or parents display time-inconsistent preferences (i.e. are hyperbolic discounters who undervalue future benefits), the benefits of education will be undervalued and it is less likely that parents will send their children to school. The costs, whether direct or indirect, are more easily observable.
Costs and benefits must also be weighed in terms of household wealth, income, and expenditure. If the costs of education are small in relation to any of these measures, then it is more likely that parents can afford to send their children to school. It is commonplace for household surveys to stratify households into wealth quintiles (the DHS, for example, does this via a principal components analysis); empirical results often find that the likelihood of attending school increases from the lowest quintile to the highest (see, for example, Huisman and Smits 2009; Kazeem et al. 2010) , although this is not always the case. Lincove (2012) , for example, found no direct effect of household wealth on school attendance in Uganda, but did find that the effects of other explanatory variables varied in magnitude according to the wealth quintile. Delprato and Sabates' (2015) multilevel analysis of late entry to schooling in Nigeria highlighted that community-or statelevel wealth effects were greater than those at the household level.
The economic rationale for sending a child to school is, however, just one side of the story: there are various sociocultural differences with respect to religion, caste, tradition, or tribe that might interlink with economic decisions to dictate the norms followed by parents with regard to education. Indeed, it is probable that these factors are driven more by norms at the community or state level than at the household level (Delprato and Sabates 2015) . In societies where patriarchal norms persist, parents may place a higher value on the education of boys than girls. This often stems from the lack of a social security or pension system, meaning that male children are expected to provide for their parents in old age; concurrently, it is common that daughters join their husband's family at marriage (Colclough et al. 2000; Huisman and Smits 2009) , and thus their own parents will realize no financial reward from their education.
However, the findings of Eloundou-Enyegye and Calvès (2006) provide a challenge to this traditional viewpoint: their study suggests that in some contexts, married women often remit to their own families (e.g. in Cameroon) and that their capacity to do so actually increases the more educated they are. Thus a potential paradox exists: parents may be unwilling to educate their daughters in the first place, but more educated daughters might actually remit more money. Eloundou-Enyegye and Calvès (2006) also note the significant control that women in West Africa, and Benin in particular, have over their own earnings-a finding corroborated by field surveys cited in LeMay-Boucher and Dagnelie (2014), which confirm the existence of disconnected financial spheres between husband and wife in Benin. A further disadvantage for girls is that, if the nearest school is quite far away, they might not be allowed to attend until they are slightly older, due to the perceived dangers of walking alone, or the physical effort of walking a long distance.
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Religion also plays a significant role in the likelihood of children-specifically girls-being sent to school. Csapo (1981) cites the distrust of Western education by Muslims and traditional Islamic views on the education of women, as outlined in the Qur'an, as potential barriers to education for girls in Nigeria. Lincove (2015) found that Muslim children in Nigeria were, on average, 23 per cent less likely to attend school-but the effect was more than double for girls (31 per cent) than for boys (15 per cent)-a finding echoed by Kazeem et al. (2010) , who found the same result for Nigeria, although the order of magnitude is dramatically larger: their regressions suggest that Muslim children were five times less likely to attend school than Christians. Lincove (2012) , however, found no effect of being a Muslim on school attendance in Uganda, and Buchmann's (2000) regression results found that Muslim children were no less likely to attend school than their Christian counterparts in Kenya. So, whilst theory predicts that different religions or traditions might place different importance on schooling, the empirical evidence for SSA is mixed. It may well be the case that in many countries, parents of all religions are increasingly willing to educate both their sons and daughters.
The education level of parents is another important consideration: it is highly probable that if parents have attended school themselves, and benefited from the education received, they will be more likely to send their own children to school. In terms of the economic rationale, this might allow the parent to better estimate and appreciate the benefits of education for their own child; this may be particularly true for girls if their mother has attained a certain level of education. Lincove (2015) , for example, found that mothers' years of education was a significant determinant of school attendance for both girls and boys in Nigeria and Uganda. Huisman and Smits (2009) also uncovered positive effects of both parents' education level on school attendance; the effect of mothers having at least some primary education was stronger for girls' than boys' likelihood of being in school.
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Various household-or family-level factors such as household size, birth order, and whether or not a child is adopted might also be considered as explanatory factors with regard to a child's likelihood of attending school. In terms of economic rationale, a larger number of children increases competition for limited household resources (Lincove 2015) . As a result, it might be that children with more siblings cannot attend school, as they are required to complete more tasks at home in order to contribute to household income; and the direct costs of sending many children to school are obviously higher. At the same time, however, a larger number of children might well increase the likelihood that they can attend school, as there are more hands to work and contribute to overall household income. Thus the direction of this effect, if it exists, is unclear. Colclough et al. (2000) presented evidence that, in Ethiopia, the average number of children in a household was higher for school attendees than for dropouts; Glick and Sahn (2006) found that, as the number of children in a household increased, there was no impact on the likelihood that a child would attend a public primary school in Madagascar, although it did decrease the likelihood of a child attending private school. Similarly, Lincove (2015) found no effect of the number of children in a household in Uganda and only marginally significant effects for girls in Nigeria.
Where the number of children is large, it might be that only older (or younger) children are allowed to attend school; as a result, a number of studies have considered the effects of birth order. Huisman and Smits' (2009) regressions for a sample of 30 developing countries indicate that laterborn girls are more likely to attend school than first-born girls; and Kazeem et al. (2010) found evidence that having at least one older brother or more than two older sisters increases the odds of attending school in Nigeria. Chernichovsky's (1985) results suggested that an increase in the number of children aged 7-14 increased the likelihood of a child's attending school in Botswana.
Supply side
The above discussion has highlighted that numerous factors interlink to dictate whether or not a child will be sent to school by his or her parents. However, to consider only factors on the demand side ignores many of the considerations that a parent might take into account. Including estimates of the supply of schooling, and the quality of that supply, is crucial to avoid omitted variable bias in the estimates obtained in empirical analyses. Often, however, institutional data for the total number of schools, pupil-teacher ratios (PTRs), etc. is available only at the national or regional level, making consolidation with survey data at the community or village level very difficult. As a result, many studies fail to accurately account for the supply of schooling.
14 A measure of distance to school might be considered as a proxy for the supply of schooling. School quality is often measured by the PTR, although this variable is clearly endogenous in regressions where the dependent variable is school attendance rates. Huisman and Smits (2009) employ an estimate of 13 Parental level of education is a common explanatory factor of the likelihood of being in school. Other studies finding positive effects of said include Buchmann (2000) , Deininger (2003) , Delprato and Sabates (2015) , Glick and Sahn (2006) , Kazeem et al. (2010) , and Lavy (1996) . 14 Handa (2002) is a notable exception; his study considered a range of factors related to school enrolment in Mozambique on both the demand and the supply side. the number of teachers per 1,000 children ('Teacher Child ratio'), finding a positive and significant effect on school enrolment. This avoids the endogeneity problem, as the denominator is the total number of children of school age in the population, rather than the total number of students. 15 Other variables that have been used to represent school quality include the percentage of teachers who are qualified (e.g. Huisman and Smits 2009; Lavy 1996) , the percentage of teachers who are female (often considered key in explaining girls' participation in education, e.g. Glick 2008; Huisman and Smits 2009) , the use of multi-grade teaching (Glick and Sahn 2006) , and the condition of classrooms. However, the effect of these variables on enrolment or attendance is mixed and it is not unreasonable to argue that some of these measures might matter more for explaining school achievement than attendance.
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Data and methodology
Data
The dependent variable of interest in the empirical analysis is a dummy variable equal to 1 if a child of primary school age was attending primary school in 2005/06. With this particular round of the DHS, the date at which the survey was carried out is important; the 2006 wave for Benin took place between 3 August and 18 November 2006. However, the Beninese government completed the elimination of primary school fees for all in 2006. Specifically, this announcement was made on 14 October 2006, which not only fell during the survey period, but also happened to be after the school year had started. 16 As a result, there may be children surveyed in August or September that were not attending primary school who might have done so in the absence of fees. 17 Unfortunately, it is not possible at this stage to pinpoint whether or not this policy was implemented immediately, or indeed was put in place for the following academic year. Nonetheless, in order to avoid any potential effects of this policy change, the dependent variable used is a dummy equal to 1 if a child was attending primary school during the previous school year (October 2005 -July 2006 . 18 Even then, there may be some confusion on the part of respondents: if they were surveyed in August (and perhaps even September), they may have understood the 'current year' to mean the one just past, as opposed to the one that was about to begin in October. Controls for the month in which the survey took place are included in order to attempt to correct for any misunderstanding on the part of the respondent in later survey months.
The DHS data are stratified as follows: 15 There may be a greater degree of measurement error here, as population ratios are usually based on estimates. 16 The school year runs from October to July in Benin. 17 Information regarding primary school fees is unfortunately unavailable at either the national or the regional level. Of the 90,650 individuals, 17,094 were of school age. Of these, 57 per cent were attending primary school. Control variables are included at the individual, household, and commune levels; Table 2 presents summary statistics of these. Just under half of the sample was female (48 per cent), 3.5 per cent were adopted, and 73 per cent of children of school age also worked. Turning to the household level, a set of dummy variables is included in order to control for the household head's religion, the DHS wealth index (a composite index constructed using principal components analysis, ranking households from 1 ['Poorest'] to 5 ['Richest'] ) and the education level of the household head (a set of dummy variables for none, primary, secondary, or tertiary).
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One-quarter of households were Catholic, 26 per cent Islamic, and 21 per cent Vodoun. Around 65 per cent of household heads had no formal education whatsoever; of the remainder that had attended school, 21 per cent had a primary education, 13 per cent a secondary education, and the remaining 2 per cent a university education. Whilst ideally the child's mother's or father's education level would be included in the analysis here (as the head is not always the parent of the children included in the sample), it was not possible to identify the parent of each child from the 2006 Beninese DHS due to missing data. School considered essential? is a dummy variable taking the value equal to 1 if the respondent answered yes to the survey question 'Do you need to be able to send children to school?' 20 This variable might reasonably be expected to capture household stated preferences for education-some 79 per cent of households considered school to be essential. The average household size was just over 8 and this ranged from 2 to 36. Also included is a dummy variable equal to 1 if the child resided in a rural area (64 per cent did so).
At the commune level, controls are included for the average distance to school and the (log) number of schools per school-age children in each commune. 21 To construct a measure of average distance to school, I follow Huisman and Smits (2009) as follows:
One unavoidable weakness of this calculation is that it assumes children attend school in their home commune. Thus, it cannot account for situations where children live in one commune, but attend school in another. However, this is perhaps the best approximation available, given the data on hand. 
Methodology
Whilst geographical variation in attendance rates is explored in detail below in the form of a multilevel model, a simple logistic regression is presented first. The advantage of doing this lies in the ability to compute average marginal effects, which allow us to gain an understanding of the relative magnitudes of the covariates considered. The single-level logistic regression estimated takes the following form:
where the dependent variable is a dummy equal to 1 if child i was of official school age and attended school during the 2005/06 school year. S is the vector of student-level characteristics; H the vector of household-level characteristics, and the vector C contains commune-level characteristics. Table 3 presents benchmark results for equation (2). In all following tables, the dependent variable is as outlined above. It can be considered a close approximation to the NER, although it is again perhaps best defined as a net attendance rate. Average marginal effects are shown. 23 Column 1 20 The set of possible answers was 'No', 'Yes, essential', and 'Yes, more or less necessary'.
Results
21 Unfortunately, it was not possible to obtain population estimates for the age range 6-11, the official primary school age. Thus the number of schools per children aged 5-14 is shown. 22 There are sometimes concerns surrounding endogeneity of distance-to-school variables: for example, the endogenous placement of schools, in areas where enrolment is low. However, this is unlikely to be a concern here: first, the data are cross-sectional and therefore only measure the number of schools at one point in time-any phenomenon where more schools were being built as a result of initially low attendance would not be captured. Second, the dependent variable is measured at the individual level and the distance variable at the commune level, so reverse causality is not likely to be an issue. 23 See Bartus (2005) for an explanation of why it is preferable to present AMEs when a model contains a large number of dummy variables.
includes the entire sample, whilst columns 2 and 3 perform the same regression for boys and girls, respectively. Looking first at the individual-level factors, the likelihood of being enrolled in primary school is significantly lower for girls than it is for boys: this is in line with expectations, given the considerable gender disparities that exist(ed) in enrolment at primary school in Benin. Specifically, the results suggest that girls aged 6-11 were around 9 per cent less likely to attend primary school than boys. Age and its square suggest a non-linear relationship with the dependent variable, reflecting the pattern outlined in Figure 4 above. The results also suggest that adopted children are less likely to attend school than those related to the family; in a context where income might be low it is understandable that households might give preference to the education of biological children. Interestingly, however, column 3 highlights that the significance of this variable comes entirely from adopted girls, who are around 20 per cent less likely to be enrolled in school than a biological daughter; adopted boys appear to face no such disadvantage compared with biological sons. Further inquiry showed that of four types of child (biological son, biological daughter, adopted son, and adopted daughter), adopted daughters were the least likely to attend school, even when compared with adopted sons. 24 An alternative way to frame this inquiry is to include an interaction term (female*adopted) in the full sample. When tested, this yielded an identical result, with a similar marginal effect (0.19). Lincove (2012) found a similar result in Uganda, but her results showed a larger impact for fostered boys than fostered girls-the opposite of what is presented here-whilst Huisman and Smits (2009) found an overall negative effect on the likelihood of foster children attending school in their panel of 30 developing countries. Worked is a dummy variable equal to 1 if children in the sample carried out any kind of work alongside studying. Again, girls appear to be at a disadvantage compared with boys, the likelihood of attending school being 5 per cent lower for girls who work than for those who do not.
25 This is explored in more detail below.
Turning to the household's religion, the results suggest that children of Islamic households were around 7 per cent less likely to be sent to school than those from Christian homes (the reference category). 26 Those of parents following a traditional/other religion were about 4 per cent less likely to attend. The DHS also inquired as to the ethnicity of individuals, but this was often closely correlated to religion and did not provide any additional insights when tested in the model (not shown). It is clear that, as household wealth increases, so too does the likelihood that children attend primary school. For instance, those in the lowest wealth quintile were some 29 per cent less likely to attend school than those in the richest (the reference category). This echoes results in studies such as Huisman and Smits (2009) and Delprato and Sabates (2015) (Nigeria), which also found an increasing likelihood of school attendance as household wealth level increased, although Lincove (2012) found no effects of household wealth on school attendance in Uganda. The effects of household wealth again suggest some difference by gender: girls from the poorest households face a slightly lower disadvantage relative to boys than those in the upper quintile-perhaps a reflection of the higher value placed on boys' work. This is explored in more detail below. Similarly, household heads that had attended primary or secondary school were more likely to send their own children to primary school than those with no education (the reference category); there is little difference here by gender. Obviously, it might be the case that richer families are often more educated, or it might be the case that Christian families are more likely to be wealthy (reside in wealthier regions, etc.). In order to investigate, Tables 4a and 4b display the predictive margins of being in a Christian home by wealth level and the predictive margins of having a more educated household head by wealth level, respectively. 24 Results not shown, but available upon request. 25 The results of a logit model where female and worked were interacted revealed a similar result (not shown), with the AME around -5%. 26 The 'Christian' category includes 'Protestant', 'Catholic', 'Celsete', and 'Other Christian'. It is clear that, holding wealth level constant, household religion and household head's education still have an impact on the likelihood of a child's attending school. In particular, children of Christian parents are consistently around 5-6 per cent more likely to attend school, regardless of household wealth level. Turning to Table 4b , again it is clear that holding wealth constant, the likelihood that a child is sent to school is greater if the household head has primary education than no education, and greater for those with secondary than primary education. Interestingly, holding wealth level fixed, the household head having a tertiary education does not increase the probability that a child will attend school compared with a secondary education.
Looking at the commune-averaged variables in Table 3 , male children in rural areas are less likely to be enrolled than males in urban areas; it also seems that distance to school matters only for boys. This result emerges in direct conflict to the thinking that parents will be less likely to send their female children to school because of the long distance to walk, fear of attack, etc. The supply of schools is, however, important-the variable Schools per 5-14-year-olds reflects the number of schools in a given commune, divided by the population aged 5 to 14 years. 27 The positive and significant coefficient on this variable for children of both genders suggests that, having controlled for demand-side factors, school availability also matters for attendance rates. However, these results warrant closer inspection; due to the relatively high correlation between average distance to school and number of schools (-0.57), the effects of these variables are examined in isolation. The results in columns 4 and 6 suggest that both distance and the number of schools affect the likelihood that a child attends. However, when interacted with the rural dummy (columns 5 and 7), it appears that neither distance to school nor the number of schools has a stronger effect in rural areas, although the signs are in the expected direction.
As a further check on the role of distance to school, columns 8 and 9 investigate the extent to which this variable can shed light on the opportunity cost of attendance by subdividing the sample by gender and examining the interaction of distance to school and whether or not a child worked.
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There is no significant effect of distance on girls' attendance if they worked (column 9), but the result for boys presents evidence that distance to school is an important concern for those that worked alongside studying (column 2). The negative and significant AME on the interaction term suggests that boys who worked alongside studying were even less likely to attend a school that was far away than those who did not work. This lends support to the hypothesis that the opportunity cost of schooling is taken into account when deciding whether or not to send a child to school. Indeed, it suggests that the opportunity cost of sending boys to school is higher than for girls.
A number of explanations for the differences observed between the genders might be considered: first, boys' labour, or the nature of their labour, may contribute more to family income than girls' and so the opportunity costs of travel time are more heavily felt. Indeed, of those children carrying out 'work in the field', 68 per cent were boys; conversely, only 37 per cent of children that carried out 'domestic work' were boys. Second, the climate in Benin at that time-of promoting enrolment for all-might have seen parents under pressure to (be seen to) send their daughters to school, so that even those required to work were encouraged to attend to a greater extent than were sons. This result echoes the findings of, for example, Colclough et al. (2000) , who found that boys in both Guinea and Ethiopia that had dropped out of school did so primarily to earn money, although Buchmann (2000) found that from a sample of 146 children who had dropped out of school in Kenya, only one did so for employment and one to help in the household.
Testing an alternative dependent variable
Whilst the dependent variable used above adheres closely to a measure of net enrolment in Benin, it is not a perfect barometer of primary school attendance. Figure 4 showed that many children in primary school in 2005/06 fell outside the official age category of 6-11. Furthermore, related studies in this field have imposed different criteria for classifying school attendance status: Huisman and Smits (2009) consider only those aged 8-11 in a panel of 30 countries; Lincove (2015), those aged 6-13 in Nigeria and Uganda (although crucially, they omit any children that had already progressed to secondary school); Buchmann (2000) , those aged 13-18 in Kenya; Lincove (2012) , those aged 6-12 years old in Uganda. To the best of my knowledge, only Deininger (2003) provides estimates for a number of alternative age ranges (Uganda).
Whilst some of this disparity in the dependent variable used naturally results from different official starting ages and lengths of school cycles in each country, it can hamper the comparability of results across studies and across countries. An appealing approach is outlined in fhi360 (2013), which argues in favour of classing the school age as between 7 and 14 years old and abandoning the arbitrary definitions of 'primary' or 'secondary'. These bounds are influenced by the fact that 'in all countries, compulsory education begins by age 7 or earlier' and 'the ILO minimum age convention establishes age 15 as the minimum legal age for entering any form of employment' (fhi360 2013: 48). As a result, any child falling within this age bracket should be expected to be in school. To follow this definition for the Beninese sample would lead to the loss of those children aged 5 and 6 who are attending school. However, by extending the upper age range of the sample to 14, the analysis can account for many more children attending, or who have completed, primary school. In the robustness checks included in Appendix A, the dependent variable is thus a dummy equal to 1 if (i) a child is aged between 5 and 14 and (ii) (s)he is either in or has completed primary school.
29 All of the previously reported results hold using this alternative dependent variable; the only differences arising are small changes in the magnitude of certain independent variables.
A multilevel approach
The results presented in Section 5 have highlighted that factors on both the demand and supply side were important determinants of school attendance in Benin in the 2005/06 school year. As shown in Section 2, stark regional disparities exist in Benin with regard to attendance rates. Whilst a number of studies acknowledge that factors at the household, community, or district level might impact on school attendance in SSA (for example, Handa 2002; Huisman and Smits 2009; Lavy 1996) , only Delprato and Sabates (2015) have explicitly modelled this econometrically by taking account of unobserved heterogeneity between higher-level clusters. The consequence for the econometric analysis of ignoring this is a violation of the assumption that observations are independent from one another; unobserved heterogeneity at higher levels leads to cluster-level interdependence between units (Skrondal and Rabe-Hesketh 2004) . The traditional approach to dealing with such data is to turn to a multilevel (or hierarchical) linear model (MLM) (HLM), the simplest of which is the random intercepts or variance components model, which estimates a random intercept for every higher-level unit, such as commune or department.
Random intercepts model
After testing various multilevel structures, it turned out that, whilst all performed better than the single-level model above, a three-level model, as shown below, was preferred to any two-level model.
The basic variance components model takes the form
where
] is the log-odds that child i in household j in commune k is attending school. 0 is the intercept shared by all individuals, households, and communes. is the effect of commune k, is the effect of household j, and is the child-level residual error.
The models here are computed using second-order penalized quasi-likelihood (PQL2) in MLwiN (Rabash et al. 2015) via the Stata module runmlwin (Leckie and Charlton 2013) . When selecting the appropriate means by which to estimate multilevel equations, it is necessary to choose a method that is unbiased, but also computationally feasible. Simulations in Rodriguez and Goldman (2001) show that, out of the choice of 1 st and 2 nd order marginal quasi-likelihood (MQL) and 1 st and 2 nd order PQL, 2 nd order PQL estimation provides the closest approximation to maximum likelihood estimation (MLE). Whilst, ideally, MLE would be used to obtain all the estimates, this is computationally very intensive for models beyond the null; Stata's commands such as xtmelogit often take many hours or days to converge, if they do at all. Appendix B displays estimates of the variance of the random effects in equation (3) using MQL1, MQL2, PQL1, PQL2, and MLE; whilst there is still a downward bias in the estimates of 2 and 2 compared with MLE, PQL2 performs substantially better than the other quasi-likelihood estimators. Given that MLE estimates for models beyond the null are computationally very difficult to obtain, PQL2 is the preferred method here.
Column 1 of Table 5 displays results from the random intercepts model, as per equation (3). Odds ratios are displayed, as it is not possible to compute marginal effects for multilevel models. Thus, it is difficult to compare the magnitude of the covariates with the single-level logistic regressions. The estimate of 0 suggests that the log-odds of a child of school age attending primary school in an 'average' household/commune are 0.32.
In order to examine and interpret each of the variance components outlined above in (4), a variance partition coefficient (VPC) can be calculated, which, for the unconditional model in column 1 of Table 5 , 'report[s] the proportion of the observed variance at each level of the model hierarchy' (Leckie 2013: 21) . Thus, the VPC provides an indication of those levels at which the most residual variation in the likelihood of attending school exists. The discussion in Section 2 has already highlighted the significant inter-commune disparity in school attendance rates, so the expectation is that a significant amount of variation will exist at this level. The VPCs are calculated for the commune and household, respectively, as follows: In the case of a binary outcome, 2 is fixed at 2 3 ≈ 3.29, the variance of the standard logistic distribution. For the null model, the VPCs are 0.240 and 0.113 for the household and commune, respectively. Thus, for the null model considered in column 1, 24 per cent of the variation in school attendance rates is between households, and only 11.3 per cent between communes. An alternative means by which to interpret variance components is the intra-class correlation coefficient (ICC), which measures correlation or similarity between observed responses within a given higher-level cluster unit. The ICCs for the commune level, , and the household level, , are calculated as follows:
Thus, an ICC of 0.113 for the commune level represents the between-commune correlation in the odds that a child is attending school. An ICC of 0.353 shows that the between-household withincommune correlation is much higher, suggesting a higher correlation between the odds that any two children from different households in the same commune are attending school and the odds that any two children from different households in different communes are attending school.
A caterpillar plot of the commune-level residuals ( Figure 6 ) shows a significant number of communes where the 95 per cent confidence interval does not overlap with zero, suggesting that attendance rates are significantly higher or lower than average in these communes. The significant between-commune-within-department variance, discussed in Section 2, is also confirmed here; Figure 7 illustrates that whilst some departments, such as Alibori and Plateau, contain only communes with a negative random intercept residual, others, such as Atacora, Borgou, and Zou, contain communes where the random effect is both above and below the average. 31 31 Note that initial diagnostics deemed that the computational complexity of adding a department level to the model in Table 5 led to little gain in model performance. Therefore, it was not included, but the graphical insight here is nonetheless useful. In column 2 of Table 5 , covariates are included at the individual level. The VPC in columns 2-4 takes on a slightly different interpretation; in conditional models, it represents the degree of unexplained variance that exists at each higher level. Having controlled for individual-level factors, we see that 12 per cent of residual variance in school attendance exists between communes and some 31 per cent between households.
When household-level variables are included in column 3 of Table 5 , the variance component attributable to the household level falls from 1.800 to 1.418, representing a reduction in betweenhousehold variance of 21 per cent.
32 Thus, the household covariates included (household wealth, religion, size, and stated preferences for education) explain around one-fifth of the residual variation in attendance rates. The remaining household-level variation is attributable to some unobserved factors not accounted for here. The VPCs for the household and commune fall to 27.9 per cent and 7.3 per cent, respectively.
In column 4, commune-level variables are added to the model. Immediately clear is that the commune-level variance component falls from 0.355 to 0.241; the VPC for communes falls from 7 per cent to 4.9 per cent. Thus, the inclusion of distance to school and number of schools in the model helps to explain around one-third of the commune-level variation in primary school attendance. This result suggests that the regional differences observed in Benin are due to other unobserved factors at the commune level, such as regional differences in labour markets, culture, or traditions. The model has also shown that, overall, relatively little of the regional variation in attendance rates displayed in Benin is attributable to commune-level factors: only 4.9 per cent of the total remaining variation is at the commune level, whilst some 30 per cent is due to factors at the household level. Thus, the greatest improvements in attendance rates might be realized by focusing on raising household income, or changing attitudes toward educating daughters.
Random slopes model
The random intercepts model of Section 6.1 assumed that the effects of each of the independent variables was fixed across communes, and across households within communes. In order to test the validity of this assumption, it is possible to estimate a random slopes model, which allows both the intercept and the coefficient (slope) of explanatory variables to vary randomly across higher-level units. The particular focus here is on commune-level effects of household wealth on school attendance. The model takes the form
Column 5 of Table 5 reports the results of equation (9), which allows the slope of mean-centred wealth to vary across communes. The effect of wealth on the log-odds of attending school in commune k (i.e. the average effect of wealth) is given by 1 + 1 , which in this case is estimated to be 0.498 + 1 . The between-commune variance in the effects of wealth, 1 , is estimated to be 0.037.
The between-commune variance in attendance, , falls from 0.241 to 0.214, which suggests that the distribution of wealth does indeed vary across communes (otherwise, would have remained unchanged). The estimated commune intercept-wealth slope covariance is negative (-0.043), which shows that those communes with below average primary school attendance rates (i.e. where 0 < 0) also tend to have above average effects of wealth (i.e. where 1 > 0). Table 5 .
In terms of potential policies to increase school attendance, this exposition is useful. Communes in the upper left quadrant represent those where the effect of wealth on attendance is above average, whilst school attendance itself is below average. Therefore, these communes represent those areas where the greatest improvements in school attendance rates could be realized through policy interventions that either raise income or lower the cost of schooling. The analysis of Section 5 suggests that lowering average distance to school (by building more schools, improving the road network, etc.) might free up time for boys to work (and thereby contribute to family income) alongside studying, thus lowering the opportunity cost of attending school. This provides a clear example of how supply-and demand-side considerations work hand in hand to determine whether a child is sent to school.
Conversely, communes lying in the lower left quadrant are those where attendance rates are below average, but the effect of wealth is also limited; increasing wealth levels here might have a limited impact on school attendance rates.
Conclusion
This study has sought to shed light on the determinants of primary school attendance rates in Benin, a country that despite seeing almost unparalleled improvements in school attendance, gender parity, and education completion over the last two decades, has been practically ignored in the literature. The results presented here have generated numerous insights.
First, the analysis of Beninese statistics has echoed the findings of, for example, Sandefur and Glassman (2015) , who found that administrative statistics (in this case from either INSAE or UIS) overstated school enrolment compared with household surveys (DHS). For the school year 2005/06, DHS estimates of enrolment (attendance) were around 15 percentage points lower than those from UIS or INSAE.
Second, large regional disparities existed during the year of study (2005/06) and, indeed, still do in the most recent DHS data. The empirical analysis has presented evidence that factors on both the demand and supply side are predictors of whether or not a child will attend school. Richer households, those following a Christian religion, and those with more educated household heads were more likely to send their children to school. Despite the narrowing gender gap in Benin at the time, girls still had a lower likelihood of attending school than boys; adopted girls seemed at the greatest disadvantage. Focusing on the role of child labour, the empirical results highlight that boys who worked alongside studying faced a higher opportunity cost of travel time to school, but girls did not face a similar disadvantage.
Whilst much of the literature investigating the determinants of school attendance or enrolment has acknowledged that factors at the community or state level might play a part in determining enrolment trends, many studies continue to ignore higher-level clustering in the data. In attempting to shed light on the large regional disparities that exist in Beninese primary school attendance, the present work has explicitly modelled higher-level variation in school attendance by using a multilevel modelling strategy. A three-level random intercepts model, estimated at the individual, household, and commune levels, highlighted that there were a number of communes where primary school attendance was significantly lower than average. After controlling for individual-, household-, and commune-level factors, the model is able to explain a large portion of the between-commune variance in attendance rates. However, it also suggests that much of the residual variance in attendance between communes is actually due to factors at the household level.
A random slopes model suggests a number of communes where average school attendance is below average and the effect of household wealth is above average. Such regions might stand to benefit most, in terms of school attendance rates, from government policy that raised household incomes, or reduced the costs of schooling. 
