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than theoretical. Various parallel programming kzchniques are described in the 
context of a shared-memory multiprocessor, and though no particular architecture 
is identified perhaps it is useful to know that the author is employed by Encore 
Coiilputer Corporation. To avoid the machine-dependent extensions of Fortran 
which are commonly used to program such architectures, the author introduces and 
uses throughout a subset of Fortran 77 which he calls Tiny Fortrun. All the necessary 
features for invoking and controlling parallelism are then subroutine or function 
calls. While this seems to work quite well, the omission of the type LOGICAL leads 
to the use of integer flags in a way that some will deprecate. Processes are created 
and destroyed by process-fork and process-join, and variables are private 
unless tile arguments of earlier calls to the subroutine shared, which also needs to 
be told how many bytes they occupy! All this is crude, but effective, and the author’s 
intention is that there be a simple mapping from these features to those found in 
practice. 
The main concepts for the control of parallelism are spin locks and barriers. 
Semaphores and events are not described until the final chapter-so clearly the 
reader is meant o regard these as less fundamental. The main concepts are introduced 
very gradually-this really is an introduction-with ample simple illustrative pro- 
grams. Thus the discussion of spin locks starts on page 83, that of barriers on page 
103, and deadlock is not discussed until page 264. The space between is full of 
illustrations of how to split loops between parallel processes and how to overcome 
some of the problems of data dependency which can arise when you do this. 
The programs are not entirely free of errors, but there are many programs and 
rhe errors fairly few and unimportant. The examples are, in some cases, quite 
substantial, e.g. a parallel discrete event simulation (in Tiny Fortran!). To those 
who know much about parallel pro;.ramming this book will be painfully slow. It is 
clearly intended for those with almost no previous exposure to the area. In general 
such people will not be computer scientists but application programmers from other 
disciplines. The main value of this book to the academic computing community is 
in the demonstration it provides of how painful it can be to modify a sequential 
program to exploit parallelism using these constructs. If effective use of parallel 
computers cannot be made easier than this they may never catch on! 
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This book is an introductory textbook on principles of concurrent and distributed 
programming aimed at advanced undergraduates. It extends the earlier textbooks 
by the same author on concurrent programming to include material on distributed 
programming and on implementation of concurrent programs. The treatment of 
concurrent programs is also made significantly more formal. The book is in three 
parts. 
I found the exposition of shared memory concurrent programs in Part 1 of the 
book attractive. Primitives such as load and store over shared memory, semaphores 
and monitors are carefully explained, Solutions to typical concurrent programming 
problems such as mutual exclusion, producer-consumer, eaders-writers and dining 
philosophers are developed using these primitives. Ben&i rigorously analyses the 
concurrent algorithms for their safety and liveness properties including deadlock 
freedom, starvation freedom and fairness. 
The properties are formulated as logical assertions. Assertions describe values of 
variables at specific locarib~~s (identified by giving labels) in the process text. Further, 
the assertions may be combined using connectives of propositional ogic as well as 
operators %enceforth” and “eventually” of linear temporal ogic to describe proper- 
ties of executions. For example, consider the following description from the book. 
Strong&fair semaphore If the semaphore is signaled infinitely often, 
eventually every waiting process will complete the semaphore instruction 
(that is, if I is the location of Wait instruction, eventually the instruction 
pointer of the process will be at I’: the next location following the Wait). 
Wait(S) : at(l)KlOS>O * Oat(1’) 
Signal(S):S:= S+l 
The specification notation suitably expresses most of the properties of interest 
without requiring complex encodings. 
If an algorithm does not satisfy a desired property, an execution invalidating the 
property is outlined. On the other hand, if the property is satisfied, a rigorous proof 
of this is given. The proof is given by formulating invariants which hold at particular 
locations in the process text. Atomic transitions between program locations and the 
conditions under which these transitions can occur are identified, assuming inter- 
leaved execution of concurrent processes. Desired safety and liveness properties 
are proved by showing that all possible execution (i.e. sequences of transitions) 
satisfy these properties. The proof method is well-known from the research work 
of Lamport, Owicki and Pnueli. Ben-Ari succeeds in using it for a clearer exposition 
of concurrent programs in a way suitable for an introductory textbook. In my 
opinion, the formal approach followed here helps significantly in clarifying the 
* complexities of concurrent algorithms. For most parts, the balance between fcrmality 
and rigour is adequate for an introductory textbook. However, I have doubts about 
the reliability of the suggested method of checking the validity of linear temporal 
formulae by drawing timing diagrams. For each formula, many diagrams must be 
drawn and it is very easy to overlook exceptional cases which invalidate a formula. 
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‘Ihe whole point of using a formal method is to guard against such errors. In my 
opinion it would be much better to use a formal calculus for temporal formulae. 
Unfortunately, the exposition of distributed programs in Part 2 does not have the 
same rigour as concurrent programs. Languages Ada, occam and Linda are briefly 
described and compared. The discussion of the distributed programming languages, 
especially occam and Linda, is aimed more at giving the reader a flavour of the 
language primitives rather than a thorough understanding. The description of Ada 
primitives such as timed entry calls, select with delay alternatives and priorities is 
highly simplified and perhaps shelters the reader from the realities of the language 
and distributed programming. The explanation of distributed algorithms is often 
sketchy and hard to follow. 
Part 3 of the book discusses implementation of concurrent and distributed pro- 
gramming mechanisms on a single processor as well as multiprocessor architectures. 
A brief description of the implementation of occam programs using transputer 
networks is also provided and there is a chapter on real-time programming, Again 
the material gives an overview of some implementation techniques but it does not 
provide a self-contained explanation of these techniques. 
Ada is used as unifying syntax throughout the book as it allows both shared 
memory and message passing concurrent programs. Executable Ada code for the 
concurrency primitives and examples described in the book is given in the appen- 
dices. By studying these, the reader may gain some idea of how to translate to Ada 
the programs developed in other better understood concurrent programming 
languages. 
In conclusion, Principles of Concurrent and Distributed Programming by Ben-Ari 
can be recommended as a good introductory textbook on shared memory concurrent 
programs, although the material on distributed programming and implementa- 
tion of concurrent programs would need considerable supplementing for effective 
understanding. 
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