The dynamics of neural networks in the brain is greatly influenced by noise. In the nervous system, sources of noise are everywhere (in the stimulus, in the uncorrelated activity, in the synapses, in the channels), and the emergent phenomena related to these random events such as spontaneous spiking and random collective behaviours are of special importance in the study of the neural code.
Motivation
The dynamics of neural networks in the brain is greatly influenced by noise. In the nervous system, sources of noise are everywhere (in the stimulus, in the uncorrelated activity, in the synapses, in the channels), and the emergent phenomena related to these random events such as spontaneous spiking and random collective behaviours are of special importance in the study of the neural code.
Usually, networks of integrate-and-fire neurons with a noisy external drive are studied using the Fokker-Planck equation [1] . Under the assumption of sparse random connectivity, it has been shown that the network dynamics can be in one of two regimes, depending on the parameters: a desynchronized stationary regime, and a weakly synchronized oscillatory regime. However, this approach does not seem to be fully satisfactory because it cannot be easily applied to more general neuron models.
Mathematical approach: bridging neuroscience and communication networks theory
We propose a framework inspired by the communication network theory to study this type of networks. In contrast with classical analysis (considering the membrane potential of the cells), we consider an event-based description of the network and define a Markov process related to the times of the spikes, the countdown process.
We show that this biologically inspired model is formally equivalent to a class of stochastic networks studied in the field of probability theory [2, 3] . Our work consists in generalizing the results obtained in this field to the more intricate biologically-inspired model, and address new questions of special interest for the biological applications under this framework.
Spike train statistics
In this model, the probability law of the time of the first spike is a fundamental parameter, hence we need to characterize the spike trains statistics as fast and accurately as possible. To this aim, we review and extend some methods coming from stochastic analysis. For instance we show that for classical integrate-and-fire models, the problem reduces to finding the hitting time of a curve by the Brownian motion, using the Dubins-Schwarz' theorem of local martingales representation.
Event-driven stochastic simulator
This approach leads to a natural event-driven simulation strategy we implemented by extending the software Mvaspike [4] . We show some simulation results illustrating transient behaviours of the network.
