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I. INTRODUCTION 
The production of hogs historically has been an important enterprise 
on I owa fanns and likely will remain so in the future . Iowa has been the 
l eading hog producing state in each of the last 45 years , and in recent 
years it has accounted for approximately 25 percen t of the ann ua l U.S. 
produc tion . 
Though Iowa hog produc tion has tre nded upward since 1925, there 
have been significant year -to-year fluctuations in the numbe r of s laugh-
ter-hogs sold . These fluc tuations occur because of fluctuations in 
produc tion levels . Fluctuations in production levels are illustrated in 
Figure 1.1. The annual Iowa pig crop from 1925 to 1970 is compared with 
a linear tre nd line to show the major year-to-year fluctuations that 
h ave occurred . 
A. Problem 
Information that would provide better expla nations and predictions 
of fl uctuations in hog production would be useful t o pro duce rs, packers, 
retailers , and policy makers . 
Year-to-year fluc tuations in slaugh ter-hog marketings contr ibute t o 
year-to-year changes in hog prices and thus profits from hog production . 
Information that would he lp a producer anticipate changes in levels of 
hog production would be useful in making manageme nt decisions. 
Packers also need to know when t here will be a need to either in-
c rease or dec rease slaughter rates to plan employmen t and construction of 
plant fac i liti es . Retailers need to know what the supply of pork will be 
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Figure 1.1 . Annual pig crop for Iowa with a linear fitted trend line 
[17) 
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so that the y can plan pricing policies and advertising programs. 
Policy makers are concerned with the fluctuations in slaughter-hog 
produc tion because the levels of hog production affect feed grain con-
sumption and prices, employment in the packing industry, tax revenues, 
and investment in machinery and equipment. 
Much of the previous research on this topic has focused on the rela-
tionship between hog prices or expected hog price and aggregate hog 
production . Burnham (7) studied the effect of the hog to corn price 
ratio on hog production in Iowa. He conclude d that the hog to corn price 
ratio has been an important factor in determining the amount of pork pro-
duced and should remain so as long as corn remains a major hog-production 
input . In the past, high ratios have caused an increase in the nwnber of 
sows farrowed and low ratios have caused a decrease . 
James and Beneke [18) suggest that fluctuations in hog production 
occur because price plays a major role in dictating future production 
for a hog producer, but it takes approximately one year for the results 
of a producer's decision to increase hog production to be realized and 
slightly less time for the results of a decision to decrease hog produc-
tion to be realized. 
Results of previous resea rch suggest that change in actual or 
expected prices ar e one cause , but not the only cause , of changes in 
slaughter-hog produc tion levels . To be tter explain and predict these 
changes more in formation is needed about: 
(1) Which produce r s make changes and which producers do not make 
changes, 
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(2) What characteristics (i.e., type of operation, type of facili-
ties, size, etc.) distinguish producers who make changes from those who 
do not make changes, 
( 3) Which producers make cyclical and which make countercyclical 
changes, 
(4) What factors, prices and others, a r e important in causing the 
producer s who do make changes to increase or to decrease p r oduction 
levels, and 
(5) What factors affect the size of changes made. 
This information should provide a better understanding of fluctua-
tions in hog production, and it may identify factors that would make 
better predictions of changes possible and provide insight as to whether 
the patterns of fluctuations are changing. 
B. Objectives and Scope 
The objectives of this study are: 
(1) To identify char ac t e risti cs of producers who made and who did 
not make slaughter-hog production level changes from 1967 to 1971, 
(2) To determine if the probability that a producer in a given size 
class will change his l evel of s laughter-hog production stays the same 
ove r time, 
(3) To determine if producer s with certain types of hog operations 
are more likely to change their levels of s laughter-hog product ion, 
(4) To determine what factors producers consider when deci ding whe-
the r to change level s of slaughter-hog production and the amounts of 
s 
changes, and 
(S) To determine if the same factors are consider ed in different 
change periods . 
This study will not involve an attempt to quantify a supply func-
tion for slaughter-hogs, where quantity supplied is related to price 
level. Rather, the emphasis will be on determining the extent to which 
price is a factor considered by producers changing their slaughter- hog 
production levels. 
C. Procedure 
The general approach of this study will be to formulate and test 
hypotheses. Data used in testing the hypotheses were obtained from a 
survey of 489 Iowa hog producers. 
D. Outline of Remaining Chapters 
In Chapter II five hypotheses are stated and previous research that 
relates to each hypothesis is discussed . The data sour ces, the specific 
data needed, and the analytical procedures used to test each hypothesis 
are discussed in Chapter III. Chapter IV presents the results of tests 
for the five hypotheses and Chapter V sunnnarizes the conclusions of the 
analyses. 
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II . STATEMENT OF HYPOTHESES AND LITERATURE REVIEW 
In t his study five hypotheses about year-to-year changes in produ-
cers ' levels of slaughter-hog production are developed and tested. In 
this chapter the hypotheses are stated and discussed and previous research 
per taining to each hypothesis is reviewed. 
A. Hypothesis I 
Producers with the following characteristics made the following kinds 
of changes in their levels of slaughter-hog production during the period 
from 1967 to 1971: producers who were tenant operators, had less educa-
tion than the average producer, had hogs as their only livestock enter-
prise, were middle to older aged, did not have excess capacity in their 
hog facilities at the end of 1971, sold fewer slaughter-hogs in 1967 
than did the average Iowa producer, operated less than the average number 
of acres, had capital intensive hog facilities, and had less management 
ability than the average producer did not make substantial changes in 
their levels of slaughter-hog production during the period from 1967 to 
1971 . Producers who were owner-operators, had an average or an above 
average amount of education, had two or more livestock enterprises, were 
young to middle aged, had excess capacity in their hog facilities at the 
end of 1971, sold more slaughter-hogs in 1967 than the average Iowa pro-
ducer, operated an average or above average number of acres, did not have 
capital intensive hog facilities, and had an average or above average 
amount of management ability made substantial changes in their levels of 
slaughter-hog production in one or more of the four change periods 
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1967-68 , 1968-69, 1969-70, and 1970-71. 
An owner-operator is more likely to make changes in his slaughter 
hog production levels than is a tenant operator. The owner-operator has 
only to convince himself that he should change his level of slaughter--
hog p r oduction. A tenant operator, on the other hand , may be able to 
change his production level only if both he and the landowner decide 
that a change would be desirable. 
The greater t he numbe r of years of education a producer has the more 
likely he will study materials relating to all phases of hog production. 
This , in turn, should make hlm aware of the factors that should affect his 
planned production levels. If he is aware that some or all factors are 
less (more) favorable to hog production, he will probably be more inclined 
to make changes in his slaughter-hog production levels . 
The greater the numbe r of livestock enterprises on a farm, the 
greater the chance a producer will make changes in his slaughter-hog pro-
duction levels. With more livestock enterprises there is more opportunity 
to shift available resources , e . g ., labor and feed, from one enterprise 
to another. 
As the age of a producer increases it i s expected that he will be 
less likely to make changes in his slaughter-hog production l evels . 
Older producers will usually have their f acilities and operation esta-
blished and may pay l ess attention to some of the decision making factors 
that might cause younge r producers to change their slaughter-hog produc-
tion levels. Older producers may not try to outguess the market as much 
and may produce nearly the same number of hogs every year, because they 
are financially more able to withstand the bad years . 
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Producers with excess hog facility capacity at the end of 1971 are 
more likely to have changed their production levels over the previous 
five years . Producers with excess capacity in 1971 may have always main-
t ained excess capacity, added capacity in a previous period, or decreased 
production in a previous period. The last possibility seems most likely. 
Thus a producer with excess capacity in 1971 is likely to have substan-
tially decreased hog production in a previous period . 
The smaller the number of hogs sold for slaughter in 1967 the less 
likely is a producer to have made changes in his slaughter-hog production 
levels . A producer who sold a small number of hogs in 1967 but continued 
production through 1971 is less likely to have decreased production but 
no more likely to have increased production than a producer who sold a 
larger number in 1967. Thus the likelihood of a change is less for the 
producer who sold fewer hogs in 1967 . 
As the number of acres operated increases, it is more likely that a 
producer will make changes in his slaughter-hog production levels. The 
larger the number of acres operated , the greater is the opportunity to 
shift resources, e . g . , labor, from livestock to crop activities, or vice 
versa. Also, producers who farm more acres may depend primarily on crops 
for their income and choose to produce hogs only when opportunities for 
profit appear to be exceptionally good . 
Producers who have permanent capital-intensive swine facilities may 
not be as capable of making adjustments in their slaughter-hog production 
levels. Producers with capital-intensive facilities may have higher fixed 
costs but lower variable costs than other producers. Thus it is more 
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likely that the capital-intensive facilities will be operated at capaci ty 
when producers with lower fixed cost facilities decrease production because 
price falls below variable cost. 
To evaluate a hog producer's management ability, two categories of 
management factors will be analyzed. The categories are attentiveness 
and progressiveness. An attentive hog producer is considered to be a pro-
ducer who keeps himself abreast of the latest swine information and current 
market situation. A progressive hog producer is considered to be a pro-
ducer who has taken steps to improve his management ability. 
The following factors are expected to provide information as to the 
progressiveness and attentiveness of Iowa slaughter-hog producers: the 
use of computer records, the quality of swine records, the number of bids 
received when selling slaughter-hogs, the number of different outlets 
sold to when marketing hogs, and use of the futures market. 
The use of computer records and quality of swine records indicate 
progressiveness. A producer who kept his farm records with the use of a 
computer and who keeps a good set of swine records is considered to be 
very management oriented and would be more likely to make changes in his 
slaughter-hog production levels than would a producer who does not keep 
these types of records . A producer was judged to have kept a good set of 
swine records if records were kept for two or more of the following 
items: the weight and/or number of pigs sold, amount of feed fed, and the 
amount of labor used. 
Three factors will be used to reflect a producer ' s attentiveness to 
the market situation and other aspects of his hog enterprise and farm 
10 
operation . The greater the numbe r of bids received fo r slaughter-hogs , 
the greater the number o f outlets sold t o from 1967-1971 , and the 
greater the use of futures marke t s , the more likely is a producer to make 
changes in his slaughter-hog produc tion l evels . 
Hypothesis II is concerned with the sys tem of changes that occur 
from year-to-year for a given "type " of hog operation . The type of hog 
operation i s determined by the way in which feeder pigs were acquired . 
Feeder pigs are pigs that are jus t entering the growing stage of slaugher-
hog production . 
B. Hypothesis II 
Hog producers in certain size classes are more likely to make changes 
in production levels than are producers in other size classes , and the 
system of year-to-year changes in levels of slaughter- hog production 
va ries over time . More specifically, the probability that a producer in 
size c lass j in year t will mo ve to size class i in year t+l is different 
than the probability that a producer in size class k in year t will move 
to size class i in year t+l, and is also different than the probability 
that a producer in size class j in yea r t+l will move to size class i in 
yea r t+2. A producer's size class is dete rmined by the number of 
sla ughter-hogs sold . 
Judge and Swanson f 201 studied the pattern of changes from 1946 to 
1958 of 83 hog-producing firms in Illinois. The number of litters of 
hogs produced hy each firm ln a year was the variable used in c lassifying 
firms by size. 
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Seven size classes were defined and movements between these size 
classes fo r pairs of consecutive years reflect the pattern of changes in 
the number of litters of hogs produced by the firms. 
The results indicate that there was a strong tendency for the hog 
firms t o remain in the same size class from one year to the next . Part 
of the reason for this result may have been the arbitrary definition of 
the class ranges. If there had been more classes and smaller class ranges 
t he number of producers changing size classes would have been larger . 
J udge and Swanson also concluded that of the producers who did make 
year-to-year changes, most moved to adjacent size classes. Most enter-
ing producers entered the smallest size class and most exiting producers 
exited from the smallest size class . 
Results of tests of hypo thesis II will provide infonnation about 
whether probabilities of changes in slaughter-hog production differ among 
producers in different size classes and whether these probabilities vary 
over time. These r esults will not provide information about whether 
probabilities of change vary between producers with different types of 
hog oper ations. The latter information will be obtained from tests of 
hypothesis III . 
C. Hypothesis III 
The system of year-to-year changes in levels of slaughter-hog 
production varies between different types of producers within a change 
period . More specifically, the probability that a producer engaged in 
X type of hog production and in size class i in year t, will move t o 
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size class j in year t+l different than the probability that a producer 
engaged in Y type of hog production and in size class i in year t will 
move to size class j in year t+l . 
Four types of hog operations we r e distinguished. They were opera-
tions t hat farrowed-finished only, purchased feeder pigs only, fa r rowed-
finished and sold feeder pigs only , and a diversified group. The dive r -
sified group includes operations that combine two or more of the first 
thr ee types . These types of hog operations will be discussed in more 
detail ln Chapter III . 
Hypothesis I was deve loped to identify characteristics that are asso-
ciated with producer s who make changes in their slaughter-hog production 
levels. Hypothesis II and III were developed to gain insights into the 
system of changes in s laughter-hog production. The last two hypotheses 
will dea l with the r easons changes occur in slaughter-hog production and 
fa ctors affecting the sizes of changes . 
D. Hypo thesis IV 
In order of importance, factors contributing to the sizes of increa-
ses a nd the sizes of dec reases in individual producers' levels of 
sla ughter-hog production ~re the e xpected pro fitability of hog production 
( c~onomlc vnrlnbles), l uck and management (acto r s (chance variables), 
and ~vailability of hog produc tion inputs (resource variables). Produ-
cer, farm, and enterprise characteristics along with the economic, chance, 
and resource variables affected the direction and sizes of year- to- year 
changes in slaughter-hog production for the years 1967-1971 . 
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Following World War II Likert [40) initiated a USDA study of the 
reasons why hog producers c hange production levels . Two questions con-
sidered in the s tudy were : 
" (l) What factors do farmers say de termine the number of spring 
pigs they usually raise? 
(2) What factors do farmers say cause them to change the number 
of spring pigs they r aise? " [40, p . 2 ) 
It was generall y r ecognized by agricultur al economists and other s 
that pri ce was a motivating f acto r in the production plans of farmers , 
but Likert felt that there we r e other fac t o r s influencing the production 
plans by farmers . 
The objectives of the USDA s tudy we r e : (1) t o test the interview-
s urvey method of collecting data, (2) to dete rmine some of the fac tors 
that influence the spring produc tion and marketing decisions of hog 
farmers, (3 ) t o determine wh at r elative importance hog farmers attached 
t o the factors identified . 
A s urvey of farme r s who r aised spring pigs was conducted in the 
spring o f 1946 . A total of 378 fa rme r s in eight s tates; Iowa , Nebraska, 
Mi nneso ta, Missouri , Wisconsin, Illinois, Indiana, and Ohio , we r e inter-
viewed . The s urvey design permitted comp a risons among groups of produ-
cer s but no t among r egions of t he country . 
In the USDA study farmers were asked questions that pertained to 
their production practices and changes in production levels they had 
made since 1940 . This was not a "normal " time period . World War II 
and other factors related to the wa r probably had some influence upon 
hog farmers ' plans . During this pe riod the Government a sked farmers to 
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produce as much as possible . Hogs were in great demand and there were 
unusual patrioti c and prof it i ncentives for raising hogs. Because of 
this great demand, new produc tion and marketing practices developed. 
Hog farmers r esponded during this period by exceeding in every year the 
previous 10-year average s pring pig crop. An all- time record spring crop 
of pigs was produced in 1943 . 
Prices rose rapidly during 1941 and 1942 and price ceilings were 
established in 1943 . The price s tructure did change for a short time in 
1943 and 1944 when hog pri ces fell below the price-support level. Except 
during this s hort time pe riod, the hog-corn price ratio was favorable. 
During the war the re was a shortage of eq uipment, machinery, labor, 
and transporta tion, a nd after the war at the time the USDA survey was 
conducted the Gove rnme nt was pay ing a $.30/bu. bonus for co rn. Undoubted-
ly these £ac t o rs and othe r s prevailing during and shortly after the war 
had some effect upon the hog farmers ' production l eve ls. 
Figures 2.1 and 2 . 2 s how the fa c tors that hog farmers surveyed in 
the USDA study considered to be impor tant in dete rmining production 
l eve ls and in causing change s in produc tion levels. The variables identi-
fi e d in hypothesis four correspond closel y with the factors mentioned by 
hog farmers nftcr World War II. Tests of hypo thesi s four will reveal 
whe ther the same factor s we re cons idered in both time pe riods and whether 
Lhl' importance of ench f;i cto r is the same . 
The results indi ca te that, for this period, producers did not con-
sider price factors to be very important in determining either their 
usual production levels or changes from their usual levels. Figure 2 .1 
shows that resource factors were the most important determinant of usual 
Percent age o f farmers 
70 
60 
50 
40 
30 
20 
10 
0 
60% 
Faci l i. ties , 
l abor , e t c . 
58% 
Feed 
factors 
othe r 
than 
price 
Numbe r of cnscs : 378 
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Figure 2 .1. What factors do farmers say de termine the number of spring 
pigs they usually raise? [40, p. 7] 
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Pe r cent age of fa rmers who have made changes 
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Figure 2.2 . What fac t or s do fa rme r s say have caused them to change the 
number of s pring pigs they raised? (40, p . 9) 
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production levels . Chance factors caused producers to deviate from their 
usual production levels more than any other factors (Figure 2 . 2). 
The percentages in both figu r es add to more than 100 percent because 
some producers mentioned more than one factor when r esponding to the 
questions . Miscellaneous factors include personal economic and other per-
sonal factors, supply and demand situations , habits, and government 
requests . The USDA study did not attempt to measure managerial efficiency 
or ability. 
Tilley [ 38] found that producer at t i tudes and other characteristics 
affected decisions about what market outlet to use . It is likely that 
producers' attitudes toward economic , chance , and resource variables would 
also explain c hanges in the number of slaughter-hogs sold. 
Hypothesis V deals wi t h comparisons of the importance of the factors 
affecting changes in slaughter-hog production levels between the four 
different change periods for a given type of hog operation and between 
diffe r e nt types of hog operations for a given time period . 
E. Hypo thesis V 
The impacts of economic , resource, and chance factors, and producer, 
farm, and enterprise characteristics on the size of year-to-year changes 
vary over tlmc for a given type of hog operation and over the types of 
hog operations for ;1 g i vPn change period . 
In the USDA study [40] the number of times a factor was mentioned 
was used to determine the relative importance farmers attach to a facto r 
in determining the number of spring pigs usually fattened. Table 2 . 1 
gives the relative importance of factors mentioned by hog farmers . The 
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numbe r of times a factor was mentioned, divided by the numbe r of farmers 
mentioning the fac t o r gave a percent age figure i ndicating the importance 
of a factor. 
Table 2.1 again i ndi cates that producers felt that resource factors 
we r e the most important factors in de t e rmining the number of spring pigs 
usually fattened; compare Table 2 .1 with Figures 2.1 a nd 2.2. The per-
centage of producers indicating that price facto r s we re important in 
determining the number of spring pigs usually fattened rose from 22 
pe r cent at the beginning of the interview to 35 percent at the e nd of the 
interview. The percentage of producers mentioning factors that were of a 
resource nature declined from 116 percent at the beginning of the inter-
view t o 102 percent a t the end of the interview. 
In the USDA s urvey the producers were not given a list of facto rs 
that they could use in identifying factors that us ually determine the 
number of spring pigs us ually fat tened. The in terview might have 
stressed the importance of price factors and thus led producers to 
mention that these fac tors influence their hog production decisions. 
This might have caused the differences in percentage figures from the 
beginning t o the end of the interview. 
The relative importanct of the variables identified in hypothesis V 
will be determined . The interview was handled differently than in the 
USDA study. A producer was given a list of potential factors that could 
have had some importance in cuasing him to change his slaughter-hog 
production level. The producer was then asked to assign a score t o each 
of the factors to indicate how important tha t particular factor was in 
Table 2 . 1. Measur e of importance farmers attach to factors determining the number of 
spring pigs usually fattened [40, p. 34) 
Facilities, labor, and other farm activities . 
Availability of facilities . . . . . . 
Adjustment of hog enterprise t o other operations 
("I keep a balance," etc.) . . .. 
Availability of labor (including own labor) 
"All I can handle" (reason not determined) . 
Adjustment of hog enterprise to purebred hog 
production . . . . . . 
Feed factors other than price . 
Quantity of corn on hand or produced 
Quantity of o ther feed . . . . . . 
Use of pasture . . . . . . . . . 
Current crop conditions and outlook 
Quality of corn 
Price and cost factors 
Price of hogs 
Price of corn 
Relation of price of corn t o price of hogs 
Cost of production in general (not including cost of 
feeder pigs ) . . . . 
Cost of feeder pigs . . . . . . . . . 
Litter size, luck, etc. . . . . . . .. 
Size of litte r s (no other factors mentioned) 
Luck with pigs . . . . . . . . • . 
Availability of feeder pigs or shoats 
Farmers who gave factors: 
At start of 
interview 
28% 
17 
16 
7 
2 
54 
2 
3 
60% 
56 
6 
At end of 
interview 
21% 
12 
12 
2 
2 
55 
3 
5 
4 
1 
20 
2 
13 
4 
2 
1 
41% 
61 
35 
6 
Miscellaneous factors . . . . . . . • . . . . . . 
Personal economic factors (truces, rent, etc.) 
Other personal factors (health, old age, etc.) 
"Supply and demand" . . • . . . . 
Habit (no other factors mentioned) . 
Government requests ...• 
General economic conditions .... 
Not ascertained 
Number of cases 
3 
4 
1 
*;i, 
9 
378 
17 
2 
3 
4 
3 
1 
4 
3 
***c 
378 
Table based on questions below: the first two were asked at beginning, the third at 
end of interview. Interview contained more than 70 questions relating to hog produc-
tion and marketing, production and marketing difficulties, corn availability, corn 
and hog prices, and alternative farm enterprises. "How many spring pigs have you 
fattened per year in the last 50 years , that is since 1940? Why?" 'tsow does it 
happen you usually fatten __ hogs?" "Now in putting together what we've been talk-
ing about, just what things do you consider in making your plans from year to year 
on how many hogs to fatten? How do you mean? Any others?" 
a 
This 22 percent includes farmers who gave price and cost factors as a reason for the 
number of spring pigs they usually raise or for changes made in recent year s. 
b 
Less than 1 percent. 
c Percentages total to more than 100 and subtotals may add to more than the sum of 
their constituent percentages because many farmers gave more than one reason. 
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causing him to make his production level change . Because producers 
needed only to determine what score to assign each factor, the 
reliability of the results should be an improvement over the results 
obtained in the USDA study . 
F. Summary 
Five hypotheses have been presented in this chapter . Hypothesis I 
is concerned with identifying characteristics of producers who make 
changes in their slaughter-hog production levels. Hypotheses II and III 
are concerned with the system of changes between periods for a given 
type of hog operation and the system of changes within a period for 
different types of hog operations , respectively. Hypothesis IV is con-
cerned with identifying factors that affect the size of changes in 
slaughter-hog production. Tests of hypothesis V will reveal whether 
the importance of these factors changes over time for a given type of 
hog operation a nd between different types of hog operations within a given 
change period. 
Chapter III will disc uss the data, and the methods and procedures 
t o be used to test the five hypotheses presented in this chapter. 
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III. DATA, METHODS, AND PROCEDURES 
In the first part of this chapter the data source and the data col-
lected a re discussed. Following this will be a discussion of the three 
analytical procedures to be used to test the five hypotheses presented in 
Chapter II. 
A. Data 
The data source for this study is an Iowa swine production and mar-
keting practices survey, which was conducted in February of 1972. The 
data for this study differ f r om the data used in the USDA study in that 
they we r e obtained only from Iowa hog producers. To obtain a reliable 
sample and to reduce sampling costs, the following procedure was followed 
(4) . Counties in Iowa were arranged geographically and every third 
county was selected until one- third of the state's 99 counties were se-
lected. Then each selected county was divided into subareas. One-fourth 
of these subareas were randomly selected and the initial sample of produ-
cers was drawn from eligible producers in these selected subareas . 
To be eligible for the initial sample of producers, a producer must 
have sold some type of hogs, not necessarily slaughter-hogs, in 1970 as 
recorded in the 1970 state farm census. Producers meeting this criteria 
were stratified according to the number of hogs marketed in 1970. The 
size categories corresponding to each of the seven strata a r e shown in 
the center column of Table 3.1 . 
A random subsample of producers was drawn from those classified in 
each strata. The different strata were sampled at different rates; 
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Table 3.1. Strata fo r grouping producers by the number of hogs marketed 
in 1970 . 
Strata Hogs Marketed 
() 
Weights [ 4] 
1 1-99 369.1 
2 100-249 258 . 0 
3 250-349 126.6 
4 350-499 92 .9 
5 500-999 50.5 
6 1000-2499 23 . 5 
7 2500 and over 3.8 
~ogs marketed was defined to include all slaughter hogs, feeder pigs, 
and breeding stock. 
producers in strata 1 were sampled at the lowest rate and those in strata 
7 were sampled at the highest rate . Because different sampling rates 
were used, observations in the various strata must be weighted to obtain 
estimates of population parameters. The weights for observations in 
each strata are shown in the right hand column of Table 3. 1. 
Interviews were completed only for those producers in the sample 
that sold butcher hogs in 1971. Four hundred eighty-nine interviews were 
completed . 
The survey was designed to provide information about a hog produ-
cer ' s farming operation, produ c tion and planning practices, market 
outlets and decisions, sell i ng practices, hog buildings and facilities , 
swine health, feeding prac ti ces , swine labor requirements, production 
costs , use of market information, anticipated changes in the hog opera-
tion, and personal charac t e ristics. 
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Data collected on changes in levels of slaught e r-hog production and 
reasons for these changes were of central importance in this study . The 
number of slaughter- hogs sold for slaughter from 1967 t o 1971 was record-
ed in the survey for each producer. Year-to-yea r increases and decreases 
in l evel s of slaughter-hog production were cal culated and compared with 
"to l erance" l evel s of change . A different tolerance level of change was 
used for producers in each strata as shown in Table 3 . 2. For example, if 
the number of hogs sold for slaughter in period t was 250, line 4 , then, 
in period t+l, this producer would have had to ei ther increase or decrease 
the number of slaughte r-hogs sold by 30 head or more t o be considered to 
have exceeded the tolerance level of change. 
Table 3 . 2 . Criterion for de termining tolerance change 
The change in the numbe r of slaughter hogs sold exceeds 
tolerance if : 
The number of slaughter-hogs 
sold in period t is: 
(1) 0 
(2) 1-99 
( 3 ) 100-199 
(4) 200-299 
(5) 300- 399 
(6) 400-499 
(7) 500- + 
And the number of slaughter-hogs 
sold in pe riod t+l increased 
or decreased by : 
any amount 
10 or more 
20 or more 
30 or more 
40 or more 
50 or mor e 
75 or more 
For e<.1ch change a producer made that exceeded the tolerance level 
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for his strata, the producer was asked to indicate the importance of each 
of several variables in causing the change. The variables were of three 
types: economic, resource, and chance . A producer was asked to indicate 
impo r tance as precisely as possible by assigning a number from 1 to 99 
to each variable . The importance associated with each number is shown in 
Table 3.3 . 
Table 3.3. Importance sco r es 
1 J No Importance 
10 
20 
Sligh t Importance 
30 
40 
50 
Moderate I mportance 
60 
70 
80 
Considerable Importance 
90 
99 ] Maximum Importance 
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This section includes a brief discussion of the s urvey and a general 
over view of the type of information that was obtained . The analytical 
procedures used to test the five hypotheses and the specific data 
r equirements for each hypothesis are discussed in the rest of this chap-
ter . 
B. Discriminant Analysis 
Discriminant analysis will be used to test hypothesis I . Discrimi-
nant analysis is an analytical procedure that may be used to determine 
whether it is possible to classify individuals into different groups by 
using characteristics of each individual. Discriminant analysis is simi-
lar t o regression analysis, except that the dependent variable is 
discon t inuous . 
An example of application of discriminant analysis would be to dis-
criminate between Hereford and Angus steers . Let carcass weight and 
height at the shoulders be two char acteristics of each steer that were 
measur ed . Measurements of these characteristics would be used as inde-
pendent variables in the discriminant function. Once the function has 
been estimated, the estimated function and the values for the independent 
variables could be used to predict the classification of each observation. 
The predicted numbers of Hereford and Angus steers could be compared to 
the actual number of Hereford and Angus steers to deterMine how well the 
discr i minant function has classified the steers into each group . The 
procedure can also be used when one wants to discriminant between more 
then two groups a nd wl'!nts to use more than two independent variables. 
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1 . Theory of discriminant analysis 
a . Assumptions The following assumptions underlie the deriva-
tion of the discriminant function. Assume that ni observations are 
available for each of the variables x
1
, x
2
, ... ,~for each of two 
groups. Also, following Hallberg [13), assume that: 
1 . The variables x
1
, x2 , .. . ,~for each of the two groups follow 
a multivariate normal distribution. 
2. The mean values for x
1
, x2 , .. . ,~for group 1 are statisti-
cally different from those for group 2, and 
3. The variance and covariances of x
1
, x
2
, . .. ,~for each group 
are not statis t ically different. 
b . Discriminant function The criterion used to derive the dis-
criminant function is maximization of the between-group variance relative 
to the within group variance . To show how this criterion is applied, 
first define the discriminant function 
whe r e 
(3 . 1) 
Git the disc riminant function index value for the t-th observa-
tion in group i, 
~t a column vector of observations for V independent variables 
for the t-th observation, and 
Dij = a V x 1 column vector of coefficients . 
Ladd [23 ] has s hown thnt t he variance between groups may be repre-
sented by the square of the difference between the mean values of G in 
the two groups: 
(3 . 2) 
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where: 
~iOij i, j = 1, 2 and i "I j 
~i the vector of mean values for group i, and 
d
12 
(~1 - ~2 ) = the column vector of V variable mean differences 
for groups 1 and 2. 
The within-group variance is given by 
ni 2 - 2 - ' 
E i·--El(Git- Gi) - 012C012 
t=l 
(3 . 3) 
where C is the VxV pooled sum of cross-products matrix . The elements of 
the C matrix are of the form : 
2 ni _ _ 
CQ.m E E (X. ! - x. )(Xi ! - xi!) i=l t=l 1t 1m t 
where: 
! , m = 1 , 2 , . . . , V 
ni = the number of observations in the i-th group, and Xii and Xim 
are the means of variables ! and m about group means . 
Thus the ratio that is desired t o be maximized with respect to 012 
is: 
Ol2dl2dl2Dl2 
Dl2C012 
* A solution to 3.4 is 0
12
. 
(3 . 4) 
* ** * If n
12 
maximizes 3 . 4 then so will 0
12 
= n12p, 
** * where p is a scalar. The substitut ion of n
12 
fo r 0
12 
will in effect 
multiply both the denominator and numerator by p2 [23) . It has been 
d0tcrmincd that t he value of 0
12 
which maximizes 3 . 4 is the same, excep t 
for an arbitrary multiplying constant , as the value which maximizes 
oi2d12di 2o12 subject t o oi2co12 = z, where z is any a rbitrary nonzero 
constant [19] . The Lagrangian function is defined by equation 3 . 5. Let 
A be a Lagrange multiplier and set z equal to one . 
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(3. 5) 
* The solution n
12 
can be obtained by setting the first order deriva-
tives of Y with respect to n
12 
equal to zero, 
ClF /an
12 
= 0 = 2d
12
di
2
n
12 
- 2ACD
12 
(3. 6) 
The product di
2
n
12 
is a scalar, say n, therefore equation 3.6 can be 
written as 
(3. 7) 
A solution to 3. 7 is 
-1 
A/n n
12 
= C d
12 
= B
12
, say , (3.8) 
which is proportional to n
12
. Therefore A/n n
12 
and B
12 
are both solu-
tions to equa tion 3.6. 
Ladd (23) has shown that another set of discriminant function 
coefficients can be derived using a different variance-covariance matrix. 
Let this matrix be represente d by K, where this K matrix has elements of 
the form: 
k 
rs 
where: 
2 ni _ _ _ 
l/N-2 E E (X. -Xi ) (Xi -X. ) 
i=l t=l its r ts is 
r, s = 1, 2, .. . , V, 
ni = the number of observations in the i-th group, and xir and xis 
are the means of the variables r and s over a l l groups . 
This is the variance-covariance matrix Hallberg [13) used to de r ive a 
set of coefficients that maximized the Lagrangian function. Substituting 
this K matrix for the C matrix in the ratio 3.4 and following through the 
rest of the procedure equation 3.6 becomes: 
(3.9) 
where <li2n12 is a scalar, say n. Equation 3.9 can then be written as 
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)./n KD12 = dl2 (3.10) 
A solution to 3.10 is 
A 
0 12 , say, 
A 
which is proportional to 0
12
. It is the 0 12 set of discriminant func-
tion coefficients that will be estimated in this study . The discriminant 
function coefficients are equal to the inverse variance-covariance matrix 
times the column vector of mean differences for the V variables for 
groups 1 and 2. 
2. Classification 
The criterion used to classify individuals into groups, is to mini-
mize the expected losses due to misclassification. In essence, this 
criterion is used t o define the best set of regions in which to classify 
an individual. Given the assumptions: 
1. That the probability that an individual drawn at random comes 
from group 1 or 2 is unknown, 
2. That the cost of misclassification is equal for each group , 
3. That the population parameters µ
1
, µ
2
, and E are known, and 
4. That one is discriminating between only two groups, Ladd [23) 
shows that the expected losses due to misclassification are minimized 
by using the following classification rule. An individual will be 
classified into group 1 if 
g1 : X'D ~ ~(µ1+µ2 ) 'D, or group 2 if 
g
2
: X'D < ~(µ1+µ2 ) 'D 
wher e X' D is the discriminant function, and D 
(3 . 11) 
the variance-covariance matrix, and µ
1 
and µ
2 
are colunm mean vectors. 
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If one does not know the population parameters and must rely on sample 
estimates xl, X2, and K it seems reasonable that a producer will be 
classified into group 1 if 
> \(X
1
+x
2
) 'K-1 (x
1
- x
2
) or group 2 if 
- - -1 - -
< %Cx
1
+x
2
) 'K (X
1
-x2). 
(3.12) 
This may be stated differently by writing 
cij = ~cx1+x2)'n12 (3 . 13) 
where cij is equal to the right hand side of 3.12 and 
A -1 - -
Dl2 = K (Xl-X2). (3.14) 
Then a producer will be classified into group 1 if 
(3 . 15) 
If the probabilities that an individual drawn at random comes f r om 
group 1 and 2 are known by !!. priori information or if these probabilities 
are determined by the number of producers in the sample that were in 
groups l and 2 , adjustments must be made to the classification proce-
dure . Given this situation Rao [30) and Ande r son [l] have shown that 
the c lassifi cation procedure whl ch minimizes the cost of misclassifica-
tion is to c lassify an individua l in group 1 if 
and to classify the individual in group 2 if 
(3.16) 
where 
C + X' O - 12 12 (3 . 17) 
nnd the p1 and p 2 are the probabilities of randomly drawing a producer 
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from groups 1 and 2, r espectively . The Aij are used in defining the 
best set of regions for classifying individuals into a group . Notice 
that, if pi= pj , then the right hand side of 3.16 will eq ual zero and 
the classification procedure in 3.16 is exactly the same as the 
classification procedure in 3.15. 
3. Testing the discriminant function 
Once the discriminant function is estimated it may be tested for its 
predictability and significance. One test for predictability involves 
comparing the predicted classifications of sample individuals with actual 
classifications. The discriminant function will be 100 percent accurate 
in predicting the classification of producers if all producers are 
classified into their prope r (original) group. The discriminant function 
is accurate in that it can accurately predict t o which group a producer 
belongs on the basis of the variables used to measure characteristics of 
each producer. P2 is used to indicate the predictability of the discri-
minant function and is given by 3 .18 [28]. 
p2 = Number of producers classified correctly 
Total number of producers classified (3.18) 
When one has prior knowledge of the number of producers belonging 
in each group a standard against which to compare p2 is needed in order 
to determine if one should use the estimated discriminant function 
for classification purposes or if one could do a better job of classi-
fying merely by chance. A standard of comparison given by Morrison 
[28) is known as the percent correctly classified by random chance. 
That is, if one had two groups of producers, how well could these 
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producers be classified into their respective groups by chance as 
opposed to using the estimated discriminant function. If the discrimi-
nant function does not correctly classify a higher percentage of pro-
ducers than the random chance procedure, one would conclude that the 
discriminant function is not a good discriminator. 
To determine the random chance probabilities, the known number of 
producers in group 1 and group 2 in the sample can be used. y1 is the 
proportion of individuals in group 1 and y2 is the proportion of indi-
viduals in group 2. y
1
2 and y
2
2 are the probabilities that individuals 
from groups 1 and 2 will be co rrec tly classified if they are randomly 
selected and assigned to groups 1 and 2. The probability that a producer 
is in group 1 (2), but is classified into group 2 (1) is equal to y1 (2) 
y 2 ( l)' Thus, y l(Z) YZ(l) is the probability of mis classification. 
The 
sum of the probabilities for the correct classifications and misclassi-
fications is equal t o one and is given by equation 3 .19. 
1 = (3.19) 
A table of random chance probabilities will be constructed from these 
probabilities to compare with the classification table generated by 
using the discriminant function with known probabilities . This table 
will be presented in the discriminant analysis results section in 
Chapter IV. 
If one assumes unknown prior probabilities then a random chance 
classification crite rion table cannot be constructed and therefore a 
comparison between the actual classification and a random chance basis 
classification cannot be made. 
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Ladd [23] presents a procedure f or testing the overall significance 
of a two group discriminant function . Ladd uses an ~2 value given by 
3.20. 
where 
n = 
N = is the original number o f producers in group 1 , 
1 
N = is the original numbe r of producers in group 2, 
2 
~ 
(3. 20) 
g i~ t he numbe r of groups , and Di
2 
and d12 are given by equations 
3 .1 4 nnd 3.2, r espec tive 1y . 
An F- r atio give n by equation 3.21 is used to test the overall sig-
nificance of the two group disc riminant func tion. 
F N-V-1 
v 
(3 . 21) 
where V is the number of independent variables used in the discriminant 
function. 
If the calculated F value exceeds the tabula ted F value with N- V-1 
degrees of freedom in the numerato r and V degrees of freedom in the 
denominator then one concludes that the discriminant function is signif-
icant. I f the tabulated F value exceeds the calculated F value then 
one concludes that the discriminant function is not significant . 
The discussion just completed dealt with a method of analyzing the 
overall predictability and significance of the discriminant function . 
How to analyze the importance of each of the V independent variables 
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in a discr iminant function is the next topic that will be dealt with. 
~ 
Once the 0
12 
coefficients are estimated, the size and sign of a 
coefficient must be considered for purposes of analyzing the variable in 
question . The size of the coefficient will be affected by the unit of 
measurement used in quantifying the variables. Therefore if all the 
variable coefficients are standardized the coefficients of an equation 
will be directly comparable, and the values of the coefficients can be 
used to rank the variables as to their relative importance . 
The independent variables can be standardized by dividing each 
observation of each variable by the standard deviation of the variable 
computed over all g groups. An alternative and easier procedure for 
standardizing large numbers observations is to first estimate the dis-
criminant function and then multiply the estimated coefficient times the 
standard deviation for that variable [13]. 
4 . Significance of the coefficients 
Once the discriminant function has been estimated, then one needs 
to determine the significance of each estimated coefficient. The assump-
tion that all V variables are multivariate normally distributed among 
groups is untenable . If nonnormally distributed variables were to be 
used as independent variables then they could present a problem. How-
ever, Gilbert [12] studied this problem and found that the loss from 
using Fisher ' s linear discriminant function as opposed to some other 
procedure is not enough to be of any importance. 
Asymptotic variances will be calculated for each coefficient . An 
asymptotic variance is the variance of a variable as the number of 
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observations approach infinity. The use of asymptotic variances will 
he lp solve the problem of nonnormally distributed variables because at 
least the es timates of the variances will be consistent. From 
~ A 
equation 3 . 14 consider one of the e l ements of n
12
, say DW . The asymp-
t o tic varian ce is defined by eq uation 3.22 . 
wh e r e 
(3.22) 
i WW i s the variance of the W-th independent variable, 
-1 
LW is the W- th column of K , and 
s12 is the V square mat rix of variances and covariances consisting 
of elements b ; where r, s = 1, 2 , ... , V f or groups 1 a nd 2 . 
rs 
Fo r a detailed de r ivation see Hallbe r g [1 3, pp. 5- 6]. 
A t value will be ca l cula t e d fo r each coefficien t using the 
asymptotic variance . Even though the asympto tic variance is not a 
totally unbiased es timator , the t-test will s t ill give a r eliable test 
as to the significance of the coeffi cient [13] . The calculated t value 
is 
t n-k-1 
A 
Dw - nw 
/var (Dw) 
(3 . 23) 
In the appendix a two variable , two group numerical exampl e of 
dis crimi nan t analysis is presented to illustrate the pr ocedures pre-
sented so far in the discriminant analysis section , except the calcula-
tion o f ~2 . 
For a two-group discriminant analysis, Ladd (23] presents a proce-
dure t o tes t the significance of adding u addi tional variables after 
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one has used V variables to estimate a discriminant function. V 
variables would represent a reduced model and V + u would represent a 
full model. Equation 3 . 24 defines the F-ratio used to test the signif-
icance of adding u additional variables to the discriminant function . 
where 
F = 
~2 -~2 
V+u V 
1 - ~2 
V+u 
N - V - u - 1 
(3.24) 
u 
~2 = ~2 calculated by using equation 3.20 with V variables, and 
v 
R_ 2 = R_2 calculated from equation 3 . 20 by using V+u variables. 
· uV+u -u 
Hypothesis I deals with identifying charac teristics of producers 
who did a nd did not exceed tolerance leve l s of change in the number of 
s laughter-hogs sold in e ithe r the 1967-68, 1968-69, 1969-70, and/or 
1970-71 change periods. Two groups will be used in the discriminant 
analysis procedure : (1) the no chan ge group which inc ludes producers 
who did no t exceed the t ole ran ce level of change in any one of the four 
periods and ( 2) the change gr oup which i nc ludes p r oducers who exceeded 
Lhe t ole rance level o f change in one or mo re of the f our periods . 
The idcn behind the development of hypo thesis I is that producers 
in the two groups will have dif fere n t charac t e ristics . Table 3 . 4 iden-
tirle>s the varlnbles that will be used in testing hypothesis I and 
indi ca tes the expected s i gns of the 6 coeff i c ients . v 
A plus (minus) sign implies that the larger (smaller) the value 
o f the inde pendent variable, the greate r (s malle r) the probability of 
being classified into the change (no change) group . 
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Table 3.4 . Producer characteristic variables to be used i n the discri-
minant function estimation . 
Expected Sign 
Row Number Variable and Symbol of the Coefficient 
1 Owner-ope r ator (00) + 
2 Number of years of ed ucation (ED) + 
3 Numbe r of livestock enterprises (LVSE) + 
4 Age of producer (AGE) 
s Excess capacity in 1971 (EC) + 
6 Number of hogs sold in 1967 (NS6 7) + 
7 Number of acres operated (AO) + 
8 Capital-intensive hog facilities (BLDG) 
9 Use of compute r records (COMRD) + 
10 Quality of swine records (QSR) + 
11 Number of bids received (NBR) + 
12 Number of outlets sold to (NOS) + 
13 Use of futures contracts (FC) + 
A one tailed t - test will be used in testi ng the significance of a 
coefficient. The generalized HO and H a are: 
HO 1\ = 0 for expected negative sign 
H 5v < 0 a fo r expected negative sign 
~ 
HO + DV 0 fo r expected positive sign 
H + DV > 0 a for expected positive sign 
For the discriminant function model, tests for measuring the overall 
explanatory and discr iminatory power of the model , the relative impor-
tance of each variable compared to all variables used, and the 
38 
signifi cance of each coef ficient have been presented. The following 
r esults will be presented for the disc riminant model: 
(1) 512 and cl2 defined in equation 3 . 17 , 
(2) t value fo r each of the 6
12 
coefficients using the asymptotic 
v ari ance cal culated by using equa tion 3 . 22 , 
(3) Impo r tance r ankin g of the var iables, 
(4) Summary table s howi ng the results of the c lassification proce-
dure , and 
(5) F- ratio value to de termine the significan ce of the discriminant 
function model. 
Markov chain ana l ysis will be used to test hypotheses II and III and 
will be discussed next. 
C. Ma rkov Chain Analysis 
The f irs t-order Markov chain pr ocess will be used to tes t hypotheses 
II and III . In a fi r st- order Markov process the probability that a 
produce r is assigned to state Ci in period t+l is conditional only upon 
the state the producer is assigne d t o i n period t. These conditional 
probabilities are referred to as t r ansition probabilities . 
States are size c l asses in this s tudy . A s ize class is define d 
by n r a nge i n the numbe r of s l aughte r-hogs sold in the t-th pe r iod . 
Table 3 . 5 de fines the ranges for each size c lass used in the Markov 
analys i s . 
1. Transition probabilities 
A transition probability Pij is the probability of moving to s tate 
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Cj in the t+l period from state Ci in the t-th period where i, j = 1, 
2, . . . ,Sand Sis equal to the total number of states. Referring to 
Table 3.5, S is equal to seven. 
Table 3.5. Definition of size class ranges 
Size Class Hogs Marketed 
a 
0 0 
1 1-99 
2 100-249 
3 250-349 
4 350-499 
5 500-999 
6 1000 and over 
8Hogs marketed was defined as the number of slaughter-hogs marketed in 
period t. 
Transition probabilities for Iowa slaughter-hog producers can be 
estimated by using equation 3 . 25. 
s 
where 
,.. 
pi j 
t t-1 
N . 
itJt-1 
= Ni . I E Nk j 
tJt-1 k=l t t-1 
the estimated transition 
j in period t-1 and size 
the number of producers 
in class i in period t, 
N a 
ktjt-1 
the number of producers 
in class k in period t, 
(3 . 25) 
probability between size class 
class i in period t, 
in class j in period t - 1 who are 
in class j in period t-1 who are 
and 
s .. the number of size classes. 
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Transition probabilities may be summarized in a transition proba-
bility matrix. The following example will illustrate how a transition 
probability and a transition probability matrix are calculated . Figure 
3 . 1 presents a matrix in which the notation in each cell represents a 
number of producers. A cell is the intersection of two classes , one 
Period t-1 
nll' t nl2' t nl3' t 
Pe riod t c
2 n21' t n22' t n23' t 
n31' t n32' t n33' t 
Figure 3.1. Notational example for a transition matrix 
from each period. Using the intersection of c
1 
in period t and c
2 
in 
period t+l , n 21, t is the representative notation a t the intersection 
of these two classes and is equal to the number of producers in class 
c 2 in period t who were in class c 1 
in period t-1. By using equation 
3.25 the pi i for a producer in class cl in period t-1 who is in class 
t t-1 
c2 in period t is 
n21' t 
nll' t + n21' t + n31' t 
The transition probability matrix P is a matrix of the Pi . obtained 
tJ t-1 
by using equation J.25 and is illustrated in Figure 3.2 . 
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A 
pll pl 2 pl3 
A A A 
p p21 p22 p23 
A A A 
p31 p 32 p33 
Figure 3.2 . P matrix 
2. Stationary transition probabilities 
If the transition probabilities Pi j are dependent on the states 
t t-1 
i and j but not on time, then the transition probabilities are said to 
be stationary or constant probabilities . A conclusion that transition 
probabilities for Iowa slaughter-hog producers are stationary would be a 
conclusion that the transition probabilities between size classes are 
the same over time. The other conclusion, that the transition probabili-
ties are nonstationary, would be a conclusion that the transition prob-
abilities between given size classes are not the same over time. 
To determine if the transition probabilities are either stationary 
or nonstationary, stationary transition probabilities are estimated over 
all T periods and then used in a testing procedure. Stationary transi-
tion probabilities are de fined by equation 3.26. 
A T T s 
Pij = E N1 . / E E Nk . t=l tJt-1 t=l k=l t]t-1 
(3 . 26) 
where 
the es timated stationary transition probability for P . 
itJ t-1 
from equation 3 . 25 over T periods, and 
T the total number of periods considered . 
A A 
P .. and Pi . are estimated exactly the same way except that Pi]' is 
1-J t] t-1 
estimated by using information from all T periods, whereas Pi . is 
t] t-1 
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estimated by us ing information from only one of the T per iods , t . 
3. Tes t for s t a t ionari ty 
Hy po t hesis II is a statement that the transition p r obabil ities are 
nons tationary . To test t his hypothesi s the s tatistic - 2log A is calcu-e 
lated where -2log A is given by eq uation 3.27. 
e 
S S T ~ 
-2log J. = 2 [ [ E E N. . E (log P. . 
e i=l j=l t=l 1 tJt-l 1 tJt-l 
- log P .. ) ] 
1J 
(3.27) 
The statistic ( - 2log J.) has a x2 distribution with (T-l)(S)(S-1) degr ees 
e 
of freedom. 
If the calculate d X2 is gr ea t er than the tabulated X 2 , then the 
conclusion i s that the transition probabilities are nonstationary and 
a separate transition matrix must be calculated for each time period . If 
t he calculated x2 is l ess than the tabulat ed x2 , then the estimated 
transition probabilities Pi . and es timated t r ansi t ion probabilities 
tJ t-1 
P i j will not diffe r s igni ficant l y and the stationary transition probabil-
ities can be used for al l periods. 
4 . Tes t fo r homogeneity 
The s t at ionar ity test i s a t es t for equality of t r ansition probabili-
tics ove r time . The s t atistic in equation 3 . 27 can also be used to test 
for homogeneity. A homogeneous tr;ins ition probability can be calculated 
by us ing equat ion 3 . 26. The only dirfer e nc:e be tween the stationary and 
homogeneous probabi l ity is that the stCJ tionary probability is calculated 
ove r T pc rlods whe r eas the homogenC'o us probability i s calculated for one 
pe riod over g types of hog ope rations . 
To test for stationarity over T periods a nd f or homogeneity over g 
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types of hog operations for a given period, a producer type classifi ca-
tion was defined to distinguish producers ' hog operations . Producers 
were grouped on the basis of the type of hog operation they had in 1970 
and 1971. Four types of operations were distinguished: 
(A) Those that farrow-finish only, i . e., farrow sows and raise all 
the pigs far r owed for slaughtering purposes minus replacement 
gilts , 
(B) Those that purchase feeder pigs only, i.e., all the pigs raised 
are purchased, 
(C) Those that farrow-finish and sell feeder pigs, i . e . , farrow sows 
and raise a portion of the pigs farrowed for slaughtering pur-
poses and the other portion of the pigs farrowed a r e sold as 
feeder pigs , and 
(D) Those that have a diversified program, i . e ., any combination of 
the first three types. 
To be classified into type A, B, or C, a producer must have had the 
same type of hog operation in both 1970 and 1971. An example of a diver-
sified type of hog operation, (D), would be a producer who farrowed sows 
in 1970 and then, in 1971, purchased feeder pigs. There are other 
combinations that would also c lassify a producer into the diversified 
group . 
From the information co llec ted in the survey, the type of hog opera-
tion a producer had can only be determined for 1970 and 1971. But 
slaughter-hog production data are available back to 1967. Therefore, 
it was ass lDDed that if a producer had the same type of hog operation 
in both 1970 and 1971 he had this same type of hog operation in the 
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years 1967-69. 
The results of tests of hypo theses II and III will be used to deter-
mine if changes i n slaughter-hog production are stationary or nonsta-
tionary for producers with the same type of hog operation. For each 
change period a tes t f o r homogenei ty will be used to dete rmine if pro-
ducer s with different types of hog operations make different changes in 
the i r slaughter-hog p r oduction levels. Also, each transition ma trix will 
be analyzed t o determine wha t percentage of the producers have either 
increased or dec re ase d their size class by one , or two, or more size 
classes in each change period. 
Tes t s of hypotheses IV a nd V will provide information about the rea-
sons why producers change their number of slaughter-hogs produced. Mul-
tiple regress i on analysis wilJ be used to test these two hypotheses and 
wi]l be dlscussed next . 
D. Multiple Linear Reg r ession Analysis 
Multiple linear regression analysis will be used to test hypotheses 
IV and V. Mult iple linear regression analysis may be used t o predict 
the size of a dependent variable Y by using V i ndependent variables. 
The linear r egression model is : 
wh e r e 
(3. 28) 
u = ; in n xl vector o f er r or terms, 
Rv = nn Vxl vector of coe ffi c ients, 
X = D nxV matrix of n observat ions for V independent (explanatory) 
variab l es , and 
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Y = a n xl vector of observations for the dependent variable, 
where it is assumed that 
(1) the error terms have zero mean, constant variance, and are not 
se ri ally correlated , 
(2) the number of independent variables V is l ess than the number of 
observat i ons, and 
( 3 ) the XiV are fixed or are distributed independently of the error 
term. 
The XiV can be either con Linuous or discontinuous numerical varia-
bles . A column of ones is included in the first column of the X matrix 
when an intercept value is desired in the model. 
A linear regression model is estimated by fitting the bes t straight 
line to an observed set of data . The criterion of bes t fit is the least 
squares criterion, which requires that the sum of the squares of distance 
between the obse rved data and the regression line be minimized . The 
deviation between the observed data and the regression line is r eferred 
to as the r esidual. 
A 
To estimate a linear regression model let 8V be an estimate for the 
Bv coefficients and Z be an estima t e for u. Then equation 3 . 28 can be 
writte n as 
A 
Y = XS + Z v (3.29) 
Solving for Z by using eq ua tion 3 . 29 r es ults i n equation 3.30. 
A 
Z ~ Y - X8 v (3.30) 
The l east s quares estimator is obta ined by minimizing Z'Z defined in 
equation J . 31. 
z•z = (Y' - Bv ' x')(Y - X8v) (3.31) 
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Expanding equation 3.31 results ln equation 3.32. 
Z'Z = Y' Y - 2Y ' XBV + i3 Ix I XS v v (3 . 32) 
~ 
Taking the first order derivatives of3.32with respect to Bv r esults in 
equation 3.33. 
az ' z/aa = -2Y ' x + x•xs + s ' x ' x = o v v v (3 . 33) 
Rearranging and combining the last two terms in equation 3 .33 results in 
eq uation 3.34. 
az ' z/aav = -2Y ' x + 2x •xav = o (3 . 34) 
Equation 3.34 will reduce to eq uation 3.35 and these first order equations 
are tenned the normal equat i ons . 
(X ' X)B = (X ' Y) v (3 . 35) 
The normal equations are solved for the Bv coefficients, but in order to 
do this the inverse of the (X ' X) matrix must exist . If the inverse of 
the (X ' X) matrix does exist , then the solution is given by equation 3 . 36 . 
B = (Y ' X)-1 (X ' Y) [10) v (3 . 36) 
Once the Bv coefficients are estimated, then X can be used to es ti-
mate or predict the Yi values as defined in 3 . 37 . Yi is a co lumn vector 
of predicted Y' s . 
(3 . 37) 
The total s um of sq ua r es of Y(Y ' Y) can be partitioned into two 
parts . 
Y' Y Y' Y + Z'Z (3 . 38) 
where 
Y'Y = the s um of sq uares explained by the r egressi on , and 
Z' Z the s um of squares of deviations . 
The portion of t he total s um of sq unres t hat is dete rmined by Z' Z will 
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affect the explanatory power of the regression model. R 2 given by m 
equation 3 .39 is a statistic that is used t o analyze the explanatory 
power of a regression model . 
R 2 
m 
Y'Y - nY 2 
Y'Y - nY 2 
(3 . 39) 
The R 2 is commonly r eferred to as the coeff i cient of determination. It 
m 
indi ca tes how much of the variance in Y is explained by the varian ce of 
the X. The greater the R 2 the greater will be the explanatory power of 
m 
the r egr ession model. R 2 ranges from zero to one. 
m 
In most applications of regression analysis it is also desirable to 
test hypotheses concerning the significance of one or more coefficien ts 
in the model . Hypotheses may be tested by using an F-test, a t-test, o r 
both. To test hypotheses a n additional assumption must be i ntroduced . 
The assump tion is that the u 's i 
are normally distributed. 
1. F- test 
An F-test may be used t o test the overall significance of a regres -
sion model or to determine if one or more va r iables a r e adding to the 
explanatory power of the model. The explana tory power of a model or of 
a variable can be examined by comparing the explained sum of squares for 
Y(Y'Y) with the total sum of squares for Y. If by including a variable 
in the regression model the Y'Y increases by a significant amount, then 
this additional variable should be included in the regression model 
because more of the total sum of sq uares can be explained . 
The F-ratio given by 3 . 40 will give a calculated F-ratio that may 
be used to make a t est of contribution by one or more variables . 
where 
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(B 'X 'Y - B ' X 'Y)/(V - V ) 
f f r r f r 
F 
S ' X 'Y 
f f 
~ 
6 ' X 'Y 
r r 
(3 . 40) 
zf'Zf/n - vf 
the regression (explained) sum of squares for the full 
model, 
the r egression (explained) s um of squares for the reduced 
model, 
the number of independent variables in the full model, 
the number of independent variables in the reduced model, 
and 
= the residual s um of squares for the f ull model. 
The calculated F value is compared to a tabulated F value with Vf - Vr 
degrees of freedom in the numerator and n - Vf degrees of freedom in the 
denominator for an assigned probability (significance) level. The sig-
nificance level for all F-tests and t-tests will be 10% in this study 
unless otherwise stated. If the tabulated F value is greater than the 
calculated F value , then one rejects the H . If the calculated F value 
a 
is greater than the tabulated F value then one rejects the H
0
. The 
gneralized H0 and Ha for comparing full and reduced models are given by 
3.41A and 3 . 41B . 
~ 
rv; the additional variable(s) added to the regres-
sion model has (have) no explanatory power; 
(J . 41B) Ha: Bv ~ rv; the additional variable(s) added to the regres-
sion model does (do) make a significant contri-
bution to explaining the total sum of squares 
where 
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SV the estimated value of 8v for the full model, and 
rv the hypothesized value of ev and is equal to zero in this case 
and in all tests in this study. 
2. t-test 
The t-test is used to determine if a coefficient differs signifi-
cantly from zero. If the sign of the coefficient was hypothesized to be 
either positive or negative then a one tailed t-test will be used. If 
the hypothesized sign of the coefficient is questionable or the actual 
sign of the coefficient is different than was expected , then a two tailed 
t-test will be used. 
The calculated t-value is defined by equation 3.42 . 
t (3.42) 
where 
-1 = the i-th diagonal element of the (X'X) matrix, and 
the ~, where s2 is the variance of the residual term in 
the regression model . s2 is given by equation 3.43. 
g2 = Z'Z (3 .43) 
n-V 
The calculated t-value is compared to a tabulated t-value with n-V-1 
degrees of freedom. If the tabulated t-value is greater than the calcu-
lated value then one rejects the alternative (H ) hypothesis. If the cal-
a 
culated t-value is greater than the tabulated t-value the H
0 
is rejected. 
rV; coefficient is equal to zero 
~ 
(3.44B) Ha: 8v 1 rv; coefficient is not equal to zero 
so 
3. Constrained regression 
Constrained regression analysis may be used to test the hypothesis 
that two or more data sets can be combined to estimate a regression 
model. An e xample will be used to illus trate const r ained regression 
analysis. Ass uming one has data set 1 and data set 2, a regression model 
can be constructed using each data set seaprately to estimate model 1 and 
mode l /. , respectively . Both models will have SV coefficients and an 
intercept value . The question one asks is can data 1 and data 2 be com-
bined into one data set and then be used to estimate a regression model 
for this new combined data se t, call it data set 3. If the residual sum 
of squares from using data set 3 does not differ significantly from the 
sum of the residual sum of s quares from the separate regressions using 
data set 1 a nd data set 2, then one can conclude that the SV coefficients 
for data se t 1 and data se t 2 do not differ s ignificantly. Therefore, 
one may combine data sets 1 and 2 and use the new data set 3 to estimate 
the regression model. If the r esidual sums of squares do differ signifi-
cantly, the n one canno t cons train the coeffici ents to be the same and the 
conclusion would be that the av coefficients are not the same for the two 
data sets . 
The regression models estimated by using data set 1 and data set 2 
will have unrestricted r esidua l s ums of squares . Rearranging equation 
3.38 the unres tric t ed r esidual s um of squa res for model 1 and for model 2 
is giv~n by 3.45. 
Z1 ' z1 = Y1 'Y1 - Y1 ' Yi (3 . 45) 
whe re l = 1, 2, . . . , i; number of data sets . The pooled unrestricted 
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residual sum of squares is equal to the summation of the unrestricted re-
sidual s um of squares from model 1 and from model 2 and is given by 3 . 46. 
2 
Z'Z = I: Z. 'Z . 
i=l 1 1. 
(3. 46) 
The constrained residual sum of squares is equal to the residual sum of 
squares from model 3, which is a regression on the combined data sets 1 
and 2, and is calculated by using equation 3.31 . 
The F-ratio that uses these different residual sum of squares to test 
whether the data sets in question can be combined is given by 3 . 47. 
F(G-l)p 
(n-Gp) 
Z*c'Z*c - Z'Z/(G-l)p 
Z'Z/(n-Gp) (3.47) 
where 
the constrained residual sum of squares , 
G the number of data sets being combined, 
p the number of variables being constrained, and 
11 the total number of observations . 
The calculated F value is compared to a tabulated F value with (G-l)p 
degrees of freedom for the numerator and (n-Gp) degrees of freedom for the 
denominator . If the tabulated F value is greater than the calculated F 
value then one rejects the H • If the ca l culated F value is greater than 
a 
the tabulated F value then one rejects the a
0
• The generalized H
0 
and 
H for testing coefficients are given by 3.48. a 
HO : 
(3. 48) 
H : a 
where 
ai = the estimated set of coefficients fo r data set i, and 
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B =the estimated set of coefficients for data set j. 
Hypotheses four and five deal with the differences in the factors 
that cause producers with different types of hog operations to change 
production levels , with comparing producers who increase and decrease 
their slaughter-hog production levels, and the differences in the factors 
that cause producers to change their slaughter-hog production levels 
between the four differe n t change periods. 
Constrained regression anal ysis will be used to determine (1) if the 
data can be combined within one change period for producer s with different 
types of hog operations, (2) if data can be combined within one change 
period for producers who changed pr oduction levels in the opposite direc-
tion, and (3) if the same sets of data from the four different change 
periods can be combined to estimate one model over time . 
a. Steps of constrained regression analysis The constrained 
regression a nalysis procedure involves several steps . Lat e r steps will 
be comple ted only if the results of pr evious steps so dictate. 
The first three steps of constrained regression analysis are a 
procedure for determining if all the data for a given change period can 
be combined t o estimate one model. The steps are: 
(1) Estimate four separate unrestricted r egression equations for 
each change period and calculat e the residual sum of sq uares for each by 
using eq ua tion 3 . 49 . 
(3.49) 
where Zi. is the vector of residuals for the i-th type of hog operation, 
Jt 
the j - th change direction, and the t - th time period . There are k 
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equations to be estimated where 
where 
where 
where 
k '"' (i)(j)(t) ; 
i 
j 
T 
F, c 
F = the farrow only type of hog operation, 
c t he comb i nation type of hog opernti on; 
I• D 
I increased production, and 
D decreased production; and 
1, 0 , 9 , 8 
1 = the 1970- 71 change period, 
0 the 1969- 70 change period, 
9 the 1968-69 change per iod, and 
8 the 1967- 68 change period. 
and 
For example , the k eq uations to be estimated in step one for the 1970-71 
change period are: 
1) Fll, 
2) FDl, 
3) Cil, and 
4) CDl. 
Another examp l e would be CD8 , which represents the combination type of hog 
operations which decreased slaughter-hog production levels in the 1967-68 
change period. 
(2) Estimate one pooled restricted eq uation using all the data for 
year t with intercept dummy variables for type and change direction and 
calculate the residual sum of squares by using equation 3 . 49. The 
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equation for the T-th change period is denoted by: FCIDT FIT + FDT + 
CIT+ CDT . Step (2) will restrict the slope coefficients Si. to be the 
Jt 
same fo r all the data for the T-th change period. 
(3) Calculate an F-ratio for FCIDT by using equation 3.47 . If the 
calculated F-value is greater than the tabulated F-value then one rejects 
the H
0 
that the slope coefficients are equal . If the calculated F-value 
is less than the tabulated F-value then one rejects the H . 
a 
If the results of step (3) lead to rejection of the H
0 
then further 
steps will be carried out to determine if there are other ways in which 
the data could be combined for a particular year. 
(4) Estimate two pooled restricted equations over the same change 
direction (j) with an intercept dummy variable for type and calculate the 
residual s um of squares by using equation 3 . 49. The equations to be 
estimated for the T-th change period are denoted by: (1) FCIT FIT + 
CIT, and (2) FCDT = FDT + CDT. Step (4) will restrict the slope coeffi-
~ 
cients eijt to be the same for the combined data sets. 
(5) Calculate F-ratios for FCIT and FCDT by using equation 3.47. If 
the calculated F value is great e r than the tabulated F-value then one 
rejects the H
0 
that the slope coefficients are equal. If the calculated 
F-value is less than the tabulated F-value then one rejects the H • 
a 
Ste ps (6) and (7) wil l be carried out only if H in step (5) is rejected. 
a 
(6) Estimate two pooled restric ted equations over the same change 
direction, (j), without including an intercept dummy variable for type 
and calcula t e the r esidual sum of squares by using equation 3.49. By 
not having a duDll!ly va riable in the equation to indicate type , one is 
res tricting the intercept value to be t he same for the two producer 
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types. 
(7) Calculate F-ratios for FCIT and FCDT by using equation 3.40. 
I f the calculated F-value is gr eater than the tabulated F-value the n one 
r e j ect s the HO that the intercept values a r e the same for the two data 
sets . If the cal culated F-value i s less than the tabulated F-value 
then one rejec t s the H . 
a 
Steps e ight through eleven are carrie d out t o determine if data can 
be combined for hog operations of the same type that change production 
levels in different directions. 
(8) Estimate two pooled restricted e quat ions ove r the same t ype of 
hog operation, (i), with an intercept dummy variable for the change in 
direction and cal culate the r esidua l sum of squa res by using equation 
3.49. The equa tions t o be estimat ed for the T-th change period are 
denoted by : (1) FIDT = FIT + FDT, and (2) CIDT = CIT + CDT. Step (8) 
will restri c t the slope coeffici ents to be the same for the combined 
data sets . 
(9) Calculate F-ratios fo r FIDT and CIDT by using equation 3.40. 
The H0 , Ha, and conclusions from comp aring the calculated F- value s versus 
the tabulated F-values are the same as stated in s tep (5) . I f the H in 
a 
step (9) is r ejected onl y when will s t eps (10) and (11) by completed. 
(10) Estimate two poole d restricte d equations over the same t ype of 
hog operation, (i), without using an intercept dummy variable for the 
chan ge in direct i on and calculate the residual s um of squares by using 
eq ua t ion 3 . 4 9 . 
(11) Calculate F-ratios for FIDT and CIDT by using equation 3.40 . 
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The H
0
, Ha• and conclusions f rom comp aring the cal culated F-values versus 
the tabulated F-values are the same as stated in step (7) . 
(12) Estimate pooled r estric t ed e qua tions over diffe rent time periods 
with intercept dummy variables f or type and change direction. Cal culat e 
the res i dual s um o f squares by using equation 3 . 49 . Step (12) will 
r es trict the slope coefficients t o be the same for the combined data sets . 
(13) Calculate the appropriate F-ratios us ing equation 3 . 40 . The 
H
0
, Ha, and conclusions from comparing the calculated F-values versus 
the tabulated F-values a r e the s ame as stated in step (5). Steps (14) 
and (15) will be completed only if the H i n s tep (13) is rejected. 
a 
(14) Estimate pooled restricted equations over differ ent time periods 
without intercept dummy variables for t ype and change direction . Calcu-
late the residual sum of squares by using equation 3 . 49 . 
(15) Calculate the appropriate F-ratios by using equation 3 .40. The 
H0 , Ra, and conclusions from comparing the cal culated F-va lues versus the 
tabulated F-values a r e the same as stated in step (7) . 
Depending upon the outcome of steps 3, 5 , 7, 9, 11, 13, and 15 , the 
approp riate data sets will be used to estimate regression models t o 
pre dic t changes in the number of s laugh t er-hogs sold . Variables will be 
de l e t e d from the regression models until all t he variables in the model 
are s ignifican t a t the 10% probability l evel. 
b. Data Ass umption (3) for the r egressi on analysis states that 
the number of explanato r y variables must be less than the numbe r of 
observations. It was not possible to build a r egr ession model f or each 
one of the t ypes of hog oper ations because of the lack of a s ufficient 
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number of observations . Therefore, two groups of hog operation types 
will be used in the constrained regression analysis . They are : (1) 
the farrow only group and (2) those who do not far r ow only or gr oups B, 
C, and D combined from the previous type breakdown on page 43 . The lat-
ter will be referred to as the combination type of hog oper ation. 
The variables used to measure the economic , resour ce , and chance 
factors referred to in hypotheses IV and V are given in Table 3.6. The 
dependent variable is the change in the number of slaughter- hogs produced. 
Table 3.6 . Economics, resource, and change importance- scored variables 
A. Economic factors 
1) Pr i ce of feeder pigs 
2) Expected pr ice of slaugh ter-hogs 
3) Expected price of fed cattle 
4) Corn prices 
S) Hog-corn ratio 
B. Resource factors 
1) Labor supply 
2) Feed supply 
3) Capital supply 
c. Chance factors 
1) Average conception rates 
2) Aver age litter size 
3) Disease problems 
4) Health of operator 
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These twelve variables are a special kind of variable called importance 
scored variables that employ the concepts of economic psychology to mea-
sur e economic behavior. Economic and psychological variables are both 
used in the field of economic psychology to explain human behavior . By 
using economic psychology concepts, one should be able to predict human 
behavior more accurately. 
Tilley (38] used economic psychology to determine the psychological 
factors influencing hog marketing decisions. Two specific marketing 
activities were analyzed. They were selection of outlet and choice of 
market weight. The results of the study are hypotheses about the determi-
nants of the relative importance of psychological factors that affect 
producers' hog outlet type choices and choices of market weight. Other 
applied research work employing the theory of economic psychology has 
been done by Skinner [34], Ladd (21], and Ladd and Oehrtman [26] . 
It must be realized that incorporating psy chological variables will 
not make the analysis perfect . Problems still remain in that the assump-
tion must be made that producers will react consistently to the factors 
that cause changes in their economic and psychological variable evalua-
tion. On the other hand, the learning process may change ones perception 
of the economic and psychological conditions presented him. He may make 
different decisions at a later date to a situation that was perceived to 
be the same as before . 
In this study, importance scored variables will be used to measure 
how important a producer feels a particular variable was in causing him 
to make changes in his slaughter-hog production levels. This is an 
improveme nt over the method used in the USDA s tudy. In the USDA study, 
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importance of a variable was measured by just totalling the number of 
times a given variable was mentioned . That method permits no differentia-
tion in the relative importance of a variable between the producers who 
mentioned that variable. This study will allow two producers to mention 
the same variable and to assign a different importance to that variable 
if so desired. 
The importance scores for the economic, resource and chance varia-
bles were converted t o standard normal deviates before the responses were 
used in the regression models. Table 3 .7 gives the standard normal 
deviate for each importance score. The justification for converting the 
importance scores to standard normal deviates rests on the proposition 
that respondents assigning scores near either end of the scale understate 
differences in beliefs about importance as compared to respondents 
assigning scores near the middle of the scale [27b] . Both the standard 
normal deviates and thenon-importancescored variables for producers who 
decreased production were multiplied by a negative one so that signs of 
coefficients would be comparable (i.e., all coefficients would indicate 
impacts on absolute amount of change). 
4. Variables used to test hypothesis IV 
This section will discuss the expected signs of the importance and 
non-importance scored variables . Table 3 . 8 identifies the variables that 
will be used in testing hypothesis IV and indicates the expected signs 
~ 
of the Sv coefficients . 
Economic importance scored variables were included to give an 
indication of how important economic conditions are in affecting a 
Table 3 . 7 . Standar d normal deviates of responses [4] 
Response Deviate Response Devi a t e Response Deviate Response Deviate Response Deviate 
1 - 2.33 21 - 0 . 81 41 -0 . 23 61 0 . 28 81 0.88 
2 - 2 . 05 22 -0 . 77 42 - 0 . 21 62 o. 31 82 0.92 
3 - 1.88 23 - 0 . 74 43 - 0 . 18 63 0 . 33 83 0 . 95 
4 - 1. 75 24 - 0. 71 44 - 0 . 15 64 0 . 36 84 0 . 99 
5 - 1. 64 25 -0 . 67 45 - 0 . 13 65 0.39 85 1.04 
6 - 1. 55 26 - 0 . 64 46 - 0.11 66 0 . 41 86 1.08 
7 - 1. 48 27 - 0 . 61 47 - 0.08 67 0 . 44 87 1.13 
8 - 1. 41 28 - 0 . 58 48 - 0 . 05 68 0.47 88 1.17 
9 - 1 . 34 29 - 0.55 49 -0 .03 69 0 . 49 89 1. 23 
10 - 1. 28 30 - 0.52 50 - 0.00 70 0 . 52 90 1.28 
11 - 1. 23 31 -0 . 49 51 0 . 03 71 0.55 91 1. 34 
12 - 1.17 32 -0 . 47 52 0 . 05 72 0 . 58 92 1.41 (]\ 
13 -1.13 33 -0 . 44 53 0.08 73 0 . 61 93 1.48 
0 
14 - 1.08 34 - 0 . 41 54 0 .11 74 0.64 94 1.55 
15 - 1.04 35 - 0 . 39 55 0 . 13 75 0 . 67 95 1. 64 
16 -0 . 99 36 - 0 . 36 56 0 . 15 76 o. 71 96 1. 75 
17 -0.95 37 - 0 . 33 57 0 . 18 77 0.74 97 1. 88 
18 - 0.92 38 - 0.31 58 0 . 21 78 o. 77 98 2 .05 
19 -0.88 39 - 0.28 59 0 . 23 79 0.81 99 2 .33 
20 - 0 . 84 40 -0 . 25 60 0 . 25 80 0 . 84 
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Table 3.8 . Variables to be tested in the multiple regression analysis . 
Dependent variable is the change in the number of slaughter-
hogs sold from year t o year. 
Variable & Symbol 
I . Importance Scored Variables 
A. Economic 
1 . Price of feeder pigs (PFP) 
2. Expected price of slaughter-hogs (EPSH) 
3 . Expected price of fed cattle (EPFC) 
4. Corn prices (CP) 
5 . Ratio between hog prices and corn prices 
(RHC) 
B. Resource 
6. Labor supply (LS) 
7. Feed supply (FS) 
8 . Capital supply (CS) 
C. Chance 
9 . Average conception rates (ACR) 
10 . Average litter size (ALS) 
11. Disease problems (DP) 
12 . Health of operator (HO) 
II. Nonimportance Scored Variables 
A. Producer Characteristics 
13 . Age of producer (ACE) 
14 . Number of years of education (ED) 
15. Tenant or owner operator (00) 
Hypothesized Sign 
of the Coefficient 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
? 
? 
62 
Table 3.8 (Continued) 
Variable & Symbol 
16 . Number of acres owned in 1971 (AW71) 
B. Fann Characteristics 
17 . Number of livestock en t e rprises (LVSE) 
18. Total numbe r of acr es operated in 1971 
(AP71) 
C. Enterprise Characteristics 
19. Excess capacity in 1971 (EC) 
20 . % of gross farm sales from hog ent e r-
prise in 1971 (PFS71) 
21. Numbe r of hogs sold in pe riod t-1 
22. Type of hog ope ration 
23. Direction of change i n production l evel 
Hypothesized Sign 
of the Coefficient 
? 
? 
? 
+ 
+ 
+ 
? 
? 
producer's decision t o change slaughter-hog production levels. 
Resource importance scored variables we r e included t o r eflect the 
possibility that producers can change slaughter-hog production levels 
due to inc reased o r decr eased resource levels. Certain levels of 
r esources are needed for all size hog ope r a tions and a change in labor, 
capita l, and/or feed s upplies will have an effect upon produc tion 
levels. 
Chance importance scored variables were includes to determine how 
luck and management ability play a role in changed slaughter-hog produc-
tlon l evels . Ave r age conception rates , average litter s ize , and disease 
probl ems are r e lated t o both luck and management. A better managed herd 
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of hogs should have less problems with these three variables . Health of 
the operator is also considered to be a luck factor . 
All of the importance scored variables are expected to have a posi-
tive coefficient . However , it is a lso recognized that there are certain 
condition s in which the sign of the coefficient could be negative . 
Therefore, an impor t ance s co red variable with a negative coefficient 
will be retained in the final model if the coefficient is significant by 
using a two tailed t-test. Figures 3.3 and 3.4 will be used to illus -
trate the possible relationships that could take place. 
Figure 3.3 illustrates the possible relationships that could take 
place between the s i ze of the increase in the number of slaughter-hogs 
sold and the importance scores for producers incr easing production . 
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Line AB r epresent s a positive relationship . As the importance score 
of a variable increases the greater will be the increased numbe r of hogs 
sold for slaughter . This relationship would result in variables having 
positive coefficients. Line CD represents a negative relationship. As 
the importance sco re of a variable increases , the smaller will be the 
increase in the slaughter-hog production level. 
Figure 3.4 illustrates the possible relationships that could take 
place between the size of the decrease in the number of slaughter-hogs 
sold and the importance scores for producers decreasing production. The 
vertical axis of the graph is reversed to illustrate the decreased pr o-
duction levels. Also, notice that the importance scores are reversed 
from Figure 3.3 and multiplied by a negative one (seep. 62). 
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Line AB represents a positive relationship. As the importance score 
of a variable increases the greater will be the decrease in the number of 
hogs sold for slaughter. This relationship would result in variables 
having positive coefficients. 
Line CD represents a negative relationship. As the importance score 
of a variable increases the smaller will be the decrease in the slaughter-
hog production level. 
A positive coefficient indicates that the variable is more important 
in causing large changes and less important in causing small changes . A 
negative coefficient, on the other hand, indicates that the variable is 
more importance in causing small changes , but less important in causing 
large changes. The hypothesized positive signs for the importance scored 
variables are based on the assumption that higher importance scores for 
these variables will be associated with larger increases and decreases in 
slaughter- hog production levels. 
The expected signs of the producer characteristic coefficients are 
questionable expept for the age of the producer. Age of the producer is 
expected to have a negative coefficient because a producer reaching 
retirement age would be more likely to make small changes in his slaughter 
hog production. 
Expected signs of coefficients of number of years of education (ED), 
tenant or owner operator (00), number of acres owned in 1971 (AW71), 
number of livestock enterprises (LVSE), total number of acres operated 
in 1971 (AP71), type of hog operation, and direction of change in the 
slaughter-hog production are not specified. 
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Excess capaci t y (EC) is expected to have a positive coefficient . 
If a producer had excess capacity at the end of 1971, it seems most 
reasonable that he made a large change in his pr oduction level in the 
past year. It is assumed that, in most cases, producers keep their fa-
cilities at or near peak production levels. 
Percentage of gross farm sales from the hog enterprise in 1971 
(PFS71) and the number of hogs sold in period t-1 (HS) are both expected 
to have a positive coefficient . As PFS71 increases, the more likely a 
producer is to have made a large change in his slaughter-hog production 
during 1971. As HS becomes larger the greater is the chance a producer 
made a large change in his slaughter-hog production level. 
It is realized that the producer, farm, and enterprise characteris-
ti cs will be actual for 1971 but not for 1967 through 1970. But if any 
of these variables are significant in the 1971 change period then they 
will be included in the other three change-period regression models. The 
assumption will be made that the 1971 data are good es timates of the 
values of these variables in the other four years . 
For each regression model the following results will be presented. 
(1) The variables that are significant at the 10% probability level. 
~ 
(2) av coefficients from using equation 3.36 . 
~ 
(J) t value for each av coefficient from using equation 3.42. 
(4) R 2 value from using eq uation 3.99. 
m 
(5) The F values from using equation 3.33 that were calculated in 
steps 3, 5 , 7, 9, 11, 13, and 15 of the constrained r egression 
analysis for the 1971 data. 
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E. Chapter Summary 
The first part of this chapter dis cussed the data source and data 
collected. Next the methods, procedures, and specific data requirements 
neede d to test each one of the hypotheses in Chapter II were presented. 
The three methods pr esented were discriminant analysis, Markov-chain 
analysis, and multiple regression analysis. 
Chapter IV will present the results of testing each of the hypotheses 
by using the three analytical procedures. 
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IV. RESULTS 
This chap ter will present the results of tests of the f ive hypothe-
ses presented in Chapter II. First, the results obtained by using dis -
c riminant nnalysis to t est hypo thesis I will be presented . Second, the 
results obtained by us ing Markov chain analysis to test hypotheses II 
and III will be presen ted . Third, the results obtained by using con-
strained multiple r egr ession analysis to test hypotheses I V and V will 
be p r esen ted. 
A. Discriminant Analysis Results 
The thirteen va r iables listed i n Table 3.4 were used initially to 
es timate the discriminan t f unc t ion . The variables that did not have a 
signifi cant t-value at the .10 pr obability l evel we re del e t ed from the 
initial f unc tion . Table 4 .1 presents the variables in the final model, 
the coefficient, and t value fo r each variable and the importance 
r anking of each of the variabl es. 
The F-ratio given by equation 3.24 was used to determine if there 
was a significant diffe r ence between the full model using thirteen 
independent variables and the r e duced model using four independent varia-
bles. 
F = . 069 - . 058 x 473 - 4 - 9 - 1 = 6025 1 - .069 9 . 
The tnb ul ated F-value with 459 degrees of freedom in the numerator and 
9 deg rees o f freedom i n the denominator is equal to 2 . 16 a t the . 10 
probability level. The tabulated F-value is grea t er than the cal cu l ated 
F-value, the refore the hypothesis that the addi tional variables do not 
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Table 4.1. Variables in the final discriminant function 
Standardized Importance 
Coefficient t-value Coefficient Ranking 
XO cij 
xl capital-intensity 
of swine facilities 
(CI) 
x2 -- number of slaughter-
hogs sold in 1967 
(HS6 7) 
-- number of different x3 
market outlets sold to 
(NOST) 
x4 -- number 
education 
*P < . 10 . 
**P < .05. 
***P < • 01. 
of years of 
(EDUC) 
+l. 8177 
-0 . 4211 -1. 4215* - . 1604 
-0 .0008 -2.9040*** -.3351 
0.2476 1.9054** .2175 
0.1964 3.8010*** .4517 
contribute to the disc riminant function is not rejected. 
4 
2 
3 
1 
To determine if the final discriminant function is significant, the 
F-ratio given by equation 3.21 was used. The ~2 value for the final 
discriminant function is equal to .058. 
F = .058 
1 - . 058 
x 473 - 4 - 1 
4 7.204 
The tabulated F-value, with 468 and 4 degrees of freedom in the numerator 
and denominator,respec tively, is equal to 3.76 at the .10 probability 
level. The calculated F-value is gr eat er than the tabulated F-value, 
therefore the null hypothesis that the function is not significant is 
rejected. 
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1. Coefficient interpretation 
The coefficient of capital-intensity of swine facilities (CI) has a 
negative sign. The negative sign indicates that producers with capital-
intensive swine facilities are more likely not to make changes in their 
slaughter-hog production levels. The CI variable was coded as a 1 or 
0 dummy variable. A 1 meant that a producer had capital-intensive swine 
facilities and a 0 meant that a producer did not have capital-intensive 
swine faci lities . If a producer had either total or partial confinement 
buildings designed specifically for swine, then he was considered to have 
capital-inte nsive swine facilities . If a producer was using facilities 
not permanently designed for swine, then he was considered not to have 
capital intensive swine facilities. If CI is equal to one rather than 
zero, the left hand side of expression 3.15 is decreased and, consequent-
ly , the chance a producer will be classified into the group (2) that made 
not changes in slaughter-hog production level is increased . 
CI is the least important discriminating variable of the four 
variables in the discriminant function because it had the smallest stan-
dardized coefficient . The relative importance of CI in the function is 
also exemplified by the fact that it is the only variable not significant 
at a probability level less than .10. 
The coefficient of number of hogs sold in 1967 (HS67) had a negative 
sign . This slgn indicates that, as the number of hogs sold for slaughter 
in 1967 increases, the less likely is a producer to have made a substan-
tl~1l change in his slaughter-hog production level from 1967 to 1971. This 
~onclus ion is the opposite of what was hypothesized. It was hypothesized 
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that the fewer slaughter-hogs a producer sold in 1967 the less likely 
he would have made a substantial change in his slaughter-hog production 
level from 1967 t o 1971 . HS67 was the second most important dis crimi-
nating variable i n the disc riminant function. Its t-value was signifi-
cant at t he .01 probability leve l. 
The coefficient of number of outlets sold to (NOST) had a positive 
sign. The positive sign indicates that , as the number of market outlets 
sold to from 196 7 to 1971 increases, the more l ikely a producer is to have 
made a tolerance leve l change in his slaughter hog production level from 
1967 to 1971. NOST was used to indicate a producer's attentiveness to 
the market s ituation and t o other aspects of his hog enterprise and 
farming operation . NOST was the third most important discriminating 
vRriablc and the coeffient for NOST was significant at the .05 proba-
bility 1 evel. 
The coefficient of number of year s of educa tion [EDUC] had a posi-
tive sign. The positive s ign indicates that, as the number of years of 
education increases, the more likely a producer will have made changes in 
his slaughter-hog production level from 1967 to 19 71. EDUC was the mos t 
important discriminating variable in the dis c riminant function. It had 
the largest stnndardi zed co~ (ficient and the coeffi c i ent was significant 
at the . 01 probability l eve l. 
Tab I e 4. 2 prese nt s the vnr la blc.s that were not significant in the 
lnl tlal discriminan t function at the .10 probability level. The number 
o( a c res operated (AO) was significant a t the . 15 probability level and 
was the most important variable among the nonsignificant variables . Age 
of producer (AGE) and excess capacity (EC) at the end of 1971 were 
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significant at the . 20 probability level and were the second and third 
most important variables among the nonsignificant variables. The sign of 
the coefficient for the age of producer was negative and the sign of the 
coefficient for the excess capacity was positive. In both cases the 
signs of the coefficien ts were as expected. The use of computer r ecords 
(COMRD) was significant at the . 25 probability level and was the fourth 
most important variable. Quality of swine records (QSR) , use of futures 
contracts (FC), owner-operator (00), number of bids received (NBR), and 
number of livestock enterprises (LVSE) were not significant at a probabil-
ity level less than .25. QSR, 00, NBR, and LVSE were all found to have 
positive coefficient s as was expected . 
Table 4 . 2. Nonsignificant variables at the . 10 probability level in the 
i nitial discriminant function 
Std. Importance 
Coefficient t-value Coefficient Ranking 
Acres Operated - .0006 -] .1051* -.1463 1 
Quality of Swine Records .0228 .0816 .0093 9 
Futures Contracts - . ll 79 -.2035 -.0237 8 
Computer Records -.3244 -.7161*** -.0861 4 
Owner-Operator .1762 . 6583 .0778 5 
Number of Bids .05800 .391 4 . 0515 7 
Excess Capacity .2223 . 9621** .ll04 3 
ACE - .0110 - . 9216** - .1176 2 
Llvt!stock Enterprlses .0776 .6571 .0767 6 
*P "' • J 5. 
**P > . 20. 
***P > . 25. 
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2. Classifi ca tion 
The most appropriate c l ass ification criterion t o use for a two-group 
analysis with unkno'Wll probabilities is given by expr ession 3 . 15 . From 
3.14 
-0.4211 
- 0 . 0008 
0 12 
0 . 2476 
0 .1964 
4xl 
and, from 3 . 13 
I 
.8127 .863 -0. 4211 
503 . 473 -0. 0008 
~ 
\ c12 + 
1. 7466 0 . 2476 
0 . 1964 
1. 8177 
The n 3 . 15 can be r ewritte n as 
X' 
X' 
The r esults obtained by applyi ng the c l assification c rite rion a r e pre-
sented in table 4 . 3 . 235 of the 363 producer s act ua lly in gr oup 1 were 
correc tly c lassi fi ed into group 1 . 128 producer s who were ac tually in 
group 1 we r e misc lassified i nto group 2 . 69 of the 100 producers who 
we r e nclunl l y in gr oup 2 were c lassified into gr oup 2. 41 producers who 
were ;ictu:i l l y in gr o up 2 we re misclassified i nto group 1. 
The p? deUned hy eq u;i t ion 3. 16 i s ca l cula t ed in exp r ession 4 .1. 
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Table 4.3. Results of clnss i ficatlon ui:;Lng Lhc cJassl[icatlon cr lLe rion 
in 3 .15. 
Classified Type 
1 2 
l 235* 
128 
.49 7** . 271 
Ac tual Type 
41 69 
.087 .145 
2 
276 197 
~actual number of producers. 
proportion of t o t al . 
p ? "' 235 + 69 
473 
.64 27 
363 
110 
(4 . 1) 
P2 is the percentage of producers that the discriminant f unc t ion correctly 
classified. The discriminant f unc tion does a pre tty good job of classi-
fying producers into either group 1 or 2 when using the most appropriate 
classification criterion. 
I f one knows the probabilities of drawing a p roducer from either 
gr oup 1 or 2 on random chance basis, then 3 .16 s hould be use d as the 
classifica tion criterion. Table 4 . 4a presents the results when these 
probabilities are assumed to be known . 359 of the 363 producers actually 
in gr o up 1 were co rrectly classified into gr oup 1. Four producers who 
we r e actually i n gr oup 1 were misclassified i nto group 2 . One producer of 
the 110 producer s in group 2 was correctly classified into group 2 . 109 
of the 110 produce r s in gr oup 2 were mis c l assified into group 1 . The 
proportion o f correct c l assifications is equal to . 762 , and the proportion 
of mjsclossifi cAtions is equal to . 238 . 
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Table 4 . 4a. Results of classification using the c l assificat i on c riterion 
i n 3 . 16 . 
Classified Type 
1 2 
359 4 
.760 . 008 363 
] 
Actua l Type 
2 109 
1 
. 230 . 002 110 
468 5 
Table 4 . 4b is a random chance classifica tion table that can be con-
structed when one assumes known prior proba bilities of drawing a producer 
from e ithe r group 1 or 2 on a r andom chance basis. 363 producers in the 
sample are in group 1 , therefore y
1 
= 363/473 = . 77. 110 producers in 
the sample a r e in gr o up 2, therefore y2 = 110/473 = . 23 . 
Table 4.4b . Random c han ce classification c rite rion 
Cl assified Type 
1 2 
1 
2 
. 59 . 18 . 77 y l = Y1Y2 = 
Actual Type 
2 YzY1 = .18 Yz 
2 
.05 . 23 = 
. 77 . 23 1.00 
When comparing Table 4 .4a with Table 4 .4b, it can be seen that the 
r andom chance probabi l ities are quite different than the probabilities 
gene rated from the discriminant analysis c lassification r esults. Assum-
i ng one has known probabilities the re is a strong tendency to classify 
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producers into group 1. 
p 7 from equation 3 . 18, when assuming known probabilities, is calcu-
lated in 4.2 . 
p2 = 359 + 1 
473 
.76 (4.2) 
This procedure assuming known probabilities corre c tly classified 76 per-
cent of the producers . From Table 4.4b it can be seen that, on a random 
chance bas i s , one would expect to correctly classify 64 percent of the 
producers . The discriminant fun c tion correct ly c lassified 76 percent of 
the producer s . This i s 12 percent bette r than if a random chance basis 
was used t o determine classification. 
This same type o f comparison betwee n the P2 for the dis c riminant 
function tha t a s sumed unknown prior probabili ties could not be made as 
elude d to ln the disc riminant analysis section i n Chapter III. 
Comparing the P2 for the discriminant function assuming known and 
unknown prio r probabilities shows that, when known prior probabili ties 
a r e assumed, 12 percent more producers a r e correctly classified . But it 
is not clear tha t lt is ~pp ropriate to use the percentage of producers in 
each group in the sample as the r a ndom probabilities. Second, use of this 
c lassification pro cedure seve r e ly mis cl assifies those producers in group 
2 . It would seen r easonabl0 that, e ven though t he P2 i s highe r if this 
classifica tion procedure i s used, there s hould be more producers c lassi-
fied into gr o up 2 to make the results seem more believable. 
These results suggest that Hypothes i s I s hould be partially rejec ted . 
Four of the thirteen varia bles were significant at the .10 probability 
level . The Ru2 for the dis c riminant function was equal to .058, and 
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the p 2 for the appropriate classification procedure was equal to .64. 
The p2 in discriminant analysis is analogous with the R2 in regression 
analysis, while the ~2 is simply interpreted as the amount of the 
variance that was explained [28). Due to the relatively large sample 
size, this relatively small ~2 is significant. 
3. Summary of discriminant analysis results 
The four variables that can be used to discriminate between slaugh-
ter-hog producers who made changes and those who did not make changes from 
1967 to 1971 in their production levels are: 
(1) Amount of capital invested in swine facilities, 
(2) The number of slaughter-hogs sold for slaughter in 1967, 
(3) The number of different market outlets sold to from 1967 to 1971, 
and 
(4) The number of years of education . 
The number of years of education was found to be the best discrimi-
nator, the number of slaughter-hogs sold in 1967 the second best discrim-
inator, the number of different market outlets sold to to be the third best 
discriminator, and the capital-in t ensity of swine facilities was found to 
be Lhe fourth best discriminator. 
TI1e number of acres opcrnted, tl1e type of swine records, the use of 
ful11res markets , the use of fnrm computer records, whether the producer 
wns an owne r or tenant operator, the number of different bids r eceived 
when selling slaughter-hogs, the amount excess swine facility capacity at 
the e nd of 1971, the age of the producer, and the number of different 
livestock enterprises on the farm were other variables tested. None of 
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these nine variables were significant discriminators at the .10 probabil-
ity level or less and, therefore, it was concluded that they are not good 
characteristics to use to distinguish producers who make changes in 
slaughter-hog production levels and those producers who do not make 
changes in slaughter-hog production levels. 
B. Markov Chain Analysis Results 
First, sixteen transition probability matrices were estimated; a 
transition matrix was estimated fo r each of the four hog production types 
for each of the four change periods. These sixteen matrices were used in 
the stationarity test for hypothesis II and the homogeneity test for 
hypothesis III. The following notation was devised to identify the 
matrices. Tij denotes the transition matrix for change period i and hog 
operation type j where: 
and 
i 78 for the 1967 to 1968 change period, 
i 89 for the 1968 to 1969 change period, 
i = 90 for the 1969 to 1970 change period, 
i 01 for the 1970 to 1971 change period, 
j F for the farrow only type of hog operation, 
J PO for the purchase feeder pigs only type of hog operation, 
j FS for the farrow and sell feeder pigs type of hog operation, 
and 
j = D for the diversified type of hog operation . 
The weights given in Table 3.1 were used when estimating the tran-
sition matrices so that the results are statewide es timates. Twelve 
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producers gave slaughter-hog production information for one or more years 
that could not be used and were therefore eliminated in the analysis. 
The sixteen matrices were used to estimate four stationary transi-
tion probability matrices, one for each type of hog operation . Equation 
3.24 was used to estimate each stationary transition probability in the 
matrix. The stationary transition probability matrices are identified 
by ST.j where . indicates that the matrix is estimated over all i change 
periods and j represents the type of hog operation. 
1. Results of test for stationarity 
To test for stationarity, stationary transition matrices were esti-
mated for the far row only type of hog operation (ST .,F), the purchase 
feeder pigs only type of hog operation (ST.,p0), the farrow sows and sell 
feeder pigs type of hog operation (ST.,FS), and the diversified type of 
hog operation (ST .,D). The four matrices are given in Tables 4 . 6, 4 . 7 , 
4 . 8 and 4 .9. 
Equation 3.25 was used to test for stationarity for each of the four 
types of hog operations. The results of the tests are presented in Table 
4 . 5 . 
Table 4.5 . Results of tests for stationarity 
Type of Hog Calculated Standardized Probability of a type 
Operation x2 x2 1 error 
Farrow Only 24136.50 203 . 8682 p < .01 
Purchase Only 8828.198 117.0344 p < .01 
Farrow and Sell 8553.0238 114. 9471 Feeder Pigs 
p < .01 
Diversified 18772. 376 177 . 9217 p < .01 
Table 4 . 6. Mat rix ST . ,F -- Farrow only type of hog operation 
Si ze t - 1 
Size t 0 1 2 3 4 5 6 
Row 
t otal 
0 4931 0 496 127 0 0 0 5554 
59.8 0.0 1.1 .6 0.0 0.0 0 . 0 4.5 
1 1194 11404 3282 258 0 0 0 16138 
14 . 5 83 . 7 7 . 4 11 . 2 0 . 0 0.0 o.o 13 . 2 
2 880 1968 35219 3368 1364 143 0 42942 
10 . 7 14 . 4 79 . 4 15 . 7 8 . 9 . 8 0 .0 35.2 
3 813 258 3709 13323 2056 245 0 20404 
9.9 1.9 8.4 62.2 13.5 1.5 0 . 0 16 . 7 co 
0 
4 93 0 1382 3588 9347 1755 0 16165 
1.1 0.0 3.1 16 . 8 61. 2 10 . 4 0 . 0 13 . 2 
5 333 0 282 747 2503 14128 367 18360 
4.0 o.o . 6 3 . 5 16.4 83.8 15.5 15.0 
6 0 0 0 0 0 586 1996 2582 
0.0 o.o o.o o.o 0 . 0 3. 5 84 . 5 2 . 1 
Column 8244 13630 44370 21411 15270 16857 2363 122145 
t o t al 6.7 11.2 36 . 3 17 . 5 12 . 5 13 . 8 1.9 
Table 4.7 . ~at rix ST .,PO -- Purchase feeder pigs only type of bog operation 
Size t - 1 
Size t 0 1 2 3 4 5 
Row 
6 total 
0 761 0 258 258 0 0 0 1277 
35 .o 0 . 0 2 .5 6 . 0 0 . 0 0 . 0 0 .0 5 . 1 
1 369 2952 627 258 0 0 0 4206 
17.0 78.0 6 . 0 6.0 0 . 0 0 . 0 0 . 0 16 . 7 
2 952 738 8639 765 93 51 0 11238 
43 . 8 19.5 82 . 9 17.6 4.0 3.5 o.o 44.7 
3 93 93 892 2244 512 143 0 3977 
4 . 3 2.5 8 . 6 51. 8 21. 8 9 . 9 0.0 15 . 8 
00 
f--' 
4 0 0 0 617 1416 102 0 2135 
o.o 0 . 0 0 .0 14.2 60. 3 7. 1 0.0 8.5 
5 0 0 0 194 328 1000 24 1546 
0 . 0 0 . 0 o.o 4 . 5 14 . 0 69.2 3.9 6 . 2 
6 0 0 0 0 0 149 590 739 
o.o o.o o.o 0.0 o.o 10.3 96 . 1 2 .9 
Column 2175 3783 10416 4336 2349 1445 614 25118 
total 8.7 15.1 41.5 17 . 3 9 . 4 5 . 8 2 . 4 100.2 
Table 4 . 8 . Matrix ST . ,FS -- Fa rrow sows and sell feeder pigs type of hog operation 
Size t-1 
Size t 0 1 2 3 4 5 6 
Row 
total 
0 1306 0 0 0 51 0 0 1357 
60.2 0 . 0 0 . 0 0.0 2 .1 0.0 0.0 6.9 
1 789 2706 519 51 93 0 0 4158 
36.4 59 . 6 10.1 2 . 3 3.9 0.0 0.0 21. l 
2 75 1785 4169 726 270 0 0 7025 
3.5 39 . 3 80.8 32 . 2 11. 2 0.0 0.0 35 . 7 
3 0 0 355 1106 321 24 0 1806 
0.0 0 .0 6.9 49.1 13 . 3 1.0 0 .0 9 . 2 co 
N 
4 0 51 93 346 1424 203 0 2117 
o.o 1.1 1. 8 15.4 59.0 8.8 0.0 10.7 
5 0 0 24 24 253 1935 75 2311 
0 . 0 o.o .5 1.1 10 . 5 83 . 6 8 .9 11. 7 
6 0 0 0 0 0 153 772 925 
0.0 o.o 0.0 0 .0 0 . 0 6.6 91.1 4 . 7 
Column 2170 4542 5160 2253 2412 2315 847 19699 
total 11.0 23 . 1 26 . 2 11. 4 12.2 11. 8 4.3 100.0 
Table 4 .9. Matrix ST . , 0 ~Diversified type of hog operation 
Size t-1 
Size t 0 1 2 3 4 5 6 
Row 
total 
0 1237 369 1107 0 0 51 0 2764 
33. 5 5.7 4.1 o.o o.o .5 0.0 4.2 
1 916 4533 1816 478 528 0 0 8271 
24 . 8 70.5 6. 7 4.7 5 . 7 0.0 0.0 12. 4 
2 1123 1352 20259 1822 273 587 0 25416 
30.4 21.0 75. 3 17.9 3.0 6 . 2 o.o 38.2 
3 194 127 2547 5004 1559 537 24 9992 
5.2 2.0 9.5 49.2 16.9 5 . 7 3 . 2 15.0 co 
w 
4 102 51 1124 2526 5179 670 0 9652 
2.8 . 8 4 .2 24 . 8 56 .2 7. 1 o.o 14.5 
5 125 0 51 346 1676 7059 51 9308 
3.4 0 .0 .2 3.4 18.2 75.0 6.8 14.0 
6 0 0 0 0 0 508 672 1180 
0.0 o.o 0.0 o.o 0 . 0 5.4 90.0 1. 8 
Column 3697 6432 26904 10176 9215 9412 747 66583 
total 5 . 6 9.7 40.4 15.3 13.8 14.1 1.1 100.0 
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For each type of hog operation the x2 value e xceeds the critical 
value for the .01 probability level. Therefore , the H0 that the transi-
tion probabilities are stationary over the time period from 1967 to the 
end of 1971 for each i type of hog operation is rejected . The transition 
probabilities are nonstationary. The refore , each transition matrix must 
be estimated separately . This result leads to the conclusion that the 
portion of hypothesis II that states that the transition probabilities 
are different between time periods is not rejected . 
2 . Results of test for homogeneity 
The four transition probability matrices estimated for each type of 
hog operation were used to make a test for homogeneity among hog opera-
tion types for each change period . The procedure used is similar to that 
for the stationarity test. The difference is that the over-all transition 
probability matrix used to test for homoge nei t y is constructed from the 
four hog operation type matrices for one change period, whereas in the 
staionarity test the over- all matrix was constructed from one type of hog 
operation over all the change periods. Again, equation 3 . 24 was used t o 
estimate the transition probabilities in the matrices used to test for 
homogenei t y . 
The stationar y transition probability matrices are identified by 
HT 1 •• , where l r ep r esents the change period and . indicates that the 
mntrix is cstimnted ove r all j types of hog operations . The four esti-
mated matrices are shown in Tables 4 .1 0, 4.11, 4 .12 , and 4 . 13 . 
Equation 3 . 25 was used to test for homogeneity for each of the four 
change periods. The result s of the test a r e presented in Table 4.14 . 
Table 4.10. Matrix HT
78 -- 1967- 68 Change period 
Size t - 1 
Size t 0 l 2 3 4 5 6 
Row 
total 
0 4387 0 1492 385 51 51 0 6366 
82.3 o.o 6.7 3 . 9 .8 . 8 0 . 0 10.9 
1 54 7 5621 0 0 0 0 0 6168 
10.3 77 .8 0 . 0 0 . 0 o.o 0.0 o.o 10 . 6 
2 127 1507 18315 891 152 0 0 20992 
2.4 20 .9 82.6 8.9 2.4 0 . 0 0.0 36 . 0 
3 194 93 1593 6428 714 202 0 9224 
3 .6 1. 3 7.2 64 . 3 11.5 3 .1 o.o 15.8 
OJ 
V1 
4 51 0 710 2086 4554 506 0 7907 
1.0 o.o 3.2 20 . 9 73.3 7. 7 0.0 13.5 
5 24 0 51 203 741 5631 75 6725 
. 5 o.o .2 2.0 11. 9 85.7 8 . 3 11 . 5 
6 0 0 0 0 0 177 831 1008 
0 . 0 o.o o.o 0 . 0 0.0 2.7 91. 7 1. 7 
Column 5330 7221 22161 9993 6212 6567 906 58390 
total 9.1 12 . 4 38 . 0 17.1 10 . 6 11. 2 1.6 100 . 0 
Table 4 .11. Matrix HT89 , . -- 1968-69 Change period 
Size t-1 
Size t 0 1 2 3 4 5 6 
Row 
total 
0 2750 369 0 0 0 0 0 3119 
43.2 6 . 0 o.o 0 .0 0 .0 0 . 0 0.0 5.3 
1 1047 5219 996 127 0 0 0 7389 
16.4 84 . 6 4.7 1. 4 0 . 0 0.0 o.o 12 . 7 
2 1943 579 17688 1811 659 0 0 22680 
30. 5 9.4 84 . 3 19 . 6 8 . 3 0 . 0 0.0 38 . 8 
3 144 0 1821 5886 1158 258 0 9267 
2 . 3 0 . 0 8 .7 63 . 8 14.6 3 . 8 0 . 0 15 .9 co 
°' 4 51 0 464 1097 5055 296 0 6963 
. 8 0 . 0 2 . 2 11 . 9 63 . 9 4.4 o.o 11. 9 
5 434 0 24 300 1036 5893 47 7734 
6.8 o.o .1 3.3 13.1 87 . 7 4.7 13.2 
6 0 0 0 0 0 273 960 1233 
o.o 0.0 0.0 o.o 0 . 0 4.1 95 . 3 2.1 
Column 6369 6167 20993 9221 7908 6720 1007 58385 
total 10.9 10 . 6 36.0 15 . 8 13.5 11.5 1. 7 100 . 0 
Table 4 . 12. Matrix HT9a 
-- 1969- 7a Change period 
Size t-1 
Size t a 1 2 3 4 5 6 
Row 
t otal 
a 1a98 a 369 a a a a 1467 
35.2 a . o 1. 6 a . o o .a 0 .0 o . o 2 . 5 
1 627 58la 865 3a9 0 a a 7611 
2a.1 78 . 6 3.8 3 . 3 a .o a.o a.o 13 .a 
2 909 1143 17666 948 351 a 0 21017 
29.1 15.5 77 .9 la.2 5 . a a . o o . a 36.a 
3 393 385 2923 5216 676 102 a 9695 
12 . 6 5 . 2 12.9 56 . 3 9.7 1.3 a . a 16.6 
CXl 
--.! 
4 93 51 6aa 2450 4444 528 0 8166 
3.a . 7 2.6 26.4 63 . 8 6.8 a .o 14 .a 
5 0 0 258 346 1493 6815 98 901a 
0.0 0 . 0 1.1 3.7 21.4 88 .1 7 . 9 15. 4 
6 a 0 0 0 0 29a 1135 1425 
a.a 0 .0 o.o 0 . 0 a.a 3.7 92 . 1 2.4 
Column 3120 7389 22681 9269 6964 7735 1233 58391 
total 5.3 12.7 38 .3 15.9 12.0 13 . 2 2 .1 100.0 
Table 4 .13 . Mat r i x HTOl, . - - 1970- 71 Change period 
Size t - 1 
Si ze t 0 1 2 3 4 5 6 
Row 
tot al 
0 0 0 0 0 0 0 0 0 
0.0 0 . 0 0 . 0 0 . 0 o.o 0 . 0 0 .0 0 .0 
1 104 7 4945 4383 609 621 0 0 11605 
71. 4 65 . 0 20.9 6 . 3 7 . 6 0 . 0 0 . 0 19 . 9 
2 51 2614 14617 3031 838 781 0 21932 
3.5 34 . 3 70 . 0 31. 3 10.3 8 . 7 0 . 0 37 . 6 
3 369 0 1166 4147 1900 387 24 7993 
25.2 0.0 5 . 5 42 . 8 23 . 3 4 . 3 1. 7 13 . 7 
CX> 
CX> 
4 0 51 825 1444 3313 1400 0 7033 
0 . 0 . 7 14. 9 40 . 6 15 . 5 0 . 0 12 .0 
5 0 0 24 462 1490 5783 297 8056 
0.0 0 . 0 .1 4 . 8 18.3 64 . 2 20 . 8 13 . 8 
6 0 0 0 0 0 656 1104 1760 
0 . 0 0 . 0 o.o 0 . 0 o.o 7. 3 77 . 5 3 . 0 
Column 1467 7610 21015 9693 8162 9007 1425 58379 
t o t al 2.5 13 . 0 36.0 16 . 6 14 . 0 15.4 2 .4 99 . 9 
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Table 4 . 14. Results of tests for homogeneity 
Calculated Standardized 
Change Period xi xi 
Probability of a t ype 
1 error 
196 7-68 8, 361. 6542 113.47565 p . 01 
1968-69 8,617.9524 115.44261 p .01 
1969-70 11,587 . 132 136.38798 p . 01 
1970-71 10,305.984 127. 72571 p . 01 
For each change period the x2 value exceeds the critical value for 
the .01 probability level and, therefore, the H
0 
that the transition 
probabilities are homogeneous between the four types of hog operations 
for each change period is rejected. The transition probabilities are 
nonhomogeneous, therefore, the transition matrix for each type of hog 
operation must be estimated separately . This r esul t leads to the conclu-
sion that hypothesis III is not rejected. 
From the results of tests of a portion of hypothesis II and hypothe-
sis III it was concluded that a separate transition probability matrix 
must be estimated for each t ype of hog operation for each change period . 
3. Individual transition matrix analysis 
Each of the sixteen transition probability matrices will be analyzed 
separately to determine if producers in certain size classes are more 
likely to change size classes than producers in other size classes . The 
results of this analysis will be used t o test the portion of hypothesis 
II that deals with the probabilities of making changes being different for 
different size classes. 
Matrix TOl,F' which is given in Table 4 . 15, will be used to explain 
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the interpretation of the sixteen matrices to be presented in this sec-
tion. The number of pr oducers in a size class i in the t-1-th period 
and size class j in the t-th period is the top number in each cell . For 
example , 258 producers were in class 0 in 1970 and in class 1 in 1971. 
The bottom number in each cell is the percentage of producers in size 
class i in period t-1 that the top number represents . For example, 258 
producers represented 41.1 percent of the producers in class 0 in 1970. 
The column total for size class 0 in 1970 is 627 which represents the 
total number of producers in class 0 in 1970. The 2 . 1 under the 627 is 
the percentage 627 is of the total number of producers represented in 
the matrix. The total number of producers represented in the matrix is 
30,535. Under the row total, 6013 represents the number of producers in 
class 1 in 1971 and the 19.7 under 6013 is the percentage that 6013 was 
of the total number of producers represented. The numbers along the top 
and in the left column of the matrix are the seven different size classes 
in 1970 and 1971, respective ly. 
This ma trix is for the farrow only type of hog 
operation for the 1970 and 1971 change period. All the producers in the 
sample who sold no slaughter-hogs in 1970 sold slaughter-hogs in 1971. 
This is because the only producers included in the sample were those who 
sold slaughter-hogs in 1971. 41 .1 percent of the surveyed producers who 
sold no slaughter hogs in 1970 entered in class 1, while 58 .9 percent 
entered in class 3. Slightly more than 30 percent of the producers in 
size classes 2 , 5, and 6 in 1970 changed their size class in 1971. Ap-
proximately 60 percent of the producers in size classes 3 and 4 and 20 
percent of the producers in size class 1 in 1970 changed their size class 
Table 4 .15. ~l.atrix TOl, F 
Size 70 
Size 71 0 1 2 3 4 5 6 
Row 
total 
0 0 0 0 0 0 0 0 0 
0 .0 0 . 0 0 . 0 0 .0 0 . 0 o.o 0 .0 0.0 
1 258 2842 2655 258 0 0 0 6013 
41.1 81. 9 25.4 4 . 4 0 . 0 o.o o.o 19.7 
2 0 627 6993 2047 489 143 0 10300 
o.o 18.1 67.0 34.8 11.8 2 . 7 0 .0 33.7 
3 369 0 477 2467 1178 143 0 4635 
58. 9 o.o 4.6 42 . 0 28.5 2.7 0 . 0 15.2 \D 
~ 
4 0 0 309 735 1760 1156 0 3960 
0.0 o.o 3. 0 12.5 42 . 5 22.0 0.0 13.0 
5 0 0 0 369 709 3628 222 4928 
0.0 0.0 0.0 6 . 3 17 . 1 68.9 30 . 6 16.l 
6 0 0 0 0 0 195 503 698 
o.o 0 . 0 o.o o.o 0.0 3 . 7 69.4 2 . 3 
Column 627 3469 10434 5876 4137 5266 725 30535 
total 2 .1 11.4 34.2 19.2 13.5 17 . 2 2.4 100 .0 
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in 1971. 
Matrix T90 F 
This matrix is for the farrow only type of hog 
operation for the 1969 to 1970 c hange period and is given in Table 4.16. 
Slightly more than 60 percent of the producers surveyed who sold no 
slaughter-hogs in 1969 sold slaughter-hogs in 1970. 22.6 percent of these 
producers entered in class 3, while 21.2 and 14.8 percent entered 
classes 2 and 1 respe ctively . Roughly 20 percent of the producers in 
size classes 1 and 2 in 1969 changed size classes in 1970. Approximately 
30 percent of the producers in size c lasses 3 and 4 in 1969 and roughly 
12 percent of the producers in size classes 5 and 6 in 1969 changed size 
classes in 1970. None of the producers in the sample who were producing 
in 1969 quit producing slaughter-hogs in 1970. 
This matrix i s for the farrow only type of hog 
operation for the 1968 to 1969 change period and is given in Table 4.17. 
4.5 percent of the producers in class 0, 39.2 percent of the producers in 
c lass 4, and 26.2 percent of the producers in class 3 in 1968 changed size 
c lasses in 1969. Roughly 13 percent of the producers in size classes 1, 
2, and 6 and 2.8 percent of the producers in size class 5 in 1968 moved 
to a different size class in 1969. Of the 45.4 percent of the producers 
starting to sell slaughter-hogs in 1969, 19.7 percent entered in class 1, 
16.0 pe r ce nt entered in c l ass 2, a nd 9. 7 percent entered in class 5. None 
of the producers in the sample who were producing slaughter-hogs in 1968 
quit producing s laughter-hogs ln 1969 . 
This matrix ts for the farrow only type of hog 
operation for the 1967 to 1968 change period and is given in Table 4.18. 
Slightly more than 35 percent of the producers in size c lass 3 and 22 
Table 4 . 16 . Natrix r
90 F 
Size 69 
Size 70 0 1 2 3 4 5 6 
Row 
total 
0 627 0 0 0 0 0 0 627 
36 . 0 0.0 0 . 0 0 .0 o.o 0.0 0 .0 2.1 
1 258 2842 369 0 0 0 0 3469 
14.8 78.6 3.2 o.o 0 . 0 0 . 0 0 .0 11 . 4 
2 369 516 9241 51 258 0 0 10434 
21. 2 14.3 81. 2 1.0 7.4 o.o 0 .0 34.2 
3 393 258 1457 3625 93 51 0 5876 
22.6 7.1 12.8 71 . 9 2 . 7 1.1 o.o 19.2 
\0 
w 
4 93 0 51 1317 2398 279 0 4137 
5.3 0.0 0.4 26 . 1 68.9 6.0 0 . 0 13 . 5 
5 0 0 258 51 733 4151 74 5266 
0 . 0 0.0 2.3 1.0 21.1 88.8 12.2 17 . 2 
6 0 0 0 0 0 195 530 725 
o.o o.o 0.0 0 . 0 0 . 0 4 . 2 87 . 8 2.4 
Column 1740 3616 11376 5042 3482 4675 604 30535 
total 5.7 11.8 37.3 16.5 ll . 4 15 . 3 2 . 0 100.0 
Table 4.17 . Xatrix r
89 F 
Size 68 
Size 69 0 6 
Row 
1 2 3 4 5 total 
0 1740 0 0 0 0 0 0 1740 
54.6 0 .0 0.0 0.0 0.0 o.o 0 . 0 5 . 7 
1 627 2731 258 0 0 0 0 3616 
19 . 7 89.8 2 . 4 0 . 0 o.o 0.0 o.o 11 . 8 
2 511 309 9276 764 516 0 0 11376 
16 . 0 10.2 85.6 15.8 11.3 o.o 0 .0 37 . 3 
3 0 0 913 3581 549 0 0 5042 
0.0 o.o 8 . 4 73.8 12.0 o.o 0 . 0 16 . 5 
\0 
.!!-
4 0 0 363 329 2790 0 0 3482 
0.0 0 . 0 3.3 6 . 8 60 . 8 0 . 0 o.o 11.4 
5 309 0 24 175 732 3389 47 4675 
9 . 7 0.0 0.2 3 . 6 16.0 97 . 2 8 .5 15.3 
6 0 0 0 0 0 98 507 604 
o.o 0 . 0 o.o 0 . 0 0 . 0 2.8 91.5 2.0 
Column 3186 3039 10833 4850 4586 3487 554 30535 
total 10 . 4 10 . 0 35.5 15 . 9 15.0 11. 4 1. 8 100 . 0 
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percent of the produce rs ln size class 4 in 1967 changed size classes in 
1968 . Roughl y 15 percent of the producer s in size classes l and 2 and 5 
percent of the producers in size classes 0 and 6 in 1967 changed size 
classes in 1968 . The producers who started selling slaughter-hogs in 1968 
ente red into s ize classes 1 and 3. 4.2 percent of the producers in class 
2 and 2 . 2 percent of the p r oducers in class 3 in 1967 quit producing 
slaughter-hogs in 1968 . Except for size classes 3 and 4, more than 80 
percent of the producers r emained i n the same size c lass during the 1967-
1968 change pe riod . 
a. Surranary of the farrow only type of hog operation In 3 out o f 
the 4 change periods the percentage of producers making changes was high-
est for those in size class 0 in period t-1. Producers who were in size 
classes 3 and 4 in period t-1 ranked second in the percentage making size 
class changes in period t. The producers who quit producing slaughter-
hogs in 1968 we re in size classes 2 and 3 in 1967 . In none of the other 
change periods did any producer in the sample quit p roducing slaughter-
hogs . Producers starting t o produce slaughter-hogs in one of the four 
change periods, entered c lasses 1, 2 , or 3 . Thus the producers who either 
started or exi ted f r om slaughter-hog produc tion ove r this period did so 
in the smalle r size classes . 
Matrix r 01 Po" Thls matrix is f or the purchase feeder pigs only 
t ype of hog operntion for the 1970 t o 1971 chan ge period and is given in 
Tab]e 4 . 19. 100 percent of the producers in size class 0 in 1970 started 
pru<luclng s l nughte r-hogs ln 1971 and all the producers ente r ed in size 
class 2 . 68 .3 percent of the producers in size class 3 , 49 . 5 percent of 
Table 4 .18. ~iat rix r
78 F 
Size 67 
Size 68 0 1 2 3 4 5 6 
Row 
total 
0 2564 0 496 127 0 0 0 3186 
95.4 0 . 0 4 . 2 2.2 0 . 0 o.o 0 . 0 10.4 
1 51 2989 0 0 0 0 0 3039 
1. 9 85.3 o.o o.o 0 . 0 o.o 0 . 0 10.0 
2 0 516 9709 506 101 0 0 10833 
0 .0 14.7 82.8 9.0 3.3 0 . 0 0 . 0 35 . 5 
3 51 0 862 3650 236 51 0 4850 
1. 9 0 . 0 7. 4 64.7 7.7 1. 5 0.0 15.9 
l.O 
°' 4 0 0 659 1207 2399 320 0 4586 
o.o 0.0 5.6 21.4 78.3 9.3 0.0 15 . 0 
5 24 0 0 152 329 2960 24 3487 
0.9 0.0 0.0 2.7 10.7 86.3 4 . 9 11.4 
6 0 0 0 0 0 98 456 554 
0.0 0 . 0 0 . 0 o.o 0.0 2 . 8 95.1 1.8 
Column 2689 3505 11727 5642 3065 3428 480 30535 
total 8.8 11 . 5 38 . 4 18 . 5 10 . 0 11 . 2 1.6 100.0 
Table 4 . 19 . M • T .i.a t rix al PO 
Size 7a 
Size 71 a 1 2 3 4 5 6 Row total 
a a a a a a a a a 
0.0 o.o o.o a.o 0 . 0 a.o 0 . 0 o.o 
1 0 738 258 258 0 0 0 1254 
o.o 66 . 7 9.4 23 . 1 0 . 0 o.o a.a 20 .0 
2 51 369 2361 380 0 51 0 3211 
100.0 33 . 3 86.0 34.0 o.a 10.2 0 . 0 51.1 
3 0 0 127 354 127 143 0 751 
0 . 0 o.o 4 . 6 31. 7 21.4 29.1 0 .0 12.0 
\D 
'1 
4 0 0 0 127 363 0 0 489 
0.0 0 . 0 o.o 11. 3 61.5 o.o 0.0 7 . 8 
5 a a a 0 !al 249 0 35a 
a.a 0 . 0 a.o o.a 17.1 5a . 5 a.a 5.6 
6 0 0 0 0 a 51 172 222 
o.a o.o o.o o.o o.o 10 . 2 100.a 3.5 
Column 51 1107 2745 1119 590 493 172 6278 
t otal 0 . 8 17.6 43 .7 17.8 9 . 4 7.9 2.7 100.0 
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the produce rs in size class 5 , r oughly 37 percent of the producers in 
size classes 1 and 4 and 14 percent of the producers in size class 2 in 
1970 changed size classes i n 1971 . None of the producers in the sample 
i n size c l ass 6 in 1970 changed s ize classes in 1971 . 
Matri x T90 po · 
This matrix is f or the purchase fee der pigs only 
type of hog operation for the 1969 to 1970 change period and is given in 
Table 4 . 20 . 83 . 6 percent of the producer s in the sample that were in size 
c lass 0 in 1969 e ntered size cl ass 2 in 1970. Approximately 45 per cent 
of t he producers in s i ze classes 3 and 4 and r oughly 15 percent of the 
pr oducer s in size classes 2, 5 , and 6 in 1969 changed size classes in 
1970 . None of the producers in size class 1 i n 1969 changed size c lass 
in 1970. None of the producer s i n the sample quit producing slaughter-
hogs in 1970. 
Matrix T89 PO' This mat rix is for the purchase feeder pigs only 
t ype of hog oper a t ion for the 1968 t o 1969 change period and is given in 
Table 4 . 21 . Slightly mo r e than 65 percent of the sampled producers who 
sold no s laughter-hogs i n 1968 s tarted producin g slaughter-hogs in 1969 . 
56 . 2 pe r cen t of these pr oducer s entered in size cl ass 2 and 10.1 pe r cen t 
ent e red in size class 3. Approximately 50 per cent of the producers in 
size class 3 and r o ugh ly 20 per cent of the producer s in size classes 2 , 
4, nnd S in 1968 changed size c l asses in 1969. None of the producers 
s nmp l e d in s l ze c l asses land 6 in 1968 changed size c l asses in 1969. 
None of the producer s in the sample who were producing hogs i n 1968 quit 
producing slaughter- hogs in 1969 . 
Ma trix T78 PO' This matrix i s for the purchase feeder pigs only 
type of hog operation for the 1967 to 1968 change period and i s given in 
Table 4 . 20 . Matrix r
90 PO 
Size 69 
Size 70 0 1 2 3 4 5 6 
Row 
total 
0 51 0 0 0 0 0 0 51 
16 . 4 0 .0 0 . 0 0.0 0 . 0 0 . 0 o.o 0 . 8 
1 0 1107 0 0 0 0 0 1107 
0.0 100 . 0 0.0 0 . 0 0.0 0 . 0 0.0 17.6 
2 258 0 2268 127 93 0 0 2745 
83.6 0 . 0 81.6 14 . 4 13 . 6 0.0 0 . 0 43.7 
3 0 0 511 481 127 0 0 1119 
0 . 0 o.o 18.4 54.8 18 . 5 0 . 0 0 . 0 17 .8 
"' "' 4 0 0 0 127 413 51 0 590 
0.0 0.0 0.0 14.4 60.5 15.5 0 . 0 9.4 
5 0 0 0 143 51 276 24 493 
0 . 0 0 . 0 o.o 16.3 7.4 84 . 5 12.0 7.9 
6 0 0 0 0 0 0 172 172 
0 . 0 o.o o.o 0 . 0 o.o 0 . 0 88.0 2.7 
Column 309 1107 2779 877 683 327 195 6278 
total 4.9 17.6 44 . 3 14.0 10.9 5 . 2 3.1 100 . 0 
Table 4.21. Mat rix T89 PO 
Size 68 
Size 69 0 1 2 3 4 5 6 
Row 
total 
0 309 0 0 0 0 0 0 309 
33 . 6 o.o 0 . 0 0 . 0 0 . 0 0.0 0 . 0 4 . 9 
1 0 738 369 0 0 0 0 1107 
0 . 0 100 . 0 14.8 0.0 0 .0 0.0 0 . 0 17 . 6 
2 516 0 2005 258 0 0 0 2779 
56 . 2 0 . 0 80 . 2 21.0 o.o 0.0 0 .0 44 . 3 
3 93 0 127 658 0 0 0 877 
10.0 o.o 5.1 53 . 6 0.0 0.0 0 . 0 14 . 0 
f--' 
0 
4 0 0 0 312 320 51 0 683 
0 
0 . 0 0.0 0 . 0 25 . 4 86.4 13 . 5 0 . 0 10 . 9 
5 0 0 0 0 51 276 0 327 
o.o 0 . 0 o.o o.o 13.6 73 . 9 0.0 5 . 2 
6 0 0 0 0 0 47 148 195 
o.o o.o o.o 0 . 0 0.0 12.6 100 . 0 3 .1 
Coluum 917 738 2501 1228 371 374 148 6278 
total 14.6 11. 8 39 . 8 19.6 5 . 9 5 . 9 2.4 100 . 0 
Table 4 . 22 . Matrix T
78 PO 
Size 67 
Size 68 0 1 2 3 4 5 6 
Row 
total 
0 401 0 258 258 0 0 0 917 
44. 7 o . o 10.8 23.2 o.o 0.0 0.0 14.6 
1 369 369 a 0 0 0 0 738 
41.4 44 .4 0.0 0 .0 0.0 0.0 0.0 11.8 
2 127 369 2ao5 0 0 0 0 25al 
14.1 44.4 83.9 0 . 0 0.0 o.o 0.0 39 . 8 
3 0 93 127 751 258 a 0 1228 
0.0 11.2 5.3 67.7 36.7 0 . 0 0.0 19 . 6 ...... 
0 
4 0 a a 51 320 0 0 371 
...... 
0 . 0 0.0 0.0 4.6 45.6 0 . 0 o.o 5.9 
5 0 0 0 51 125 199 0 374 
o.a 0 . 0 0.0 4 . 6 17.7 79.7 0.0 5.9 
6 0 a a a 0 51 98 148 
a . o o.a a.a a.o 0.0 20.3 100.a 2.4 
Column 897 831 2390 1110 703 249 98 6278 
total 14.3 13 . 2 38.1 17.7 11. 2 4 . 0 1.6 100 . a 
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Table 4 . 22. Approximately 55 percent of the producers in s ize classes O, 
1, and 4 in 1967 made a size c lass change in 1968 . 41.1 percent of the 
producers in the sample wh o started producing slaughter-hogs in 1968 
entere d in class 1 and 14.1 percent entered in class 2. 30 percent of the 
producers in c lass 3 and approximately 20 pe r cen t of the producers in size 
classes 2 and 5 Ln 1967 changed their size c l ass produc tion level in 1968. 
None of the producers in size class 6 i n 1967 changed their size class in 
1968 . 10.8 percent of the surveyed producers in class 2 and 23 . 2 percent 
of the producers ln class 3 in 1967 qui t producing slaughter-hogs in 1968 . 
b . Summary of purchase feede r pigs only type of hog operation In 
all four change periods producers in size class 0 in period t-1 made the 
largest percentage of changes from period t-1 to t . Producers who were 
in size classes 3 and 4 in period t-1 r anked second and third in terms of 
the pe rcentages making size class changes in period t . In 3 out of the 4 
change periods, producers in size class 6 in period t-1 made the fewest 
percentage of changes in period t. Producers who quit producing slaughter-
hogs in 1968 were in size classes 2 and 3 in 1967. None of the producers 
in the sample quit producing slaughter-hogs in 1969, 1970, or 1971. Pro-
duce rs starting to produce slaughte r-hogs during one of the four change 
pe riods, entered in ei ther s i ze c lass 1, 2 , o r 3 , with size c lass 2 being 
the mo s t frequent entering level. Producers starting to produce 
slaughter-hogs entered in one of the s maller size c l asses . Producers 
exiting from producing slaughte r-hogs exited from one of the smalle r size 
c l asses. 
Ma trix TOI FS This mat rix is for the farrow sows and sell 
f eede r pigs type of hog operation for the 1970 to 1971 change period and 
Table 4.23. Matrix r
01 FS 
Size 70 
Size 71 0 1 2 3 4 5 6 
Row 
t otal 
0 0 0 0 0 0 0 0 0 
0 . 0 o.o o.o 0.0 o.o 0 . 0 o.o o.o 
1 51 258 150 0 93 0 0 551 
100. 0 18.2 9.7 0 . 0 15 . 7 o.o o.o 11.2 
2 0 1107 1323 253 219 0 0 2903 
0 . 0 78.2 85. 5 53.6 37 . 2 0 .0 0. 0 59 .0 
3 0 0 51 0 101 0 0 152 
0.0 o.o 3.6 0.0 17.1 0.0 0 .0 3.1 ,..... 
0 
4 0 51 0 219 177 101 0 548 
w 
0. 0 3.6 o.o 46 . 4 30.0 16 . 9 0.0 11.1 
5 0 0 24 0 0 445 24 492 
0.0 o.o 1.5 0 . 0 0 .0 74.6 9.4 10.0 
6 0 0 0 0 0 51 226 277 
o.o 0.0 0 . 0 0.0 0 . 0 8.5 90 . 6 5 . 6 
Column 51 1416 1547 473 590 596 250 4923 
total 1.0 28 . 8 31. 4 9 . 6 12.0 12.1 5. 1 100.0 
104 
ls given in Table 4 .2 3 . All of the producers sampled who were in size 
classes O and 3 in 1970 changed size classes in 1971 . 100 percent of the 
producers in size class 0 in 1970 started in class 1 in 1971. 53 .6 per-
cent of the producers in class 3 in 1970 decreased their production level 
to class 2 in 1971, while the remaining 46.4 percent of the producers 
increased their pro<luction level to class 4 in 1971 . Roughly 80 pe r cen t 
of the producers in size class 1 , 70 percent of the producers in size 
class 4 , 25 . 4 percent of the producers in size class 5 and 14 . 5 percent 
of the producers in size class 2 in 1970 changed size classes in 1971. 
9.4 percent of the producers in size class 6 in 1970 decreased their pro-
duction level to size class 5 in 1971 . Again, as always is the case in 
the 1970 to 1971 change period because of the nature of the sample, none 
of the producers quit producing slaughter-hogs in 1971 . 
Matrix T90 FS' This matrix is for the fa rrow sows and sell feeder 
pigs t ype of hog operation for the 1969 to 1970 change period and is given 
in Table 4.24 . Almost 90 percent of the producers in the sample who were 
in size c lass 0 i n 1969 started selling slaughter-hogs in 1970. 83.3 
percent of the producers started in class 1 and 5 .3 percent started in 
c lass 2 . Roughly 50 percent of the producers in size classes 1, 2, and 
3, 30 . 9 percent of the producers in size class 4, and 11 . 9 percent o f the 
producers in s ize class 5 in 1969 changed size classes in 1970. None of 
the producers in size class 6 in 1969 changed size classes in 1970 . None 
of the producers surveyed who produced hogs in 1969 quit producing slaugh-
ter-hogs l n 1970 . 
Mntr'lx '1'89 FS. This matrix is for the farrow sows and sell feeder 
plgs type of hog oper:ition for the 1968 to 1969 change per iod and is given 
Table 4.24. }1atrix T90, FS 
Size 69 
Size 70 0 
Row 
1 2 3 4 5 6 total 
0 51 0 0 0 0 0 0 51 
11 . 4 o.o 0 . 0 0.0 o.o 0 . 0 0.0 1.0 
1 369 627 369 51 0 0 0 1416 
83.3 50 . 0 27.2 9.1 0 . 0 0.0 o.o 28.8 
2 24 627 770 127 0 0 0 1547 
5.3 50.0 56.7 22 . 7 0.0 0 . 0 0 . 0 31.4 
3 0 0 127 253 93 0 0 473 
0.0 0.0 9.3 45 . 5 20 . 0 o.o 0 . 0 9 . 6 f--' 
0 
V1 
4 0 0 93 127 320 51 0 590 
0.0 0 . 0 o. 8 22 . 7 69 . 1 8.1 0 . 0 12 . 0 
5 0 0 0 0 51 546 0 596 
o.o 0.0 o.o 0 . 0 10.9 88.1 0 . 0 12 . 1 
6 0 0 0 0 0 24 226 250 
0.0 0 . 0 0.0 0 . 0 0.0 3.8 100 . 0 5 . 1 
Column 443 1254 1359 557 464 620 226 4923 
total 9 . 0 25.5 27 . 6 11. 3 9 . 4 12.6 4.6 100.0 
Table 4.25 . Matrix r 89 , FS 
Size 68 
Size 69 0 1 2 3 4 5 6 
Row 
total 
0 443 0 0 0 0 0 0 443 
51. 4 0 . 0 0.0 0 . 0 o.o 0.0 0 . 0 9.0 
1 369 885 0 0 0 0 0 1254 
42 . 8 94.6 0.0 0.0 o.o 0.0 0.0 25.5 
2 51 51 1038 219 0 0 0 1359 
5 . 9 5 . 4 85 . 4 35.2 0 . 0 0 . 0 0.0 27 . 6 
3 0 0 177 380 0 0 0 557 
0 . 0 0 . 0 14 .6 61.0 o.o 0.0 0.0 11. 3 
f--' 
0 
4 0 0 0 0 413 51 0 464 °' 
0 . 0 0 . 0 o.o 0 . 0 80.4 8 . 4 o.o 9.4 
5 0 0 0 24 101 495 0 620 
0 . 0 o.o 0.0 3 . 8 19.6 82.5 0 . 0 12.6 
6 0 0 0 0 0 54 172 4923 
0.0 0 . 0 0 . 0 0.0 0.0 9 . 1 100 . 0 4.6 
Column 863 936 1215 623 514 600 172 4923 
total 17. 5 19.0 24 .7 12.7 10.4 12 . 2 3.5 100. 0 
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in Table 4. 25 . Almost 50 percent of the producers in the sample who were 
in s ize c lass 0 in 1968 s t arted producing slaughte r-hogs in 1969 . 42.8 
pe r cent ente red in c lass 1 and 5 .9 percent en t e red in c l ass 2 . 39 pe r-
cent of the producers in size cl ass 3, approximately 17 percent of the 
producers in size classes 2 , 4, a nd 5 and 5 .4 percent of the producers 
in size class 1 in 1968 change d size classes in 1969. None of the produ-
cers in size c lass 6 in 1968 chan ged size classes in 1969 . None of the 
producers who we r e sampled quit prod ucing slaughte r -hogs in 1969. 
Matrix r 78 ys· This matrix is for the farrow sows and sell 
feede r pigs type o f hog oper a tion for the 1967 t o 1968 change period and 
i s given in Table 4 . 26 . Approxima t ely 40 percent of the producers in 
size class 4, r oughly 25 percent of the producers in size classes 3 and 
6, and 9 . 5 percent of the producers in size class 5 in 1967 changed size 
classes in 1968. None of the producers in size c lasses 0, 1 and 2 in 1967 
cha nged size c l asses in 1968 . 6 . 0 percent of the producers in size 
class 4 in 1967 quit producing slaughte r-hogs i n 1968. 
c . Sumn~ry of t he farrow and sell feeder pigs type of hog operation 
In three o ut of the four change periods producers i n size c lass 0 in 
period t-1 made the largest percentage of changes i n period t . Producer s 
who we r e in size c lasses 3 and 4 in period t-1 ranked second or third as 
t he mos t frequent size classes from which producers changed. In the last 
two change periods a l arger percentage of producers in size c l ass 1 
changed size c lasses tha n did produce rs in size c l ass 4. In three out 
of the f our change periods, producer s i n size class 6 made the fewest 
s i ze class changes . Producers who quit producing slaughter-hogs in 1968 
we r e in c lass 4 in 1967 . Producers starting to produce s l aughte r-hogs 
Table 4 .26 . Matrix r
78 FS 
Size 67 
Size 68 0 1 2 3 4 5 6 
Row 
total 
0 812 0 0 0 51 0 0 863 
100.0 0 .0 o. o 0 . 0 6 . 0 0 . 0 0 .0 17.5 
1 0 936 0 0 0 0 0 936 
o.o 100 . 0 0.0 0 . 0 0 . 0 0.0 0 . 0 19.0 
2 0 0 1038 127 51 0 0 1215 
o.o 0.0 100 .0 21. l 6 . 0 0 . 0 0.0 24 .7 
3 0 0 0 473 127 24 0 623 
0.0 0 . 0 0 . 0 78 . 9 15.0 4.7 o.o 12.7 
I-' 
0 
4 0 0 0 0 514 0 0 514 
CD 
o.o 0 . 0 0 . 0 0 . 0 61.0 0 . 0 o.o 10 . 4 
5 0 0 0 0 101 449 51 600 
o.o 0 . 0 0 . 0 0 . 0 12.0 90.5 25.4 12.2 
6 0 0 0 0 0 24 148 172 
o.o 0 . 0 0.0 0 . 0 o.o 4 . 7 74 .6 100 . 0 
Column 812 936 1038 599 843 496 199 4923 
t otal 16 . 5 19.0 21.1 12.2 17.1 10 . 1 4.0 100 . 0 
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entere d in ei ther class 1 or 2. 
This matrix is fo r the diversified type of hog 
operation for the 1970 t o 1971 change period and is given in Table 4.27. 
All of the producers in size class 0 in 1970 started producing slaught e r-
hogs in class 1 in 1971 . None of the p roducers quit producing slaughter-
hogs in 19 71 . As mentioned before , t hese results are due to the nature 
of the survey . 64.4 percent of the producers in class 4, r oughly 43 
pe r cent of the producers i n size c l as ses 3 and 5, approximate l y 35 percent 
of the producers in size cl asses 1 and 2 , and 26 . 8 percent of the produ-
cers in size class 6 in 1970 changed size classes in 1971. 
Matrix r 90 n· This matrix is for the diversified t ype of hog 
operation fo r the 1969 to 1970 change period and is given in Table 4.28. 
69.3 percent of the producers in size class 3, approximately 43 percent 
of the producers in s ize classes 0 and 4, 24.8 percent of the producer s 
in size classes l and 5 in 1969 changed size classes in 1970. 41 . 1 per-
cent of the producers who sold no slaughte r-hogs in 1969 entered 
slaughter-hog produc tion in 1970 in size class 2 . 5 . 1 percent of the 
producers in size class 2 in 1969 quit producing slaughter-hogs in 1970 . 
Matrix r 89 n· This matrix is fo r the diversified t ype of hog 
operation for the 1968 to 1969 change period and is given in Table 4 .29. 
Over 80 percent of the producers in the sampl e who were in size c l ass 0 
i n 1968 e nte r ed slaughter-hog production Ln 1969, with 61.8 percent 
e ntering Jn class 2, 3. 6 percent en t e r ing in classes 1, 3 and 4, and 8.9 
percent e ntering in class 5. 49.7 percent of the pr oducers i n size c lass 
3, r ough ly 40 percen t of the producers i n size classes 1 and 4 , and 
Table 4 . 27 . Mat rix r 01 D , 
Size 70 
Size 71 0 1 2 3 4 5 6 
Row 
t otal 
0 0 0 0 0 0 0 0 0 
0.0 o.o 0 . 0 0.0 0 . 0 o.o o.o 0 . 0 
1 738 1107 1320 93 528 0 0 3787 
100.0 68 . 4 21.0 4 . 2 18.6 0 .0 0 . 0 22 . 7 
2 0 5ll 3940 351 130 587 0 5520 
0.0 31.6 62 . 7 15 . 8 4.6 22 .1 0.0 33 . 2 
3 0 0 511 1326 494 101 24 2456 
0 . 0 0 . 0 8 . 1 59 . 6 17.4 3. 8 8.5 14 . 8 
I-' 
t-
0 0 516 363 1013 143 0 2035 
0 
0 . 0 0.0 8.2 16 . 3 35.6 5.4 0 . 0 12.2 
5 0 0 0 93 680 1461 51 2285 
0.0 0.0 0.0 4.2 23 .9 55 . 1 18.3 13 . 7 
6 0 0 0 0 0 359 203 562 
0 . 0 o.o o.o 0 . 0 0 . 0 13.5 73 . 2 3. 4 
Colt.nnn 738 1618 6288 2226 2845 2651 278 16644 
total 4.4 9.7 37 . 8 13 . 4 17. 1 15.9 1. 7 100.0 
Table 4.28 . Matrix r
90 D 
Size 69 
Size 70 0 1 2 3 4 5 6 
Row 
total 
0 369 0 369 0 0 0 0 738 
58.9 0.0 5 . 1 o.o 0 . 0 0 . 0 0 .0 4 . 4 
1 0 1234 127 258 0 0 0 1618 
0 .0 87.4 1. 8 9.3 o.o 0 .0 0.0 9 . 7 
2 258 0 5387 643 0 0 0 6288 
41.1 0 . 0 75 . 2 23.0 0 . 0 0 . 0 0.0 37 . 8 
3 0 127 828 857 363 51 0 2226 
0.0 9 .0 11 . 6 30 . 7 15.6 2 . 4 o.o 13.4 ..... ..... 
4 0 51 456 879 1313 14 7 0 2845 
I-' 
0 . 0 3 . 6 6.4 31. 5 56 . 3 7. 0 0.0 17.1 
5 0 0 0 152 658 1842 0 2651 
0 . 0 0 . 0 0 . 0 5.4 28 . 2 87 . 3 o.o 15.9 
6 0 0 0 0 0 71 207 278 
o.o 0 . 0 o.o 0 . 0 0 . 0 3 . 3 100 . 0 1. 7 
Column 627 1411 7167 2788 2334 2110 207 16644 
total 3.8 8 . 5 43.1 16.8 14.0 12.7 1.2 100.0 
Table 4.29. Matrix r89 , D 
Size 68 
Size 69 0 1 2 3 
Row 
4 5 6 total 
0 258 369 0 0 0 0 0 627 
18.4 25 . 4 o.o 0.0 0.0 o.o 0.0 3.8 
1 51 865 369 127 0 0 0 1411 
3.6 59.5 5.7 5.0 o.o o.o 0 . 0 8.5 
2 865 219 5369 570 143 0 0 7167 
61. 8 15 . 1 83.3 22.6 5.9 0.0 0.0 43 . 1 
3 51 0 604 1267 609 258 0 2788 
3.6 0.0 9.4 50 . 3 25.0 11.4 0 . 0 16.8 
I-' 
I-' 
4 51 0 101 456 1532 194 0 2334 
N 
3.6 0.0 1. 6 18.1 62.9 8.6 0 .0 14 .0 
5 125 0 0 101 152 1733 0 2110 
8 . 9 0 . 0 o.o 4 . 0 6.2 76.7 0.0 12.7 
6 0 0 0 0 0 74 133 207 
0.0 o.o o.o 0 . 0 0.0 3 . 3 100.0 1.2 
Column 1399 1453 6443 2521 2436 2259 133 16644 
total 8 . 4 8.7 38.7 15 .1 14 . 6 13.6 0 . 8 100.0 
113 
app r oximately 20 percent of the producers in size classes 2 and 5 in 1968 
changed size classes in 1969 . None of the producers who were surveyed 
and who were in size class 6 in 1968 changed size classes in 1969 . 25.4 
percent of the producers in size class 1 in 1968 quit producing slaughter-
hogs in 1969. 
Matrix T
78 0
. This matrix is for the diversified type of hog 
operation for the 1967 to 1968 change period and is given in Table 4 . 30. 
Approximately 33 percent of the producers in size classes 0 and 1, 41.2 
percent of the producers in size class 3, and roughly 20 percent of the 
producers in size classes 2, 4, and 5 in 1967 changed size classes in 
1968 . 13 . 6 and 15.4 percent of the producers in size class 0 in 1967 
entered slaughter-hog production in size classes 1 and 3, respectively, 
in 1968. None of the producers who were s urveyed and who were in size 
class 6 in 1967 changed size classes in 1968. 10 . 5 percent of the produ-
cers in size class 2 and 2 . 1 percent of the producers in size class 5 in 
1967 quit producing slaughter-hogs in 1968 . 
d . Sununary of the diversified type of hog operation The predom-
inant tendency is for producers in either classes 0 or 3 in period t-1 
to make the largest percentage of changes in period t . Producers in size 
class 4 in period t-1 also made freq uent changes in their size class in 
period t. In all four change periods producers in size class 6 in period 
t-1 made the smallest percentage of changes in period t . Producers who 
star ted producing slaughte r hogs, usually entered in either classes 1, 2 , 
or 3. Producers who quit producing slaughter-hogs usually were in classes 
l or 2 in period t-1. Therefore, it is concluded that most of the 
Table 4 . 30. Matrix r 78 D 
Size 67 
Size 68 0 1 2 3 4 5 6 
Row 
t o t al 
0 610 0 738 0 0 51 0 1399 
65.6 o.o 10.5 o.o o.o 2 . 1 0 .0 8 . 4 
1 127 1327 0 0 0 0 0 1453 
13.6 68.1 0.0 0.0 o.o 0 . 0 0 . 0 8.7 
2 0 622 5563 258 0 0 0 6443 
0.0 31.9 79.4 9 . 8 0.0 0.0 0 . 0 38 . 7 
3 143 0 604 1554 93 127 0 2521 
15.4 0.0 8.6 58 . 8 5.8 5.3 0 . 0 15.1 ...... ...... 
4 51 0 51 828 1321 186 0 2436 
.to-
5.4 0.0 0.7 31.4 82 . 6 7.8 0 . 0 14.6 
5 0 0 51 0 186 2023 0 2259 
0 . 0 0.0 0.7 0 . 0 11.6 84.6 0.0 13.6 
6 0 0 0 0 0 4 129 133 
o.o o.o 0.0 o.o 0.0 0.2 100.0 0.8 
Column 931 1949 7006 2640 1600 2389 129 16644 
total 5.6 11. 7 42 .1 15.9 9.6 14.4 0 . 8 100.0 
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diversified type of hog operations ei ther start or quit producing 
slaughter-hogs in the lower size classes . 
4. Summary of size class changes 
Table 4 .31 s ummarizes the size class changes that occurred for each 
of the sixteen matrices just discussed. The two left-hand columns give 
the estimated number and percentage of producers remaining in the same 
size class. The two middle columns give the estimated number and percen-
tage of produce rs moving up or down one size c lass. The two right-hand 
co lumns give the estimated number and percentage of producers moving up 
or down more than one size c lass. Comparing columns 2, 4, and 6, it can 
be seen that the greatest tendency is for producers to remain in the same 
class . On the average , 23 percent of producers ei the r increased or 
decreased production by one size class . Less than 13 percent of the 
producers in all sixteen cases inc reased or decreased production by more 
than one size class, a nd, in 1 2 out of the 16 cases , the percentage is 
less than 10 percent. 
Table 4.32 sununarizes the percentages of producers entering and exit-
ing from slaughter-hog production and the percentage of producers increas-
ing and decreasing their production l evel. The first and last columns 
contain the numbe r s that arc used in the denominator to calculate the 
percentages. The es timated number of producers entering, exiting, 
increasing, and decreasing their slaughter-hog production are given in 
co l umns 2 , 4, 6, and 9, respectively . The percentages of producers 
e n tering production, exi ting from prod uction, increasing and decreasing 
production bns~d on th~ est imate d total number of producers are given in 
Table 4 . 31 . Sumnary of size class changes 
Estimat ed Numbe r and Estimated Number and Estimated Number and 
Change Period Percentage of Producers Percentage of Producers Percentage of Producers 
and Hog Remaining in the Moving Up or Down Moving Up or Down 
Operation Type Same Size Class One Size Class More Than One Size Class 
Number % Number % Number % 
78, F 24 , 72 7 80.97 4,149 13 . 58 1,661 5 .44 
89, F 24 , 014 78.64 4,626 15.15 1,898 6 . 22 
90, F 23 , 414 76 . 68 5, 342 17 . 49 1,782 4 . 74 
01, F 18 ,193 59 . 58 10 , 259 33.60 2,080 6.81 
78, PO 4 ,143 65.99 1,350 21. 50 787 12 . 53 
89, PO 4,454 70 . 95 1,215 19 . 35 609 9.70 
90, PO 4,768 75.95 1,018 16.22 494 7 . 87 f-' r-
01, PO 4 ,237 67.75 1,540 24.53 503 8.01 "' 
78, FS 4 ,3 70 88 . 77 430 8 . 73 126 2.56 
89 , FS 3 ,826 77. 72 1, 022 20 . 76 75 1.52 
90, FS 2,793 56.73 1 , 965 39.91 168 3.41 
01, FS 2 , 429 49 . 34 2,108 42. 82 387 7.86 
78, D 12,527 75.26 2,908 17.47 1, 212 7.28 
89, D 11, 15 7 67 . 03 3,667 22.03 1,822 10 .95 
90, D 11 , 209 67.35 3, 716 22.33 1, 722 10 .35 
01, D 9 ,050 54.37 5 , 521 33.17 2 , 072 12 . 45 
Table 4.32. Summary of percentages for producers exi ting , entering , 
inc reasing, and decreasing the ir slaughter-hog production 
Estimated Estimated 
Change 
Estimated 
number of number of Estimated 
period 
total 
pr oducer s Percentage pr oducer s Pe r centage number of 
and hog 
number of 
entering based on exiting based on producers 
operat ion 
producer s 
slaughter- column 1 s l aughter- column 1 increasing 
type hog hog production 
production production 
1 2 3 4 5 6 
78 , F 30 , 537 126 0 . 41 623 2 .04 3 ,949 
89, F 30 , 538 ] • 447 4 . 74 0 0 . 00 4,390 
90 , F 30 , 538 1,113 3 . 64 0 0.00 5 , 949 
01, F 30,532 627 2 .05 0 o.oo 4,048 
Aver age fo r F Type 2 . 71 0.51 
78 , PO 6,280 496 7.90 516 8 . 22 1,363 
89, PO 6,278 609 9 .70 0 0.00 1,146 
90, PO 6, 280 258 4 .12 0 0 . 00 1 ,090 
01 , PO 6 , 280 51 0 . 81 0 0.00 826 
Ave rage for PO Type 5 . 63 2 . 06 
7 8. FS 4,926 0 0.00 51 1.04 125 
89, FS 4,923 420 8 . 53 0 0.00 827 
90 , FS 4,926 393 7.98 0 o.oo 1,442 
01, FS 4,924 51 1.04 0 o.oo 1, 554 
Average for FS Ty pe 4 . 39 0.26 
78, D 16,647 321 1. 93 789 4.74 2,667 
89 , D 16,646 1,143 6.87 369 2 . 22 2 , 850 
90 , D 16,647 258 1. 55 369 2.22 3 ,480 
01, D 16,643 738 4 . 43 0 0 . 00 3 , 771 
Aver age for D Type 3 . 70 2 . 30 
To t a l 233 ,47 3 8,051 2, 717 39 ,477 
Number 
118 
Estimated 
Percentage Estimated Percentage Percentage 
total 
increasing Percentage number of decreasing number of 
based on 
increasing 
producers based on 
decreasing producers 
the 
based on 
decreasing the 
based on making 
column 1 column 1 
last column production last column production 
level changes 
7 8 9 10 11 12 
fi 7. 97 12.93 1,861 32.03 6 .09 5, 810 
67 . 29 14.38 2,134 32. 71 6 . 99 6 , 524 
83 . 51 19 . 48 1,175 16.49 3.85 7 , 124 
32 . 81 13.26 8,291 67.19 27 . 16 12,339 
62 . 90 15.01 37 .11 11.02 
63 . 78 21. 70 774 36.22 12 . 32 2, 137 
62.83 18 . 25 678 37.17 10.80 1,824 
72.09 17 . 36 422 27 .91 6 .7 2 1,512 
40 . 43 13.15 1,217 59.57 19 . 38 2 ,043 
59 . 78 17 . 62 40 . 22 12 . 31 
22 . 48 2 .54 431 77. 52 8. 75 556 
75 . 39 16 . 80 270 24 . 61 5 .48 1,097 
67.60 29 . 27 691 32 . 40 14 .03 2,133 
62.28 31. 56 941 37. 72 19.11 2,495 
56 .94 20 .04. 43.06 11.84 
64 . 73 16.02 1,453 35.27 8. 73 4,120 
51. 92 17.12 2 ,639 48.08 15. 85 5,489 
63.99 20.90 1,958 36 . 01 11. 76 5,438 
49 . 66 22 . 66 3,822 50 . 34 22. 96 7,593 
57. 58 19. 18 42.43 14.83 
28,757 68,234 
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columns 3, 5 , 8 , and 11, respectively. The percentage of producers in-
creasing and decreasing their produc tion level based on the estimated 
number making changes in column 12 are given in columns 7 and 10, respec-
tively . An average percentage figure is given for all percentages calcu-
lated for each type of hog operation. On the average, more producers 
started producing slaughter-hogs than quit production. Also, on the 
average , the percentage of producers increasing production levels exceeded 
those producers decreasing production . More conclusions from the results 
given in Tables 4.31 and 4.32 will be presented in Chapter V. 
S. Markov chain analysis results summary 
Tests for sta tionarity of transition probabilities were made for ea~h 
of the four types of hog operations . It was concluded that the transition 
probabilities a r e nonstationary. Tests for homogeneity of transition 
probabilities were made for e ach of the four different change periods. 
It was concluded that the transition probabilities are not homogeneous . 
These two results lead to the conclusion that each individual transition 
matrix must be estimated and analyzed separately . 
The conclusion that the transition probabilities are nonstationary 
suppo rts part of hypothesis II. The conclusion that the transition 
probabilities are not homogeneous over types of hog operations supports 
part of hypothesis III. 
The portion of hypothesJs JI that deals with producers in certain 
sl7.c clRsses making more chnngcs was tested by analyzing each matrix . 
Tlwre is n genernl tendency for producers in size classes 0 , 3, and 4 to 
mnke the greatest percentage of changes from period t-1 to the following 
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period t . The results from size class 0 are less reliable than those for 
size classes 3 and 4 because to be included in the s urvey producer s had 
to have produced slaugh t er-hogs in 1971. Also, because in 1971 a ll pro-
ducers i n t he sample sold slaughter-hogs i n the ear lier four yea r s, there 
is probabJy an exagge r ated tendency to e nter and incr ease s laughter-hog 
produc tion . Produce r s in si ze class 6 i n period t-1 tend t o make the 
smallest percentage of changes in their size class in the following per iod 
t . This seems reasonable because class 6 is the largest class and it has 
an infinite upper bound. For example , a p r oducer could have produced 
1,000 slaughter- hogs in period t-1 an d i nc r eased this by 1 ,000 head o r 
decreased by 500 head in period t without changing size c l asses . Produ-
e rs in size c l asses 1, 2, and 5 f a ll in be t ween the other size classes 
already me ntioned as t o the percentage of producers making size class 
changes from pe r iod t-1 to period t. Producers either ge tting into or out 
of slaughte r-hog p r oduction did so most frequently in size classes 1, 2, 
or 3 . This wo uld lead to the concl usion tha t most produce rs either ge t-
ting i nto or out of hog production do so a t a production level of 349 head 
or less. On the basis of these results, the po rt ion of hypothesis II 
dealing with different pr obability changes f r om different size c lasse s 
wns not rejec ted. 
C. MulLlpJe Regression Results 
The multipl e regression results will be presented by chan ge period, 
sta rt i ng with the most recent . The fou r change periods will be r eferr ed 
to by the las t yea r o( the cha nge period. For example, the 1970 to 1971 
change period will be r e ferred to as the 1971 c han ge period . 
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The constrained regression procedure outlined in Chapter III was 
app l ied to several data sets . Three charac t eristics distinguish the data 
sets: (1) the type of hog operation , (2) the change direction (i.e . , 
i nc rease or decrease), and (3) the change period. The following notation 
wil I be used to identify the characteris tics of each data set. 
Type of hog operation : F Farrow only type of hog operation 
C Combination type of hog operation 
Change direction: I Increased production of slaughter-hogs 
D Decreased pr oduction of slaughter-hogs 
Change perlod : 1 1970 to 1971 change period 
0 1969 to 1970 change period 
9 1968 to 1969 change period 
8 1967 to 1968 change period 
For example , FDl is the data set for the farrow only type of hog opera-
tion for producers wh o decreased their slaught er-hog production level in 
1971. FCIO is t he combined data set from data sets FIO and CIO. 
The constrained regression procedure will first be applied to the 
1971 data . Results of the constrained regression procedure will be pre-
sented in th e same order that the procedure was outlined in Chapter 
Ill. 
l. Res ul ts for 1971 data 
In step (1) separate regression models were estimated fo r each of the 
four 1971 data sets . The left hand column in Table 4 . 33 identifies these 
dntn sets. The middle column gives the number of observations in each 
data se t and the righl column gives the residual sum of squares for each 
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of the fou r regression models estimated. 
Table 4.33. Results of constrained regression analysis for step (1) 
for 1971 data 
Data Set Number of Observations 
FDl 71 
CDl 55 
FI! 42 
Cil 44 
Residual Sum of Squares 
329,325.06 
l, 4 96, 249 . 90 
150,171.94 
232 ,340.48 
In step (2) one pooled restricted regression model was estimated 
using all of the 1971 data. Intercept dummy variables were included fo r 
type and change direction. Table 4.34 presents the data set, number of 
observations, and the residual s um of squares for the constrained 
regression model. 
Table 4.34. Results of constrained regression analysis for step (2) for 
1971 data 
Data Set Number of Observations 
FCIDl 212 
Sum of Squares for the 
Constrained Regression Mo de ls 
3,306,213.98 
In step (3) the F-ratio from equation 3.47 was used to test the 
eq uality of the slope coefficients for the pooled cons trained regression 
model . 
FFCIDl 
3, 306,213 . 98 - 2 , 208,087.28/(4-1)(21) 
2 ,208,087.28/(212-(4)( 21)] = 1 . 01 
The tabulated F-value at the .10 probability level is 1 . 24 . 
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The tabulated F-value is greater than the calculated F-value, 
therefo re, the null hypothesis that the slope coefficien ts could be con-
strained to be eq ual for all the 1971 data was not rejected. Therefore, 
only one model, the FCIDl, is needed to predict and explain slaughter-
hog production level changes for 1971. The conclusion from steps (12) 
and (13) was that the 1971 data must be used alone in estimating a pooled 
cons trained regression model for 1971, i.e., 1971 data could not be com-
bined with all or any of the 1970, 1969, or 1968 data. 
a. 1971 regression model Slope and intercept coefficients can 
be constrained to be equal for producers with different types of hog 
operations and for producers who made opposite changes in their slaughter-
hog production levels . In step (15) the F-ratio from equation 3 . 4 7 was 
used to test the equality of the intercept values for the types of hog 
ope rations and the different change directions . 
FFCIDl = 
9,654,975.24 - 9,627,469.75/(23-21) 
9,627,469.75/(212-23) 
.7861 
The tabulated F-value at the .10 probability level is 2 . 30. The tabu-
lated F-value is greater than the calculated F-value, therefore the 
conclusion that the intercept dummy variables are not needed in the model. 
Table 3.8 presents all of the independent variables initially used 
in the regression models . Variables not significant were de l eted by 
using the fol lowing procedure. Fi r s t, approximately one half of the 
insignificant variables in the i nitial models were de leted and then these 
models were r ees timated . The insignificant variables in these reestimated 
models were then deleted one, two, or three at a time until all variables 
in the models we re slgnifi cant nt the . 10 probability level. The F-ratio 
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given by equation 3 . 40 was used to compare the full and reduced models 
to determine the significance of the variables deleted . 
Table 4.35 presents the results for the FCIDl model. As was ex-
pected, the change in the number of slaughter-hogs sold in the 1971 change 
period was found to be positive ly re lated to PFP, EPFC, HO, and HS70. 
Table 4.35. FCIDl model results 
Variable 
Imeortance Scored Variables 
(1) Price of feeder pigs (PFP) 
(2) Expected price of slaughter-hogs (EPSH) 
(3) Expected price of fed cattle (EPFC) 
(4) Labor supply (LS) 
(5) llealth of operator (HO) 
Nonimportance Scored Variables 
(6) Number of years of education (ED) 
( 7) Number o( livestock enterprises (LVSE) 
(8) Number of hogs sold in 1970 (HS70) 
(9) Intercept 
*P < .10, one tailed test. 
**P < .10, two tailed test. 
Coefficient t-value 
21 . 3633 2.6513* 
-12.7811 -1. 7253** 
15.0917 1.6132* 
-12 . 0230 -1 . 8060** 
20 . 0787 2.6034* 
5.0680 2.1740** 
24.7665 3 . 0665** 
0.2439 13.6635* 
1. 2459 0 .1335 
These factors were important for producers making large changes in the 
number of slaughter-hogs sold in 1971. ED and LVSE were also found to 
have positive relationships with the dependent variable . As the number 
of years of education increased and as the number of livestock enterprises 
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increased, the larger were the changes in slaughter-hog production in 
1971 . EPSH had a significant negative coeffi cient which was opposite 
of what was expected. The interpretation of this result is that EPSH 
influenced producers making small changes in their slaughter-hog produc-
tion levels. LS also had a significant negative coefficient which was 
opposite of whal was expected. The interpretation of this result is 
that the producers who changed their slaughter-hog production and consid-
ered LS to be important, made small changes in their production levels. 
Because the sign of the EPSH and LS were opposite of what was expected, 
the coefficients were tested by using a two tailed t-test . 
The R 2 is .736 for the FCIDl model. The interpretation is that m 
73.6 percent of the variance in the changes in slaughter-hog production 
for the FCIDl model is explained by the variables presented in Table 
4 .35. 
2 . Results for 1970 and 1969 data 
It was intended that the constrained reg ression procedure would be 
applied to the 1970 and 1969 data in the same manner as the 1971 data. 
But , due to insufficie nt data, certain reasonable ass umptions had t o be 
made in orde r to carry through with the procedure. Only 3 of the neces-
sa r y 4 initial models in step (1) could be estimated for the 1970 data 
and 1969 data . Therefore, the outlined procedure could not be followed 
in determining if all the 1970 data and all the 1969 data could be pooled 
to estimate one model for each change period. 
Steps (4) nnd (5) were carried out to determine if portions of the 
daLo co uld be combined . The actual models tested were the FCIO and FCI9 
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models . The data sets used for the FCIO model were the FIO and CIO data 
sets. The restricted FCIO model was compared to the Flo and CIO unre-
stricted models in step (5). This same procedure was followed for the 
1969 data. The results of this test indicated that the FCIO and FCI9 
models could be estimated . The FCDO and FCD9 models could not be tested 
because of insufficient data t o estimate the FDO and FD9 (unrestricted) 
models . Therefore, the assumptions were made that the FCDO and FCD9 
models could be estimated. These ass umptions seemed reasonable because: 
(1) t he FCDl model could be es timated for the 1971 data , and (2) all the 
increase data could be combined for the 1971, 1970, and 1969 change 
periods . 
The FCIO , FCDO, FCI9, and FCD9 models were used in making the test 
for combining all the data in each change period . It was dete rmined that 
all the 1970 data could be comblned to estimate the FCIDO model and that 
all the 1969 data could be combined to estimate the FCID9 model . 
After it was determined that the FCIDO and FCID9 models could be 
estimated, a test was performed to determine if the 1970 and 1969 data 
could be combined to es timate the FCID09 model . The results indicated 
that the data could be combined and, therefore, only one model was needed 
to predict and explain the changes in the number of slaughter-hogs sold 
in 1970 ond 1969 change periods. 
The procedure use d t o e liminate the insignificant var iables was the 
same as was used for the 1971 model . 
a . 1970 and 1969 regression model Table 4.36 presents the 
results for the FCID09 model. As was expected, the change in the number 
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Table 4.36. FCID09 model r esults 
Variable 
Importance Scored Variables 
(1) Price of feeder pigs (PFP) 
(2) Feed s upply (FS) 
(3) Capital s upply (CS) 
(4) Average litter size (ALS) 
Nonimportance Scored Variables 
(5) Age of producer (AGE) 
(6) Number of year s of education (ED) 
(7) Percentage of gross farm sales 
from the hog e nte rprise (PFS) 
(8) Total numbe r of acres operated (AP) 
(9) Excess capacity (EC) 
(10) Numbe r of hogs sold in pe riod 
t-1 (HS 
1
) 
t -
( 11) Inte rcept 
*P < . 10, one tailed t-test. 
**P < .lo, t wo tailed t-tcst . 
Coefficient t-value 
12.1635 1. 8243* 
-23.8847 -3.5030** 
22 .2601 2.8545* 
-11.8306 -1. 9984** 
-1.8305 -3.0936* 
5.6188 2 . 1115** 
1. 60 82 4 .1062* 
0 . 1275 2.9817** 
33 . 5868 2.0509** 
0 . 1236 5.5327 
18.5797 1 . 8920 
o f slaught r-hogs sold in the 1970 and 1969 change periods was found to 
be positively r e lated to PFP, CS, PFS, ED and HSt-l and negatively r e-
lated t o AGE. FS and ALS were fo und to have coefficients with negative 
signs, which was unexpected. FS was important fo r pr oducers making small 
changes in their slaugh t er-hog production levels. ALS was a factor 
affecting producers making s mall changes but no t large changes in their 
s laughter-hog production levels. ED and AP were both found to have a 
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positive relationship with the dependent variable. As the numbe r of years 
of e ducation increased the la r ge r were the chan ges in slaughter-hog 
production for the 1970 and 1969 change periods . As the number of acres 
operated i nc reased the larger we re the changes in the number of slaughter-
hogs produced . 
The R 2 is .674 for the FCID09 model . 
m 
3 . Results fo r 1968 data 
The same constrained regression procedure that was used t o analyze 
the 1971 da t a was used to analyze the 1968 data . Alterations were made 
in the procedure when necessary because of insuff i cient data . Only two 
of the four initial models could be estimated. It was determined that 
the s l ope coefficients fo r the FIS a nd CI8 mode ls could be constr ained 
to be e qua l . The refore , the FCI8 model was used for the inc r ease data. 
The FD8 a nd CD8 models could not be es timate d and, therefore, the hypothe-
sis tha t the slope coefficients are equal coul d not be tested. Conse-
quen t ly , it was assumed that the FCD8 could be es timated. 
A pooled model using all of the 1968 data, the FCID8 model, was esti-
mated and used to test the hypothesis that the increase and decrease data 
slope coeffici ents could be const r ained to be equal . The results i ndi-
catcd that the slope coefficients could not be constrained to be equal 
and, therefore, separate models for FCI8 and FCD8 were needed to predict 
the changes i n s laughter-hog production levels in 1968 . Neither mode l 
required a dummy variable for the type of hog oper at ion. 
The procedure use d to elimina t e the i ns i gnificant variables was the 
same as t he proce dure used for the 1971 mode ls . 
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a . 1968 regression models Table 4.37 presents the results for 
the FCI8 model. As was expected, the change in the number of slaughter-
hogs sold in the 1968 change period was found to be positively related to 
LS, ALS, and PFS. All three were important in causing large increases in 
the number of slaughter-hogs sold. EDUC and AW were also found to be 
positively related to the dependent variable . The greater the number of 
years of education and the greater the number of acres owned, the greater 
was the increased production level . 00 was found to be negatively related 
to the dependent variable . Producers who were owner- operators made 
Table 4.37. FCI8 model results 
Variable 
Importance Scored Variables 
(1) Price of feeder pigs (PFP) 
(2) Labor supply (LS) 
(J) Average conception rates (ACR) 
(4) Average litter size (ALS) 
Nonimportance Scored Variables 
(5) Number of years of education (EDUC) 
(6) Percentage of gr oss farm sales 
f r om the hog enterprise (PFS) 
(7) Number of acres owned in 
(8) Owner or tenant operator 
(9) Intercept 
*P < .10, one tailed t-test. 
**P < .10 , two tailed t-test . 
1971 
(00) 
(AW) 
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smaller changes in production levels than did t enant operators . PFP and 
ACR were expected to have positive coefficients, but they were found to 
be nega tive . The price of feeder pigs and average conception rates were 
important factors for producers making small increases , but were of les-
ser i mportance for producers making large production increases. The R 2 m 
is . 475 for the FCI8 model. 
Table 4.38 presents the results for the FCD8 model. As was expec t ed, 
the change in the number of slaughter- hogs sold in the 1968 change period 
was found to be positively related to EPSH , CP, and PFS . These were 
important factors for producers making large decreases in their production 
level. LVSE was found to be negatively r elated to the dependent variable. 
Table 4.38 . FCD8 model results 
Variable 
Importance Scored Variables 
(1) Expected price of slaughter-hogs 
(EPSH) 
(2) Corn price (CP) 
Nonimportance Scored Variables 
(3) Percentage of gross farm sales 
from hog enterprise (PFS) 
(4) Number of different livestoc k 
en t~rprises (LVSE) 
(5) I n tercept 
*P < . 10, one tailed t-test . 
**P < .10, two tailed t-test . 
Coefficient t-value 
22 . 6339 2 . 3077* 
19.6259 2 . 0351* 
+1.1941 + l. 8862 
-26.3549 -1. 9537** 
-189 . 2381 -4 .0800 
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As the number of livestock enterprises increases the less likely is a 
producer to make a major dec r ease in his slaughter-hog production level . 
The R 2 is .474 for the FCD8 model. 
m 
Comparing the two models for the 1968 change period only one 
variable, PFS, was s i gnif icant in both mode l s . This indicates that the 
producers incr easing and decreasing production from 1967 to 1968 consid-
ered very few of the same f ac tors that might have caused them to change 
their slaughter-hog production level. 
4. Summary of multiple regressi on r esults 
Many variables we r e significant in the four regression models esti-
mated. Table 4.39 s ummarizes the number of times the three types of 
importa nce scored variables wer e significant in each period analyzed, the 
numbe r of times each type of variable was positive and negative in each 
period, and the totals for all four periods. The following procedure was 
used to make these comparisons. 
In the 1971, 1970, and 1969 change periods, models could be esti-
mate d for both producers increasing a nd decreasing their slaughter-hog 
production l evel , while i n 1968 a separa t e model was needed for the 
i n cr ease a nd decrease data . Therefore, when determining the number of 
t imes a partlcular type of lmportance scor ed variable was significant in 
1971 the ac tuul number of va riables in the FCIDO model was doubled be -
cause t he mode l was estimated for both increase and decrease data. For 
1970-69 and 1969-68 c hange periods , only one model was nee de d f or the two 
change periods and for both the increase and decrease da t a. Therefore, 
the actual numbe r of importance scored variables in the FCID09 model was 
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quadrupled . 
Table 4.39 . Summary of significance of three categorie s of importance 
scored variables 
Number of significant coefficients 
for change period: 
Type of 1971-70 1970-68 1968- 67 Total 
Variable + Total + Total + Total + Tota l 
Economic 4 2 6 4 0 4 2 1 3 10 3 13 
Resource 0 2 2 4 4 8 1 0 1 5 6 11 
Chance 2 0 2 0 4 4 l 1 2 3 5 8 
The economic importance scored var iables were s ignificant a greater 
number of times than e ither the r esource or chance variables. This 
indicates that producers more of ten consider the economic factors of 
slaughter-hog production, when making decisions about changing their 
slaughter-hog production levels, than ei ther the r esource or chance fac-
t ors. Resource factors ranked second in the number of times being 
significant, while the chance factors ranked third. This indicates that 
chance factors have the smallest effect upon changed production levels, 
and cons e quen tly one could conclude that a sizeable percentage of the 
maj or changes in slaughte r-hog production are planned . 
One or mor e o f the producer, enterprise , or farm characteristics 
we r e significan t in all the models estimated. There we re no variables 
that were significant in a ll the models . ED and PFS we re significant in 
t hree mode l s , while LVSE and HS i n year t -1 we r e significant in two models . 
From the results of testing hypothesis IV, it can be concluded that 
the economic , resource, and chance i mpor t ance scored variables along with 
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the producer, farm, and enterprise characteristics, do affect the changes 
in slaughter-hog production levels. Therefore, hypothesis IV is not 
rejected. 
S. Comparison of models over time 
Although different variables affected slaughter-hog production level 
changes in different change periods, at least one of the five economic 
variables was significant in all four models. This indicates that one or 
more of the economic factors were considered by producers when making 
slaughter-hog production level decisions in each change period . PFP was 
significant in three of the four models and was the most frequently 
occurring significant economic variable. 
Resource factors were significant in three of the four models . Labor 
supply was significant twice and feed supply and capital supply were each 
significant once. There is no general trend of significance for any one 
resource factor betwee n change periods. 
Chance factors were significant in three of the four models . Average 
litter size was significant twice, once with a positive coefficient and 
once with a negative coefficient . There is no general trend of signifi-
cance for any one chance factor between change periods. 
The number of years of education and the percentage of gross farm 
sales from the hog enterprise were the nonimportance scored variables that 
were significant the greatest numbe r of times. PFS was significant in 
three change periods whereas ED was significant in all four change periods 
analyzed. ED had a positive coefficient every time it was significant, 
making it the most consistent variable for sign and significance. HS in 
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year t-1 was significant in the 1971 and 1970-68 change periods . Both 
times the coefficient had a positive coefficient. LVSE was significant in 
two models with one positive and one negative coefficient. On the basis 
of these comparisons, there is an indication of consistency of the size of 
the coefficients of the ED, HS 
1
, PFS, and LVSE when these variables are 
t-
significant . 
. 474 . 
The R 2 for the fo ur regression models ranged from . 736 to 
m 
In conclusion, the economic , resource, and chance factors along with 
the producer, farm, and enterprise factors were found to be significant in 
explaining the changes in slaughter-hog production levels . But the same 
variables were not always found to be significant in different models for 
the same or different change periods. On the basis of comparisons of 
models over time and within one change period, hypothesis V was not 
rejec ted . 
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V. CONCLUSIONS 
The purpose of Chapter V i s fourfold ; (1) to s urrunarize the r esults of 
tests o f the hypotheses , (2) to pose questions tha t one migh t ask about 
changes in l e vels of hog produc tion a nd use the res ults of this study to 
answe r these questions, ( J) t o cite limita tions of the s tudy, and (4) to 
suggest t opics fo r additional resear ch. 
A. Summary of Hypotheses 
Hypothesis I deal t wi.th identifying cha r ac t e ris tics of producers who 
did and did not make slaughter-hog production level changes from 1967 
through 1971. Four characteris t ics were identified to be significant 
discriminato rs between the two groups of producers. The four characteris-
tics were the capital-inte ns ity of swine facilities , the number of 
slaughter-hogs sold in 1967, the number of different market outle t s hogs 
were so ld to, and the number of years of education. The numbe r of years 
of education was found to be the bes t dlscrlminating characteristic of 
t he variables t es t e d. 
Tests of hypo thesis II led to the conclusion that producers with the 
same type o ( hog operation did not have staLionary transition probabili-
ties for s l ze c l ass changes from 1967 through 1971. The conc lusion from 
results of t ests of hypo thesis III was that producers with differe nt t ypes 
of hog ope raLions did not have homogeneous transition probabilities fo r 
s i ze class changes for a given change pe r iod . The over all conclusion 
dn1wn from results of tests of hypotheses II a nd III was that the pattern 
of size c lass c hanges was not constant over time or acr oss dif fe r ent t ypes 
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of produce rs. 
Results of tests of hypothesis IV showed that economic, resource, 
and chan ce importance scored factors along with producer, farm, and enter-
prise charac teristics affect producers ' changes in slaughter-hog produc-
tion levels. No single factor or characteristic was consistently 
significant in the four models estimated to explain the changes in 
slaughter-hog production levels from 1967 through 1971. This conclusion 
was based on the results of tests of hypothesis V. The economic factors 
were significant with the highest degree of frequency . This result is 
in contrast with the results of the USDA study [40] cited earlier in 
Clrnpte r II. In the USDA study the economic factors were the least impor-
tant. 
B. Interpretation of the Res ults 
To provide further interpre tation of the results obtained by testing 
the five hypotheses, questions will be posed and answered on the basis of 
the results of this study. Two groups of questions will be posed. The 
first gr oup includes questions about changes individual hog producers 
ma ke . The second group of questions will deal with identifying combina-
tions of 1ndividual changes that lead to aggregate increases and decreases 
In s lnughter-hog prod uction lcvc>ls . 
The fl rst group of questions will be dealt with fi rst because answers 
to tllc>sc questions wi 11 he lp in explnining aggregate changes . Each of the 
following paragraphs con tains a question and answer . 
What proportion of the producers c ha nged their size classes between 
years? The percentage of producers maki ng size class changes rose 
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steadily from 1967 through 1971. In the 1967-68 change period 21.6 per-
cent of the producers made changes . In the 1968-69 and 1969- 70 change 
periods, 25.6 percent and 27.8 pe r cent of the producers made changes, 
respectively. In the final period 41 . 9 percent of the producers made 
changes. On the average , 29.2 percent of the producers made size class 
changes from 1967 to 1971. 
What were the relative frequencies of the different size class 
changes made by producers who changed their production levels? On the 
average, from 1967 through 1971, 74.5 percent of the producers who changed 
their size c lass between years did so by either increasing or decreasing 
their production level by one size class. 25.5 percent of the producers 
who changed their size class between years did so by either increasing or 
decreasing their production l evel by 2 or more size classes . The percen-
tage of producers changing production by 1 size class rose steadily from 
70 percent in 1967-68 to 79.4 percent in 1970-71. The percentage of 
producers c hanging production by 2 or mo re size classes declined steadily 
(rom 30 percent in 1967-68 to 20 .6 percent in 1970-71 . 
TI1e conclusion drawn from answers to the first two questions is that 
the percentage of producers making size class changes increased steadily 
over the five year period whil e at the same time there was a steady 
de cline in the number of producers making more than a one size class change. 
Thus, in later years, more producers we re making changes, but these changes 
we re not as drastic as in the earlie r years of the time period analyzed . 
Of the producers making size class changes from year to year, what 
were the frequencies of producers increasing and decreasing size classes? 
On the average, 16. 91 percent of Lhe produce rs increased their size class 
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from 1967 t h rough 1971. 12.32 percent of the producers on the average 
decr eased their size c l ass from 1967 through 1971. The pe r centage of 
producers increasing size classes rose steadily f r om 13 . 3 percent in 1968 
to 21.75 percent in 1970 and then dropped to 20 .16 percent in 1971. 
Prom 1968 to 1970 the percentage of producers decreasing size classes was 
relatively constant at 9 percent. In 1971 22 . 15 percent of the p r oducers 
were classified into a smaller size class and 1970-71 was the only change 
period in which the percentage decr eas ing size classes exceeded the 
percentage increasing size classes . 
How i mportant are changes caused by producers entering and exiting 
slaughter-hog production as compared t o changes cause d by continuing 
producers who increase or decrease their size c l ass? From 1967 through 
1971, on the average , the percentage of producers starting to produce 
s l aughte r-hogs was 3.45 pe r cent, while the percentage exiting from 
s laughter-hog production was 1.16 percent. Based on the number of produ-
ce rs changing size classes, on the average, 11. 8 percent started producing 
slaughter-hogs, while 3 .98 percent quit producing slaughter-hogs . On the 
average 15 . 78 per cent of those producers changing size classes were pr o-
ducers e ither entering or exiting f r om slaughter-hog production . There-
for e , on the average from 1967 through 1971, 84.22 per cent of the size 
class changes we r e made by producers who continua l ly produced slaughter-
hogs. 
How do the different types of hog operations compa r e in the size 
class changes made in s l a ughter-hog prod uc t ion leve ls? On the average , 
26 pe r cent of the far r ow only t ype of hog operations changed size classes . 
This type of producer ma de the smallest proportion of changes . The 
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purchase feeder pigs only and farrow sows and sell feeder pigs types of 
hog operations changed size classes on the average of 29.92 and 31.88 
percent over the five year period, respectively. The diversified type 
of hog operation changed size classes on the average of 34 percent over 
the five-year period. The diversified type of hog operations made the 
largest proportion of size class changes. 
What were the prominent characteristics of producers who did make 
substantial changes? The characteristics that were found to be signifi-
cant in this study were the number of different market outlets that 
slaughter-hogs were sold to, the number of years of education a producer 
has, the capital-intensity of swine facilities and the number of slaughter-
hogs sold in 1967. The more markets a producer sold his slaughter-hogs 
to and the greater the number of years of education a producer has, the 
more likely was a producer to make size class changes. Also, the fewer 
the dollars invested in swine facilities and the fewer the number of 
slaughter-hogs sold in 1967 the more likely was a producer to make size 
class changes. 
What were the prominent characteristics of producers who did not 
make substantial changes? The characteristics that were found to be sig-
nificant are the same ones that were cited in the answer to the previous 
question, but the interpretation is different. The larger the number of 
dollars invested in swine facilities and the greater the number of hogs 
sold in 1967 the smaller was the chance a producer would have made sub-
stantial changes. Also, the fewer the number of different market outlets 
slaughter-hogs were sold to and the fewer the number of years of education 
the smaller was the chance a producer would have made substantial changes . 
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What factors cause producers to make changes? Economic, resource, 
and chance factors along with producer, farm, and enterprise characte ris-
tics all cause producers to make production level changes . These are 
generalized categories made up of more specific characteristics and fac-
tors. No one factor was consistently significant, but generally the 
economic, resource, and chance factors had a greater effect upon changed 
production levels than did producer, farm, and enterprise characteristics. 
The economic factors most frequently affected decisions to change produc-
tion levels. Resource factors were second and chance factors were third 
in importance. Generally speaking , the economic factors were more impor-
tant in causing large changes in production levels. The resource and 
chance factors were relatively more important in causing small changes in 
production, and less important for causing larger changes in production. 
Are these factors the same in different time periods? No one specif-
ic variable in any of the three categories of factors was significant in 
all four change periods. 
The questions just posed have dealt with individual changes in 
slaughter-hog production and with producer size class changes. The fol-
lowing discussion will attempt to provide further insight into the aggre-
gate changes in slaughter-hog production. 
Figure 5.1 shows the estimates changes in slaughter-hog produc tion 
levels for the sample of producers surveyed. The es timate of aggregate 
slaughter-hog production based on the survey information rose steadily 
until 1971 when the estimated number of hogs marketed decreased slightly 
more than 3 percent. 
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Figure 5 . 1 . Estimate of aggrega te changes in s laughter-hogs marke ted 
from 1967 through 1971 
What insights do the results generate about magnitude of aggregate 
changes in slaugh ter-hog production? A review of the significance of 
the economic, r esource, and chance factors and the number of times sig-
nifi cant factors had ei the r positive or negative coeffi c i ents will provide 
some insight (see table 4.39 on page 131) . Economic facto r s were signifi-
can t thirteen times in the four change periods studied . Ten of these 
times the coef ficient of the significant variable was positive. Resource 
factors were significant eleven times with six of t he coefficients being 
negative . Eight times the chance fac tors were significant wi th three 
positive nnd five negative coef ficients. From the results of the signs of 
significant factors , it could be concluded that economic fac t ors cause 
larger changes mor e often than do the resource or chance factors. 
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Reso urce and chance £actors cause more of the smaller changes i n pr oduc-
tion levels . 
The majority of the changes in slaughter-hog production levels ar e 
made by producers who continually produce slaughter-hogs, and not pr oduc-
ers who get i n and o u t of slaughter-hog production. 
As the charact eristics of producers change, changes in slaugh t er- hog 
production levels will be affected . The results indicate that, as pro-
ducers' years of education increase and as their managerial abilities 
i mprove , t he more likely they are to make substantial year- to-year changes 
in thei r slaughter-hog production levels . 
As the characteristics of producers' hog enterprises change, changes 
in slaughter-hog pr oduction levels will be affected . As the capital 
i nte nsi t y of swine facilities increases , there should be a decline in t he 
number of slaughter- hog production level changes made by producers . 
As the level of specialization in the hog enterprise changes, so will 
the magnitude of year-to-year changes in production levels. As a group , 
producers who farrow sows and sell all pigs £arrowed as but cher hogs 
make the smallest proportion of changes in their slaughter-hog production 
levels. 
What insights do the results provide about prediction of direction 
a nd size of changes? Accurate predictions of the direction and size of 
changes are likely to be difficult because: (1) the proportion of pr oduc-
ers changing production levels is no t constant, (2) many different fac t ors 
cause changes, and (3) both specific factors cuasing changes and their 
quantitative impacts change over time. Although the results of this s t udy 
143 
underscore the importance of economic conditions of slaughter-hog pro-
duction in causing slaughter-hog production level changes, the results 
also sugges t that there are other factors that have major impacts on 
changes in slaughter-hog production levels. 
C. Limitations of the Study 
One problem in this study concerns the interpretation of the impor-
tance scored variables. It could not be determined with certainty just 
how a hog producer had interpreted the importance scored variables in 
relationship to the direction of change in his slaughter- hog production 
level. This in turn made it difficult to interpret the scores assigned 
these variables. A variable could have been given either a high or low 
importance score by a producer depending upon how the variable was inter-
preted. The intended effect upon the changes in his production level 
could have been the same in either case depending upon the initial 
interpretation of the variable. Therefore, using a survey in which 
importance scores are assigned to variables, the variables used should 
hnve only one interpretation . 
Another problem was that slaughter-hog production level information 
went bnck to 1967 but the producer, farm, and enterprise characteristics 
were applicable to 1971 only. Consequently, an assumption had to be made 
that this information was r elevant from 1967 to 1970, which more t han 
likely was not always the case. 
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D. Additional Research 
A study that might provide additional information about slaughter-
hog production level changes would be to identify personal, farm, and 
enterprise charac t eristics of producers who assigned high, medi um, and 
low importance sco res to each of the i mportance scored variables . The 
r esul t s would allow one to make comparisons between the char acteris tics 
of producers assigning different importanct scores. 
Ano ther idea would be to use the importance scor ed variables in 
discriminating be tween producers making and not making slaughter-hog 
production l e vel changes . This would provide f urther i nformation about 
whether the economi c factors are more important for producers making 
large r changes in production . Also, more information a bout whe ther the 
resource and chance factors are of more importance in causing s maller 
changes co uld be obtained . 
145 
VI. LIST OF REFERENCES CITED 
1. Anderson, T. W. An Introduction to Multivariate Statistical 
Analysis. New York: John Wiley, 1958. 
2. Anderson , T. W. Probability Mode ls for Analyzing Time Changes and 
Attit udes." Mathematica l Thinking in the Social Sciences . Edited 
by P. R. Lazarsfeld. r.1encoe, Illinois : The Free Press , 1955. 
3. Anderson, T. W. and Goodman, L. A. "Statistical Inference About 
Markov Chains." The Annals of Mathematical Statistics 28 (March, 
1957) , 89-110. 
4. Baker, H. D. "Sample Design for Study of Swine Production and 
Marketing." Unpublished report, Department of Statistics, Iowa 
State University, 1973. 
5. Bharuch-Reid, A. T . Elements of the Theory of Markov Processes and 
Applications. New York: McGraw-Hill, Inc . , 1960. 
6 . Boyd , Kenneth K. "Seasonal Fluctuations In the Market Supplies of 
Iowa Hogs." Unpublished M. S . thesis , Iowa State Unive rsity , 1931 . 
7 . Burnham, Nathan Frank . "The Effect of the Ho g-Corn Ratio on Swine 
Production in Iowa. " Unpublished M.S . thesis, Iowa State University, 
1972 . 
8. Chiang, Alpha C. Fundamental Methods of Mathematical Economics. New 
York : McGraw-Hill, Inc., 1967 . 
9. Cooperative Extension Service. "Prices of Iowa Farm Products, 1930-
1970 . " Iowa Cooperative Extension Service E.I. 168, 1971. 
10 . Cox , D. F. "Methods fo r Data Analysis -- Parts I and II . " Printed 
l ecture notes to supplement statistical methods courses . Ames, 
Iowa: University Bookstore, 1972 revised. 
11. Galm , Timothy Jay . "Prod uction Systems of Iowa Swine Producers . " 
Unpublished M. S . thesis, Iowa State University, 1974. 
12. Gil be rt, Ethel S. "On Discrimlnallon Using Qualitative Variables . " 
Journal o f American Statistical Association 63 (1968), 1399-1412. 
13. Hallbe rg, M. C. "Multiple Di s c riminant Analysis for Studying Group 
Members hip . " Pennsylvnnifl Agricultural Experiment Station Bulletin 
775 , J97 1 . 
111. lla ltberg , M. C. "Projecting the Slze Distribution of Agricultural 
Ftrms -- An Appllc;ition of a Markov Process with Non-stationary 
] 5 . 
146 
Transition Probabilities." American Journal of Agricultur al 
Economics 51 (May, 1969), 289-301 . 
Hillier, Freder ick S . 
Operations Research . 
and Lieberman, Ge rald J. Introduction to 
San Francisco: Holden-Day , Inc., 1967 . 
16. Horowitz , I ra . Decision Mnking and The Theory o f the Firm . Holt, 
Ri ne ha r t , and Wi nston, I nc ., 1970. 
17. Iowa Crop and Livestock Reporting Service. Unpublished Data . SRS , 
USDA , Des Moines, I owa , 1971 . 
18 . Jnmcs, Sidney C. and Beneke , Raymond R. "Trends in the Quantity, 
Effi ciency and Costs of I owa Swine Production." Iowa Agricultural 
and Home Economics Experiment Station Bulletin M- 1154 , January, 
J974 . 
19. Johnston, J. Econome tri c Methods. New York: McGraw-Hill Book 
Company, In c. , 1963. 
20 . Judge, r.. G. and Swanson, E. R. "Markov Chain: Basic Concepts and 
Suggested Uses in Agricultural Economics." Illinois Agricultural 
Experiment Station Research Repo rt AERR-49, 1961. 
21. Ladd , George W. " Analysis of Rankin g of Dairy Bargaining Cooperat ive 
Obj ec tives . ' ' Iowa State University Agricultur al and Home Economics 
Experiment Station Research Bulle tin 550 , 1967. 
22 . Ladd, George W. " Dynamic Economic Mode ls." 
Le c ture Notes f o r Economics 532, Chapter 10. 
1973. 
Unpublished Multilithed 
Iowa State University , 
23 . Ladd, George W. "Linear Probability Functions and Discriminant 
Functions . " Econome trica 34 (Oc t ober , 1966), 873-885 . 
24. Ladd, George W. "Parametr ic Statistics I: Linear Normal Spherical 
Error Statistical Model. " Unpublished Multilithed Lec ture Notes 
for Economi cs 532, Chapter 5. Iowa State University , 1973 . 
25 . Lndd, Geo rge W. "P::irame tri c Statistics III." Unpublished Mul tilithed 
Lectur e Notes for Economics 532 , Chapter 7. Iowa Stat e University, 
1973. 
26. Ladd, George W. ~nd Oehrtman, Robert L. "Factor Analysis of the 
M11rket Struc ture o f the Fluid Milk BotL ling Industry in the North 
Centrn! Region . " ! own State University Agricultural and Home 
Economics Experiment Station Resea r ch Bulletin 573, 1971 . 
27;1. J.c•vln , RJchnrd I. And Kirkp;iLrlck, Chn rles /\. Quantitative Approaches 
.!:_o_ MnnagC'mC'nt . New York: McC:raw-llllJ, Inc . , 1971 . 
147 
27b. Liu, An-Yen. "A Theory-based Scale for Measuremen t of Affective 
Responses to Per sonality and At t itude Inventories ." Unp ublished Ph .D. 
dissertation, Iowa State University, 1971. 
28 . Morrison , Donald G. "On the Interpretation of Discriminant Analysis . " 
Journal of Marketing Research l l (May, 1969) , 156-163. 
29. Padberg, D. I . "The Use of Markov Processes in Measuring Changes in 
Market Structure ." Journal of Farm Economics 44 (February, 1962), 
189-199. 
30 . Rao, C. R. Advan ced Statistical Methods in Biometric Research. New 
York: John Wiley , 1952. 
31 . Robertson, Thomas S. and Kenned y , J a mes N. "Pre di c t ion of Consumer 
Innovators : Application of Multiple Discriminant Analysis. " 
Jour nal of Ma rketi ng Resea rch 10 (February, 1968), 64-69 . 
32 . Ross iter , F . J . "The Individual Farme r's Problem of Adjusting Hog 
Produc tion to Changing Prices of Corn and Hogs. " Unpublished M.S. 
thesis, I owa State University, 1931. 
33 . Seline lda u, Robert E . <rnd Duewer, Lawrence A. Symposium : 
Coordination in the Pork Industry. We s tport, Connecticut: 
Pub llshi ng Company, Inc., 1972 . 
Vertical 
AVI 
34 . Skinn e r, R. W. "Hidden Cons umer Mo tives i n Supermarket Selection . " 
American Journal of Agricultural Economics 51 (1969), 1154-1158 . 
JS. Snedecor, Geo rge W. and Cochran, Wil liam G. Statistical Methods . 
36. 
Ames , I owa: Iowa State Universi t y , 1967 . 
St3nLon , Bernard F. and Kett unen, Lauri. 
Proj ect i ons in Markov Process Ana l ysis ." 
49 (August , 1967), 633-642 . 
"Po t ential Entrants and 
Journal of Farm Economi cs 
37 . Steel, Robert C.. D. and Torrie, James II. Pr inciples and Procedures 
of Statistics . New York: McGraw-Hill Company , Inc . , 1960 . 
38 . Till ey, Daniel S. "!log Produ cer s ' Marketing Decisions." Unpublished 
Ph.D . disse rtation, I owa State Universlty, 1974. 
39 . United States Departme nt o f Agriculture . Agricultural Statistics . 
Washington, D. C. : U. S . Government Printing Office, 136 t o 1971. 
40. United Slates Department of Agriculture. "An Exploration of Fac tors 
Motivating Hog Farmers in Their Producti on and Marketing." Washing-
ton, D. C.: Government Printing Office, 1947. 
148 
41. Wonnaco tt, Thomas H. and Wonnacott, Ronald J . Introductory Statis-
tics for Business and Economics. New York: John Wiley and Sons, 
I n c . , 1972. 
149 
VII. ACKNOWLEDGEMENTS 
Many people have had a hand in making this thesis and my graduate 
program a s uccess . 
Sincere appreciation is expressed to Dr. Ronald Raikes for the 
guidance and support he has given me. 
I am grateful to my committee members, Dr. Michael Boehlje and Dr. 
Roy Hickman for their guidance and assistance during my graduate program. 
Thanks are also due to Dr. George Ladd for his assistance . 
Thanks go to my fellow graduate students for the assistance they 
have provided and to my typist, Marcia Hove, for her cooperation and 
assistance. 
Thanks go to my fiance, Patricia Brinker, for her s upport and under-
standing of my graduate program. 
Last but not least, thanks go to my parents, Elmer and Irene Trampe!, 
for their continued interest and support of my reaching the goals I have 
set for myself for a quality education. 
150 
VIII . APPENDIX 
The objective of this appendix is to illustrate discriminant 
analysis by use of a hypothetical numerical example . The illustration 
f ol l ows Ha l lberg ' s [1 3 ] procedure . 
A discriminant function will be estimated to discriminate between 
barrows and gilts on the basis of carcass characteristics . 
obs . 
nrc 
Gr oups: (1) Barrow 
(2) Gilt 
Variables (Characteristics): 
(1) Ba ckfat 
(2) Loin eye a rea (LEA) 
r , s = l, 2 
Data: 
Barrow Group (1) 
(i , n) Backfat LEA obs. 
11 1.54 3 . 93 
12 1. 50 4.00 
13 1.43 4.15 
14 1. 37 4.20 
15 1.35 4.30 
E 7 . 19 20.58 
The column vector of means of the 
as follows: 
(j, 
21 
22 
23 
24 
25 
E 
two 
i , j = 1 , 2, ... , g; i I: j 
In this example g = 2 
Gilt Group (2) 
n) Backf at LEA 
1.44 4 . 43 
1.40 4.35 
1. 36 4.70 
1. 30 4.95 
1. 22 5 . 10 
6.72 23 .53 
variables for groups 1 and 2 
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- - ( 1.44 ) -xi = xl = 4 . 12 • and xj = x = (1. 34) 2 4 . 71 
The overall means of the two variables are as follows: 
1.44 + 1. 34 278 -Backfat = -2- = 1. 39 = xir 2 
LEA 
4 .12 + 4. 71 8 . 83 4.41 X. = = -2- = = 2 1-S 
X. ir 
and xis are needed to estimate the variance-covariance matrix given 
on page 28 . The calculation of the KXK variance-covariance matrix would 
be as follows: First, the covariance between variables 1 and 2 is 
k12 = k21 = 1/10-2 r <1.54 - 1.39)(3 . 93 - 4 . 41) + 
(1 . 50 - 1.39)(4 . 00 - 4.41) + 
(1.43 - 1 . 39)(4.15 - 4.41) + 
(1.37 - 1 . 39)(4.30 - 4.41) + 
(1 . 35 - 1 . 39)(4.30 - 4.41) + 
(1.44 - 1.39)(4 . 43 - 4.41) + 
(1.40 - 1 . 39)(4.35 - 4.41) + 
(l . 36 - 1 . 39)(4 . 70 - 4.41) + 
(1.30 - 1.39)(4.95 - 4.41) + 
(1.22 - 1.39)(5.10 - 4 . 41)) 
kl2 = k21 = 1/8(-.2931) = - . 0366375 
The vnrinnce of varinble 1 is 
kll = 1/10-2[(.15) 2 + ( . 11) 7 + (.04) 2 + (- . 02)2 + ( . 04)2 + 
(.05) 2 + (.01) 2 + (- . 03) 2 + (- . 04) 2 + (-.17) 2] 
kll = 1/8(.0787) = .0098375 
The square root of k11 = .0991841 is the standard deviation of 
variable 1. The variance of variable 2 i s 
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k22 = 1/10-2((-. 48) 2 + (- . 41) 2 + (-.26) 2 + (- . 21)2 + ( . 11)2 + 
(.02) 2 + (- . 06) 2 + ( . 29) 2 + (.54) 2 + ( . 69) 2 ] 
k22 = 1/8(1 . 3781] = .1722625 
The standa rd deviation is . 4150451. 
The k
12
, 1
21
, k
11
, and k
22 
values are used to construct the 
variance-covariance matrix . 
K 
[ 
. 0098375 
- . 0366375 
-.0366375] 
.1722625 
The inverse of K is needed to estimate the discr i minant func t ion 
coefficients . 
K-l = [489 1041 
104 28J 
By using equat i on 3.14 the 0
12 
coefficients a re est imated. 
Dl2 
[
489 
104 
1041 [ ( 1. 44) - (1. 34) J 
2sj 4.12 4.71 
2x2 2xl 
[-12.46] coefficient for backf at (B1) A 
Dl2 = 
- 6.12 coefficient for LEA (B2) 
2x l 
So that the 0
12 
coefficients will be directly comparable for rela-
tive importance , each variable is mult iplied by its variance so that the 
coefficients are standardized for t he original unit of measurement. The 
stundnrdizlnR procedure for each variable would be as follows. 
Back fat (-12.46)(.0098375) 
= - .1225 752 r ound to -.123 
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LEA (-6 .12)(.1722625) 
~ -1.0542465 round to -1.054 
By using equation 3 . 13, c
12 
is estimated as follows : 
- o. 5 [ ( J.44 ) ( 1.34) ]' [-12.46] 
4 . 12 4.71 - 6.12 
2x1 2x1 
Taking the transpose of the first 2x1 matrix results in 
" c
12 
= -o.5 (2 . 78 8.83] 
A 
c
12 
-o.5 [-88.6784] 
c
12 
= 44.3392 
[
-12.46] 
- 6.12 
2xl 
From equation 3.17 , the estimated Aij is 
A
12 
= 44.3392 + [X matrix] [ - l
2
.
46
] 
- 6.12 
l x2 2>< 1 
A test for predictability of the discriminant function is the next step. 
The data from each i and j group will be plugged into the A
12 
equation to 
determine an A
12 
value for each observation in each group . The classifi-
cation procedure given in equation 3.16 will be used . The p
1 
and p
2 
probabilities given in equation 3 . 16 will be .50 and, therefore, this 
classificntion is exactly the same as the one Ladd (23] uses for unknown 
prior probabilities given in equation 3.15. In this example then: 
If A12 ~ ln 1 = 0, then the observation will be classified into 
group 1, or 
If A12 < ln 1 = 0, then the observa tion will be classified into 
gr oup 2. 
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Table of A12 values for each observation and each observation' s discrimi-
nant and original classification: 
(i or j' n) Al2 
Discriminant Original obs . 
Classif i cation Classification 
11 1.0992 1 1 
12 1.1692 1 1 
13 1.1234 1 1 
14 1. 5650 1 1 
15 l. 2022 1 1 
21 - 0 . 7148 2 2 
22 . 2732 1 2 
23 -1. 3704 2 2 
24 - 2.1528 2 2 
25 - 2 .0740 2 2 
The clas sification t able and the predictability percentage are pre-
sented and determined as follows: 
Classifica tion Table 
Original Classification 
Discriminant 
Classification 
1 
2 
1 2 
5 1 6 
0 4 4 
5 5 10 
2 
R 0 Predictability % = # of correct classificati ons 
Total # c l assified 
:: 9/ 10 = 90% 
The calcula tion of the asymtotic variance for variables 1 and 2 would 
be as follows using equation 3.22. 
155 
Var = (-12.46)
2 + (.0098375) 2 (-12.46 -
10 10 
6 . 12] ~/1.44) (1 . 34)~ 
\ 4 .12 4. 71 
+ 'ls + ls' [(489104) ( .0098375 
' ,, -.0366375 
1X2 
-.0366375) 
.1722625 
2x2 
2xl 
(:;;)] 
Var (B
1
) 
Var (B
1
) 
213.31564, the standard deviation would equal 14 . 605329. 
14 . 984217, the standard deviation would equal 3 . 8709452. 
Interpretation of Results : 
A 
B
1
: -.123: As the size of the backfat measurement increases, the 
more likely the measurement came from a gilt. 
A 
B2 : -1.054: As the size of the LEA measurement increases, the more 
likely the measurement came from a gilt. 
LEA (B2) is a better discriminator between barrows and gilts than is 
the backfat measurement, thus its relative importance is higher. 
Significance of Coefficients: 
The t-test given in equation 3. 23 is used to make the test of signifi-
cance. 
Degrees of freedom = n - g - 1 
10 - 2 - 1 = 7 
A two-tailed test is used because one wants to know if the coeffi-
cient is significantly different from zero. 
A 
For B
1
: 
-12.46 I 
tl ~ 14.605329 = -.85311321 
Tabulated t-value at 10% probability level = 1.895 
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Tabulated > Calculated :. H
0 
is not rejected that the coefficient is 
not significantly different from zero. 
-6.12 I I 
t2 = 3.8709452 = -1.5810092 
Tabulated > Calculated : . H
0 
is not rejected that the coefficient is 
not significantly different from zero. 
Neither one of the variables are significant. 
