This paper describes an approach for modeling real-time systems using dynamic priorities. The advantage of the technique is that it drastically reduces the state space sizes of the systems in question while preserving properties of their functional behavior. We demonstrate the utility of our approach b y formally modeling and verifying aspects of the widely-used SCSI-2 bus-protocol. It turns out that the state space of this model is about an order of magnitude smaller than the one resulting from traditional real-time semantics.
INTRODUCTION
A v ariety of formal approaches have been introduced for modeling and verifying distributed systems including process-algebraic frameworks Milner 1989 and model checking Clarke et al. 1986 , Kozen 1983 . However, only with the advent o f v eri cation tools Bengtsson et al. 1995 , Holzmann 1991 in the last decade they have emerged as practical aids for system designers Baeten 1990 , Elseaidy et al. 1996 . This paper addresses the problem of modeling and verifying concurrent systems where real-time plays an important role for functional behavior. On the one hand, real-time is used to implement abstract synchronization constraints in distributed environments. As an example of a synchronization constraint, consider a communication protocol where the next protocol phase may be entered only if some or all components agree. On the other hand, electric phenomena like wire glitches, that may lead to malfunction, can be avoided using deskew delays. T h us, for accurately modeling such systems it is necessary to Traditional implementations of real-time process algebras typically cause state spaces to explode, the reason for this being that time is considered as part of the state, i.e. a new state is generated for every clock tick. We tackle this problem by using dynamic priorities to model real-time. We introduce a new process algebra, called CCS dp CCS with dynamic priorities, which essentially extends CCS Milner 1989 by assigning priorities to actions. Unlike traditional process algebras with priorities e.g. Cleaveland & Hennessy 1990 , actions in our algebra do not have xed or static priorities; priorities may change as systems evolve. It is in this sense that we refer to CCS dp as a process algebra with dynamic priorities. In contrast to traditional real-time algebras, e.g. a version of Temporal CCS Moller & Tofts 1990, which w e refer to as CCS rt CCS with real-time, the CCS dp semantics interprets delays preceding actions as priority v alues attached to these actions. In other words, the longer the delay preceding an action, the lower is its priority. The semantics of CCS dp avoids the unfolding of delay v alues into sequences of elementary steps, each consuming one time unit, thereby providing a formal foundation for e ciently modeling real-time. The soundness and completeness of this approach is proven by establishing a one-to-one correspondence between the CCS rt and the CCS dp semantics of arbitrary systems. It is important to note that our approach does not abstract away aspects of real-time. Thus, all quantitative timing constraints explicit in CCS rt semantics can still be analyzed within CCS dp semantics.
The utility of our technique is shown by means of a practical example, namely modeling and verifying several aspects of the SCSI-2 bus-protocol, a protocol used in many o f t o d a y's computers. The protocol's model is derived from the o cial standard ANSI 1994 where real-time delays are recommended for implementing synchronization constraints as well as for ensuring correct behavior in the presence of signal glitches. Accurate modeling of the SCSI-2 bus-protocol thus requires considering discrete quantitative real-time. To this end, we model our protocol in the syntax common to both CCS rt and CCS dp . We then generate the state space according to both semantics. We show that the size of our model is an order of magnitude smaller in the CCS dp semantics than in the CCS rt semantics. The modeling of the protocol was carried out in the Concurrency Workbench of North Carolina Cleaveland & Sims 1996, CWB-NC, a tool for analyzing and verifying concurrent systems. In order to verify and to prove the accuracy of our model, we extract several mandatory properties from the ANSI document and validate them for our model. We use the well-known modal -calculus as our speci cation language, and automatically check the formalized properties by using the local model checker Bhat & Cleaveland 1996 integrated in the CWB-NC. Due to space constraints all proofs and part of the formalization of the SCSI-2 case study are left out and can be found in a technical report Bhat et al. 1997. Process-algebraic framework 3 2 PROCESS-ALGEBRAIC FRAMEWORK In this section we i n troduce the process algebra CCS rt and develop the new process algebra CCS dp , which has the same syntax but di erent semantics. Whereas CCS rt is an extension of CCS Milner 1989 in order to capture discrete quantitative timing aspects with respect to a single, global clock, CCS dp extends CCS by a concept of dynamic priorities. Our syntax di ers from CCS by associating delay and priority values with actions, respectively, and by including the disabling operator known from LOTOS Bolognesi & Brinksma 1987. Formally In our syntax actions are associated with delay values, or priority values, taken from the natural numbers, respectively. More precisely, the notation : k, where 2 A and k 2 N, speci es that action is ready for execution after a minimum delay o f k time units or, respectively, that action possesses priority k. In the priority i n terpretation, smaller numbers encode higher priority v alues; so 0 represents the highest priority. The syntax of our language is de ned by the following BNF: P ::= nil j : k:P j P + P j P iP j P jP j P f j P nL j C where k 2 N, the mapping f : A ! A is a relabeling, L Anf g is a restriction set, and C is a process constant whose meaning is given by a de ning equation
A relabeling f satis es the properties f = and fa = fa. We adopt the usual de nitions for closed terms and guarded recursion, and refer to the closed guarded terms as processes. Let P represent the set of all processes, ranged over by P ; Q ; R ; : : : .
Regarding the semantics of processes we rst introduce a real-time semantics, referred to as CCS rt semantics, which explicitly represents timing behavior. We concentrate here on the operational semantics for our notion of pre xing since the semantics of the other operators is standard Moller & Tofts 1990 . Formally, the semantics of a process is de ned by a labeled transition system which contains explicit time transitions each representing a delay o f o n e time unit as well as action transitions. With respect to time transitions, the operational semantics is set up such that processes willing to communicate with some process running in parallel are able to wait until the communication partner is ready. H o wever, as soon as it is available the communication has to take place, i.e. further idling is prohibited. This assumption is usually referred to as maximal progress assumption Yi 1991. Accordingly, the process : k:P, where k 0, may delay one time unit and then behave like : k , 1:P . The process : 0 :P performs an transition leading to P . Moreover, if 6 = , i t m a y also idle by performing a time transition to itself.
Unfortunately, CCS rt semantics unfolds every delay v alue into a sequence of elementary time units, thereby creating many additional states. For example, the process :k:nil has k + 2 states, namely nil and :l:nil where 0 l k.
It would be much more e cient if we could represent : k:nil by a single transition labeled by : k leading to the state nil. This idea of compacting the state space of real-time systems can be realized by viewing k as a priority value assigned to action . In other words, one may consider the delay v alue k as the time stamp of action .
To this end, we present a new semantics for our language that uses a notion of priority taken from Cleaveland & Hennessy 1990 , generalized to a multi-level priority s c heme. We refer to our process algebra as CCS dp when interpreted with respect to the new semantics which, in contrast to the priority approach mentioned above, dynamically adjusts priorities along transitions. Intuitively, visible actions represent potential synchronizations that a process may be willing to engage in with its environment. Give n a c hoice between a synchronization on a high priority and one on a low priority, a process should choose the former. Thus, high-priority -actions have pre-emptive p o wer over low-priority actions. The reason that high-priority visible actions do not have pre-emptive p o wer over low-priority actions is that visible actions only indicate the potential of a synchronization, i.e. the potential of progress, whereas -actions describe complete synchronizations, i.e. real progress, in our model. Note that this notion of pre-emption naturally mimics the maximal progress assumption employed in CCS rt semantics.
Formally, the CCS dp semantics of a process P 2 P is given by a labeled transition system hP; A N; ,!; P i where P is the set of states, A N the set of labels, ,! the transition relation which is de ned in Table 1 via structural operational rules, and P is the initial state. For the sake of simplicity we write P :k ,! P 0 for hP; : k;P 0 i 2 , ! and say that P engages in action with priority k and thereafter behaves like process P 0 . The presentation of the operational rules requires two auxiliary de nitions which are formally given in Appendix 1. First, we introduce initial action sets which are inductively de ned on the syntax of processes as usual. More precisely, I k P denotes the set of all potential initial actions of P with priority greater than k, where I 0 P is de ned to be the empty set. Second, we de ne a priority adjustment function. Intuitively, our semantics is set up in a way such that if one parallel component of a process engages in an action with priority k, then the priority values of all initial actions at every other parallel component have Process-algebraic framework 5 Table 1 Operational semantics for CCS dp Act1 , ,
to be decreased by k, i.e. those actions become`more important.' Thus, the semantics of parallel composition deploys a kind of fairness assumption, and priorities have a dynamic character. More precisely, the priority adjustment function applied to a process P 2 P and a natural numberk 2 N, denoted as P k , returns a process term which is`identical' to P except that the priorities of the initial, top-level actions are decreased by k. Note that a priority v alue cannot become smaller than 0.
Intuitively, a : k:P may engage in action a with priority l k yielding process P . The side condition l k re ects that k does not specify an exact priority but the maximal priority o f the initial transition of a : k:P. It may also be interpreted as lower-bound timing constraint. Due to the notion of preemption incorporated in CCS dp , :k:P may not perform the -transition with a l o wer priority than k. The summation operator + denotes non-deterministic choice, i.e. the process P +Q may behave like P Q i f Q P does not pre-empt it by being able to engage in a higher prioritized internal transition. Thus, our notion of pre-emption re ects implicit upper-bound timing constraints. Also the process P iQ behaves like P and, additionally, i t is capable of disabling P by engaging in Q. The restriction operator nL prohibits the execution of actions in L L and thus permits the scoping of actions. P f behaves exactly as P where actions are renamed by the relabeling f. The process P jQ 6 Dynamic priorities for modeling real-time stands for the parallel composition of P and Q according to an interleaving semantics with synchronized communication on complementary actions of P and Q both having some priority k which results in the internal action : k. The side conditions of the interleaving rules implement pre-emption. Finally, C def = P denotes a constant de nition, i.e. C is a recursively de ned process that is a distinguished solution of the equation C = P .
For our framework we obtain the following important results, which are formally stated and proved in a technical report Bhat et al. 1997 . Given an arbitrary process in our language there exists a one-to-one semantic correspondence between the associated transition systems according to CCS rt and to CCS dp semantics. Moreover, the standard strong bisimulations Milner 1989, which can be de ned straightforwardly for CCS rt and CCS dp , coincide.
We conclude this section by discussing a related approach b y Je rey 1992 who has established a formal relationship between a quantitative real-time process algebra and a process algebra with static priorities. He also translates real-time into priorities based on the idea of time stamping. In contrast to Temporal CCS semantics, a process modeled in Je rey's framework may either immediately engage in an action or idle forever. However, this semantics does not re ect our intuition about the semantic behavior of reactive systems, i.e. a process should wait until a desired communication partner becomes available instead of engaging in a`livelock.' Only because of these counter-intuitive assumptions, Je rey does not need to choose a dynamic priority framework.
SCSI-2 AN OVERVIEW
We demonstrate the utility of the process algebra CCS dp by a case study dealing with the bus-protocol of the widely-used Small Computer System Interface ANSI 1994, or SCSI for short. The SCSI bus is designed to provide an ecient peer-to-peer I O connection for peripheral devices such as disks, tapes, printers, processors, etc. It usually connects several of these devices with one host adapter which often resides on a computer's motherboard. In contrast to the host adapter, peripherals are not attached directly to the bus but via SCSI controllers, also called logical units LUNs. Thus, LUNs provide the physical and logical interface between the bus and the peripherals. Conceptually, u p to seven LUNs can be connected to one bus, and one LUN can support up to seven peripherals. However, in practice most peripherals contain their own SCSI controller cf. Figure 1 .
The SCSI-2 bus-protocol implements the logical mechanism regulating how peripherals and the host adapter communicate with each other on the bus. Communication on the SCSI bus is point-to-point, i.e. at any time either none or exactly two LUNs may communicate with each other. In order to allow easy addressing each LUN is assigned a xed SCSI id in form of a number ranging from one to seven. Id 0 is reserved for the host adapter which is also, The SCSI-2 bus-protocol is organized in eight distinct phases, called Bus Free, Arbitration, Selection, Reselection, Command, Data, Status, and Message Phase. At a n y given time, the SCSI bus is exactly in one phase. The usual progression of phases is shown in Figure 2 . During the Bus Free Phase no device is in possession of the bus, i.e. LUNs may request access. If more than one device competes for the bus in order to initiate a communication, the one with the highest SCSI id is granted access. In the Arbitration Phase, every LUN that has posed a request determines if it has been granted access. All LUNs which lose may compete for the bus again later, whereas the winner, also referred to as initiator, proceeds to the Selection Phase. In this phase the initiator tries to connect to the desired destination, called target. When the link between initiator and target has been established, the so-called information transfer phases, including the Command, the Data, the Status, and the Message Phase are entered. In the Command Phase the target may request a command from the initiator. During a Message Phase information is exchanged between the initiator and the target concerning the bus-protocol itself. Finally, the Status Phase is used to transfer status information to the initiator upon completion of a command executed by the target. The key idea for accelerating communication on the bus, which has signi cantly contributed to the success of SCSI, is that the target can free the bus whenever it receives a time-intensive command from the initiator. As soon as the execution of such a command is nished, the target competes for the bus in order to transmit the result to the former initiator.
MODELING THE SCSI-2 BUS-PROTOCOL
In this section we model the SCSI-2 bus-protocol in our language. The syntax we use here is the one implemented in the Concurrency Workbench of North Carolina in which CCS rt and CCS dp are integrated as front ends. It slightly departs from the syntax introduced in Section 2 in that output actions a 2 are notated as 'a, the internal action as t, and process de nitions C def = P as proc C = P. Moreover, we use the notation obs : k which, for the purposes of this section, may b e i n terpreted as :k. Actions obs come into play in the next section where they serve as`probes' for veri cation purposes.
Before we present the actual modeling of the SCSI-2 bus-protocol, we comment on some assumptions we imposed. First, we restrict ourselves to modeling two LUNs, called LUN0 and LUN1, h a ving id 0 and id 1, respectively. This is su cient for dealing with the aspects of the SCSI-2 bus-protocol we are interested in. Note that even in the situation of two LUNs there exists competition for the bus. Moreover, we abstract away from time-out procedures and from the contents of most messages, commands, and data. These abstractions are justi ed since they do not a ect the conceptual parts of the bus-protocol's behavior. For example, the sole purpose of a timeout is to determine if a target is alive or not. The contents of information sent o ver the bus, except from messages presenting the completion of some transmission, are only relevant for the device-speci c part of LUNs but not for the bus-protocol itself. Additionally, the bus signals BSY busy and SEL select are wired-or signals in reality. However, we need not model this`or'-behavior, since our model only deals with two LUNs, and just one LUN at a time can assert the BSY or SEL signal. Finally, all quantitative timing information occurring in the model is measured relative to a time unit of 5 ns, including arbitration delays 480 time units, bus clear delays 160 time units, bus settle delays 80 time units, deskew delays 9 time units, and cable skew delays 9 time units.
The underlying structure of the bus-protocol is explicitly re ected in our model. Each LUN connected to the bus is modeled as a separate parallel component containing models of the di erent bus phases as discussed in the previous section. The logical behavior of the bus control is implemented by bus signals. Each signal physically consists of a wire which we model as a separate process similar to a global Boolean variable. Note that signal delays are not modeled in the wires but in the operations used for transmitting information over the SCSI bus. Since we abstract away from the content o f most information, we do not need to model each bit of the data bus. Hence, arbitration is modeled via a global variable which stores the highest id of all LUNs requesting access to the bus. Accordingly, the structure of our model, called SCSIBus, consists of the parallel composition of both LUNs, and the BusSignals, including the regular signals and the data path. Formally, proc SCSIBus = LUN0 | LUN1 | BusSignals Restriction Table 2 Modeling the bus signals and the data bus where Restriction contains all actions that are internal to the protocol, i.e. those concerned with setting releasing signals, requesting signal status, and placing reading messages, commands, and data on from the data bus.
Modeling the bus signals and the data bus
Conceptually, each bus signal is modeled as a Boolean variable which is either true signal on or false signal o . Thus, the processes representing the signals BSY busy, SEL select, C D command data, I O input output, MSG message, ATN attention, REQ request, and ACK acknowledgment are generically created by relabeling the actions of the process Off see Table 2 . Using the ports sset and rel one can set or release the signal and, hereby, switching the state to On or Off, respectively. Actions 'off 'on indicate that the signal is currently in state Off On. Note that the atomicity o f actions in process algebras guarantees that con icts, arising by setting several signals simultaneously, are avoided.
In the following, we abstract away the contents of most messages. Only the distinguished messages disconnect and complete are explicitly considered since they require to exit the information transfer phases and to switch t o t h e initial state of the LUN. Accordingly, we may model the data bus, as seen in Table 2 , as a variable which can store and read out information actions placeXXX and readXXX, respectively. The labels obsXXX are used to record the events of placing and reading messages on the bus. 
Modeling the bus-phases
Now we focus on modeling the logical characteristics of the SCSI-2 busprotocol see Section 6 of ANSI 1994. Due to space constraints we only provide models of the Bus Free Phase and the Command Phase for LUN0 here. For the complete model we refer the reader to a technical report Bhat et al. 1997 . In the Bus Free Phase, no device is in possession of the bus, hence it is available for arbitration. The SCSI bus is de ned to be in the Bus Free Phase as soon as the signals SEL and BSY have been false for at least a bus settle delay. Accordingly, the process BusFree0 detects the Bus Free Phase when the actions isBSY and isSEL are absent for 80 time units cf. Table 3 . If one of the actions isBSY or isSEL is observed, the bus is occupied and LUN0 returns to the start state. If the bus is free, the logical unit asserts the BSY signal action 'setBSY and sets the arbitration variable accordingly action 'setid0 before it performs an arbitration delay and switches to the Arbitration Phase.
The processes Target0 and Initiator0 initiate the Information Transfer Phases ITP which include the Command, Data, Status, and Message Phases. In those phases, information is exchanged between the initiator and the target. The Data and the Message Phases are further divided in DataIn, DataOut, MessageIn, and MessageOut Phases according to the direction of information ow. The`In' phases are concerned with transferring information from the target to the initiator whereas the`Out' phases are concerned with transferring information in the other direction. The information transfer takes place by b yte-wise handshakes. The phase of the SCSI-2 bus-protocol, in which i t is currently in, is encoded via the MSG, C D, and I O signals. In the following, we explain the Command Phase and its modeling in detail, especially the underlying handshake mechanism cf. Table 3 .
The Command Phase is entered if the target, the master of the bus-protocol, intends to request a command from the initiator. The target indicates the Command Phase by deasserting the MSG and I O signals and asserting the C D signal. After waiting for a deskew delay the target requests a command from the initiator by setting the REQ signal action 'setREQ. In the meantime, the initiator detects that the target has switched to the Command Phase by observing the status of the MSG, C D, and I O signals. Upon detection of the asserted REQ signal action isREQ the initiator places the rst byte of the command on the data bus action 'placecmd, waits for a deskew delay, and asserts the ACK signal action 'setACK. After the target detects the asserted ACK signal action isACK it reads the command from the data bus action readcmd and releases the REQ signal action 'relREQ. At this point the handshake procedure for receiving the rst byte of the command is completed. Now, the initiator may release the data bus action 'release and the ACK signal action 'relACK. Alternatively, since a command may consist of more than one byte, the bus may remain in the Command Phase, and the handshake mechanism may be repeated, until the message nished action readfinished has been transferred. Note that in practice the length of a command can always be determined from its rst byte.
State spaces of our model
We have created front-ends for both process algebras, CCS rt and CCS dp , for the Concurrency Workbench of North Carolina Cleaveland & Sims 1996, CWB-NC, b y using the Process Algebra Compiler Cleaveland et al. 1995 which is a generic tool for integrating new interfaces in the CWB-NC. Whereas the integration of CCS rt has been straightforward, we h a ve needed some more e ort regarding CCS dp . The reason is that Rule Act1 gives rise to an in nite branching transition system. However, for practical purposes in nite branching can be eliminated by providing an upper bound upper which re ects the maximal priority v alue of any initial action of the considered process. The validity o f this approach stems from the fact that a delay of more than upper time units does not change the system state but results in global idling.
We have run the CWB-NC on a SUN SPARC 20 workstation to construct and minimize the state spaces of our models. Whereas the CCS rt version of our model has 62 400 states and 65 624 transitions, the CCS dp possesses only 8 391 states and 14 356 transitions. This drastic saving in state space emphasizes the utility of using dynamic priorities in order to encode discrete quantitative real-time.
VERIFYING THE SCSI-2 BUS-PROTOCOL
In this section we specify and verify several safety and liveness properties which our CCS dp model of the SCSI-2 bus-protocol is expected to satisfy. The one-to-one correspondence between CCS rt and CCS dp semantics ensures that the properties hold with respect to CCS rt semantics, too. As speci cation language for the properties we use the modal -calculus Kozen 1983 , and for veri cation we employ the model-checker Bhat & Cleaveland 1996 integrated in the CWB-NC. The following desired requirements of the SCSI-2 bus-protocol have been extracted from the o cial standard ANSI 1994.
Property 1: All bus phases are always reachable. This implies that the model is free of deadlocks. Property 2: Whenever a bus phase is entered, it is eventually exited. Property 3: The signals REQ and ACK do not change between two information transfer phases. Property 4: The signal BSY is on and the signal SEL o during information transfer phases. Property 5: Whenever a device sends a message on the bus, the message is eventually received by the intended LUN. Property 6: Whenever the initiator sets the ATN signal, eventually the bus enters the MessageOut Phase.
We formalize these properties within the modal -calculus which is a simple but expressive language for specifying temporal properties. Its syntax and semantics has been given e.g. by Kozen 1983 . For our purposes it is sucient t o i n troduce the intuitive meaning of the following meta-formulas, where The meta-formula between ; ; can be interpreted as follows: On every path it is always the case that after , the formula is true at every state until the action is seen. Note that action need not occur after since only releases the requirement that be true at every state. The meta-formula fair-follows ; ; L; encodes that on every path it is always the case that after action is seen, either is always true until is seen or is always true, and an action from L occurs in nitely often on the path. Note that on fair-paths, i.e. paths on which actions from L do not occur in nitely often, action has to occur eventually. Without this notion of fairness, which w e use to encode e.g. that messages transferred over the SCSI bus have nite length, some properties cannot be validated.
Verifying the SCSI-2 bus-protocol 13 Unfortunately, our process algebra CCS dp turns any visible action a and a into the internal action when communicating on channel a. H o wever, in order to prove a n y i n teresting property except deadlock, we h a ve to observe certain actions of the system, e.g. asserting and deasserting bus signals. Therefore, we attach t o e a c h output action a a visible action or probe o, t h us leading to a complex action ao. Whenever a transition labeled by ao synchronizes with a transition labeled by a, the resulting is annotated by o, i.e. o is produced. Hence, a communication on port a is immediately observed by probe o, as intended. Our model includes the probes begin Phase and end Phase marking the beginning and end of each information transfer phase, respectively, and the probes obs setSIG and obs relSIG indicating the assertion and deassertion of some signal SIG, respectively. Now, we can formalize the desired properties in the modal -calculus as shown for Properties 2 and 3. For Property 2 w e h a ve t o c heck for every path that probe begin Phase is eventually followed by probe end Phase before another begin Phase is observed.
fair-followsbegin Phase; end Phase; fobs setATNg; h,itt :
The implicit fairness constraint ensures that the initiator does not forever ignore the target's wish to enter a new phase by continuously asserting the ATN signal. Regarding Property 3 we encode that on all paths the probes obs setREQ, obs relREQ, obs setACK, and obs relACK do not occur in between end Phase and begin Phase by the formula between end Phase; begin Phase; obs setREQ; obs relREQ; obs setACK; obs relACK : We were able to validate each property in our model within at most two minutes when running the CWB-NC on a SUN SPARC 20 workstation. The model checker we used is a local model checker Bhat & Cleaveland 1996 . Applying a local model checker in contrast to a global one remarkably speedsup the task of veri cation. In fact, the modeling of the SCSI-2 bus-protocol has been done in several stages, after each of which the above mentioned properties have been checked. At early modeling stages the model checker has invalidated most properties immediately. The encountered errors have ranged from missed fairness constraints to wrong timing information. However, the diagnostic information in form of failure traces provided by the model checker simpli es the task of nding bugs in models.
During the process of veri cation, we also realized that the timing constraints of the bus-protocol are not only imposed for avoiding wire glitches but also in order to implement necessary synchronization constraints during the initial bus-phases. Without these synchronization constraints, two LUNs may gain access to the bus for arbitration which leads to a deadlock. This emphasizes the necessity of dealing with real-time constraints in reactive systems.
14 Dynamic priorities for modeling real-time 6 CONCLUSIONS AND FUTURE WORK We introduced the process algebra CCS dp with dynamic priorities whose semantics corresponds one-to-one with the discrete quantitative real-time semantics of CCS rt . H o wever, the CCS dp semantics yields signi cantly more compact models and, thus, provides a means for e ciently implementing traditional real-time process algebras. Moreover, our approach does not abstract away a n y aspects of real-time, i.e. all quantitative timing constraints can still beveri ed within CCS dp semantics. We implemented the process algebras CCS dp and CCS rt in the Concurrency Workbench of North Carolina, an automated veri cation tool, which w e used to formally model and reason about the SCSI-2 bus-protocol. The size of our model is about an order of magnitude smaller when constructed with CCS dp instead of CCS rt semantics and could be handled easily within the Workbench. In addition, we speci ed several desired properties of the bus-protocol in the modal -calculus and validated them by using model checking. Regarding future work, the SCSI-2 bus-protocol should be modeled in more detail, thereby enabling the veri cation of additional interesting properties. Tables 4 and 5 formally present auxiliary relations used for de ning the operational semantics of CCS dp . Table 4 Initial action sets I k nil = df ; I k : l:P = df f j l k g I k P + Q = df I k P I k Q I k P iQ = df I k P I k Q I k P jQ = df I k P I k Q f j I k P I k Q 6 = ;g I k P f = df ff j 2 I k P g I k P nL = df f = 2 L L j 2 I k P g I k C = df I k P where C def = P Table 5 Priority adjustment function nil k = df nil : l:P k = df : l , k:P if l k : 0 :P otherwise P + Q k = df P k + Q k P iQ k = df P k i Q k P jQ k = df P k j Q k C k = df P k where C def = P P f k = df P k f P nL k = df P k nL
