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ABSTRACT

Study and control of light matter interactions at the nanoscale is an extremely
active topic of research as it can create intriguing new opportunities for sensing,
optoelectronics, nonlinear optics, and other nanophotonic devices. Various platforms
have been investigated to study light-matter interactions at the nanoscale. The most
recent explorations in research come from one platform, metasurfaces – planar
equivalents of three dimensional metamaterials. Previous studies of strong light matter
interaction have been demonstrated on metallic metasurfaces. However, there are little
experiments demonstrating strong light-matter interaction in all dielectric metasurfaces.
We present a study demonstrating strong light-matter interactions in a hybrid dielectric
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metasurface comprising of Mie resonators loaded with III-V semiconductor quantum
wells. Simulations of our quantum wells verify there are two quantum confined states
within our grown quantum wells allowing for an intersubband transition in mid-infrared
wavelengths. We characterized this intersubband transition using waveguide
measurement techniques. We then used electron beam lithography to fabricate Mie
resonators and demonstrated strong polaritonic coupling between the zeroth order
Magnetic Mie Mode and the intersubband transition from n=1 to n=2. Or experimental
results show Rabi splitting – a signature of strong coupling, of approx.. ~ 10 % which is
comparable to metallic metasurface counterparts.
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CHAPTER ONE - INTRODUCTION
Strong Light - Matter Interactions: Formation of Polaritons
The term polariton refers to a bosonic quasiparticle state formed by strongly coupling
energy from electromagnetic photons or waves to electric or magnetic dipole-carrying
excitations [1,2,3]. A boson is a particle that follows Bose-Einstein statistics [1]. Certain
material properties and their interactions with light or EM waves produce many different
types of polaritons. These polariton quasi-particle, quasi-wave states are usually named
by which they are formed. Phonon polaritons are formed from photons interacting with
terahertz (THz) to optical phonons [4]. A surface plasmon polariton (SPP) is the energetic
coupling of a photon with surface plasmons, which usually travel at the interface between
a dielectric and conductor [4]. SPPs can also travel on the surface of metals [4]. SPPs at
metal-dielectric interfaces are usually found to be intrinsically resonant in the microwave
through millimeter wave frequency bands [4]. The specific type of polaritons that are of
interest in this experiment are called intersubband polaritons, which result from coupling
of an infrared (IR) or THz photon to an electronic intersubband transition. More
specifically, we are interested in a transverse electric field produced by an optically
resonant magnetic dipole Mie mode coupled with our electronic quantum well
conduction band intersubband transitions (IST).

Rabi splitting is the characteristic signature of a strongly coupled light matter system [5].
Rabi splitting involves two hybrid states that share energy. This energetic interaction
results in the splitting of a single photonic resonance peak in the transmission or
reflection spectra into a pair of resolvable peaks. These split peaks form the upper and
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lower frequency polariton branches [6]. Research in the last two decades has developed
our fundamental understanding of light matter interactions. Recently, metasurfaces —
two-dimensional equivalent of metamaterials, have provided a new platform to study
these interactions at the nanoscale and thereby offered opportunities to develop new
ultrathin devices for optoelectronics and nonlinear optics [7,8]. To date, most of this
research has been conducted with periodic subwavelength metallic or plasmonic
metasurfaces [9,10]. Strong light-matter interactions using metallic surfaces are easily
achievable. However, these plasmonic devices experience drawbacks from large ohmic
losses, especially in the optical frequency range [11]. Furthermore, metallic devices have
low material damage thresholds from optical pumping which proves to be a severe
limitation for nonlinear optics [12]. To overcome these limitations, we decided to study
the effects of strong light-matter interactions in all dielectric metasurfaces. The work in
this thesis focuses on the fundamental study of coupling photonic modes in Mie dielectric
resonators to electronic intersubband transitions in quantum wells (QW).

The Future of Devices Functionalities - Metamaterials
Metamaterials bring a platform of materials with many new observed phenomena that
have been previously thought unattainable by natural materials. The physics of lightmatter interactions in metasurfaces is studied through many different paths. One possible
light-matter interaction is the excitation of surface plasmons in metallic resonators
strongly coupled to dielectric slab material excitations or resonances [8,10]. Another
study is the use of metamaterials to show new scattering phenomena. Fano resonances
have been observed by utilizing the excitation of both the magnetic and electric dipole
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modes within the metasurface [13]. These observed effects from nanoscale structures
bring about new understandings of unseen classes of scattering phenomena. Some highly
transparent metasurfaces are engineered to scatter incoming light almost entirely in the
forward direction, creating cloaked surfaces [14]. Metamaterials can be associated with
negative refractive indexes, which operate at long-wavelengths, (see Figure 1a) [14].
Engineered meta-optics have been shown to alter: phase, direction, coupling,
transmission, absorption, resonant behavior and other properties associated with lightmatter interactions (see Figure 1b,c) [14]. These metamaterials display certain photonicelectronic characteristics that are not found in the natural world, yielding a path to study
different properties of light-matter interactions. The drive behind these studies is to
incorporate these newly characterized physical phenomena into development of future
device functionalities at optical and near infrared frequencies.

(a)

(b)

(c)

Fig. 1 (a) depicts a negative refraction indexed material [image adapted from 18]. (b)
shows a metamaterial with broken symmetry cuboid resonators that alters a broad
spectrum input to a narrow spectrum output through fano-resonances [image adopted
from 19]. (c) actual picture from the Sandia Lab Release [19]
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Why Dielectrics?
Dielectric metamaterials provide a platform for novel areas of research; dielectrics
operate within a material system that experience low material loss at high frequencies and
a conveniently high-refractive index. The ability of dielectric metasurfaces to address
efficiency issues described in the metallic meta-surfaces is a worthy reason for the
current push towards all dielectric metasurface design. Dielectric meta-optics are also of
particularly great interest because their flexibility in surface design allows their
resonances to be tuned. These dielectric metasurfaces are engineered through specific
geometries and resonator spacing to exploit and tune certain resonances. This
characteristic allows us to explore their effects on light-matter interactions by optimizing
their response at certain magnetic and electric field resonances. This tunable approach
requires sub-wavelength nanostructures. The small size of the resonators, composed of
many layers of different materials, allow the ability to describe the composite media by
averaged parameters. However, a homogenization procedure may be oversimplified when
exploring the fine details of the metasurface response [14]. Therefore, these structures
should be classified from the viewpoint of ‘meta-optics’—many optical components,
with each resonator is one component, as well as ‘metamaterials’—many materials in the
resonators and the array as a whole [14]. This engineering flexibility is the source of great
interest to researchers because it allows the dielectric meta-optics to be manufactured for
design specific electronic and photonic device components. Researchers have the
freedom to tailor the physical properties of the semiconductor wafer which allows them
to explore certain electric and magnetic resonances for specialized device functionalities.
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With such a broad range of the study of metamaterial topics, it is important to note that
this thesis covers only a small portion of this field of study. The research presented here
describes a magnetic dipole Mie resonant photonic mode coupled with an electronic
intersubband matter excitations inside resonator with the use of quantum wells. The
definition of a photonic mode, a matter excitation, and strong coupling between the two
are given for clarity in the following sections.

Photonic Modes in a Cavity
Before exploring the quantum physics and diving deep into the electron wells, it is
important to define a photonic mode. In optical regimes, a photonic mode allows strong
electric and magnetic field scattering from low loss dielectric particles into what are
known as Mie modes. Light scattering by small spherical or cylindrical particles, relative
to the wavelength of incoming light, is a fundamental topic in classical electrodynamics.
This topic is based upon the exact Mie solution of the diffraction pattern [7,19]. These
resonant Mie-modes are not only dependent on the materials that create them but also
upon size and structural properties of the particle arrangement on the metasurface [3].
Metallic particles are dominated by electric resonances, however, dielectric resonators—
cylindrical pillars in our case, exhibit a lowest order dipole magnetic Mie mode that has a
circularly resonant electric field component, parallel to the axis (z) of the pillar growth.
This first order Mie mode contains a dipole magnetic field oscillating within in the XY
plane of the cylinder. The oscillating electric field, due to the first dipole magnetic Mie
mode resonance, is toroidal resonant along the XZ and YZ planes, while the oscillating
magnetic component is toroidal resonant in the XY plane (see Figure 2). If the resonators
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were spheres the fields produced by the Mie modes would be circularly resonant. The
first order magnetic dipole Mie mode is the mode that creates the resonant electric field
that we are interested in. In these engineered cylindrical dielectric surface elements, the
main parameters available to tune the optical resonant wavelength are cylindrical disk
height and diameter. Since the height is given by the design of the quantum well stack (as
described later) we adjust the diameter of the resonators. The lowest order magnetic Mie
resonance has flexibility in its expressed spectrum by tuning the diameter of the
resonators. This flexibility enables the study and quantification of a strongly coupled
system that shares energy between the IST and the transverse electric field component of
the first, lowest order Mie Mode [15].

Fig. 2 Circularly resonant TE mode within the metamaterial resonators, it is important to
note that while these drawings are in the 2D configuration that the actual electric field
current follows more the shape of an oval toroid and occupies a 3D space. [Image
adapted from 13]
Mie resonant modes of dielectric metasurfaces has been examined in the literature. In
previous work, cubed resonators show that the electric and magnetic resonances are
localized within the dielectric cube [18]. If light is incident upon the top of cylinder
surface, the first order Mie-resonant mode in our cylinders, is created by an electric field
azimuth to the plane of normal incidence within the cylinder. This first order Mie mode
6

creates the displacement current needed for energy to couple into an energetic matter
excitation—IST. The first order mode creates a magnetic field parallel to the direction of
uniform bulk semiconductor (XY-plane in Figure 2), which is perpendicular to the plane
of normal incidence. This first order Mie mode creates a magnetic dipole mode. This
mode and many higher order modes within the resonator are considered to be the
“photonic modes” of the dielectric metamaterial. There is an upper limit on how many of
the higher order modes can be expressed. As the wavelength of the incoming light
becomes shorter the feature size of the resonators must remain subwavelength, which is
limited to current fabrication processes. The frequencies of all these resonant Mie modes
are tailored by the engineered geometry of the resonators. Resonant Mie modes provide a
confined photonic mode inside the engineered metamaterial surface which allows further
study of the resonators’ ability to achieve strong light-matter coupling.

Matter Excitation (Intersubband Transitions IST)
Discrete matter excitations that arise from confinement of particles, such as electrons,
have well-studied solutions in quantum well physics. A bulk semiconductor has a
conduction band edge that does not exhibit any quantum confinement and allows for a
continuum of states to exist as energy bands [20]. As the electronic confinement of the
particles narrows inside a quantum well, the allowed energies at which the electron is
able to exist passes through quasi-discrete energy levels to separate discrete energies
[20]. Within the quantum well these discrete energy levels are eigenvalue solutions to
Schrodinger’s equation and each energy level has separate wave-functions that the
electrons can occupy. There can be more than one energy level available for electrons to
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occupy depending on the density of states in the material and the defined structure of the
conduction band edge that creates the well [20]. If there are multiple confined energy
levels in the well, electrons can transition between certain discrete energy states.
Excitation of electrons from the first conduction band energy level to the second are
called intersubband transitions. The QW’s energetically confine electrons to the lowest
available energy state and allow energetic excitations between these intersubbands to
occur with an input of energy. It is important to note that the input energy must be
polarized with transverse electric field in the growth direction of the wafer. The actual
occupation of the electrons within the well is determined by the well and cladding
material constants and the doping level. These parameters directly influence the Fermi
energy of the quantum well structure and dictate where the electrons will be found. An
electronic, intersubband transition is known as a matter excitation because the
transitioning electron carries a mass. These excitations have certain restrictions and
selection rules governing how they transition and are only allowed between certain
discrete energy levels in the QW. Guided-matter metamaterial excitations in our QWs
are between two eigenvalue solutions in the conduction band. The ISTs that are
embedded inside the resonators are energetically fueled by the energy from the first order
Mie mode in the dielectric pillars.
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Fig. 3 Energy band diagram for our n-doped quantum wells, a visual representation of the
IST that is excited within our resonator metasurface.
In this work, we designed our AlInAs|InGaAs heterostructure QWs to have ISTs with an
energy difference equal to 4.1µm photon in the midwave infrared spectrum. Our ndoping profile in the wells is 3e18cm-3, which ensures the lowest energy level is
occupied. These transitions have a comparatively small energy transition in the
conduction band than the photonic absorption that creates a valence hole and conduction
band electron at the first discrete energy level in the well. Since these transitions are
lower in energy they interact with longer wavelength light, in the mid-to far-infrared part
of the spectrum. After years of research, these transitions are physically implemented in
devices as detectors and lasers in the IR region of the spectrum (see quantum well
infrared photodetectors and quantum cascade lasers) [17]. Importantly, these transitions
follow selections rules such that a transition can only occur if the electric field is
polarized along the QW’s growth direction (z-axis of the cylinder) [17]. Also, it is
important to note that transitions inside a symmetrical quantum well can only happen
from states with different parity as described by the transition dipole moment [20]. The
9

first state is even parity and the second state is odd parity. Therefore, the electrons in this
study make a ground state to second state transition, even to odd parity, which is allowed
in our finite potential well system. The goal of this thesis is to demonstrate and study this
effect using the platform of dielectric metasurfaces.

Photonic Modes Coupled to Matter Modes
Separately, both the physics of Mie mode resonators and QW ISTs have been studied.
The novel part of this thesis is to couple the Mie mode energy into the QW ISTs inside
our all-dielectric resonators. Thus, light-matter interactions are at the heart of this thesis,
as we hope to observe a strongly coupled system between the photonic mode and matter
excitations. It is very important that the resonance frequency of the photonic mode is very
close to the energy level of the matter excitation to achieve strong light-matter coupling.
It is also important to note that different layers used for fabricating these devices must be
optically transparent to this photonic mode so that we can study the effects without
interference from the host material substrate.

Fig. 4 Comparison of metamaterial structures for light-matter research. This table shows
some of the reasons why few layer metasurfaces will pave the path for future device
functionalities and the study of metamaterial physics [figure adapted from 15].
10

Metamaterial research is very important for implementation in future device
functionalities. Figure 4 depicts some of the pros and cons to engineering metasurfaces
and why the physics of strong light-matter coupling interactions is a hotly researched
topic. It can be seen in Figure 4 that the optimal place to operate future device
technologies is within the few layer metasurfaces regime because it allows high
controllability, novel functionality, and low losses. Our resonators are about 1µm tall so
they fit into this the few layer metasurface regime.

The heart of this thesis aims to unveil a new understanding of physical interactions
behind coupling a magnetic dipole photonic mode - Mie resonant mode, into the quantum
well matter excitations - electronic ISTs, within our all-dielectric resonators. The thesis
explores excitable AlInAs/InGaAs QW ISTs fueled by resonant Mie modes within the
engineered array of cylindrical pillars adhered to a thin (~ 1mm) backsurface of sapphire
substrate. The results of this study add to the understanding of the physics of strong lightmatter interactions that promote growth of new device functionalities. Advances in this
field will take us further into the realm of understanding all-dielectric material properties.
With these new understandings applied to photonic integrated circuit design and highly
robust device functionalities we will influence the capability of future electronic gadgets.
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CHAPTER TWO - SIMULATIONS
Strong Coupling Analogy – Two Coupled Harmonic Oscillators20
The splitting of transmission or reflection spectra, i.e. formation of upper and lower
polariton branches, can be shown using a simple classical model of coupled harmonic
oscillator. Derivation of a simple proof gives results for strongly coupled systems. Let us
consider two separate harmonic spring oscillators, these oscillators have the same
frequency and resonance condition. Using the theory of simple harmonic motion, the
dynamics of the coupled system are:

! " #$
+ (" #$ + )" (#$ − #" ) = 0,
!% "
1.1
! " #"
+ (" #" + )" (#" − #$ ) = 0,
!% "
1.2

Here, ω is the frequency of the two oscillators and A gives the strength of the coupling
between the oscillators. These differential equations have solutions in the time domain
for the position of the oscillators as follows:

#$ (t) = αsin(ω6 t + γ) + βsin(ω_ t + δ)
1.3
#" (t) = −αsin(ω6 t + γ) + βsin(ω_ t + δ)
1.4
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Where constants α, β, γ, δ can be derived from the initial conditions of the system. The
new coupled frequencies of the system are as follows:

"
(;6
= (" + )"

1.5
"
(;<
= (" − )"

1.6
"
(6" = (;6
+ )"

1.7
"
(_" = (;<
− )"

1.8

"
"
Here, (;6
or (;<
, denote the frequency of one of the oscillators if the other oscillator

was held fixed while energy was added to the system. Note the + and – are denoted to
indicate the upper ((6 ) and lower ((< ) solutions respectively. The total response of the
system with both springs free to respond are denoted as (6 and (< and constitute the
observed hybrid modes of the coupled oscillator system. If we want to find the new
frequencies of the system by observing the dynamics of the position of the oscillator we
find:
=>?(ω6 t + γ) =

1
(#$ (%) − #" (%))
2α
1.9
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=>?(ω_ t + γ) =

1
(#$ (%) + #" (%))
2β
1.10

The hybrid modes, ω6 and ω_ , are not related solely to the position of one of the
oscillators but rely on the motion of the coupled oscillators together. Thus, solutions to
this system are considered hybrid coupled modes of the original oscillators around their
resonant frequency.

To prove that the IST and magnetic dipole Mie mode are indeed coupled modes we can
look for mode splitting or the anticrossing signature in the dispersion curve diagram.
Figure 5 is given for clarity. It shows the wave vector, k, vs the resonant frequency
response, (, of a simple coupled harmonic oscillator system. It is important to note the
figure is normalized by the resonant frequency of the simple harmonic oscillators, (B .
Without coupling, the oscillators would produce a system response that resembles the
linear diagonal plotted line. The normalized horizontal resonant frequency line of the
individual oscillators is plotted as the y = 1 line. Figure 5 depicts the results that we
expect to see in a perfect system, one without damping. It is important to note that the
splitting of the modes is due to the coupling between them. The hybrid modes ω6 and ω_
are closest together when the system is operating near its resonant frequency. The second
graph in the figure shows different levels of coupling coefficients within the system. The
cyan curve, which represents an almost uncoupled system, has a coupling factor of 10
lower than the black curve. Whereas the magenta curve, which represents a very strongly
coupled system, has a coupling factor of 3 higher than that of the black curve. The greater
the coupling between the two modes the greater the Rabi Splitting becomes around the
14

resonant frequency of the system. We find that; analytically there are two modes for all
wave vectors far away from the resonant frequency, however, this undamped system is
physically unattainable.

Fig. 5 Dispersion curves of coupled modes without damping, normalized by the resonant
frequency of the oscillators in a coupled simple harmonic oscillator system.
Since polaritons share energy between a photonic mode and a matter-electronic IST will
experience material damping, the damping factor must be included in the modeling of
this system. Therefore, resonance behavior at frequencies higher than 1.5 times the
normalized wave vector will follow the dispersion curve of the upper polariton branch
(ω6 ). Similarly, resonance behavior at frequencies less than 0.5 of the normalized wave
vector will follow the dispersion curve of the lower polariton branch (ω< ).

Frequencies around resonance show that a pair of coupled hybrid modes exist. Figure 6
explains this idea. The graph is nominally the same as the normalized dispersion curve
shown in Figure 5. However, Figure 6 shows dashed lines on both the ω6 and ω_
branches that represent physically non-real solutions to the coupled mode equations when
an external damping factor is applied. At low frequencies, relative to resonance, the
15

solution to the coupled mode equations follows the ω_ curve. At high frequencies,
relative to resonance, the solution to the coupled mode equations follows the ω6 curve.

Fig. 6 Dispersion curves of a coupled simple harmonic oscillator system with damping,
normalized by the resonant frequency of the oscillators.
In both of these cases, undamped and with damping, the system response will follow the
line that represents the uncoupled system far away from resonance. Only around the
resonance frequency is there an observable mode splitting, where the upper frequency
and lower frequency polariton branches are close. The sharing of energy between the two
modes that drives from the splitting of these modes around the resonant frequency is
known as Rabi Splitting. Strong coupling can be loosely defined when the coupling
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coefficient is on the order of magnitude of (. An observable Rabi split and/or anti-cross
system behavior is proof that the modes experience strong coupling. The separation of the
transmission peaks in the frequency domain within the material roughly estimates the
magnitude of the coupling coefficient. Therefore, it is sufficient to state the observation
of Rabi Splitting and/or anti-crossing is proof of strongly coupled modes within the
system. In this experiment the energy transfer occurs between the optical magnetic dipole
Mie mode and the electronic IST within the quantum wells of the resonator.

Solutions of a Finite Well [20 pp85-88]
For a very simple quantum well it is possible to find analytical solutions which are trivial
and would otherwise need to be calculated numerically. Considering a well of width L
and height V0 which is centered about the z-axis. The potential of the well is as follows,

C D =

CB ,

D ≥ F/2

0,

D < F/2
2.1

We can solve the time independent part of the Schrödinger equation
−

ℏ" "
∇ L M + C M L M = NL M
2J
2.2

The vector equation can be simplified for a 1D quantum well,

ℏ" ! "
−
+ C D L D = NL D
2J∗ !D "
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2.3
in the quantum well, J∗ is equal to JP in the well and JQ in the barriers. We can
consider bound state solutions, within the well, which have energies, En in the range of 0
< En < V0. Here n denotes the nth bound state solution.

Solutions to the Schrödinger equation has both even and odd wave functions.

Odd Functions
For the odd wave functions, the solution takes the form

V

L D =

R$ S <∝(U<")

D > F/2

R" sin XD

D ≤ F/2

V

−R$ S ∝(U6")

D < −F/2
2.4

where
X=

2JP N
ℏ
2.5

∝=

2JQ (CB − N)
ℏ
2.6
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Using boundary conditions to solve for C1 and C2 imply that the wave function L D and
its first derivative

$ [\ U
Z∗

[U

are continuous at the interface between the AlInAs barriers and

the InGaAs wells. The boundary conditions give the following equations,

L

F6
F<
= L
2
2
2.7

and
1 !
F6
1 !
F<
L
=
L
JQ !D
2
JP !D
2
2.8
we obtain
F
R$ = R" sin (X )
2
2.9

−

∝
X
F
R$ =
R" cos (X )
JQ
JP
2
2.10

Elimination of R$ and R" from (2.9) and (2.10) gives the eigenvalue equation

∝=−

JQ
F
k ∗ cot (X )
JP
2
2.11
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The eigenenergy, E, for the odd wave functions can be found from substituting k and ∝
from (2.5) and (2.6) respectively into (2.11).

Even Functions
For the even wave functions, the solution takes the form

V

L D =

R$ S <∝(U<")

D > F/2

R" cos XD

D ≤ F/2

V

R$ S ∝(U6")

D < −F/2
2.12

Using the same boundary conditions described in (2.7) and (2.8) we obtain
F
R$ = R" cos (X )
2
2.13
∝
X
F
R$ =
R" cos (X )
JQ
JP
2
2.14

Eliminating the constants R$ and R" gives the eigenequation,

∝=

JQ
F
k ∗ tan (X )
JP
2
2.15
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which will determine the eigenenergy, E, for the even wave functions by using k and ∝
from (2.5) and (2.6) respectively into (2.15).

This system of solutions for discrete available energy levels in the well can be solved by
graphing the solutions and finding the intersection of the curves or through a modern
computing environment [20]. The quantized eigenenergies can be obtained by finding
V

V

"

"

(X ) and (∝ ) from this graphical approach because from (2.5) and (2.6),

F
JP
F
2JP CB F "
(X )" +
(∝ )" =
( )
2
JQ
2
ℏ"
2
2.16
and

∝

V
"

= −

Za
Zb

V

V

"

"

X cot (X )

odd solution
2.17

∝

V
"

=

Za
Zb

V

V

"

"

X tan (X )

even solution
2.18

V

V

"

"

Equations (2.17) and (2.18) can be solved by plotting them on a y = ∝ versus # = (X )
plot. If JP = JQ then Eq. (2.16) is an equation of a circle with a radius,

c;de;fg =

V

2JP CB ( ).
"ℏ

2.19
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However, that case is never the story in a quantum well where, JP ≠ JQ . Therefore, we
can define a new placeholder variable as ∝i = ∝

Zb
Za

and rewrite equations (2.17) and

(2.18),
∝i

V
"

= −

Za
Zb

V

V

"

"

X cot (X ) odd solution
2.20

∝i

V
"

=

Za
Zb

V

V

"

"

X tan (X )

even solution
2.21

V

V

"

"

In Figure 7, the axis are as follows: y = ∝i and # = X

. Plots such as these describe

the real energy values of bound states within the quantum well. Using a L = 4.5nm well,
with a V0 =0.53eV, JP = 0.043 ∗ JB in an InGaAs well, and JQ = 0.072 ∗ JB in an
InAlAs barrier. We obtain the graphs shown in Figure 7.

Fig. 7 Graphical solutions of the quantum confined eigenvalue energy solutions to the
system of equations (2.19-2.21).
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Figure 7 shows the plot of our specific case in Eq.s (2.19), (2.20), and (2.21). From the
figure it is easy to see our QW has two bound states. These states are denoted by the two
crossings of the radius line and the first tangent and cotangent curve. This means that in
our QW we have the ground (even) state and the first (odd) excited state. The intersection
of the tan and cot lines with the radius lines yield eigenevalue solutions with (x,y)
coordinates as:

(x1,y1)|(0.905, 1.484)
(x2,y2)|( (1.715, .3309)
2.21

From these coordinates we can calculate the real energies of the two bound states within
V

our well. Using (2.5) and # = (X ), we can create an equation for the real energies in the
"

quantum well,
2(ℏ#n )"
Nn = "
+ N;
F JP
2.22

Using the defined constants with our L =4.5nm quantum well and our x1, x2 values in
(2.21) we can obtain the real energy levels trivially.

N$ = 2.29N <"B p + N; = 0.1434SC + N;
N" = 8.238N <"B p + N; = 0.5149SC + N;
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E"|$ = 0.37SC
ΔE; ()vw?)=|w?xy)= z{) = 0.53SC
N=

ℎ}
~

~"|$ = 3.35J

These calculations show that the first two energy levels in the quantum well are confined
within the conduction band.

Wavefunction Calculations
To model the wavefunctions of the energy levels within the conduction band quantum
well, it is assumed that the well and barrier layers have the same band structure as they
would in bulk –which is true in all directions except the growth direction, and at the
growth interfaces the conduction band potentials are abrupt step functions. We are
concerned with the wavefunction within the quantum well, which is known as the
envelope function. The bound state solutions are obtained by using a normalization
condition,

Ä

L D

"

!D = 1

<Ä

2.23

Which states that the probability of finding an electron along the entire length of the
wavefunction is equal to one. We find the unknown coefficients,
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Even Functions

2

R" =
F+

2
F J
F
(cos " X + Q sin" X )
∝
2 JP
2
2.24

Odd Functions

2

R" =
F+

2
F J
F
(sin" X + Q cos " X )
∝
2 JP
2
2.25

Using (2.24) and (2.25) with (2.13) in odd and even wavefunctions (2.4) and (2.12)
respectively, we can graph the probability densities of the confined energies in the well,

L∗ D L D
as shown on the plot in Figure 8.
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Fig. 8 Matlab generated probability density of the two quantum confined states, n=1 and
n=2, within our quantum well.
From Figure 8 it is clear that there are two confined energy levels in the quantum well.
Note that the first energy level is very confined and the penetration of the probability
density into the cladding is very small. The second energy level tells a different story.
The energy is very close to the conduction band edge of the barriers. This eigenenergy
has a probability density that extends far into the cladding and is not as confined within
the well as the first energy value. However, the barriers of the wafer are designed to have
a thickness that far exceeds the penetration of the eigenenergy into the cladding. This
ensures there is no tunneling from the second energy level into nearby quantum wells.
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Fig. 9 Cross section of the experimental wafer grown by Sandia National Labs.
For the actual experiment, the wafer had thirty repetitions of an AlInAs|InGaAs|AlInAs
quantum well stack. The buffer layers and the QW stack (see Figure 9) were grown using
a technique called molecular beam epitaxy (MBE) by John Klem at Sandia National
Labs. The thickness of the well was designed such that the excitation of intersubband
transitions is close to 4µm as opposed to 3.35µm as shown in the calculations above. The
wells were doped to 3e18 cm-3 to ensure that the first ground state is occupied by
electrons. The Matlab simulation of the energy levels in the QWs did not take into
account the well doping level. Wafers were designed with NextNano software to account
for the effects of the doping level on the IST. It is important to note here that the IST in
the well is also dependent on the thickness of the well. We leveraged this tuning
mechanism to change the IST energy to tailor it to the transparency window of sapphire
which forms our base substrate once the devices are fabricated. The final wafers were
fabricated at Sandia National Labs and simulations to design them were performed by
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NextNano, a self-consistent Schrodinger-Poisson solver. Simulations from NextNano
were in good qualitative agreement to Figure 8 above that shows our analytical results.

Quantum Well Interband Transitions
Interband transition selection rules are different than intersubband selection rules in a
QW. An interband transition is when electron is excited from the valence band to the
conduction band and a positively charged vacancy, a hole, is left in the valence band.
This type of transition is called an exciton and does not require a specific polarization of
absorbed photons. Heavy hole and light hole transitions have polarization rules but
overall the quantum well will have at least one interband transition with nonpolarized
light. If the energy of the incoming photon is greater than the electron transition energy
from valence to conduction band there will be interband transitions from either the
valence heavy or light hole bands. The relaxation of these photons create polarized
photons if only one relaxation, heavy or light, is allowed within the well. If both
transitions are allowed than the QW does not have specific polarization selection rules to
create an absorption or emission event. The only condition to be satisfied is that the
momentum matrix element for this type of transition dictates that the parity of the
transition is conserved, i.e. even to even and odd to odd parity transitions are allowed and
even to odd or odd to even parity transitions are not allowed.

Allowed Intersubband Transitions
There are specific transition polarization rules when the transition occurs within the same
band of the QW. In essence, the quantum wells in our wafer have been shown to contain
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two energy levels. This project focuses on the strong coupling of the resonant dipole
magnetic Mie mode to perturb electrons in the conduction band and induce transitions
within the quantum wells. To ensure that transitions between the first two confined
eigenenergies in a quantum well are allowed, we can look to the following proof:

Suppose an electron is in the ground state (n=1) of an infinite-barrier quantum well of
thickness Lz. An oscillating electric field, resonant Mie mode in this experiment, is
applied normal to the quantum well along the z-direction, leading to the perturbing
Hamiltonian,

N D = NB (S <dÅÇ + S dÅÇ )
3.1
ÉÑ % = ÉÑB S <dÅÇ + S dÅÇ
3.2
where ÉÑB = SNB D.
In Fermi’s golden rule, the matrix element is related to the probability of that specific
transition occurring. If the matrix element equates to a value the transition is allowed, if
the matrix element yields zero the transition is not allowed.

Using the effective length equation for a wave function,
Ln D =

2
FgÖÖ

sin (

?Ü
D)
FgÖÖ
3.3
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we find for the first two energy levels in the quantum well,

L$ D =

2
Ü
sin ( D)
FU
FU
3.4

Ln D =

2
2Ü
sin ( D)
FU
FU
3.5

The matrix element is defined as follows20(pg105)

i
ÉZn
% = J Éi (M, %) ?

3.6
i
ÉZn
% =

∗
LZ
(M)Éi (M, %)Ln (M) ! á M

3.7
Using (3.2), (3.4), (3.5), and (3.7) we obtain a matrix element for the 1D well from the
first allowed energy state to the second
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=
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FU

Và
B
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L"∗ (D)ÉÑB L$ (D)!D
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2Ü
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D sin ( D)D!D
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3.8
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Using the sum of sines,
1
sin Θ$ sin Θ" = [cos Θ$ − Θ" − cos Θ$ + Θ" ]
2
the integral of (3.8) becomes,
i
É"$
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FU

Và
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B

Ü
3Ü
D − cos
D ]D!D
FU
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3.9

Using integration by parts,

#}å= y# !# =

y#=>? y# + cos (y#)
+}
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The matrix element (3.9) becomes,
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Invoking boundary conditions and simplifying the above expression we find the matrix
element as,
i
É"$
% =

−16SNB FU
9Ü "
3.10
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i
Therefore, the probability of that transition to occur É"$
%

i
É"$

%

"

"

equals,

256(SNB FU) "
=
81Ü é
3.11

This is an ideal situation where the perturbing z-electric field is a perfect oscillating field
in an infinite boundary quantum well. Therefore, this is not the real value of matrix
element for our samples in this experiment. However, the physics behind the transition is
the heart of this proof. Transitions within the well from n=1 to n=2 energies are allowed
because the matrix element returns a finite value other than zero. Hence, we can assume
that strong coupling of the resonant dipole magnetic Mie mode will perturb the system
and couple energy into the electron transitions from the ground state to the first excited
state. Lumerical simulations verify that the electric field profile from the resonant
magnetic dipole Mie mode produces an electric field along the z-axis of the resonators,
which is along the growth direction of the quantum wells.

Mie Resonant Modes
Dielectric constant epsilon has an inverse relationship with the diameter (d) of the
resonators, which is related to the free space resonant wavelength by equation below
[15]. By changing the width of the resonators we are able to tune their effective dielectric
constant and tailor the system response to the resonance needed for strong coupling.
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lB can be tuned roughly by d ∼

lB

e
4.1

The topic of Mie scattering from dielectric materials has been well studied in previous
literature. Light scattering by small, relative to the wavelength of incident light, spherical
particles is a fundamental topic in classical electrodynamics and has basis in the exact
Mie solution of the diffraction pattern [21]. Solutions of scattering due to a single
spherical isolated field of radius r0 with relative refractive index n, are composed of a
multipole series with the:

2m pole of the electric field as:

yZ =

i
i
?ôZ ?# ôZ
# − ôZ # ôZ
?#
i
i
?ôZ ?# öZ # − öZ # ôZ ?#

4.2

2m pole of the magnetic field as:

õZ =

i
i
ôZ ?# ôZ
# − ?ôZ # ôZ
?#
i
i
ôZ ?# öZ # − ?öZ # ôZ ?#

4.3

Here X0 = k0r0, where k0 is the free-space wavenumber and ôZ # and öZ # are the
ricardi-bessel functions. [16]
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These solutions become irreducible when the scattering object is anything other than a
sphere. The electron beam mask and chemical etching process can create arrays of
shapes, none which are spherical. In this experiment we create arrays of cylindrical
resonators.

Lumerical Simulations
This array of Mie resonant cylindrical pillars is simulated using a commercial finite
difference time domain package, called Lumerical. Since the resonant wavelength of the
magnetic dipole mode within the cylinders scale as a function of volume, i.e. ~

úù
û

, we

scale the resonant wavelength by changing the radius of the cylinders to match the IST
wavelength of 4µm. As stated previously, in this experiment the height of the resonators
is fixed by the design of the wafer. Therefore, in order to match an intersubband
transition resonance at 4µm and the transparency window of sapphire, the cylindrical
radii must be tuned.

Figure 10 shows that the resonance of the Mie resonant magnetic dipole mode varies with
changing radius of the array of cylinders on the metamaterial surface. A larger radius
cylinder produces a longer wavelength resonance. The smaller the radius of the cylinder
the smaller the wavelength of resonance in the metasurface cylindrical resonators. The
radius that yields the closest resonance to the transparency window of sapphire is r ~ 500
nm. The notably challenging part of the methods portion is making the metasurface with
a fabrication of the correct pillar cylindrical height. The light mode within the resonator
úù

is proportional to . Since h is fixed by the constraint of the thicknesses of the grown
û
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semiconductor wafer, the only variable left to change for photonic resonance tuning is the
radii of the cylinders on the metasurface. Therefore, the nature of the experiment calls for
a very precise fabrication of the cylinder.

Fig. 10 Results from Lumerical simulations, the wavelength of the resonance depends on
the radius of the array of cylinders.
COMSOL Simulations
Figure 11 shows the electric field profile of the magnetic dipole mode at 4µm, simulated
using a cross-platform finite element analysis solver of partial differential equations
(COMSOL). The most important aspect to the design of the cylinders is that the electric
field and electric current produced by the light mode is along the growth direction of the
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quantum wells, as described in the previous sections about selection rules for photon
absorbance. From this figure we can see that the electric field produced by the magnetic
dipole mode is parallel to the growth (z-direction) on the left and right sides of the middle
axis, as represented by the direction of the black arrows in Figure 11. The color scale
shows intensity of the generated electric field in a cross-section of the resonators XZ
plane. Through the self–consistent Poisson and Schrodinger equation solver, we know
that we have a Magnetic dipole Mie mode around the transition energy of our NextNano
simulated IST.

z
x
Fig. 11 Electric field profile due to the magnetic dipole mode at 4.1µm within the
resonators shows a circular electric field resonance; the electric field profile on the sides
is parallel to the z-axis and stimulates the IST in the QWs.
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CHAPTER THREE – METHODS
FTIR Broad Overview
The goal of FTIR measurements is to acquire information on the absorption and
reflection spectra of the samples that need characterization. FTIR is a useful tool in
research of semiconductor materials and the FTIR used for this experiment is a Nicolet
FTIR system. The first step in taking any FTIR measurement is to chill the detector and
maximize the benchmark signal. This is done by a benchmark alignment and optimizing
the amount of light that hits the mercury cadmium telluride (MCTA) detector. We want
to see a nice signal profile that has a symmetrical maximum and minimum peak at the
detector. When the detector is chilled and the signal is optimized the measurements are
ready to be performed as follows:

1. The first step in the actual FTIR measurement is to take a background spectrum
with a broadband source and an empty chamber.
2. Then a sample is aligned at the focal point of the beam path within the chamber.
3. A sample spectrum is taken and the software compares this measurement to the
background spectrum and displays the data on a figure plot.
4. This data gives information about what frequencies of light the sample is
absorbing and which frequencies it is transparent.

FTIR Transmission Measurement
The transmission measurement allows us to characterize the absorption of the IST within
the quantum wells. In this experiment the goal is to explore the coupling between the IST
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and the photonic modes of our resonators. As a first step, we take FTIR transmission
measurements specifically to characterize only the IST in the wafers that were grown
thanks to Dr. John Klem of Sandia National Labs. To take this initial IST measurement it
is imperative that there is enough signal from the quantum well transitions inside the
samples. This is done by making an extended light path within the sample so it has a
chance to be absorbed by multiple passes through the wells. The absorption that we
obtain from these measurements ensure that we are studying the specific excitation of the
quantum wells. Samples were prepared with the following instructions and excited by the
FTIR method as shown in Figures 11, 12, and 13.

Sample Preparation for Waveguide Testing
To confirm the IST transition in our wafers, we fabricated waveguides with 45° entry and
exit facets. Such configurations allows incoming light to couple to the ISTs because of
the selections rules as described earlier. The steps involved in fabricating the samples are
as follows:

1. Protected the wafer with AZ5014 photoresist, spun at 3000rpm for 30 secs and
baked at 110°C for 90 secs.
2. Diced the InGaAs/AlInAs semiconductor into 1cmx0.5cm rectangles.
3. Backside polishing of the samples was performed (if needed) with 9, 6, 3, 1, and
0.5µm paper.
4.

45° polishing of both of the longer sides to create a parallelogram.

5. Removed wafer on parallelogram sides with 9µm allied diamond lapper paper.
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6. These sides were polished with 6, 3, 1, and 0.5µm allied diamond lapper paper.
Waveguided Light Properties

k

Fig.12 Waveguided light path – poynting vector, for IST Characterizations.
The trick with this measurement is that we want to know the frequency at which our
transitions occur. In order to find this information about our samples, we aligned the
sample at the focus point within the chamber very carefully. We changed the FTIR
standard background measurement slightly to study only the IST absorption within the
wells. The background sample measurement was performed with light polarized parallel
to the plane of the quantum wells. This light is polarized as in and out of the page in
Figure 13, which is parallel to plane of the incident face of the parallelogram as shown in
Figure 12. The red arrows indicate the direction of the k vector of the incident beam. The
blue circles indicate the polarization of the incident electric field after passing through the
39

polarizer. This measurement was performed to have the background spectra of the
material gain information about the absorption of everything within the material except
the excitable IST in the quantum well stack. After the background measurement was
acquired, the polarizer was rotated 90° to make the incoming TE field parallel to the
growth direction of the quantum wells as shown by the blue arrows in Figure 14. The red
arrows represent the k vector of the traveling wave.

Background IST FTIR Measurement

k

Fig. 13 Background measurement of the sample – side view, with TE polarized light
parallel to QW, perpendicular to the growth direction (z).
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Sample IST FTIR Measurement

k

Fig. 13 FTIR sample measurement – side view, TE polarized light perpendicular to the
QW, parallel to the growth direction (z).
The sample spectra measurement, Figure 13, are then compared to the background
spectra through the Nicolet software and the resulting ratio gives insight to the absorption
characteristics of the quantum well. This FTIR measurement gave the following data:

ü†w° =¢S}%My =
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After characterizing the wafers by the waveguided tests using this special polarization
analysis it was time to create the samples that would yield the results of the experiment
and show the strong coupling data. The semiconductor substrates needed to be mounted
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to the sapphire base layers. These samples were prepared using the techniques outlined in
the following sections:

Fabrication of Resonators
Lapping Bound InGaAs/AlInAs to Sapphire Samples
1. Photoresist AZ5014 spun coat x2 on InGaAs/AlInAs wafers.
2. Cured at 110°C for 3 mins each coat.
3. InGaAs/AlInAs diced to 1cmx1cm squares.
4. Photoresist AZ5014 spun coat x2 of sapphire wafers.
5. Cured at 110°C for 3 mins each coat.
6. Sapphire diced to 1.5cmx1.5cm squares (no need to lap to 1mm, as bought).
7. InGaAs/AlInAs samples sent to Sandia microfab to be bonded to the Sapphire
1.5cmx1.5cm square substrates.
8. After binding substrates together, wax bonded sapphire to lapper mount.
9. Remove approx. 400µm of InGaAs/AlInAs substrate.
10. Used 9 µm diamond lapping paper only to ensure there was not too many
surface defects created.
11. Smoothed surface with 3µm diamond lapping paper.
12. The wet etch (2:1 HCl:H20) will remove the top surface.
13. Final thickness of InGaAs/AlInAs substrate was approx. 0.1µm.

InGaAs/AlInAs (lapped) top
Sapphire (bottom)
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Photoresist, EBeam, ICP (Dry) Etch

Photoresist (SiO2) (orange)
InGaAs/AlInAs (green)
Sapphire (blue)

resist (SiO2) n~1.6 | InGaAs/AlInAs n2~ 3.4 | Sapphire n~1.7
Sample FTIR Measurement for Coupled Systems
The FTIR spectrometer can also be used with a microscope alignment to observe
reflection of the sample based on location of the beam characterization. This technique is
used when there are small local changes in the sample due to micro-sized features on the
surface. Since the array of resonators is approximately 250µmx250µm we must use the
microscope FTIR to obtain the reflectance measurements of our final samples. Once
again the detector must be cooled and the benchmark signal must be maximized for a
good signal-to-noise (SNR) ratio. The physics of the measurement are the same as the
transmission measurements for the waveguide testing, however this test utilizes the
unpatterned surface for the background measurement. Since this experiment is only
concerned with coupling the magnetic dipole Mie resonant mode to the IST, the data is
sufficient when acquired from normal incidence upon the arrays. The sample
measurement was taken on the patterned array and compared with the background of the
unpatterned array to show the change in the sample reflection due to the metasurface.
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CHAPTER FOUR – EXPERIMENTAL RESULTS
We present the results of our FTIR reflection and transmission measurements, as well as
our scanning electron microscope (SEM) pictures of our sample engineered cylindrical
resonators in the following section. FTIR waveguided measurements, as shown in Figure
15, indicate that our samples have an absorbance peak around a 70THz ~ 4µm photon. In
our strongly coupled system of metamaterial resonators, the FTIR measurements of
Figure 18 show the signature of peak splitting around the resonant frequency due to
energy sharing between the optical Mie mode and the electrical IST. This proves that the
IST can be coupled from a Mie mode resonant mode, which exhibit the characteristic
effects due to strong coupling.
Waveguide Measurements

0.8

0.7

Transmission

0.6

0.5

0.4

0.3
55

60

65

70

75

80

85

Frequency (THz)
Fig. 15 Waveguiding IST FTIR measurement – characterizing the IST through
transmission spectra of our QW semiconductor sample.
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Figure 15 shows the result of the waveguided transmission spectrum for our highly ndoped quantum well sample. This measurement gives us information about only the IST
within our wells. As shown in Figure 15, our sample has an absorption maximum at
approx 70THz, which corresponds to about a 4µm wavelength photon absorption. This
data greatly matches with our NextNano and Matlab simulations.
Scanning Electron Microscope Images

Fig. 16 SEM Images of the R = 500nm resonator arrays on the metasurface, the SEM
shows a uniform surface of resonators, an important aspect to study the effects of strong
coupling.
Images from the scanning electron microscope (SEM) in Figure 16 show the resonators
on our fabricated metasurface. The SEM image shows the uniform spacing and resonator
size. The uniformity of these two aspects of the array play an important role in studying
the effects of strong light matter interactions. Within the resonators, the QW IST are
fueled by the resonant dipole magnetic Mie mode as shown in the Lumerical Figure 10.
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Uncoupled System FTIR Measurements

Fig. 17 FTIR measurements of different radius metamaterial resonator arrays showing the
reflection of an uncoupled samples.
The graphs in Figure 17 are y-value offset, the bottom blue curve is the only curve that
does not have a y-value offset. This is done to include only one plot of how the reflection
measurement changes between varying radii. The figure above shows reflection
measurement for different radii of cylinders. Figure 17 shows the story when there is no
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coupling between the Mie mode and the IST. As a result of changing the size of the
resonators we essentially detune the optical mode frequency to study the material
response without the coupled system. When there is no coupling within the system, the
magnetic dipole Mie mode resonance scales linearly with varying radii. For this FTIR
measurement the unpatterned region is the background spectrum and patterned
metasurface region is the sample spectrum. As the radius of the cylinders is shortened we
notice that the resonant magnetic dipole Mie mode blue shifts to a higher frequency. This
data is in agreement with Figure 6 (in simulations), which shows as the radius of the
cylinders is decreased – the resonant mode frequency becomes shorter in wavelength.
Strongly Coupled FTIR Measurements
The graphs in Figure 18 (on next page) are again y-value offset, the bottom blue curve is
the only curve that does not have a y-value offset. This is done to include only one plot of
how the reflection measurement changes between varying radii. The figures show
reflection measurement for different radii of cylinders. For this FTIR measurement the
unpatterned region is the background spectrum and patterned metasurface region is the
sample spectrum. As the radius of the cylinders is shortened we notice that the Mie
resonant magnetic dipole mode blue shifts to a higher frequency.
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Fig. 18 Strong Coupling: FTIR measurements of different radius metamaterial resonator
arrays. These resonators have radii that produce a resonant Mie mode around the IST and
show the characteristic of ~10% peak splitting around 70THz.
This data is in agreement with Figure 6 (in simulations), that shows as the radius of the
cylinders is decreased – the resonant mode frequency becomes shorter in wavelength.
Figure 18 shows a coupled system and we can clearly see the anti-crossing around the
48

resonant mode frequency. In this case, the radii of the cylinders are tuned such that the
resonance of the magnetic dipole Mie mode is close to the IST wavelength of 4µm or ~
70 THz. Rabi splitting around the resonant frequency tells us there is energetic coupling
of the resonant magnetic dipole Mie mode with the IST. The graph in Figure 18 shows
the Rabi spitting as described in the dispersion curve with strong coupling in (simulation
Figure 2). We can see that the reflection spectra of the samples follow the simulated
configuration of a strongly coupled system as the hybrid modes of the system follow two
dispersion curves around the resonant frequency and show two resolvable peaks. From
these results we can say that our engineered metasurfaces produce polaritons around the
resonant frequency of the cylinders and the IST. These quasi-particle, quasi-wave like
polaritons are the product of strong coupling a resonant magnetic dipole Mie mode with
the IST inside the cylinders.

49

CHAPTER FIVE – CONCLUSION
The experimental results of this study paint a picture of strong coupled light-matter
interactions. From simulations we can see that engineering a resonant dipole magnetic
Mie mode around the resonant frequency of our IST is influenced by resonator spacing
and quantum well material growth properties. With finely tuned resonator size and highly
n-doped quantum wells we explored a system that exhibits Rabi splitting of the reflection
peak in the spectra around the resonance. The FTIR waveguided measurement from
Figure 15 shows there is an absorbance peak around 70THz - a peak that is from the IST
inside the resonators. Figure 18 exhibits the signature characteristic of strongly coupled
systems, Rabi Splitting – as the magnetic dipole Mie mode properties are strongly
coupled with the QW IST. The offset spectra show that the reflection of the resonators
follow the upper and lower polariton branches similar to the simulated dispersion curves
of a strongly coupled systems as observed in Figure 6. With these results, we present a
novel way to control coupling light confined in an optical cavity to matter or electronic
excitations. With these results we hope to facilitate the development of more complicated
and highly tunable light-matter communication systems.

50

FUTURE WORK
The work in this thesis could be extended by refining and verifying the Lumerical
simulations. To refine the Lumerical simulation the actual shape of the fabricated
resonators, characterized by SEM, can be loaded into Lumerical and the simulation can
be performed again. This extension of work would create a feedback loop from
experimental data back to the simulations to see if the simulations can be assumed
accurate. After this verification it would be easy to say with full confidence the resonator
structures of the simulations created reflection peaks where Lumerical indicates they do.
After changing the exact geometry of the resonators in the Lumerical file and re-running
the simulation of the reflection spectra we would verify these simulations with resonators
that support a Mie mode further away from the frequency of the IST and compare the
data in Figure 17 to the Lumerical simulations. Then we would know that our Lumerical
simulations for any of our varying resonator radii around the coupled system near the IST
frequency can be assumed to be valid. This type of verification would allow us to know
for certain the Lumerical simulations were accurate without having to grow another wafer
that does not support an IST around the frequency of the radii in Figure 18.

To further verify the exact existence of Mie mode resonance we could run COMSOL
simulations for the larger, uncoupled resonators and verify the simulated and
experimental resonances are in good agreement. This would allow us to say our Mie
mode is at the frequency the COMSOL indicated.
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The resonance of the IST can be varied and tuned by a heating or cooling a micro FTIR
sample holder to investigate the effect of temperature on the optimization of resonance
tuning the QW IST to the Mie mode for a more in depth study of the coupling between
the electronic transition and the photonic mode in the resonators.
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