Smart grids have become susceptible to cyber-attacks, being one of the most diversified cyberphysical systems. Measurements collected by the supervisory control and data acquisition system can be compromised by a smart hacker, who can cheat a bad-data detector during state estimation by injecting biased values into the sensor-collected measurements. This may result in false control decisions, compromising the security of the smart grid, and leading to financial losses, power network disruptions, or a combination of both. To overcome these problems, we propose a novel approach to cyber-attacks detection, based on an extremely randomized trees algorithm and kernel principal component analysis for dimensionality reduction. A performance evaluation of the proposed scheme is done by using the standard IEEE 57-bus and 118-bus systems. Numerical results show that the proposed scheme outperforms state-of-art approaches while improving the accuracy in detection of stealth cyber-attacks in smart-grid measurements.
I. INTRODUCTION
The notion of smart grids (SGs) is realized by modern computing and bi-directional communications systems being combined with the typical electrical power grid. Due to increased dependence on communications technologies, the SG's susceptibility to cyber-attacks has escalated. Conventionally, the measurement data are collected from the electric power grid by a supervisory control and data acquisition (SCADA) system, which is composed of remote terminal units (RTUs) and communications networks. The RTUs consist of sensors to collect the data, and actuators to execute the control commands initiated by the energy management system (EMS) in the power control center (PCC). The suitability and fitness of the collected data are exceedingly substantial in order to initiate precise and accurate control decisions. Hence, the legacy systems employ a device called a baddata detector (BDD) to analyze the reliability of the sensorcollected measurement data. However, the newly discovered stealthy cyber-attack (SCA) [1] is considered capable of The associate editor coordinating the review of this manuscript and approving it for publication was Claudio Agostino Ardagna . dodging the legacy BDD. A smart hacker can intelligently craft the attack vector to inject biased values into the sensorcollected measurement data [1] . Such a malicious attack cannot be identified by the legacy BDD, and can result in fiscal loss, a fractional interruption in power system operations, or a combination of financial loss and disruption [2] , [3] . Due to the detrimental effects of such malicious activities on the secure and reliable operations of SGs, there exists the necessity to study attack-detection measures.
The meter measurements collected by the PCC from every subsystem of the smart grid are the bus voltages, branch reactive power flows, and bus real and reactive power injections [1] . Then, the state variables are estimated at the PCC via the state estimation process based on the meter measurement. In this paper, we refer to state estimation-measurement features (SE-MF) as the meter measurements collected from the components of the SG, which are used to estimate the state variables.
Many sensors are utilized to collect parameters from the electric power transmission network due to its lengthened geographic span. Machine learning (ML)-based approaches are becoming popular among researchers, because these VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ techniques exploit the sensor measurements directly to detect an SCA without needing detailed mathematical models of the power grid. Moreover, ML-based detection utilizes historical measurements to perceive the data patterns of the normal (unattacked) system, and no prior information is needed about the subsystems of the power network.
In the literature, several approaches that do not use ML algorithms have been introduced for SCA-attack detection [4] , [5] . However, the use of ML-based schemes is becoming popular among researchers owing to their efficacy in classification problems involving complex data distributions. Fadlullah et al. [6] proposed a Gaussian process regression scheme to forecast malicious attacks, and it is based on probabilistic distributions to predict abnormal operational behavior. Zhang et al. [7] presented a distributed system based on the support vector machine (SVM) to detect cyberattacks, in which the authors considered the deployment of intelligent modules at different levels of the SG collaborating amongst themselves. Hink et al. [8] investigated ML-based approaches to differentiate between normal operations, cyber-attack events, and natural disruptions in SGs, where the authors compared ML algorithms such as random forest, naïve Bayes, the SVM, and AdaBoost. Hao et al. [9] studied random and targeted attacks in SGs, where they proposed robust principal component analysis (PCA) for the detection of false data-injection attacks. Ozay et al. [10] provided a comparison study of several ML algorithms, such as the SVM, AdaBoost, and perceptron, for attack detection in SGs, in which the ML-based approaches achieved a higher performance, compared with state vector estimation methods. The aforementioned approaches did not use dimension reduction (DR) methods or feature selection (FS) techniques to tackle the dimensionality issue, which becomes more important as the power system size increases, since the computational complexity is higher as the number of features increases.
Esmalifalak et al. [11] proposed reducing the dimensionality of data by using a PCA-based technique, and then, an SVM is trained over labeled data to detect stealthy falsedata injection. Ahmed et al. [12] presented a genetic algorithm (GA) as an FS scheme to deal with the dimensionality issue, and an SVM-based algorithm, using a Gaussian kernel, to detect covert cyber-deception attacks in SGs. A study for unlabeled historical SE-MF data was presented in [13] , where the authors tackled the dimensionality issue with a PCA-based technique and introduced the unsupervised isolation forest (iForest) algorithm to detect covert data-integrity assaults in SGs. However, PCA is only suitable for linear dimensionality reduction, and complex data structures cannot be well projected in a linear subspace [14] . Furthermore, FS methods are based on removing insignificant features and selecting only the most important ones based on the accuracy of the classifier or the value of a problem-dependent function. But in SGs, a feature of the SE-MF dataset represents information about the buses in the power system. Hence, using historical data, the feature selection procedure may remove non-attacked features from the SE-MF dataset while considering them insignificant. Nonetheless, during the deployment of the model, a malicious user can attack a different RTU that was not affected in the historical data, making it difficult to detect the cyber-attack, since the related feature could have been removed for the FS algorithm.
Unlike previous studies, in this paper, we tackle the dimensionality issue with a Kernel PCA (KPCA)-based technique, which is a generalization of PCA for nonlinear dimensionality reduction. KPCA is a DR method that does not remove any features, and instead, projects the features into a new lower-dimensional space, where a classifier algorithm can easily recognize and separate normal and attacked samples. Thus, the computational cost at the PCC is reduced, since we decrease the number of features, where a fast and efficient classification algorithm is needed to keep the computational cost of the entire process as low as possible. Based on this objective, we propose an extremely randomized trees (Extra-Trees)-based approach to detect SCA attacks in SGs. The Extra-Trees algorithm is an ensemble method characterized by being computationally efficient and providing high accuracy [15] , where the strength of the randomization helps to achieve a greater reduction in the variance, compared with other ensemble methods like random forest or AdaBoost. Furthermore, to study a more realistic dataset, this paper is the first one to investigate the impact of noisy labels in an SE-MF dataset in SGs. Thus, the main contributions of this paper are summarized as follows.
• We study the SCA attack on SE-MF datasets, and how a BDD is not able to detect such attacks in conventional power systems.
• We propose KPCA as a nonlinear dimensionality reduction method to handle the increasing computational complexity in big power systems. KPCA represents the dataset in a lower-dimensional space while preserving most of the original information. Furthermore, the Extra-Trees algorithm is used to detect the presence of SCA attacks in the SE-MF dataset. Thus, the projected features of KPCA are used as input to the Extra-Trees algorithm to classify normal and attacked samples.
• We investigate a realistic scenario, where a percentage of the labels in the SE-MF dataset are corrupted.
In particular, we study the classification problem with noisy labels, where a percentage of the true labels in the training dataset are independently flipped.
• The performance of the proposed scheme is compared with several approaches in the literature, such as SVM and iForest, by using standard IEEE 57-bus and 118-bus test systems. The numerical results show that the proposed scheme achieves the highest accuracy and the lowest computational time among the compared ML-based approaches. In addition, we compare the efficiency of the proposed KPCA technique for DR with state-of-art methods such as PCA, fast independent component analysis (ICA), neighborhood components analysis (NCA), binary particle swarm optimization (PSO), and the GA. The paper is structured as follows. State estimation, traditional bad-data detection, and the nature of an SCA attack in SG networks are described in Section II. In Section III, we present the proposed scheme for SCA detection based on KPCA and Extra-Trees. The simulation results are provided in Section IV. Finally, conclusions are made in Section V.
II. SYSTEM MODEL A. ELECTRIC POWER NETWORK
Several electric generators are connected to a large number of consumers across a wide topographical expanse in the power transmission system. Several paths and lines, generally deployed in a redundant manner, aim to guarantee the supply of power to any consumer from the generating source, taking into account the expenses and frugality of the transmission path. Figure 1 illustrates the communications network used to interconnect the devices and the power system to the power control center, where the objective is to provide efficient monitoring and control of the power system.
B. STATE ESTIMATION
Sensors and actuators are installed in different entities of the electric power grid. The measurements are gathered via SCADA systems in the PCC, where the power system states (composed of bus voltage angles and magnitudes) are estimated by utilizing the sensor-collected data. The estimation of the state variables, γ = [γ 1 , γ 2 , . . . , γ n ] T , are carried out considering the meter measurements, z = [z 1 , z 2 , . . . , z m ] T , of the power system, where n and m are positive integers, and γ i , z j ∈ R with i = 1, 2, . . . , n and j = 1, 2, . . . , m. The process to obtain the state variables at the PCC is called the state estimation. The state estimation process is based on the meter measurement and uses a power flow model, which is composed of a set of equations to represent the energy flow on each transmission line of the SG. The alternating current (AC) power flow model is composed of nonlinear equations considering real and reactive power. The state variables are related to the measurements in the AC power flow model as follows:
where h(γ ) represents the non-linear relation between state γ and measurement z, and e = [e 1 , e 2 , . . . , e m ] T is the Gaussian measurement noise vector where elements have standard deviation σ . However, the AC power flow model can be computationally expensive and there is no guarantee to converge to a solution [1] . Therefore, it is a common approach in the literature [10] , [11] , [13] , [16] to approximate the AC power flow model using a linearized power flow model called the direct current (DC) power flow model. Then, the nonlinear model in (1) can be reformulated as an (DC) power flow model as follows:
where H refers to the Jacobian matrix, which can be approximated as follows [17] , [18] :
H consists of impedance and topological measurements. To calculate the estimation of γ , which is represented byγ and defines the best fit for the meter measurements, the statistical criteria weighted least squares (WLS) [19] is generally employed. Hence, by using the WLS criterion and assuming that the sensor error follows a normal distribution with zero mean, the estimated state is given as follows:
where the matrix G = (H T H) −1 H T with a diagonal matrix , whose elements are given by
The measurements collected by the sensors can be compromised and damaged due to several potential reasons, such as medium noise in wireless communications, erroneous meters, and malicious user behavior. Traditional power systems use a residual-based detector for a BDD to detect any corruption in the measurements of the sensors [11] . Let r be the residual, calculated as the difference between observed sensor measurements z and estimated measurementsẑ at the PCC, and it is defined as follows:
The BDD in the PCC detects the presence of corrupted measurements by evaluating the L 2 − norm z − Hγ and VOLUME 8, 2020 comparing it with a predefined threshold, τ [1] . Then, the current sensor measurement is considered not attacked if the following condition is satisfied:
where r i is the i − th component of the residual vector r, and τ is a predefined threshold. Otherwise, the measurement is considered to be corrupted, and an alarm is executed.
D. STEALTHY CYBER-ATTACK: BASIC PRINCIPLE
Equipped with knowledge of the topology of the power system, a hacker might insert corrupted data into meter measurements z by designing an assault vector, a = [a 1 , a 2 , . . . , a m ] T , to dodge the BDD [20] . Let z a = z + a, be the observed measurement that may contain corrupted data due to an SCA. The attack-space is large for the attacker, who selects any of the non-zero arbitrary elements in attack vector a. Thus, an attack on the i − th measurement, z i , is created by altering it with a fake measurement, z i + a i , which means that element a i of the attack vector has a non-zero value. The BDD calculates the L 2 − norm of residual vector r to identify the existence of corrupted or erroneous measurements. Nevertheless, if the assailant crafts attack vector a by using a = Hα, where the vector α has length n with nonzero elements, the observed measurement vector, z a (holding the attack vector) can evade conventional detection. Note that the vector α has the same dimension as the state variables γ = [γ 1 , γ 2 , . . . , γ n ] T .
To explain the reason, letγ a represent the estimate of state variables when we have attacked meter measurements z a , i.e.,
Next, we calculate the L 2 − norm of the attacked measurements residual, r a , as follows:
Then, we can see that the attacked measurement residual is the same as that without altered data. Therefore, if the original measurement, z, can pass the BDD, then z a will be able to bypass the BDD. One requirement for SCA is to know the topology of the power system, which is available at the PCC of the power companies [1] . Although the access to the PCC can be difficult, we consider the case that the hacker can obtain the information of the topology of the power system, which is a common assumption in several other studies of the literature [11] , [12] , [13] , [16] .
E. STEALTHY CYBER-ATTACK MODEL
Generally, SCA attacks are separated into two categories: 1) the load change attack, and 2) the load redistribution attack [20] - [22] . The objective of the hacker is to obtain a specific change in the state variables of the power system. Then, we can create a vector by injecting an attack in a set of state variables. Next, using a = Hα, the hacker is able to corrupt the observed measurements z a = z + a, which will not be detected by the BDD. In this paper, we focus on real-time detection of the SCA in sensor-collected measurements. Consequently, we create a generalized attack, assuming that the assailant has sufficient information about the power network topology.
In the SCA attack, to obtain a specific change in the state variables of the power system, the attacker adds a fake value to the sensor-collected measurements, changing the real power insertion and real power flows. For example, with the target being to modify state variable γ 2 by injecting an attack of 6%, we can create an attack vector, α, using the following equation:
Then, we obtain the attack vector a = Hα, whose nonzero elements represent the i-th meter measurements to be attacked. The aforementioned general procedure has been widely used in the literature [11] , [12] , [13] , [20] , [16] for false data injection attacks or SCA in SGs.
Employing state vectorγ a =γ + α and power flow equations, the measurements corrupted due to the SCA are given as follows:
III. PROPOSED SCHEME FOR SCA ASSAULT DETECTION
In this section, a fast and accurate ML-based scheme is proposed to detect SCA attacks. The features used by the proposed approach are the meter measurements of the SG, and each sample of the SE-MF dataset corresponds to the meter measurements at a specific time. For example,
is the first sample of the SE-MF dataset and corresponds to the meter measurements collected at the PCC at time t 0 and the last sample of the dataset z t N =
corresponds to the meter measurements collected at the PCC at time t N . The main objective is to detect the presence or absence of an SCA in a sample at the PCC. Then, we can use an ML-based algorithm with two labels corresponding to attack and non-attack, respectively.
In addition, the evaluation method is based on k-fold cross-validation which splits the whole SE-MF dataset into K roughly equal parts and performs K independent evaluation instances of the proposed model. In the first evaluation instance of the k-fold cross-validation, the first part is used as testing data and the rest is used as training data which guarantees unseen data to evaluate the model. In the second instance, the second part serves as testing data while the rest is being used for training, where the process continues until reach K evaluation instances. A flowchart for the model evaluation of the proposed scheme for the classification of assaulted and normal measures is illustrated in Figure 2 , where we show one instance of k-fold cross-validation.
The first step in the proposed scheme is employing KPCA to tackle the dimensionality issue, and then, we utilize the Extra-Trees algorithm as an attack detection approach. In order to study a more realistic scenario, we consider an attack detection problem where the labels of the samples are randomly corrupted. In particular, a percentage of the true labels of the training data are independently flipped, which is called label noise [23] . However, there are testing data with noise-free labels, which are used to evaluate the performance of the proposed approach.
A. KERNEL PRINCIPAL COMPONENTS
A common approach for dimensionality reduction is principal component analysis [13] , [11] , [24] . PCA is a linear technique to project the data to a low-dimensional space with little loss of information, where the new features can achieve the largest variance [14] . However, PCA does not consider nonlinearities inherent in data with complicated structures. To cope with this problem, Kernel PCA is presented as a nonlinear generalization of PCA. In general, KPCA is composed of two steps: (1) mapping the training data from the original space into a highdimensional feature space, and (2) performing traditional PCA in the feature space [25] , [26] . To address the computational cost of high-dimensional mapping, KPCA uses kernel methods.
We consider a training dataset,
., N , which can be projected to an Mdimensional feature space, with M >> D, through nonlinear transformation φ (x). Therefore, each point of the training dataset is projected to a point, φ (x i ), in the extended feature space.
First, we assume that the features in the M -dimensional space have a zero mean, as follows:
Then, we compute the covariance matrix, with dimension M × M of the projected features, as
The eigenvalues, λ k , and eigenvectors, v k , of the covariance matrix are computed by solving the eigenvalue problem:
Based on (13) and (14), we obtain
The eigenvector can be rewritten as a linear combination of the projected training data points, as follows:
Substituting (16) into (15), we have
Then, the kernel trick is applied by defining the kernel function, κ (x, y), and the kernel matrix, K, as follows:
Now by substituting (18) into (17), and multiplying both sides by φ(x k ) T , we have
In matrix notation, (19) can be represented as
where α k is defined as α k = [a k1 , a k2 , . . . , a kN ] T and can be found by solving the following:
The centered kernel matrixK substitutes for kernel matrix K when the projected training dataset does not have a zero mean. The centered kernel matrix is given bỹ
where U is the N × N matrix with each element equal to 1 N [14] , [26] .
For any point x, the resulting kernel principal components can be represented as the following set of features:
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Finally, we can limit the number of principal components to P ≤ M for dimensionality reduction. Hence, the new features for point x are x new = [y 1 , . . . , y P ] T .
In this paper, we use the Gaussian kernel, defined as follows:
where σ is a free parameter. Note that the features in the SE-MF dataset are the meter measurements z = [z 1 , z 2 , . . . , z m ] T of the power system, which are reduced to P features by using KPCA. Then, the input dataset of the Extra-Trees algorithm is composed of the transformed P features of KPCA. The steps in KPCA for dimensionality reduction are summarized in Table 1 . 
B. EXTREMELY RANDOMIZED TREES
Tree-based ensemble methods are popular approaches for supervised classification and regression problems [27] , [28] , [29] . The robustness of ensemble methods relies on the capacity to combine the prediction of several models, which results in better performance compared to what could be obtained from a single model. The best performance of treebased ensemble methods is achieved when the base learners are independent of one another, which can be achieved by using very different training algorithms for every decision tree, or by randomization [30] . Randomization when growing trees entails greater tree diversity, and helps to reduce the correlation, i.e. making the decision trees more independent. However, an ensemble method can result in a substantial increase in computational cost, since it needs to train several individual classifiers, and its computational requirements can grow exponentially when it deals with a large dataset. Therefore, we focus on the Extra-Trees algorithm [15] , which works similar to, but much faster than, random forest [31] .
Extra-Trees consist of a large number of individual decision trees, where the whole training dataset is used to grow each decision tree. A decision tree is composed of a root node, child nodes, and leaf nodes, as illustrated in Figure 3 . Starting at the root node, the Extra-Trees algorithm essentially chooses a split rule based on a random subset of features and a partially random cut point. This process is repeated in each child node until reaching a leaf node. The Extra-Trees algorithm consists of three fundamental parameters: the number of decision trees in the ensemble (M ), the number of features to select randomly (K ), and the minimum number of instances needed to split a node (n min ).
Formally, given a training dataset, X = {x 1 , x 2 , . . . , x N }, where the sample x i = {f 1 , f 2 , . . . , f D } is a D-dimensional vector with f j as the feature and j ∈ {1, 2, . . . , D}, Extra-Trees generates M independent decision trees. In each decision tree, S p denotes the subset of training dataset X at child node p. Then, at each node p, the Extra-Trees algorithm selects the best split based on S p and a random subgroup of features by following the algorithm described in Table 2 .
In detail, subset S p at child node p is divided into two sets: S right p containing those samples satisfying the condition of the split rule, and S left p containing the rest of the training samples. In order to select the best split, we use Gini impurity [30] as a score function, i.e. the candidate split with the lowest value for Gini impurity is chosen as the best split rule, which is kept constant while the tree is growing. The process is repeated in each child node until it achieves a minimum number of samples required to split (n min ), or when all the samples in subset S p have an identical label. Finally, each leaf node is represented by the label of the samples in subset S p .
In the testing phase, a test sample passes to each of the decision trees and across each child node, where the best splits are used to forward the test sample to the left or right child node until reaching a leaf node. The class for the test sample for any decision tree is defined by the leaf node where the test sample arrives, and the total prediction of the Extra-Trees algorithm is defined as the majority of votes by the M decision trees. Note that in the proposed scheme, the inputs for Extra-Trees are the transformed features of KPCA, i.e. the number of features defined by D in the Extra-Trees algorithm matches the value of the number of principal components, P, selected in the KPCA technique.
The Extra-Trees algorithm is able to reduce the variance and bias more strongly than other randomization schemes, like those used in random forest. The variance is created by the excessive sensitivity of the model to small fluctuations in the training dataset (high variance can cause overfitting), and it is reduced due to the explicit randomization in the selection of the subset of features and the choice of the cut-point. On the other hand, the bias, which can be measured as the ability to correctly generalize unseen data (high bias can cause underfitting), is minimized because the full original training dataset is used to learn each decision tree [15] .
When a SG is composed of separated subregions located in different geographical areas, large-scale SG, it is necessary to take into account important factors such as bandwidth, latency and computational capabilities. In [32] , the authors study a wide-area SG represented by a set of local control centers connected to a global control center, where each local control center is responsible for a set of meters of the SG. Therefore, a hacker can block or manipulate the smart meters and control centers, and also can attack the communication channels. Furthermore, in a wide-area SG, collecting and processing a huge amount of data in a centralized setup is susceptible to node failure and has limitations such as energy and bandwidth [32] . Then, we present two schemes to apply the proposed approach in a large-scale SG: centralized setup and distributed setup.
In a centralized setup, all the meter measurements are processed at the PCC and the procedure for the attack detection follows the description of Section III. In this case, we consider that the communication network infrastructure of the SG is robust and has enough resources to transmit the meter measurements to the PCC. We refer to the communication network infrastructure presented in [33] . In this architecture, the generation, transmission, and distribution systems are interconnected through substations and transmission lines, while the communication toward the operation center is composed of wide area network (WAN), local area network (LAN) and field area network (FAN). The collected measurements are transmitted to the control center through remote terminal units (RTU) in the SCADA system, while in the distribution system, the advanced metering infrastructure (AMI) provides real-time (RT) communication to millions of smart meters [33] . The WAN can be supported by different communication technologies such as WiMax, Cellular, fiber optic, etc [34] , [35] . The requirements of a WAN in SG according to [35] are a data rate higher than 10Mbps and coverage distance up to 100km. In addition, optical communication is commonly used for the transmission between the transmission/distribution substations and the PCC since it provides high data rates and low latency. For instance, using wavelength-division multiplexing (WDM) the maximum theoretical data rate is 40Gbps with coverage up to 100km [35] . Therefore, the PCC is capable to receive all the information from the meter measurements to perform the state estimation and the attack detection procedure.
In addition, the proposed scheme based in Extra-Trees with KPCA does not require high computational capabilities to detect an SCA. In particular, the simulation time to verify if a sample composed of meter measurements was attacked or not, in an SG using an IEEE 118-bus system, is around 3 ms. Furthermore, in a real power grid, the measurements are taken in an interval of a few minutes, e.g. 15-minutes [36] , which can provide enough time to overcome possible delays in the communication network. In addition, even though the centralized approach becomes difficult to implement for a wide-area SG where each sub-area communicates to the global center with a wireless communication infrastructure [34] , forthcoming 5G technology for the development of smart grids can provide critical and timely services for the centralized approach.
In a distributed setup, the local centers have the task of collecting and processing the meter measurements in their respective subregions, while maintaining a communication link with their neighboring local control centers and the global center. In [32] , the authors proposed a system model for a distributed setup in SGs, where we can obtain a set of state variables that depend on the measurements collected at each local center. For instance, we refer to the example in [32] . Given a system composed of two subregions with a state vector γ = [γ 1 , γ 2 , γ 3 , γ 4 ] T and a particular measurement matrix H, the local state vector for the first local center is γ 1 = [γ 1 , γ 2 , γ 3 ] T and for the second local center is γ 2 = [γ 2 , γ 3 , γ 4 ] T at a specific time, where the meter measurements are z 1 = [z 1 , z 2 ] T and z 2 = [z 3 , z 4 , z 5 ] T for the first and second local center, respectively. Note that local centers can share one or more state variables, where meter measurements from neighbor local centers can provide information about the same state variable. Please refer to [32] , [34] for a detailed description of a distributed system in SGs.
To describe an extension of the proposed approach to distributed systems, we assume that exist L subregions, where the meter sends their measurements to only one local center l with l = 1, . . . L. The measurement vector collected at the l-th local center is denoted as z l and the state vector is defined as γ l . Therefore, we can deploy an instance of the proposed KPCA-ExtraTreess algorithm in each l-th local center to detect an SCA over one possible state estimate γ l . The features could be the meter measurements collected at the local center z l and those reported by their neighboring local centers (in a distributed SG system, pre-processed meter measurements are shared between neighboring local centers to perform the state estimation, where the transmission of local statistics and control signals between local centers and the global center is assumed to be instantaneous according to the reference [32] ). Then, the results obtained from the algorithm in each local center are transmitted to the global center to make a decision.
IV. SIMULATION RESULTS
In this section, we numerically evaluate the performance of our proposed approach to detecting SCA attacks in state estimation. We used standard IEEE 118-bus and 57-bus test systems, where the simulation results were averaged over 10 experiments in each system, performing five-fold crossvalidation in each experiment. The simulation of the power network (in particular, the Jacobian matrix) was developed with the Matpower 6.0 toolbox [37] . The DC power flow analysis was used to approximate the state vector and measurement dataset from the AC power flow model. In the proposed model, state variable vector γ in the T -bus system is composed of (T − 1) bus voltage phase angles, and the meter measurement vector is composed of branch-active power flows and a set of active power injections into the buses. In order to carry out a more realistic power grid scenario, we used stochastic loads following a uniform load distribution [11] in the range of [0.9 × L 0 − 1.1 × L 0 ], where L 0 is the base load. The attack was generated based on the attack model in [20] , where the malicious user has total information on the topology of the power grid, and is able to access several sensors. We considered the degree of damage (defined as the difference between the real value and the attacked value to the state variables) as being randomly selected from between 4% to 6%. Furthermore, we studied an attack detection problem where the labels of the samples were randomly corrupted (training samples), and there existed unseen data with noisefree labels (testing samples), as illustrated in Figure 2 .
The proposed scheme was compared with several ML-based schemes discussed in the literature, such as AdaBoost [38] , random forest [31] , and multilayer perceptron (MLP), where we used one hidden layer, and set the number of hidden neurons at 2/3 of the size of the features, following the recommendation in [39] . Furthermore, we evaluated some approaches with dimensionality reduction methods proposed in the literature for SCA attack detection, such as PCA with an SVM using a Gaussian kernel [11] , a GA with an SVM using a Gaussian kernel [12] , and PCA with iForest [13] .
To evaluate the performance of the proposed scheme, we selected three metrics: accuracy, receiver operating characteristic (ROC) curves, and the value of the area under the ROC curve (ROC AUC).
• The accuracy is the ratio of correct detections, which is evaluated as follows:
where TP is the number of true positives, i.e. the samples that are detected as attacked and that are, in fact, attacks, and TN is the number of true negatives, i.e. the samples that are classified as normal and that are, in fact, normal.
• The ROC curve illustrates the true positive rate (TPR) versus the false positive rate (FPR). TPR represents the ratio of attacked samples that are correctly detected by the algorithm, and FPR represents the ratio of normal instances that are incorrectly classified as an attack. The expressions for TPR and FPR are as follows:
and
where FN is the number of false negatives, i.e. attack samples incorrectly classified as normal, and FP is the number of false positives, i.e. normal samples incorrectly detected as an attack.
• The ROC AUC is the area enclosed by the ROC curve, and provides a single scalar value representing the ROC performance. The ROC AUC measures how good the algorithm is at distinguishing between an attack and a non-attack. In this way, a perfect classifier has ROC AUC = 1, and a totally random classifier has ROC AUC = 0.5. Table 3 shows a comparison of the KPCA technique for several numbers of principal components using the standard IEEE 118-bus and 57-bus systems with 1000 training samples. We can see that the accuracy and the AUC value are similar among the six principal components, where we can see that the accuracy reached by using two components is the highest, which also allows decreasing the number of features, thus, reducing the computational complexity. Hence in the experiments, the proposed scheme uses two principal components for the kernel PCA technique, with σ = 0.1 for the IEEE 118-bus system, and σ = 0.2 for the IEEE 57-bus system. Therefore, the features are reduced from 489 in the 118-bus system, and from 216 in the 57-bus IEEE system, to two features through the KPCA algorithm. Then, the new training dataset is composed of two features per sample, and the Extra-Trees algorithm uses the number of decision trees in the ensemble as M = 50, and the number of features to select randomly as K = 2. We also compared the proposed scheme with the Extra-Trees algorithm without KPCA, using M = 100 and the default values from [15] , to demonstrate the benefits of including dimensionality reduction in the proposed approach. First, we studied the impact of the percentage of label noise in the standard IEEE 118-bus system, where we used a dataset with 1000 training samples. Figure 4 illustrates the accuracy in the prediction versus the percentage of label noise introduced into the training data. We observe that as we increase the percentage of label noise, the accuracy decreases in all the schemes except in PCA-iForest, since the algorithms are trained with noisy labels that affect the ability of the algorithm to generalize for unseen data. Based on [15] , the values of n min in the Extra-Trees algorithm depend on the level of noisy labels in the training dataset, where a slight increase in the value of n min is able to deal with an increment in the percentage of label noise. In this way, we select and reduce the value of n min from n min = 10 for 0% to 20% of the label noise until n min = 60 for 40% to 45% of the label noise. Furthermore, the KPCA technique does not use the labels to perform dimension reduction, which is a significant factor for dealing with noisy labels, as we notice when we compare the proposed KPCA Extra-Trees scheme versus Extra-Trees without DR. With iForest, we see that the accuracy increases as we introduce more label noise up to 20%; after that, the accuracy starts to decrease. This behavior is because iForest is an unsupervised algorithm, i.e. it does not take into account the labels, and in the literature is trained with just normal samples; however, in this experiment, we observe that a small number of attack samples in the training phase can improve the overall accuracy, which was validated in the experiments in [40] . Furthermore, we can see that the proposed KPCA Extra-Trees scheme achieves the better accuracy among the compared approaches for all the percentages of label noise following the GA-SVM scheme from [12] . Figure 5 illustrates the ROC AUC value versus the percentage of label noise introduced in the training data. We observe behavior similar to Figure 4 , where the best value for ROC AUC is reached by the proposed KPCA Extra-Trees scheme, with GA-SVM as the second-best approach. In order to study a hard realistic scenario, in the following simulations, we use 10% as the percentage of label noise. Figure 6 presents the accuracy in prediction versus the number of training samples in the IEEE 118-bus and 57-bus systems. We observe that the proposed KPCA Extra-Trees algorithm detects the SCA attack reliably from 500 training samples, and a further increase in the training samples does not provide a significant improvement in accuracy. As a result, we see that the proposed KPCA Extra-Trees scheme outperforms other approaches, and the best accuracy is reached with a lower number of training samples. Besides, GA-SVM [12] and PCA-iForest [13] present good accuracy in SCA attack detection, where PCA-iForest exhibits one of the best accuracies of all the ML schemes when we deal with a low number of training points (i.e., less than 250 training samples). Figure 7 shows the ROC AUC value versus the number of training samples in the IEEE 118-bus and 57-bus systems. Similar to the results obtained in Figure 6 , the highest AUC value in the proposed KPCA Extra-Trees scheme is reached with 500 training samples, KPCA Extra-Trees being the scheme with the highest AUC value among all the considered ML approaches. Note that the PCA-iForest [13] scheme can be considered the second-best approach from the point of view of the ROC AUC metric, outperforming other approaches, such as GA-SVM [12] and PCA-SVM [11] . Figure 8 presents the computational time used for the considered approaches during the training phase versus the number of training samples. We performed the simulations on an Intel Core i7-6700K CPU with 16 GB of main memory. We observed that the proposed KPCA Extra-Trees scheme can achieve the lowest computational time among all the algorithms with a high amount of training samples. These results are because of the dimensionality reduction performed by KPCA, which allows reducing the features from 489 in the IEEE 118-bus and from 216 in the IEEE 57-bus system to two features. Furthermore, the Extra-Trees splitting algorithm described in Table 2 allows us to significantly reduce the training time of the Extra-Trees algorithm. Figure 9 shows the ROC curves in the standard IEEE 118-bus and 57-bus systems, where we used 1000 training samples. We observe that the highest area under the curve is achieved by the proposed KPCA Extra-Trees scheme, with a detection accuracy nearing 1 for both test buses. Note that the ROC AUC parameter, studied in Figure 7 , validates the results illustrated in the ROC curves.
Finally, we compared the proposed KPCA method for dimensionality reduction with other methods, such as PCA [13] , fast independent component analysis (ICA) [41] , locally linear embedding (LLE) [42] , Neighborhood Components Analysis (NCA) [43] , binary PSO (BPSO) [44] and the GA [12] . The simulations were carried out using Extra-Trees as the algorithm for SCA attack detection with 1000 training samples in the standard IEEE 118-bus system. In the dimensionality reduction methods of KPCA, PCA, and Fast ICA, we used two components, i.e. the new training dataset was composed of two features per sample. For the LLE and NCA algorithms, we achieved the best accuracy by using 20 features. Furthermore, the feature selection algorithms used for the comparison, i.e. BPSO and GA, follow the approach in [12] by using the filter-based FS mechanism to be independent of the classifier algorithm. In the experiments, the BPSO algorithm used five particles and 25 iterations, selecting on average 253 features among the original 489 features, and the GA algorithm used a population of 10 and 20 generations, selecting on average 251 features. Table 4 shows the accuracy and ROC AUC value of the proposed KPCA, compared with other dimension-reduction and feature-selection algorithms, where Time of alg. refers to the computational time to train the dimension-reduction/feature-selection algorithm, and Time Extra-Trees is the computational time to train the Extra-Trees algorithm using the output features obtained by the considered algorithms. We observe that the proposed KPCA algorithm for dimensionality reduction achieves the best accuracy and ROC AUC value, with a low value in computational time. Furthermore, it is observed that by using KPCA we can reduce the training time for the Extra-Trees algorithm by about 15 times.
V. CONCLUSION
In this paper, we propose a DR-based ML scheme for the detection of SCA attacks in SG networks. In order to solve the computational complexity created by a high-dimensional space in large-sized power systems, we apply the KPCA technique to transform the data into a lower-dimensional space. The data transformed by KPCA become the input for the Extra-Trees algorithm, which is a fast and efficient algorithm to detect SCA attacks. We selected the standard IEEE 118-bus and 57-bus systems for the performance evaluation, taking into account the metrics of accuracy, ROC curve, and ROC AUC value. The dataset is composed of historical active power flow measurements and active power injections into the buses, which were collected at the PCC of the power network. The proposed scheme was compared with several ML-based approaches described in the literature. The numerical results validate that the proposed KPCA Extra-Trees-based detection approach outperforms the state-of-art ML-based schemes in terms of accuracy and ROC AUC value. A more realistic scenario was evaluated by considering training data corrupted with noisy labels, where the proposed scheme provides robust performance against noisy labels, mainly because KPCA does not take the labels into account when performing dimension reduction, and the Extra-Trees algorithm can deal with a noisy label by tuning the parameter of the minimum number of instances required in a child node to perform the split. In addition, we compared the computational complexity of all considered ML-based schemes, and found that the proposed scheme has the lowest computational time, which means that the proposed scheme can provide fast and accurate detection of SCA attacks in SGs. In 2005, he joined the University of Ulsan, Ulsan, South Korea, where he is currently a Full Professor. His current research interests include spectrum sensing issues for CRNs, channel and power allocation for cognitive radios (CRs) and military networks, SWIPT MIMO issues for CRs, MAC, and routing protocol design for UW-ASNs, and relay selection issues in CCRNs. VOLUME 8, 2020 
