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KERNELS FROM COMPACTIFICATIONS
MATTHEW R BALLARD, COLIN DIEMER, AND DAVID FAVERO
Abstract. Associated to any affine scheme with a Gm-action, we
provide a Bousfield colocalization on the equivariant derived cat-
egory D(ModGm R) by constructing an idempotent integral kernel
using homotopical methods. This endows the equivariant derived
category with a canonical semi-orthogonal decomposition. As a
special case, we demonstrate that grade-restriction windows ap-
pear as a consequence of this construction, giving a new proof
of wall-crossing equivalences which works over an arbitrary base.
The construction globalizes to yield interesting integral transforms
associated to D-flips.
1. Introduction
A central question in the study of derived categories of coherent
sheaves of algebraic varieties is their relationship with birational ge-
ometry. Historically, such investigations originated with Orlov’s con-
struction of a semi-orthogonal decomposition associated to a blow-up
[Orl92], as well as Bondal and Orlov’s derived equivalences induced by
certain elementary flops [BO95]. Much recent effort has since centered
around Bondal and Orlov’s conjecture that flops in general induce de-
rived equivalences as well as Kawamata’s related conjecture [Kaw04]
thatK-equivalent varieties have equivalent derived categories. Perhaps
the most striking result in this direction is Bridgeland’s construction
of a derived equivalence for any threefold flop [Bri02]. A more recent
line of inquiry is the description of the equivariant derived categories of
geometric invariant theory (GIT) quotients via so-called grade restric-
tion windows, see e.g. [Seg11, BFK12, HHP09, HL15, Bal17, SvdB17,
HS16]. These methods sometimes give equivalences or semi-orthogonal
decompositions associated to birational maps by viewing the maps as
GIT wall-crossings.
Nevertheless, a quick survey of the subject will convince an ob-
server that there is not an agreed upon uniform approach to producing
Key words and phrases. derived geometry, derived categories, equivariant geom-
etry, birational geometry.
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the functors expected by the K-equivalence conjecture. For exam-
ple, Bridgeland’s techniques require that the flop come from a small
contraction over a base of relative dimension one, which limits the
applicability to higher dimensional flops. Various families of explicit
flops have been considered; notably Namikawa and Kawamata’s study
of Mukai flops [Nam03, Nam04, Kaw06] and Cautis, Kamnitzer, and
Licata’s study of the the stratified Mukai flop [CKL12]. In these strati-
fied examples a derived equivalence has indeed been observed, but only
via fine-tuned choices of explicit Fourier-Mukai kernels. The grade re-
striction window techniques mentioned above have so far been most
effective only for so-called elementary wall-crossings, or when the ac-
tion is specialized to be quasi-symmetric in the language of [SvdB17].
In particular, there does not presently appear to be a consensus in
the literature for approaching the following problem: given an arbitrary
birational map X ⇢ Y of Mori theoretic origin, provide a uniform
method of producing a homologically well-behaved functor between
Db(cohX) and Db(cohY ). In other words, how to systematically pro-
duce a Fourier-Mukai kernel object P ∈ Db(cohX × Y ) consistent with
the expectations of the Bondal-Orlov and Kawamata conjectures? We
summarize the main construction of this paper as follows.
Construction. Let Y be a scheme with a trivial Gm-action, A be a
quasi-coherent sheaf of Z-graded OY -algebras, and set Z ∶= SpecY A.
● Form a Z2-graded sheaf Qder(A) of A⊗OY A-algebras by deriving
a certain partial compactification [Dri13] of the action groupoid.
● Realize Qder(A) as an object of D(Qcoh
G2m Z ×Z).
● Restrict Qder(A) to open sets to get an equivariant Fourier-Mukai
transform
ΦQwc
der
(A) ∶ D(Qcoh
Gm U+)→ D(QcohGm U−).
where U± are the corresponding semi-stable loci.
A central case of interest is when X ⇢ Y is a flip relative to a divisor
D on X , i.e. a D-flip. An observation of Reid, see e.g. [Tha96], allows
one to repackage the data of the D-flip as a scheme Z affine over the
contraction and carrying an action of Gm, with X and Y the respective
GIT quotients, so that the above construction applies. We ask in Ques-
tion 5.5.10 if ΦQwc
der
(A) induces an equivalence for D-flops, a potential
solution to [Kaw04, Conjecture 5.1]. However, we presently content
ourselves with the following results (see Proposition 5.4.7, Proposi-
tion 5.5.9, Theorem 4.2.9, and Corollary 4.2.11 for more precise state-
ments).
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Theorem. There is an object Sder ∈ D(Qcoh
G2m Z × Z) and a semi-
orthogonal decomposition
D(QcohGm Z) = ⟨ImΦQder(A), ImΦSder(A)⟩.
When Z is smooth and affine then the image of ImΦQder(A) over U
+ ×
Z is equal to the grade restriction window defined in [Seg11, BFK12,
HL15]. Hence, when [U+/Gm] and [U−/Gm] are K-equivalent, ΦQwc
der
(A)
is an equivalence.
In the smooth case, we need not derive our construction and sim-
ply denote this object by Q. Here, the semi-orthogonal decomposition
above comes from a certain idempotent property enjoyed by Q which
we call Property P, see Definition 3.3.7, which shows that Q induces a
Bousfield localization. We remark that when Z is smooth, the proof
given here is quite different than those articles as here we produce an
explicit geometric kernel, prove functorial identities of that kernel, and
deduce these results as corollaries. The proof also works over an arbi-
trary base. The essential observation here is that the construction of Q
behaves well under strongly e´tale base change (see Proposition 4.2.3)
which allows us to reduce to the case of affine space using the Luna
Slice Theorem.
When Z is singular, it is not the case that the object Q literally
enjoys the idempotent Property P mentioned above. This is problem-
atic as the case of singular affine varieties equipped with a Gm-action
is quite important for the demands of birational geometry (even for
the elementary Mukai flop, the corresponding space Z is singular, for
example). This is the reason that we must derive Q, i.e. promote Q to
a object in derived algebraic geometry.
In Section 5 we observe that the functor Q extends to a left Quillen
functor on the category of graded simplicial rings, i.e. on derived affine
schemes equipped with an action of Gm. Theorem 5.2.7 shows that this
derived variant Qder does indeed satisfy an analogue of the idempotent
property, which we call Property Pder, and so we still obtain a semi-
orthogonal decomposition in analogy with the smooth case. At an intu-
itive level, the failure of Q to be well-behaved for singular spaces arises
from the non-vanishing of some higher Tor’s (see e.g. Lemma 3.3.6),
and the homotopical methods mentioned above allow us to bypass this
obstruction by encoding the higher Tor’s in an intrinsic derived affine
scheme.
Our actual construction of Q comes from the following geometric
consideration: if an algebraic group G acts on a scheme Z, we consider
a space Z˜ which equivariantly extends the action and projection maps;
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see Definition 3.1.1. Such a construction for Gm-actions was already
considered by Drinfeld [Dri13]. To such data, one can always exhibit
an associated faithful functor, see e.g. Proposition 3.2.6. Given Drin-
feld’s construction and the central role of Gm-actions via birational
cobordisms, we will likewise focus primarily on this case in this article,
although the reader will find a discussion of more general group actions
in Section 3. We also remark that at a technical level most of the results
in the paper are formulated for affine varieties only, but in Section 5.5
we discuss how to associate sheaves to these constructions in order to
extend our results to essentially arbitrary D-flips, as mentioned above.
The paper is organized as follows.
● In Section 2 we introduce our main object of study, Q(R), and
study its basic properties. Subsection 2.2 goes on to show by
example how this object arises in the study of flips and flops.
● In Section 3 we discuss the geometric interpretation of Q in terms
of compactifications of group actions; here we also introduce the
basic criteria for fully-faithfulness and its relation to Bousfield
localizations.
● Section 4 treats the case where SpecR is smooth and exhibits the
essential image as a grade restriction window.
● Section 5 then treats the general case by deriving the construc-
tion of Q itself. Subsection 5.3 shows that when SpecR is smooth,
these derived replacements effectively trivialize down to the meth-
ods of Section 4. Section 5.5 discusses the globalization process
for attaching a kernel object to a general D-flip.
● In a brief appendix we comment on a small, but important, dis-
tinction between our Q(R) and the related constructions in Drin-
feld’s article [Dri13].
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2. Affine constructions
2.1. The functor. Let k be a fixed commutative ring. If R is a Z-
graded k-algebra, we consider the two maps
π ∶ R → R⊗k k[u,u−1] ≅ R[u,u−1] (2.1)
σ ∶ R → R⊗k k[u,u−1] ≅ R[u,u−1] (2.2)
where π(r) = r is the identity and σ is the (co-)action map determined
by σ(r) = rudeg(r) when r is homogenous. In terms of affine schemes
these maps respectively correspond to the projection and action maps
Gm ×k SpecR SpecR.
π̂
σ̂
(2.3)
Throughout this article, we will let CRGmk denote the category of finitely
generated Z-graded k-algebras, i.e. the opposite category of the cate-
gory of affine k-schemes which are equipped with Gm-actions. We will
often refer to objects of CRGmk as rings with a Gm-action. Likewise, if
an algebraic group G acts on SpecR we will say that R has a G-action.
When R is an object of CRGmk the product space Gm×kSpecR admits
a G2m-action whose structure is given in the following lemma, the proof
of which is elementary and which we omit.
Lemma 2.1.1. The ring R[u,u−1] carries a natural G2m-action
σ̃ ∶ R → R[u,u−1, v1, v−11 , v2, v−12 ]
uniquely determined by
σ̃(π(r)) = σ1(r) ∈ R[u,u−1, v1, v−11 , v2, v−12 ]
σ̃(σ(r)) = σ2(r) ∈ R[u,u−1, v1, v−11 , v2, v−12 ]
where σi ∶ R → R[vi, v−1i ] for i = 1,2 are both identified with σ from
Equation (2.2).
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Moreover, the map πˆ ∶ Gm × SpecR → SpecR becomes equivariant
with respect to the projection π1 ∶ G2m → Gm onto the first factor, and the
map σˆ becomes equivariant with respect to the projection π2 ∶ G2m → Gm
onto the second factor.
Remark 2.1.2. The G2m-action above is equivalent to saying that
R[u,u−1] has a Z2-grading with the degree of r ∈ R ⊂ R[u,u−1] with r
homogenous being (deg r,0), the degree of σ(r) being (0,deg r), and
the degree of u being (−1,1).
Given a map R → S in CRGmk , one obtains the obvious induced map
R[u,u−1] → S[u,u−1]. Here we regard R[u,u−1] and S[u,u−1] as ob-
jects of CR
G2m
k[u]
.
Remark 2.1.3. To stay consistent with Remark 2.1.2, when we write
CR
G2m
k[u]
we require that k[u] is equipped with a Gm-action such that
degu = (−1,1). Thus objects S in CRG2m
k[u]
are equipped with a map
k[u] → S which respects this grading, and likewise morphisms respect
this structure. In other words, CR
G2m
k[u]
is opposite to the category of
affine schemes equipped with G2m-actions and an equivariant map to
A1k.
Definition 2.1.4. Let ∆ ∶ CRGmk → CR
G2m
k[u]
denote the functor deter-
mined by
∆(R) ∶= R[u,u−1],
where ∆(R) is equipped with the G2m-action from Lemma 2.1.1.
We may view ∆(R) with its G2m-action and its two R-module structures
via π and σ as an object of the derived category Db(modG2m R ⊗k R)
Z2-graded modules by regarding ∆(R) as the complex concentrated
in homological degree zero. The notation ∆(R) introduced above is
justified by the following.
Lemma 2.1.5. The object ∆(R) ∈ Db(modG2m R ⊗k R) is the Fourier-
Mukai kernel of the identity functor on DbmodGm(R).
Proof. The Fourier-Mukai transform associated to ∆(R) is given by
Φ∆(R)(M) ∶= π∗(∆(R)⊗L σ∗M)Gm (2.4)
whereM ∈ DbmodGm(R) and the functors π∗ and σ∗ are derived on the
left and on the right respectively. In equation (2.4) we recall that taking
a derived-push forward in the equivariant setting takes invariants, see
e.g. [BKR01, Section 6], which is well-defined since Gm is reductive
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and so its functor of invariants is exact. By Remark 2.1.2, the Gm-
invariants referred to in Equation (2.4) mean taking invariants on the
left factor in the Z2-grading, i.e. taking terms of degree (0,∗). Since
∆(R) is flat (via either module structure), we then compute
(∆(R)⊗L σ∗M)Gm = (∆(R)⊗σ∗M)Gm = (R[u,u−1]⊗σ∗M)(0,∗) ≅ σ∗M
so that Φ∆(R)(M) = π∗σ∗M . Likewise, for the inverse Fourier-Mukai
transform, we have
M ↦ σ∗(∆(R)⊗L π∗M)Gm ≅ σ∗π∗M.
To prove the lemma, we thus need to exhibit the two natural isomor-
phisms
M ≅ σ∗π∗M
M ≅ π∗σ∗M.
for any M ∈ Db(modGm R). For M ∈ modGm(R) these isomorphisms
are respectively given by composing the maps
M → σ∗π
∗M
m↦ σM(m) ∈M[u,u−1] ≅∆(R)⊗RM
and
M → π∗σ
∗M
m ↦m ∈M[u,u−1] ≅∆(R)⊗R M.
and where (∆(R) ⊗ M)Gm ≅ M . The result follows for any M ∈
Db(modGm R) since ∆(R) is again flat via either module structure.

The following definition, though simple, is crucial for this article.
Definition 2.1.6. Given an object R of CRGmk , we define
Q(R) ∶= ⟨π(R), σ(R), u⟩ ⊆ R[u,u−1] (2.5)
to be the k-subalgebra of R[u,u−1] generated by u and the images of
the co-action and projection maps. We regard Q(R) as an object of
CR
G2m
k[u]
.
By construction, the maps π and σ both have images in Q(R). We
thus have maps
R Q(R)p
s
(2.6)
which equal π and σ respectively (in general Q(R) ≠ R[u,u−1], hence
we reserve different symbols for these maps). The same construction
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as in Lemma 2.1.1 then shows that Q(R) has G2m-action. In terms of
the Z-grading on R, we may equivalently write
Q(R) = ⟨⊕
i<0
Riu
i,R[u]⟩ (2.7)
where R =⊕i∈ZRi. Notice that when r ∈ R is homogeneous with non-
negative degree, s(r) = rudeg(r) ∈ R[u], and thus, in addition to R[u],
only the additional summands Riui with i negative are required to
generate.
Example 2.1.7. Let R be a polynomial ring equipped with a Gm-
action (i.e. a Z-grading). Relabelling variables as necessary, write
R = k[x+1 , . . . , x+k , x−1 , . . . , x−l ] (2.8)
where each x+i has non-negative (possibly zero) degree and each x
−
j has
strictly negative degree. Write the degrees as ai = deg(x+i ) ≤ 0 and
bj = deg(x−j ) < 0. As in Equation (2.7), Q(R) is generated (over k) by
u,x+1 , . . . x
+
k , x
−
1 , . . . x
−
l , x
−
1u
b1, . . . , x−l u
bl.
To compress notation, write x+ for the set of x+i ’s and similarly for x
−.
Setting y−j = x
−
j u
bj for j = 1, . . . , l and inspecting the relations, one has
Q(R) = k[u,x+,x−, y−1 , . . . , y−l ]/(y−1u−b1 − x−1 , . . . , y−l u−bl − x−l ).
It is convenient to write this more symmetrically by setting y+i = x
+
i u
ai
for i = 1, . . . , k as well so that, in compressed notation,
Q(R) = k[u,x+,x−,y+,y−]/(x+ua − y+,y−u−b − x−) (2.9)
= k[u,x+,y−]. (2.10)
In these variables, the maps s, p ∶ R → Q(R) are given by:
p(x+i ) = x+i p(x−j ) = y−j u−bj (2.11)
s(x+i ) = x+i uai s(x−j ) = y−j . (2.12)
We will interpret these maps geometrically in Example 3.1.3. Also, in
Subsection 2.2 we will revisit this example (when k = l) while studying
the Atiyah flop.
Example 2.1.8. Suppose that R is any non-negatively graded ring,
i.e. Gm acts on R with non-negative weights. Then Q(R) is actually
generated by π(R) and u as a k-algebra. As a module over R via p, we
thus have Q(R) ≅ R[u] or, geometrically, SpecQ(R) ≅ A1k × SpecR.
If R is instead non-positively graded, then of course Q(R) is not
generated by just π(R) and u. However, we may still construct an iso-
morphism Q(R) ≅ R[u] where now Q(R) has the R-module structure
via s. Indeed, one always has the map R[u]→ Q(R) given by r ↦ σ(r)
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and u ↦ u. This map is always injective, and when the weights are all
non-positive, it is easily checked to be surjective as well.
For later use we record an elementary property that Q enjoys with
respect to polynomial extensions; in particular, the next lemma shows
that SpecQ(R[x]) ≅ SpecA1k × SpecQ(R).
Lemma 2.1.9. Given R ∈ CRGmk , endow R[x] with a Gm-action by
giving x degree a. Then
Q(R)[y] ≅ Q(R[x]) (2.13)
where y has degree (a,0) if a ≥ 0 and degree (0, a) if a ≤ 0.
Proof. Assume the degree of x is a ≤ 0. The case a ≥ 0 is analogous.
We have a map
Q(R)[y]→ Q(R[x])
y ↦ uax
This map is clearly surjective, and has kernel if and only if uax is
algebraic over Q(R). If so, then uax is algebraic over R[u,u−1] in
R[x,u, u−1] which is impossible, since u is a unit. The statement
about the weight of y is just the weight of uax via the grading from
Remark 2.1.2. 
Remark 2.1.10. The reader desiring a more geometric understanding
of Q(R) will find such a discussion in Section 3.
Remark 2.1.11. Our definition of Q(R) is actually equivalent to
the affine case of a construction of Drinfeld, see [Dri13, Section 2.3].
Namely, if R =⊕Ri is Z-graded, Drinfeld considers the the k[t]-algebra
R˜ generated by all symbols r˜ where r ∈ R, and which are required to
be k-linear and subject to the relations
r˜1r˜2 = tµ(n1,n1)r˜1r˜2
where each ri ∈ Rni and where
µ(m,n) ∶=min{∣m∣, ∣n∣}
if m and n have opposite signs, and µ(m,n) = 0 otherwise. It is easy
to check that the assignment u ↦ t, ri ↦ tniri for i < 0, and ri ↦ ri
for i ≥ 0 induces an isomorphism Q(R) ≅ R˜. In the Appendix we will
discuss in more detail the role of our Q(R) in the context of Drinfeld’s
article.
The study of Q(R) as a Fourier-Mukai kernel is, in a sense, the fun-
damental goal of this article. To this end, we first note that formation
of Q(R) is functorial.
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Lemma 2.1.12. The assignment of Q(R) to R defines a functor
Q ∶ CRGmk → CR
G2m
k[u]
which preserves surjective morphisms.
Proof. Given φ ∶ S → R, the corresponding map S[u,u−1] → R[u,u−1]
is surjective when φ is. Furthermore, one checks that the image of
Q(S) under this map is Q(R). 
We can relate the functors Q and ∆ by a natural transformation by
considering the inclusions
ηR ∶ Q(R)↪ R[u,u−1] = ∆(R) (2.14)
which come from the definition of Q(R) as a subalgebra of ∆(R).
These inclusions behave predictably; in particular, we have the follow-
ing commutative diagrams:
Q(R) R[u,u−1]
R
ηR
π
p
and
Q(R) R[u,u−1]
R.
ηR
σ
s
(2.15)
Definition 2.1.13. Let η ∶ Q → ∆ be the natural transformation of
functors induced by the inclusions ηR ∶ Q(R) ↪ ∆(R). Here Q and ∆
are the functors CRGmk → CR
G2m
k[u]
from Lemma 2.1.12 and Definition 2.1.4
respectively.
We will sometimes abuse notation and denote a map ηR by η when it is
clear from context that we are working with rings and not the natural
transformation.
Another way of understanding the relation between Q and ∆ is the
following result, which shows in particular that they become identified
after localizing by elements of non-zero degree.
Lemma 2.1.14. Let R be an object of CRGmk . View Q(R) as a right
R-module via s and a left R-module via p, and view ∆(R) as a right
R-module via σ and a left R-module via π. Let r ∈ R be a homogeneous
element, and let R → Rr be the corresponding homogeneous localization.
If deg(r) > 0, then
1⊗s η ∶ Rr ⊗s Q(R)→ Rr ⊗σ ∆(R)
is an isomorphism. If deg(r) < 0, then
η p⊗ 1 ∶ Q(R) p⊗Rr →∆(R) π⊗Rr
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is an isomorphism. If deg(r) = 0, then
Q(f) p⊗ 1 ∶ Q(R) p⊗Rr → Q(Rr)⊗Rr ≅ Q(Rr)
is an isomorphism.
Proof. In all three cases, injectivity of the maps holds because localiza-
tion is flat and η and Q(f) are inclusions. The only non-trivial part of
verifying surjectivity in the cases of non-zero degree is to demonstrate
that u−1 lies in the image. Indeed, in the case where positive degree
one has that (1 ⊗s η)(1r ⊗ udeg(r)−1r) = u−1 and in the case of negative
degree one has that (η p⊗ 1)(s(r)u−1−deg(r)] ⊗ 1r ) = u−1. Surjectivity in
the degree zero case is clear. 
We conclude this section with some natural loci coming from a Gm-
action.
Definition 2.1.15. If R is an object of CRGmk let I
± ⊆ R be the ideals
generated by elements of positive or respectively negative degree. Set
R+ ∶= R/I−, and R− ∶= R/I+ (note the swap in signs), and set R0 ∶=
R/(I+, I−).
The reason for defining R0 and R± in the above fashion is to match
notation with Definition 2.1.16 below, which gives their geometric de-
scription.
Definition 2.1.16. Let X be any k-scheme equipped with a Gm-
action. Equip Spec(k) with the trivial Gm-action. Let A1+ denote
A1 equipped with its usual Gm-action by scaling, and let A1− denote A
1
equipped with the inverse action t ⋅ x = t−1x. Then
X0 ∶= HomGm(Spec(k),X) = {x ∈ X ∣ t ⋅ x = x for all t ∈ A1}
is the fixed point locus for the Gm-action,
X+ ∶= HomGm(A1+,X) = {x ∈X ∣ lim
t→∞
t ⋅ x exists in X}
is the attracting locus, and
X− ∶= HomGm(A1−,X) = {x ∈X ∣ lim
t→∞
t−1 ⋅ x exists in X}
is the repelling locus.
We refer to [Dri13, Section 1] for basic properties of these loci. As
alluded to above, when X ∶= SpecR is affine and equipped with a Gm-
action, we have
X0 = SpecR0
and
X± = SpecR± = V (I±)
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using the notation of Definition 2.1.15. By construction there are in-
clusions R0 ⊂ R± which give maps
q± ∶X± →X0. (2.16)
In terms of Definition 2.1.16 the maps q± can equivalently be under-
stood as being induced by the Gm-equivariant inclusions Spec(k)↪ A1±.
Geometrically, this means that the maps q± correspond to taking a
point to its limit along either Gm-action or the inverse Gm-action.
Remark 2.1.17. The ideals I± can be recovered directly from Q(R)
equipped with its maps p and s. Namely,
I+ = s−1(uQ(R)) ⊆ R
I− = p−1(uQ(R)) ⊆ R.
2.2. Flop equivalences via Q(R). We now observe that Q(R) pro-
vides the derived equivalence constructed by Bondal and Orlov for the
standard Atiyah flop [BO95, Section 3]. For n ≥ 2, let
R = k[x+1 , . . . , x+n, x−1 , . . . , x−n] (2.17)
with the Gm-action given by taking deg(x+i ) = 1 and deg(x−i ) = −1 for
each i. The ideals I± ⊂ R from Definition 2.1.15 are I+ = (x+1 , . . . , x+n) =(x+) and I− = (x−1 , . . . , x−n) = (x−). Let X = SpecR = A2n and set
U± ∶=X ∖ V (I±)
X//± ∶= U±/Gm
X//0 ∶= SpecRGm.
Remark 2.2.1. The invariant subring RGm should not be confused
with R0 from Definition 2.1.15 where the defining ideal is (I+, I−); in
other words, the invariant theory quotient X//0 is not the same thing
as the fixed locus X0.
For the standard Atiyah flop, X//±Gm are both isomorphic to the total
space of O(−1)⊕n on Pn−1 and X//0Gm is a singular affine quadric. Let
p± ∶X//+Ð→ X//0
be the corresponding birational contractions.
The diagram
X//+ X//−
X//0
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is the prototypical example of a flop. [BO95, Theorem 3.9] proves that
the functor
p−∗p
+∗
∶ Db(cohX//+)→ Db(cohX//−). (2.18)
is an equivalence of derived categories of coherent sheaves (where the
functors p−∗ and p
+∗ are, of course, derived on the right and left, respec-
tively). For this example, the actions of Gm on U± are free, and so we
may identity
Db(cohX//+) = Db(cohGm U±) (2.19)
and recognize the Bondal-Orlov flop equivalence as an equivalence of
equivariant derived categories.
Remark 2.2.2. Taking the functor to be p−∗p
+∗ is equivalent to taking
the fiber product along p± as the Fourier-Mukai kernel of the functor.
Instead of the fiber product, one could also take as a Fourier-Mukai
kernel a common blow-up resolving the birational map. For the Atiyah
flop, though, the fiber product and the resolution are isomorphic, see
[Kaw04, Proposition 5.5].
We now observe that the fiber product agrees with an appropriate
restriction of Q(R).
Proposition 2.2.3. With Q(R) as in Equation (2.17), let
Y wc ∶= SpecQ(R) ×X×X (U+ ×U−) (2.20)
denote the restriction of Q(R) to the open subset U−×U+ ⊂X×X. (The
“wc” stands for “wall-crossing”.) Then there is a natural isomorphism
Y wc ≅ U+ ×X//0 U−. (2.21)
In other words, if we regard Qwc = Γ(Y wc,O) as an object of Db(cohG2m U−×
U+), then the Fourier-Mukai functor
ΦQwc ∶ D
b(cohGm U−)→ Db(cohGm U+)
is an equivalence and ΦQwc is naturally isomorphic to to p−∗p
+∗ under
the identification in Equation (2.19).
Proof. The universal property of the fiber product gives a map
φ ∶ R ⊗RGm R → Q(R) (2.22)
which is, explicitly, given by r1⊗r2 ↦ r1s(r2), i.e. φ = p⊗RGm s. Taking
k = n and l = n in Example 2.1.7 to describe Q(R), we have:
φ ∶
k[x+,x−,y+,y−]
(x+y− − y+x−) → k[u,x+,y−, u−1y−1 , . . . u−1y−n].
We can work on a cover of U+×U− given by inverting the monomials in
x1 and y2. One can check that inverting any such pair reduces φ to an
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isomorphism. The statement about ΦQwc being an equivalence is then
just a rephrasing of the Bondal-Orlov equivalence, i.e. Equation (2.18).

Example 2.2.4. Let
R = k[x1, . . . , xn, y1, . . . , yn]/(x1y1 + . . . + xnyn)
with n ≥ 2 and with each deg(xi) = 1 and each deg(yj) = −1. Here
SpecR//+ ⇢ SpecR//− is the elementary Mukai flop. Note that here
SpecR is singular. In Example 3.2.11 we will see that such singularities
lead to a poorly behaved Fourier-Mukai functor associated to Q(R),
and we will correct this behavior in Example 5.2.3 by replacing Q(R)
with a suitable affine derived scheme Qder(R). It is not difficult to
show that a suitable generalization of Proposition 2.2.3 holds once this
correction is made.
3. Functors from compactifications
3.1. Partial compactifications of group actions. We now address
the geometric interpretation of Q(R). In this section, in order to pro-
vide context for the connection between Q(R) and geometric invariant
theory (GIT), we will give definitions and results for varieties which
are not necessarily affine and actions by algebraic groups other than
Gm. The reader only concerned with the level of generality required
for the later portions of this paper may well assume that G = Gm
and X = SpecR is affine throughout this section as well; under these
assumptions Proposition 3.1.2 and Proposition 3.1.6 summarize the
relevant statements needed from this subsection.
Let G be an algebraic group acting on a variety X . Let σ̂ ∶ G×X → X
be the action map and π̂ ∶ G×X →X the projection. The space G×X
itself admits a G ×G action given by
(g1, g2) ⋅ (g, x) = (g2gg−11 , σ̂(g1, x)) (3.1)
which makes π̂ and σ̂ equivariant. With this action, the map G ×X →
X ×X given by (g, x)↦ (x, σ̂(g, x)) becomes equivariant, where X ×X
has the obvious G ×G action.
Definition 3.1.1. Let X˜ be an algebraic variety together with an ac-
tion ofG×G which is equipped with aG×G-equivariant open immersion
i ∶ G ×X ↪ X˜,
and a G ×G-equivariant morphism
(p̂, ŝ) ∶ X˜ →X ×X
such that the following diagram commutes:
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G ×X X
X˜
i
σ̂
pi
p̂ ŝ
i.e. p̂ ○ i = π̂ and ŝ ○ i = σ̂. In the above situation, we say that X˜
equipped with the maps p̂, ŝ, i, is a partial compactification of the action
of G on X .
The following result shows that Q(R) encodes exactly this kind of
structure when G = Gm and X is affine.
Proposition 3.1.2. Let SpecR be an affine variety with a Gm-action.
Consider the maps
SpecQ(R) SpecR.p̂
ŝ
corresponding to the ring maps p, s ∶ R → Q(R) and let
η̂ ∶ SpecQ(R)→ SpecR[u,u−1] = Gm × SpecR
be the open immersion corresponding to η ∶ Q(R) → R[u,u−1] . Then
SpecQ(R) together with the maps p̂, ŝ, η̂ form a partial compactification
of the action of Gm on SpecR.
Proof. This follows easily from previous observations: the equivari-
ant structure on Q(R) is determined by the Z2-grading given in Re-
mark 2.1.2. The fact that η̂ is an open immersion follows from the
fact that it is the localization along u. That Figure 3.1.1 commutes is
exactly dual to the commutativity of the diagrams in (2.15). 
Example 3.1.3. Let us revisit Example 2.1.7 where we considered
the case of a Gm-action on a polynomial ring, i.e. we now consider
Spec(R) = Ak+l where the first k-coordinates are acted on with non-
negative weights and the last l-coordinates with strictly negative weights.
Following Example 2.1.7, write
Ak+l+1 = SpecR[u,x+,y−] = SpecQ(R).
The p and smodule structures computed in Equations (2.11) and (2.12)
determine the maps pˆ and sˆ in the commutative diagram
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Gm ×A
k+l Ak+l
Ak+l+1
i
σˆ
pˆi
pˆ sˆ
where σˆ and sˆ are the action and projection maps, and i is an inclusion
chosen to make the diagram commute. Explicitly:
i(u,x+1 , . . . , x+k , x−1 , . . . , x−l ) = (u,x+1 , . . . , x+k , ub1x−1 , . . . , ublx−l )
pˆ(u,x+1 , . . . , x+k , y−1 , . . . , y−l ) = (x+1 , . . . x+k , u−b1y−1 , . . . , u−bly−l )
sˆ(u,x+1 , . . . , x+k , y−1 , . . . , y−l ) = (ua1x+1 , . . . uakx+k , y−1 , . . . , y−l ).
Note that the map i is not the “naive” inclusion in these coordinates.
The data of the partial compactification of an action of G on X auto-
matically encodes a notion of a boundary on X˜ as well as distinguished
“unstable” and “semistable” loci in X , as in the following definition.
Definition 3.1.4. If X˜ is a partial compactification of an action σ ∶
G ×X → X , we define the boundary of X˜ to be
∂X˜ ∶= X˜/i(G ×X),
the ŝ-unstable locus to be
Xus = ŝ(∂X˜),
and the ŝ-semistable locus to be
Xss = X ∖Xus.
Note that Xss itself admits a G-action as the G × G action on X˜
extends the action on G ×X and ŝ was assumed equivariant. In this
article we are primarily concerned with the affine group scheme Gm and
the case where X = SpecR is affine, in which case ∂X˜ is a automatically
a divisor in X˜ (although Xus = ŝ(∂X˜) will rarely be a divisor in X).
Remark 3.1.5. The terminology in Definition 3.1.4 is chosen to em-
phasize the connection with geometric invariant theory (GIT). The
next lemma demonstrates the precise relationship between our notion
of sˆ-semistability and semistability in GIT. We will also explain the re-
lationship for actions by higher rank tori in Example 3.1.7 and Propo-
sition 3.1.8.
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Proposition 3.1.6. Let Gm act on X = SpecR and let SpecQ(R)
partially compactify the action as in Proposition 3.1.2. Then the ŝ-
unstable locus is the repelling locus X− as defined in Definition 2.1.16.
In particular, Xss =X ∖X−.
Proof. SinceQ(R) = ⟨u,π(R), σ(R)⟩, the ideal which defines the bound-
ary ∂ ⊆ SpecQ(R) is simply ⟨u⟩ ⊆ Q(R). Hence, ŝ(∂) is given by the
ideal ⟨u⟩ ∩ s(R). By the explicit gradings in Remark 2.1.2, it is easy
to see that ⟨u⟩ ∩ s(R) = I+ is the ideal generated by all homogeneous
elements of positive degree, which in turn is the ideal defining X−. 
It follows immediately from the above proposition that, in the case of
a Gm-action on X = SpecR equipped with the partial compactification
of the action given by SpecQ(R), one has
Xss =X ∖X− = SpecR ∖ Spec(R/I+) = ⋃
r∈I+
SpecRr. (3.2)
We conclude this subsection with two brief but instructive examples
of partial compactifications of actions which go beyond the case of a
Gm-action (and thus are not logically necessary for the remainder of
this article). In the first example, G is a higher rank torus acting on
any affine space. In the second example, G is non-abelian.
Example 3.1.7. Let T = Gnm be a torus and let χ∗(T ) = Hom(T,Gm)
denote its character lattice. Suppose that T acts on a ring R with
co-action map
σ ∶ R → R⊗k k[T ] ≅ R⊗k k[χ∗(T )] ≅ R[x±1 , . . . , x±n].
Now, let C ⊂ χ∗(T ) be any finitely generated submonoid. Let
QCT (R) = ⟨R[C], σ(R)⟩ ⊆ R[χ∗(T )]
be the subalgebra generated by the image of the action and the monoid
ring. A trivial generalization of Proposition 3.1.2 shows that SpecQCT (R)
is a partial compactification of the action of T on X = SpecR.
Now, suppose Pic(SpecR) ⊗ Q is trivial. Then, following [Tha96,
Section 2] or [DH98, Section 3], the cone of ample T -linearized Q-
divisors on X = SpecR is a cone in χ∗(T ) ⊗ Q. This cone admits a
chamber decomposition such that the relative interiors of the respective
chambers correspond exactly to GIT quotients. That is, two characters
χ and χ′ lie in the relative interior of the same chamber exactly when
the GIT semistable loci Xss(χ) and Xss(χ′) are equal
Of particular interest is the case where the monoid C is itself the
(integral points of) of a GIT chamber. Although not required for the
remainder of the article, it seems worthwhile to observe that a gen-
eralization of Proposition 3.1.6 holds in this setting which relates the
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notion of semistability given in Definition 3.1.4 with the usual notion
of semistability in Geometric Invariant Theory (GIT).
Proposition 3.1.8. As above, let a torus T act on a ring R and sup-
pose Pic(SpecR)⊗Q = 0. Let C be the monoid of integral points of the
closure of a GIT chamber, and let L be any line bundle which lies in
the relative interior of the same GIT chamber.
Then the sˆ-semistable locus in the sense of Definition 3.1.4 equals the
semistable locus for the action of T on X equipped with the linearization
L in the sense of GIT.
Proof. The proof is essentially the same as that of Proposition 3.1.6. In-
deed, the ideal defining the boundary of SpecQCT (R) is ⟨χ1⊗1, . . . , χk⊗
1⟩ where the χi are any set of characters minimally generating the
monoid C. Thus, ideal defining the sˆ-unstable locus in X is I ∶=⟨χ1 ⊗ 1, . . . , χk ⊗ 1⟩ ∩ s(R). However, localizing R at I is the same
as localizing R at χ ⊗ 1 where χ ∈ C is any character in the relative
interior of C, since we have χ =∑aiχi with each ai > 0. 
Remark 3.1.9. As the reader may have already guessed, Example 3.1.7
in particular shows how to realize toric varieties via partial compacti-
fications of torus actions on affine space.
Namely, if one specializes to the case where R = k[x1, . . . , xn] and
so SpecR = An, the above discussion reduces to torus actions on affine
space. Here the GIT chambers agree with the cones in the GKZ-fan
(see e.g. [CLS11, Section 14.4]), and the GIT quotients are the real-
ization of toric varieties via the Cox construction. It is not difficult to
give an explicit combinatorial description of a rational polyhedral cone
describing the affine toric variety QCT where C is any chamber of the
GKZ-fan, although doing so would be too much of a digression, so we
leave this as an exercise to the combinatorially minded reader.
Example 3.1.10. Let W be a vector space of dimension k and V
be a vector space of dimension n with k ≤ n. Set G = Gl(W ) and
X = Hom(W,V ) so that G acts on X by right multiplication. Then
X˜ = End(W )×X is a partial compactification of G×X . The projection
and multiplication maps extend naturally to maps X˜ → X , and here
Xss is identified with the set of matrices of full rank, so that Xss/G is
the Grassmannian Gr(n, k).
3.2. Functors from partial compactifications. We now show how
to associate functors between derived categories given the data of a
partial compactification of an action. This is essentially done by taking
the partial compactification itself as a Fourier-Mukai kernel.
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Definition 3.2.1. Given X˜ a partial compactification of a G-action
on X in the sense of Definition 3.1.1, define
QX,G ∶= (p̂ × ŝ)∗OX˜ ∈ Db(QcohG×GX ×X), (3.3)
which is simply the derived push-forward of the structure sheaf under
the extended action and projection maps.
Remark 3.2.2. If X is affine and G = Gm then, since the functor(p̂ × ŝ)∗ is exact, Proposition 3.1.2 shows that Q(R) with its p-s-
bimodule structure corresponds to the equivariant sheaf QSpecR,Gm .
However, as suggested by the examples of flops from Section 2.2, we
are not literally interested in endofunctors D(QcohGX)→ D(QcohGX)
as would obtained by taking QX,G as a kernel object. Rather, we are
interested in functors D(QcohGXss) → D(QcohGX) where Xss is the
semistable locus from Definition 3.1.4.
Definition 3.2.3. Let X˜ be a partial compactification of a G-action
onX . Then QssX,G denotes the quasi-coherent sheaf on X
ss
×X obtained
by restricting QX,G from X ×X . That is,
QssX,G = (j × Id)∗Q (3.4)
where j ∶ Xss → X is the inclusion.
For the purposes of the paper, we are primarily concerned with the
case of a Gm-action on an affine variety, for which we reserve different
notation as follows.
Definition 3.2.4. If X = SpecR has a Gm-action, then Q+(R) denotes
the quasi-coherent sheaf obtained by restricting the sheaf associated to
Q(R) to the quasi-affine variety Xss ×X =X ∖X− ×X .
We will frequently abuse notation and drop the implicit reference to R
and just write Q+, and will also use
Q+ ∈ D
b(QcohGm×GmXss ×X) (3.5)
to denote the corresponding object of the derived category. Taking Q+
as a Fourier-Mukai kernel, we have the functor
ΦQ+ ∶ D(QcohGmXss)→ D(QcohGmX). (3.6)
Remark 3.2.5. For an arbitrary ring R, Q is a module, hence a
bounded complex. Since it may not be perfect in general, tensor prod-
uct with Q may not preserve boundedness unless R has finite Tor di-
mension. When X = SpecR is smooth, we will establish a “cohomolog-
ical properness” result in Proposition 4.1.5 which in particular implies
that the essential image lands in the derived category of complexes
20 BALLARD, DIEMER, AND FAVERO
with bounded and coherent coherent sheaves. We leave cohomological
properness of ΦQ beyond the smooth case for a fuller discussion.
We now show that this functor is automatically faithful.
Proposition 3.2.6. Let Gm act on X = SpecR. Let Q+ be as in Equa-
tion (3.5). Then the Fourier-Mukai functor ΦQ+ from Equation (3.6)
is faithful.
Proof. This essentially follows from Lemma 2.1.14. In more detail, by
the open affine cover of Xss given in Equation (3.2), one obtains the
obvious cover of Xss ×X . Lemma 2.1.14 says exactly that Q restricts
to ∆ on each open affine subset of this cover, which by Lemma 2.1.5 is
the Fourier-Mukai kernel of the identity functor. If
j ∶ Xss →X (3.7)
denotes the inclusion and j∗ ∶ D(QcohX) → D(QcohXss) the restric-
tion functor, we thus have that j∗○ΦQ+ = Id, and the result follows. 
Remark 3.2.7. It is not much more difficult to prove a strengthened
version of Proposition 3.2.6 valid for any kernel QssX,G from Defini-
tion 3.2.3. Indeed, the other main result from this Section, Propo-
sition 3.3.9, also admits such a generalization as well. Since we do not
require such generality for the remainder of the article, though, we omit
these generalizations for the sake of brevity.
Fullness of the functor ΦQ+ is more subtle and addressing this is,
in a sense, the main technical content of Section 3.3 (when SpecR is
smooth) and Section 5.1 (in general). We will see in Lemma 3.3.6 that
fullness of the functor ΦQ+ is intimately related to properties of the
tensor product Q(R) s⊗p Q(R), which we now study.
The tensor product Q(R) s⊗p Q(R) inherits a G3m-action from the
G4m-action on Q(R) ⊗k Q(R). Explicitly, let (a, b) ∈ Z2 denote the
weight of a homogenous element of r ∈ Q(R). Then we have the fol-
lowing weights on homogenous elements of Q(R) s⊗p Q(R):
deg(r ⊗ 1) = (a, b,0) (3.8)
deg(1⊗ r) = (0, a, b). (3.9)
The G3m-action is such that the map
SpecQ(R) ×SpecR SpecQ(R)→ SpecR × SpecR
corresponding to p⊗ s is equivariant for the projection G3m → G
2
m onto
the first and third factor. The next lemma relates Q(R) s⊗p Q(R)
to Q(R) directly after taking suitable invariants. In what follows, let
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Z ⊂ Z3 be the inclusion into the middle factor. If M is a Z3-graded
module, we let (M)0 denote the Z2-graded sub-module obtained by
taking degree zero in the middle factor. Likewise, if f ∶ M → N is a
map of Z3-graded modules, (f0) ∶ (M)0 → (N)0 is the corresponding
restriction.
Lemma 3.2.8. We have a commutative diagram
(Q(R) s⊗p Q(R))0
(Q(R) s⊗π ∆(R))0
(∆(R) σ⊗p Q(R))0
Q(R)
(1⊗η)0
(η⊗1)0
∼
∼
Proof. Both the top and bottom map take a⊗b to the degree zero piece
inside ∆(R) s⊗π ∆(R) which happens to land in Q(R). 
Definition 3.2.9. Following Lemma 3.2.8, we set ρR to be the map
ρR ∶ (Q(R) s⊗p Q(R))0 → Q(R). (3.10)
given by either (1⊗ η)0 or equivalently (η ⊗ 1)0.
In very specific situations, the map ρR may be an isomorphism.
Lemma 3.2.10. Let R be an object of CRGmk and assume that either
the weights of R are all non-positive or all non-negative. Then ρR is
an isomorphism.
Proof. Assume for simplicity that all the weights are non-negative; the
proof for non-positive weights is similar. Using Lemma 3.2.8, it suffices
to show that (η ⊗ 1)0 is an isomorphism. By Example 2.1.8, Q(R) ≅
R[u] so that Q(R) is flat over R via p. We first note that injectivity of(η⊗1)0 then follows from flatness and because the functor of invariants
is exact. To demonstrate surjectivity, we have to exhibit elements of
Q(R) s⊗p Q(R) of middle degree zero that map to σ(r), π(r), and u.
They are, respectively, 1⊗ σ(r), π(r)⊗ 1, and u⊗ u. 
Note that in the above lemma, one has Q(R) s⊗p Q(R) ≅ R[u, v], and
the gradings from Remark 2.1.2 immediately imply that (Q(R) s⊗p
Q(R))0 ≅ Q(R) as R-bimodules. The above lemma shows that ρR
indeed implements this isomorphism.
Example 3.2.11. However, the map ρR is not an isomorphism in gen-
eral. An elementary counterexample is R = k[x, y]/(xy) where [x] = 1
and [y] = −1. Letting z = yu−1, one has
Q(R) ≅ k[x, z, u]/(xz)
22 BALLARD, DIEMER, AND FAVERO
and
Q(R)⊗R Q(R) ≅ k[x, z′, u, u′]/(xz′uu′).
The element x ⊗ z′ has middle degree 0 in Q(R)⊗R Q(R) and is sent
to 0 in Q(R) under ρR. In Section 5.2 we will remedy such a fail-
ure by deriving Q, and will revisit this particular example again in
Example 5.2.3.
Remark 3.2.12. Note that in the above example SpecR is singular.
We will see in Lemma 4.2.5 that ρR is an isomorphism whenever SpecR
is smooth.
Remark 3.2.13. Intuitively, the property of ρR being an isomorphism
is similar to the characterization of derived open immersions as being
finitely-presented ring maps f ∶ A → B such that B
L
⊗A B ≅ B, see e.g.
[TV08, Lemma 2.1.6]. In particular, this suggests we should derive
the tensor product in Q(R) s⊗pQ(R) to obtain a fully-faithful functor.
When SpecR is smooth, we will see in Proposition 4.2.6 that this tensor
product is automatically derived (i.e. its higher Tor’s vanish). For
singular cases we will implicitly derive this tensor product during the
course of Section 5.1 by deriving the Q functor itself.
3.3. Bousfield localizations. In this section we address the fullness
of the functor ΦQ+ from Equation (3.6). Indeed, we will show more
and in Proposition 3.3.9 exhibit a semi-orthogonal decomposition of
D(QcohGm SpecR) such that ΦQ+ gives the inclusion of one of the fac-
tors. This semi-orthogonal decomposition will come from a Bousfield
localization.
Definition 3.3.1. Let T be a triangulated category. A Bousfield lo-
calization is an exact endofunctor L ∶ T → T equipped with a natural
transformation
δ ∶ IdT → L
such that:
a) Lδ = δL and
b) Lδ ∶ L → L2 is invertible.
If instead we have an endofunctor C ∶ T → T equipped with a natural
transformation ǫ ∶ C → 1 such that
a) Cǫ = ǫC and
b) Cǫ ∶ C2 → C is invertible,
then one calls C a Bousfield colocalization.
We refer to [Kra12, Section 4] for background on Bousfield localizations
and colocalizations for triangulated categories.
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Remark 3.3.2. If P,P ′ ∈ Db(modG2m R ⊗k R) and δ ∶ P → P ′ is any
map, then one can easily check that ΦP (δ)(A) = δ(ΦP (A)) for any
A ∈ D(ModGm R). This means that the first condition for being a
Bousfield localization or colocalization is automatically satisfied in the
setting of Fourier-Mukai functors, provided has a morphism δ ∶ ∆→ P
or ǫ ∶ P →∆ (recall ∆ is the kernel of the equivariant identity functor).
Definition 3.3.3. Suppose we have maps of endofunctors
C
ǫ
Ð→ IdT
δ
Ð→ L
of a triangulated category T such that
Cx
ǫCx
ÐÐ→ x
δx
Ð→ Lx
is an exact triangle for any object x. Then C → IdT → L is called a a
Bousfield triangle for T if any of the following equivalent conditions are
satisfied:
(i) L is Bousfield localization and C(ǫx) = ǫCx,
(ii) C is a Bousfield colocalization and L(δx) = δLx,
(iii) L is Bousfield localization and C is a Bousfield colocalization.
Let us prove the equivalence of the three conditions in the definition.
Proof. i) ⇒ ii): Suppose L is Bousfield localization. Set x = Ly. Then
we get a triangle
CLy
ǫLy
Ð→ Ly
δLy
ÐÐ→ L2y
and the map Ly → L2y is an isomorphism. Therefore, CLy = 0. Now,
consider the triangle
C2y
C(ǫy)
ÐÐÐ→ Cy
C(δy)
ÐÐÐ→ CLy.
Since CLy = 0 the first map is an isomorphism as desired. ii) ⇒ i) is
by symmetry. As i) is equivalent to ii), it is obvious that they are both
equivalent to iii). 
Lemma 3.3.4. Let C → IdT → L be a Bousfield triangle for a triangu-
lated category T . Then there is a weak semi-orthogonal decomposition
T = ⟨ImL, ImC⟩. (3.11)
Here Im denotes the essential image.
Proof. By definition, for any object x of T , we have a triangle
Cx→ x→ Lx
in T . Let f ∶ Cx → Ly be any map. We have a commutative diagram
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C2x CLy
Cx Ly
Cf
∼
f
with the left vertical map an isomorphism since C is a Bousfield colo-
calization. Since Ly → L2y is also an isomorphism, its (co)cone CLy
must be 0. Thus, up to composition with an isomorphism, f = 0. 
Lemma 3.3.5. Let C1
ǫ1
Ð→ 1
δ1
Ð→ L1 and C2
ǫ2
Ð→ 1
δ2
Ð→ L2 be Bousfield
triangles for a triangulated category T such that L1C2
L1(ǫ2)
ÐÐÐ→ L1 is an
isomorphism. Then there is a weak semi-orthogonal decomposition
T = ⟨ImC2 ○L1, ImC2 ○C1, ImL2⟩.
This induces a fully-faithful functor
F ∶ T / ImC1 → T .
Proof. For the first statement, by Lemma 3.3.4 we only need to fur-
ther decompose ImQ in Equation (3.11). From Lemma 3.3.4 and
Lemma 3.3.8, we know that for any objectM ∈ T there is exact triangle
C2(C1(M)) → C2(M)→ C2(L1(M))
so we only need to check semi-orthogonality. Let N ∈ T be another
object and
f ∶ C2(C1(M))→ C2(L1(N))
be any morphism. Using the semi-orthogonality of ImC2 and ImL2, f
corresponds uniquely to a map
g ∶ C2(C1(M)) → L1(N).
We have a commutative diagram
C2(C1(M)) L1(N)
L1(C2(C1(M))) L21(N)
g
∼
L1g
Next, we note that
L1(C2(C1(M))) ≅ L1(C1(M)) by assumption
≅ 0 since L1C1 = 0.
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Hence g = 0 and therefore f = 0.
For the second part of the statement, apply [Orl09, Lemma 1.4] (see
also Proposition 4.9.1 of [Kra12]) to the case D = ImC2, N = ImC2C1.
This gives an equivalence
ImC2L1 ≅ ImC2/ ImC2C1.
Now apply [Orl09, Lemma 1.1] with D = ImC2, D′ = T , N = ImC2C1,
and N ′ = ImC1. This gives an equivalence
ImC2/ ImC2C1 ≅ T / ImC1.
Tracing through these equivalences, we have an equivalence
T / ImC1 ≅ ImC2L1.
which induces the fully-faithful functor F . 
We now show that, under certain conditions, the exact triangle
Q
ηR
Ð→ ∆→ cone ηR → Q[1] (3.12)
in Db(modGm R ⊗k R) yields a Bousfield triangle for the associated
Fourier-Mukai transforms.
Lemma 3.3.6. Let R be an object of CRGmk . Then the triangle of
functors
ΦQ
η
Ð→ Id → Φcone ηR
is a Bousfield triangle if
a) The map ρR ∶ (Q(R) s⊗pQ(R))0 → Q(R) is an isomorphism, and
b) TorRi (Q(R)p,Q(R))s) = 0 for all i > 0, where the subscripts on
Q(R) denote the R-module structures given by p or s respectively.
Proof. By Remark 3.3.2, the functors form a Bousfield triangle if and
only if
(Q Ls⊗p Q)0 Q(η)ÐÐ→ Q
is an isomorphism. Since TorRi (Q(R)p,Q(R))s) = 0 for all i > 0, (Q Ls⊗p
Q)0 = (Q s⊗p Q)0. Therefore, the map Q(η) is just ρR, which is an
isomorphism by assumption. 
Definition 3.3.7. If R is an object of CRGmk is such that conditions a)
and b) appearing in Lemma 3.3.6 are both satisfied, we say that R has
Property P.
In particular, Lemma 3.3.4 says that if R has Property P, then there is
a semi-orthogonal decomposition
D(QcohGm SpecR) = ⟨ImΦQ, ImΦcone η⟩. (3.13)
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We can further refine this semi-orthogonal decomposition using
Lemma 3.3.5 by considering Bousfield (co)localizations coming from
local cohomology. Let Γ+ denote the local cohomology of X = SpecR
along V (I+) =X−.
Lemma 3.3.8. There is a Bousfield triangle
Γ+ → Id→ J+ (3.14)
for Db(QcohGm SpecR) where
J+ ∶= j∗ ○ j∗ (3.15)
and j ∶ SpecR ∖ V (I+)→ SpecR is the inclusion.
Proof. This is standard. See Example 1.2 of [HR17] which applies to
algebraic stacks and, in particular, our situation. 
We then refine our semi-orthogonal decomposition from Equation (3.13)
as follows.
Proposition 3.3.9. Let R be an object of CRGmk which has Property P.
Then there is a semi-orthogonal decomposition
D(QcohGm SpecR) = ⟨ImΦQ ○ J+, ImΦQ ○ Γ+, ImΦcone η⟩.
Furthermore, the functor
ΦQ+ ∶ D(QcohGm SpecR/V (I+))→ D(QcohGm SpecR)
is fully-faithful.
Proof. We note that J+ ○ ΦQ = J+ since inverting any r ∈ R of posi-
tive weight trivializes Q by Lemma 2.1.14. Therefore, we may apply
Lemma 3.3.5 to obtain the result, noting that the map F in that lemma
is exactly ΦQ+ in this case. 
4. The smooth case
We now study the faithful functor
ΦQ+ ∶ D
b(cohGmX−)→ Db(QcohGmX) (4.1)
from Equation (3.6) in the case where X = SpecR is a smooth affine
scheme with Gm-action. As mentioned in the introduction, the smooth-
ness hypothesis is unreasonably restrictive for the demands of birational
geometry, although it does subsume many simple examples and, not
surprisingly, permits some dramatic simplifications compared to the
general case that we will pursue in Section 5.2.
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4.1. Affine space. We first consider the case where X = An; here we
study ΦQ+ via direct calculations. We begin by showing in two lemmas
that X = An (equipped with any weights) has Property P, i.e. satisfies
the hypotheses of Lemma 3.3.6.
Lemma 4.1.1. Let R = k[x1 . . . , xn] where the xi are equipped with any
degrees. Then the map ρR from Definition 3.2.9 is an isomorphism.
Proof. This can be verified by an explicit calculation using the gradings
on Q(R) s⊗p Q(R) from Equations (3.8) and (3.9). However, let us
instead give a quick proof more in the spirit of arguments we will use
later in Section 5.2.
We induct on n. First, if n = 1, i.e. R = k[x1], then the statement
of the Lemma follows directly from Lemma 3.2.10. (Alternately, note
that the statement for n = 0 is trivial). We then need to show that
for any object S of CRGmk , if ρS is an isomorphism then ρS[x] is also an
isomorphism (where x is given any weight). Indeed, by Lemma 2.1.9
Q(S[x])⊗Q(S[x]) ≅ Q(S)[y]⊗Q(S)[y]
and it’s easily verified that
(Q(S)[y]⊗Q(S)[y])0 ≅ (Q(S)⊗Q(S))0[y].
Then, using Lemma 2.1.9 again,
(Q(S)⊗Q(S))0[y] = Q(S)[y]
= Q(S[x]).

Lemma 4.1.2. Let R = k[x1, . . . , xn] where the xi are equipped with
any degrees. Then TorRi (Q(R)p,Q(R)s) = 0 for i > 0.
Proof. In the notation of Example 2.1.7, we have
Q(R) = k[x+,x−,y+,y−, u]/⟨y+ − uax+,x− − u−by−⟩
which exhibits Q(R) as a complete intersection ring inside R ⊗k R[u]
where
R ⊗k R = k[x+,x−,y+,y−].
Since R ⊗k R[u] is a flat R⊗k R-module, the Koszul resolution
K●R⊗kR[u](y+ − uax+,x− − u−by−).
of Q(R) as R ⊗k R[u]-module gives a flat resolution of Q(R)s as an
R-module. Hence,
Q(R)p ⊗LR Q(R)s = Q(R)p ⊗RK●R⊗kR[u](y+ − uax+,x− − u−by−)
=K●Q(R)⊗kR[u](y+ − uavas+, s− − u−by−).
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where we identify
Q(R)⊗k R[u] = k[s+, s−,y+,y−, u, v].
Since y+i − u
aivais+i , s
−
i − u
−biy−i is a regular sequence (it just solves out
certain variables), this complex has no higher homology. 
Combining Lemmas 4.1.1 and 4.1.2 with Proposition 3.3.9 immediately
gives the following.
Proposition 4.1.3. Let Gm act on An = SpecR. Then
ΦQ+ ∶ D
b(cohGm An ∖ V (I+))→ Db(QcohGm An)
is fully-faithful.
We now study the essential image of ΦQ+ in the affine space case
and show that it coincides with the subcategory generated by weights
in the interval (µ,0] where −µ is the sum of the positive weights of
the Gm-action. To this end, we first establish a useful set of related
generating objects.
Lemma 4.1.4. Equip R = k[x1, . . . , xn] with any Gm-action and set
µ = − ∑
deg xj>0
degxj . (4.2)
Then Db(cohGm An∖V (I+)) is generated by objects of the form j∗O(i)
where i ∈ N is in (µ,0]. Here j ∶ An ∖ V (I+)) → An is the inclusion
and R(i) denotes structure sheaf of An = SpecR equipped with weight
i with respect to the Gm-action.
Proof. The Koszul complex on {xj ∣ degxj > 0} is acyclic on An∖V (I+),
so the object j∗O(µ) is generated by such objects. Similarly, tensoring
the Koszul complex by some j∗O(t), we get that j∗O(µ+t) is generated
by those O(i) with µ + t < i ≤ t. By induction, we can thus generate
any j∗O(k) with k ≤ 0 by the objects j∗O(i) with i ∈ (µ,0]. Similarly,
we can generate an object of the form j∗O(i) with i > 0 by twisting
the Koszul complex by j∗O(i) and peeling off the top term.

Proposition 4.1.5. With notation as above, the essential image of the
equivariant Fourier-Mukai functor
ΦQ+ ∶ D
b(cohGm An ∖ V (I+))→ Db(QcohGm An)
is the full subcategory generated by those R(i) such that i ∈ (µ,0].
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Proof. Since ΦQ+ is fully-faithful by Proposition 4.1.3, Lemma 4.1.4
tells us that the essential image of ΦQ+ is equivalent to the full sub-
category of DbQcoh(An) generated by the objects ΦQ+(j∗O(i)) with
i ∈ (µ,0]. Indeed, we will show that ΦQ+(j∗O(i)) = R(i) for such
objects, thus proving the Proposition.
With notation as in Example 2.1.7, write R = k[x+,x−] and
Q(R) = R ⊗k R[u]/⟨y+ − uax+,x− − u−by−⟩ = k[x+,y−, u].
To push forward an object from An/V (x+)×An to An, we let C ⋅ be the
C˘ech resolution of An/V (x+)×An given by inverting the x+i ’s. We then
compute:
ΦQ+(O(i)) = (C ⋅ ⊗R⊗kR Q(R)s ⊗R R(i,0))(0,∗)
= C ⋅ ⊗R⊗kR (Q(R)s)(i,∗)
= C ⋅ ⊗R⊗kR R⊗k R[u]/⟨y+i − uaix+i , x−i − u−biy−i ⟩.
Here, the notation (i,∗) refers to the Z2 grading C ⊗R M ⊗R Q(R)
inherits as a R⊗k R-module, and (i,∗) means the sum over all degree(i, d) pieces for all d ∈ Z (this is the degree restriction which corresponds
to taking Gm-invariants in the equivariant Fourier-Mukai transform).
We thus have reduced the problem to computing the C˘ech cohomology
of Q(R) = k[x+,y−, u] with deg x+i = (ai,0),deg y−i = (0, bi), and deg u =(−1,1). This is a well known computation. Namely, one can check that
the cohomology vanishes when the cohomological degree is in (µ,0),
and in degree zero is given by u−ik[uax+,y−] = R(i). 
Remark 4.1.6. The above proof also exhibits an isomorphism of func-
tors
ΦQ+ ○ j
∗ = Id
when restricted to the full subcategory generated by those R(i) such
that i ∈ (µ,0]. Another consequence is that the essential image of ΦQ+
actually lies in Db coh(An), as promised in Remark 3.2.5.
4.2. The smooth affine case in general. We now consider the case
where a ring R in CRGmk is such that SpecR is smooth. To make
reductions to affine space case, we will repeatedly make use of the Luna
Slice Theorem, to which we refer to [Dre04] for expository background
or [Lun73] for the original result. Accordingly, from this point on we
assume k is a field. Let us state a version at the level of generality we
require; in particular we will only require the theorem near points on
the fixed locus, which simplifies the statement.
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Proposition 4.2.1. Let Gm act on a smooth affine variety X = SpecR,
and let x ∈ X be a fixed point for the action. Then there exists a Gm-
invariant affine subvariety V ⊆ X containing x, called the slice at x,
and a diagram
V
TxX X
fg
where the maps f, g are strongly e´tale (see Remark 4.2.2 below for a
reminder of this definition), and TxX denotes the tangent space to X
at x.
Moreover, it can be arranged so that V = SpecRr where deg r = 0 and
that the image of V under g is SpecTt where deg t = 0, where we have
written TxX ∶= SpecT .
Let us prove that our version indeed does follow from the version in
[Dre04, Theorems 5.3 and 5.4].
Proof. The only non-trivial differences between 4.2.1 and [Dre04, The-
orems 5.3 and 5.4] are that we require g to be strongly e´tale and not
just strongly e´tale onto its image, and that we may take V = SpecRr
as claimed.
Taking V from [Dre04, Theorems 5.3 and 5.4], we may cover V by
open subsets of the form SpecRa. If some SpecRa contains the fixed
point x, we must have deg r = 0. Since strongly e´tale morphisms base
change under localization by degree zero elements we may replace V
by SpecRa with deg a = 0 and we still know that g is strongly e´tale
onto its image.
Now, similarly cover img by open subsets of the form SpecTt. Once
again, in order to contain the origin (the image of the fixed point),
we must have deg t = 0. Hence, if we replace SpecRa by SpecRag(t),
then g is a strongly e´tale map to SpecTt. Furthermore as deg t = 0,
the inclusion into SpecT is strongly e´tale as well. Therefore, g, as a
composition, is strongly e´tale. 
Remark 4.2.2. Let G be any reductive group. Recall that if φ ∶ R → S
is a map of rings, such that φˆ ∶ SpecS → SpecR is equivariant, one says
that φ is strongly e´tale if the induced map on invariant subrings
φG ∶ R
G
→ SG
is e´tale and there is an isomorphism S ≅ R ⊗RG SG in CR
G
k where the
tensor product is taken with respect to φ and the inclusion RG ⊆ R.
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We now show that the functor Q satisfies base change for strongly
e´tale ring maps.
Proposition 4.2.3. Let f ∶ R → S be a strongly e´tale map of rings
with Gm-actions. Then,
a) there is an isomorphism of bimodules
S f⊗s Q(R) ≅ Q(R) p⊗f S ≅ Q(S),
b) and an isomorphism of functors,
f∗ ○ΦQ(R) ≅ ΦQ(S) ○ f∗.
Proof. We first prove a). We have the obvious map Q(R)⊗RS → Q(S)
given by Q(f) ⊗ 1; we claim this map is an isomorphism. This map
sits as the top arrow in the commutative diagram
Q(R) p⊗f S Q(S)
R[u,u−1] π⊗f S S[u,u−1].=
and the left vertical arrow is injective since f ∶ R → S is e´tale and thus,
in particular, is flat. It follows that Q(f)⊗ 1 is also injective.
To demonstrate surjectivity, we use the isomorphism S ≅ R ⊗RG SG
afforded by the strongly e´tale condition. Namely, given s ∈ S, we write
s = ∑i ri ⊗ si where each ri ∈ R and si ∈ SGm. Let σ ∶ S → S[u,u−1] be
the co-action ring map for the Gm-action on S. Then
σ(s) = σ(∑ ri ⊗ si) =∑σ(ri)⊗ si.
Now, write each ri ∈ R as a sum of homogenous elements: ri = ∑ rji
where deg(rji ) ∶= nij . Then
σ(ri) =∑
j
rjiu
nij
and so
σ(ri)⊗ si =∑
j
rjiu
nij ⊗ si =∑
j
unij ⊗ f(rji )si
since the tensor product is over R via f on the right. To show that
σ(s) is in the image of Q(f)⊗1, it suffices to show that if uk ∈ Q(R) for
some k ∈ Z, then uk ∈ Q(S). But this is clear as Q(f) ∶ Q(R) → Q(S)
is obtained, by definition, by restricting the map R[u,u−1]→ S[u,u−1]
induced by f . It is trivial that any s ∈ S is in the image of Q(f)⊗ 1,
and so we have shown that any element of the form s, σ(s), and also
the element u are all in the image, but such elements generate Q(S)
by definition.
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Statement b) is the following chain of equalities:
f∗(ΦQ(R)(M)) = S ⊗R (Q(R)⊗RM)(∗,0)
= S0 ⊗R0 (Q(R)⊗RM)(∗,0) since f is strongly e´tale
= (S0 ⊗R0 Q(R)⊗RM)(∗,0)
= (S ⊗R Q(R)⊗RM)(∗,0) since f is strongly e´tale
= (Q(S)⊗RM)(∗,0) by part a)
= ΦQ(S)(f∗M).

Remark 4.2.4. In the above proposition, it is necessary that the map
f ∶ R → S is strongly e´tale and not just e´tale. For example, k[x] →
k[x,x−1] with deg x > 0 is an open immersion, but it is easy to verify
that base change for Q does not hold.
Lemma 4.2.5. Let R be an object of CRGmk such that X = SpecR is
smooth. Then the map ρR from Definition 3.2.9 is an isomorphism.
Proof. It suffices to prove the map is locally an isomorphism. We know
that Q(R) ≅∆(R) away from the contracting locus, hence ρR is an iso-
morphism over SpecR/V (I+). Now, for each point in the fixed locus
one obtains Gm-invariant affine open neighborhood produced by the
Luna Slice theorem 4.2.1. These neighborhoods cover the contracting
locus so it remains to check that ρR is an isomorphism upon restriction
to each such neighborhood. But ρR respects base change for strongly
e´tale morphisms by Proposition 4.2.3, so the Luna Slice Theorem re-
duces us to the case of affine space, which was Lemma 4.1.1. 
Proposition 4.2.6. Let R be an object of CRGmk such that SpecR is
smooth. Then Q(R) with its R-module structure induced by p is Tor
independent of Q(R) with its R-module structure induced by s. That
is,
TorRp (Q(R)p,Q(R)s) = 0
for all p > 0.
Proof. The proof is similar to that of the previous lemma. Namely, by
Lemma 2.1.14, ΦQ(R) = Id away from X−, and since Q base changes
under all maps in the Luna Slice Theorem by Proposition 4.2.3, we
are reduced to the case where SpecR = An, where the statement was
proved in Lemma 4.1.2. 
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Definition 4.2.7. Let R be an object of CRGmk and set µ to be the sum
of the weights of the conormal bundle of SpecR/I+ =X− in X = SpecR.
(Note that X− is smooth since X = SpecR was assumed smooth, see
e.g. [Dri13, Proposition 1.4.20].) Assume that the fixed locus is con-
nected. The grade restriction window, denoted by =W=, is the full sub-
category of Db(cohGm SpecR) consisting of objects A such that for any
fixed point x and some affine e´tale slice V = SpecS at x, the restriction
A⊗R S ∈ D
b(cohGm SpecS)
is generated by S(i) for i ∈ (µ,0].
Lemma 4.2.8. Let R be an object of CRGmk such that X = SpecR is
smooth. Assume that the fixed locus is connected. Then the essential
image of Fourier-Mukai functor
ΦQ+ ∶ D
b(cohGmX ∖ V (I+))→ Db(QcohGmX)
lies in =W= ⊆ Db(cohGmX). Furthermore, on =W= there is an isomor-
phism of functors (ΦQ+ ○ j∗)∣=W= = Id=W= (4.3)
where j ∶X ∖ V (I+)→X is the inclusion.
Proof. We know that ΦQ satisfies base change for strongly e´tale mor-
phisms by Proposition 4.2.3. Furthermore, since semi-stable loci are
preserved under strongly e´tale morphisms ([SvdB16, Lemma 3.2.1]),
ΦQ+ also satisfies base change. Furthermore, since
=W= is defined lo-
cally, to show that ImΦQ+ ⊆
=W=, it suffices to verify that the essential
image of ΦQ+ lands in
=W= locally.
Cover SpecR by open affine Gm-invariant neighborhoods V = SpecS
of the fixed locus produced by the Luna Slice Theorem, and let g ∶ V →
TxX ∶= SpecT be the strongly e´tale map. If SpecL is any Gm-invariant
subvariety of SpecR, let =W=L be the grade restriction window on SpecL
and jL ∶ SpecL∖ SpecL− → SpecL be the inclusion.
We know that ΦQ+(T ) lands in
=W=T by Proposition 4.1.5. Further-
more, Db(cohGm V ∖V −) is generated by j∗SS(i) = g∗j∗TT (i) for all i ∈ Z.
Hence, ΦQ+(S) lies in
=W=S. Thus ΦQ+ lands in
=W= locally, as desired.
To prove the latter statement of the lemma, suppose M ∈ =W=, then
we can cover SpecR by open affine Gm-invariant neighborhoods V =
SpecS of the fixed locus produced by the Luna Slice Theorem where
M ∣V is generated by S(i) for µ < i ≤ 0, as above. We have that
g∗∣=W=T = g∗ ○ (ΦQ+(T ) ○ j∗T )∣=W=T by Proposition 4.1.5
= (ΦQ+(S) ○ j∗S)∣=W=S ○ g∗ by strongly e´tale base change.
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Since the generators of =W=S lie in the essential image of g
∗, this implies
(ΦQ+(S) ○ j∗)∣=W=S = Id=W=S
Hence, we have shown this isomorphism locally on SpecR.
Now, we know that j∗, j∗ and ΦQ satisfy base change for strongly
e´tale morphisms by Proposition 4.2.3. Furthermore the projection for-
mula gives an isomorphism of functors
ΦQ+ ○ j
∗ ≅ ΦQ ○ j∗ ○ j∗.
Hence ΦQ+○j
∗ satisfies base change for strongly e´tale morphisms. There
are two natural morphisms
ΦQ Id
ΦQ ○ j∗ ○ j∗
The vertical arrow is the unit of the adjunction and the horizontal
arrow comes from the map Q → ∆. We have checked that both maps
are (locally) isomorphisms on =W= and the result follows. 
Theorem 4.2.9. Let SpecR be a smooth affine variety with a Gm-
action and connected fixed locus. The functor
ΦQ+ ∶ D
b(cohGm SpecR ∖ V (I+))→ =W=
is an equivalence of categories.
Proof. Combining Lemmas 4.2.5 and 4.2.6 with Proposition 3.3.9 gives
that ΦQ+ is fully-faithful. Essential surjectivity follows immediately
from the isomorphism
(ΦQ+ ○ j∗)∣=W= = Id=W=
which is part of Lemma 4.2.8. 
Remark 4.2.10. The assumption of a connected fixed locus can be
removed by putting more care into the definition of =W=. Namely, one
needs to keep track of the parameter µ for each connected component
of the fixed locus.
Corollary 4.2.11. Let SpecR be a smooth affine variety with a Gm-
action and connected fixed locus. Let µ± be the sum of the weights of
the conormal bundle of SpecR/I± in X = SpecR. Define
Φwc ∶= j∗
−
○ (− ⊗O(−µ+ − 1)) ○ΦQ+
where j− ∶ SpecR∖V (I−)→ SpecR is the inclusion. If µ+ +µ− = 0 then
Φwc ∶ Db(cohGm SpecR ∖ V (I+))→ Db(cohGm SpecR ∖ V (I−))
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is an equivalence of categories.
Proof. By the previous theorem, ΦQ+ gives an equivalence
Db(cohGm SpecR ∖ V (I+)) ≅ =W=
+
.
On the other hand, we may regard SpecR with the inverse Gm-action
to produce an isomorphic stack. This exchanges I+ with I− so we get
an equivalence
Db(cohGm SpecR ∖ V (I−)) ≅ =W=
−
.
Under these identifications, the assumption that µ+ = µ− ensures that
=W=
+
⊗O(−µ+ − 1) = =W=−.
The result follows as j∗
−
is the inverse to ΦQ− on
=W=. 
5. The general case: homotopical methods
5.1. Deriving Q. We let sCRGmk denote the category of simplicial com-
mutative rings with Gm-actions over k, i.e. the category of simplicial
objects in the category of Z-graded commutative rings. We may refer
to a ring R in CRGmk as an ordinary ring when it becomes necessary to
emphasize that it is not a simplicial ring. For simplicial sets, we will
denote n-simplices by ∆[n], the union of their faces by ∂∆[n], and let
Λi[n] denote the the simplicial horn, which we recall is the is the union
of all of the faces of ∆[n] except for the i-th face.
Remark 5.1.1. We will denote elements of sCRGmk by R●, and for
n ∈ Z we denote the ordinary ring structure at level n with respect
to the underlying simplicial set by Rn. The reader is allowed to be
concerned about a potential clash in notation with the grading on a
Z-graded ring (for example, each Rn as above is itself Z-graded). We
have made efforts to ensure that no explicit Z-gradings are referred to
in this section, and so the reader should henceforth assume that all
subscripts refer to a simplicial level, unless told otherwise.
Recall that sCRGmk has distinguished objects which play the role of
free objects. Namely, let
F ∶ sSet → sCRk
be the left adjoint to the forgetful functor from simplicial rings to sim-
plicial sets (here F stands for “free” and not “forget”). Given a sim-
plicial set X and a weight a ∈ Z, we likewise have an object of sCRGmk
denoted F (X)a, where we declare the degrees of the generators (with
respect to the Z-grading) of F (Xn)a to all be a.
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Proposition 5.1.2. The category sCRGmk possesses a simplicial cofi-
brantly generated model structure where:
● the generating cofibrations are the maps F (∂∆[n])a → F (∆[n])a
for a ∈ Z and n ≥ 0.
● The generating trivial cofibrations are F (Λr[n])a → F (∆[n])a for
a ∈ Z, n ≥ 0, and 0 ≤ r ≤ n.
● The weak equivalences are those of the underlying simplicial sets,
i.e. a map is a weak equivalence if and only if it is a weak equiv-
alence after applying the forgetful functor to simplicial sets.
Proof. This seems to be well-known. For example, it is a special case of
[DHK97, Theorem 9.8] (see the discussion above the theorem for how
their result specializes to sCRGmk ). It is also [GJ99, Example 5.10]. 
Remark 5.1.3. A similar statement holds for sCR
G2m
k[u]
.
The main property we will need is the following.
Corollary 5.1.4. Any cofibrant object in sCRGmk is a retract of a se-
quential colimit of pushouts along the generating cofibrations F (∂∆[n])a →
F (∆[n])a.
Proof. For cofibrantly generated model categories in general, this fact
is known as the small object argument, see e.g. [Hov01, Theorem,
2.1.14 and Corollary 2.1.15]. 
By applying the functor Q from Section 2.1 level-wise and to all face
and degeneracy maps, we obtain a functor which we also denote by
Q. More precisely, by viewing sCRGmk as the functor category from the
opposite of the simplex category to CRGmk (and likewise for CR
G2m
k[u]
), we
obtain an induced functor
Q ∶ sCRGmk → sCR
G2m
k[u]
. (5.1)
which by abuse of notation we also denote Q. For any R● an object of
sCRGmk , the object Q(R●) comes equipped with action and projection
simplicial ring maps
p, s ∶ R● → Q(R●) (5.2)
which agree level-wise with the ordinary action and projection ring
maps.
Lemma 5.1.5. The functor Q ∶ sCRGmk → sCR
G2m
k[u]
is left Quillen.
Proof. We first show that Q preserves cofibrations and trivial cofibra-
tions. Let fCRak denote the full subcategory of CR
Gm
k consisting of free
commutative k-algebras whose generating set of elements has weight
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a. By Example 2.1.8, Q(Rn) ≅ Rn[u] for each n with respect to one of
the two module structures depending on the sign of the weights, i.e.
Q(R●) ≅ R●[u] (5.3)
for any object R● ∈ fCR
a
k where [u] = (a,0) if a ≥ 0 and [u] = (0, a) of
a < 0. Given this, we see that
QFk(X)a ≅ {Fk[u](X)(a,0) if a ≥ 0
Fk[u](X)(0,a) if a < 0
were Fk, Fk[u] denote the free functors for simplicial commutative k and
k[u]-algebras respectively. In otherwords there is an isomorphism of
functors
QFk ≅ Fk[u].
It follows that Q preserves the generating cofibrations and the gener-
ating trivial cofibrations from 5.1.2. By [Hov01, Lemma 2.1.20 ], this
implies that that Q preserves all cofibrations and trivial cofibrations.
It remains to show that Q admits a right adjoint. In the Appendix
in Equation (6.2) we will show that
Q ∶ CRGmk → CR
G2m
k[u]
has a right adjoint. As taking simplicial objects is a 2-functor, we
have a corresponding adjoint for Q regarded as the induced functor on
simplicial objects. 
The above result allows us to define our promised derived replace-
ment of the functor Q.
Definition 5.1.6. Let
LQ ∶ Ho (sCRGmk )→ Ho (sCRG2mk[u]) (5.4)
be the total left derived functor of Q. Here Ho denotes the homotopy
category, i.e. the localization of the category sCRGmk (resp. sCR
G2m
k[u]
) at
weak equivalences.
In other words, if R● is an object of sCR
Gm
k , we have
LQ(R●) = Q(S●) (5.5)
where S● → R● is any cofibrant replacement, which is well-defined since
Q is a left Quillen functor. That is, if Cofib denotes a cofibrant re-
placement functor in sCRGmk then
LQ ∶= Q ○Cofib . (5.6)
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5.2. Property Pder. We now introduce the analogue of the map ρR
from Definition 3.2.9 and the analogue of Property P from Defini-
tion 3.3.7. The main result of this subsection will be Theorem 5.2.7,
which will show that cofibrant objects have Property Pder. This result
has the effect of bypassing the Tor vanishing assumptions in Lemma 3.3.6,
which was our original criterion for fully-faithfulness of the functor on
derived categories associated to Q+.
Definition 5.2.1. We say that an object R● of sCR
Gm
k has Property
Pder if the map
βR● ∶ (p⊗k s)∗Q(R●) Ls⊗p Q(R●)→ Q(R●) (5.7)
given by the composition
(p⊗k s)∗Q(R●) Ls⊗p Q(R●)→ (p⊗k s)∗Q(R●) s⊗p Q(R●) ρR●→ Q(R●)
is a weak equivalence. Here the first map in the composition is the
truncation of the derived tensor product after application of (p ⊗ s)∗
(with takes middle invariants with respect to the G3m-action on the
tensor product) and ρR● is the map from Definition 3.2.9 applied level-
wise.
We use the notation β (with no subscript) to denote the natural
transformation of the two functors sCRGmk → sCR
G2m
k[u]
determined by the
left and right side of Equation (5.7). In particular, R● has Property
Pder exactly when β(R●) = βR● is a weak equivalence.
Example 5.2.2. Let R● be an object of sCR
Gm
k such that, at each level
n, Rn has only non-negative weights (resp. at each level has only non-
positive weights) Then Q(R●) is level-wise flat over R● via one of either
s or p, and so the map
Q(R●) Ls⊗p Q(R●)→ Q(R●) s⊗p Q(R●)
is a weak equivalence, see e.g. [Qui67, Corollary II.6.10]. Also ρR● is
a weak equivalence, indeed it is actually an isomorphism level-wise by
Lemma 3.2.10. It follows that R● has Property Pder.
In particular, the objects F (∂∆[n])a and F (∆[n])a of CRGmk have
Property Pder for any a ∈ Z and n ≥ 0.
For more explicit examples of Q(R●) and βR● , it is typically more
convenient to work with dg-algebras instead of simplicial rings (which
one may do via the Dold-Kan correspondence, at least in characteristic
zero).
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Example 5.2.3. Consider the example R = k[x, y]/xy with degx = 1
and deg y = −1. Assume that k is a field of characteristic zero. Exam-
ple 3.2.11 showed that without deriving this example, βR (i.e. ρR from
Definition 3.2.9) is not an isomorphism. However, R has a cofibrant
replacement by the dg-algebra S = k[x, y, e] with d(e) = xy where e has
homological degree 1 and weight 0. To compute βS we take the degree
zero part of
Q(S)⊗S Q(S) = k[x, yu−1, e, u]⊗k[x,y,e] k[x′, y′u′−1, e′, u′]
= k[x, y′u′−1, e, u, u′].
The degree zero part is k[x, y′u′−1, e, uu′] which is the realization of the
isomorphism Q(S) = (Q(S) ⊗S S[u,u−1])0. Hence, we have corrected
the failure of βR to be an isomorphism. That is, Property Pder holds.
We now prove a general lemma which gives conditions for a natural
transformation between model categories to assign cofibrant objects to
weak equivalences.
Lemma 5.2.4. Let F,G ∶ C → D be functors between model categories
and η ∶ F → G be a natural transformation. Assume that
a) C is cofibrantly generated;
b) D is a combinatorial model category in the sense of [Dug01];
c) there is an initial cofibrant object c0 ∈ C and η(c0) is a weak-
equivalence;
d) if η(c) is a weak equivalence for some object c ∈ C, then any
pushout of η(c) along a generating cofibration is a weak equiva-
lence;
e) η commutes with sequential colimits.
Then, η(c) is a weak equivalence for any cofibrant object c ∈ C.
Proof. By assumption, any cofibrant object is a retract of a sequential
colimit of pushouts along generating cofibrations. Since any natural
transformation respects retracts, it suffices to prove that any sequential
colimit of pushouts along generating cofibrations is a weak equivalence.
This follows from transfinite induction and the assumptions since in a
combinatorial model category being a filtered colimit of weak equiva-
lences, is itself a weak equivalence by [Dug01, Proposition 7.3]. 
We now begin the process of verifying that the hypotheses of
Lemma 5.2.4 are satisfied by the natural transformation β. Only the
hypotheses d) and e) are non-trivial to verify. We first show that β
satisfies condition d).
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Lemma 5.2.5. Assume that R● has Property Pder and that we have a
map f ∶ F (∂∆[n])a → R●. Then the pushout along the natural map
F (∂∆[n])a → F (∆[n])a has Property Pder.
Proof. For notational simplicity let S ∶= F (∂∆[n])a and T ∶= F (∆[n])a.
We want to check that
βT⊗SR● ∶ (p⊗ s)∗(Q(T ⊗S R●) Ls⊗p Q(T ⊗S R●))→ Q(T ⊗S R●)
is a weak equivalence.
The map S → T is a cofibration so level-wise it is a retract of a free
commutative extension. By Lemma 5.1.5, the map Q(S) → Q(T ) is
then also a cofibration. In particular, it is level-wise flat. Therefore,
the natural map
Q(T ) L⊗Q(S)Q(R●)→ Q(T )⊗Q(S)Q(R●) (5.8)
is a weak equivalence.
Now, we have the following chain of weak equivalences
(Q(T ) L⊗T Q(T )) L⊗
Q(S)
L
s⊗pQ(S)
(Q(R●) L⊗R Q(R●))
≅ (Q(T ) L⊗Q(S)Q(R●)) Ls⊗p (Q(T ) L⊗Q(S)Q(R●))
≅ (Q(T )⊗Q(S) Q(R●)) Ls⊗p (Q(T )⊗Q(S)Q(R●))
≅ Q(T ⊗S R●) Ls⊗p Q(T ⊗S R●)
The first weak equivalence above holds because it is an isomorphism
for tensor products or ordinary rings, and a well chosen cofibrant re-
placement functor commutes with taking tensor products/coproducts
(see Proposition 2.3 of [Dug01] which we may apply due to Proposi-
tion 5.1.2). The second weak equivalence follows from Equation (5.8).
For the last equivalence above, we will show in the appendix in Corol-
lary 6.0.2 that Q preserves arbitrary colimits; in particular, it preserves
tensor products.
Denote the above chain of weak equivalences by φ. Since Gm is
linearly reductive, (p⊗k s)∗ preserves weak equivalences, and so
βT⊗SR● ○ (p⊗ s)∗φ = βT L⊗βS βR● . (5.9)
Since βT , βS are weak equivalences by Example 5.2.2 and βR● is a
weak equivalence by assumption, the right hand side is a colimit of weak
equivalences. Hence, by the 2 out of 3 condition for weak equivalences,
βT⊗SR● is a weak equivalence, as desired. 
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We now verify that β satisfies condition e).
Lemma 5.2.6. The natural transformation β from Definition 5.2.1
commutes with sequential colimits.
Proof. The functor Q preserves colimits by Corollary 6.0.2 (this applies
to simplicial objects since taking simplicial objects is a 2-functor). Fur-
thermore, colimits commute with coproducts. The result follows. 
Theorem 5.2.7. Let R● be a cofibrant object of sCR
Gm
k . Then R● has
Property Pder.
Proof. This is a direct application of Lemma 5.2.4. Namely, we set
C = sCRGmk , D = sCR
G2m
k[u]
and η = β. The initial object is k which is
cofibrant and trivially satisfies Property Pder. The remaining conditions
are verified by Proposition 5.1.2, Corollary 5.1.4, Lemma 5.2.5, and
Lemma 5.2.6. 
5.3. Base change and recovery of the smooth case. In this sec-
tion we address the difference between Q(R) and LQ(R) when R is an
object of CRGmk , i.e. an ordinary Z-graded commutative ring. In par-
ticular, in Proposition 5.3.4 we will exhibit a weak equivalence between
them when SpecR is smooth, so that the general approach of Section 5
effectively reduces to the results of Section 4 under this assumption.
We first prove a strongly e´tale base change result which is a derived
version of Proposition 4.2.3.
Proposition 5.3.1. Let R and S be objects of CRGmk and let f ∶ R → S
be a strongly e´tale graded homomorphism of ordinary rings. Regard R
and S as objects of sCRGmk by viewing them as constant simplicial rings.
Then the base change map
LQ(R) Ls⊗f S → LQ(S)
is a weak equivalence.
Proof. By definition of strongly e´tale, there is an isomorphism of rings
S = R⊗R0 S0
where the subscripts here refer to degree with respect to the Z-gradings
and not the level (as these rings are not simplicial). Now, let R● → S●
be the image of R → S under the cofibrant replacement functor on
sCRGmk . Since taking the degree 0 piece at each level preserves weak
equivalences, takes generating cofibrations to generating cofibrations,
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and commutes with sequential colimits, we have a cofibrant replace-
ment (R●)0 → (S●)0 of R0 → S0 in sCRk. Since R0 → S0 is flat, this
gives a weak equivalence of coproducts
S = R⊗R0 S0 = R● ⊗(R●)0 (S●)0
Now apply Q to get weak equivalences
LQ(S) = Q(R● ⊗(R●)0 (S●)0)
= Q(R●)⊗(R●)0 (S●)0
= LQ(R)⊗(R●)0 (S●)0
= LQ(R) L⊗R0 S0
= LQ(R) L⊗R S.

Corollary 5.3.2. If R → S is strongly e´tale, then there is an isomor-
phism of S-modules
πi(LQ(S)) = πi(LQ(R)) s⊗R S.
Proof. This follows from a Quillen spectral sequence ([Qui67, Theorem
6 (c), Section 6.8] ). Namely, we have an E2 page
E2pq = πp(πq(LQ(R))⊗LR S)⇒ πp+q(LQ(R)⊗LR S) = πp+q(LQ(S)).
Since R,S are constant simplicial rings and S is in particular flat over
R, this forces p = 0 and the spectral sequence degenerates. 
Recall from Lemma 2.1.14 that, for ordinary rings with a Gm-action,
Q(R) and ∆(R) become identified away from the contracting locus, i.e.
after localizing by elements of positive degree. This intuitively suggests
that Q does not require deriving after taking such a localization. We
formulate this intuition more precisely as follows.
Lemma 5.3.3. If R is an object of CRGmk and r ∈ R has positive degree,
then there is a weak equivalence
LQ(R) s⊗R Rr = Q(R) s⊗R Rr =∆(R) σ⊗R Rr.
Proof. The second equality is an isomorphism and is just Lemma 2.1.14.
For the first weak equivalence, notice that the inclusion Q(R)→∆(R)
gives to a short exact sequence of simplicial R[u]-modules:
0→ LQ(R)→ L∆(R)→ L(∆(R)/Q(R)) → 0.
Applying (− ⊗k[u] k[u,u−1]) annihilates L(∆(R)/Q(R)) giving an iso-
morphism
LQ(R)⊗k[u] k[u,u−1]→ L∆(R)⊗k[u] k[u,u−1].
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In particular, we have an isomorphism of R[u]-modules
πi(LQ(R)⊗k[u] k[u,u−1]) = πi(L∆(R)⊗k[u] k[u,u−1])
= πi(∆(R))
= {R[u,u−1] if i = 0
0 if i > 0.
Now, under the isomorphism
π0(LQ(R) Ls⊗R Rr) = π0(LQ(R)) s⊗R Rr,
the element u⊗1 becomes a unit since r has positive degree (recall that
s(r) = rudeg r). Hence,
πi(LQ(R)) s⊗R Rr = {Rr[u,u−1] if i = 0
0 if i > 0.

Proposition 5.3.4. Suppose that R is an object of CRGmk such that
SpecR is smooth. Then there is a weak equivalence
LQ(R) = Q(R).
Proof. We have a map LQ(R)→ Q(R); we must show that the induced
map
π∗LQ(R)→ Q(R)
of R-modules is an isomorphism, i.e. that πi(LQ(R)) = 0 for i > 0 and
π0(LQ(R)) = Q(R). This can be done locally on R. In particular, by
taking open sets coming from e´tale slices, we must exhibit isomorphisms
πi(LQ(R))⊗R Rr = Q(R)⊗R Rr
when r has degree zero (to cover the fixed locus) and when r has strictly
positive degree (to cover the contracting locus). On the fixed locus,
Proposition 4.2.1 gives in particular a strongly e´tale map f ∶ T → Rr
where T is a free object of CRGmk and r has degree zero. Now LQ(T ) =
Q(T ) since T is cofibrant when regarded as a constant simplicial ring.
Proposition 5.3.1 and Proposition 4.2.3 then give
LQ(Rr) = Q(T )⊗T Rr = Q(Rr).
In particular,
πi(LQ(Rr)) = {Q(Rr) if i = 0
0 if i > 0
On the other hand, Corollary 5.3.2 says that
πi(LQ(Rr)) = πi(LQ(R))⊗R Rr.
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It follows that
πi(LQ(R))⊗R Rr = {Q(Rr) = Q(R)⊗R Rr if i = 0
0 if i > 0
Similarly, if deg r > 0, Lemma 5.3.3. gives
πi(LQ(R))⊗R Rr = {Q(R)⊗R Rr if i = 0
0 if i > 0.

5.4. Localizations and Semi-orthogonal Decompostions in the
General Case. This section develops localizations and semi-orthogonal
decompositions associated to objects of sCRGmk in analogy with the
case of smooth commutative rings which we considered in Section 3.3.
An important step in this direction is understanding how to inter-
pret LQ(R●) as a Fourier-Mukai kernel object. That is, associated to
LQ(R●) we wish to construct a corresponding object in the homotopy
category of simplicial modules
Ho (sModG2m(R● L⊗k R●)),
which we will do in Definition 5.4.4. This requires some attention to
the model structure on the category of simplicial modules. A reader
unconcerned with these details may wish to simply inspect Defini-
tion 5.4.4 and the corresponding semi-orthogonal decomposition in
Proposition 5.4.7 and bypass the remainder of the section.
For the model structure on the category of simplicial modules, we
refer directly to [Qui67, Chapter II.6]. To endow a triangulated struc-
ture on the respective homotopy categories we use categories of spectra
which are a model for the derived category, see e.g. [Jar15, Section 8.2]
or [Sch97, Sections 2 and 3]; we will follow the exposition of the latter
article very closely. In particular, the next definition is just [Sch97,
Definition 2.1.1 and Definition 2.1.2] applied to simplicial rings with a
Gm-action.
Definition 5.4.1. Let R● be an object of sMod
GmR●. A spectrum M
in sModGmR● is a collection of objects Mn and maps ΣMn →Mn+1 for
each degree n ∈ N where ΣMn is the suspension ofMn. Maps of spectra
M → N are defined to be collections of maps Mn → Nn such that the
obvious squares commute. The category of spectra in sModGmR● is
denoted by (sModGmR●)∞.
In the above Σ denotes the suspension endofunctor on sModGmR●,
which is defined since sModGmR● is a simplicial model category with
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a zero object. For later use, we recall that the right adjoint of Σ
is the loop functor Ω. [Sch97, Corollary 3.1.4] describes the model
category structure on the category of spectra; we do not reproduce the
details here for the sake of brevity, and because we only require certain
structural properties. However, we remind the reader that a map of
spectra is said to be a strict fibration if it is degree-wise a fibration
with respect to the model structure on sModGmR●. Likewise, a map of
spectra is said to be a a strict weak equivalence if it is degree-wise a weak
equivalence. The fibrations (sometimes called stable fibrations) and
weak equivalences (sometimes called stable weak equivalences) require
additional properties that we will delegate to the proofs below.
Given any object X of sModGmR● we obtain a suspension spectrum,
denoted Σ∞X , by setting ΣXn = ΣnX and taking the identity maps in
each degree n. This induces a suspension functor
Σ∞ ∶ sModGmR● → (sModGmR●)∞. (5.10)
One defines an Ω-spectrum to be a spectrum M such that each map
Mn → ΩMn+1 is a weak homotopy equivalence, and a spectrum is said
to be connective if, for each n ≥ 1, the higher homotopies of ΩMn vanish.
The following result, which is [Sch97, Lemma 2.2.2], allows us to
use spectra to understand the homotopy category of the category of
simplicial modules.
Proposition 5.4.2. The total left derived functor of the suspension
functor Σ∞ gives an equivalence between the homotopy category of
graded simplicial modules and of the homotopy category of connective
spectra.
Remark 5.4.3. The triangulated category Ho(sModGmR●) is actually
equivalent to a perhaps more familiar triangulated category via the
Dold-Kan correspondence. For simplicity, assume R = R● is discrete,
i.e. all higher homotopies vanish. Then the Dold-Kan correspondence
gives a Quillen equivalence between sModGm R and ModGm
≤0 R, the cat-
egory of chain complexes of R-modules vanishing in positive degrees.
This induces a Quillen equivalence of spectra
(sModGm R)∞ ≅ (ModGm
≤0 R)∞.
One can easily identify Ho(ModGm
≤0 R)∞ with connective spectra becom-
ing complexes with homology concentrated in non-positive degrees, see
e.g. [Jar15, Section 8.2]. Hence, if one prefers, one can always in
practice work with differential graded modules over a graded commu-
tative dg-algebra for the purposes of this section. We have not done
so, though, because our definition of LQ via simplicial rings (instead
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of connective chain complexes) sits more naturally in the category of
spectra of modules.
Up to one important detail we will discuss immediately below, we
now have enough structure in place to give a repackaging of LQ(R●) as
a kernel object.
Definition 5.4.4. Let R● be an object of sCR
Gm
k and S● → R● a cofi-
brant replacement. Then LQ(R●) = Q(S●) is naturally a Z2-graded
simplicial S● ⊗k S●-module, and hence gives an object
Qder(R●) ∶= Σ∞LQ(R●) = Σ∞Q(S●) (5.11)
of Ho(sModG2mR● ⊗Lk R●)∞ under the identification of homotopy cate-
gories in Proposition 5.4.2.
As hinted above, there is a subtlety in the above Definition, in that
Qder(R●) is not actually well-defined unless the weak equivalence S● →
R● induces an equivalence
(sModG2mS● L⊗k S●)∞ → (sModG2mR● L⊗k R●)∞.
Indeed, we will show in Proposition 5.4.6 that this is always the case.
To this end, we first record a simple lemma.
Lemma 5.4.5. Any strict fibrationM → N of Ω-spectra in (sModGmR●)∞
is a fibration.
Proof. Let S denote the endofunctor of sModGmR● which is defined
before [Sch97, Definition 2.1.4] (and note that Schwede uses the nota-
tion Q for this functor, which is totally different than our use of Q).
Roughly, S(M) is a weakly equivalent Ω-spectrum associated to M .
By [Sch97, Proposition 2.1.5], M → N being a fibration is equivalent
to it being a strict fibration and the natural map
f ∶M → S(M) L×S(N)N
being a weak equivalence. Since S(A) and S(N) are Ω-spectra, the
maps M → S(M) and N → S(N) are strict weak equivalences. So we
have a diagram
S(M) ×S(N) N
M S(M) = S(M) ×S(B) S(N)
g
h
f
where g, h are weak equivalences. Hence, so is f , as desired. 
KERNELS FROM COMPACTIFICATIONS 47
Proposition 5.4.6. If f ∶ R′
●
→ R● is a weak equivalence in sCR
Gm
k ,
then restriction of scalars induces a Quillen equivalence
Res ∶ (sModGmR●)∞ → (sModGmR′●)∞.
Likewise, restriction of scalars induces a Quillen equivalence
(sModG2mR● L⊗k R●)∞ → (sModG2mR′● L⊗k R′●)∞.
Proof. First, we show that Res gives a Quillen adjunction. Exten-
sion of scalars is a left adjoint, so we must show that Res preserves
(stable) weak equivalences and (stable) fibrations. The forgetful func-
tor sModGmR● → sSet satisfies the remark given after [Sch97, Corollary
2.1.6]. Namely, the weak equivalences are those inducing isomorphisms
on homotopy groups of the underlying spectra. Since the underlying
spectra do not change under restriction of scalars, we see that Res
preserves weak equivalences.
We now show that Res preserves fibrations. Restriction of scalars
preserves strict fibrations of spectra and Ω-spectra, as all objects of
sModGmR● are fibrant, and so ResM → ResN is a strict fibration if
M → N is a fibration. Again using [Sch97, Proposition 2.1.5], it remains
to show that
ResM → S′ResM
L
×S′ResN ResN
is a weak equivalence, where S and S′ denote the denote the endofunc-
tors of sModGmR● and sMod
GmR′
●
used in the proof of Lemma 5.4.5.
Now consider the following diagram.
ResM ResSM S′ResSM
ResN ResSN S′ResSN
The left square is homotopy cartesian by assumption. Lemma 5.4.5
shows that the right square is homotopy cartesian. Hence the full
rectangle is homotopy cartesian. We likewise have a diagram
ResM S′ResM S′ResSM
ResN S′ResN S′ResSN
From above the full rectangle is homotopy cartesian and the right
square is homotopy cartesian by [Sch97, Proposition 2.1.3(e)]. Hence,
the left square is homotopy cartesian, so ResM → ResN is a fibration,
as claimed, and so Res gives a Quillen adjunction.
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To see Res is a Quillen equivalence, it remains to check that we have
an equivalence on the homotopy categories. By [SS03, Theorem A.1.1],
the objects ΣlR●(a) for l, a ∈ Z form a compact set of generators for
the homotopy category Ho(sModGmR●)∞ . Hence, it suffices to show
that, in the homotopy category, restriction of scalars is fully-faithful
on these objects. But we assumed R● → R′● is a weak equivalence, and
restriction of scalars commutes with suspension and shifts, so we see
that restriction of scalars is indeed fully-faithful on this category. We
thus have that Res gives a Quillen equivalence, as claimed.
For the second part of the statement regarding bimodules, the proof
is entirely the same once one observes that
R′
●
L
⊗k R
′
●
→ R●
L
⊗k R●
is also a weak equivalence since derived tensor products preserve weak
equivalences. 
Thus, Qder(R●) as given in Definition 5.4.4 is indeed well-defined.
Let ∆der(R●) be the object of Ho((sModG2mR′● L⊗k R′●)∞) determined
by the diagonal object ∆(R●), and let Sder(R●) denote the cone in
Ho((sModG2mR′
●
L
⊗k R′●)∞) which fits into the exact triangle
Qder(R●)→∆(R●)→ Sder(R●).
So we get
ΦQder ∶ Ho(sModGmR●)∞ → Ho(sModGmR●)∞
M ↦ (M L⊗s Qder)0
the corresponding equivariant integral transform on the homotopy cat-
egory of spectra. We define ΦSder similarly.
Proposition 5.4.7. For any object R● of sCR
Gm
k , there is a semi-
orthogonal decomposition
Ho(sModGmR●)∞ = ⟨ImΦSder, ImΦQder⟩
which preserves connective spectra.
Proof. By Lemma 3.3.4, it is enough to show that
ΦQder
η
Ð→ Id
cone(η)
ÐÐÐÐ→ ΦSder
is a Bousfield triangle, where we recall that η is map on functors induced
from Qder → ∆. Furthermore, by Remark 3.3.2, it is enough to show
that the map
Q(η) ∶ (Qder ⊗R● Qder)0 → Qder
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is an isomorphism. This is equivalent to showing that the map
βR ∶ (p⊗k s)∗LQ Ls⊗p LQ→ LQ
is an isomorphism. This follows immediately from Theorem 5.2.7. 
Example 5.4.8. This is a continuation of Examples 3.2.11 and 5.2.3.
Recall that in these examples, R = k[x, y]/(xy) where degx = 1 and
deg y = −1. Assume that k is a field of characteristic zero. We saw that
Q(R) = k[x, y, u−1y, u]/(xy) ≅ k[x, z, u]/(xz).
and, as a dg-algebra,
Qder(R) = k[x, z, u, e]
with d(e) = xzu. Regarding this as an R-module, we have
Qder(R) = k[x, z, u]/xzu
where y acts by zu. It follows that
Sder = (k[x, y, u, u−1]/xy)/(k[x, z, u]/xzu).
Now, we can regard Qder(R) as a quotient of k[x, y, z, u]/xy by the
regular element uz − y. This allows one to compute
(Qder(R) Ls⊗p Qder(R))0 = Qder(R).
In other words
ΦQder(R) ○ΦQder(R) = ΦQder(R),
which is exactly the property that grants the existence of a semi-
orthogonal decomposition. By checking on the the set of generators
R(i),R/y(i),R/x(i) for all i, it follows that ImΦQder is equal to the
full subcategory of Db(modGm k[x, y]/(xy)) generated by R(i) for i ≤ 0,
which we denote by Perf≤0. Hence, we get a semi-orthogonal decom-
position,
Db(modGm k[x, y]/(xy)) = ⟨Perf⊥
≤0,Perf≤0⟩.
It is worthwhile to observe here that ImΦQder lies in perfect complexes.
5.5. The global case and D-flips. We now undertake the the task of
globalizing Qder beyond the affine case and applying this to diagrams
coming from flips. The aim of this subsection is to show that, with
this globalization, one can use Qder to give a “wall-crossing” functor
associated to any D-flip. As this will require synthesizing many of the
previous constructions in a new context of sheaves of modules, let us
give a quick overview of this subsection to guide the reader.
● We first recall a well-known construction of Reid and Thaddeus
which associates a sheaf of graded O-modules A to a D-flip.
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● As a first step to building a wall-crossing functor associated to
the flip, we consider Q(A), essentially a sheafy version of Q(R)
from the affine case. Without difficulties we can likewise consider
a functor Q on simplicial sheaves of graded O- modules.
● Via Blander’s model structure on the category of simplicial sheaves,
we can likewise consider derived variants LQ and Qder just as in
the affine case.
We now recall the definition of a D-flip. This is a small variation on
the definition of a flip in the sense of Mori theory, but which is well
adapted to the setting of Gm-actions.
Definition 5.5.1. Let X−, X0 and X+ be varieties over a field k such
that:
a) There is a small contraction f ∶ X− → X0, i.e. f is a proper
birational morphism whose exceptional locus has codimension at
least two (in particular, X0 is not Q-factorial).
b) X− is equipped with a Q-Cartier divisor D such that O(−D) is
f -ample.
c) X+ admits a small contraction g ∶ X → X0, and the induced
birational map h ∶ X− ⇢ X+ is such that O(h∗D) is Q-Cartier
and g-ample.
Then X+ is the D-flip of X− over X0.
It is easy to check that a D-flip is unique if it exists. The following
construction is recalled from [Tha96, Proposition 1.7] and relates D-
flips to graded rings.
Proposition 5.5.2. Let X+ be the D-flip of X− over X0. Fix n ∈ N
and set
A ∶=⊕
k∈Z
OX0(knD).
For n sufficiently large there are isomorphisms
X− = [Spec
X0
A−/Gm]
X+ = [Spec
X0
A+/Gm],
i.e. these quotient stacks are represented by X−,X+ respectively.
Proof. We choose n such that A≥0 is generated in degree one. We will
show in Lemmas 5.5.3 and 5.5.4 below that it follows that [Spec
X0
A+/Gm]
is represented by Proj
X0
A≥0. Since X− → X0 is a small contraction,
A≥0 = ⊕k∈NOX0(kD) = ⊕k∈NOX−(kD). But ProjX0A≥0 is the relative
projectivization of the relatively ample line bundle OX−(D), and is
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thus isomorphic to X−, as claimed. The other equality holds by sym-
metry. 
We now formulate the two lemmas promised in the above proof.
Lemma 5.5.3. Let R be an object of CRGmk and suppose that I
+ is
generated in degree one, i.e by elements in R1. Then the global quotient
stack [SpecR ∖ V (I+)/Gm]
is represented by the scheme Y that is obtained by gluing the open affine
varieties Spec(Rfα)0 along Spec(Rfαfβ)0 for a set of generators {fα}
in R1.
Proof. This is the same as showing that SpecR∖V (I+) is a Gm-torsor
over Y . Now, by assumption, SpecR ∖ V (I+) is covered by SpecRf
with f ∈ R1, so it is enough to check that SpecRf is itself a Gm-torsor
over Spec(Rf)0. Indeed, it is the trivial torsor. Namely, there is an
isomorphism of rings
Rf → (Rf)0[u,u−1]
g ↦ gf−iui
for g ∈ (Rf)i with the inverse map determined by u ↦ f and h↦ h for
h ∈ (Rf)0. 
The space Y as constructed in Lemma 5.5.3 is a quotient of SpecR/V (I+)
by Gm, hence is equipped with a line bundle OY (1) coming from the
pullback of the map to [pt /Gm]. Notice that if V (I+) has codimension
at least 2 then there is an isomorphism Γ(Y,OY (i)) = Ri.
Lemma 5.5.4. Let R be an object of CRGmk such that I
+ is generated
in degree one and that V (I+) has codimension at least two. Then the
line bundle OY (1) defined above is ample.
Proof. Ampleness is equivalent to the complements of sections form-
ing a cover Y such that the natural map to the coordinate ring is an
open immersion. By assumption, the complements of global sections
of OY (1) given by elements f ∈ R1 cover Y . Hence, it suffices to show
that the map
Y → Proj(⊕
i∈N
Γ(Y,OY (i))) = ProjR≥0
is an open immersion. This is so because an open subset Spec(Rf)0 ⊆ Y
is homeomorphic to its image Spec((R≥0)f)0, as the natural inclusion
of rings (R≥0)f → Rf is an isomorphism since f is a unit in Rf . Namely,
the inclusion is surjective since any element gf i is the image of gfNf i−N
for N >> 0. 
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We now want to use Qder from Equation (5.11) to define a wall-
crossing functor for D-flips. Of course, Qder was only defined in the
affine case, and so we must sheafify. Let us begin this process first with
our original functor
Q ∶ CRGmk → CR
G2m
k[u]
from Definition 2.1.6. This Q automatically gives a presheaf of OY -
algebras on the affine site over Speck. Denote the category of Z-graded
OY -algebras by CR
Gm
OY
. Sheafifying gives a functor
Q ∶ CRGmOY → CR
G2m
OY [u]
(5.12)
which, again, by abuse we also denote Q.
Remark 5.5.5. An object Q(A) with A an object of CRGmOY is not
necessarily quasi-coherent. This is a minor complication for our main
goal, which is to define Fourier-Mukai functor between suitable homo-
topy categories of quasi-coherent sheaves, and not sheaves of arbitrary
O-modules. The following lemma will help us alleviate these concerns.
Lemma 5.5.6. Let Y be a scheme with trivial Gm-action and A an
object of CRGmOY . Then Q(A) is quasi-coherent.
In particular, if Y is affine, then Q(A) is the sheaf associated to
Q(A(Y )).
Proof. Let U ⊆ V ⊆ Y be affine open subsets. Then quasi-coherence of
Q(A) is the same as having
Q(A(U)) = Q(A(V )⊗OY (V )OY (U))
= Q(A(V ))⊗OY (V ) OY (U).
Indeed, the first equality holds because of quasi-coherence of A. The
second equality follows since the Gm-action on Y is trivial. 
Since the space X0 in a D-flip diagram is in practice usually singular,
we must derive
Q ∶ CRGmOY → CR
G2m
OY [u]
in this sheaf-theoretic setting, analogous to how we derived Q in the
affine setting during the course of Section 5. Fortunately, we will be
able to directly transfer results from Section 5 with only minor diffi-
culties, once we understand a suitable model structure on simplicial
sheaves. To this end, let sCRGmOY denote the category of simplicial ob-
jects in sCRGmOY . The following result is essentially [Bla01, Theorem
2.1].
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Proposition 5.5.7. The category sCRGmOY admits a cofibrantly generated
simplicial model structure where the weak equivalences are the maps
that induce isomorphisms on the homotopy sheaves, and a set of gen-
erating cofibrations are
SymOY i!OU ⊗ ∂∆[n]a → SymOY i!OU ⊗∆[n]a,
where U → Y is any open immersion and a ∈ Z is any weight. (Here
i!OU denotes the extension by zero sheaf.)
Proof. From [Bla01, Theorem 2.1], and in particular the final remark
in the proof, we know that the category sSh(Y ) of simplicial sheaves of
sets on Y has a model structure with the weak equivalences as above
and a set of generating cofibrations given by
i!OU ⊗ ∂∆[n] → i!OU ⊗∆[n]
We then have a family of free, forgetful adjunctions between sCRGmOY
and sSh(Y ) which induce the claimed model category structure (see
e.g., [DHK97, Lemma 9.1] or [GJ99, Theorem 5.8]). 
The functor Q from equation 5.12 gives a functor (which, as usual,
we also denote by Q) on simplicial categories
Q ∶ sCRGmOY → sCR
G2m
OY [u]
(5.13)
in the obvious way. Using the model category structure in Proposi-
tion 5.5.7, it is easy to verify that this functor Q is still left Quillen,
so we can define a derived functor LQ in total analogy with the affine
case from Definition 5.1.6.
Definition 5.5.8. Let
LQ ∶ Ho (sCRGmOY )→ Ho (sCRG2mOY [u]) (5.14)
be the total left derived functor of the functor Q in Equation 5.13
In particular, any LQ(A) is an object of
sModG
2
m(A L⊗OY A).
Likewise, given A an object of sCRGmOY , we may consider the category of
spectra of sheaves of simplicial A-modules (sModGmA)∞, and define an
object Qder(A) of Ho(sModG2m(A L⊗OY A)) and a corresponding Fourier-
Mukai functor just as in Definition 5.4.4. Let us verify that this process
does indeed result in desirable properties; in particular, we want that
the kernel object Qder(A) preserves quasi-coherence, and is itself quasi-
coherent (at least, up to weak equivalence).
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Proposition 5.5.9. Let Y be a scheme with a trivial Gm-action and
A an object of CRGmOY which is quasi-coherent as a OY -module. Then
the object LQ(A) of sModG2m(A L⊗OY A) is locally weakly equivalent to
a simplicial quasi-coherent sheaf. Hence the functor
ΦQder ∶ Ho(sModGmA)∞ → Ho(sModGmA)∞
preserves the full subcategories with quasi-coherent homotopy sheaves.
Proof. Let U ⊆ Y be an affine open subset and write Spec
U
A(U) =
SpecR. Let A∣U be the sheaf associated to the k-algebra R. We need
to verify that he sheaf associated to LQ(R) is weakly equivalent to
LQ(A)∣U .
We first verify this for the case where U = Y (so that Y itself is affine).
Inspecting Proposition 5.5.7, we see that the sheaves associated to the
generating cofibrations in sCRGmk are a subset of generating cofibrations
in sCRGmOY . Similarly, a weak equivalence in sCR
Gm
R sheafifies to a weak
equivalence in sCRGmOY . Thus, if we take a cofibrant replacement S● → R
and sheafify, we still get a cofibrant replacement. Using this resolution
to compute LQ(A) yields the conclusion by Proposition 5.5.6.
In general, if U ⊂ Y is an affine open subset, let S● be a cofibrant
replacement of A in sCRGmOY . Then (S●)∣U is a cofibrant replacement of
AU . Hence
LQ(A)∣U = Q(S●)∣U = Q((S●)∣U) = LQ(AU),
which we have already argued is weakly equivalent to the sheaf associ-
ated to LQ(R). 
The Dold-Kan correspondence gives an equivalence between the full
subcategory of Ho(sModGmA)∞ with quasi-coherent homotopy sheaves
and
D(QcohGm SpecY A),
where the latter is defined to be the full subcategory of
D(ModGmOSpecY A)
consisting of complexes with quasi-coherent cohomology.
Let Qwcder be the induced object on X
−
×X+ via restriction and the
isomorphism in Proposition 5.5.2. This is a generalization of the kernel
objectQwc that was introduced in Equation (2.20) for the Bondal-Orlov
flop equivalence, or the functor j∗
−
○ΦQ+ from Corollary 4.2.11.
Question 5.5.10. SupposeX− ⇢ X+ is a D-flip which is a K-equivalence
between two smooth projective k-varieties, i.e. a flop. Is the functor
ΦQwc
der
an equivalence?
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Remark 5.5.11. We know that ΦQwc
der
preserves quasi-coherence, so
that we can view this as a question about quasi-coherent unbounded
complexes. Moreover, the compact objects of this category are precisely
the perfect objects [Nee96, Corollary 2.3]. Since X+,X− are smooth
by assumption, these coincide with bounded coherent complexes so a
positive answer to this question should resolve [Kaw04, Conjecture 5.1]
(see [Kaw08]).
Remark 5.5.12. To answer the question affirmatively (at least in the
Gorenstein case), it should suffice to prove it in the case where Y is
affine (see [RMdS07, Theorem 1.22]). Furthermore, note that when Y
is affine, one only requires the machinery up through Section 5.2 to
study ΦQwc
der
.
6. Appendix: Relations with Drinfeld’s space
We expand on Remark 2.1.11. There we observed that Q(R) agrees
with the affine case of the main construction of [Dri13], although we
will soon record one subtle distinction.
Let k be a field and Z a (not necessarily affine) k-scheme of finite
type over a field k and possessing an action by Gm and an open cover
which is Gm-stable, i.e. Gm acts locally linearly. Drinfeld defines a fpqc
sheaf on the category of k-schemes over A1k as follows: for an arbitrary
scheme T over A1 assign the set
HomGm
A1
(X ×A1 T,Z)
where X ∶= A1 ×A1 is equipped with the product map X → A1 and X
has the “hyperbolic” Gm-action t ⋅ (x, y) = (tx, t−1y). Amongst other
results, [Dri13, Section 2.4] proves that this functor is representable,
and so there exists a scheme Z˜ over A1k such that
HomA1(T, Z˜) = HomGmA1 (X ×A1 T,Z). (6.1)
Equivalently, this means that we have an adjunction
F ∶{k-schemes over A1}Ð⇀↽Ð {Gm-schemes} ∶G
where F (T ) ∶= X ×A1 T , G(Z) ∶= Z˜ and the actions are locally linear
on the category on the right. As in Remark 2.1.11, if Z = SpecR
is affine then so is Z˜, and Z˜ = SpecQ(R). Therefore both F above
and its adjoint G preserve affine schemes. Restricting the adjunction
above to affine schemes and then taking opposite categories, we get an
adjunction
Q∶CRGmk
Ð⇀
↽Ð CRk[u] ∶Q
ad
Drin.
where QadDrin(S) ∶= k[x, y]⊗k[u] S.
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However, the reader should be careful here. Recall that in Lemma 2.1.12,
we defined Q with the following target
Q ∶ CRGmk → CR
G2m
k[u]
not with target CRk[u] as above. This is no inherent contradiction, as
[Dri13, Section 2.1.17] constructs a G2m-action on any Z˜. However, this
does mean that QadDrin as defined above is not the correct adjoint of
our functor Q. We will prove below that Q has the following adjoint.
Given a Z2-graded k-algebra S over k[u] where degu = (−1,1), let
Qad(S) denote the subalgebra of S ⊗k[u] k[x, y]/(xy) generated by
S(i,0)x
i for i ≥ 0 and
S(0,−i)y
−i for i < 0
Here, u maps to xy (so it is zero), degx = (0,1), and deg y = (−1,0).
Since Qad(S) has non-zero degree only in the (i, i) summands, we may
regard it as a Z-graded k-algebra.
Proposition 6.0.1. There is an adjunction
Q∶CRGmk
Ð⇀
↽Ð CR
G2m
k[u]
∶Qad. (6.2)
Proof. Let S,T ∈ CRG
2
m
k[u]
and let R ∈ CRGmk with maps
p ∶ R → Q(R)
s ∶ R → Q(R).
Given any map f ∶ Q(R)→ S in CRG2m
k[u]
, define
φf ∶ R → Q
ad(S) ⊆ S ⊗k[u] k[x, y]/(xy)
by
r ↦ {f(p(r))⊗ xdeg r when deg r ≥ 0
f(s(r))⊗ y−deg r when deg r ≤ 0.
Conversely, given a map g ∶ R → Qad(S) in CRGmk define
ψg ∶ Q(R) → S
by defining its values on the generating elements of Q(R) as follows:
r ↦ g(r)x if deg r ≥ 0
s(r)↦ g(r)y if deg r < 0
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where g(r)x (resp. g(r)y) is the x-component (resp. y-component) of
g(r) under the decomposition as abelian groups
S ⊗k[u] k[x, y]/(xy) ≅ S/u[x]⊕ S/u[y].
The maps f ↦ φf and g ↦ ψg are inverse isomorphisms which give the
adjunction. 
Since any functor with a right adjoint preserves colimits, we have
the following.
Corollary 6.0.2. The functor Q ∶ CRGmk → CR
G2m
k[u]
preserves colimits.
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