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Abstract. Contrary to the convention of using supervision for class-
conditioned generative modeling , this work explores and demonstrates
the feasibility of a learned supervised representation space trained on a
discriminative classifier for the downstream task of sample generation.
Unlike generative modeling approaches that aim to model the manifold
distribution, we directly represent the given data manifold in the clas-
sification space and leverage properties of latent space representations
to generate new representations that are guaranteed to be in the same
class. Interestingly, such representations allow for controlled sample gen-
erations for any given class from existing samples and do not require
enforcing prior distribution. We show that these latent space represen-
tations can be smartly manipulated (using convex combinations of n
samples, n ≥ 2) to yield meaningful sample generations. Experiments
on image datasets of varying resolutions demonstrate that downstream
generations have higher classification accuracy than existing conditional
generative models, while being competitive in terms of FID.
Keywords: Classification, convex combination, supervised latent space
representations, image generations
1 Introduction
Image classification is one of the major areas of computer vision that is be-
ing tremendously revolutionized by Deep Learning (DL). Since the work on
AlexNet [22], there have been significant contributions including ResNet [12],
DenseNet [14], InceptionNet [35] to name a few, that have pushed the boundaries
in image classification due to their increased accuracy. The latent space repre-
sentations of these classifiers hold a rich set of distinguishing features pertaining
to each class, inspiring us to explore the utilization of such representations to
further generate different valid representations belonging to a given class. Such
generated representations can then be used for new sample / image generations,
belonging to a given class. Recently, DL based generative modeling has mani-
fested itself as a fascinating and promising research area for image generation.
? Equal Contribution.
?? Contribution in 2019.
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Fig. 1. Image generations of varying resolutions - MNIST, Fashion MNIST (28x28),
CIFAR-10 (32x32), CelebA (64x64 and 128x128), and Anime (128x128).
Recent advancements in generative modeling include Autoencoders based gen-
erative models [7, 19, 34, 36, 39], GAN based methods [2, 5, 10, 11, 29], and Flow
based methods [8, 20]. A plethora of algorithms based on these ideas (and their
variants) have revolutionized and redefined the notion of image generations. As
much as the interest for image generations have been shown towards generative
models, to the best of our knowledge, using discriminative approaches for the
possibility of generations from classification latent space is comparatively less
explored. Alternatively, similar to autoencoder and its variants being subjected
to the downstream task of classification, we are interested in training a classifier
first and later exploit the learnt classification latent space for downstream image
reconstruction and generation.
To begin with, few natural questions might arise - Can latent space represen-
tations learned by a network trained exclusively for classification task be reused
for another downstream task such as reconstruction and / or generation? Can we
substitute the need for a latent space prior (as in VAEs/GANs) with a property
from classification latent space? In this work, we endeavor to address the above
questions with an aim to create additional latent space representations from a set
of representations belonging to samples of a given class, that are still guaranteed
to belong to that class. For such obtained latent space representations, an appro-
priately designed decoder can result in generation of visually meaningful samples
belonging to the given class of interest. In this regard, we propose a framework,
namely Representation based Generations (ReGene), that investigates the above
thoughts and demonstrates the feasibility of such generations from classification
latent space representations. The main contributions here are as follows: (i) We
theoretically show that classifier latent space can be smartly interpolated using
convex combinations, to yield new sample representations within the manifold.
(ii) We discuss how to select good latent space representations that are suffi-
cient for reconstructing respective images through the design of an appropriate
decoder using a combination of loss functions. (iii) Finally, we demonstrate how
convex combinations of latent representations (z) of images (X) belonging to
a class can lead to realistic and meaningful generations of new image samples
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Fig. 2. Image generation using ReGene: Top blocks show classifier (for supervised
latent space representations) and decoder (for image reconstruction) to be modeled.
Bottom row depicts the image generation procedure using the trained classifier and
decoder.
belonging to the same class, using a decoder network exhibiting good general-
ization capability (i.e., p(X|z)). The overall ReGene framework is built based on
discriminative modelling approach and capable of generating new images (from
convexly combined latent space representations) belonging to a class, is depicted
in Figure 2, and the associated details are presented in the ensuing sections.
2 Background and Related Work
In this section, we discuss the literature pertaining to latent space representations
and image generations inline with the ReGene framework.
2.1 A Study on Latent Spaces: Autoencoder Vs Classification
Latent Space
There are several interesting works on the exploration of latent spaces for super-
vised (classification latent space) and unsupervised (autoencoder) tasks [9, 27].
Autoencoders learn compressed latent space representations but can also pro-
duce realistic interpolated images by imposing additional constraints. For in-
stance, [4] proposed an adversarial regularizer on the generated samples from
autoencoder latent space interpolations and [31] trained adversarially on latent
space interpolations. Autoencoder latent space representations can be utilized
for downstream tasks by adding relevant regularizers [3, 4, 25]. Autoencoder la-
tent space for generations of image samples has been exploited to great extent,
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but classification latent space based image generations is unexplored in computer
vision community.
(a) (b)
Fig. 3. (a) MNIST latent representation from a trained Autoencoder (left) and Clas-
sifier (right) (b) MNIST latent representation from a trained Autoencoder (top) and
Classifier (bottom)
A comparison in interpolations between Autoencoder and Classifier latent
spaces using MNIST dataset can be considered as a baseline illustration. The
t-SNE plots for the autoencoder and classifier latent space for MNIST dataset
are shown in Fig. 3a. Fig. 3a (left) shows that the linear interpolation of points
belonging to a class do not always belong to the same class. For instance, the
line between two points belonging to the cluster 4 (green) passes through the
cluster 9. Therefore, the generated images based on such combinations are not
realistic and meaningful. One such illustration is shown in Fig. 3b (top) where
the transition can be seen blurry as it moves from left (a given true sample) to
right (another true sample). On the other hand, for the same two true samples,
Fig. 3b (bottom) shows the classification latent space based transition, where
one can observe a smooth transition within intermediate samples still preserving
the class information (in this case “4”). This illustrates that the classifier space
will be apt for generating new meaningful samples that still belongs to the same
class of interest.
2.2 Generative Modeling - gaining popularity for Image
Generations
GANs and VAEs lead the list of modern generative learning approaches and
have shown tremendous progress in recent years for generation of new images.
Vanilla versions of both the approaches model the data distribution in an unsu-
pervised fashion (unlabelled). VAEs enforce a prior distribution to control latent
representations, whereas, GANs do not have an encoder to provide latent rep-
resentations and require random noise from a prior distribution. GANs tend to
suffer from issues such as mode collapse/mode drop, training instability, etc.,
which have been addressed in [29, 32]. VAEs may produce blurry images and
recent methods address these issues and shown sharp images [30, 39]. Condi-
tional GANs such as [15, 26] and Conditional VAEs [16, 34] learn conditional
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data distributions, the condition being class labels or other images. Generating
high-resolution and quality images is a challenge for both GANs and VAE. Big-
GAN and Progressive GAN are recent works that address this problem. [6, 18].
VQ-VAE, leveraging on discrete latent embedding also demonstrates comparable
performance to state-of-the-art GAN models [30]. Though GANs and VAEs are
the most studied generative modeling approaches, it should be emphasized that
ReGene is a discriminative modeling framework and takes a different approach
towards representative modeling based generation.
3 Representation Based Generations (ReGene)
The prime focus of ReGene framework is to capture the distribution of the data
belonging to a class, so that new images from that class can be generated. To
achieve this, the ReGene framework involves three parts (as shown in Figure 2):
(i) Classifier: Encoder for supervised latent space representation, (ii) Decoder:
Image reconstruction and generation from the set of latent representations, and
(iii) Convex analysis based manipulation of latent space representation. In this
section, we derive the mathematical formulations that theoretically explains the
framework’s ability to capture the data distributions. Let X = {x(i)}mi=1, y =
{y(i)}mi=1 bem i.i.d. data samples and the corresponding class labels, respectively.
3.1 Classifier: Encoder - Image Space to Latent Space
The purpose of the encoder here is to find appropriate latent space representa-
tions to classify the data samples according to their respective class labels (the
well-known classification problem). For sake of clarity, let fcls(x; θ,W, b) be the
classifier that maps the data sample x to class label y. This classifier can be
written as composition of two functions:
(i) Encoder fenc(x; θ), which maps the data sample x to latent space represen-
tation z;
(ii) Discriminator fdis(z;W, b), which maps the latent space representation z to
the class label y.
Hence,
fcls(x; θ,W, b) = fdis(fenc(x; θ);W, b). (1)
Let p(y|x) be the probability of classifying x according to class labels y for
each data sample. Then, the overall classifier likelihood function can be defined
as
L(θ,W, b) = E
x,y∼px,y
[log p(y(i)|x(i); θ,W, b)]. (2)
By jointly optimizing the classifier using equation (2), the obtained model
parameter estimates θ∗ yield the optimal latent space representation z∗, which
is defined as:
z∗ = fenc(x; θ = θ∗). (3)
These latent space representations will then be used to reconstruct / generate
images, as discussed next.
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3.2 Decoder: Latent space to Image space Reconstruction
Let fdec(z;φ) be the decoder, which maps the optimal latent space representation
z∗ to data sample x. Let p(x|z∗) be the conditional probability of obtaining the
sample x given the latent space representation z∗ via the process of generalized
reconstruction. Then the overall decoder likelihood function can be defined as
L(φ) = E
z∗,x∼pz∗,x
[log p(x(i)|z∗(i);φ)]. (4)
A decoder designed by optimizing the above function will model p(x|z∗) and
hence can be used for reconstruction and generation, provided the z used for the
generation still falls within the distribution of p(x|z∗). It should be emphasized
that in ReGene framework a single decoder is simultaneously trained for all the
classes. In other words, the decoder aims to invert the classification latent space
representations and therefore expected to preserve class information.
3.3 Convex combinations of latent space representations
An optimal decoder following the above discussions ensures that the classification
space is sufficient for effective reconstruction of images. Now, we analyze the
latent space representations of the members of a class. Particularly, we show
that the classification latent space is manipulative and the convex combination
of two or more latent space representations is still classifiable as the same class.
Lemma 1. Considering a binary classification scenario: Let A = {a1, . . . ,anA} ⊂
Rn be an n dimensional feature space representation of a class A that contains
nA elements. And let B = {b1, . . . ,bnB} ⊂ Rn be an n dimensional feature
space representation of a class B that contains nB elements. If there exists a
separating hyperplane WT z + b = 0, that separates these two classes such that:
WT z + b < 0,∀z ∈ A (5)
WT z + b > 0,∀z ∈ B. (6)
Then, it is true that
WT z + b < 0,∀z ∈ conv{a1, . . . ,anA} (7)
WT z + b > 0,∀z ∈ conv{b1, . . . ,bnB}, (8)
where convex hull of {a1, . . . ,am} ⊂ Rn is defined as
conv{a1, . . . ,am} =
{
z =
m∑
i=1
θiai
∣∣∣∣1Tmθ = 1,θ  0}. (9)
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Proof. Let us begin by proving (7). Let α ∈ conv{a1, . . . ,anA}. Then, WTα+ b
can be written as:
= WT (θ1a1 + θ2a2 + · · ·+ θnAanA) + b,
where θi ≥ 0, i = 1, . . . , nA,1TnAθ = 1 (by (9))
(10)
= θ1W
Ta1 + θ2W
Ta2 + · · ·+ θnAWTanA
+ b1TnAθ, (as 1
T
nAθ = 1)
(11)
= θ1W
Ta1 + θ2W
Ta2 + · · ·+ θnAWTanA
+ (θ1b+ θ2b+ · · ·+ θnAb)
(12)
= θ1(W
Ta1 + b) + θ2(W
Ta2 + b) + · · ·
+ θnA(W
TanA + b)
(13)
< 0 (by (5)) (14)
Following similar steps, (8) can also be proved.
3.4 Generations in Image Space
Consequently, as the decoder is trained to capture the distribution of x through a
finite set of latent space representations z∗, it can be shown that it can generate
meaningful new images for each and every element belonging to the convex hull
of the set of z∗, corresponding to a given class. The generations in image space
are obtained by performing following two steps:
(i) Obtain generations in latent space for a given class via convex combinations
of any n number of latent space representations (n ≥ 2), belonging to that
class.
(ii) Trigger the trained decoder with the newly obtained latent space represen-
tations to get corresponding image space generations.
The latent space points obtained from step (i) lie within the given class
(see Lemma 1). Though we do not enforce a prior and cannot take advantage
of infinite random generations arising from the prior, we can, however, achieve
countably infinite number of generations by varying the sample count participat-
ing in the generation process and their convex combination ratio. The validity
of image space generation obtained by the decoder in step (ii) is presented in
Theorem 2. From [28] we have the following result, which is used in the proof of
Theorem 2.
Theorem 1. Given two random variables α1 and α2, with probability density
functions ρ1(x) and ρ2(x) respectively, the probability density function ρ(x) of
the mixture obtained by choosing α1 with probability w and α2 with remaining
probability 1 − w is a convex combination of probability density functions of
original random variables. ρ(x) = f(ρ1(x), ρ2(x)) = w.ρ1(x) + (1− w).ρ2(x)
Theorem 2. For an ideal decoder, the convex combinations of latent space rep-
resentations per class yields image representations belonging to the original im-
age space distribution.
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Proof. Let the classification latent space obtained be z∗,
z∗ = fenc(x; θ = θ∗). (15)
Let fdec(z
∗;φ) be the decoder, that learns a mapping from the latent space
distribution to image space distribution and z∗|yi be the latent space distribution
for class yi.
The latent representations per class,
z∗|yi ∼ p(z|yi) (16)
For the mixture of two latent representations from a given class chosen with
probabilities α and 1− α respectively, the probability density is given by,
f(p(z|yi), p(z|yi)) = α.p(z|yi) + (1− α).p(z|yi)
(by Theorem 1)
= p(z|yi)
(17)
Hence, the mixture of two latent representations for a given class preserves the
latent space distribution for that class. So, the decoder, fdec(z
∗;φ) is able to
map this latent space representation to a sample in the image space. Since the
output of decoder belongs to the original image space distribution, the newly
generated image sample belongs to the original image space distribution.
4 Experimental Setup
In this section we discuss the experimental procedures and provide a high level
overview of the classifier and decoder network architectures employed here for
analyzing ReGene framework. We also discuss the evaluation metrics for perfor-
mance comparison with state-of-the-art methods for generation.
4.1 Datasets
Four standard datasets for image generation tasks - MNIST [23], Fashion MNIST
[38], CIFAR-10 [21] and CelebA [?] are selected. MNIST and Fashion MNIST are
relatively easier due to smaller image dimensions (28x28 px), grayscale images,
perfect alignment, and absence of background. CelebA is chosen to demonstrate
the generation of real-world, relatively higher-dimensional color images. To be
consistent with other reported results in the literature, we followed the same
pre-processing steps provided in [36] and [7] by taking 140x140 center crops and
resizing the image to 64x64 px resolution. 1 To obtain latent space representation
for CelebA, we introduce Anime [1] dataset as the complementary class. 15K
1 It should be noted that existing works in literature have used different versions of
CelebA dataset with respect to pre-processing. Additional details pertaining to this
are provided in supplementary material.
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random samples from both CelebA and Anime were chosen for training the
classifier. For the decoder, we trained CelebA separately using the entirety of
200K samples. Additionally, we also trained CelebA and Anime for 128x128
px resolution without additional cropping other than provided in the original
aligned dataset. CIFAR-10 (32x32 px) is an interesting dataset of choice since
it presents a multiclass scenario with high intraclass variations and unaligned
images with mixed backgrounds. For quantitative evaluation on the datasets, we
directly state the values of the evaluation metrics (as reported in the respective
literature), to have fair comparisons with other existing approaches.
4.2 Network Architectures
It should be noted that the prime focus of this work is on the theory and principle
of the representation framework that suits the downstream task of generation,
and not intended to propose an optimal architecture for classifier or decoder.
Therefore, here we demonstrate our approach using simple feed-forward neural
networks. Both classifier and decoder networks follow VGG-style architectures
of varying depths and multiple blocks, with each major block having Conv2D
for classifier / Conv2DTranspose for decoder, with BatchNorm, LeakyReLU,
followed by a MaxPooling for classifier / UpSampling for decoder layer. Cross-
entropy is adopted as the loss function for classification since it aims to maximize
the capture of information sufficient enough to separate the classes. For the de-
coder, we employ a combination of three weighted loss functions: Mean Absolute
Error (MAE), Structural Similarity Index (SSIM) [37] and Perceptual Loss [17].
The ratio of weights are dataset dependent; however the general heuristic is to
allow initial training epochs to have high weights assigned to SSIM and Percep-
tual Loss to first reconstruct the global outline and texture of the image. In later
epochs, those weights are gradually reduced to focus more on pixel wise error.
The MAE is weighted relatively high throughout the training. Network weights
are optimized using Adam optimizer. All experiments were run on a worksta-
tion with the following specifications: 64 GB RAM, Intel i9-9900K CPU and
2x NVIDIA GeForce RTX 2080 Ti. Detailed network architectures and training
details are provided in the supplementary material.
Next, we discuss the architecture selection for a good latent space represen-
tation. For a complex dataset with high intra-class and background variations,
learning proper class-specific features become difficult. Taking CIFAR-10 as an
example, we examine how to achieve trade-off between the ideal classification
and reconstruction. Generally, discriminative classification models often yield
highly sparse latent representations that sacrifice reconstruction quality, imply-
ing even a decoder with deep architecture will fail if it does not receive sufficient
latent space information. With the intention of finding good latent space rep-
resentations that achieve a balance between classification and reconstruction /
generation, a hyper-parameter search was conducted for a suitable architecture
in terms of depth (layers), latent space dimension size and relative non-sparsity
in the latent feature space. It was observed that although architectures with
more layers achieve higher accuracy, the latent code gradually appears sparser,
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which affects the decoder. The classification network architecture having latent
space 2048 and single convolution per layer was chosen as it achieves best de-
coder MAE. Again, it should be emphasized that the classifier (encoder) and the
decoder used here are not necessarily the best / optimal ones. However, they are
sufficient to demonstrate the efficacy of ReGene framework. A detailed analy-
sis of this case study also including DenseNet is provided in the supplementary
material. Similar approach was adopted to find the right choice of classifier and
decoder combination for other datasets.
4.3 Evaluation Metrics
To quantitatively evaluate the generations, we report their Classification Ac-
curacy and Frchet Inception Distance (FID) [13]. The classification accuracy
validates the claim from Lemma 1 from the perspective of a neutral classifier
(ResNet56v1 architecture), trained from scratch on the original dataset corre-
sponding to the generations. On the other hand, FID which is used to quantify
the generations is also susceptible to the decoder noise, which is further discussed
in Section 5.4. For qualitative evaluation, we compare generations with nearest
neighbors in the original training image space, their reconstructions, and with
other generations created.
5 Results and Discussion
5.1 Validation of Lemma 1 and Theorem 2
The validity of Lemma 1 can be inferred from the Table provided in Figure 4a,
wherein the generation classification accuracies from the viewpoint of a neutral
classifier ResNet56v1 are all high (≥ 0.9). It is observed that convex combinations
with more samples tend to provide generations with overall higher accuracy.
Figure 4b compares the classification accuracy score of ReGene for Cifar-1o
dataset, with those of the reported baseline conditional generative models. It
is evident from Figure 4b that ReGene generations are better classifiable by a
neutral classifier. Although a perfectly practical validation for Theorem 2 can be
obtained only from an ideal decoder, the comparative scores of FID (reported
and discussed in Section 5.4) help to substantiate that the decoder indeed closely
learns the mapping from latent space to image space distribution and that the
generations are not far from the original image space distribution.
5.2 Generations via Convex Combination
We discuss the generations of new samples from the convex combination of multi-
ple existing samples (n ≥ 2) in the latent space. By theory, we can have countably
infinite samples participating in the generation process. For practical purposes,
due to classification and decoder errors, we apply a threshold that serves as
filtering criteria to select the best generations. We apply a two-step judging cri-
teria to decide whether a sample from the combination is fit to be considered as
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(a) (b)
Fig. 4. (a) Generation Classification Accuracy on Neutral Classifier for different dataset
generations with convex combination - 2, 3 and 5. (b) Comparison on Cifar10 dataset.
ReGene outperforms other conditional generative approaches in terms of generation
classification accuracy on Cifar10. Scores for baseline GANs are reported from [33].
Fig. 5. Left: Generations (highlighted in the blue square) produced from convex com-
bination of different samples - n=2,3,5 with combination ratio of 1/n. Right: Latent
Space Interpolation transitions between two source images (top and bottom of each
column) of digit 0, bag, anime and celeb, shown vertically for varying convex combi-
nation ratios (0.1-0.9) (All images are shown in same scale due to space constraints
though they have different resolutions).
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Table 1. Comparison of FID scores. For benchmarking purposes, results indicated
by † are taken from [7],  from [39]. The blanks indicate that the values are not
reported in the respective papers. ReGeNe generations are obtained by performing
convex combinations of 2 samples, experiments repeated over 3 separate runs. The last
row represents FID scores computed between dataset reconstruction and generations.
For each dataset the top 2 performances are highlighted.
Method MNIST Fashion CIFAR-10 CelebA
NS GAN† 6.8± 0.5 26.5± 1.6 58.5± 1.9 55.0± 3.3
LSGAN† 7.8± 0.6 30.7± 2.2 87.1± 47.5 53.9± 2.8
WGAN GP† 20.3± 5.0 24.5± 2.1 55.8± 0.9 30.3± 1.0
BEGAN† 13.1± 1.0 22.9± 0.9 71.4± 1.6 38.9± 0.9
VAE 19.21 − 106.37 48.12
CV-VAE 33.79 − 94.75 48.87
WAE 20.42 − 117.44 53.67
RAE-SN 19.67 − 84.25 44.74
LVPGA 11.4± 0.25 − 52.9± 0.89 13.8± 0.20
2-Stage VAE† 12.6± 1.5 29.3± 1.0 72.9± 0.9 44.4± 0.7
ReGene (Org vs Gen) 16.3± 0.06 40.9± 0.16 59.7± 0.24 48.3± 0.32
ReGene (Org vs Recon) 13.9 34.2 52.7 32.9
ReGene (Recon vs Gen) 3.03± 0.02 4.03± 0.03 6.30± 0.03 10.82± 0.04
a new generation: (i) On obtaining the new latent space representation, pass to
the classifier and allow samples that have class confidence score above a certain
threshold, (ii) Such sample representations once decoded to image (via decoder)
are again passed to the classifier to double check whether the new image is also
of high class confidence. General threshold adopted is the average class confi-
dence per class over the test/holdout samples. In Figure 5, we show generations
from combinations n=2,3,5 and the convex combination ratio=1/n. Each row
presents generations (highlighted in the blue square) from datasets selected in
Section 4.1. Below each of the generated images (highlighted blue square) we
have shown the spatial overlapping of the source images to visually observe the
novelty and quality of the generated samples. Each column shows samples from
different number of samples participating in the combinations. The generations -
Digit 0, Bag, Anime, and Celeb transitions are produced by changing the convex
combination ratios (0.1 - 0.9) in the latent space. The images reveal the gener-
ative ability of ReGene (for different n and in various datasets) and the smooth
image transitions (for n = 2).2
5.3 Finding the Closest Match
To demonstrate that the decoder does not produce generations that simply
mimic existing samples, and to show it is truly robust to mode collapse, we
show qualitative samples comparing generations with samples from the training
set (Figure 6a). We take two existing images, generate a new image and compare
it against other existing images from the training dataset, by closest match in (i)
increasing order of squared error in image and latent space representations, (ii)
2 Owing to page limitations, extensive image generations for various datasets are pro-
vided in the supplementary material.
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(a) (b)
Fig. 6. (a) Comparison of generation among the training set samples - Showing Top
3 Original and Reconstructed using MSE, SSIM in Image Space and VGG-16 Latent
Feature Space. (b) Comparison of generation among other generations - First two rows
show top 5 closest matches in increasing order of squared error in image space; bottom
two rows show top 5 closest match in terms of decreasing order of SSIM in image space.
decreasing order of SSIM in image space, and (iii) increasing order of squared
error on latent features passed through Imagenet pre-trained VGG-16 network.
We compare with our own created generations set in Figure 6b.
5.4 Comparing FID scores of Reconstruction vs Generation
The decoder of ReGene serves for both reconstruction and generation. Unlike
GANs/Conditional GANs, ReGene does not employ adversarial training. The
FID scores obtained using ReGene generations for different datasets, and those
obtained by different generative approaches (as reported in the literature), are
summarized in Table 1. It is important to note that the FID scores computed
between Org vs Recon are high due to low level decoder noise. This does not affect
generation qualitatively (as can be witnessed from images in Figure 5), but it
impacts FID score significantly. As FID score is susceptible to such small decoder
noise, it favor methods trained in adversarial fashion. The FID scores between
Recon vs Gen provide a better comparison since they both (reconstruction and
generation from same decoder) take into account the same decoder noise, and it
beats the state-of-the-art methods. Similar observation has been reported in [30].
Figure 7a compares the generative performance exclusively for Cifar-10 database,
where again the FID score for Recon vs Gen beats the state-of-the-art methods.
In Figure 7b, we plot FID score vs accuracy for different convex combination
ratios of original-reconstructed versions of the Cifar-10 samples. Initially, when
all original training images are presented, the accuracy reaches 1 and FID is
0. As convex combination weight α of the reconstructed images increase, there
is a gradual deterioration in the image quality, which decreases the accuracy
and conversely increases FID. This further confirms that the error in decoder
has significant influence on the two metrics (FID and accuracy). Though the
purpose here is to demonstrate the generation ability of ReGene framework, it
should be noted that with an improved decoder (implying lower FID for Org
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(a) (b)
Fig. 7. Left: Comparison of FID on the Cifar10 dataset - The FID score for Recon vs
Gen (6.3) is the best among all. However, it should be noted that (Org vs Gen) FID
score (59.7) is higher than other conditional generative models. However, (i) ReGene
was never optimized directly for generations, (ii) the (Org vs Recon) FID score (52.7)
is also high, indicating the reconstruction error should be accounted for during com-
parison. Right: Trend of FID score (blue) vs Accuracy (orange) for different convex
combination ratios of original:reconstructed samples. Higher FID score is observed as
the ratio tends towards reconstructed samples, caused primarily by the decoder error.
vs Recon), ReGene has the potential to generate images with even lower FID
scores (for Org vs Gen).
5.5 ReGene: Advantages and Disadvantages
Design In ReGene two probabilistic models - classifier p(y|x) and decoder p(x|z)
are defined and trained separately. Unlike in VAEs and C-VAEs, there is no need
for probabilistic modelling of p(z|x) and p(z|x, y) respectively. Also, instead of
randomly sampling the latent space as in VAEs/C-VAEs, ReGeNe framework
uses convex combinations to generate new samples (Lemma 1).
Advantages (i) Guarantee for same class generations (from Lemma 1 and
Theorem 2); (ii) No prior required to model latent space distribution; (ii) No
mode drop issue (as selection samples for a given class are deterministic in na-
ture), and (iv) Stable and straight-forward training procedure (no adversarial
training required). Disadvantages (i) Cannot directly evaluate p(x) for the data
distribution; (ii) Trade-off between reconstruction and classification accuracy,
and (iii) Quality of image generations is dependent on the reconstruction ability
of decoder.
6 Conclusion and Future Work
The answer to the question: ‘Can classification latent space representations be
reused for the downstream task of generation?’ is Yes - through the proposal of
a novel ReGene framework using the convex combination of classification latent
space representations. We showed quantitative and qualitative results on stan-
dard datasets and demonstrated comparable performance with other existing
Classification Representations Can be Reused for Downstream Generations 15
state-of-the-art methods. While our experiments utilized simple network struc-
tures to prove the possibility of this alternative approach, there is an encourage-
ment for the community to design more sophisticated architectures for better
reconstruction and therefore, generation. Also, since Lemma 1 is generalizable,
its application in other domains foresees exciting potential.
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