Abstract. In this paper we investigate numerical methods for solving hyperbolic conservation laws based on finite volumes and optimal recovery. These methods can for example be applied in certain ENO schemes. Their approximation properties depend in particular on the reconstruction from cell averages. Hence, this paper is devoted to prove convergence results for such reconstruction processes from cell averages.
numerically. Here, u : R d × [0, ∞) → R n is the vector-valued solution containing the quantity to be conserved while f : R n → R n denote the so-called flux functions. For discretizing in space, finite volume methods use cell average information. To be more precise, for a fixed time such cell averages are employed to reconstruct the unknown function u approximately. For a good reconstruction in regions where the solution of (1.1) is known or expected to be smooth a higher order reconstruction scheme is desirable. Hence, such high order schemes currently form a major research direction in the theory of finite volumes.
The first higher order reconstruction schemes employed, were based on polynomials and suffered from the typical behavior of multivariate polynomials, such as oscillation and ill-conditioning.
In a series of papers [4, 9, 10, 11] , Sonar proposed to employ optimal recovery based on conditionally positive definite kernels instead. His numerical examples indicate that these recovery processes indeed lead to higher order schemes. Nonetheless, up to now there has no mathematical proof been given for this observation. In [11] , he concluded with "[...] nearly nothing is known about approximation orders in the case of recovery from cell average data. [...] At the moment, however, we are faced with the fact that important theoretical results are missing in this area of research."
It is the goal of this paper to fill this theoretical gap and to show that the recovery process can lead to arbitrary high orders, provided the target function u is sufficiently smooth and the correct (conditionally) positive definite kernel is employed.
However, since our analysis is based upon approximation properties of polynomials, our proof will need slightly larger stencils than those proposed by Sonar. On the other hand, since the "correct" selection of stencils is still under investigation, our results might also contribute to this problem.
Moreover, the results we will achieve are not restricted to (conditionally) positive definite kernels at all. On the contrary, they will work for every interpolatory and stable reconstruction process. Finally, our results are established for an arbitrary space dimension. This paper is organized as follows. In the rest of the section we will introduce some general notations we will need to state our convergence results. The next section is devoted to a short review on finite volume and ENO (essentially non oscillatory) schemes. The third section describes how such schemes can be derived using optimal recovery. The fourth section is the main section where we provide our error analysis. In the final section we take a special look at thin-plate spline approximation, which is one of the most popular reconstruction methods in this context. For numerical examples we refer the reader to the previously mentioned papers by Sonar.
We will establish our error estimates using a variety of Sobolev spaces, which we want to introduce now. Let Ω ⊆ R d be a domain. For k ∈ N 0 , and 1 ≤ p < ∞, we define the Sobolev spaces
Associated with these spaces are the (semi-)norms
The case p = ∞ is defined in the obvious way:
We will also be dealing with fractional order Sobolev spaces. Let 1 ≤ p < ∞, k ∈ N 0 , and 0 < s < 1. We define the fractional order Sobolev spaces W k+s p
(Ω) to be all u for which the following (semi-)norms are finite:
2. Finite Volume and ENO Schemes. Finite volume schemes introduce weak solutions to (1.1) in the following sense. If V ⊆ R d is an arbitrary compact, small region, called the control volume, then u has to satisfy the weak form of the conservation law (1.1) in the form
where η(x) denotes the outer normal vector to the boundary ∂V . This form of (1.1) often directly results from the physical conservation law and is then in a certain sense even more natural than (1.1).
To convert (2.1) into a numerical procedure, the region Ω ⊆ R d of interest is subdivided into non-overlapping subregions T h = {V j }, i.e.
where the V j are simplices having size O(h). Then, (2.1) can obviously be rewritten using the cell averages
Moreover, if N j denotes the set of the neighboring simplices to the simplex V j ∈ T h , we have:
where η (V ) denotes the outer unit normal vector to the boundary face ∂V ∩ ∂V j of V . If the flux is replaced by a numerical flux function or an approximate Riemann solver H :
and if the integration on the boundary hyperplane ∂V ∩∂V j is replaced by a quadrature rule having weights w ν and points
where m Q denotes the order of the employed quadrature rule.
Replacing the unknown values u(x ν (V ), t) simply by the cell averages spoils the approximation order and leads only to a first order scheme. However, if these values are replaced by a more accurate reconstruction s u (x ν (V ), t), which satisfies
for all sufficiently smooth functions u, then we get for smooth f via
Hence, it is crucial to have reconstruction processes satisfying (2.2) and (2.3). In the next section, we will describe one possibility, which is based upon optimal recovery. However, the error estimate (2.3) is actually intrinsic to the reconstruction requirements (2.2), at least if the reconstruction process is stable in a sense which we will soon make precise. This is a consequence of the following result, which we will prove in this paper.
Theorem 2.1. Let k be a positive integer, 0 < s ≤ 1, 1 ≤ p < ∞, 1 ≤ q ≤ ∞ and let α be a multi-index satisfying k > |α| + d/p or, for p = 1, k ≥ |α| + d. Let Ω be a bounded set satisfying an interior cone condition. Suppose Ω is decomposed into finitely many, non-overlapping sub-domains V j such that every ball B ⊆ Ω with radius h contains at least one sub-domain
where c is a constant independent of u and h, and (x) + = max{x, 0}. The condition that every ball B ⊆ Ω of radius h contains at least one volume V j is automatically satisfied if the volumes form a uniform decomposition of Ω consisting of volumes of size h.
From this theorem we can conclude that any reconstruction process in the sense of (2.2) immediately satisfies
so that the stability assumption on the reconstruction process has to be something like
Of course, the (semi-)norm on the right hand side might be replaced by a norm or a stronger (semi-)norm. Both, (2.2) and (2.4) together now yield the approximation error (2.3).
However, in most applications it is not reasonable to build a reconstruction using all cell averages. Instead, for each cell a local reconstruction is computed using all the cell averages of cells in a neighborhood of the current cell. Moreover, to avoid unwanted oscillations, the ENO approach chooses for each cell V j different sets of neighboring volumes, which are usually called stencils, computes for all theses sets a local reconstruction and then chooses the reconstruction, where the oscillation of the solution is least.
3. Optimal Recovery. In this section we shortly review the idea of using optimal recovery to solve the reconstruction problem (2.2). It has initially been introduced by Sonar in [9] . It is based upon (conditionally) positive definite functions and has the advantage of satisfying a stability condition such as (2.4) automatically. For simplicity, we will from now on suppress the time variable and restrict ourselves to functions u :
In what follows, we will denote the space of d-variate polynomials of degree less than or equal to m by
A function that is conditionally positive definite of order m = 0, where no constraints on α are imposed, is called positive definite.
A positive definite function Φ gives rise to a reproducing kernel Hilbert space H = H Φ , for which Φ is the reproducing kernel. In case of a conditionally positive definite function this remains true modulo π m−1 (R d ), which is the null space of the semi-inner product defined by Φ. In this context, this space is also called the native space associated to Φ. Now suppose we are given functionals µ 1 , . . . , µ N , which are continuous and linearly independent over H (modulo π m−1 (R d ).) Suppose further these functionals are π m−1 (R d )-unisolvent meaning that p = 0 is the only polynomial from π m−1 (R d ) with µ j (p) = 0 for all 1 ≤ j ≤ N . Then, there exists exactly one function of the form
where p ∈ π m−1 (R d ) and µ y j means acting with respect to the variable y, which satisfies the interpolation conditions
together with
Moreover, the solution s u satisfies the stability estimates
and the latter leads to (2.4), if H is either a Sobolev or a Beppo-Levi space. Examples for (conditionally) positive definite functions are the compactly supported functions, constructed and investigated in [12, 13] by this author, for Sobolev spaces, and the thin-plate or surface splines, investigated in [2] by Duchon, for Beppo-Levi spaces. We will come back to these examples later on. For more details on optimal recovery and scattered data approximation, we refer the reader to the recent book [14] .
4. Local Estimates. Let us describe the main idea for proving Theorem 2.1. Our analysis is based upon the following approach. First of all we consider u only on small subregions Ω of Ω and derive estimates in terms of the diameter of Ω . These subregions can, for example, be the stencils of the ENO schemes previously described. For our matters, it is only important that Ω itself is the union of some of the volumes V j . If interested in estimates on all of Ω, we have to glue these local estimates together to retrieve our final error bound.
In accordance to Theorem 2.1 we assume that the smooth function u satisfies
where M contains all indices j with V j ⊆ Ω .
On the local domain Ω we approximate u by a polynomial P ∈ π k (R d ), i.e. we write
If u is smooth the term u − P can locally be bounded in a sound way by using an averaged Taylor polynomial to u as P . To bound this specific P we have to study the action of the functionals λ j on the space of polynomials π k (R d ) of degree k. Suppose our functionals allow a reconstruction of the form
with certain numbers a j (x), j ∈ M , having a uniformly bounded 1 -norm. Then, using λ j (u) = 0, we can derive
Hence, we can control the norm of P again by the norm of u − P . Moreover, this shows that we first have to investigate polynomial approximation on local sets.
Polynomial Approximation.
To simplify notation in the rest of the section, we denote our current local set Ω by D and assume that M = {1, . . . , N }. This short section is meant to collect all necessary results on local polynomial approximation. It is based upon Brenner and Scott's book [1, Chapter 4] and on the recent article [7] . We start by introducing star-shaped regions. It should be apparent, that a bounded region which is star-shaped with respect to a ball automatically satisfies a uniform interior cone condition. To be more precise, the following result has been established in [7] . 
These results have been extended and generalized to the case of fractional Sobolev spaces by Narcowich et al. [7] . In this section, we briefly summarize these results.
The averaged Taylor polynomials are defined as follows. Let B r be a ball relative to which D is star-shaped and having radius r ≥ 1 2 r max , where r max is the largest radius of a ball relative to which D is star-shaped. The averaged Taylor polynomials are then given by
where φ is a nonnegative C ∞ "bump" function supported on B r , satisfying both [7] . It utilizes the chunkiness parameter γ of a star-shaped domain D, which is defined to be γ = ρ D /r max , where ρ D is the diameter of D. 
where ρ D denotes the diameter of D.
It is important to realize that the involved constant here depends on the domain D only via its chunkiness parameter γ.
Norming Sets.
To reconstruct polynomials from cell averages in a controlled way we employ norming sets. Norming sets have been introduced in the context of scattered data approximation on spheres [5] . The idea behind them can be described in a rather abstract setting, see [6, 14] .
Let V be a finite dimensional vector space with norm · V and let Z ⊆ V * be a finite set consisting of N functionals. Here, V * denotes the dual space of V consisting of all linear and continuous functionals defined on V .
Definition 4.4. We will say that Z is a norming set for V if the mapping
) z∈Z is injective. We will call T the sampling operator.
If Z is a norming set for V , the mapping T : V → T (V ) ⊆ R |Z| is bijective and the norm of its inverse is given by
Theorem 4.5. Suppose V is a finite dimensional normed linear space and Z = {z 1 , . . . , z N } is a norming set for V with T being the corresponding sampling operator. For every ψ ∈ V * there exists a vector a ∈ R N depending only on ψ such that for every v ∈ V ,
We can apply Theorem 4.5 to our situation by choosing
T , where λ j denotes once again the cell average operator to the cell V j . Thus, we have to find a bound on T −1 , which means we have to determine a constant C > 0 with
Before providing such a result in general, let us have a look at two examples.
Example 4.6. In the first case we consider the case of linear polynomials in the univariate setting with equidistant points. Hence, our cell averages are given by
, then it obviously attains its absolute maximum either in 0 or in 2h. In the first case (the other one is dealt with in the same way) p satisfies (without restriction) p(0) = 1 and p (0) ≤ 0. Hence, we can express p as p(x) = 1 − ax with a ≥ 0 and for this p we find
since we can conclude from |p(2h)| ≤ 1 that |a| < 1/h. Hence, we can choose the constant C in (4.1) as C = 2. Example 4.7. Our second example deals still with linear polynomials but this time on R 2 . Again, we assume that our cells form an equidistant grid hZ 2 . Suppose our stencil consists of the four volumes
2 . Again, without restriction we can assume that p ∈ π 1 (R 2 ) attains its maximum in (0, 0). Hence, we have p(x, y) = 1 − ax − by with a, b ≥ 0. A simple computation shows
Hence if we have in addition |λ 2 (p)| ≤ 1/3, we must have |λ 3 (p)| ≥ 1/3. Thus we can choose the constant C in (4.1) to be C = 3.
From the second example it should already be clear that the multi-dimensional case is in general harder to be dealt with. Moreover, if higher degree polynomials are under investigation, we cannot expect the maximum to be attained in a vertex of our simplices. Furthermore, we do not want to restrict ourselves to uniform grids. Hence, we need a somewhat more general approach. The price we have to pay for this is to use slightly larger stencils than probably really necessary. 
Proof. Suppose p ∈ π k (R d ) with p L∞(D) = 1 is given. Then there exists a point x 0 ∈ D with |p(x 0 )| = 1. To this point x 0 we can choose a cone C(x 0 ) with angle θ and radius r which is completely contained in D. If ξ ∈ R d with ξ 2 = 1 gives the axis of the cone, it is easy to see that C(x 0 ) completely contains the ball B(y, h) with y = x 0 +(h/ sin θ)ξ, provided h ≤ r sin θ/(1+sin θ) is satisfied. Hence, by assumption, we find a volume V j with
Moreover, the line segment x 0 + t(x − x 0 )/ x − x 0 2 , t ∈ [0, r], which joins x 0 with any x ∈ V j and beyond is entirely contained in D. Hence, if we define the univariate polynomial q(t) = p(x 0 + t(x − x 0 )/ x − x 0 2 ), t ∈ [0, r], we can apply Markov's inequality for univariate polynomials in the form
to derive
for every x ∈ V j ⊆ B(y, h). For such an x we also have the bound
so that we can conclude
provided (4.2) is satisfied. This means for λ j (p) ≥ p L∞(D) /2 for this particular j. Note that for deriving our result only those volumes V j were necessary with V j ⊆ D, as long as all other assumptions are satisfied. Now that we know the bound on the inverse of the sampling operator we still need a bound on the norm of the evaluation functional ψ. In our situation, this has again be provided in [7] .
Lemma 4.9. Suppose D is bounded and satisfies an interior cone condition with angle θ and radius r. Then, for every p ∈ π k (R d ) and every |α| ≤ k we have
As a consequence, Theorem 4.5 guarantees for every x ∈ D and every α ∈ N d 0 with |α| ≤ k the existence of numbers a 
and the constant C depends only on k, d, p, |α|, and θ = 2 arcsin(r/2R). Proof. We use the decomposition
being the averaged Taylor polynomial to u.
Since the chunkiness parameter γ can be bounded by
Lemma 4.3 yields a constant C depending only on k, d, |α|, θ with
On the other hand, since (4.2) is satisfied, Lemma 4.8 and Theorem 4.5 yield stable polynomial reproduction in the sense of (4.3) and (4.4). Hence, because of λ j (u) = 0 we have for any polynomial p ∈ π k (R d ),
Specifying p = Q k+1 and using Lemma 4.3 and (4.5) yields
with a constant depending only on k, d, p, |α| and θ. Hence, we have established the result
for q = ∞. Next, integrating this inequality and using the fact that D has volume
which finishes the proof.
Note that this result remains true even if D itself is not the union of its volumes. More precisely, if D ⊆ ∪V j it suffices that the collection {V j : V j ⊆ D} satisfies the assumptions. In particular, in this situation the recovery function should only be based upon these volumes. Proposition 4.10 yields our first main result. It covers the situation of ENO approximation whenever a sufficiently large stencil is chosen. Note, however, that the assumption on the size of the stencil can even be improved in case of linear polynomials and regular meshes, using the ideas of Examples 4.6 and 4.7.
Definition 4.11. We say that a stencil D = ∪ M j=1 V j with volumes V j is admissible if there exist constants C 1 > 0 and L ≥ 1 such that
• D is star-shaped with respect to a ball B(x c , C 1 h),
• D is contained in the ball B(x c , LC 1 h),
• each ball of radius h contains at least one V j . If a stencil is admissible in this sense, it yields convergence of the reconstruction process using cell averages.
Theorem 4.12. Suppose the assumption on k, p, s, |α|, and q from Proposition 4.10 hold. Suppose
then for every u ∈ W k+s p (D), which satisfies λ j (u) = 0 for 1 ≤ j ≤ N , the error estimate
is satisfied, where C is a constant independent of u and h. Proof. From Lemma 4.2 we know that D satisfies a cone condition with radius r = C 1 h and angle θ = 2 arcsin(1/(2L)). Our assumption on C 1 assures that condition (4.2) is satisfied, so that Proposition 4.10 yields the result.
It is important here to note that all involved constants depend on the region D only by their cone condition. This will be of importance for deriving our general result in the next section.
The assumptions k > |α|+d/p can be weakened in case of p = q using interpolation theory to k > d/p.
Finally, note that for Proposition 4.10 it is not important for D to be the collection of all local V j . It suffices that every ball of radius h contained in D contains a V j itself.
5. Global Estimates. Now we work our way towards proving Theorem 2.1. To this end, we cover our region Ω by small regions D. The key ingredient is, that the involved constants depend on the local regions only via their cone condition. Hence, if we fix r and R and use local domains D for which we can find an x c such that D ⊆ B(x c , R) is star-shaped with respect to B(x c , r), the chunkiness parameter and thus the angle θ of the cone condition are all the same. This means in particular, that we can use the same constant C in Proposition 4.10 for any such domain.
Interestingly, the procedure which now follows is identical to the one employed in the point evaluation case, which was studied in [7] . Hence, we will heavily rely on that paper, see also [14] .
Let us suppose our global region Ω is bounded and satisfies a cone condition with radius r and angle θ. We introduce the following quantities. As usual, let h be the typical size of our finite volumes. Let ϑ := 2 arcsin sin θ 4(1 + sin θ) ,
With these settings we define the sets T r := {t ∈
where co(A) denotes the closed convex hull of the set A. Lemma 5.1 ( [7] ). With the just introduced quantities, suppose the number h > 0 satisfies h ≤ Q(k, θ)r. Then, the following holds true:
1. Each D t is star-shaped with respect to the ball B(t, r), and satisfies B(t, r) ⊆ D t ⊆ Ω ∩ B(t, R). 2. Each D t satisfies a cone condition with angle ϑ and radius r.
and 0 elsewhere and #T r denotes the cardinality of T r . Now that we have the local sets we can formulate and prove our main result of this section, which is nothing but Theorem 2.1.
Theorem 5.2. Suppose Ω is bounded and satisfies an interior cone condition with radius r > 0 and angle θ. Let k be a positive integer, 0 < s
where (x) + = max{x, 0}.
Proof. We use the notation introduced in the paragraph before Lemma 5.1. First of all note that, since h ≤ Q(k, θ)r, Lemma 5.1 is applicable. Furthermore, our definition of r, R, and Q(k, θ) establish h = r sin ϑ 4k 2 (1+sin ϑ) , which allows us to apply Proposition 4.10 to the local sets D t . The just mentioned lemma and proposition immediately establish the result in the case q = ∞. On the other hand, for 1 ≤ q < ∞ the decomposition of Ω implies that we have Proof. We need to extend u ∈ W σ 2 (Ω) to a function Eu ∈ W σ 2 (R d ). This is under the assumptions on Ω continuously possible, see the discussion in [7] . Hence, there error between u ∈ W k 2 (Ω) and its optimal recovery s u from cell averages using the thin-plate spline Φ d,k has the error estimate u − s u Lq (Ω) ≤ Ch k−d(1/2−1/q)+ |u| BL k (Ω) .
Proof. We extend u ∈ W k 2 (Ω) to a function u = E k u ∈ BL k (R d ). Since BL k (R d ) is the associated reproducing kernel semi-Hilbert space, we have
Since the function u − s u satisfies λ j (u) = 0 we can apply Theorem 5.2 to it, which gives the desired result.
For the here mainly interesting case of q = ∞ this gives
Hence, in the bivariate case d = 2 using classical thin-plate splines φ(r) = r 2 log r this leads only to a first order approximation scheme. This recovers an unpublished result [3] by Gutzmer.
However, under additional assumptions on the target function u improved error estimates can be established. 
