JTIT by unknown

2015Warsaw
Hovik Baghdasaryan
Preface
This issue of the Journal on Telecommunications and Information Technology contains nine
articles. We have ﬁve papers related to biometry, three papers related to certain environ-
mental issues in communication and measurement systems, and the last paper deals with
communication systems.
Let us ﬁrst discuss the biometrics papers. The ﬁrst one, namely Supervised Kernel Prin-
cipal Component Analysis by Most Expressive Feature Reordering by Krzysztof Ślot et al.
reaches in fact far beyond biometrics, as it analyses a general feature selection problem in
kernel methods. The paper discusses feature space derivation through feature selection. The
selection is based on kernel Principal Component Analysis (kPCA) of the input data. Sev-
eral selection criteria are introduced and compared against the reference approach being the
combination of kPCA and the most expressive feature reordering based on the Fisher linear
discriminant criterion. It has been shown that one can improve classiﬁcation performance by
introduction of appropriate modiﬁcations to the feature selection procedure. The proposed
method is an important alternative to the commonly used feature selection approaches in
kernel-induced feature spaces.
The paper of Ewa Kartasińska and Anna Brągoszewska on Analysis of Polymorphic DNA Se-
quences in the Identification of Individuals and its Possible Use in Biometric Systems presents
the latest developments in DNA analysis and future trends in DNA forensic practice, and
discusses ways and possibilities for DNA analysis to be applied in biometric recognition. Ge-
netic tests that allow to establish a DNA proﬁle constitute an eﬀective and reliable method
of individual identiﬁcation, yet they are not performed in real time. A noninvasive de-
vice capable of quick and automatic generation and comparison of DNA proﬁles is yet to
be invented. Development of Lab-on-a-Chip technology explored possibilities to produce
miniature devices aimed also for genetic purposes. The idea of the Lab-on-a-Chip is already
used in diagnostic procedures and in analytical chemistry and may be the future of the DNA
biometric.
In their paper on Biometric Systems Based on Palm Vein Patterns, Dorota Smorawa and
Mariusz Kubanek discuss a complete biometric recognition system based on hand vascular
pattern. They ﬁrst present the way to obtain the hand blood vessels image and to improve
its contrast. The proposed feature extraction methodology uses two-dimensional Gaussian
density and curvature analysis. The image is ﬁnally coded as a set of feature vectors. Out
of the two proposed veriﬁcation methods, the one based on Hidden Markov Models per-
forms better. Veriﬁcation using the generally available CASIA hand blood vessels database
shows that the Hidden Markov Models approach compares favorably too many earlier results
obtained by another authors.
The last two biometric papers are related to social and legal issues. In the paper on Polish
Personal Identity Card as a Tool for Identity Theft, Mirosław Owoc express his personal
concern about the changes resulting from an introduction of the new personal ID card in
Poland. The new document contains less information about the owner, i.e. height, eye color,
and signature are missing, and may thus signiﬁcantly increase the risk of identity theft. The
issues raised by the author may start a discussion on the identity card security issue.
Magdalena Tomaszewska-Michalak in The Practical Implementation of Biometric Technol-
ogy – Legal Aspects discusses the legal and social problems that may occur while implement-
ing a biometric system. Author’s research lead to general rules, which should be followed
by legislators to introduce a well-functioning and user-friendly biometric system. It is nec-
essary to launch the legal frames relevant to the aim of the particular biometric system.
A proper system should be thus an eﬀect of cooperation between engineers and lawyers
with a background in privacy rights.
The next three articles deal with various environment-related problems. In the paper on Wind
Farms Influence on Radiocommunication Systems Operating in the VHF and UHF Bands
Krzysztof Bronk et al. discuss various ways the wind farms may aﬀect radiocommunication
systems. The authors experimentally conﬁrmed that the ITU-R BT.1893 model could be
applied to both UHF and VHF bands. They showed that the interference with wind turbines
is stronger in UHF band, and the reﬂected signal is periodic so the areas of very strong
interference are adjacent to the areas of low interference.
Another issue is discussed by Krzysztof Maniak in Measuring Electromagnetic Emissions
from Active Landslides. Electromagnetic emission measurement from active landslides and
other geophysical complex structures is a new useful method of slope stability assessment that
can provide continuous monitoring of landslide conditions. The paper describes the mech-
anism of electromagnetic emission generation in active landslides and proposes an original
system for measuring both continuous and pulsed magnetic emission of landslides. The pro-
posed measurement system can be also used for examination of the structural inhomogeneity
of rock strata subjected to considerable stresses. The results of examinations of active and
inactive landslide in Poland are also presented.
The paper of Ratna Kalos Zakiah Sahbudin et al. on SAC-OCDMA over Hybrid FTTx Free
Space Optical Communication Networks investigates weather inﬂuence on this class of com-
munication systems. Spectral Amplitude Coding Optical Code Division Multiple Access
(SAC-OCDMA) is a promising multiplexing technique for hybrid Fiber-to-the-x (FTTx) ac-
cess networks. FTTx and Free Space Optical (FSO) are the last mile technologies that deliver
secure and high-speed communication. Authors results determine the range for the proposed
SAC-OCDMA FTTx-FSO for drizzle, light rain, medium rain and heavy rain, useful to locate
the FSO transceivers.
In Improvement of LTE Downlink Channel Estimation Performance by Using an Adaptive
Pilot Pattern by My Abdelkader Yousseﬁ and Jamal El Abbadi, the authors propose an
adaptive pilot pattern to improve channel estimation performance for Long Term Evolution
(LTE) downlink system with high mobility. The adaptive pilot pattern is to replace the ﬁxed
pilot positions predeﬁned in time and frequency to use optimally pilot tones over time varying
channels. It is shown that only seven bits of additional wide-band feedback per frame and per
user are required to support optimally adaptive pilot patterns. Simulation results show that
the proposed method allows high performance in terms of throughput and channel estimation
error.
I would like to thank all the authors and the reviewers for their eﬀort to make this issue
interesting and of high quality.
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Abstract—The presented paper is concerned with feature
space derivation through feature selection. The selection is
performed on results of kernel Principal Component Analysis
(kPCA) of input data samples. Several criteria that drive fea-
ture selection process are introduced and their performance is
assessed and compared against the reference approach, which
is a combination of kPCA and most expressive feature reorder-
ing based on the Fisher linear discriminant criterion. It has
been shown that some of the proposed modiﬁcations result in
generating feature spaces with noticeably better (at the level
of approximately 4%) class discrimination properties.
Keywords—feature selection, kernel methods, pattern classifica-
tion.
1. Introduction
Kernel methods [1], [2] enable derivation of highly discrim-
inative feature spaces by linearizing class separation prob-
lems in implicitly-exploited, very high-dimensional spaces.
Adoption of the optimal feature space is a key issue in pat-
tern recognition, as majority of real-world pattern recog-
nition problems are typically highly nonlinear, and many
diverse nonlinear approaches for handling this issue have
been proposed so far such as locally linear embeding [3],
Laplacian Eigenmaps [4] or Isomaps [5].
Several important concepts in the ﬁeld of kernel-based fea-
ture space derivation have been formulated so far. A basic
scheme for derivation of a nonlinear feature space with
kernel methods is an extension to the classical Principal
Component Analysis (PCA) method. This scheme, named
kernel-PCA and proposed by Scholkopf et al. in [6], pro-
duces a feature space from a subset of most-expressive fea-
tures (MEF) determined for projections of original samples
onto a nonlinear, high-dimensional Hilbert space. A ratio-
nale behind that scheme is the same as in case of a reg-
ular PCA: large data scatter is likely to be produced by
separable clusters, possibly belonging to diﬀerent classes.
As MEF-based feature space derivation has obvious limita-
tions, feature selection as well as feature extraction schemes
have been developed to improve classiﬁcation performance
of kernel methods. In case of the latter direction, the
two most notable methods proposed so far are: kernel
Fisher Discriminant Analysis (kFDA), formulated in [7],
and Supervised Principal Component Analysis (SKPCA),
proposed by Barsham et al. in [8]. The kFDA general-
izes classical linear discriminant analysis for kernel-induced
spaces where it determines a direction of maximum linear
class separability. On the other hand, SKPCA produces
an ordered set of the most discriminative directions, de-
ﬁned as the ones that maximize Hilbert-Schmidt norm of
cross co-variance matrix, which describes relations between
projected samples and their class labels. Both approaches
proved extremely successful, however, there exist aspects
that could potentially challenge their high performance.
The main potential issue that exists in case of kFDA is
the resultant one-dimensional output space. This problem
can become more serious than in case of Support Vector
Machine (SVM) classiﬁcation [9], as no maximum margin
criterion is involved in search for the most discriminative
direction, generated by kFDA. SKPCA bypasses the afore-
mentioned issue, however, there exist no clear guidance
on selection of quantitative class labels and their kernels,
which are important components of the method.
The main reasons for considering feature selection per-
formed on kPCA results as a promising feature space
derivation strategy are the following. The ﬁrst advanta-
geous property of such an approach, which does not hold
for SVM classiﬁcation or kernel Fisher Discriminant Anal-
ysis, is a presence of a broad pool of mutually orthogonal
candidates that could build a multidimensional discrimina-
tive space, which would host projections of class samples.
Moreover, as classiﬁcation problems tend to get linear in
kernel-induced feature spaces, even linear feature selection
criteria applied in these spaces could provide good assess-
ment of class separation. Finally, one needs to keep in
mind that feature selection is performed on results of kPCA
analysis, which means that each feature of a target space
is some nonlinear combination of all original features, so
complete information on the problem embedded in input
data is used, as opposed to the case of conventional feature
selection, performed directly in input space, where infor-
mation from dropped features is inevitably lost.
The presented research is aimed at exploring methods for
discriminative feature space derivation, which depart from
results of kernel-PCA of input datasets. A strategy adopted
for the task realization is feature selection, where features
are eigenvectors of projected sample distributions (through
kernels) that exist in high-dimensional spaces, henceforth
referred to as H space. Feature selection in H space,
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i.e. selection based on kernel-PCA results, have already
been addressed in several publications. For example, un-
supervised approach to feature selection in H space has
been proposed in [10]. Supervised selection of features in
kPCA-produced space have been considered in [11], [12].
The main contribution of the paper is exploration of a set
of feature selection criteria and veriﬁcation of performance
of corresponding, derived feature spaces. The proposed
criteria are in general nonlinear, and they are applied to
nonlinear projections of original samples onto k-PCA de-
rived directions.
The problem of multiple-category classiﬁcation has been
addressed in the presented research. Several diﬀerent ways
of class separation scoring were considered to evaluate can-
didate H space directions. The ﬁrst criterion for recruit-
ing target space features seeks for directions that maximize
balanced class separation, assessed over all classes. The
second one favours directions that provide the maximum
pairwise class separation. Both criteria are also subject to
modiﬁcations that emphasize class distribution divergence
from symmetry and Gaussianity. The presented methods
are confronted with kernel-PCA based classiﬁcation and
k-NN (k-nearest neighbor) classiﬁcation, performed in the
original feature space.
The paper is organized in the following way. A background
for the presented research, including a brief review of ker-
nel PCA is outlined in Section 2. The proposed feature
selection strategies and criteria are described in Section 3.
Section 4 presents assessment methodology used for the
proposed concepts and provides results of methods experi-
mental evaluation.
2. Related Work
The proposed methods are based on the theory of kernel
PCA and on classical theory of Fisher linear discrimina-
tion. As Fisher’s linear discrimination theory is one of the
fundamental and well-known concepts in pattern recogni-
tion (see e.g. [13]–[16]), only kernel principal analysis has
been outlined in the remaining part of this Section.
2.1. Kernel Principal Component Analysis
Kernel Principal Component Analysis attempts to ﬁnd di-
rections of the maximum scatter of data projected onto
some high-dimensional (possibly, inﬁnitely-dimensional)
feature space. Denoting a set of data samples, deﬁned in
an original low-dimensional space L by {x} and intro-
ducing a function Φ(.) that transforms these samples onto
another space, of higher dimension (H ), the projections
Xi of original samples xi are given by:
L → H : Xi = Φ(xi) . (1)
The PCA problem for the samples Xi arranged in the matrix
X can be stated as:
(X−M)(X−M)TV = nΛV , (2)
where Λ and V are eigenvalue and eigenvector matrices
respectively, n is the number of samples and M denotes
a matrix of projection mean vectors µ , i.e.:
M = [µ ,µ . . .] . (3)
By premultiplying both sides of the Eq. (2) by the term
(X−M)T and observing that each eigenvector Vk exists
in a space spanned by original data projections (is a linear
combination of samples Xi), i.e.:
Vk =
n−1
∑
i=0
α ik(Xi − µ)→Vk = (X− µ)αk , (4)
where α ik are weights normalized so that the vector αk =
[α0k ,α
1
k , . . .] is of the unit length, the Eq. (2) can be restated
in the form:
GA= nΛA , (5)
where G is the Gram matrix computed for projected sam-
ples:
G = (X−M)T (X−M) , (6)
and A is a matrix hosting vectors αk, i.e. A= [α0,α1, . . .],
which can be seen as a matrix of parametric representations
of eigenvectors of the system given by Eq. (2).
As dot products of vectors in high-dimensional space H
are involved in derivation of Eq. (5), one can apply a kernel
function k(.) (providing that it exists) and perform all the
computations using data from the original space:
< Φ(xi)− µ ,Φ(x j)− µ >= k(xi,x j) . (7)
Centering of high-dimensional samples around the mean,
which is crucial for searching for most expressive features
in H space, can be done by an appropriate modiﬁcation
of the G, yielding Gc. This leads to the ﬁnal formulation
of the kPCA:
GcA= nΛA . (8)
Projections of unknown samples xp onto eigenvectors de-
rived for the H space, can be also computed using kernels,
as they involve sums of dot products:
ykp =< Φ(xp),Vk >=
n−1
∑
i=0
α ikΦ(xp)
T Φ(xi) =
n−1
∑
i=0
α ikk(xp,xi) .
(9)
The most frequently used kernel functions, which are also
considered in the presented research, are Gaussians, poly-
nomials and extended polynomials. Gaussian kernel trans-
forms samples into inﬁnitely-dimensional space H . It in-
volves one parameter σ , which needs to be appropriately
chosen [17], and it is deﬁned as:
kG(xi,x j) = e
−
(xi−x j )T (xi−x j )
σ2 . (10)
Polynomial kernels are deﬁned as:
kp(xi,x j) =< xi,x j >m , (11)
and
kx(xi,x j) = (< xi,x j > +1)m , (12)
where m is the polynomial order and the symbol < ., . >
stands for a dot product.
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3. Feature Selection Criteria
Kernel PCA ﬁnds a set of orthogonal vectors that maximize
scatter of original sample projections in H space. Since
unlabeled samples are used in data analysis, most expres-
sive directions might not correlate with class-separability
(as it is the case for the conventional PCA). Sample results
of application of kPCA to artiﬁcially generated, two-class
data set have been presented in Fig. 1. Projections of orig-
inal samples onto the ﬁrst two most expressive features,
shown in Fig. 2, clearly show that kPCA cannot provide
good data representation for class discrimination. There-
fore, selection of features produced by kPCA, aimed at
derivation of discriminative spaces for data classiﬁcation,
has been considered, and various feature selection criteria
have been proposed and examined in what follows.
(a) (b)
(c) (d)
3
3
3
3
3
3
3
3
2
2
2
2
2
2
2
Fig. 1. Sample two-dimensional distributions of two classes,
denoted by “2” and “3” (a), superimposed with isoclines that
correspond to kernelized dot products of domain points with the
ﬁrst eigenvector (b), with the second one (c) and with the third
one (d). The arrows indicate increasing values of a dot product.
Fig. 2. Projections of data samples onto the ﬁrst (top) and the
second (bottom) most expressive feature. To increase clarity, sam-
ples are vertically dispersed inside a band of non-zero height.
The adopted feature selection methodology is built on the
simplest setup. The various criteria for individual KPCA-
produced features are formulated and the best perform-
ing ones are chosen to the resulting subspace. The ap-
plied criteria are based on the principle underlying Fisher
Linear Discriminant Analysis [14], which is maximization
of between-class to within-class scatters. The authors in-
vestigate a set of diﬀerent particular deﬁnitions of these
quantities. As they consider a multiple-category classiﬁca-
tion, the basic formulation for a feature selection criterion
has the form:
Fξ1 =
det
(n−1
∑
i=0
(Mξi −Mξ )(M
ξ
i −M
ξ )T
)
n−1
∑
i=0
det(Cξi )
, (13)
where n is the number of classes, det(Cξi ) denotes a deter-
minant of co-variance matrix for projections of i-th class
samples onto some ξ -th subspace of the H space, Mξi
denotes a mean vector for projections of i-th class sam-
ples and Mξ is the mean of class means Mξi . For one-
dimensional case (when a single feature is to be evalu-
ated) the criterion (13) can be expressed in a form that em-
ploys simpliﬁed measures of within-class and between-class
scatters:
Fk1 =
n−1
∑
i=0
|µki − µk|
n−1
∑
i=0
σ ki
, (14)
where σ ki is a standard deviation of projections of i-th class
samples onto k-th feature, µξi is a mean of i-th class sample
projections onto k-th feature and µk is the mean of means.
Given the feature scores produced by Eq. (14), the ﬁrst
criterion for feature space derivation, resulting in D-
dimensional most-discriminative feature set F1, can be ex-
pressed as:
F1 = {F
α0
1 . . .F
αD−1
1 } : αd = arg maxk 6=α0...αd−1
(Fk1 ) . (15)
Results of most expressive feature reordering, based on cri-
teria (13) and (14), are summarized in Figs. 3 and 4, where
three-class distributions were processed according to two
diﬀerent scenarios. In the ﬁrst case, original samples were
subject to kPCA analysis, where Gaussian kernel (10) was
applied (a value of σ = 2 was used), and three most expres-
sive features were selected as a subspace for projected data
classiﬁcation. As it can be seen from Fig. 4, distributions
of projections of considered class samples remain nonlin-
early bounded (with concave bounding surfaces). A very
diﬀerent situation is presented if feature selection is used.
This time features with indices 0, 9 and 5 were selected
(increasing feature index corresponds to a decreasing data
scatter in the corresponding direction). As it can be seen
from isoclines drawn in Fig. 3 the eigenvectors segment
the original two-dimensional domain in much more com-
plex way, which is beneﬁcial from the point of view of
data separation. This can be seen in Fig. 4, where three
dimensional feature space provides a very simple structure
to class distributions – they become linearly separable.
The criteria (13) and (14) seek for a simultaneous as-
sessment of distribution separability for all classes, using
an ambiguous score for between-class scatter (numerator).
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Fig. 3. Iscoclines deﬁned by a set of constant values of kernelized
dot-products between KPCA eigenvectors and data 2D domain
points. Results of space labeling using the three most expressive
vectors (top row), derived using KPCA analysis of input data and
space labeling with most discriminative features, according to the
criterion (14), with indices: 0.9 and 5, respectively (bottom row).
Points of the three classes are shown in black (1), blue (2) and
red (3).
1
1
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Fig. 4. Representation of original samples in three-dimensional
feature spaces, deﬁned by three most discriminant (in a sense of
the criterion (14) eigenvectors from a set of KPCA results (left)
and the space deﬁned by the three most expressive feature vectors
(right).
The score favors evenly spaced Gaussian class distributions,
which is rarely the case in practice. Therefore, the authors
propose to introduce scoring of pairwise class separation
only, and to build a target feature space from a collection
of directions that provide best separations for all pairs of
classes. This approach might potentially lead to a large fea-
ture space cardinality if large number of classes are consid-
ered, however, it has been found that individual directions
typically provide the best separation for several class pairs.
The proposed feature selection criterion produces the most-
discriminative feature set F2:
F2 = {Fα02 . . .F
αk
2 . . .F
αD−1
2 } , (16)
where its elements Fαk2 provide maximization of a sepa-
ration score between classes p and q, assessed using the
score:
Fαk2 =
|µαkp − µαkq |
σαkp + σ
αk
q
. (17)
The second modiﬁcation that has been introduced is con-
cerned with tuning feature scoring criteria, so that kPCA-
produced features where projected samples have distribu-
tions that are actually close to Gaussian, become the pre-
ferred ones. The assumption of distribution Gaussianity is
at the core of all of the presented feature selection crite-
ria, however it is not justiﬁed in any way. As a result, class
samples typically remain mixed even though their Gaussian
models, expressed using means and standard deviations,
suggest decent class separability. To assess actual proper-
ties of projected sample distributions two diﬀerent scores
for within-class scatter assessment are introduced. To pe-
nalize heavily asymmetric distributions (with long tails that
can mix with samples from apparently distant classes) the
distribution skewness s is included, i.e., the third central
moment, into denominators of class separation scores, so
that the corresponding criteria (14) and (17) assume the
following forms:
Fk1S =
n−1
∑
i=0
|µξi − µξ |
n−1
∑
i=0
σ ki
(
1 + |ski |
) , (18)
and
Fαk2S =
|µkp − µkq |
σ kp(1 + |skp|)+ σ kq (1 + |skq|)
, (19)
where ski denotes skewness of i-th class samples projec-
tion onto some k-th eigenvector. Observe that the pro-
posed modiﬁcation is penalizing asymmetric distributions,
by reducing the corresponding scores. Similarly, to prefer
Gaussianity of distributions, kurtosis κ is included in an
analogic manner into these criteria, yielding:
Fk1K =
n−1
∑
i=0
|µξi − µξ |
n−1
∑
i=0
σ ki (1 + |κki |)
(20)
and
Fαk2S =
|µkp − µkq |
σ kp(1 + |skp|)+ σ kq (1 + |skq|)
. (21)
As a ﬁnal remark, the authors would like to emphasize
that all sample separation criteria introduced in Section 3
also hold in original feature spaces, without a necessity to
perform nonlinear, kernel-based transformations.
4. Experimental Evaluation of the
Considered Strategies
Experimental setup used for veriﬁcation of the proposed
concepts was the following. Four-category classiﬁcation
problem was considered with artiﬁcially generated sam-
ples, deﬁned in 25-dimensional space, of which only
3-dimensions provided structured class distributions (see
Fig. 5). In this 3D subspace, distribution of three of the
considered classes (shown in black, red and blue and
marked as 1, 2, 3, respectively) were bimodal. The fourth
class distribution (shown in green, marked by 4) ﬁlls in
a concave region in space, which encloses one of the modes
of the red as well as of the blue class. Also the other
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modes of red and blue classes occupy concave regions.
For the remaining twenty two dimensions, sample coor-
dinates were generated randomly (with either uniform or
binomial distributions), thus making these directions use-
less from the point of view of class discrimination. One
thousand-element set of samples was generated, including
even number of samples (i.e. 250) per class.
(a) (b)
3
4
4
4
1
1
2 2
Fig. 5. Two projections of a generated, 25-dimensional distribu-
tion of input samples, onto three-dimensional subspaces: (a) the
only subspace with structured data distribution, (b) a 3D subspace
selected randomly from the remaining twenty-two dimensions.
An objective of the experiments was to evaluate discrim-
inative properties oﬀered by diﬀerent feature spaces. An
outcome of k-NN classiﬁcation, performed in the 10-fold
cross-validation scheme (in each run, training and test sam-
ples were mutually exclusive) was considered for feature
space scoring. A particular choice of the k-NN strategy
was made because the considered feature space derivation
methodology is weakly correlated with k-NN classiﬁcation
principles. To provide the reference results for comparison
against performance of the considered kernel-based strate-
gies, performance of k-NN classiﬁcation applied to raw
input data was also evaluated.
The following experimental setup was adopted. Each of the
feature selection criteria, followed by k-NN classiﬁcation
was performed on the same set of artiﬁcially generated data.
For each procedure, a set of alternative parameters was
used, including:
• a type of the kernel (the kernels given by Eqs. (10),
(11) and (12) were considered) and its parameter val-
ues (orders, for polynomial kernels and σ for the
Gaussian kernel),
• target feature space cardinality (denoted henceforth
by D),
• classiﬁcation method parameter k.
Sample output data distributions in target 3D feature spaces,
derived using three diﬀerent methods: basic kPCA and two
spaces obtained by application of feature selection pro-
cedure, involving the criteria F1 (14) and F2 (17), have
been shown in Fig. 6. Although samples do not form
clear clusters and no substantial diﬀerences can be observed
among the plots, classiﬁcation performance in these spaces
is quite diﬀerent, starting from 61.5% for the ﬁrst space,
through 68% for the second one, to 74.5% for the third one.
(a) (b) (c)
Fig. 6. Distribution of samples projected onto axes of a target
feature space, derived using: (a) KPCA method, (b) feature se-
lection driven by the score F1, (c) feature selection driven by F2.
Performance of the reference method – data classiﬁca-
tion in input 25-dimensional space using k-NN method –
equals 64.5%. In all cases, a value of k = 7 was used. The
presented results appear to be characteristic for the consid-
ered methods.
An extensive summary of experiments aimed at evaluat-
ing class discrimination performance of diﬀerent feature
spaces, is provided in the following tables and ﬁgures,
where the following notation has been adopted for the con-
sidered feature spaces:
• kPCA – denotes a space composed of a set of most
expressive features, i.e. the leading eigenvectors de-
rived using kernel-PCA),
• F1 – denotes a space composed of the most discrimi-
native vectors derived using the feature selection cri-
terion (14),
• F2, F2S, F2K – denote spaces composed of most dis-
criminative vectors derived using the feature selection
criterion (17) and its modiﬁcations involving skew-
ness (19) and kurtosis (21), respectively,
• RAW – denotes the original feature space.
The ﬁrst group of experiments was concerned with com-
parison of performance of data classiﬁcation in spaces
derived using methods F1 and F2, in confrontation with
a space derived using kPCA and data classiﬁcation by
means of k-NN in the original space (RAW). A target space
dimensionality of D = 3 was assumed and Gaussian kernel
with σ = 2 was chosen (the choices were not optimized in
any way). Results, presented in Table 1, conﬁrm the expec-
tation that feature space built from most expressive features
performs poorly in class separation. One can observe that it
is also outperformed by k-NN data classiﬁcation performed
on raw data (classiﬁcation performance increases with car-
dinality k of a winner set). Feature selection, as expected,
performs the best, however to justify computational over-
head necessary for feature space derivation, tuning of kernel
parameters was necessary.
The three kernels presented earlier: Gaussian (10), polyno-
mial (11) and extended polynomial (12) were tested during
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Table 1
Classiﬁcation performance in various target feature spaces
for ﬁxed target feature space dimension D = 3
and without optimization of procedure parameters
k RAW kPCA F1 F2
1 66.2 56.5 72.2 72.5
3 66.2 59 74.2 72.2
5 64.2 62.2 72.7 73.2
7 71.2 64.5 73.5 74
11 72.1 62.2 72 72.7
the following experiments. For the Gaussian kernel, pa-
rameter tuning was reduced to choice of the parameter σ ,
which determines a range of training set points inﬂuence.
In case of polynomial kernels, the tuning concerned poly-
nomial order (parameter m of equations (11) and (12)).
Three diﬀerent values for m were tested throughout exper-
iments: m = 2, 3 and 6. One needs to note, that due to
high dimension of the original data vectors (d = 25), even
for the considered low polynomial orders, a resulting fea-
ture space, where classiﬁcation gets performed, has very
high dimensionality. As it was shown in [9], cardinality of
the H space, in case the polynomial (11) is considered,
is related to a polynomial order m and to an original input
vector dimension d via the formula:
D =
(
d + m−1
m
)
=
(d + m−1) · . . . ·d
m!
, (22)
which, for the considered parameters, gives H space di-
mensions: D = 325 for m = 2, D = 2925 for m = 3 and
D = 593775 for m = 6.
Results of the experiments are shown in Fig. 7. One can
see that Gaussian kernels outperform the polynomial ones
for appropriately chosen values of the parameter σ . In case
of polynomial kernels, one can notice that increase in com-
plexity of class-separation boundaries, caused by increasing
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Fig. 7. Classiﬁcation performance for diﬀerent kernels as a func-
tion of varying k-NN classiﬁcation parameter k (target space of
dimension D = 3 is used, RBF denotes the Gaussian kernel).
the polynomial order, impairs classiﬁcation performance.
This is clearly a result of poorer generalization proper-
ties of higher-order curves that tend to overﬁt training data
samples.
To compare performance of diﬀerent scoring methods (in-
volving basic class separation measures: (17) and (14),
involving additionally skewness (18) and (19) and kurtosis
(20) and (21)), further experiments were performed only for
Gaussian kernels with a value of σ set to ﬁve. Two diﬀerent
cardinalities of target feature spaces: D = 3 and D = 4, were
considered. The former choice was motivated by actual di-
mensionality of the original problem (structured, separable
data exist in three-dimensional space), and the adopted fea-
ture space derivation methodology was expected to infer
this dimension. The latter dimension was used for refer-
ence to see, whether classiﬁcation performance in overly-
dimensional space is indeed lower.
Results of the experiments performed for feature selection
based on pairwise separation assessment (F2 strategy) are
shown in Fig. 8 (results for the strategy F1 were similar). As
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Fig. 8. Performance comparison for diﬀerent variants of fea-
ture selection by pairwise separation maximization with the three
considered scoring criteria: basic (17), involving skewness (19)
and involving kurtosis (21), for two diﬀerent dimensions of tar-
get feature spaces (D = 3 and D = 4) as a function of the k-NN
classiﬁcation method parameter k.
it can be seen, classiﬁcation performance of the considered
feature scoring methods varies, and no clear conclusion can
be drawn from the resulting plots. One needs to bear in
mind, that original class distributions generated in a sub-
space shown on the left of Fig. 5, i.e. for a 3D subspace,
where distributions are structured, are uniform. The results
from Fig. 8 indicate that statistical properties seem to be
typically propagated to high-dimensional spaces, as a basic
feature scoring criterion (17) usually performs better than
the criterion that involves skewness. On the other hand, su-
periority of the reconstructed three-dimensional space over
its four-dimensional counterpart is evident, which proves
the expectations.
The ﬁnal group of experiments was aimed at comparative
evaluation of the two considered feature selection strate-
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gies: selection by multiple-class separation assessment
(F1 strategy) and selection by pairwise-class separation as-
sessment (F2). Three-dimensional target feature space was
assumed and projections onto H space was done by Gaus-
sian kernel with σ = 5. As skewness and kurtosis did not
prove to have an advantage as modiﬁers in feature scoring,
only basic forms of selection criteria (14) and (17) were
used. Experiment results are presented in Table 2.
Table 2
Comparison of classiﬁcation performance in feature
spaces derived using F1 and F2 selection criteria
for Gaussian kernel and ﬁxed dimension D = 3
.
k F1 F2
3 83.3 87.8
5 84.6 87.2
7 83.5 88
As it can be seen, feature selection driven by pairwise class
separation assessment performs better than feature selection
driven by multiple-class separation criterion. A diﬀerence
is relatively small, yet consistent. Both methods outper-
form k-NN classiﬁcation of original samples, which tops at
72.1% for 11-NN classiﬁcation (see Table 1). Also, both
methods outperform classiﬁcation in a feature space de-
rived by class separation assessment in two-, three- and
four-dimensional subspaces, deﬁned by the criterion (15)
(performance of this soring method was even below the one
of the kPCA method). Better performance of F2 over F1
scheme may result from collective cooperation of features
that provide good class-wise separation in a multidimen-
sional space, resulting in correct tackling of the multi-class
problems.
5. Conclusions
Diﬀerent methods for feature space derivation by selection
of eigenvectors produced by kernel-PCA have been exam-
ined in the presented paper. It has been shown that one
can improve classiﬁcation performance by introducing ap-
propriate modiﬁcations to the feature selection procedure.
The modiﬁcations that contribute to higher classiﬁcation
rates include reformulation of a feature selection criterion,
which focuses on evaluation of pairwise class separation.
Some of the proposed modiﬁcations, such as inclusion of
sample distribution skewness and kurtosis int intra-class
scatter scoring criteria, proved to be inconclusive.
One needs to keep in mind that experiments were per-
formed on an artiﬁcially-generated datasets with some par-
ticular properties. Although the proposed class distribu-
tions reﬂect main properties of hard, real data sets, such as
multi-modality, nonlinear class boundaries (including con-
cave ones) and a signiﬁcant degree of randomness, much
more experiments have to be made to conﬁrm the observed
properties of the considered methods. Also, the proposed
methods need to be evaluated on real datasets. Despite this,
the authors believe that the results obtained provide an in-
teresting alternative to the commonly used feature selection
approaches in kernel-induced feature spaces.
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Abstract—The article presents the achievements in DNA
forensic science practice, the latest developments as well as
future trends. The article concerns also other than forensic
DNA applications as well as expectations, concerns and ob-
stacles. DNA identification technology unlike other biometric
techniques requires the collection of biological material and
the identification is not performed in real time. DNA utilized
in most of forensic identification, is present almost in every
living cell in the body. What is more, each cell of the same
body has the same DNA molecule which means that it is pos-
sible to compare the DNA sampled from different sources,
for example saliva with blood or semen from the same per-
son. Rapid development and reliability of DNA technology
contribute to the fact that the analysis of polymorphic DNA
sequences constitutes a very important evidence used in the
court. The unique properties of DNA and rapid development
of DNA analytical devices allow to claim that DNA may as-
sume a more important position amongst biometric data in
the future.
Keywords—DNA identification, DNA matching, genetic marker,
genetic profiling.
1. Introduction
Currently, a growing significance of biometry can be ob-
served in forensic analyzes using biological characteristics
as a basis for human identification. Forensics has become
a field in which the advances in biometry have met the de-
mand for scientific evidence in criminal case processing for
the purposes of justice.
In Argentina in 1892, a novel technique was used to iden-
tify a murderer. The perpetrator was apprehended thanks
to the “fingerprints” left on the crime scene. This was the
first time that fingerprints were used as a proof confirming
one’s identity [1]. Ninety years later in Leicester county,
two girls were murdered. As in the previous case, the per-
petrator was found using a novel technique, although at
that time the method used was completely different. The
Leicestershire murderer was captured thanks to a test allow-
ing the identification of individual differences in the genetic
material left on the crime scene [2]. That “genetic finger-
print”, just as the proof found by Argentinian investigators,
indicated unique personal characteristics of an individual.
These two events – the oldest and the latest discovery in
the field of forensic science – confirm the extensive devel-
opment in this area that continuously aims to search for
more efficient methods of identification. Modern forensic
genetics has met this need and developed effective and reli-
able methods for human identification based on DNA analy-
sis. The significant technological advances in this field and
widespread acceptance in the scientific community make
the results of DNA tests a highly estimated evidence used
in the proceedings of criminal justice. Surveys carried out
among judges of regional and district courts, regional pros-
ecutors and attorneys of appeal districts demonstrated that
experts’ opinions supported by genetic test results are the
strongest evidence with the highest level of confidence that
affects the decisions of criminal justice officials, as com-
pared with other evidence using biological characteristics
as the basis for human identification in forensics [3].
The great advances in genetic testing were encouraged by
technical inventions, such as DNA sequencing and oligonu-
cleotide synthesis. The use of such tools as restriction
enzymes, vectors or hybridization with molecular probes
permitted the practical use of DNA tests.
This paper is organized as follows. Section 2 describes
the possibilities in obtaining samples for the purpose of
DNA testing. Section 3 presents the structure of DNA and
the human genome structure and precedes the Section 4,
where DNA polymorphism sequences are described. Sec-
tion 5 is dedicated to using the results of the DNA analysis
in databases and international data exchange. Section 6
discusses the use of DNA tests for the judicial purposes.
Section 7 describes how expert opinion and his or her con-
clusions should be understood. In Section 8 the future of
DNA technology in the context of forensic science is dis-
cussed. Section 9 presents the future perspective of DNA
polymorphism in biometric systems. Finally the paper is
concluded in Section 10 where expectations and obstacles
in using DNA as a biometric data have been emphasized.
2. Biological Traces
The frequent use of DNA tests in forensic science stems
from, e.g., the possibility of testing a wide range of bio-
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logical material, such as blood, saliva, semen, hairs, bones,
teeth and soft tissues, and in the recent years, the so-called
contact traces, i.e., traces of sweat and sebum (also respon-
sible for leaving fingerprint patterns), left upon the contact
of a person with an object. The latter also include other
biological traces, not noticeable with a “naked eye”, unwit-
tingly transferred from different body parts, such as traces
of nose secretion or tears left on hands, traces made by nail
biting, scratching, etc. [4]. DNA analysis made obsolete
advanced tests related to blood groups and serum protein
polymorphisms that required large quantities of biological
material to enable identification of no more than a group
of people potentially leaving the examined trace evidence.
The study material is no longer proteins, but the directly
inherited material – DNA. This has significantly reduced
the waste of valuable material, since to conduct a complete
genetic analysis leading to the identification of a person,
as little as approximately 0.25 ng DNA is required. Such
quantity of DNA can be found in approximately 40 nucle-
ated cells.
3. Human Genome
Most human cells have two types of DNA constituting two
separate genomes: nuclear and mitochondrial. In the pro-
cess of a person forensic identification, nuclear DNA is
the primary biometric trait used. Each living cell of the
human body (except for mature erythrocytes) is a source
of identical DNA molecules that virtually do not change
over the entire life. Therefore, it is possible to compare
the DNA of cells originating from materials such as sperm
found at the crime scene with blood cells or cells observed
in saliva, taken as reference material. Moreover, nuclear
DNA is very well protected by nuclear membrane and the
DNA molecule itself is quite stable and resistant to envi-
ronmental factors. It is therefore often possible to analyze
DNA in biological material reused after many years, com-
ing from the cases discontinued due to failure to identify
the perpetrator.
Start Stop
Fig. 1. The DNA structure [5].
Fig. 2. The set of 46 human chromosomes [6].
Human genomic DNA is divided into 23 structural-func-
tional units called chromosomes (Fig. 1). Most cells of the
human body carry 46 chromosomes. Reproductive cells
are the exception. The spermatozoon and the ovum have
one complete set, i.e., 23 chromosomes. At the time of
fertilization, the ovum and the spermatozoon fuse, which
results in the formation of a cell containing two complete
sets, i.e., 46 chromosomes, identical to those originally in-
herited from the parents (Fig. 2).
The matching chromosomes forming a pair (the so-called
homologous chromosomes), one inherited from the mother,
the other from the father, have approximately the same set
of genes. The physical structure of DNA is highly ordered,
i.e., every gene or marker (DNA fragment used in studies)
has its defined localization on the chromosome called locus
(pl. loci) [7] (Fig. 3). Specific DNA sequences identified at
any particular locus always have their counterparts on the
homologous chromosome. The sequences may be iden-
tical or may represent two different variants of the same
sequence inherited in loci from both parents. This is one
of the key facts underlying the variations in human DNA.
4. Polymorphic DNA Sequences
In human, genetic information is encoded by approx. 3 bil-
lion pairs of nitrogenous bases (bp) [8], representing the
letters of the DNA “alphabet”. The human genome is com-
posed of nearly 25 thousand genes. During the 3 billion
years of evolution from the simplest organisms to the cur-
rently living mammals and plants, genomic DNA content
increased by approx. 1,000 times. Initially, it was believed
that the increase in the content of DNA reflected the in-
crease in complexity, whereby newly developed and often
complex metabolic and developmental traits had to be en-
coded by new genes. However, it was discovered that the
quantity of DNA in the genome is often not necessarily
correlated with the position of an organism on the “evolu-
tionary ladder”. Currently, it is known that as little as 1.2%
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Fig. 3. Examples of localization of markers on chromosome 4 [10].
Fig. 4. DNA profile example [11].
of the human genome are coding sequences (exons), used
in the cell as matrices for protein synthesis [9]. Molec-
ular analysis of the humans and other organisms genome
has shown that it is mostly composed of noncoding se-
quences: mainly intronic sequences and repetitive inter-
genic sequences. It appears that many of those sequences
are:
• repeated multiple times throughout the entire
genome,
• characteristic of particular individuals in the popula-
tion,
• characterized by great polymorphism [12], i.e., a high
degree of variability,
• ideally suited for the identification of individuals.
The source of this polymorphism is the various number
of repetitions of specific sequences, the so-called repet-
itive units, found at specific loci on chromosomes. Si-
multaneous analysis of a few such loci in an individual
allows obtaining a characteristic pattern known as the “ge-
netic fingerprint”. This pattern is so unique as to allow
the crime perpetrator or a corpse identification, as well
as paternal testing. The human profile is recorded in an
alphanumeric format that contains locus (marker) name
and two numeric values corresponding to the number of
repetitive units copies located at that locus on the two ho-
mologous chromosomes inherited from the mother and the
father (Fig. 4).
The probability of existence of two individuals with the
same sequence pattern, and thus the same genetic profile,
decreases along with the increasing number of loci used
in the analysis. The naming of markers and genetic vari-
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Table 1
Tabular representation of DNA profiles determined from trace evidence and reference material, i.e. obtained
from a particular person. A lack of match between the DNA profiles at any particular locus excludes the person
from whom the sample was obtained as the originator of the DNA isolated from the trace evidence
H
H
H
H
H
H
H
H
H
H
Markers
A
M
G
D
3S
13
58
D
19
S
44
3
D
2S
13
38
D
2S
10
15
D
16
S
53
9
D
18
S
51
D
1S
16
56
D
10
S
12
48
D
2S
44
1
T
H
01
V
W
A
D
21
S
11
D
12
S
39
1
D
8S
11
79
F
G
A
DNA profile from trace
evidence
XY 14.15 13.14 16.17 15.18 11.12 12.16 11.15.3 13.15 10.14 6.9 15.19 31.32.2 17.22 13.13 20.22
DNA profile from reference
material
XY 15.16 14.14 24.25 11.19 9.12 15.18 11.17.3 14.15 13.11 9.9.3 17.20 28.32.2 20.23 11.12 22.23
ants is universal, and the profiles are determined accord-
ing to uniform sets of loci. One of them is the Euro-
pean Standard Set (ESS) proposed in a resolution of the
Council of the European Union of November 30th 2009,
consisting of eleven DNA markers: TH01, VWA, FGA,
D21S11, D3S1358, D8S1179, D18S51, D1S1656, D2S441,
D10S1248, D12S391 and D22S1045.
5. DNA Databases
Thanks to the standardized forensic tests and unified ter-
minology, it became possible to compare the results ob-
tained in different laboratories and to collect and process
genetic profiles in police DNA databases operating in many
countries throughout the world. Currently, the aforemen-
tioned ESS is the basis for the exchange of genetic pro-
files stored in DNA databases between the member states
of the European Union within the framework of an inter-
national police cooperation. In the USA, in order to be
incorporated into national DNA databases, a genetic pro-
file is required to contain 13 identified loci. In this case,
the probability of encountering two random, unrelated in-
dividuals having the same DNA profile is approximately
10−10. According to the information presented by the Eu-
ropean Network of Forensic Science Institutes (ENFSI),
12 million DNA profiles of suspects and unidentified bi-
ological traces from crime scenes are currently stored in
the European DNA databases of 28 countries, which to
date has led to more than 3 million positive “trace-person”
and “trace-trace” matches [13]. As such national databases
grow worldwide, their importance as one of the most ef-
fective tools in the fight against crime increases.
6. DNA Tests for Judicial Purposes
In contrast to other biometric systems, the identification
system based on DNA analysis involves multiple steps and
includes, e.g.:
• genomic DNA extraction,
• amplification of certain DNA sequences and their la-
beling with fluorescent dyes based on the PCR tech-
nique,
• electrophoresis of labeled DNA fragments in variable
electrical field.
As DNA fragments pass through the analyzer detection
window during electrophoresis, the dyes are excited by
a laser beam. The emitted fluorescence is read by a CCD
camera and the collected data are processed by software
into a digital representation [14].
The person identification is performed by comparing the
DNA profile of the investigated trace evidence with the ref-
erence material DNA profile (usually represented by a buc-
cal swab) obtained from a specific person. The lack of
match between the biological trace and the reference mate-
rial, even at a single locus, excludes the person from whom
the sample was obtained as the originator of the DNA iso-
lated from the trace evidence (Table 1).
A match between the DNA profiles of the investigated and
reference sample at all tested loci does not mean conclu-
sively that both tested samples originate from the same per-
son. This is due to the fact that genetic tests conducted for
the purposes of criminal justice are based on the analysis
of only a few DNA fragments and not the whole genome,
therefore there is a mathematical probability that a genetic
profile determined this way may be repeated in another un-
related person in the population.
7. Opinion of an Expert in the Field
of Genetic Tests
The methodology of genetic tests in forensics requires the
use of statistical tests [15]. Without a reliable mathemat-
ical analysis of the obtained results, the conclusions are
worthless and the expert’s opinion does not fulfill the re-
quirements of scientific evidence [16]. This means that
a positive result of a DNA test, i.e. a positive match be-
tween the profile of the trace evidence and the profile of the
reference material, should be interpreted in relation to the
distribution of a particular genotype in a given population.
The estimation of the predictive value of DNA identifica-
tion tests can be performed using several tests, e.g.:
• a test for the probability of obtaining the same profile
in an unrelated, randomly selected person from the
population, i.e., Match Probability (MP),
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• a test for the rate of occurrence of the sample profile
in the population,
• a test for the probability of inclusion or exclusion
of a randomly selected person from the popula-
tion as the source of the DNA found in the trace
evidence,
• the calculation of the Likelihood Ratio (LR) [17].
Standard statistical calculations employ population data de-
veloped for each racial or ethnic group in the country of
origin of the perpetrator. The probability value reported in
the experts’ opinions is assessed by the judge and it reflects
the strength of the collected evidence.
In the case of genetic tests, experts increasingly use LR
(in line with the Bayesian approach) which, from the point
of view of criminal justice, seems to be the best method
of assessing the evidence, based on the analysis of the
odds ratio of individual events, according to the following
formula:
LR =
Pr(E|Hp)
Pr(E|Hd)
, (1)
where: E – evidence, Hp – prosecution hypothesis, Hd –
defense hypothesis.
The task of the judicial expert is the evaluation and inter-
pretation of scientific evidence (E) in the context of var-
ious hypotheses (H) that are considered. In the case of
genetic tests in forensics, the scientific evidence is a match
between the DNA profile of the trace evidence from the
crime scene and the DNA profile of the suspect. Scientific
evidence that determines a relationship between the sus-
pect and the trace evidence is evaluated in the context of
two opposing hypotheses, conventionally called the prose-
cution hypothesis (Hp), which assumes that the suspect is
the source of the trace evidence, and the defense hypothe-
sis (Hd), which implies that the source of the trace evidence
is another person unrelated to the suspect. In practice,
forming hypotheses depends on the circumstances of the
crime and the conducted test type. If the circumstances of
the crime are not known to the expert and, in particular,
the expert does not know where the trace evidence was
collected, good contact and cooperation between the expert
and the prosecution are essential in order to obtain complete
information.
LR allows the assessment whether scientific evidence rep-
resented by genetic test results supports the prosecution hy-
pothesis or that of the defense. In other words, it enables
the estimation of how much more probable is obtaining
a match between the profiles, provided that the accused is
the source of the trace evidence, as opposed to the alter-
native hypothesis that the accused is not the source and
the trace evidence is coming from another unknown per-
son. The LR value greater than 1 means that the scientific
evidence supports the hypothesis of the prosecution. The
higher the LR value, the higher the reliability of the evi-
dence obtained in the test.
In the case of interpretation of mixed DNA profiles, i.e.
originating from at least two people, the formulas are more
complex and take into account, e.g. the number of people
from whom the mixed material originates.
In the case of determining the so-called incomplete DNA
profiles (with no amplification products at several loci), re-
sulting from a small quantity of DNA template or degraded
DNA, i.e. damaged by the environmental conditions, the
applicable models have to take this fact into account. If
a DNA profile obtained from the evidence is incomplete,
the chance of a random match between profiles from un-
related people may be relatively high, and the predictive
value of DNA identification tests may be low. This is also
the case for the mixed DNA profiles. The value of such
DNA tests will be lower than in the case of single pro-
files. The use of this type of statistical models, assessing
the predictive value of DNA identification tests, is usually
allowed by an adequate available data quantity, including
the already mentioned population databases and special-
ized commercial computer programs for performing com-
plex calculations (e.g. LRmix developed by P. Gilla and
H. Haned [18]).
8. The Future of DNA Testing
in Forensic Science
Scientific research on the potential uses of coding DNA re-
gions in forensics, that would allow developing some form
of a “genetic portrait of the perpetrator”, has been con-
ducted for many years [19]. Among the new emerging
opportunities is, e.g. genetic prediction of physical charac-
teristics, such as red hair pigmentation, which may be very
helpful in the investigation [20]. The research group led
by Branicki in cooperation with researchers from Rotter-
dam have developed a test called HIrisPlex allowing the
prediction of eye and hair color [21]. Other ongoing stud-
ies address the genes determining the body height [22],
age (with the accuracy of approx. 4–5 years) [23] and eth-
nic origin, or even the structural features of the face [24].
Also available are bibliographic data on the genes re-
sponsible for alopecia [25], hence the scenario of deter-
mining the perpetrator appearance based on trace biolog-
ical evidence left at the crime scene appears increasingly
realistic.
9. The Use of DNA Polymorphism
in Biometric Systems
Genetic test are the future of biometrics. Nonetheless, the
low level of social acceptance for using DNA as a bio-
metric marker does not allow that use for purposes other
than forensics, i.e. identification of crime perpetrators for
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the criminal justice purposes. The reason for this low ac-
ceptance is the general knowledge that a DNA molecule
carries a large amount of additional information on, e.g.,
physical appearance, susceptibility to diseases or basic at-
tributes of human character. Another complication in the
implementation of DNA into biometric systems is the time
necessary for conducting tests and analyzing the results that
is unsatisfactorily long as compared with other biometric
techniques in which reading and comparing the data oc-
curs almost instantly. Commercial companies are trying
to solve this issue, introducing new products to the mar-
ket. In the recent years, a technique called “Rapid DNA”
has become popular and helped to reduce the identification
time to 90 minutes [26]. Another important issue seems to
be the vulnerability to theft and exchanging the samples of
biological material. Although the DNA code cannot be fal-
sified, obtaining samples from a particular person without
their knowledge is possible.
10. Conclusions
Genetic tests that allow establishing a person’s DNA pro-
file constitute an effective and reliable method of individual
identification. However, in order to be able to use it suc-
cessfully in business environments, as an element of access
control systems and person authentication, a device capa-
ble of quickly and automatically generating and comparing
DNA profiles, employing noninvasive sampling of biolog-
ical material, e.g., sweat and sebum found on the fingers
or palms, would need to be invented. Moreover, the issue
of sample safety would need to be solved together with
a complete samples destruction after profile determination.
Although there is no doubt that the tests allowing the anal-
ysis of DNA polymorphism revolutionized individual iden-
tification in forensic science and forensic medicine, serious
methodology – related limitations do not allow the cur-
rent use of such tests in biometric systems. The future of
DNA in biometrics invariably depends on the technological
progress in several fields, including sequencing techniques
and automatic profile comparison, which may contribute
to the use of DNA profiling, with its precision and accu-
racy, as the method of choice in individual identification
and biometric verification.
As early as at the beginning of 1990s the technological con-
cept, called Lab-on-a-Chip (LOC) was introduced, which
combined the function of several research processes in one
place, on the surface a few inches square only. Rapid de-
velopment of this type of technology explored the possi-
bilities to produce miniature devices aimed also for genetic
purpose. Development of this type of equipment is caused
by many advantages such as saving time (the result of bio-
chemical analysis samples can be obtained within a few
minutes), costs and space reduction as well as minimizing
possibility of making mistakes, because analysis would be
performed automatically. Advantages presented above play
an important role in work with biological material, where
quite often only small amount of material is available. In
this kind of technology thin capillary ducts play the cru-
cial role as a reaction environment, reducing the quantity
of reagents needed to perform the process [27]. The idea
of the Lab-on-a-Chip is used at present in the diagnostic
procedures as well as in an analytical chemistry. Using this
technology could remove the main obstacle which disturb
the use of DNA in biometry – long time processing, but it
is still the matter of future.
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Abstract—The work covers issues related to the design of
biometric systems based on the hand vascular pattern. The
study includes analysis of various stages of biometric systems
design ranging from acquisition, feature extraction and bio-
metric pattern creation for verification methods. The extrac-
tion methods based on two-dimensional density function and
the extraction of the characteristic points – minutiae are pre-
sented. The article features the results of tests carried out on
two different bases of blood vessels in a hand.
Keywords—palm vein, pattern recognition, two-dimensional
density function.
1. Introduction
Nowadays identification and verification of people are es-
sential and of paramount importance for society as identity
items in the form of ID cards, passwords or even your social
security number are not sufficient. Each of the above men-
tioned forms of identification or verification can be stolen,
falsified or forgotten. Therefore, reliable identification and
authentication become necessary. Reliable identification of
people entails the use of biometrics.
Biometrics is the science dealing with identification and
verification of people on the basis of specific physical and
behavioral characteristics. These features are used to build
a biometric system based on fingerprints, hand geometry
or signature. The purpose of the biometric system is to
replace previously used forms of identification (social se-
curity cards, passwords). Biometric systems are more ef-
fective and efficient than the currently used methods for
identification and verification, for example in case of bank-
ing transactions, which are subject to the risk of a card
being forged or PIN being peeped. In this case the use of
the biometric system carries a lower fraud risk.
Although biometric systems are better than the presently
used methods of effective identification and verification,
still some of them have drawbacks for example the fact
that a given quality does not appear with all the people.
Another important disadvantage of biometric systems is that
a given biometric is not possible to be measured and to do
that complicated and expensive devices are needed. The
alternative for all those defects overloading the biometric
systems based on fingerprints, iris of the eye and the face
image is to use the model of the blood vessels in a hand.
Biometrics is present in all the people and is unique for
each person. The process of recognizing features does not
require cooperation or complicated devices. In addition,
the venous pattern, apart from its size, does not change
throughout lifespan. The advantage of using hand vascular
biometric system is that it cannot be forged or falsified. So
far not a single case of forgery has been reported.
2. Related Work
Having analyzed the research being conducted, biomet-
ric systems based on different characteristics can be found
which are seen as unique, unchangeable and unforgeable.
But in almost all of these systems the biometrics can be
forged, or the cost of using the system is too high. The new
approach is to use the pattern of blood vessels in a hand.
The pattern of blood vessels due to its reliability gained
a lot of interest. In the papers [1], [2] a description of the
construction of biometric systems based on hand vascular
distribution can be found, which uses the wavelet transform
to extract the features. In the works [3], [4] the use of the
Gaussian function in the process of feature extraction of
vessels in a hand are described. Various hand vein meth-
ods have been proposed for vein recognition in many works,
example [5]–[7]. A lot of research work is devoted to the
construction of biometric systems based on fingerprints. In
the work [8] the system based on fingerprints is said to be
unreliable and mainly used by the police. In order to use
them in any commercial way it should be supplemented
with a card identifying the user due to a fingerprint be-
ing easily forged. The author also points out that there is
a 5% failure to enroll rate (FER) factor, which indicates
that these people do not have lines on their fingers.
Palm blood vessel pattern is similar to a fingerprint. This
similarity can be seen in the work [9], who uses the minu-
tiae in coding of the pattern of blood vessels in a hand.
Three basic characteristics occurring in fingerprint lines
were used: ridge ending, bifurcation and ridge crossing.
3. Image Acquisition
The biometric vein pattern is located under the skin. To ac-
tivate the the hand vascular system image the infrared light
source and the active matrix infrared (IR) camera should
be used. The near infrared light is partially absorbed by
hemoglobin present in veins which creates a picture of the
structure beneath the outer layer of the skin, presenting the
natural contrast pattern of the blood vessels. The test stand
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consists of a CCTV active-matrix infrared camera, IR lamp,
the tripod and a plate with five supportive wheels thanks
to which during the acquisition the position of a hand is
always the same, the picture is taken from the same dis-
tance. This research considers the image of the palm sec-
tion 256×256 pixels in size. Two bases of photos, the own
one and CASIA MSPD [10] base have been used. Each of
these contains data collected from 100 users, with 12 pic-
tures of the left and right hand for each user.
4. Improving the Image Contrast
During the pattern acquisition of the hand blood vessels
noise can be noticed. The blood vessels are not bulging
enough which results in inaccurate feature extraction. To
improve readability three operations to improve its quality
are performed:
– histogram equalization operation,
– filter smoothing operation,
– image normalization process.
The first step is to use a histogram equalization method,
which magnifies the visibility of blood vessels by aligning
the image components:
L′ = 255
L−Lmin
Lmax−Lmin
, (1)
where: L′ – output image, L – input image, Lmin – minimum
value of the brightness level of the all image elements,
Lmax – maximum value of the brightness level of the all
image elements.
The next step is to apply the smoothing filter, which re-
moves the noise generated during the images acquisition:
w ·L′ = ∑
i, j∈W
w(i, j)L′(x− i,y− j) , (2)
where w is a filter mask.
The last step is to normalize the image after the contrast en-
hancement, which means limiting the image into the range
of 0–255. Sample contrast enhancement shown in Fig. 1.
Fig. 1. Sample image of palm vein after using contrast enhance-
ment.
5. Features Extraction
The pattern of palm blood vessels in the image looks like
a dent, because the veins are darker than the surrounding
area. The authors’ method examines the entire hand image,
pixel by pixel, and finds its value over a specified threshold,
in order to capture the curvature of the image. This method
is based on a two-dimensional density function:
f (x,y) = 1
2piδ 2
e−
(x2+y2)
2δ2 (3)
One of the first steps of proposed method is the initial
location of curvature in the horizontal, vertical and both
diagonal directions. For modeling the curvature localizing
filter the first (4), (6), (8) and the second (5), (7) derivatives
of the two-dimensional density function are used.
fx = ∂ f (x,y)∂x =
(
−x
δ 2
)
f (x,y) , (4)
fxx = ∂
2 f (x,y)
∂x2
=
x2 −δ 2
δ 4
f (x,y) , (5)
fy = ∂ f (x,y)∂y =
(
−y
δ 2
)
f (x,y) , (6)
fyy = ∂
2 f (x,y)
∂y2
=
y2 −δ 2
δ 4
f (x,y) , (7)
fxy = ∂
2 f (x,y)
∂x∂y
=
xy
δ 4
f (x,y) , (8)
where T denotes the transposition.
The filters are designed to locate same of the existing cur-
vature of the profile for the four directions. Filters for
the horizontal direction (9), vertical (10) and two diago-
nal (11), (12) are described by the following formulas:
Cd1(z) =
fxx ·L′(
1+( fx ·L′)2
) 3
2
, (9)
Cd2(z) =
fyy ·L′(
1+( fy ·L′)2
) 3
2
, (10)
Cd3(z) =
0.5 fxx ·L′+ fxy ·L′ +0.5 fyy ·L′(
1+
(
0.5 ·
√
2( fx ·L′+ fy ·L′)
)2) 32 , (11)
Cd4(z) =
0.5 fxx ·L′− fxy ·L′ +0.5 fyy ·L′(
1+
(
0.5
√
2( fx ·L′− fy ·L′)
)2) 32 . (12)
The next step is to determine the local maximal points
Cd(z) along the cross-section profile of the input image
for all 4 directions d, where z is a position in a cross-
section profile (by one pixel). These points indicate the
central position of the veins. They are defined as zi, where
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i = 0,1, . . . ,N − 1, and N is the numer of local maximum
points in the cross-sectional profile. Next, scores indicating
the probability that the center positions are on veins are
assigned to each center positions. A score Pd(zi) is defined
as follows:
Pd(zi) = Cd(zi)N(i) . (13)
The variable N(i) is the width of the region where the
curvature is positive and one of the zi is located.
Scores Pd(zi) are assigned to new plane V (x,y). To obtain
the vein pattern spreading in an entire image, all the profiles
in a direction are analyzed. To obtain the vein pattern
spreading in all directions, all the profiles in four directions
are also analyzed. All the center positions of the veins are
detected by calculating the local maximum curvatures. The
next step is to connect the designated vein centers. This is
done basically by checking m (where m = 2) pixels located
to the right and left of (x,y). If the pixel (x,y) and the pixel
value located on both sides is high (in terms of brightness),
a horizontal line is drawn. But if the neighboring pixel
values are high, and the value of the pixel (x,y) is low,
then it is treated as a gap between the veins. If the pixel
value (x,y) is high and its neighboring pixels have a low
value, it is treated as an interference. This operation is used
for all pixels designated in an earlier step. This action can
be represented by the formulas:
Sd1 = min
{
max
(
V (x+(m−1),y),V(x+m,y)
)
+max
(
V (x−(m−1),y),V (x−m,y)
)}
,
(14)
Sd2 = min
{
max
(
V (y+(m−1),x),V(y+m,x)
)
+max
(
V (y−(m−1),x),V (y−m,x)
)}
,
(15)
Sd3 = min
{
max
(
V (y−(m−1),x−(m−1)),V (y−m,x−m)
)
+max
(
V (y+(m−1),x+(m−1)),V(y+m,x+m)
)}
,
(16)
Sd4 = min
{
max
(
V (y+(m−1),x−(m−1)),V(y+m,x−m)
)
+max
(
V (y−(m−1),x+(m−1)),V (y−m,x+m)
)}
,
(17)
where m defines the scope of the filter (m = 2).
With so designated a vein line for all four directions consid-
ered, the final pattern of blood vessels is formed by means
of the function:
F = max(Sd1,Sd2,Sd3,Sd4) . (18)
The last step is to bring the early established pattern of
blood vessels to binary function in order to reduce the
amount of information contained therein. Binarization is
performed by thresholding. The threshold value is deter-
mined by the mean value of all pixels within the image
greater than 0. The result of these methods can be seen
in Fig. 2.
Fig. 2. The result of the detection method of palm vein pattern.
At this stage the resulting pattern of blood vessels has a lot
of noise and redundant information for the feature encod-
ing process. To eliminate unnecessary disruption and vein
discontinuity several methods to improve the visibility of
blood vessels have been applied. The first method is the
dilatation, where the blood vessels are more protruded,
which in time could result in a loss of relevant informa-
tion about the veins position. Then the thinning operation
is performed. This operation reduces the size of the blood
vessels to one pixel, making it easier to locate the veins
fork. After the dilation and thinning operations have been
performed there are still some irregularities on the image
and to smooth them out some operations (removes spur
pixel and removes isolated pixels) are carried out which
remove unnecessary forks and image noise.
6. Fundamentals of Hidden Markov
Models
A discrete Hidden Markov Model (HMM) λ can be viewed
as a Markov model whose states cannot be explicitly ob-
served. Each state has an associated probability distribu-
tion function, modeling the probability of emitting symbols
from that state. More formally, a HMM is defined by the
following entities [11], [12]:
• S = S1,S2, . . . ,SN a finite set of hidden states;
• the transition matrix A = ai j,1 ≤ j ≤ N representing
the probability of going from state Si to state S j,
ai j = P[qt+1 = S j|qt = i] 1 ≤ i, j ≤ N , (19)
with
ai j ≥ 0 and
N
∑
j=1
ai, j = 1; (20)
• the observation symbol probability distribution in
state j, B = b j(k), where:
b j(S) = P[ok at t|qt = S j],
1 ≤ i ≤ N
1 ≤ k ≤ M ; (21)
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• pi = {pii}, the initial state probability distribution,
representing probabilities of initial states, i.e.
pi = P[q1 = Si] 1 ≤ i ≤ N , (22)
with
pi ≥ 0 and
N
∑
i=1
pii = 1. (23)
For convenience, an HMM as a triplet λ = (A,B,pi) is
denoted.
Three fundamental problems, namely recognition, segmen-
tation and training can be analyzed. These problems can
be defined as follows:
• recognition problem is computing the probability
P(O|λ ) given the observation sequence O and the
model λ ,
• segmentation problem is the determination of the op-
timal state sequence given the observation sequence
O = O1,O2 . . . ,OT , and the model λ ,
• training problem is the adjustment of model parame-
ters λ = (A,B,pi) so as to best account for the model
states, this is equal to adjust the model parameters
λ = (A,B,pi) to maximize P(O|λ ).
The training of the model, given a set of sequences {Oi},
is usually performed using the standard Baum-Welch re-
estimation [11], [12] which determines the parameters
(A,B,pi) that maximize the probability P({Oi}|λ ). The
evaluation step, i.e., the computation of the probability
P(O|λ ), given a model λ and a new observation se-
quence O, is performed using the forward-backward proce-
dure [11], [12].
7. Encoding of Features and Matching
To carry out the studies the coding method consisting in
dividing the input image into the 8 x 8 pixels in size sub-
images was used. The coding considered the sum of pixels
present in each sub-picture. The feature vector is composed
of 1024 values. The sum of the pixels in each feature vector
may range from 1 to 65. To make a feature vector equally
long for every coding and to eliminate 0 in the vector, the
following relationship is used:
W (n) = n+1 , (24)
where n is the sum of the pixels in the sub-picture, and
W (n) is the value to be entered into the vector. This re-
lationship facilitates use the above method of coding in
the Hidden Markov Models. HMM have been used in the
work to verify the identity based on palm vein pattern. It is
not always possible to unambiguously determine the lines
representing the palm veins, so the use of HMM allows
proper verification in just such cases. As inputs to the model
are put subsequent rows of the encoded image are put as
learning data to the model. Learning uses different images
of the same hand.
Figure 3 shows the concept of coding.
Fig. 3. Example of creating the feature vector.
8. Experiments Results
The studies included two ways of verification. The first
one is based on comparing feature vectors using a Ham-
ming distance. The second method takes into account the
verification of identity, based on Hidden Markov Models.
To carry out the experimental part two databases with im-
ages of the hand blood vessels were used. As part of a re-
search database with photos and widely available database
were created CASIA MSPD. Each of them contains data
collected from 100 users with 12 pictures of the left and
right hand each. For the stage of studying 8 photos were
used, and the remaining pictures were used in the tests.
To check the efficiency and effectiveness of the system the
coefficient equal error rate (EER) was calculated for both
ways of verification. Table 1 shows the results, taking into
account verification by means of Hamming distance and
Hidden Markov Models. In addition, the results of simi-
lar studies where the coding features are used in Hamming
distance were considered.
Table 1
The comparison of proposed method
with other works
Methods
Left hand Right hand
EER [%] EER [%]
Presented method with Hamming
distance (own base)
0.29 0.26
Presented method with Hamming
distance (CASIA database)
0.38 0.41
Presented method with HMM
(own base)
0.24 0.20
Presented method with HMM
(CASIA database)
0.26 0.23
Minutia feature points [9] 1.84 1.69
Laplacian palm [9] 2.74 1.99
Hessian phase [7] 0.83 0.91
Method using 2D Gabor
Filter [13]
0.42 0.44
Eigenvein [14] 1.02 1.12
MDC method [15] 0.52 0.51
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9. Conclusion
Palm vein pattern to build a biometric system is presented
in the paper. A set of functions that allows image anal-
ysis of blood vessels in a hand is described. The article
contains a description of how you can get a picture of the
pattern of blood vessels in a hand as well as a description
of the function to improve the contrast of the image feature
extraction vessels and two verification methods.
Research was performed on two bases of blood vessels in
a hand. The first one is the authors’ own database, and
the other is, generally available in the network, CASIA
database. The article includes the research results per-
formed on two bases, being represented by means of false
acceptance rate (FAR) and false rejection rate (FRR) co-
efficients, allowing the determination the coefficient equal
error rate.
The study shows that the verification method using a typical
distance method does not give as good results as the use of
hidden Markov models. Hidden Markov models respond
much better to the observation vector encoded in that way
and their effectiveness can be seen in the ERR coefficients
that were designated for each verification method.
The achieved results motivate to continue further studies.
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Abstract—This article discusses the changes that are the re-
sult of entry the new personal ID card issued in Poland.
The new document contains less information about the owner,
i.e. height, eye color or signature, so that the risk of identity
theft is significantly greater.
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1. Introduction
Reducing the number of safety features that could be used
for simple authentication of a person in new personal iden-
tity card (PIC) is another step that diminishes the protection
of the public against crime. Today, being equipped with
somebody else’s personal identity card, a thief can cause
substantial losses to the rightful owner. With the new per-
sonal identity card, a criminal will be able to ruin them
utterly.
2. The New Personal Identity Card
The term “identity theft” refers to an instance of actively
impersonating another person, while at the same time using
their image or other personal details in order to cause them
financial or personal damage [1].
Among the various tools that make impersonating another
person possible or easier, the personal identity card (PIC)
and the passport feature prominently. Most commonly, it is
the PIC that is used fraudulently, the document being the
easiest one to use in fraud, also because it lacks a finger-
print. Now, further weaknesses are to be introduced: there
will not be a signature nor information on the owner’s
height or eye color. An additional drawback is the “new”
idea for a front view photograph. The requirement for
a front view photograph introduced under the new regu-
lation is in fact a retrograde step that brings us back to the
19th century. This type of view came into common use
in France back in 1888 when creating a register of recidi-
vists. The front view has always been considered to be
unappealing and not to do justice to the wealth of people’s
facial features, but this simplified and flat representation
of the human face was introduced to facilitate a few sim-
ple measurements: the distance between the pupils and the
width of the nose, the mouth and the entire neurocranium.
Further measurements of the length of the nose, the height
of the forehead and the length of the ear were taken from
a profile-view photograph taken alongside the front view
photograph.
3. Safety Features
When in the previous two decades all reasons were cited to
discredit fingerprinting as an authentication measure, one
major argument against it were protests by so-called “law-
abiding citizens”. For them, being fingerprinted would be
tantamount to being treated as common criminals and an
insult. I am wondering whether these indignant defenders
of civic dignity will speak out again when they see their ex-
pressionless photographs on their new PICs and how much
outrage they will cause once they find out that as early as in
the 19th century front view photographs became the stan-
dard way of portraying recidivists, and later all criminals.
I need to add that a front view image of a face is the easiest
one to be identified by a facial recognition system. In the
absence of more effective facial recognition software, the
mugshot-type photograph is today’s choice. Note that there
is also no effective human recognition software based on
the shape of the auricle, visible in three quarter angle (half-
profile) photographs, although experts can identify a person
on that basis [2], [3].
Coming back to the peculiar idea of removing the owner’s
signature from the PIC, the argument to do away with it
was not the lack of a method for the automated authenti-
cation of a signature, but the fact that a signature changes
over time. Well, a signature is a reflection of a record in the
brain. And the brain naturally changes: it learns, matures,
stabilizes, fatigues, suffers from diseases, and grows old.
However, a signature written by a literate adult is so rich
in graphic features that, despite changes, it can be used for
authentication for decades. Moreover, differences between
an actual signature and its original sample can help deter-
mine the age and the physical and mental condition of the
undersigned person.
Why such a sudden departure from the graphic signature?
Has the percentage of illiterate people grown so signifi-
cantly? Two years ago, a scandal erupted when it turned
out that the newly-appointed U.S. Treasury Secretary,
Jacob J. Lew, could not write a normal signature, producing
instead a sequence of loops resembling a telephone hand-
set cord. This, however, was more of a social scandal than
a symptom of a global trend. The signature, an apparent
sign of the official’s functional illiteracy, was not accepted
and had to be changed.
Until now, the identity thief has had to memorize the per-
sonal details shown on a PIC, take a while to practice the
signature based on the miniature facsimile, and he could
easily take out a loan to purchase expensive and easily mar-
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ketable goods. Before a notice of the theft of a PIC reaches
the lost PIC database, the thief may engage in several such
transactions. The Japanese proverb “no naked man ever
lost anything” still holds, but the latest version of the PIC
will be a tool for crooks to drive their victims into debt
they will not be able to repay in a lifetime.
A fingerprint depicted on a PIC would prevent such crimes.
However, the proposal to include a fingerprint on the PIC
faces opposition on many fronts. For example, several years
ago, sensational news was publicized that somewhere in
Asia cases had been reported of fingers being cut off to
obtain access to the victims’ money using an ATM. Al-
though a number of methods were promptly developed for
the examination of the vital processes of the finger as well
as a number of methods using other biometric features of
living people, the circles interested in eliminating dacty-
loscopy from authentication methods managed to obviate
the danger facing their interests [4], [5].
The latest version of the PIC precludes such bloody scenar-
ios, but this is the only good news. The bad news is that the
new PIC does not include a sample signature, allowing the
identity thief to write any signature under any document,
including signing the disadvantageous disposal of a PIC’s
rightful owner’s property.
4. The Future
The irrational process of minimizing the number of fea-
tures allowing to authenticate a PIC is snowballing. In the
next version of the document, and it is going to be the
penultimate one, further details will probably be scrapped:
• date of birth – this piece of information is redundant
as it is already included in the first six digits of the
PESEL identification number used in Poland,
• sex – a feature that can be changed at will, sex is
even less permanent than eye color, height and sig-
nature, which have already been removed from the
PIC as being impermanent. In addition, the penul-
timate digit of the PESEL number indicates sex as
disclosed in the entry of birth,
• place of birth – this information can be the basis of
discrimination,
• parents’ given names – they can also be the basis of
discrimination.
In the last version, the given names and the surname may
also be removed as an appropriately extended PESEL num-
ber will contain all the information necessary to identify
the owner (not the holder!) of a PIC, and in particular to
identify his bank account. The photograph will probably
stay. It may even be a color photograph of a slightly larger
size, allowing the PIC to be used as a public transport pass
or a gym membership card.
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1. Introduction
Biometric technology is used to identify or verify a person’s
identity based on ones individual features. The unique fea-
tures can be divided into two categories: biological and
behavioral. Biological features are strictly connected with
the body, i.e., fingerprints, iris, or vain pattern. Behavioral
features are associated with a process of repeating some
actions what makes them individual, e.g. a signature.
Nowadays the most popular aim of using biometric devices
is to raise the security level in the public safety area. This
technology became popular also as an instrument to protect
against the unauthorized access to the restricted zones. The
biggest value of the biometric security measures is the fact
that the process of features comparison is automatic. In
consequence, it hinders the potential impostor to commit
an identity fraud.
This technology is also very convenient for users, as pass-
words or PIN codes are not required to get the authoriza-
tion, e.g., to withdraw money from the ATM machine. That
is why biometric technology becomes popular also in pri-
vate sectors of the economy, such as banking, labor, and
mass events.
Furthermore, Poland, as a member of the European Union
(EU), participates in biometrics’ projects aiming to raise
the level of safety on the territory of the European Com-
munity. These are: the Second Generation of Schengen
Information System, Visa Information System and Euro-
pean Dactyloscopy (Eurodac). Moreover, passports with
biometric photography and two encrypted fingerprints are
now being issued to the EU citizens. Therefore biomet-
ric technology became nowadays commonly used both in
documents and in the variety of security systems.
In spite of indubitable advantages, biometry arose a lot of
controversy especially in the area of privacy policy and data
protection. Opponents claim that collecting such sensible
data might be very risky as it could be used improperly. It
is always possible to modify a PIN code or a password but
is not possible to “change” a fingerprint or an iris.
According to the report “Biometric at the Frontiers: As-
sessing the Impact on Society” [1] it is possible to name
five areas in which the author of the text remark the poten-
tially negative impact of utilizing the biometric technology:
• social aspect,
• legal aspect,
• medical aspect,
• economical aspect,
• technological aspect.
This article will focus on the first two areas, which can
transpire to be crucial for the biometric system users. The
text is based on the research made by the author for the
Ph.D. purpose. The author analyzed legal acts, reports and
other documents concerning biometric technology both on
the EU level and on the domestic field. The research helped
to identify the general problems, which can occur while im-
plementing the biometric system. The results of the anal-
ysis may also be useful in a process of designing a legal
framework for a new biometric system.
2. Social Aspects
As it was pointed in the numerous texts the important is-
sue while implementing biometric technology is paying
attention to the level of social acceptance of the existing
system [1]–[3]. As the practice shows, several social issues
may be identified:
• the use of biometric technology to keep the citizens
under the police surveillance,
• the social fear of acquiring the biometric data,
• the misuse of the biometric technology,
• a fear of biometric fraud,
• ineffectiveness of biometric technology.
2.1. Biometric Technology in Person Surveillance
The biometric technology is claimed to be used to im-
prove the security. Therefore, generally it is associated
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with gathering and using biometric data by the police [4].
That causes questions about the appropriate use of the pro-
cessed data in the non-police systems. As a consequence
citizens are often concerned about their privacy rights. The
city of Łomża is a good example of the mentioned situa-
tion. The Mayor of Łomża decided to introduce biometric
fingerprints’ devices to improve contacts between the City
Hall and the citizen. As a result, the decision attracted a lot
of criticism. It was claimed that the biometric data are too
sensitive to gather them just to amend the efficiency of the
City Hall.
2.2. The Social Fear of Acquiring the Biometric Data
It is not unusual that the opposers of the new technology try
to discredit it in a spectacular way. Biometric technology
was no exception. In 2008, the hacker group Chaos Com-
puter Club acquired and published a fingerprint of German
Federal Minister of Interior Wolfgang Schauble [5]. The
group wanted to show how easy is to gather and improp-
erly use a biometric data. They acquired a fingerprint from
the glass after the Minister’s press conference. As a con-
sequence more and more people, not only in Germany, are
protesting against proceeding biometric data.
2.3. The Misuse of the Biometric Technology
Although there are often no limits in implementing biomet-
ric technology in a private sector, it has to be bear in mind
that irrelevant use of biometric data in one case may has an
influence on general social acceptance of biometric technol-
ogy. Facebook Deep Face software is an algorithm, which
finds and tags the same person on different photos [6].
It is claimed that the accuracy of Deep Face is 97.25%.
Notwithstanding Facebook introduced its application only
for amusement purposes, it is possible to use it to track
people’s interests and Internet activities. In consequence,
implementing such systems may cause social concerns and
have an influence on acceptance of the biometric technol-
ogy in other areas.
2.4. A Fear of Biometric Fraud
The social acceptance of biometrics technology is also
associated with the fear of the consequences of biomet-
ric identity fraud. In order to deceive a fingerprint device
a Chinese women Li Rong made a surgery to alter her
fingerprints [7]. As a result, she manage to enter Japan
illegally. Based on Li Rong case the opposers of biometric
technology clam that too much faith in put it the effective-
ness of biometric devices.
2.5. Ineffectiveness of Biometric Technology
Supporters of biometrics systems claim that the devices
are improving the level of safety because their accuracy
is very high. When, after such statement, it is reported
that the facial recognition system failed in identifying the
Boston marathon bombers, the citizens can lose confidence
in biometric technology as such [8]. A feeling of disap-
pointment is also intensifying by a lack of knowledge about
a factors influencing the proper functioning of the biometric
device.
3. Legal Aspects
It is important to understand that the legal and social aspects
concerning biometric technology are inextricably linked.
The social reluctance to biometric solutions can have va-
riety of basis. One of them might occur when ambiguous
legislation is being published. This can be a reason of con-
cerns about the privacy law and the proper protection of
biometric data. According to author’s research, it is possi-
ble to indicate six areas, which should be taken into account
while implementing biometric legislation:
• the aim of the regulation,
• the technical infrastructure,
• the gathering data rules,
• indicating the user’s group,
• indicating the excluded groups,
• emergency procedures,
• the protection of biometric data.
In the author’s opinion, similar problems can be identified
in the public sector as well as in the private one.
3.1. The Aim of the Regulation and the Technical
Infrastructure
The first and crucial issue before choosing a biometric so-
lution should refer to the proper identification of a sys-
tem’s aim. Two forms of using biometric authorization
can be named: identification and verification. During the
process of identification, the biometric sample is taken from
a person and compared with all the samples gathered in
a database.
Verification instead is a comparison between a biomet-
ric sample taken from a person and a sample from the
database, which is believed to come from the verified per-
son. Thus, identification is used for recognize once person-
ality whereas verification is a confirmation of the person-
ality declared.
Every legal act implementing a new biometric system
should indicate what is the aim of processing the biometrics
data. There are system in which both: identification and
verification are used, e.g. Visa Information System. The
importance to make a distinction between identification and
verification might be crucial mainly for the way of storing
the biometric samples. Verification does not require gath-
ering the biometric samples in a central database whereas
identification in most cases does. This means in practical
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terms that verification gives a person opportunity to store
a data by his own, e.g. on a card. The case of implement-
ing a EU’s biometric passports shows the seriousness of
this issue. The Council Regulation no. 2252/2004 on stan-
dards for security features and biometrics in passports and
travel documents issued by Member States [9] in Article 4
claims:
“[. . . ] 3. For the purpose of this Regulation, the biometric
features in passports and travel documents shall only be
used for verifying:
(a) The authenticity of the document.
(b) The identity of the holder by means of directly avail-
able comparable features when the passport or other travel
documents are required to be produced by law”.
Taking into account the aim of the regulation (verification)
the obvious consequence should have been storing finger-
prints in a new passport. Notwithstanding, within EU there
are countries in which the biometric data are processed in
a central database (e.g. France). Such differences do not
foster the acceptance of gathering biometric samples. Stor-
ing fingerprints in the central passports bases may be seen
as a misuse of the biometric samples.
3.2. The Gathering Data Rules
Another important issue while implementing biometric leg-
islation is to introduce a proper rules concerning gathering
the biometric data. A complete regulation must contain
not only a detailed instruction on the process of gathering
data but it should also indicate a person accountable for
the whole procedure. It is possible to find such a demand
in the Regulation no. 444/2009 of the European Parliament
and of the Council [10] amending council regulation no.
2252/2004 on standards for security features and biomet-
rics in passports and travel documents issued by member
states. Article 1a claims:
“1. The biometric identifiers shall be taken by qualified and
duly authorized staff of the national authorities responsible
for issuing passports and travel documents [. . . ]”.
Article 1a highlights the importance of taking the biomet-
ric identifiers by qualified employees as it is one of the
amendments to the regulation 2252/2004 (the amendments
were introduced after four years of biometric practice).
A second problem, mentioned above, is the existence of
internal instruction for the employees, who are going to
gather the data. In such cases the users will not know the
exact procedures a priori. European Union legislation con-
cerning gathering biometric data for the purpose of biomet-
ric systems or documents is terse in the indicated sphere.
Article 1a Regulation no. 444/2009 claims only:
“[. . . ] 2. Member States shall collect biometric identifiers
from the applicant in accordance with the safeguards laid
down in the Council of Europe’s Convention for the Pro-
tection of Human Rights and Fundamental Freedoms and
in the United Nations Convention on the Rights of the
Child. Member States shall ensure that appropriate pro-
cedures guaranteeing the dignity of the person concerned
are in place in the event of there being difficulties in en-
rolling [. . . ]”.
More precise information is available in technical specifi-
cations, e.g. Commission decision no. C (2006) 2909 and
in domestic regulations. For instance Polish passport leg-
islation is an example of a proper legislation in the area of
gathering a biometric data as it contains the whole process
step by step.
3.3. Indicating the User’s Group and Excluded Groups
The problem of proper users’ indication is directly liked
with a regulation’s aim. Nevertheless, it is necessary to
introduce a norm, which claims whose biometric data are
going to be gathered in a concrete system. It can be done
in a positive or negative manner. The difference lies in the
recording method. The first one requires indicating the tar-
get group literally. Article 4 of the Council Regulation no.
2725/2000 of 11 December 2000 concerning the establish-
ment of Eurodac for the comparison of fingerprints for the
effective application of the Dublin Convention [11] may be
an example:
“1. Each Member State shall promptly take the finger-
prints of all fingers of every applicant for asylum of at
least 14 years of age and shall promptly transmit the data
referred to in points (a) to (f) of Article 5(1) to the Central
Unit [. . . ]”.
The negative manner of recording indicates a general group
as a first step and afterwards a list of exceptions. Again, the
example may be passport regulation in Article 1, Regulation
no. 444/2009:
“2a. The following persons shall be exempt from the re-
quirement to give fingerprints: (a) Children under the age
of 12 years [. . . ]
(b) persons, where fingerprinting is physically impossi-
ble [. . . ]”.
Both recording manner are correct although the second one
often allow remarking more groups, which should be poten-
tially excluded from the process of biometric data storing.
It has to be underlined that, in the author’s opinion, all ex-
cluded groups should appear in the regulation, even if the
group seems to be obvious (as it is in the regulation above
in point b). It will give a future user the certainty of one’s
obligations.
3.4. Emergency Procedures
One of the crucial issues which has to be regulated are
emergency procedures. They are activated in two cases.
The first one is interrelated with the Failure to Enroll (FEE).
FEE is a biometric system error, which occur during the
process of taking a biometric identifier. In consequence,
it is impossible to create a sample which can be register
in a database. The reasons of occurring FEE may vary,
e.g., improper way of taking the sample or technologi-
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cal problem with the device. Regardless of the reason, the
most important is to introduce the norm of behaving when
the FEE will take place. The emergency procedure has
to be explicit and non-discriminative what means that in-
ability to register a person cannot be a reason for reject-
ing authorization, e.g., the inability to register fingerprints
of a citizen can not be the reason for rejecting him issue
a passport. Taking as example biometric passports, do-
mestic regulation should contain a norm, which claims that
when the FEE will occur the passport is being issued only
with traditional security measures.
The second situation when it is necessary to use the emer-
gency procedures occurs when there is no possibility to
verify user’s identity. In a case of fingerprints, the reason
may be temporally injured finger which exclude the ability
of comparing biometric samples. Such situation may be
resolved only by comparing other data instead biometric
identifiers.
The other issue may be the Failure Rejection Rate (FRR)
which occur when an authorized person is not allowed to
have an access to a system. In such cases, the question is if
a detailed control of other data is enough to give a person
potential privileges (e.g. a permission to cross the border)
and who should be responsible for making such a deci-
sion. Usually, the regulations are very general such as the
Article 4, Regulation no. 444/2009 in passport legislation:
“[. . . ] The failure of the matching in [biometric data – au-
thors note] itself shall not affect the validity of the passport
or travel document for the purpose of the crossing of ex-
ternal borders”.
The mentioned regulation is a consequence of the right
to dignity, which should be guaranteed for every EU citi-
zen. The lack of clear emergency procedures may in con-
sequence result a social anxiety when using biometric
systems.
3.5. The Protection of Biometric Data
One of the biggest concerns about using biometric system is
connected with the proper protection of gathered data. The
current legislation of the biometric data is not considering
them as a sensitive data such as for example information on
health, race and ethnic origins [12]. They are instead “or-
dinary” personal data, which of course have to be protected
but without restrictions attributed to sensitive information.
Nowadays we are on step to introduce the new European
legislation1 which, for the first time in the data protection
acts, gives a definition of biometric data and treats them
similar to the current sensitive data [13]. In consequences
the new regulation will strengthen security of gathering and
processing the biometric identifiers in general.
Apart from improving the general level of protecting the
biometric data, a legislation regulating a particular bio-
1However it has to be taken into account that the new EU regulation
classifies the data differently than the Directive 95/46/EC. There will be
no closed catalogue of sensitive data and the classification will be done
on the base of the analysis of the risk assessment.
metric system may contain also specific norms which are
linked with the aim of introducing the biometric security
measures. For instance, taking into account Polish pass-
port procedures [14], the Police officers are not allowed to
have an access to fingerprints samples (for the time they
are stored in a system before issuing a passport), whereas
they are permitted to ask for other data if needed to fulfill
their obligations. This norm is linked with the aim of the
regulation, which is verifying the individuals identity.
Therefore, it must be assumed that protecting biometric
data is not only connected with technical infrastructure of
processing the information but also with legal procedures
restricting the access to biometric samples.
4. Conclusion
The technological advancement has a huge influence on
ability of using more and more effective biometric sys-
tems. This encourages introducing biometric systems for
both security reason and users’ comfort. Despite the un-
doubted advantages of biometric technology, it has to be
always bear in mind that to create a well-functioning and
socially acceptable system it is necessary to launch the le-
gal frames relevant to the aim of the particular biometric
system. A proper system should be therefore an effect of
cooperation between engineers and lawyers with a back-
ground in privacy rights.
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Abstract—The following paper discusses several aspects con-
nected with the wind farms’ impact on radiocommunication
systems. The ﬁrst part of this article is ﬁlled with the analysis
of the ITU-R BT.1893 model, which was originally created for
the analysis of the interaction between the wind turbines and
digital TV receivers in the UHF band. A measurement cam-
paign carried out by the authors conﬁrmed that this model is
also applicable for the lower, maritime VHF band. Utilizing
the software implementation of this model, the authors con-
ducted a thorough simulation analysis of the wind turbines’
inﬂuence on radio systems working in both VHF and UHF
bands. The results of these simulations are presented and
discussed in the second part of the paper.
Keywords—propagation, turbines, wind energy, wind farms.
1. Introduction
In recent years, a signiﬁcant growth of interest in renew-
able energy sources – including wind energy – has become
a global trend. The statistics indicate that the number of
power plants (usually referred to as wind farms) is growing
constantly, as is the total power oﬀered by these installa-
tions. At the end of 2013, the total (global) wind power
capacity was 318 GW, and Europe accounted for 38% of
that value [1].
The demand for the installation and exploitation of wind
turbines brings about the need to analyze and assess how
these objects actually interact and aﬀect their environment.
It is commonly known that wind farms – and their ma-
jor components, i.e. wind turbines – despite the unde-
niable beneﬁts they oﬀer – can also be a source of nu-
merous negative and harmful eﬀects, such as noise in-
crease, threat to birds, etc. In this context, it might be
interesting to discuss the inﬂuence of the wind farm on
radiocommunication systems. The potential interaction be-
tween them is mainly caused by the material the turbines
are made of (composite/metal) and by the large dimen-
sions of such constructions (both the height of masts as
well as rotor’s ranges might be greater than 100 m). As
a result, a wind turbine constitutes a substantial obstacle
that could not only attenuate the radio signal but also re-
ﬂect it. Out of these two phenomena, the latter seems
to be of particular importance, but for many reasons it is
also rather diﬃcult to analyze. It might be surprising but
the knowledge about the interactions between the wind tur-
bines and radiocommunication systems is rather limited, as
is the number of the subject literature (see [2]–[4]). Fur-
thermore, there are very few mathematical models that fa-
cilitate a formal description of these issues. One of those
is contained in the ITU-R Recommendation BT.1893 [5],
but it generally concerns only the negative eﬀects that can
be caused by the farms to the digital TV systems operating
in the UHF band1.
In 2013, the National Institute of Telecommunications
(NIT) carried out an extensive study dedicated to the anal-
ysis of the wind farm inﬂuence on selected radio systems,
with a particular attention paid to the systems operating
in the maritime VHF band (156–162 MHz). This article
presents and discusses several aspects of that research. The
organization of the remainder of the paper is as follows.
In Section 2, the ITU-R BT.1893 mathematical model,
which allows to calculate the power of signals reﬂected
from the wind farm, is introduced. The major assumptions
formulas and deﬁnitions relevant to the model are pre-
sented, including the Unwanted Field StRength (UFSR)
parameter. However, as it was mentioned before, the ITU-
R BT.1893 model is theoretically only applicable to the
UHF TV band. In order to verify whether it could also
be suitable for the maritime VHF band, it was necessary
to conduct a measurement campaign at actual wind farm
sites and to compare its results with the theoretical data
resulting from the model. At the end of 2013, such a cam-
paign did indeed take place, and it is discussed in Sec-
tion 3. In this part, the authors explain the overall measure-
ments methodology, describe the equipment set and ﬁnally
present the obtained results. The analysis of these results
clearly indicates that the discussed mathematical model can
indeed be applied for the VHF band. Given the above,
the authors developed a software implementation of this
model and used it to conduct a wide simulation analysis
of the wind farms’ inﬂuence on radio systems operating
in both VHF and UHF bands. The methodology, includ-
ing the concept of the equivalent (substitute) EIRP power,
and the results of this comparative analysis are thoroughly
discussed in Section 4. Finally, Section 5 concludes the
whole article.
1 The ITU-R has also issued a recommendation [6] dealing with wind
farms’ inﬂuence on analogue TV.
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2. The ITU-R BT.1893 Model
The ITU-R BT.1893 recommendation was originally cre-
ated to provide evaluation methods of the impairments
caused to digital television reception (UHF band) by wind
turbines. The model contained in the recommendation fa-
cilitates a mathematical description of the primary propaga-
tion mechanism occurring at the wind turbines’ sites, i.e.,
the radio signal reﬂection from the wind turbine blades.
In the following paragraph, the major assumptions of this
model will be presented and discussed.
Let us now assume the arrangement of the transmitter, re-
ceiver and wind turbine as depicted in Fig. 1.
Receiver
wr
Wind turbine
l Transmitter
0
Fig. 1. The arrangement of transmitter, receiver and the wind
turbine.
Under the assumption that the distance between the receiver
and the wind turbine is r, the scattering coeﬃcient ρ , which
includes the free-space loss for the path between the turbine
and the receiver can be expressed as follows:
ρ = Aλ r g(θ ) , (1)
where
g(θ ) = sinc2
[
S
λ
(
cosθ − cosθ0
)]
sinθ , (2)
and
sinc(x) = sin(pi x)
pi x
,
A – total area of the turbine blades [m2],
S – mean width of the blade [m],
λ – radio signal wavelength [m],
r – the distance between the wind turbine and the re-
ceiver [m],
θ – the angle between the receive direction and the
plane of the rotor, i.e. the angle of the signal re-
ﬂected (scattered) from the blades [◦],
θ0 – the angle between the transmit direction and the
plane of the rotor, i.e., the angle of the incident
signal at the blades [◦].
The g(θ ) function has values in the range of –1. . .1.
It might be stated the coeﬃcient ρ in Eq. (1) is an indicator
of the amount of the incident signal that will be reﬂected
from the blades towards the receiver. It should be under-
lined the above formula was deﬁned under the assumption
the wind turbine blades are approximately triangular and
metallic. However, nowadays, a blade is typically made
of ﬁberglass or another composite material, which results
in the ρ coeﬃcient being 6 to 10 dB lower than in the
case of metallic blades. Consequently, if the analysis is
conducted for the composite material blades, the scattering
coeﬃcient resulting from Eq. (1) should always be adjusted
(decreased) accordingly.
The value of the ρ coeﬃcient is maximum when the trans-
mitter, receiver and wind turbine are all in the same line,
and when additionally this line is perpendicular (normal)
to the rotor’s plane. In such a case:
ρ = ρmax =
A
λ r . (3)
Let us now deﬁne the Field Strength at the Wind Turbine
(FSWT) parameter as the strength of the signal directly at
the wind turbine location:
FSWT = EIRP−Ll , (4)
where EIRP – equivalent isotropical radiated power of
the transmitter [dBm], Ll – propagation loss (attenua-
tion) on the path between the transmitter and wind turbine
(length l) [dB].
If the length of the path between the receiver and wind
turbine is r, then the unwanted signal power, i.e., the power
of the signal that propagates from the transmitter to the
receiver due to reﬂection from the turbine blades, can be
calculated as:
UFSR = FSWT + 20logρ . (5)
The Unwanted Field StRength (UFSR) is a key parameter
which allows to analyze the wind farm as the source of
a secondary radiation.
3. Model Veriﬁcation Measurement
3.1. The Measurement’s Methodology
As it was mentioned before, the ITU-R BT.1893 model
was originally intended for the analysis of the wind farms’
impact on the UHF digital television systems. For the pur-
pose of the works conducted by the NIT it was necessary
to assess whether this model can also be applied to the
systems operating in the maritime VHF band. To do so,
an extensive measurement campaign was organized in late
2013 which covered several selected wind farms located in
the northern and central Poland.
The general methodology of the measurements was as fol-
lows: at the transmitter side, a 161 MHz impulse2 was gen-
erated and repeated every 80 µs. This impulse, whose width
2 161 MHz is a frequency that belongs to the maritime VHF band.
This particular value was selected and used during the measurements in
order to avoid spurious emissions of the spectrum analyzer which would
be inevitable at 160 MHz. On the other hand, during the simulations
(Section 4), the value of 160 MHz was utilized.
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was 8 µs, was then transmitted in the wind turbine’s direc-
tion. At the receiver side, the levels of two signals were
measured: (a) the level of the direct signal, referred to as
the Wanted Field StRength (FSR) in the ITU-R BT.1893
recommendation and (b) the level of the signal reﬂected
from the turbine (UFSR). The results obtained this way –
particularly the UFSR – were then compared with the the-
oretical data resulting from the model.
The simpliﬁed method of these measurements can be pre-
sented as in Fig. 2.
Transmitter
Receiver
Wind farm
Signal
level
T t
Fig. 2. The general concept of the measurements.
Signal level
[dBm]
Measured
FSR level
Measured
UFSR level
Direct pulse
(transmitter receiver)®
Indirect (delayed) pulse reflected
from the wind turbine
(transmitter turbine receiver)® ®
8 µs 8 µs Time [µs]
Fig. 3. The concept of the measurements using the spectrum
analyzer Zero Span function.
Generally, all the measurements were conducted in time
domain3 – using the Zero Span feature of the spectrum an-
alyzer (see Fig. 3) – for both types of antenna polarization
(vertical and horizontal). Since the purpose of this analy-
sis was to identify the strongest reﬂected signal (the worst
case), the measurements had to be repeated several times
for every location of the transmitting/receiving sets. It was
3 The frequency domain measurements were only for the comparison.
due to the fact the wind turbines’ rotors were obviously
rotating most of the time, so the maximum level varied as
the measurements went on, and furthermore the received
signal comprised components reﬂected from many turbines
(a precise determination of the number of turbines the par-
ticular signal reﬂected from was only possible in a few
cases). Due to the assumption that only the worst-case sce-
nario is analyzed, the vast majority of the measurements
were taken when the rotors’ planes were approximately nor-
mal to the direction of the transmission/reception.
3.2. The Measurement Equipment
The measurements as described above were conducted
using the professional, calibrated equipment depicted in
Fig. 4. The transmitting set was composed of the following
parts:
– signal generator (250 kHz – 4 GHz) – Agilent E4433B
with the pulse modulation capability,
– transmitting directional antenna – AH Systems Bilog-
ical Antenna SAS-521F-7 (25 MHz – 7 GHz),
– power ampliﬁer – Popek Elektronik type PEA02-1-40,
– two measurement cables – 3-meters cable RG-214 N-N.
The calibrating set consisted of the following parts:
– spectrum analyzer – Anritsu MS2721B with High Ac-
curacy Power Meter option,
– power sensor – Anritsu PSN50,
– power attenuator – Tenuline 30 dB for frequencies up
to 500 MHz.
And ﬁnally, the receiving set comprised the following parts:
– spectrum analyzer – MS2721B with the appropriate
options,
– set of dipole antennas – Emco Model 3121C (28 MHz–
1 GHz),
– measurement cable – 3-meters cable Huber+Suhner
ST18A/11N468/3000MM.
Both measurement stands were mobile (installed in cars)
and they were powered using independent supplies: a volt-
age converter Volt IPS-5000 2500 W 12 V DC → 230 V
AC (in case of the receiving set) and an inverter generator
Adler AD-2800 (in case of the transmitting set).
As it was previously mentioned, the transmitted pulse sig-
nal width was 8 µs and it was repeated every 80 µs. The
assumed value of the pulse width resulted directly from
the capability of the Agilent E4433B generator. The fre-
quency of the pulse signal was 161 MHz and the signal
level at the antenna input was 40 W (46 dBm)4. When
4 To provide the desired value of the signal power at the output of the
power ampliﬁer, it was necessary to use a calibrating set (see Fig. 4c).
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Fig. 4. Schematic representation of the measurement set: (a) trans-
mitting, (b) receiving, (c) calibrating.
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Fig. 5. The visualization of the transmitted pulse signal.
taking into account the antenna gain (–2 dBi for 161 MHz)
the EIRP power of the pulse was about 25 W (44 dBm).
The characteristic of the transmitted signal is depicted
in Fig. 5.
4. The Measurement Results
Since the number of the measurement scenarios executed
during the campaign was relatively large, it is not possible
to present and discuss all the results in this paper. For
this reason, in the following part, the authors will only
include the detailed result obtained for one of the farm (one
measurement scenario), and compare it with the theoretical
values resulting from the model. The measurement results
obtained for other scenarios will be gathered in a table. On
the basis of these data, the ﬁnal conclusions on the ITU-R
BT.1893 model veriﬁcation will be drawn.
As the information included in the previous paragraphs in-
dicate, in order to employ the presented model, it is ﬁrst
necessary to know several parameters of the wind turbines,
most notably the total area of the blades (A) and the mean
width of a single blade (S). The manufacturers generally
publish the technical speciﬁcations of turbines but in most
cases these information are not suﬃcient to be used di-
rectly in this model. Consequently, it is often necessary
to employ other formulas and simpliﬁcations to calculate
the required input data. In particular, the total area of the
blades might be estimated using the so-called Q coeﬃcient
(Quality number), which is a ratio of the rotor swept area
to the total area of the material needed to build this rotor.
In case of a typical, 3-bladed, horizontal axis rotor, the
Q coeﬃcient is assumed to be 31.25 [7], [8]. The approx-
imate total area of three blades, A, can now be calculated
using the following expression [7], [8]:
A ≈
P
Q ≈
P
31.25 ≈
pi ·R2
31.25 , (6)
where: P – rotor swept area [m2], R – rotor radius [m].
The radius of the rotor, R, is approximately equal to the
blade length, D. This is merely an approximation because
the rotor swept area is calculated with respect to the middle
of the rotor. However, this middle point is not exactly at
the beginning of the blade, but rather in the middle part of
the hub. As a result, the size of the hub determines the
error of this approximation.
To calculate the mean width of a single triangular blade,
S, it is ﬁrst necessary to know its maximum width (at the
hub – see Fig. 6):
Smax =
2A
3R . (7)
1
3
A–
1
3
A–
1
3
A–
R
S m
ax
Smax
S
m
ax
Fig. 6. Explanation of the Smax, A and R parameters.
Finally, the required value of the mean width of a single,
triangular turbine’s blade can be expressed as:
S = Smax2 . (8)
In the following part, the results of the measurements and
simulations for the wind farm located in Kisielice in the
Warmia-Masuria Province (northern Poland) will be pre-
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sented. At this location, a total of three measurement sce-
narios were executed, but as it was mentioned at the begin-
ning of this Section, the detailed results will be provided
only for one of them. The parameters of the turbines be-
longing to the Kisielice wind farm – obtained through the
available documentation (e.g. [9]–[11]) and calculated us-
ing Eqs. (6)–(8) have been gathered in Table 1.
Table 1
Parameters of the turbines utilized at the analyzed
wind farm
Number of turbines 27
Turbine’s tower height [m] 85
Length of the blades [m] 38.5
Blades width at the hub [m] 2.6
Mean width of a blade [m] 1.3
Area of a single blade [m2] 49.7
Number of the blades 3
Total area of the blades [m2] 149
Material (blades)
Fiber glass (reinforced
with epoxide resin)
Turbines’ layout (arrangement) Non-uniform
Distance between the turbines [m] 274–509
In this particular scenario, the distance between the wind
farm and the transmitter was approx. 1.7 km and the
distance between the wind farm and the receiver – ap-
prox. 2.22 km. The distance between the transmitter (re-
ceiver) and the wind farm is deﬁned in this case as the
line starting at the transmitter’s (receiver’s) location and
perpendicular (normal) to the line of turbines. Before the
campaign, a thorough mathematical analysis was conducted
which considered the measurement equipment limitations
as well as some dependencies which are true for the typ-
ical wind farms conﬁgurations. The analysis of these fac-
tors resulted in a set of assumptions, conditions and initial
requirements for the campaign, such as the acceptable dis-
tances between the measurement equipment elements and
the wind turbines. Obviously, each and every scenario that
was actually carried out during the campaign (including
the one described above) satisﬁed those initial conditions.
During the measurements, both the transmit and receive di-
rections were approximately normal to the rotors’ planes,
which was a highly desirable situation from the measure-
ment’s purposes point of view (it ensured a maximum re-
ﬂection from the blades). Before the scenario described
above was selected, it had also been veriﬁed that it exhib-
ited a favorable terrain proﬁle, i.e., the receiver was ele-
vated and the rotors were directly visible from both the
transmitter’s and receiver’s locations.
The measurement results of the direct FSR and reﬂected
UFSR signals are depicted in Fig. 7a (screenshot from
the Anritsu MS2721B spectrum analyzer). In Fig. 7b, the
theoretical results – obtained through the simulations in the
software tool – are presented. The software tool was de-
veloped at the NIT and it is based on the ITU-R BT.1893
model. In both cases, the analysis was carried out for
the 161 MHz frequency. In the simulations, the assumed
value of the scattering coeﬃcient ρ was 6 dB less than the
value resulting from Eq. (1). It is caused by the fact that ro-
tors’ blades at the analyzed wind farm are not metallic but
rather made of ﬁber glass, so their capability of reﬂecting
the signal is substantially reduced (see Section 2).
During the simulations, the propagation attenuations for the
transmitter – receiver and the transmitter – turbine paths
were calculated using the free-space loss model, whereas
the Okumura-Hata model for open area was utilized in case
of the turbine – receiver path5. The measurement scenarios
were selected in such a way, that conditions on the trans-
mitter – receiver and the transmitter – turbine paths were as
close to free space as possible, e.g., the transmitter placed
on a hill, lack of obstacles between the transmitter and re-
ceiver, line of sight between the receiver, transmitter and
the turbines and so on.
As it can be seen in Fig. 7, the maximum measured level
of the reﬂected signal (UFSR) is –86.1 dBm, whereas its
theoretical value, calculated using the model under the as-
sumption of the maximum signal reﬂection from a single
rotor, is –70.6 dBm. It means the measured value is roughly
15 dB less than the simulated one. Quite a signiﬁcant dis-
crepancy, which could be observed here may be caused by
a combination of the following factors:
• the model does not include actual obstacles in the
signal propagation path,
• the planes of rotors during the measurements might
not have been precisely normal (perpendicular) to the
transmit and receive directions, so the observed re-
ﬂection might not have been maximized,
• the material the rotors are made of actually reﬂects
the signal weaker than some sources indicate (see
Section 2 of this article),
• the parameters of the turbines employed in the cal-
culations are not fully accurate,
• the ITU-R BT.1893 model is clearly pessimistic in
case of the VHF band.
In Table 2, the results obtained for all measurement sce-
narios (including the one discussed above) have been
presented. All those measurements were conducted for
161 MHz and included each of the four analyzed wind
farms. In the table, the measurement data was com-
pared with the theoretical values resulting from the ITU-R
BT.1893 model.
As it can be observed in Table 2, the measured values of
the received signal level (UFSR) at 161 MHz were less
by 13.4 dB (on average) than the theoretical ones, calcu-
lated using the ITU-R BT.1893 model. Additionally, it can
also be seen, that for the case of the maximum reﬂection,
5 Okumura-Hata model assumes the transmitter (base station) height in
the range of 30–200 m and the receiver height in the range of 1–10 m.
These assumptions were only satisﬁed for the turbine – receiver path.
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Fig. 7. Results obtained in the time domain in 161 MHz bandwidth for horizontal polarization: (a) measurements, (b) simulations.
Table 2
Measured versus theoretical results obtained for the wind farms under consideration,
at the frequency of 161 MHz
Farm (F)/Scenario (S)
Maximum measured UFSR level Theoretical UFSR value from the Diﬀerence
[dBm] simulations [dBm] [dB]
F1/S1 –80.7 –68.7 –12
F2/S1 –82.5 –76.9 –5.6
F3/S1 –86.1 –70.6 –15.5
F3/S2 –82.2 –73.9 –8.3
F3/S3 –79.5 –67.3 –12.2
F4/S1 –86.3 –67.3 –19
F4/S2∗) –90.6 –126.2 35.6
F4/S3 –88.2 –67.1 –21.1
Mean diﬀerence (error): –13.4
∗) The reference scenario – does not count towards the mean error value. In this case it was assumed that the angle between the
and the transmit/receive direction was equal to 180◦ – i.e. unlike the other scenarios, it was not the case rotors’ planes of the
strongest reﬂection.
F1 – Gnieżdżewo wind farm (Pomerania Province)
F2 – Lisewo wind farm (Pomerania Province)
F2 – Kisielice wind farm (Warmia-Masuria Province)
F4 – Margonin wind farm (Wielkopolska Province)
the theoretical values of UFSR were always greater than
those obtained in the measurements. Consequently, the an-
alyzed model can deﬁnitely be described as pessimistic, and
very suitable for the worst-case scenario analysis, because
in real conditions the reﬂected signal levels will most likely
be lower than the values resulting from the model.
At this point, it should be recalled that propagation models,
such as the one discussed in this paper, generally allow to
calculate the attenuation median, i.e., the received signal
levels that are not exceeded in 50% of cases. Addition-
ally, for wireless mobile system it is required to keep the
so-called large-scale fading margin which is about –13 dB
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(if we want to calculate the signal level exceeded in 99%
of the cases) and +13 dB (if we want to calculate the sig-
nal level not exceeded in 99% of the cases)6. As we can
see, this value is close to the average error indicated in
Table 2. Consequently, it can be assumed that the ITU-R
BT.1893 model simply takes into account the margin for
the ﬂuctuations of the propagation attenuation.
Given the observations above, it might be stated that de-
spite some discrepancies between the simulated and mea-
sured values, the ITU-R BT.1893 model is suﬃcient for
the analysis of the wind farms’ inﬂuence on radio systems
operating in the VHF band – especially for the worst case
analysis.
5. The Simulation Analysis
Since it was veriﬁed that the ITU-R BT.1893 can be applied
for both VHF and UHF bands7, the NIT created a software
implementation of this model in order to perform a sim-
ulation analysis of the wind farms’ impact on these two
frequency bands. In the ﬁrst part of this Section, the au-
thors will brieﬂy discuss the software capabilities and then
the simulations assumptions and results will be presented.
5.1. Short Information about the Software Tool
The simulation tool, created by the NIT for the purpose of
this research, can generally operate in two modes. The ﬁrst
of the application’s modes enables the analysis of the wind
farm inﬂuence on the radio signal propagation for a single
set of input parameters, including the parameters of the
turbine, transmitter and receiver, such as:
• the distance between the turbine and the transmitter
and the distance between the turbine and the receiver,
• the transmitter’s parameters including: radio signal
frequency, EIRP power, antenna pattern, angle of the
incident signal at the turbine blades, etc.,
• the receiver’s parameters including: the height of the
receiver, receive antenna gain, wanted ﬁeld strength
at the receiving location (FSR), angle of the signal
reﬂected (scattered) from the turbine blades, etc.,
• the wind turbine’s parameters: the length and area of
the turbine blade and its mean width, turbine’s height,
number of turbines, signal strength at the wind tur-
bine location (FSWT), the material the turbine blades
are made of, etc.
As it was mentioned previously, the application uses the
free-space loss model to calculate the propagation attenu-
ation for the transmitter – turbine path (due to signiﬁcant
heights of the wind turbines), whereas the attenuation for
6 Values derived on the basis of the ITU-R P.1546-5 recommendation
for mobile wireless communications [12].
7 Besides the 161 MHz band, the measurements conducted by the NIT
covered the bands of 50 MHz and 400 MHz as well.
the turbine – receiver path is estimated using the Okumura-
Hata model for open area [13].
As a result of the simulations, the application produces sev-
eral output values, most notably the UFSR (the unwanted
received signal level, i.e., the level of the signal component
which reﬂected from the turbine blades) and the equivalent
EIRP power, i.e., the hypothetical EIRP value that would
have to occur at the turbine, so that the received signal level
was equal to the UFSR.
The second mode of the application enables a graphical
presentation of the UFSR for a given area, under the as-
sumption the transmitter’s and turbine’s positions are ﬁxed.
In this mode, for every potential location of the receiver
(i.e., for every point of the analyzed area), the software
tool calculates the respective UFSR value, which is then
presented graphically, using the appropriate color mapping.
The application also allows to calculate the characteristics
of the UFSR and the equivalent EIRP as a function of
selected parameters, such as the radio signal frequency, the
angle of the reﬂected signal, etc.
Additionally, for the purpose of the simulations discussed
in this Section, the authors have also utilized a professional
software tool for radio planning. The tool was created by
the NIT and in this case it was used to model a turbine as
an equivalent radio transmitter.
5.2. Simulation’s Assumptions and Methodology
The simulations were conducted for two frequencies repre-
senting each of the analyzed bands: 160 MHz (VHF) and
400 MHz (UHF).
Fig. 8. The location of the base stations around the Margonin
wind farm.
For the purpose of the simulation analysis, the location of
three ﬁctitious base stations (transmitters) in the vicinity of
the Margonin wind farm8 has been assumed. This arrange-
ment is presented in Fig. 8 (base stations are marked in
circles as BTS1, BTS2 and BTS3, respectively), and addi-
8The Margonin wind farm is located in the Wielkopolska Province (west-
central Poland).
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tionally in Tables 3 and 4, the parameters used during the
simulations have been gathered.
Table 3
The parameters used during simulations
Transmit antenna height
[m above terrain level]
50
Receive antenna height
[m above terrain level]
2
Transmit signal frequency [MHz] 160 400
EIRP power of the transmit signal [dBm] 46 54
Receiver sensitivity [dBm] –105
SNR required level [dB] 10
Propagation model Okumura-Hata
Environment type Suburban
Fading margin [dB] 0
Table 4
Parameters of the turbines utilized
at the analyzed wind farm
Number of turbines 105
Turbine’s tower height [m] 100
Length of the blades [m] 45
Blades width at the hub [m] 3
Mean width of a blade [m] 1.5
Area of a single blade [m2] 67.9
Number of the blades 3
Total area of the blades [m2] 203.6
Material (blades)
Carbon skeleton covered
with reinforced ﬁber glass
Turbines’ layout (arrangement) Non-uniform
Distance between the turbines [m] 418–1416
Notes:
• Due the blades’ length (45 m), a small area around the
wind farm is in the near ﬁeld region (the Fraunhofer dis-
tance for 160 MHz is 24 m, and for 400 MHz – 60 m).
• Due to the non-metallic blades, the value of the scattering
coeﬃcient ρ used in the simulation was 6 dB less than the
value resulting from Eq. (1).
In order to evaluate the level of negative interactions be-
tween the wind farms and the radiocommunication systems,
two cases should be considered:
• the radio shadowing analysis – where a wind farm is
considered to be a terrain obstacle in the radiowave
propagation path,
• the interference analysis – where a farm is con-
sidered to be a source of interference in the form
of the reﬂected (secondary) radiowaves. In this ap-
proach, a turbine should be analyzed as a hypotheti-
cal, equivalent “radio transmitter” which is operating
with an equivalent EIRP power and is equipped with
an equivalent antenna.
Due to the assumed arrangement of the base stations, the
services ranges of all three stations overlap in the vicinity
of the wind farm, and consequently it was not necessary
to carry out the radio shadowing analysis in this paper.
This situation is illustrated in Fig. 9.
Fig. 9. The overlap of the base stations’ service ranges around
the analyzed wind farm (160 MHz frequency).
In case of the interference analysis, it was ﬁrst necessary
to calculate – on the basis of the turbines’ parameters –
the characteristic of the UFSR as a function of the an-
gle between the receive direction and rotor’s plane (see
Fig. 10). The resulting far ﬁeld characteristics for both the
frequency of 160 MHz (Fig. 10a) and the frequency of
400 MHz (Fig. 10b) have been obtained for the worst
case scenario where the rotor’s plane is perpendicular to
the transmit direction, which corresponds to the maximum
signal reﬂection from the turbine’s blades.
In Fig. 11, the distributions of the UFSR parameter for the
25 × 25 km area are shown. The illustrations were drawn
for the assumed location of the transmitter with respect
to the wind turbine and they represent the entire UFSR
characteristic as a function of the receive angle. In these
ﬁgures, θreceiver = 0◦ is represented by the left edge of the
area’s bottom half, whereas θreceiver = 180◦ angle is rep-
resented by the left edge of the area’s upper half. The
process of increasing the angle value between 0–180◦ can
be illustrated as moving counterclockwise over the area.
Consequently, the illustrations could be interpreted as the
horizontal pattern of the equivalent directional antenna for
the frequencies of 160 MHz (Fig. 11a) and 400 MHz
(Fig. 11b).
On the basis of the information contained in Figs. 10
and 11, the parameters of the equivalent directional an-
tenna for the frequencies of 160 MHz and 400 MHz have
been deﬁned and presented in Table 5.
In the next step, the equivalent EIRP power values were
calculated using the parameters of the base stations and
the wind turbines indicated previously. The calculations
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Fig. 10. The UFSR vs the angle between the receive direction and the wind turbine’s rotor plane for the frequency of: (a) 160 MHz,
(b) 400 MHz.
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Fig. 11. The UFSR value distribution for the 25×25 km area: (a) transmission in the 160 MHz band, (b) transmission in the 400 MHz
band (WT – location of the wind turbine, TR – location of the transmitter).
were conducted under the assumption of the worst-case
scenario analysis, i.e., for the case of the maximum re-
ﬂection from the rotors. Additionally, taking the charac-
teristics of the equivalent antennas into account, a con-
ﬁguration of the so-called dispersed interference source
has been obtained. This dispersed source is comprised of
multiple hypothetical “radio transmitters” (i.e. wind tur-
bines) which radiate the signal towards each of the analyzed
base stations. These stations are obviously a source of
the wanted signal, but indirectly they also generate sec-
Table 5
The parameters of the equivalent directional antennas
Frequency [MHz] 160 400
Antenna gain [dBi] 0 0
3 dB horizontal beamwidth [◦] 43 19
10 dB horizontal beamwidth [◦] 79 33
ondary interferences, which are caused by the reﬂections
of the radio signal from the turbines’ rotors. In Fig. 12,
the notion of the equivalent sources of the secondary in-
terfering signals has been explained. The arrows desig-
nate the azimuths of the main lobes of the equivalent
directional antennas. During the simulations, it was as-
sumed that the strongest interference only occurs for the
rotors’ azimuths that align with the direction between
the base station and the wind farm. The above assump-
tion means that in real conditions the actual interference
level in most cases will be lower than the values result-
ing from the simulations. Furthermore, there should never
occur secondary interference levels higher than the simu-
lated ones.
In Table 6, the equivalent EIRP power values, calculated
for the analyzed base stations, have been gathered. It should
be added that the EIRP power values of the base stations’
transmitters assumed in these simulations have been ad-
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Fig. 12. The concept of the equivalent EIRP power and the arrangement of the secondary interference sources for speciﬁc directions.
justed in such a way that the signal strengths directly at
the wind turbine location were equal for both analyzed fre-
quencies. Such an approach was necessary to reliably com-
pare the wind farm’s inﬂuence on the systems operating at
160 and 400 MHz.
Table 6
The equivalent EIRP power values calculated
for the analyzed base stations
BTS 1 BTS 2 BTS 3
Distance to the middle
of the wind farm [km]
32 44 41
Azimuth relative to the middle
of the wind farm [◦]
152 301 29
Equivalent EIRP power
for 160 MHz [dBm]
–13 –15.8 –15.4
Equivalent EIRP power
for 400 MHz [dBm]
3.2 0.4 0.9
5.3. Simulation Results
The simulation results for both analyzed frequencies are
presented in Figs. 13–15. In Fig. 13 the levels of the
received signal including the interference from the wind
farm are shown. The signal to interference ratio (SIR) is
illustrated in Fig. 14, and ﬁnally the levels of the received
signal very close to the farm are depicted in Fig. 15.
The parameters of the simulations are the same as those
presented in Table 3.
In the received power level simulations (Figs. 13 and 15),
red color (pointed by R arrow) indicates the area where the
interference criterion is not satisﬁed, i.e., the actual signal
to interference ratio (SIR) is less than the required mini-
mum value (which is 10 dB in this case). In the worst case,
in those areas there could be no coverage due to severe in-
terferences and consequently, no radiocommunication could
be maintained. The discussed places are marked in the SIR
visualizations as well (Fig. 14).
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(a) (b)
R R
Fig. 13. Received power level simulation for the frequency of: (a) 160 MHz, (b) 400 MHz.
(a) (b)
B B
DG DG
Fig. 14. Signal to interference ratio (SIR) simulation for the frequency of: (a) 160 MHz, (b) 400 MHz.
40
Wind Farms Inﬂuence on Radiocommunication Systems Operating in the VHF and UHF Bands
(a) (b)
RR
Fig. 15. Received power level simulation in the vicinity of the farm for the frequency of: (a) 160 MHz, (b) 400 MHz.
On the basis of the simulation results presented above,
it can be observed that the area subjected to interference
(where the signal to interference ratio is low) is signiﬁcantly
larger for the frequency of 400 MHz. It is caused by the
fact that the scattering coeﬃcient is proportional to fre-
quency – see Eq. (1), so its value is greater at 400 MHz
than at 160 MHz. It can be claimed that higher frequency
translates into stronger reﬂection from the turbine’s com-
ponents (most notably from its rotor). On the other hand,
it is commonly known that the greater the frequency,
the stronger the propagation attenuation. As a result, at
400 MHz the interferences are attenuated more signiﬁcantly
than at the lower analyzed frequency. Taking into account
this fact only, one might expect completely diﬀerent sim-
ulation results than those included in the ﬁgures above.
However, if both phenomena are analyzed at the same
time, it becomes clear that in the case of the wind farm
under consideration and the assumed propagation condi-
tions, the inﬂuence of the signal reﬂection at 400 MHz is
too strong to be compensated by the propagation attenua-
tion, which translates into higher interference level at this
frequency.
The next observation regards the character of the in-
terferences. In Fig. 10, the UFSR parameter has been
drawn as a function of the reception angle for both an-
alyzed frequencies. At 400 MHz, the resulting curve can
be described as a “periodic” one, with a distinct set of
“side lobes”, whereas the analogous characteristic for the
160 MHz is much more uniform and comprises only the
“main lobe”. The above observation applies for the re-
sults presented in Figs. 13–15 as well. At 400 MHz, the
area marked with grey color (which represents low values
of SIR) is larger than at 160 MHz, but at the same time
it is signiﬁcantly shaped and its borders are much more
distinct. The periodicity mentioned above is clearly visible
in the ﬁgures: the areas of strong interference (dark grey
color, DG arrow) are adjacent to the areas where the SIR
is high (blue color, B arrow), while at 160 MHz the transi-
tions between high and low SIR values are generally much
more smoother.
It should also be underlined, the SIR value is aﬀected
not only by the frequency value or the turbines’ and trans-
mitters’ parameters but also by the propagation phenom-
ena which in turn depend on particular terrain features.
By the deﬁnition, the SIR is a ratio of the wanted sig-
nal (the one that gets directly from the transmitter to
the receiver) and the interference (i.e. the signal that gets
from the transmitter to the receiver through reﬂection from
the turbine). The terrain features can potentially aﬀect
these both components, thus determining the resulting
SIR value.
6. Conclusions
This article dealt with a topic of wind turbines’ impact
on a particular set of radio systems that operate in VHF
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and UHF bands (around 160 and 400 MHz, respectively).
Given the constant – and global – growth of interest in
renewable energy sources, such as wind, the importance of
that issue will probably become more and more signiﬁcant
in the near future.
In the article, the authors conﬁrmed – through on-
site measurements – that, under some assumptions, the
ITU-R BT.1893 model can be applied to both UHF and
VHF bands. After that – utilizing this model – they car-
ried out a simulation analysis of the interactions between
wind turbines and systems working in those bands. As it
turned out, at the UHF frequencies, the areas subjected to
interferences caused by the signal reﬂecting from the wind
turbines are larger than in the VHF band. Additionally,
in the UHF, the reﬂected signal is much more periodic
than in the VHF, so the areas of very strong interference
are adjacent to the areas where the interference is very low.
Consequently, in the higher analyzed bands, it is more diﬃ-
cult to exactly predict which areas will be adversely aﬀected
by the wind turbines.
On the other hand, it has to be stated that the level of
interaction between the wind farms and radio systems
strongly depends on speciﬁc conditions: the turbines pa-
rameters, terrain proﬁle, etc. As a result it would be hard
(if not impossible) to formulate a universal and general
rules set describing the inﬂuence of the wind farm on
radio communications. What is really important is the
methodology development and tools facilitating the anal-
ysis of this issue – and this article was a small attempt to
do that.
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Paper Measuring Electromagnetic
Emissions from Active Landslides
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Abstract—The paper describes the mechanism of electromag-
netic emission generation in active landslides and measuring
techniques. Special attention is given to electromagnetic emis-
sion fields. The author proposes an original system for mea-
suring both continuous and pulsed magnetic emission of land-
slides. For such measurements boreholes must be drilled in
the landslide. It is essential that the tubing constituting the
borehole’s lining be made of a material which does not at-
tenuate magnetic fields. Besides its primary function, i.e. the
registration of landslide magnetic field activity, the system can
be used for the structural inhomogeneity of rock strata ex-
amination subjected to considerable stresses. The results of
examinations of active and inactive landslide in Poland are
presented. The post-extraction cave in the SMZ Jelsava Mine
in Jelsava, Slovakia, is presented too.
Keywords—electromagnetic emission, landslide, sliding-down
force, slip plane, slope stability.
1. Introduction
Landslides occur everywhere, cause similar damage in
human infrastructure to earthquakes, volcano eruptions,
ﬂoods, etc. [1]. The term “landslide” describes a wide va-
riety of geological processes that result in the downward
and outward movement of slope-forming materials includ-
ing rock, soil, artiﬁcial ﬁll, or a combination of these [2].
The materials may move by falling, toppling, sliding,
spreading, or ﬂowing. A simple model describes land-
slide as a complex geologic body, consisting of a layers
combination having contrasting physical properties.
It has been established that landslides when active become
a source of electromagnetic radiation, which is due to the
Ground probe
Underground probe
F
g
Fig. 1. Field measuring technique.
considerable mechanical stresses in the landslide’s body and
the friction resulting from the displacement of the land-
slide’s moving layers, along slip surface direction, under
sliding-down force F, as shown in Fig. 1. As a result, en-
ergy is released, which intensity depends on the landslide
body composition (clay, gravel, rock, etc.) and landslide
excitation degree. One of the forms of this energy is elec-
tromagnetic radiation, which often has an impulse charac-
ter. This phenomenon usually appears a long time (even
a few days) before landslide visible deformation or what
worse abrupt disaster.
It has been found that landslide electromagnetic emission
is within the low frequency range, practically it does not
exceed 50 kHz. Depending on construction of measuring
equipment, electric or magnetic component of emitted elec-
tromagnetic ﬁeld can be measured. This is corroborated
by the results of investigations carried out on the Stavlichar
landslide, reported in [3]. Magnetic ﬁeld emission with the
maximum intensity at frequencies about 10 kHz was regis-
tered there. Also signiﬁcant was the intensiﬁed electromag-
netic emission observed in periods of the landslide’s height-
ened activity, mainly after longer rainy periods [2]. Similar
conclusions are drawn in [4] where the results of long-term
research conducted on the Krasnaja Dubrava landslide are
presented. The maximum intensity of emission occurred in
1–50 kHz range. Electromagnetic emission below 20 kHz
was registered on the Karolinka landslide [5]. It is signif-
icant that the highest emission levels were appeared when
large blocks of rock situated close to each other and other
landslide layer inhomogeneities occurred in the landslide’s
body. Interesting results of the complex landslides in the
Uzh Valley investigations are reported in [6]. The phe-
nomenon often is called Pulsed Electromagnetic Emission
(PEE) [5], [7], [8].
The most common unit is pulses per second (PPS), but
this is entirely conventional. PEE ﬁelds are registered by
a probe lowered in a measurement borehole having depth g.
Depending on realization, probe reacts to the electric or
the magnetic component of the electromagnetic ﬁeld. An
additional receiver may be placed on the ground surface
in the immediate vicinity of the borehole to register the
overground electromagnetic ﬁelds aﬀecting the measure-
ments. For rapid landslides with high velocity rate of slope
movement, only surface receiver can be used [3]. In this
case the magnetic aerial was placed on the ground and
shielded against interferences only by the metal case. Sig-
nal from aerial fed an impulse counter with sensitivity var-
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Fig. 2. Block diagram of system for measuring electromagnetic activity of landslides.
ied in the range 20–50 µV. Number of pulses indicated
intensity of landslide movement processes. Other interest-
ing measurement equipment is a portable device called the
Cerescope [9]. This magnetic ﬁeld receiver, reveals max-
imum sensitivity at 12.8 kHz, counts number of pulses in
the 100 ms period. Measurements results can be stored in
a build-in RAM memory and then easily transferred to the
host computer.
The main sources of electromagnetic radiation from active
landslides are piezoelectric eﬀect, cracks formation pro-
cess and streaming potential. The piezoelectric eﬀect is
dominant in landslides rich in sand, gravel and rock in-
clusion, situated mainly in the layers adjacent to the slip
surface. In this case electromagnetic emission is observed
in the frequency range of 102–106 Hz [10], [11]. Under
mechanical stress micro and macro-cracks are formed in-
side landslide body. This process is often accompanied by
electromagnetic emission with a wide frequency spectrum,
even up to 10 MHz [12]–[16]. Streaming potential origi-
nates when an electrolyte is driven by a pressure gradient
through a porous medium, forms Electrical Double Layer
(EDL) [17], [18]. Fluid ﬂow in the landslide mass is treated
as an electrolyte. High pressure regions in the landslide
body cause disturbance in ﬂuid ﬂow and its mechanical
oscillation in capillaries, what provokes electromagnetic
emission [3], [19]–[21]. This mechanism is dominant in
the landslides consist of clay, without bigger inclusions
of rock [22], [23]. In real landslides electromagnetic emis-
sion phenomenon is caused by all of the mentioned above
sources in diﬀerent proportion.
2. Landslide Activity Measuring System
There are not any commercial magnetic ﬁeld strength me-
ters available on the market, which can be adopted to ex-
amine magnetic activity of landslides. In this situation the
proper measurement system was designed and built by the
author. It is able to register both the pulsed and continuous
magnetic ﬁeld component along the measurement borehole
down to depth g (Fig. 1), and its detailed description with
the investigative method presentation, is included in patent
application [24]. Measurements can be performed using
two probes, referred to as measuring receivers. One of
the probes, called an underground probe, is lowered in the
measurement borehole at a prescribed measuring step ∆g
through the predicted slip plane (see Fig. 1). In the model
system the measuring step is 5 cm. The other probe con-
stantly registers the magnetic ﬁeld near the borehole. From
the measurement point of view, the ﬁeld represents an inter-
fering signal. It has been found that many active landslide
areas are characterized by a narrow range of intensiﬁed
magnetic ﬁeld emission frequency. Hence the measuring
probe should have the properties of a band magnetic ﬁeld
receiver with mid-band frequency fo corresponding to a fre-
quency for which the landslide magnetic activity is most
intense. After laboratory tests [25], for the model system
fo = 14.5 kHz was adopted, but can be varied (even dur-
ing the tests). The receiver’s sensitivity is 4 · 10−6 A/m,
at fo = 14.5 kHz. A block diagram of the measuring sys-
tem is shown in Fig. 2 and general view of system is pre-
sented in Fig. 3. The signal from the measuring receivers
is transmitted by 120 m long armored ﬁbre-optic lines
whereby the system’s sensitivity to electromagnetic inter-
ference is greatly reduced. In this situation the underground
receiver can be treated like a spot-receiver, receives only
magnetic ﬁeld strength at depth g. Sockets A and C are the
inputs for the optical receivers for respectively the under-
ground probe and the surface probe. The optical signal is
converted into an analogue domain and ampliﬁed in the
range 1–10 V/V. In addition, an electrical input (socket B)
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is provided for the signal from the underground probe.
A signal switch with a unit ampliﬁcation constitutes an-
other block. Next, the output signal is fed into a peak
detector and can be observed on oscilloscope (output D).
As an option an pulse counter is provided which directly
indicates the activity of the landslide at depth g. It is con-
nected also to point D. The constant voltage corresponding
to the trace’s instantaneous peak value is converted by an
A/D converter which at its output provides digital infor-
mation in the RS232 interface. The obtained momentary
constant voltage value informs us about the intensity of the
landslide processes. The measuring signal (output E) is fed
into a computer and stored on its disk. In ﬁeld conditions
the measuring system is supplied with a voltage of 12 V
from a car battery. The measuring receivers have their own
battery power supply.
Fig. 3. General view of measuring system: 1 – revolving drum
with optical ﬁbre, 2 – underground receiver, 3 – processing block,
4 – ground receiver, 5 – computer.
Described above measuring system is innovative compared
with solutions presented in other papers [3], [5], [7], [9].
Connection of the underground receiver with the process-
ing block by means of an optical ﬁbre and equipped this
probe with the independent non-disruptive battery supply
(without a DC/DC isolated power converter or similar de-
vice), signiﬁcantly reduces inﬂuence of electromagnetic
disturbances. It allows increase receiver’s sensitivity to
4 ·10−6 A/m, at fo = 14.5 kHz. Similar, even sophisticated
devices [5], [7], without an optical connection between re-
ceivers and other units, reveal the maximum sensitivity no
better than 10−5 A/m. In contrast to other measurement de-
vices, presented measurement system can register the con-
tinuous and pulsed magnetic ﬁeld component. The mea-
surement device is equipped with many useful features, like
the portable revolving drum with the optical ﬁbre leading
system, the full two-channel signal processor and the depth
counter, which automatically triggers the computer’s signal
input. To increase functionality, combination the measure-
ment device with a battery powered low power consumption
embedded computer is possible.
3. Field Measurements
Preliminary ﬁeld measurements by means of the land-
slide activity measuring system were carried out on the
Falkowa landslide in Nowy Sącz, Poland (see Fig. 4) in
August 2005.
Berlin
Germany
Poland
Warsaw
Wroclaw
Jaroszów
Nowy Sącz
Russia
Prague
Czech Republic
Jelsava
Slovakia
Bratislava
ViennaAustria
Fig. 4. Measurement sites location: Jaroszów, Nowy Sącz and
Jelsava.
During that period the landslide exhibited any activity,
which was objectively conﬁrmed by measurements concur-
rently performed by means of an inclinometer. The cause
of the landslide low activity was a prolonged long dry pe-
riod, which occurred before the measurements. The land-
slide is composed of solely a mass of clay ﬂowing in its
entire volume without any distinct slip planes. The probe
was introduced into the measurement boreholes drilled for
the inclinometric measurements. The boreholes were lined
with a plastic tube, which does not damp electromagnetic
ﬁelds. The registered traces of magnetic ﬁeld along the
proﬁles of the boreholes named O1 and O2 are shown in
Figs. 5a and 5b.
Then measurements were carried out on the active land-
slide Jaroszów, situated near Wrocław, Poland (see Fig. 4),
during long time periods, between August 2005 and
September 2006. The landslide body is composed of clay
mixed with gravel with inclusion of small pieces of sand-
stone and dolomite blocks. The multiple slip surfaces are
situated in the landslide lower part, at depths between
10–17 m. Results of landslide activity, e.g. cracks, faults,
are visible on the surface of landslide too, see Fig. 6. Inves-
tigations in the Jaroszów landslide were carried out using
the existing boreholes B1 and B2 made for inclinomet-
ric measurements. The boreholes’ lining has the form of
a plastic tube. The registered curves of magnetic ﬁeld com-
ponent along the boreholes and auxiliary information about
the monthly rainfall level [25] are presented in Figs. 7a
and 7b.
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Fig. 5. Variation of magnetic ﬁeld strength versus depth along: (a) O1 and (b) O2 boreholes on the Falkowa landslide, at
fo = 14.5 kHz.
The next measurements were carried out in September 2005
in the SMZ Jelsava Magnesite Mine in Jelsava, Slovakia,
see Fig. 4. The measurements were performed in boreholes
drilled in the roof of a cave created when the magnesite
deposit was worked out. The roof is composed of mainly
grey dolomite with inclusions in the form of small mag-
nesite blocks or agglomerations of magnesite blocks. The
results of the magnetic emission measurements presented
in Figs. 8a–8d are supplemented with cross sections of the
rock mantle surrounding the cave, made available courtesy
of the SMZ Jelsava Mine.
Fig. 6. Surface and local road degradation on the Jaroszów
landslide.
In all cases boreholes were located far from human settle-
ments, roads, electric traction or other objects which might
be a signiﬁcant source of electromagnetic interferences.
4. Measurements Discussion
All the presented results of magnetic ﬁeld strength mea-
surement were carried out with the system equipped with
both the underground and on ground receiver. The mag-
netic ﬁeld traces registered on the Falkowa and Jaroszów
landslide and in the SMZ Jelsava Mine area show initial
rapid increase in magnetic ﬁeld strength, in the form of
a rapidly falling impulse which already at a depth of 1–3 m
decays and the registered magnetic ﬁeld returns to the cur-
rent background level, as evidenced by the traces for all
boreholes: O1, O2, B1, B2 J43, J129, J133 and J135. The
above phenomenon is a disturbance, which occurs in each
measurement. It is due to the strong penetration of vari-
ous overground electromagnetic ﬁelds into the ground. In
this case, such interference is not eliminated to a substan-
tial degree by the auxiliary overground receiver (see the
measuring system description).
The measurements carried out on the Falkowa landslide
revealed only near-surface interfering signals. The fact that
no magnetic ﬁeld emission was registered in the boreholes
at the depths at which slip planes occur was due to two
factors:
– during that period the landslide exhibited any activity,
– there are no rock blocks in its body – the stresses
generated in rock strata or blocks are the source of
the most intensive magnetic ﬁeld emission.
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Fig. 7. Variation of magnetic ﬁeld strength versus depth along: (a) B1 and (b) B2 borehole on the Jaroszów landslide, at fo = 14.5 kHz
and monthly rainfall levels.
This is corroborated by the measurements carried out in
the magnesite mine in Jelsava, where distinct magnetic
emission of the rock strata in which stresses occurred
was observed. Also the rate and continuity of ﬂow of the
landslide is important. The Falkowa landslide periodically
(after rainy periods) exhibits increased activity. The in-
clinometric measurements show that the ﬂow rate of the
landslide is rather low – maximum 70 mm per annum. For
the last three years the annual average ﬂow rate of the land-
slide strata has been about 25 mm. This means that it is
too slow for the method to be eﬀective. According to [3],
the minimum ﬂow rate of a landslide composed of only
clayey materials needed to generate a magnetic ﬁeld emis-
sion measurable by equipment with a sensitivity similar to
that one used in the measurements should be about 4 mm
per 24 h.
The Jaroszów active landslide exhibits continued slip move-
ment at depths 1–17 m, what was proved by various geolog-
ical examinations and inclinometric measurements during
period of electromagnetic measurements. Internal tension
of landslide body causers visible deformation on its surface,
what is shown in Fig. 6. Mainly after prolonged rainy peri-
ods the Jaroszów landslide increased its activity. This fact
is clearly seen in Figs. 7a and 7b, revealed a sharp increase
in magnetic ﬁeld emission strength in August 2005 and
August – September 2006 period at depths corresponded
to slip surfaces presence.
An analysis of appropriate series of measurements carried
out in Jelsava reveals that each borehole is characterized
by a peculiar trace of magnetic ﬁeld intensity versus depth,
what is shown in Figs. 8a–d. Within the measurement se-
ries for each borehole one can notice recurring anoma-
lies which are the basis for the further interpretation of
the results. An analysis for borehole J135 (Fig. 8d) shows
a sharp increase in magnetic ﬁeld emission activity at
depths 30–40 m and 55–75 m. The geological section shows
that magnesite blocks occur in the dolomite at the above
mentioned depths. According to intensity of the registered
emission one can conclude about the size of the inhomo-
geneities in the rock mantle. An analysis of the mag-
netic ﬁeld emission in borehole J129 (Fig. 8b) also shows
that at a 35–55th meter of its depth there is a distinct
anomaly attributable to the occurrence of four magnesite
blocks situated close to each other. Whereas comparing
the measured magnetic emission proﬁles with the geolog-
ical section of borehole J43 (Fig. 8a) one can see that the
boundaries between the magnetic ﬁeld emissions originat-
ing from magnesite layer situated close to each other be-
come blurred. This may be also caused by substantial levels
of magnetic ﬁeld emissions originating from rock blocks
lying close to each other.
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Fig. 8. Variation of magnetic ﬁeld strength versus depth along: (a) J43, (b) J129, (c) J133 and (d) J135 boreholes drilled in the roof
of a cave in Jelsava, at fO = 14.5 kHz.
The emission for borehole J133 (Fig. 8c) is clearly divided
into two zones. One zone, extending from the surface of
the ground down to about the 55th meter, exhibits magnetic
emission corresponding in the geological structure mainly
to dolomite with small inclusions of other rock materials.
No magnesite blocks occur here. The other zone is prac-
tically devoid of emission, which is due to the presence
of a large post-extraction recess originating at the borehole
J133 55th meter. Generally, all the measurements show
the absence of magnetic emission in empty post-extraction
spaces. This seems to be natural for the considerable, at
such low magnetic ﬁeld intensities, distances from the emis-
sion sources, i.e. the rock strata. The cause of the magnetic
emission may be the mutual pressure exerted by diﬀerent
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types rock blocks, e.g., a magnesite block compressed by
dolomite strata. The registered increased magnetic emis-
sion of compressed magnesite blocks conﬁrms the obser-
vations made during laboratory tests [25] in which mag-
nesite specimens being crushed exhibited higher emission
levels than those exhibited by dolomite specimens subjected
to crushing. The knowledge of stresses distribution in the
rock strata along the proﬁles of the investigated boreholes
would be very helpful. Then one could determine the re-
lationship between the stresses in the magnesite strata and
in the dolomite strata and the intensity of the magnetic
ﬁeld emitted by them. It should be noted that the pres-
ence in the ground of magnetic ﬁeld components origi-
nating from other sources (not directly connected with the
activity of the investigated rock strata) cannot be excluded.
The presence of such ﬁelds should be treated as an addi-
tional source of interference. This problem is considered
in [26], [27].
5. Summary
Electromagnetic emission measurement from active land-
slides and other geophysical complex structures is a new
useful method of slope stability assessment. Classical ge-
ological methods (e.g., inclinometric, GIS and piezometer
analysis, etc.), do not provide continuous monitoring of
landslide condition. Measurements are carried out only,
e.g., once per week, month – not continuously, what is
their main disadvantage. With the developed measure-
ment system, it is possible to create an early warning
system, which will be able to warn, when electromag-
netic emission strength, provokes by landslip process, ex-
ceed the critical level. To this end proper magnetic ﬁeld
sensors, continuously register electromagnetic emission,
should be placed in the boreholes, protected by non-
conductive pipe, at depths where the slide process is ex-
pected. For broad landslide areas, with many measuring
points, it is also possible create a battery powered sensors
mesh network. Similar miniaturized measurement systems
can be used in coal mines to warn against rockburst. It
has been established [12], [13] that rock before mechani-
cal destruction reveals decreased level of electromagnetic
emission.
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Abstract—This paper presents an investigation of Spectral
Amplitude Coding Optical Code Division Multiple Access
(SAC-OCDMA) over hybrid Fiber-to-the-x (FTTx) Free Space
Optical (FSO) link under different weather conditions. FTTx
and FSO are the last mile technologies that complement each
other in delivering secure and high speed communication to
customers’ residence or office. SAC-OCDMA is one of the po-
tential multiplexing techniques that has become a research
area of interest in optical communications and considered
a promising technique for FTTx access networks. It is based
on Khazani-Syed (KS) code with Spectral Direct Decoding
(SDD) technique. All the components involved in the network
were specified according to the available market product in
order to simulate the actual environment as close as possible.
The result shows that for bit error rate (BER) of 10−9, the net-
work is able to perform with 20 km Single Mode Fiber (SMF)
spanning from the central office (CO) and 1.48 km FSO range
with transmission rate of 1.25 Gb/s during heavy rain.
Keywords—Hybrid FTTx Free Space Optical, Khazani-Syed
code, SAC-OCDMA, Spectral Direct Decoding.
1. Introduction
The tremendous growth of the Internet, broadband ser-
vices, and the World Wide Web contents has encouraged
the presence of fiber optics in last-mile access networks.
FTTx is a description of the Passive Optical Networks
(PONs) based broadband access network technology that
uses optical fiber running all the way from the local ex-
change (central office) to the customers, based on the loca-
tion of the fiber’s termination point. The FTTx can be de-
scribed as a fiber-to-the-home (FTTH), fiber-to-the-building
(FTTB), fiber-to-the-curb (FTTC), or fiber-to-the-cabinet
(FTTCab). Fiber-to-the-x (FTTx) based PON represents an
attractive solution for providing high bandwidth and sup-
port various types of signals [1]. In optical access networks,
multiplexing is desirable in order to reduce cost and to
make use of the optical fiber’s huge bandwidth. Although
Wavelength Division Multiplexing (WDM) is the current
favorite multiplexing technique in long haul communica-
tion [2], Optical Code Division Multiple Access (OCDMA)
is seen to have great potential for large scale deployment in
all optical communication fields due to its ability to sup-
port asynchronous and simultaneous multiple user access
with high level of security [3]. Spectral Amplitude Coding
(SAC) OCDMA is the most suitable technique for opti-
cal multi-access networks over other OCDMA techniques
because of its ability to eliminate the Multiple Access In-
terference (MAI) [4].
In this paper, SAC-OCDMA using the Khazani-Syed
(KS) [4] code with Spectral Direct Decoding (SDD) [3] de-
tection technique is proposed. The advantages of KS-code
include its ability to cancel the MAI, support larger num-
ber of users, simple code construction and encoder-decoder
design, existence for every natural number, ideal cross cor-
relation and high signal-to-noise ratio (SNR) [4].
One interesting approach in order to realize future multi-
service access networks is to integrate optical access net-
works such as FTTx and free space optics (FSOs). FSOs
are increasingly being considered as a suitable alternative
approach for optical networks, especially in areas where the
deployment of fiber optic is not feasible and in underserved
rural areas lacking broadband network connectivity. The
advantages of FSO are wide bandwidth, free license, de-
ployment cost at one-fifth of optical fiber installation, ease
of deployment and high security [5]. Based on the mer-
its of FTTx and FSO, it is hypothesized that the proposed
hybrid FTTx-FSO based KS-code can be taken advantage
of towards enhancing the high-speed broadband access net-
works.
In this paper, the simulation of the proposed architecture
is studied. The proposed architecture is presented in the
subsequence sections. The simulative setup description of
the proposed hybrid FTTx-FSO is reported in Section 3,
followed by the simulation results under various weather
conditions. The conclusion drawn from the simulation re-
sults is presented in Section 5 of the paper.
2. System Implementation
In this section, the principle operations of FTTx and FSO
technologies are explained, followed by the architecture of
the proposed hybrid system.
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2.1. Technology of FTTx and FSO
FTTx is a generic term for various optical fiber delivery
topologies that are classified according to where the fiber
terminates. The expectation is that the fiber would get much
closer to the subscriber. This technology brings fiber from
the central office (CO) down to a fiber-terminating node
called optical network unit (ONU). For the case where
ONUs serve a few homes or buildings, this can be thought
as FTTC or FTTB. Coaxial or twisted pair copper cable is
used to carry data into the buildings. Generally, FTTx
can be divided into two categories which are point-to-
point (P2P) system and point-to-multipoint (P2MP) system.
These are shown in Fig. 1. In the P2P architecture, a dedi-
cated fiber runs from the local exchange to each subscriber.
When the number of subscribers increases, the number of
fibers and fiber terminals required in the local exchange are
also increases. Thus the system cost is also increases. In
the P2MP architecture, a single fiber carries all signals to
the passive optical power splitter that feeds the individual
short branching fibers to the end users. These splitters do
not require any power supply and the optical signals are
divided into 32, 64 or even 128 shared connections [6].
In this architecture, the cost rise slower than the P2P ar-
chitecture as more fiber is needed only in the branches.
Therefore, it has become popular for deployment in access
networks, and widely known as PON.
Local
exchange
Local
exchange
FTTCab/FTTC
FTTCab/FTTC
< 300 m up to 4 km
< 300 m up to 4 km
FTTH
FTTH
FTTB
FTTB
Optical power
spliter/combiner
(a)
(b)
Fig. 1. FTTx architecture: (a) P2P, (b) P2MP using passive
optical fiber splitter.
PONs were the first FTTx technology being developed into
several standards [7]. The first standard developed was
asynchronous transfer mode over PON (APON), followed
by Broadband PON (BPON), Ethernet over PON (EPON),
and gigabit PON (GPON). GPON was the latest developed
PON that based on G.984 series of the ITU-T recommen-
dations, and it supports upstream rate up to 1.25 Gb/s while
downstream rate up to 2.5 Gb/s [7].
FSO is a wireless optical technology that enables optical
data transmission through the air based on the use of the
free space as transmission medium and low power lasers
as light sources. The interest in FSO continues mainly for
two reasons:
– identification as an attractive alternative to comple-
ment existing microwave and radio frequency (RF)
communication links,
– being a broadband wireless solution for the “last
mile” connectivity in metropolitan networks to con-
nect the “backbone” to the clients (Last-Mile-Access)
by providing significantly high data rates in P2P and
P2MP link configurations [8].
However, rain attenuation does cause a significant effect to
the FSO system performance with signal frequency above
10 GHz [9]. The international visibility code for various
weather conditions is depicted in Table 1 [10].
Table 1
International visibility code
Weather Amount Visibility Attenuation
condition [mm/h] [km] [dB/km]
Storm 100 0.5–0.77 18.3
Heavy rain 25 0.77–1.9 6.9
Medium rain 12.5 2–4 4.6
Light rain 2.5 4–10 2
Drizzle 0.25 10–20 0.6
2.2. Hybrid FTTx-FSO Network Architecture
The hybrid FTTx-FSO network has the potential to over-
come the last mile bottleneck issue since both technolo-
gies can support high capacity and high security in optical
network. Besides that, FSO can contribute to overcome
the geographical area problem where there are difficulties
of fiber deployment. Figure 2 depicts a general architec-
ture of hybrid FTTx-FSO network. This general archi-
tecture shows an optical access networks from CO to the
end users. This is where the ONU is located. These end
users could be homes, office buildings, curbs or cabinets.
Signals from the optical line terminal (OLT) that located
at the CO, are combined with the amplified video signal
using wavelength selective coupler (WSC). Signals from
OLT and video are transmitted at 1490 nm and 1550 nm
wavelength, respectively. Due to the high signal quality de-
mand, a pre-amplifier is used for video signals. Thus, the
transmit power for that particular application is increased.
These downstream signals propagate through a Single
Mode Fiber (SMF) and FSO transmission link. After the
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Fig. 2. Hybrid FTTx-FSO architecture.
FSO receiver, these downstream signals propagate through
a passive splitter of N branches. After the splitter, the
downstream signals are transmitted to the ONU of the in-
tended receiver. The function of ONU is to convert the
optical signal to electrical signal. The electrical signals are
carried by different cables such as RJ-11, RJ-45, and video
cable for voice, data, and video signals, respectively.
3. System Design
3.1. Setup Description
The proposed hybrid FTTx-FSO based KS-code was sim-
ulated using commercial package, Optisystem v. 9.0. All
components in the proposed system were specified accord-
ing to the typical industry values to simulate the actual
environment as close as possible. Table 2 illustrates the
parameters used in the simulation.
Only downstream performance is reported in this article
with the assumption that signals are transmitted at the wave-
length of 1550 nm. Generally, FSO systems operating at
1550 nm are 70 times more eye-safe, in terms of maxi-
mum permitted exposure, than FSO systems operating be-
low 1000 nm [11]. This attribute makes the decision to
use 1550 nm more feasible in the majority of cases. It
is also suitable for video transmission and amplification
as required for FTTx implementation. Figure 3 shows the
block diagram of the proposed SAC-OCDMA over hybrid
FTTx-FSO communication network.
At the transmitter, the Non-Return-to-Zero (NRZ) data at
1.25 Gb/s transmission rate were optically modulated onto
a code sequence of KS code using Mach Zehnder Modula-
tor (MZM). Then n modulated code sequences were com-
bined together and amplified using an FTTx-customized
erbium-doped fiber amplifier (EDFA) with 30 dB gain
Table 2
Parameters used in the simulation
Parameter Value
KS Code weight 4
Detection method SDD
Input power 6.3 dBm
Transmission rate 1.25 Gb/s
Atmospheric attenuation Heavy rain, 10 dB
G.652 Fiber
Attenuation 0.25 dB/km
Chromatic dispersion 17 ps/nm/km
Polarization mode dispersion 0.1 ps/km
Fiber length 20 km
FSO
Transmitter aperture diameter 0.025 m
Receiver aperture diameter 0.08 m
Beam divergence 3 mrad
Transmitter loss 3 dB
Receiver loss 3 dB
Additional loss 1 dB
EDFA
Gain 30 dB
Noise figure 6 dB
APD
Gain 10
Responsivity 10.1 A/W
Dark current 165 nA
and 6 dB noise figure. The amplified signal was 33 dBm at
the wavelength of 1550 nm. The EDFA’s technical speci-
fications were based on Greatway Technology GWA3530
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Fig. 3. Block diagram of SAC-OCDMA over hybrid FTTx-FSO communication network.
series 1550 nm fiber amplifier. The modulated signals were
then transmitted through a 20 km SMF. The attenuation co-
efficient and chromatic dispersion were set at 0.25 dB/km
and 17 ps/nm/km, respectively. Then the signals were trans-
mitted through the FSO transmission link. The FSO trans-
ceiver specifications were based on SONAbeam 1250-M
product. Geometric losses depend on the transmitter and re-
ceiver aperture diameters, which were 0.025 m and 0.08 m,
respectively, and the beam divergence was 3 mrads [12].
The losses for the transmitter and receiver, and the pointing
loss of the FSO link in order to simulate the real environ-
ment as close as possible were 6 dB [13] and 1 dB [14],
respectively. Considering these two major losses, the re-
ceived power used in this study is given by [15]:
PRX = PTX −20 log
(
d2
d1 +(DR)
)
−α R , (1)
where: PTX – transmitted power [dBm], PRX – received
power [dBm], d1 – diameter of transmit aperture [m],
d2 – diameter of receive aperture [m], D – beam diver-
gence [m], R – range [km], α – atmospheric attenuation
factor [dB/km].
The second and third terms in the right-hand side of Eq. (1)
represent the geometric losses and atmospheric attenuation
at a particular distance, respectively.
At the receiver, an optical splitter was used to separate
the different modulated code sequences. The received sig-
nal were decoded based on SDD detection technique by
using the fiber Bragg grating (FBG) which functions to
extract the non-overlapping chips. Meanwhile the overlap-
ping chips were not filtered as it may cause interference
at the receiver. Then, the decoded signal was detected by
the photodetector. Avalanche photodiodes were used in this
simulation. In order to recover the original transmitted data,
the detected signal was electrically filtered with a 0.75 GHz
Bessel electrical low-pass filter (LPF).
The scope in this study is focused on the EPON standard,
based on the P2MP topology with bit rate of 1.25 Gb/s.
A 20 km SMF was used to connect OLT and FSO
transceiver. A passive optical splitter was used at the re-
ceiver whereby the decoded signals were sent to the ONUs.
The atmospheric attenuation of the FSO link, α was var-
ied to represent various weather conditions. The values
are as shown in Table 1. However attenuation of 10 dB
was used to represent heavy rain based on typical Malaysia
weather. The reason is that Malaysia typical rain amount
is more than 25 mm/h when it is observed through whole
year [16]. The distance of the FSO link was varied to
observe the proposed hybrid network performance.
4. Results and Discussion
The performances of the proposed hybrid system were char-
acterized by referring to the bit error rate (BER) against
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Fig. 4. BER versus FSO range for storm, heavy rain, medium
rain, light rain and drizzle.
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FSO range and received optical power (ROP). Figure 4
depicts the performance of the hybrid system for vari-
ous weather conditions. It can be seen that under drizzle
weather, the system still achieve acceptable BER of 10−9
until 5.56 km of FSO range. For light and medium rain, the
FSO ranges at acceptable BER performance are 3.6 km and
2.33 km, respectively. However, for heavy rain and storm
the acceptable BER are achieved at 1.48 km and 1 km, re-
spectively. The FSO range is directly related to the atmo-
spheric attenuation associated with the respective weather
condition. The results are considered good enough as the
proposed SAC-OCDMA FTTx-FSO is capable of transmit-
ting 1.25 Gb/s data over FSO link under various weather
conditions after propagating through 20 km SMF, optical
splitter and decoders.
Figure 5 depicts the relationship between the proposed hy-
brid system performance and the ROP. It can be seen that at
BER of 10−9, the ROP for heavy rain and medium rain are
–41.7 dBm and –41 dBm, respectively. It shows that ap-
proximately 0.7 dB power penalty is introduced. The power
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Fig. 5. BER versus ROP for heavy and medium rain.
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Fig. 6. BER versus FSO range for hybrid FTTx-FSO and pure
FSO systems.
penalty may be attributed to the effects from heavy rain
whereby signals are prone to be diffracted by the bigger-
sized and closer-spaced rain particles.
Figure 6 depicts the comparison between SAC-OCDMA
over hybrid FTTx-FSO system and the SAC-OCDMA over
FSO system. It can be observed that the pure FSO sys-
tem has a maximum FSO range of 1.85 km while hybrid
FTTx-FSO system has a maximum FSO range of 1.48 km
under the same weather condition at the acceptable BER
threshold. It denotes that the pure FSO system exceeds
by 0.37 km of FSO range of the hybrid FTTx-FSO sys-
tem. Consequently, although hybrid FTTx-FSO system has
shorter FSO range than the pure FSO system, the total trans-
mission link for the proposed hybrid FTTx-FSO system is
21.48 km (20 km fiber + 1.48 km of FSO distance).
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Fig. 7. Eye diagrams for heavy rain at BER threshold: (a) hybrid
FTTx-FSO system at FSO range of 1.48 km, BER of 4.2×10−9,
(b) pure FSO system at FSO range of 1.85 km, BER of 1.4×10−9.
Eye diagrams at acceptable BER of 10−9 are illustrated
in Fig. 7a, where represents hybrid FTTx-FSO system
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during heavy rain at 1.48 km of FSO range with BER
of 4.2× 10−9, and in Fig. 7b represents pure FSO sys-
tem during heavy rain at 1.85 km of FSO range with BER
of 1.4×10−9.
5. Conclusion
In this paper, the FTTx part was designed based on the
EPON technology. The performance of SAC-OCDMA over
the hybrid of FTTx-FSO network for the last mile users
with various weather conditions were presented. The re-
sults reveal that the proposed SAC-OCDMA FTTx-FSO
could support the maximum FSO range of 5.56, 3.6, 2.33,
and 1.48 km for drizzle, light rain, medium rain and heavy
rain, respectively, at the acceptable BER of 10−9. These
information are useful for the system engineer to locate
the FSO transceivers based on the geographical influence
and rain tabulation. Obviously, the proposed SAC-OCDMA
over the hybrid of FTTx-FSO network presents an appeal-
ing performance and can provide a feasible solution for last
mile access problem.
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Abstract—This paper proposes an adaptive pilot pattern to
improve channel estimation performance for LTE downlink
system with high mobility. The downlink pilot positions are
predefined in the time and frequency domain with fixed pi-
lot pattern in LTE standard. However, that pilot structure
is not efficient in a fast time varying channel, and leads to
a decrease of channel estimation performance. The authors
propose and evaluate the performance of LTE downlink chan-
nel estimation using an adaptive pilot scheme to optimally use
pilot tones over time varying channels. It is shown that only
seven bits of additional wide-band feedback per frame and per
user are required to optimally support adaptive pilot pattern.
Simulation results show that the proposed method allows high
performance in terms of throughput and channel estimation
error. This analysis shows that LTE downlink throughput
could be increased over 4%.
Keywords—channel estimation, LTE, MIMO, OFDM, pilot
pattern.
1. Introduction
Long Term Evolution (LTE) is a new communication tech-
nology based on Orthogonal Frequency Division Multiple
Access (OFDMA) in the downlink (DL) and Single Carrier
Frequency Division Multiple Access (SCFDMA) in the up-
link (UL). Additionally, LTE downlink transmission model
is based on multiple antenna architecture on the transmit-
ter and receiver side [1]. Orthogonal Frequency Division
Multiplexing (OFDM) has been widely applied in wireless
communication systems due to its high data rate transmis-
sion and its robustness to multipath channel delay [2], [3].
However, OFDM system is very sensitive to Doppler fre-
quency shift caused by high mobility of receiver. In such
case, the channel changes within one OFDM symbol and
the orthogonality between subcarriers is broken resulting
the intercarrier interference (ICI). Hence, the system perfor-
mance may be considerably degraded. In order to mitigate
ICI in LTE system, several channel estimation techniques
have been proposed [4]–[7]. Channel estimation is done us-
ing pilots inserted in the transmitted OFDM symbol. The
design of a channel estimator is based on two fundamental
problems:
• the amount of pilot symbols to be transmitted,
• the complexity of the estimator.
In LTE system, the pilots have static positions as defined in
the Release 8 for both Single Input Single Output (SISO)
and Multiple Input Multiple Output (MIMO) scheme [8].
Consequently, this LTE pilot scheme seems not optimal
in terms of throughput because the amount of the pilot
symbols according to channel time selectivity.
In the literature, much work has been carried out in terms of
pilot arrangement in OFDM systems. Two methods classes
are available for pilot arrangements. One is based on reg-
ular patterns, where pilot symbols are equally-spaced in
time and/or frequency domain, whereas the other relies on
irregular patterns.
The optimal spacing design of pilot symbols for OFDM sys-
tems has been investigated by several studies over the past
ten years. In literature, several methods have been designed
for regular pilot lattices that satisfy a suitable Nyquist cri-
terion [9], [10]. These regular patterns are not suitable
for systems in which pilot tones are not equi-powered or
channel is time varying process [11]. Recently, irregular
pilot arrangements were shown to be optimal in the mean
squared error (MSE) sense for certain classes of time vary-
ing channels [12], [13].
In this paper the authors show how to use an adaptive pilot
scheme to optimally use LTE pilot tones over time domain.
These new pilot schemes improve the system performance
and correct the loss of throughput in time varying channel.
This paper is organized as follows. Section 2 presents
MIMO OFDM system model. In Section 3, the LTE pilot
design is introduced. Adaptive pilot design is described in
Section 4. In Section 5, the authors investigate the feed-
back requirements for the proposed adaptive pilot-symbol
pattern. The system simulation results are presented in
Section 6.
2. MIMO OFDM System Model
In this section, the transmission model suitable for further
derivation is introduced. Let us consider the block dia-
gram of MIMO OFDM system with Nt transmit antennas,
Nr receive antennas and N subcarriers (see Fig. 1). Gen-
erated OFDM signals are transmitted through a number of
antennas in order to achieve diversity.
In MIMO OFDM system shown in Fig. 1 (in SISO OFDM
systems Nt = 1), the authors assume that the duration of
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Fig. 1. Block diagram of MIMO OFDM system.
the cyclic prefix is long enough to avoid intersymbol inter-
ferences (ISI).
A received symbol vector at a discrete time index n trans-
mitted over a flat and time-variant MIMO channel can be
written as:
Y qk (n) =
Nt∑
p=1
H pk,k .X
p
k (n)+
Nt∑
p=1
N
∑
i=1
i 6=k
H pk,i .X
p
i (n)
︸ ︷︷ ︸
ICI
+W pk (n) , (1)
where X pk (n) is the transmitted symbol over the k-th sub-
carrier from the p-th antenna at time index n, Y qk (n) is the
received symbol over the k-th subcarrier from the q-th an-
tenna at time index n. H pk,i denotes a frequency channel
response between the k-th and i-th subcarrier. Intercarrier
interference can be neglected for time invariant channels
and time varying channels with moderate mobility.
The time-frequency pilot scheme used in a MIMO envi-
ronment is based on orthogonal pilots, which is one of
the innovation used by LTE. When null subcarriers are em-
ployed, the pilots corresponding to the other antennas pilots
have to be turned off (null subcarriers) to avoid interference
between antennas [15].
3. LTE Pilot Scheme
In LTE standard, pilot symbols are transmitted during
the first and fifth OFDM symbol of each slot when the
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Fig. 2. Pilot structure for LTE system.
short cyclic prefix (CP) is used and during the first and
fourth OFDM symbol when the long CP is used [8]. The
frequency spacing between two successive pilot symbols
is 6 subcarriers. Figure 2 illustrates LTE pilot scheme for
SISO case.
The authors propose a novel concept called useful through-
put to characterize throughput Du available to data trans-
mission by taking into account the number of data subcar-
riers and pilot subcarriers in a frame of K OFDM symbols.
The pilot symbols causes degradation in terms of useful
throughput (data symbols), which can be expressed as:
Du =
Number of data tones
Number of tones
D , (2)
where D and Du are the original throughput (data + pilot
symbols) and useful throughput (data symbols), respec-
tively.
Consequently for the purpose of comparison, the ratio be-
tween D and Du is derived for LTE regular pattern and
proposed scheme:
Du
D
(LTE regular pattern) = 1−
Np
4N
, (3)
where N and Np are OFDM number of subcarriers and
number of pilot subcarriers, respectively.
4. Adaptive Pilot Design
An adaptive pilot scheme is proposed to achieve high
throughput gains. This dynamic pilot scheme investigates
time selectivity of the channel to reduce the number of pilot
symbols used. When the channel does not change during
the K OFDM blocks transmission, the first OFDM block
for the transmission of pilot subcarriers is used and the
same channel estimation during transmission of the follow-
ing (K− 1) blocks is kept. This approach allows varying
the amount of the pilot symbols according to channel time
F
re
q
u
en
cy
Time
...
...
...
...
K OFDM blocks
K OFDM blocks
(a) (b)
Fig. 3. Comparison between LTE: (a) regular pattern, (b) pro-
posed pattern.
selectivity. For the purpose of comparison, Fig. 3 shows
a classical LTE regular pattern and proposed irregular
pattern.
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Good bit error rate (BER) performance can be achieved
by the proposed pattern if K satisfies the following ine-
quality
K.T ≤ Tcoh , (4)
where T is the time duration of one OFDM symbol and
Tcoh is channel coherence time. The Doppler spread fd ,
and the coherence time Tcoh, are reciprocally related over
Rayleigh fading channel [14]:
Tcoh ≈
9
16.pi . fd . (5)
Therefore, K is an integer chosen to satisfy the ine-
quality:
K ≤
9
16.pi . fd.T . (6)
An optimal choice of K is:
K =
⌈
9
16.pi . fd.T
⌉
. (7)
The ceiling of a number is shown by ⌈.⌉.
Consequently for the purpose of comparison, the ratio
between D and Du is derived for regular pattern and pro-
posed scheme:
Du
D
(LTE regular pattern) = 1−
Np
4N
, (8)
Du
D
(adaptive pattern) = 1−
Np
K.N
= 1− 16K . (9)
Figure 4 shows that the throughput gain of proposed adap-
tive pattern is significant:
throughput gain=
1
6
(
1
4
−
1
K
)
D . (10)
regular pattern ( = 1)K
LTE regular pattern ( = 4)K
proposed adaptive pattern
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fd.T
D
u
D
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Fig. 4. Normalized throughput versus fd .T for different pattern
configurations.
From Fig. 4, the two cases can be expressed and com-
pared:
• LTE high performance fd .T ≤ 0.04 (K≥ 4)
The best performance for LTE is realized at low speeds
up to 15 km/h. However, in LTE high performance
( fd .T ≤ 0.04), mobile speed between 15 km/h and 120 km/h
can be supported with high performance [15]. In this case,
proposed scheme improves the normalized useful through-
put ( fd .T ≤ 0.04). Especially, throughput gain exceeds 4%
for moderate time varying channels ( fd .T ≤ 0.01).
• LTE low performance fd .T > 0.04 (K< 4)
The maximum speed which LTE is designed to man-
age acceptable performance varies from 120 to 500 km/h
( fd .T > 0.04) [15]. In such case, the channel changes within
one OFDM symbol, and higher pilot density is needed for
channel estimation. The pilot symbols in LTE structure
are not dense enough. Proposed scheme has a through-
put decrease in order to allow high channel estimation
performance. To allow the transmitter to update the pilot
pattern, a feedback is required between the receiver and
transmitter.
5. Feedback
In this section, the feedback requirement for adaptive pilot-
symbol pattern in LTE is considered. The LTE radio frame
has a length of 10 ms, and OFDM symbol time duration is
T ≈ 72 µs. The Doppler frequency is given by
fd = v
c
· f0 , (11)
where f0 is a carrier frequency, v is a mobile velocity and
c is speed of light. The K value is given by Eqs. (7) and (11)
as follows:
K =
⌈
9.c
16.pi . f0.v.T
⌉
. (12)
κ is a group with finite number of elements of all possible
K values
κ
{
K =
⌈ 9.c
16.pi . f0.T
⌉
knowing that v ∈
[
0−300 km/h
]}
.
(13)
Knowing that LTE frequency f0 varies from 600 MHz to
3.8 GHz, the number of elements of κ is less than 127.
Since the K value is needed by the eNodeB (emitter) to
update periodically the pilot pattern. This information can
be reported by the user equipment back to an eNodeB
for every frame, knowing that LTE radio frame has a length
of 10 ms.
The extra feedback requirement caused by the proposed
adaptive pilot pattern is less than 7 bits (log2 127 = 7) re-
ported by the receiver to an eNodeB every 10 ms (UL). In
other words, significant improvements in downlink through-
put (more than 4% for low moving speed terminals) can be
obtained at the expense of only 0.7 kb/s throughput loss in
the UL throughput.
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For the purpose of comparison between throughput gain in
DL and throughput loss in UL, in Table 1 the throughput
gain for different velocities are shown.
Table 1
Comparison between throughput gain in DL and
throughput loss caused by feedback requirement in UL
(DL throughput = 300 Mb/s, UL throughput = 75 Mb/s)
Mobility
Throughput Throughput
gain (DL) loss (UL)
v = 3 km/h, fd = 7 Hz +12 Mb/s –0.7 kb/s
( fd .T = 0.001)
v = 15 km/h, fd = 35 Hz +11 Mb/s –0.7 kb/s
( fd .T = 0.005)
v = 30 km/h, fd = 70 Hz +9 Mb/s –0.7 kb/s
( fd .T = 0.01)
v = 120 km/h, fd = 280 Hz 0 –0.7 kb/s
( fd .T = 0.04)
6. Performance Evaluation
In this section, the simulation results of the proposed pat-
tern are presented and the throughput gain of a system
is compared using proposed adaptive pilot pattern, against
a system using fixed pilot pattern defined by LTE standard.
A typical LTE system shall support users moving with
velocities up to 500 km/h, which corresponds a Doppler
frequency of approximately 1150 Hz at a carrier fre-
quency of 2.5 GHz, the duration of one OFDM symbol is
T = 72 µs. OFDM system is simulated using the parame-
ters on DL LTE.
For the purpose of comparison between fixed pilot pattern
in LTE and proposed pattern, in Table 2 an useful through-
put for different velocities is presented.
Table 2
Comparison between LTE pattern and proposed pattern
in terms of normalized useful throughput
Mobility Throughput gain
v = 3 km/h, fd = 7 Hz 4%
( fd .T = 0.001)
v = 15 km/h, fd = 35 Hz 3.7%
( fd .T = 0.005)
v = 30 km/h, fd = 70 Hz 3%
( fd .T = 0.01)
v = 120 km/h, fd = 280 Hz 0%
( fd .T = 0.04)
According to Table 2 and Fig. 5, throughput gain of the
proposed pattern shall achieve more than 4% over time
varying channels with moderate mobility (v < 3 km/h).
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Figure 6 shows that the adaptive pattern performs better
than LTE regular pattern in terms of throughput gain when
fd .T is less than 0.04. When fd .T is greater than 0.04,
LTE regular pattern seems performing better than adaptive
pattern in terms of throughput gain, but it has inferior per-
formance in terms of channel estimation because channel
is time varying inside one OFDM block (LTE low perfor-
mance).
To evaluate channel estimation performances, the authors
consider an OFDM system with N = 256 subcarriers of
which 8 serve as pilot tones (Np = 8), and a variant multi-
path channel model with 4 paths according to Jackes model
(L = 4, Np > L) and 4-QAM modulation. It can be seen
in Fig. 7 that the proposed adaptive pattern has the same
performance as LTE regular pattern.
7. Conclusion
Fixed pilot scheme used by LTE standard causes degra-
dation in terms of useful throughput over moderate time
varying channels. Moreover, it can contribute to low per-
formance over fast time varying channel. The proposed
adaptive pilot design is specifically tailored to optimally
use pilot tones over time varying channels. The adaptive
pilot patterns that adjust density of the pilot symbols in
time domain to time selectivity of channel. This study has
demonstrated the effectiveness of adaptive pilot schemes for
MIMO OFDM channel estimation. Furthermore, the pro-
posed adaptive patterns improve throughput gain compared
to LTE fixed pilot pattern.
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