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Abstract
Let {Q(α)n (x)}n≥0 denote the sequence of monic polynomials orthogonal with respect to the non-discrete
Sobolev inner product
〈 f, g〉 =
∫ 1
−1
f (x)g(x)dµ(x)+ λ
∫ 1
−1
f ′(x)g′(x)dµ(x)
where dµ(x) = (1− x2)α−1/2dx with α > −1/2, and λ > 0. A strong asymptotic on (−1, 1), a Mehler–
Heine type formula as well as Sobolev norms of Q(α)n are obtained. We also study the necessary conditions
for norm convergence and the failure of a.e. convergence of a Fourier expansion in terms of the Sobolev
orthogonal polynomials.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Let dµ(x) = (1 − x2)α−1/2dx with α > −1/2, be the Gegenbauer measure supported
on the interval [−1, 1]. We shall say that f ∈ L p(dµ) if f is measurable on [−1, 1] and
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‖ f ‖L p(dµ) <∞, where
‖ f ‖L p(dµ) =

(∫ 1
−1
| f (x)|pdµ(x)
) 1
p
if 1 ≤ p <∞,
ess sup
−1<x<1
| f (x)| if p = ∞.
Let us now introduce the Sobolev-type spaces (see, for instance, [1,7,17,18])
Sαp = { f : ‖ f ‖pSαp = ‖ f ‖
p
L p(dµ) + λ‖ f ′‖pL p(dµ) <∞}, 1 ≤ p <∞,
Sα∞ = { f : ‖ f ‖Sα∞ = max{‖ f ‖L∞(dµ), λ‖ f ′‖L∞(dµ)} <∞},
where λ > 0.
Let f and g in Sα2 . We can introduce the Sobolev-type inner product
〈 f, g〉 =
∫ 1
−1
f (x)g(x)dµ(x)+ λ
∫ 1
−1
f ′(x)g′(x)dµ(x) (1)
where λ > 0 and dµ(x) = (1 − x2)α−1/2dx with α > −1/2. Let {Q(α)n (x)}∞n=0 denote the
sequence of monic polynomials orthogonal with respect to (1). We call these polynomials the
Gegenbauer–Sobolev polynomials. These polynomials constitute a particular case of the so-
called coherent pairs of measures, studied in [12]. In [9] (see also [8]) the authors established
the asymptotics of the zeros of the Gegenbauer–Sobolev polynomials.
Let q(α)n be the Gegenbauer–Sobolev orthonormal polynomials i.e.
q(α)n (x) = (‖Q(α)k ‖Sα2 )−1 Q(α)n (x), (2)
where (see [9, Theorem 2])
‖Q(α)n ‖Sα2 ∼=
√
piλ23/2−α−nn.
For f ∈ Sαp , the Fourier expansion in terms of Gegenbauer–Sobolev orthonormal polynomials is
∞∑
k=0
fˆ (k)q(α)k (x), (3)
where
fˆ (k) = 〈 f, q(α)k 〉, k = 0, 1, . . . .
The main goal of this contribution is to study the necessary conditions for Sαp -norm
convergence of the Fourier expansion (3) (Theorem 1). Also, we will prove that, for λ > 0
and α > 0, there are functions f ∈ Sαp , 1 ≤ p ≤ 2α+1α+1 , whose Fourier expansions (3) are
divergent almost everywhere on [−1, 1] in the norm of Sα∞ (Theorem 2). In particular, for λ = 0,
the Theorem 2 agrees with the result of Gegenbauer expansion (see [16,10,5] in a more general
framework).
In order to prove the main results, we need some estimates for the polynomials Q(α)n (x) as
well as for the polynomials Q′(α)n (x) such as the Mehler–Heine type formula, asymptotics on
compact subsets of (−1, 1), and Sαp norms of Gegenbauer–Sobolev orthonormal polynomials.
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Throughout this paper positive constants are denoted by c, c1, . . . and they may vary at every
occurrence. The notation un ∼= vn means that the sequence un/vn converges to 1 and notation
un ∼ vn means c1un ≤ vn ≤ c2un for sufficiently large n.
2. The classical Gegenbauer polynomials
For α > −1/2 we denote by {Cˆ (α)n (x)}∞n=0 the sequence of the Gegenbauer polynomials,
orthogonal on [−1, 1] with respect to the measure dµ(x) (see [20, Chapter IV], [4, Chapter X]).
They are normalized in such a way that Cˆ (α)n (1) = Γ (n+2α)Γ (2α)Γ (n+1) .Note that this normalization does
not allow α to be zero or a negative integer. Nevertheless, the limits (see [20, formula (4.7.8)])
lim
α→0 Cˆ
(α)
0 (x) = T0(x), lim
α→0
Cˆ (α)n (x)
α
= 2
n
Tn(x),
where Tn(x) is the Chebyshev polynomial of the first kind, exist for every x ∈ [−1, 1]. To avoid
confusing notation, we define the polynomials Cˆ (0)n to be the Chebyshev polynomials of first kind
Tn(x) as obtained by limits, i.e.
Cˆ (0)0 (1) = 1, Cˆ (0)n (1) =
2
n
, Cˆ (0)n (x) =
2
n
Tn(x), n = 1, 2, . . . .
We denote the monic Gegenbauer orthogonal polynomial by
C (α)n (x) = (hαn )−1Cˆ (α)n (x),
where (see [20, formula (4.7.31)])
hαn =
2nΓ (n + α)
Γ (α)Γ (n + 1) , α 6= 0, (4)
h0n = lim
α→0
hαn
α
= 2
n
n
, n ≥ 1.
Clearly, C (0)n (x) = limα→0(hαn )−1Cˆ (α)n (x) = 21−nTn(x), n ≥ 1.
Now we list some properties of the monic Gegenbauer polynomials which we will use in
the sequel. The following integral formula for Gegenbauer polynomials holds (see [20, formula
(4.7.15)] and [4, formula (7), p. 184])∫ 1
−1
[C (α)n (x)]2dµ(x) = pi21−2α−2n
Γ (n + 1)Γ (n + 2α)
Γ (n + α + 1)Γ (n + α), n ≥ 1. (5)
They satisfy a structure relation (see [20, formula (4.7.29)])
C (α−1)n (x) = C (α)n (x)− ξ (α)n−2C (α)n−2(x), n ≥ 2, (6)
where
ξ (α)n =
(n + 2)(n + 1)
4(n + α + 1)(n + α), n ≥ 0, (7)
as well as the following relation for the derivatives (see [20, formula (4.7.14]):
d
dx
C (α)n (x) = nC (α+1)n−1 (x). (8)
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The formula of Mehler–Heine type for Gegenbauer orthogonal polynomials is (see [20, The-
orem 8.1.1], [20, formula (4.7.1)], [4, formula (5), p. 184])
lim
n→∞ 2
nn−αC (α)n
(
cos
z
n
)
= 21/2−α√pi z−α+1/2 Jα−1/2(z), (9)
where α is a real number and α 6= −1,−2, . . . , and Jα(z) is the Bessel function of the first kind.
This formula holds uniformly for |z| ≤ R, for R a given positive real number.
Let α be a real number and α 6= −1,−2, . . . . The inner strong asymptotic behavior of C (α)n
for θ ∈ [, pi − ] and  > 0, is given by (see [20, Theorem 8.21.8], [20, formula (4.7.1)], [4,
formula (2), p. 184])
C (α)n (cos θ) =
cn(α)
[(
sin
θ
2
cos
θ
2
)−α
cos(kθ + γ )+ O(n−1)
]
if α 6= 0,
cn(α) cos nθ if α = 0,
(10)
where k = n + α, γ = −αpi/2, and
cn(α) =
21−2α−nn−1/2
Γ (n + 1)Γ (n + 2α)
Γ (n + α)Γ (n + α + 1/2) if α 6= 0,
21−n if α = 0.
(11)
Moreover, for α = 0, the relation (10) holds for any θ ∈ [0, pi].
For α > 0 and 1 ≤ p ≤ ∞ (see [3, Theorem 2], [20, p. 391. Exercise 91])
‖C (α)n ‖L p(dµ) ∼ (hαn )−1

nα−1 if (2α + 1)/α > p,
nα−1(log n)1/p if (2α + 1)/α = p,
n2α−1−
2α+1
p if (2α + 1)/α < p.
(12)
3. Asymptotics of Gegenbauer–Sobolev orthogonal polynomials
From (6) and [9, formula (3)] (see also [8, Proposition 6] and [6] in a more general frame-
work) we have the following relation between the Gegenbauer–Sobolev and Gegenbauer monic
orthogonal polynomials:
Proposition 1. For α > −1/2
C (α−1)n (x) = Q(α)n (x)− dn−2(α)Q(α)n−2(x), n ≥ 2, (13)
where
dn(α) = ξˆ (α)n
‖C (α)n ‖2L2(dµ)
‖Q(α)n ‖2Sα2
. (14)
Moreover, by using (2), (5), (7) and [9, Theorem 2], we find from (14) that
dn(α) ∼= 1
16λn2
. (15)
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Using (13) in a recursive way and taking into account (6) we get the representation of the
polynomials Q(α)n in terms of the C
(α)
n
Q(α)n (x) = C (α−1)n (x)+
[ n
2
]∑
i=1
a(n)i C
(α−1)
n−2i (x) =
[ n
2
]∑
i=0
a(n)i C
(α−1)
n−2i (x)
=
[ n
2
]∑
i=0
a(n)i
(
C (α)n−2i (x)− ξ (α)n−2i−2C (α)n−2i−2(x)
)
, n ≥ 3, (16)
where a(n)i (α) =
∏i
j=1 dn−2 j (α) and a
(n)
0 (α) = 1. Note that Q(α)n (x) = C (α)n (x) for n = 0, 1, 2.
Now, using a technique similar to the one used in [2, Lemma 3.2] we obtain:
Proposition 2. For any fixed real number r > 0 there exists a constant c > 1 such that the
coefficients a(n)i (α) in (16) verify a
(n)
i (α) < cr
i , for all n ≥ 3 and 1 ≤ i ≤ [n/2].
Next, we deduce a Mehler–Heine type formula for Q(α)n and (Q
(α)
n )
′.
Proposition 3. Let α > −1/2 and α 6= 0. Then, uniformly on compact subsets of C
(a)
lim
n→∞ 2
nn−α+1 Q(α)n
(
cos
z
n
)
= 23/2−α√pi z−α+3/2 Jα−3/2(z), (17)
(b)
lim
n→∞ 2
nn−α−1 Q′(α)n
(
cos
z
n
)
= 23/2−α√pi z−α+1/2 Jα−1/2(z). (18)
Proof. (a) Multiplying in (13) by 2nn−α+1, we obtain
Yn(z) = 2nn−α+1C (α−1)n
(
cos
z
n
)
+ 4dn−2(α)
(
n − 2
n
)α−1
Yn−2(z),
where Yn(z) = 2nn−α+1 Q(α)n
(
cos zn
)
.
From (9), for α > −1/2 and α 6= 0, we have that {2nn−α+1C (α−1)n
(
cos zn
)}∞n=1 is uniformly
bounded on compact subsets of C. Thus, for a fixed compact set K ⊂ C there exists a constant
B, depending only on K , such that when z ∈ K∣∣∣2nn−α+1C (α−1)n (cos zn )∣∣∣ < B, n ≥ 1.
On the other hand
4dn−2
(
n − 2
n
)α−1
= O(n−2).
Therefore, there exists n1 ∈ N such that
4dn−2
(
n − 2
n
)α−1
< 1/2, n ≥ n1.
Thus, for z ∈ K
|Yn(z)| ≤ B + 1/2|Yn−2(z)|, n ≥ n1.
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Now, using the same argument as in [9] (see also [8]) we have that Yn(x) is uniformly bounded
on K ⊂ C. As conclusion
Yn(z) = 2nn−α+1C (α−1)n
(
cos
z
n
)
+ O(n−2),
and by using (9) we obtain the result.
(b) Since we have uniform convergence in (17), and taking derivatives and using properties of
Bessel functions we obtain (18). 
Now we give the strong asymptotics of Q(α)n on (−1, 1).
Proposition 4. Let α > −1/2 and α 6= 0. For θ ∈ [, pi − ] and  > 0
Q(α)n (cos θ) = cn(α − 1)
[(
sin
θ
2
cos
θ
2
)−α+1
cos(kθ + γ1)+ O(n−1)
]
, (19)
Q′(α)n (cos θ) = ncn−1(α)
[(
sin
θ
2
cos
θ
2
)−α
cos(kθ + γ2)+ O(n−1)
]
, (20)
where k = n + α − 1, γ1 = −(α − 1)pi/2, γ2 = −αpi/2, and cn(α) is given by (11).
Proof. From (10) we have that {C (α)n (x)/cn(α)}n is uniformly bounded on compact sets of
(−1, 1). Dividing in (13) by cn(α − 1), we get
Q(α)n (x)
cn(α − 1) =
C (α−1)n (x)
cn(α − 1) + dn−2(α)
cn−2(α − 1)
cn(α − 1)
Q(α)n−2(x)
cn−2(α − 1) .
Since
dn−2(α)
cn−2(α − 1)
cn(α − 1) = dn−2(α)
4(n + α − 2)(n + α − 3)(n + α − 3/2)(n + α − 5/2)
n(n − 1)(n + 2α − 3)(n + 2α − 4)
×
√
n
n − 2 = O
(
1
n2
)
,
standard arguments yield that {Q(α)n (x)/cn(α − 1)}n is uniformly bounded on compact sets of
(−1, 1). Thus
Q(α)n (x)
cn(α − 1) =
C (α−1)n (x)
cn(α − 1) + O
(
n−2
)
.
Using (10), the relation (19) follows.
Concerning (20), it can be obtained in a similar way by using (8). 
With the next proposition we establish the Sobolev norms of the Gegenbauer–Sobolev
polynomials.
Proposition 5. For α > 0 and 1 ≤ p ≤ ∞
‖Q(α)n ‖Sαp ∼ (hα−1n )−1

nα−1 if (2α + 1)/α > p,
nα−1 (log n)1/p if (2α + 1)/α = p,
n2α−1−
2α+1
p if (2α + 1)/α < p.
(21)
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Proof. In order to prove the upper bound of (21) it is enough to prove
‖Q(α)n ‖Sαp ≤ cn‖C (α)n ‖L p(dµ). (22)
Using (16), Minkowski’s inequality and (7) we have
‖Q(α)n ‖L p(dµ) ≤
[n/2]∑
i=0
a(n)i ‖C (α−1)n−2i ‖L p(dµ)
≤
[n/2]∑
i=0
a(n)i ‖C (α)n−2i‖L p(dµ) +
[n/2]∑
i=0
a(n)i ‖C (α)n−2i−2‖L p(dµ), n ≥ 3.
It is easy to prove that, for α > 0 and i = 0, 1, . . . , [n/2], by (12)
2n−2i‖C (α)n−2i‖L p(dµ) ≤ c12n‖C (α)n ‖L p(dµ).
Thus
‖C (α)n−2i‖L p(dµ) ≤ c14i‖C (α)n ‖L p(dµ).
Using this and Proposition 2 for r < 1/4, we get
[n/2]∑
i=0
a(n)i ‖C (α)n−2i‖L p(dµ) ≤ c2‖C (α)n ‖L p(dµ)
[n/2]∑
i=0
(4r)i ≤ c3‖C (α)n ‖L p(dµ).
In a similar way we can prove that
[n/2]∑
i=0
a(n)i ‖C (α)n−2i−2‖L p(dµ) ≤ c4‖C (α)n ‖L p(dµ).
Thus
‖Q(α)n ‖L p(dµ) ≤ c5‖C (α)n ‖L p(dµ). (23)
On the other hand, from (8), (16) and Minkowski’s inequality
‖Q′(α)n ‖L p(dµ) ≤ c6n
[n/2]∑
i=0
a(n)i ‖C (α)n−2i−1‖L p(dµ) ≤ c7n‖C (α)n ‖L p(dµ). (24)
Thus, from (23) and (24) we get (22).
In order to prove the lower bound in relation (21) we will need the following:
Proposition 6. Let α > 0 and 1 ≤ p ≤ ∞. Then, for sufficiently large n
‖Q′(α)n ‖L p(dµ) ≥ c(hα−1n )−1

nα−1 if (2α + 1)/α > p,
nα−1 (log n)1/p if (2α + 1)/α = p,
n2α−1−
2α+1
p if (2α + 1)/α < p.
(25)
Proof. Let α > 0 and n large enough. From (8) and (13) it follows that
nC (α)n−1(x) = Q′(α)n (x)− dn−2(α)Q′(α)n−2(x),
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and by using Minkowski’s inequality
1 ≤ ‖Q
′(α)
n ‖L p(dµ)
n‖C (α)n−1‖L p(dµ)
+ dn−2(α)
‖Q′(α)n−2‖L p(dµ)
n‖C (α)n−1‖L p(dµ)
.
On the other hand, from (12), (15) and (24)
dn−2(α)
‖Q′(α)n−2‖L p(dµ)
n‖C (α)n−1‖L p(dµ)
= dn−2(α)
(n − 2)‖C (α)n−2‖L p(dµ)
n‖C (α)n−1‖L p(dµ)
‖Q′(α)n−2‖L p(dµ)
(n − 2)‖C (α)n−2‖L p(dµ)
= O(n−2),
which implies that
1 ≤ ‖Q
′(α)
n ‖L p(dµ)
n‖C (α)n−1‖L p(dµ)
+ O(n−2).
Thus, there exists a positive constant c and n0 ∈ N such that
c ≤ ‖Q
′(α)
n ‖L p(dµ)
n‖C (α)n−1‖L p(dµ)
, n ≥ n0.
The proof of Proposition 6 is complete. 
From (25), for α > 0, 1 ≤ p ≤ ∞ and sufficiently large n
‖Q(α)n ‖Sαp ≥ c(hα−1n )−1

nα−1 if (2α + 1)/α > p,
nα−1 (log n)1/p if (2α + 1)/α = p,
n2α−1−
2α+1
p if (2α + 1)/α < p.
Now, using this and (22) and the relation (21) follows. 
4. Necessary conditions for the norm convergence
The problem of the norm convergence of partial sums of the Fourier expansions in terms of
Gegenbauer polynomials has been discussed by many authors. See, for instance, [13–15], and
the references therein.
Taking into account (2) and Proposition 5, we obtain the Sobolev norms of Gegenbauer–
Sobolev orthonormal polynomials.
Proposition 7. For α > 0 and 1 ≤ p ≤ ∞
‖q(α)n ‖Sαp ∼

c if (2α + 1)/α > p,
(log n)1/p if (2α + 1)/α = p,
nα−
2α+1
p if (2α + 1)/α < p.
Let Sn f be the n-th partial sum of the expansion (3)
Sn( f, x) =
n∑
k=0
fˆ (k)q(α)k (x).
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Theorem 1. Let α > 0 and 1 < p <∞. If there exists a constant c > 0 such that
‖Sn f ‖Sαp ≤ c‖ f ‖Sαp (26)
for every f ∈ Sαp then p ∈ (p0, q0), where p0 = 2α+1α+1 , q0 = 2α+1α .
Proof. We apply the same argument as in [14] (see also [19]). Assume that (26) holds. Then
‖〈 f, q(α)n 〉q(α)n ‖Sαp = ‖Sn f − Sn−1 f ‖Sαp ≤ 2c‖ f ‖Sαp .
Consider the functionals
Ln( f ) = 〈 f, q(α)n 〉 ‖q(α)n ‖Sαp
on Sαp . Hence, for every f in S
α
p we have supn |Ln( f )| < ∞. This implies, by the Banach-
Steinhaus theorem, that supn ‖Ln‖ < ∞. On the other hand, by duality (see, for instance, [1,
Theorem 3.8]) we have
‖Ln‖ = ‖q(α)n ‖Sαp‖q(α)n ‖Sαq
where p is the conjugate of q . Therefore
‖q(α)n ‖Sαp‖q(α)n ‖Sαq <∞.
From Proposition 7, it follows that the last inequality holds if and only if p ∈ (p0, q0).
The proof of Theorem 1 is complete. 
5. Divergence almost everywhere
If ‖Sn f ‖Sα∞ is uniformly bounded on a set, say E , of positive measure in [−1, 1] then
‖ fˆ (n)q(α)n ‖Sα∞ < c, n ∈ N.
Therefore
| fˆ (n)q ′(α)n (x)| < c, n ∈ N,
a.e. on E . From Egorov’s Theorem (see, for instance, [21, Theorem 4.17]) it follows that there is
a subset E1 ⊂ E of positive measure such that
| fˆ (n)q ′(α)n (x)| < c
uniformly for x ∈ E1. On the other hand, from (2) and (20)
q ′(α)n (cos θ) = An
[(
sin
θ
2
cos
θ
2
)−α
cos(kθ + γ2)+ O(n−1)
]
where An ∼= 21/2−α√
piλ
. Thus∣∣∣ fˆ (n) (cos(kθ + γ2)+ O(n−1))∣∣∣ < c
uniformly for cos θ ∈ E1. Using the Cantor–Lebesgue Theorem, as described in [11, Subsec-
tion 1.5] (see also [22, p.316]), we obtain
| fˆ (n)| < c. (27)
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Theorem 2. Let α > 0. There is an f ∈ Sαp , 1 ≤ p ≤ p0, whose Fourier expansion (3) diverges
almost everywhere on [−1, 1] in the norm of Sα∞.
Proof. The uniform boundedness principle and Proposition 7 yield the existence of functions
f ∈ Sαp , 1 ≤ p ≤ p0, such that the linear functional fˆ (n) satisfies
fˆ (n)→∞, when n→∞.
Since this result contradicts (27) then for this f the Fourier series (3) diverges almost everywhere
on [−1, 1] in the norm of Sα∞. 
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