A randomized discrete competitive system is investigated and the maximum likelihood estimation (MLE) of the parameters of the system is obtained. Also, a corresponding numerical simulation is offered to support our theoretical results.
Introduction
It is well known that various discrete competitive systems have received great attention owing to their theoretical and practical significance and there is a large volume of literature relevant to many good results (see [1] [2] [3] [4] [5] [6] ). Note that the population systems, in the real world, are often perturbed by various types of environmental noises. May [7] also pointed out that due to environmental fluctuation, the birth rate, the death rate, and other parameters usually show random fluctuation to a certain extent. To accurately describe such systems, it is necessary to use stochastic difference equations. In the present contribution, we will consider the maximum likelihood estimation (MLE) of the parameters of a discrete competitive system with environmental noise and our motivation comes from the works in [8] [9] [10] . Let us first introduce the following competitive system governed by differential equations:
where , = 1, 2, represents the intrinsic growth rate; and , = 1, 2, stand for intraspecific competing rate and interspecific competing rate, respectively. For the relevant ecology of model (1) we refer to the readers to [11] . Obviously, by a computation, system (1) becomes
Considering system (2) with the equidistant points in time 0, Δ , 2Δ , . . . , Δ for some Δ > 0, we obtain
Suppose that the parameter , = 1,2, is stochastically perturbed in the following way:
2 Discrete Dynamics in Nature and Society where , ∼ (0, 1) and 2 stands for the noise intensity. Then system (3) can be described by the randomized equations:
Here we choose initial value (0) = ( 1 (0), 2 (0)) ∈ 2 + . The main aim of this paper is to investigate the MLE of the parameters of system (5) . To the best of our knowledge, there are few published papers concerned with system (5). The rest of this paper is organized as follows. Section 2 focuses on the maximum likelihood estimation of the parameters of system (5). Numerical simulation and discussion are presented in Section 3.
The MLE of the Parameters
In this section, we focus on the MLE of the parameters of system (5) . Suppose that {( 1, , 2, ), = 1, 2, . . . , } are the real observed values from system (5). For the sake of simplicity, let , = log , ( = 1, 2; = 1, 2, . . . , ). Suppose that ( 1,0 , 2,0 ), ( 1,1 , 2,1 ), . . . , ( 1, , 2, ) are the corresponding observed quantity and is the correlation coefficient of 1, and 2, , = 1, 2, . . . , . Then the following notations are used throughout this paper:
,
Discrete Dynamics in Nature and Society
.
Then we have the following main result. (5) can be expressed aŝ = ,̂= , ( = 1, 2) , 
Theorem 1. The maximum likelihood estimation of the parameters of system
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Proof. Making the change of variable , = log , , ( = 1, 2), we can rewrite system (5) as
Suppose that ( 1,0 , 2,0 ), ( 1,1 , 2,1 ) , . . . , ( 1, , 2, ) are the observed quantity and ( 1,0 , 2,0 ), ( 1,1 , 2,1 ) , . . . , ( 1, , 2, ) are the corresponding observed values of system (9) . The information flow is given by
Denote by the correlation coefficient of 1, and 2, . Then, for given F −1 , the conditional density function of ( 1, , 2, ) can be expressed as
where
Then, for given F 0 , the joint conditional density function of
With the constants omitted, the logarithmic likelihood function can be written as
Taking partial derivative with respect to parameters 1 , 2 , 11 , 22 , 1 , 2 , 1 , 2 in (13), respectively, one obtains the following likelihood equations:
By (14) and (15), one has
It then follows from (22), (23), and (16)-(19) that
1 11 + 2 2 + 3 1 + 4 22
1 11 + 2 2 + 3 1 + 4 22 
So, the Gramer rule implies that
Further, from (22) and (23), one achieves the fact that
It is easy to see from (20), (21), (23), and (24) that
Then one achieves the fact that
This completes the proof.
Numerical Simulations
In this section, we give some simulation results of the above estimators to compare the true values and the estimators. In Tables 1-4 , we fix the true values of parameters as follows: Tables 1-4 , it is easy to see that there is a correlation between the absolute error of MLE and the sample size. Generally speaking, with the increase in the number of the sample, the absolute error of MLE will decrease. Therefore, it is reasonable to estimate the parameters of system (5) by MLE.
