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GROUPOIDS, BRANCHED MANIFOLDS AND MULTISECTIONS
DUSA MCDUFF
Abstract. Cieliebak, Mundet i Riera and Salamon recently formulated a definition of
branched submanifold of Euclidean space in connection with their discussion of multival-
ued sections and the Euler class. This note proposes an intrinsic definition of a weighted
branched manifold Z that is obtained from the usual definition of oriented orbifold groupoid
by relaxing the properness condition and adding a weighting. We show that if Z is com-
pact, finite dimensional and oriented, then it carries a fundamental class [Z]. Adapting a
construction of Liu and Tian, we also show that the fundamental class [X] of any oriented
orbifold X may be represented by a map Z → X, where the branched manifold Z is unique
up to a natural equivalence relation. This gives further insight into the structure of the
virtual moduli cycle in the new polyfold theory recently constructed by Hofer, Wysocki and
Zehnder.
1. Introduction
Cieliebak–Mundet i Riera–Salamon [4] formulate the definition of branched submanifold of
Rn in connection with their discussion of multivalued sections, and use it to represent the Euler
class of certain G-bundles (where G is a compact Lie group). In Definition 3.12 we propose
an intrinsic definition of a weighted branched manifold Z generalizing that in Salamon [19].
It is obtained from the usual definition of orbifold groupoid simply by relaxing the properness
condition and adding a weighting. Proposition 3.25 states that if Z is compact, finite dimen-
sional and oriented, then Z carries a fundamental class [Z]. Our point of view allows us to deal
with a few technical issues that arise when branched submanifolds are not embedded in a finite
dimensional ambient space. Our other main result can be stated informally as follows. (For a
formal statement, see Propositions 3.16 and 3.25.)
Theorem 1.1. Any compact oriented orbifold Y has a “resolution” φ : Z → Y by a branched
manifold that is unique up to a natural equivalence relation. Moreover φ∗([Z]) is the funda-
mental class of Y .
On the level of groupoids, the resolution is constructed from an orbifold groupoid by refining
the objects and also throwing away some of the morphisms; cf. Example 2.10. One can think
of resolutions as trading orbifold singularities for branching. One application is to give a simple
description of the (Poincare´ dual of the) Euler class of a bundle over an orbifold as a homology
class represented by a branched manifold; see Proposition 4.19 and §4.3. We work in finite
dimensions but, as the discussion below indicates, the result also applies in certain infinite
dimensional situations.
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We give two proofs of Theorem 1.1. The first (in §4.1) is an explicit functorial construction
that builds Z from a set of local uniformizers of Y . It is a groupoid version of Liu–Tian’s
construction of the virtual moduli cycle in [12]. (Also see Lu-Tian [13].) The second (in §4.2)
constructs Z as the graph of a multisection of a suitable orbibundle E → Y . It therefore relates
to the construction of the Euler class in [4] and to Hofer, Wysocki and Zehnder’s new polyfold1
approach to constructing the virtual moduli cycle of symplectic field theory.
The situation here is the following. The generalized Cauchy–Riemann (or delbar) operator
is a global Fredholm section f of a polyfold bundle E → Y , and if it were transverse to the zero
section one would define the virtual moduli cycle to be its zero set. However, in general f is not
transverse to the zero section. Moreover, because Y is an orbifold rather than a manifold, one
can achieve transversality only by perturbing f by a multivalued section s. Hence the virtual
moduli cycle, which is defined to be the zero set of f +s, is a weighted branched submanifold of
the infinite dimensional groupoid E: see [10, Ch 7]. Since s is chosen so that f + s is Fredholm
(in the language of [10] it is an sc+-section), this zero set is finite dimensional.
Although one can define the multisections s fairly explicitly, the construction in [10] gives
little insight into the topological structure of the corresponding zero sets. This may be under-
stood in terms of a resolution φ : Z → Y . The pullback by φ : Z → Y of an orbibundle E → Y
is a bundle φ∗(E) → Z and we show in Lemma 4.16 that its (single valued) sections s push
forward to give multivalued sections φ∗(s) of E → Y in the sense of [10]. Proposition 4.20
shows that if E → Y has enough local sections to achieve transversality one can construct the
resolution to have enough global sections to achieve transversality. Hence one can understand
the virtual moduli cycle as the zero set of a (single valued) section of φ∗(E)→ Z. In particular,
its branching is induced by that of Z.
This paper is organized as follows. §2 sets up the language in which to define orbifolds
in terms of groupoids. It is mostly but not entirely review, because we treat the properness
requirements in a nonstandard way. In §3, we define weighted nonsingular branched groupoids
and branched manifolds and establish their main properties. §4 gives the two constructions for
the resolution. The relation to the work of Cieliebak–Mundet i Riera–Salamon [4] is discussed
in §4.3.
I wish to thank Kai Cieliebak, Eduardo Gonzalez, Andre´ Haefliger, Helmut Hofer and Ieke
Moerdijk for some very pertinent questions and comments on earlier versions of this paper.
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2. Orbifolds and groupoids
Orbifolds (or V -manifolds) were first introduced by Satake [20]. The idea of describing
them in terms of groupoids and categories is due to Haefliger [5, 6, 7]. Our presentation and
notation is based on the survey by Moerdijk [15]. Thus we shall denote the spaces of objects
and morphisms of a small topological2 category X by the letters X0 and X1 respectively. The
source and target maps are s, t : X0 → X1 and the identity map x 7→ idx is id : X0 → X1. The
composition map
m : X1 s×t X1 → X1, (δ, γ) 7→ δγ
has domain equal to the fiber product X1 s×tX1 = {(δ, γ) : s(δ) = t(γ)}. We denote the space
of morphisms from x to y by Mor(x, y).
2.1. Smooth, stable, e´tale (sse) Groupoids. Throughout this paper we shall work in the
smooth category, by which we mean the category of finite dimensional second countable Haus-
dorff manifolds. If the manifolds have boundary, we assume that all local diffeomorphisms
respect the boundary. Similarly, if they are oriented, all local diffeomorphisms respect the
orientation.
Definition 2.1. An (oriented) sse groupoid X is a small topological category such that the
following conditions hold.
(Groupoid) All morphisms are invertible. More formally there is a structure map ι : X1 → X1
that takes each γ ∈ X1 to its inverse γ−1.
(Smooth e´tale) The spaces X0 of objects and X1 of morphisms are (oriented) manifolds
(without boundary), and all structure maps (s, t,m, ι, id) are (oriented) local diffeomorphisms.
(Stable) For each x ∈ X0 the set of self-morphisms Mor(x, x) =: Gx is finite.
Groupoids that also satisfy the properness condition stated below will be called ep groupoids,
where the initials ep stand for “e´tale proper”.
(Properness) The map s× t : X1 → X0 ×X0 that takes a morphism to its source and target
is proper.
The orbit space |X | of X is the quotient of X0 by the equivalence relation in which x ∼ y iff
Mor(x, y) 6= ∅.
Further, X is called
• nonsingular if all stabilizers Gx := Mor(x, x) are trivial.
• effective if for each x ∈ X0 and γ ∈ Gx each neighborhood V ⊂ X1 of γ contains a morphism
γ′ such that s(γ′) 6= t(γ′) (i.e. the action of γ is locally effective.)
• connected if |X | is path connected.
2 i.e. its objects and morphisms form topological spaces and all structure maps are continuous
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Unless there is specific mention to the contrary, all groupoids X considered in this paper are
sse groupoids, understood in the sense defined above, and all functors are smooth, i.e. they
are given by smooth maps on the spaces of objects and morphisms.3 Many authors call ep
groupoids orbifold groupoids. Note that stability4 is a consequence of properness, but we
shall often assume the former and not the latter.
Robbin–Salamon [18] use the stability condition to show that in any sse groupoid every
point x ∈ X0 has an open neighborhood Ux such that each morphism γ ∈ Gx extends to a
diffeomorphism of Ux onto itself.
5 However, in general there could be many other morphisms
with source and target in Ux. Their Corollary 2.10 states that X is proper iff Ux can always
be chosen so that this is not so, i.e. so that (s× t)−1(Ux ×Ux) ∼= Ux ×Gx. Thus properness is
equivalent to the existence of local uniformizers in the sense of Definition 2.11 below.
Another well known consequence of properness is that the orbit space |X | is Hausdorff. The
next lemma shows that |X | is Hausdorff iff the equivalence relation on X0 is closed, i.e. the
subset {(x, y) ∈ X0 ×X0 : x ∼ y} is closed.
Lemma 2.2. Let X be an sse groupoid. Then:
(i) the projection π : X0 → |X | is open.
(ii) |X | is Hausdorff iff s× t has closed image.
Proof. Let U ⊂ X0 be open. We must show that |U | := π(U) is open in the quotient topology,
i.e. that π−1(π(U)) = t(s−1)(U) is open in X0. But s
−1(U) is open in X1 since s is continuous
and t is an open map because it is a local diffeomorphism. This proves (i).
Now suppose that Im(s× t) is closed and let p, q be any two distinct points in |X |. Choose
x ∈ π−1(p) and y ∈ π−1(q). Then (x, y) /∈ Im(s × t) and so there is a neighborhood of (x, y)
of the form Ux × Uy that is disjoint from Im(s × t). Then |Ux| and |Uy| are open in |X | by
(i). If |Ux| ∩ |Uy| 6= ∅ there is x′ ∈ π−1(|Ux|), y′ ∈ π−1(|Uy|) such that x′ ∼ y′. Then there is
x′′ ∈ Ux such that x′ ∼ x′′ and y′′ ∈ Uy such that y′ ∼ y′′. Therefore by transitivity x′′ ∼ y′′,
i.e. Ux × Uy meets Im(s× t), a contradiction. Hence |Ux| and |Uy| are disjoint neighborhoods
of p, q, and |X | is Hausdorff. The proof of the converse is similar. Hence (ii) holds. 
Remark 2.3. (i) The properness condition is essential to distinguish orbifolds from branched
manifolds. For example, it is easy to define a (nonproper) sse groupoid B with orbit space
|B| equal to the quotient of the disjoint union B0 := (0, 2) ⊔ (3, 5) by the equivalence relation
x ∼ y for y = x+3, x ∈ (0, 1); cf. Fig. 2.1 and Example 3.3 (i). Note that |B| is nonHausdorff,
but can be made Hausdorff by identifying the points 1 and 4; cf. Lemma 3.1. The transverse
3Moerdijk [15] formulates the smooth (or Lie) e´tale condition in a slightly different but essentially equivalent
way. In his context, equivalence is called Morita equivalence. Note also that one can work with the above
ideas in categories other than that of finite dimensional Hausdorff manifolds and local diffeomorphisms. For
example, as in [10], one can work with infinite dimensional M -polyfolds and sc-diffeomorphisms. Haefliger [5,
6, 7] and Moerdijk–Mrcˇun [16] consider Lie groupoids in which the space X1 of morphisms is allowed to be a
nonHausdorff manifold in order to accommodate examples such as the groupoid of germs of diffeomorphisms.
Foliation groupoids also need not be proper. Thus they also develop considerable parts of the theory of e´tale
groupoids without assuming properness, though in the main they are interested in very different manifestations
of nonproperness.
4This terminology, taken from [18], is inspired by the finiteness condition satisfied by stable maps.
5 Note that each γ ∈ Gx extends to a local diffeomorphism φγ of X0 in the following way. Let V be a
neighborhood of γ in X1 on which the source and target maps s and t are injective. Then φγ maps s(V ) to
t(V ) by s(δ) 7→ t(δ), δ ∈ V . Thus the point of Robbin–Salamon’s argument is to show that we may assume that
s(V ) = t(V ) = Ux.
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holonomy groupoid of the Reeb foliation (cf. Haefliger [6]) is also of this kind.
Figure 2.1. The projection π for a nonproper groupoid
(ii) To say that s × t is a closed map is different from saying that its image is closed. For
example, one could define a noneffective groupoid X with objects X0 = S1 = R/Z and with
s = t but such that X1 has infinitely many components. Such X can be stable, for example
if X1 = X0 ⊔ (⊔k≥3Vk) where each element in Vk has order 2 and s(Vk) = t(Vk) = (
1
3k+2 ,
1
3k ).
Then the image of s× t is the diagonal in X0 ×X0 and so is closed. But the map s× t is not
closed. (If A = {γk ∈ Vk : s(γk) =
1
3k+1 , k ≥ 3}, A is closed but its image under s × t is not.)
Note that, even when X is proper, the fibers of the projection π : X0 → |X | need not be finite.
(iii) If an ep groupoid X is nonsingular, then the orbit space |X | is a manifold.
The groupoid in (ii) above has the awkward property that, despite being connected, some
of its points have effective stability groups and some do not. The following lemmas show that
this cannot happen in the proper case. Though they are well known, we include them for the
sake of completeness.
Lemma 2.4. Suppose that X is a connected ep groupoid. Suppose further that for some x ∈ X0
every element of the stabilizer group Gx acts effectively. Then X is effective.
Proof. If every element of Gx acts effectively and π(x) = π(y) ∈ |X |, then the elements of Gy
act effectively. Therefore we may partition |X | into two disjoint setsWe andWn, the first being
the image of points where Gx acts effectively and the second the image of points where the
action of Gx is not effective. The set Wn is always open as it is the image of the open subset
V := {γ ∈ X1 : s(γ
′) = t(γ′) for all γ′ in some neighborhood of γ}
under the composite π◦s, which is open by Lemma 2.2(i). If X is proper, thenWn is also closed.
For if not, there is a convergent sequence pk ∈ Wn whose limit p /∈ Wn. Choose x ∈ π−1(p)
and a sequence xk ∈ π−1(pk) with limit x. For each k there is γk ∈ Gxk \ {id} that acts as
the identity near xk. Since the sequence (xk, xk) converges to (x, x), properness of the map
s × t implies that the γk have a convergent subsequence (also called γk) with limit γ. Then
γ ∈ Gx and hence has finite order. On the other hand it extends to a local diffeomorphism near
x that equals the identity near the xk. This is possible only if γ = id. But this is impossible
since γk 6= id for all k and the set of identity morphisms is open in X1. Since |X | is assumed
connected and We is nonempty by hypothesis, we must have We = |X |. 
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Lemma 2.5. Suppose that X is a connected ep groupoid. Then:
(i) the isomorphism class of the subgroup Ky of Gy that acts trivially on X0 is independent of
y ∈ X0;
(ii) there is an associated effective groupoid Xeff with the same objects as X and where the
morphisms from x to y may be identified with the quotient MorX (x, y)/Ky.
Proof. Given γ ∈ Ky denote by Vγ the component of X1 containing γ. Then, by properness,
the image of s : Vγ → X0 is the component Uy of X0 containing y. Moreover, as in the previous
lemma, s = t on Vγ . Since this holds for all γ ∈ Ky, the groups Kz, z ∈ Uy, all have the same
number of elements. Moreover, they are isomorphic because the operation of composition takes
Vδ × Vγ to Vδ◦γ . Statement (i) now follows because |X | is connected, and the groups Ky are
isomorphic as y varies in a fiber of π : X0 → |X |.
To prove (ii), define an equivalence relation on X1 by setting δ ∼ δ′ iff the morphisms
δ, δ′ : x → y are such that δ ◦ (δ′)−1 ∈ Ky. It is easy to check that these equivalence classes
form the morphisms of the category Xeff . 
The following definitions are standard.
Definition 2.6. Let X ,X ′ be sse groupoids. A functor F : X ′ → X is said to be smooth if
the induced maps X ′i → Xi, i = 0, 1, are smooth. The pair (X
′, F ) is said to be a refinement
of X if
(i) The induced map F : X ′0 → X0 is a (possibly nonsurjective) local diffeomorphism that
induces a homeomorphism |X ′| → |X |;
(ii) For all x′ ∈ X ′0, F induces an isomorphism Gx′ → GF (x′).
Two sse groupoids are equivalent if they have a common refinement.
Remark 2.7. If (X ′, F ) refines X then the morphisms in X ′ are determined by the map
F : X ′0 → X0. Indeed for any pair U, V of components of X
′
0 the space MorX ′(U, V ) of
morphisms with source in U and target in V is
MorX ′(U, V ) = {(x, γ, y) ∈ U ×X1 × V |s(γ) = F (x), t(γ) = F (y)}.
For short, we will say that the morphisms in X ′ are pulled back from those in X . Moreover
F : X ′0 → X0 can be any local diffeomorphism whose image surjects onto |X |. In particular, if
U = {Ui}i∈A is any collection of open subsets of X0 that projects to a covering of |X |, there is a
unique refinement X ′ of X with objects ⊔i∈AUi. It follows that any category X
′′ with the same
objects as X but fewer morphisms is significantly different from X ; cf. Example 2.10. Later we
will see that under certain conditions the corresponding functor X ′′ → X has the structure of
a layered covering; cf. Lemma 3.22.
The proof that the above notion of equivalence is an equivalence relation on sse groupoids
is based on the fact that if F ′ : X ′ → X , F ′′ : X ′′ → X are two refinements of X their fiber
product X ′′ ×X X ′ refines both X ′ and X ′′. Here we use the so-called weak fiber product of
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Moerdijk–Mrcˇun [16] (see also [15, §2.3]) with objects6 given by the homotopy pullback
{(x′′, γ, x′) ∈ X ′′0 ×X1 ×X
′
0 : F
′′(x′′) = γ(F ′(x′))}.
Morphisms (x′′, γ, x′)→ (y′′, δ, y′) are pairs (α′′, α′) ∈ X ′′1 ×X
′
1, where α
′ : x′ → y′, α′′ : x′′ →
y′′, such that the following diagram commutes:
F ′(x′)
F ′(α′)
→ F ′(y′)
γ ↓ δ ↓
F ′′(x′′)
F ′′(α′′)
→ F ′′(y′′).
Thus (α′′, α′) : (x′′, γ, x′)→
(
α′′(x′′), F ′′(α′′) ◦ γ ◦ F ′(α′)−1, α′(x′)
)
.
Lemma 2.8. Let X ,X ′,X ′′ be sse groupoids and F ′ : X ′ → X , F ′′ : X ′′ → X be smooth
functors.
(i) If X ′ is nonsingular and F ′′ is injective on each group Gx′′ then X ′′ ×X X ′ is nonsingular.
(ii) F ′′ is an equivalence iff the projection X ′′ ×X X ′ → X ′ is an equivalence.
Proof. This is straightforward, and is left to the reader. 
2.2. Orbifolds and atlases.
Definition 2.9. An orbifold structure on a paracompact Hausdorff space Y is a pair (X , f)
consisting of an ep groupoid X together with a homeomorphism f : |X | → Y . Two orbifold
structures (X , f) and (X ′, f ′) are equivalent if they have a common refinement, i.e. if there is
a third structure (X ′′, f ′′) and refinements F : X ′′ → X , F ′ : X ′′ → X ′ such that f ′′ = f ◦ |F | =
f ′ ◦ |F ′|.
An orbifold Y is a second countable paracompact Hausdorff space Y equipped with an equiv-
alence class of orbifold structures. An orbifold map φ : X → Y is an equivalence class of
functors Φ : X → Y, where (X , f) and (Y, g) are orbifold structures on X and Y , respectively.
The equivalence relation is generated by the obvious notion of refinement of functors. Thus if
F : X ′ → X and F ′ : Y ′ → Y are refinements, Φ′ : X ′ → Y ′ is said to refine Φ : X → Y if
there is a natural transformation between the two functors Φ ◦ F, F ′ ◦ Φ′ : X ′ → Y.
Each orbifold map φ : X → Y induces a well defined continuous map φ : X → Y on the
spacesX,Y underlyingX,Y . Note that it is possible for different equivalence classes of functors
to induce the same map X → Y . For more details, see Moerdijk [15, §2,3]. As pointed out
by Lerman [11], one really should take a more sophisticated approach to defining orbifolds and
orbifold maps in order for them to form some kind of category. Since the focus here is on
defining a new class of objects, we shall not deal with these subtleties.
Example 2.10. The teardrop orbifold and its resolution. The teardrop orbifold has
underlying space Y = S2 and one singular point p at the north pole of order k. Cover Y by
two open discs D+, D− of radius 1 + ε that intersect in the annulus A = (1 − ε, 1 + ε) × S1
6 Note that we cannot take the objects to be the usual (strict) fiber product
X′′0 ×X0 X
′
0 = {(x
′′, x′) ∈ X′′0 ×X
′
0 : F
′′(x′′) = F ′(x′)}.
This definition is useful only when one of the maps X′
0
→ X0, X′′ → X0 is surjective; for a general equivalence,
the above space might be empty. We also cannot use the fiber product
X′′0 ×|X| X
′′
0 = {(x
′′, x′) ∈ X′′0 ×X
′
0 : pi ◦ F
′′(x′′) = pi ◦ F ′(x′)}
since this is only guaranteed to be a manifold if one of the projections X′
0
→ |X|,X′′
0
→ |X| is a local submersion.
8 DUSA MCDUFF
and are invariant by rotation about the north/south poles. Denote by φ : A → A the k-fold
covering map given in polar coordinates by (r, θ) 7→ (2− r, kθ) and by Rt rotation through the
angle 2πt. An orbifold structure on Y is provided by the proper groupoid X whose space of
objects X0 is the disjoint union D+ ⊔D−, with morphisms
X1 :=
(
X0 × {1}
)
⊔
(
D+ × {γ1, . . . , γk−1}
)
⊔
(
A× {φ+, φ−}
)
.
Here 1 acts as the identity and (x, γj), x ∈ D+, denotes the morphism with target x ∈ D+
and source Rj/k(x) in D+. Further the pair (x, φ+) is the unique morphism with source
x ∈ A+ := A ∩D+ and target φ(x) ∈ A− := A ∩D−, By definition (x, φ−) := (x, φ+)−1. Thus
|X | = D+ ∪D−/ ∼ where x ∈ D+ is identified with Rj/k(x) and D+ is attached to D− over A
by a k to 1 map.
Figure 2.2. The teardrop orbifold and its resolution B when k = 2
By way of contrast, consider the groupoid B formed from X by omitting the morphisms
(D+ \ A+) × {γ1, . . . , γk−1}. This groupoid is nonsingular, but is no longer proper since the
restriction of (s, t) : B1 → B0 × B0 to the component of morphisms A+ × {γ1} is not proper.
Note that |B| is a branched manifold: k (local) leaves come together along the boundary
∂|D−| ⊂ |B|. Further, if one weights the leaves over |D+| by 1/k the induced map |B| → |X |
represents the fundamental class of |X | = Y . We call B the resolution of Y .
Often it is convenient to describe an orbifold structure on Y in terms of local charts. Here
are the relevant definitions.
Definition 2.11. A local uniformizer (Ui, Gi, πi) for an (orientable) orbifold Y is a triple
consisting of a connected open subset Ui ⊂ Rd, a finite group Gi that acts by (orientation pre-
serving) diffeomorphisms of Ui and a map πi : Ui → Y that factors through a homeomorphism
from the quotient Ui/Gi onto an open subset |Ui| of Y . Moreover, this uniformizer determines
the smooth structure of Y over |Ui| in the sense that for one (and hence any) orbifold structure
(X , f) on Y the projection f ◦ π : X0 → Y lifts to a local diffeomorphism (f ◦ π)−1(|Ui|)→ Ui.
A good atlas for Y is a collection A = {(Ui, Gi, πi), i ∈ A} of local uniformizers whose
images {|Ui|, i ∈ A} form a locally finite covering of Y .
It is shown in Moerdijk–Pronk [17, Corollary 1.2.5] that every effective orbifold has such an
atlas. The argument works equally well in the general case since it is based on choosing an
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adapted triangulation of |X |. In fact, one can also assume that the Ui and their images |Ui| are
contractible and that the |Ui| are closed under intersections. Here we assume as always that
|X | is finite dimensional. The arguments of [17] do not apply in the infinite dimensional case.
However Robbin–Salamon [18, Lemma 2.10] show that in any category an orbifold has a good
atlas. They start from a groupoid structure (X , f) on Y and construct for each x ∈ X0 a local
uniformizer (U,G, π) that embeds in X in the sense that U ⊂ X0 and the full subcategory of
X with objects U is isomorphic to U ×G.
Let (Ui, Gi, πi), i ∈ A, be a locally finite cover of Y0 by such uniformizers, and denote by X ′
the full subcategory of X with objects ⊔i∈AUi. Since this is a refinement of X , it is another
orbifold structure on Y . Observe that the morphisms in X ′ with source and target Ui can be
identified with Ui×Gi. In this situation we say that X ′ is constructed from the good atlas
(Ui, Gi, πi), i ∈ A. Many interesting orbifolds, for example the ep polyfold groupoids considered
in [10], are constructed in this way.
The following definition will be useful.
Definition 2.12. Let X be an ep groupoid. A point p ∈ |X | is said to be smooth if for one
(and hence every) point x ∈ π−1(p) ⊂ X0 every element γ ∈ Gx acts trivially near x.
Thus when X is effective p is smooth iff Gx = {id} for all x ∈ π
−1(p). Note that for any local
uniformizer (U,G, π) the fixed point set of each γ ∈ G is either the whole of U or is nowhere
dense in U . It follows that the smooth points |X |sm form an open and dense subset of |X |.
We now show that if Y is effective its orbifold structure is uniquely determined by the charts
in any good atlas; there is no need for further explication of how these charts fit together.
This result is well known: cf. [16, Prop. 5.29]. We include a proof to clarify ideas. It is
particularly relevant in view of the work of Chen–Ruan [2] and Chen [3] on orbifold Gromov–
Witten invariants, that discusses orbifolds from the point of view of charts. Note that the
argument applies to orbifolds in any category, and in particular to polyfold groupoids.
Lemma 2.13. An effective orbifold Y is uniquely determined by the charts (Ui, Gi, πi), i ∈ A,
of a good atlas.
Proof. Here is an outline of the proof. We shall construct an orbifold structure (X , f) on Y ,
such that X is a groupoid whose objects X0 are the disjoint union of the sets Ui, i ∈ A, and
whose morphisms with source and target in Ui are given by Gi. The construction uses the
fact that Y has an effective orbifold structure (Z, g), but the equivalence class of (X , f) is
independent of the choice of (Z, g). It follows that (X , f) and (Z, g) are equivalent, and that
the orbifold structure of Y is determined by the local charts.
We described above the objects in X and some of the morphisms. To complete the construc-
tion, we must add to X1 some components C
ij of morphisms from Uj to Ui for all i, j ∈ A such
that |Ui| ∩ |Uj | 6= ∅. For smooth points x ∈ Usmi , y ∈ U
sm
j the set Mor(x, y) has at most one
element and is non empty iff πi(x) = πj(y) ∈ |X | = Y . Hence the given data determine the set
Xsm1 of all morphisms whose source or target is smooth. We shall see that there is a unique
way to complete the morphism space X1.
To begin, fix i 6= j such that |Uij | := |Uj | ∩ |Ui| 6= ∅. Given y ∈ Uj denote by V
y
ji ⊂ Uj the
connected component of Uj ∩ π
−1(|Uij |) that contains y. The key point is that for any point
x ∈ Ui with πi(x) = πj(y) there is a local diffeomorphism φxy from a neighborhood Nj(y) of y
in Uj to a neighborhood Ni(x) of x in Ui such that πj = πi ◦ φ. This holds because there is an
orbifold structure (Z, g) on Y . Namely, choose z ∈ Z0 so that g(z) = πi(x) = πj(y). Shrinking
Nj(y) and Ni(x) if necessary, we may suppose that there is a neighborhood Nz of z in Z0 such
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that g(Nz) = πi(Ni(x)) = πj(Nj(y)). Since (Ui, Gi, πi) is a local chart for πi(Ui) ⊂ Y , there
is a local diffeomorphism ψi : Nz → Ui such that g = πi ◦ ψi. Moreover, since πi is given by
quotienting by the action of Gi there is γ ∈ Gi such that ψxz(z) := γ ◦ ψi(z) = x. Denoting by
ψyz the similar map for y ∈ Uj , we may take φxy := ψxz ◦ (ψyz)−1.
Since φxy is determined by its restriction to the dense open set of smooth points, it follows
that there are precisely |Gy| such local diffeomorphisms, namely the composites φxy ◦γ, γ ∈ Gy .
These local diffeomorphisms form the local sections of a sheaf over V yji, whose stalk at y consists
of the |Gy | elements φxy ◦ γ. The existence and uniqueness properties of the φxy imply that
each local section is the restriction of a unique, but possibly multivalued, global section σ of
this sheaf. We may identify the graph of σ (which is a manifold) with a component Cσ of
the space of morphisms from Uj to Ui. Since |Gy | is finite, the source map s : Cσ → V
y
ji is a
surjective and finite-to-one covering map. The set {σ1, . . . , σℓ} of all such global sections (for
different choices of x ∈ Ui, y ∈ Uj) is invariant under the action of Gj by precomposition and
of Gi by postcomposition. We define the space of morphisms in X from Uj to Ui to consist of
the ℓ components Cσk , 1 ≤ k ≤ ℓ.
This defines the morphisms in X from Uj to Ui. We then complete X1 by adding the inverses
to these elements and all composites. The resulting composition operation is associative because
its restriction to the smooth elements is associative. Thus X is an sse Lie groupoid. Since the
atlas is locally finite, the projection X0 → |X | is finite to one. Moreover, the induced map
|X | → Y is a homeomorphism. Hence X is proper because Y is Hausdorff. (See also [18,
Cor 2.11].) Hence X is an ep groupoid.
Moerdijk–Mrcˇun prove that Z and X are equivalent by looking at the corresponding groupoids
of germs of diffeomorphisms. Alternatively, define Z ′ to be the refinement of Z with ob-
jects ⊔z∈ANz, where A ⊂ Z0 is large enough that the sets g(Nz), z ∈ A, cover Y . For each
z ∈ A choose one of the corresponding local diffeomorphisms ψxz and call it fz. Then define
F : Z ′ → X by setting
F |Nz = fz, F (γ) = fw ◦ γ ◦ (fz)
−1,
where s(γ) = z and t(γ) = w. Then F is an equivalence, as required. 
Remark 2.14. This lemma is false when Y is not effective. To see this, let K be the cyclic
group Z/3Z and consider two groupoids Z,X both with objects S1. We assume in both cases
that at all objects the stabilizer group is K and that there are no other morphisms. This implies
that s = t. We define Z to be topologically trivial, with Z1 = S1 ×K (i.e. three copies of S1)
and s = t equal to the projection S1 × K → S1. On the other hand, we define X1 to be the
disjoint union of two copies of S1. In this case, s = t : X1 → X0 is the identity on one circle
(the one corresponding to the identity morphisms) and is a double cover on the second. It is
easy to check that these groupoids are not equivalent. (One way to see this is to notice that
their classifying spaces7 BZ, BX are not homotopy equivalent.) However they have the same
local uniformizers over any proper open subset of S1.
These groupoids Z,X are totally noneffective. According to Henriques–Metzler [8], the best
way to understand their structure is to think of them as a special kind of gerbe.
2.3. Fundamental cycles and cobordism. We now summarize known facts about homology
and cobordism in the context of orbifolds, since we will later generalize them to the branched
case. Note first that if a compact space Y admits the structure of an oriented d-dimensional
orbifold (without boundary) there is a distinguished d-dimensional cycle [Y ] in the singular
7 The classifying space BX is the realization of the nerve of the category, and is denoted |X•| in [15].
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chain complex of Y that we will call the fundamental cycle of Y . One way to see this is to
give Y an adapted triangulation as in Moerdijk–Pronk [17]. In such a triangulation the open
simplices of dimensions d and d− 1 lie in the smooth8 part Y sm of Y , and [Y ] is represented by
the sum of the d-simplices. Another way to define [Y ] is to interpret the inclusion Y sm → Y as
a pseudocycle: see Schwarz [22] or Zinger [23]. These definitions imply that the fundamental
cycle of the orbit space |X | of X is the same as that of its reduction Xeff .
9
A smooth map of an orbifold Y to a manifold M is a map φ : Y → M such that for one
(and hence every) groupoid structure X on Y the induced map X0 →M is smooth. Given two
such maps φ : Y → M,φ′ : Y ′ → M , one can perturb φ to be transverse to φ′. This means
that there are adapted triangulations on Y, Y ′ that meet transversally. In particular, if Y and
Y ′ are oriented and have complementary dimensions, their images in M intersect in smooth
points and the intersection number φ∗([Y ]) · φ′∗([Y
′]) is defined. Further, if α is a d-form on M
that is Poincare´ dual to the class φ′∗([Y
′]) then
φ∗([Y ]) · φ
′
∗([Y
′]) =
∫
Y
φ∗(α) :=
∫
Y sm
φ∗(α).
Suppose now that W is an ep groupoid in the category of oriented (d + 1)-dimensional
manifolds with boundary. ThenW has a well defined boundary groupoid ∂W . If in addition |W |
is compact and connected, the fundamental cycle of |W | generates Hd+1(|W |, ∂|W |). We may
therefore make the usual definition of cobordism for orbifolds. We say that two d-dimensional
oriented orbifolds Y1, Y2 are cobordant if there is a (d + 1)-dimensional groupoid W whose
boundary ∂W is the union of two disjoint oriented groupoids −X1,X2, that represent −Y1, Y2
respectively. (Here −X denotes the groupoid formed from X by reversing the orientation of
X0.) As usual, if there is a class α ∈ Hd(|W |) whose restriction to |∂W | = −|X1| ⊔ |X2| is
−α1 + α2, where αi ∈ Hd(Yi) ≡ Hd(|Xi|) ⊂ Hd(|∂W |), then α1([Y1]) = α2([Y2]).
3. Weighted nonsingular branched groupoids
3.1. Basic definitions. We saw in Remark 2.3(ii) above that the category of nonproper sse
groupoids contains some rather strange objects, not just branched objects such as the teardrop
but also groupoids that are not effective in which the trivially acting part Kx of the stabilizer
subgroups is not locally constant. In order to get a good class of branched groupoids that
carries a fundamental cycle we need to impose a weighting condition and to ensure that the
groupoids are built by assembling well behaved pieces called local branches. Definition 3.2
adapts Salamon [19, Def 5.6] to the present context; it is also very close to the definition in
Cieliebak–Mundet i Riera–Salamon [4] of a branched submanifold of Euclidean space. For the
sake of simplicity, we shall restrict to the nonsingular and oriented case.
We shall use the concept of the maximal Hausdorff quotient YH of a nonHausdorff
topological space Y . This is a pair (f, YH) that satisfies the following conditions:
(i) f : Y → YH is a surjection and YH has the corresponding quotient topology,
(ii) YH is Hausdorff,
(iii) any continuous surjection fα : Y → Yα with Hausdorff image factors through f .
Lemma 3.1. Every topological space Y has a maximal Hausdorff quotient (f, YH).
8 If Y is oriented its nonsmooth points have codimension at least 2 since the fixed point submanifold of an
orientation preserving linear transformation of Rn has codimension at least 2.
9Note that here we are talking about the ordinary (singular) cohomology of Y , not the stringy cohomology
defined by Chen–Ruan [2] (cf also Chen–Hu [1]).
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Proof. To construct YH, denote by A the set of all equivalence classes of pairs (gα, Yα) where
Yα is a Hausdorff topological space and gα : Y → Yα is a continuous surjection. (Two such
pairs are equivalent if there is a homeomorphism φ : Yα → Yβ such that φ ◦ gα = gβ.) The
product Yπ :=
∏
α∈A Yα is Hausdorff in the product topology and there is a continuous map
fπ : Y → Yπ . Define YH := Im fπ with the subspace topology τs. Then conditions (ii) and (iii)
above hold, and there is a continuous surjection f : Y → YH. We must show that (i) holds, i.e.
that τs coincides with the quotient topology τq. Since the identity map (YH, τq) → (YH, τs) is
continuous, (YH, τq) is Hausdorff. Therefore by (iii), the map f : Y → (YH, τq) factors through
(YH, τs). Thus the identity map (YH, τs) → (YH, τq) is also continuous; in other words, the
topologies τs and τq coincide. 
If B is a nonproper sse groupoid, then |B| may not be Hausdorff; cf. Lemma 2.2. It will
be useful to consider the Hausdorff quotient |B|H.
10 We shall denote by |π|H the projection
|B| → |B|H and by πH the projection B0 → |B|H. Further |U |H := πH(U) denotes the image of
U ⊂ B0 in |B|H.
Definition 3.2. A weighted nonsingular branched groupoid (or wnb groupoid for
short) is a pair (B,Λ) consisting of an oriented, nonsingular sse Lie groupoid together with a
weighting function Λ : |B|H → (0,∞) that satisfies the following compatibility conditions. For
each p ∈ |B|H there is an open neighborhood N of p in |B|H, a collection U1, . . . , Uℓ of disjoint
open subsets of π−1H (N) ⊂ B0 (called local branches) and a set of positive weights m1, . . . ,mℓ
such that:
(Covering) |π|−1H (N) = |U1| ∪ · · · ∪ |Uℓ| ⊂ |B|;
(Local Regularity) for each i = 1, . . . , ℓ the projection πH : Ui → |Ui|H is a homeomorphism
onto a relatively closed subset of N ;
(Weighting) for all q ∈ N , Λ(q) is the sum of the weights of the local branches whose image
contains q:
Λ(q) =
∑
i:q∈|Ui|H
mi.
The tuple (N,Ui,mi) is said to form a local branching structure at p. Sometimes we denote
it by (Np, Upi ,m
p
i ) to emphasize the dependence on p. B is called compact if its Hausdorff
orbit space |B|H is compact. The points p ∈ |B|H that have more than one inverse image in |B|
will be called branch points.
Example 3.3. (i) The groupoid B of Remark 2.3(i) has a weighting in which Λ = 1 on the
image of (0, 1] in |B|H and = 1/2 on the rest of |B|H. There is one branch point at the image
p1 of 1, and the weighting condition implies that the weights satisfy Kirchoff’s law at this
branch point. Moreover we may take the local branches at p1 to be the two components of B0
each weighted by m1 = m2 = 1/2. Similarly, the groupoid Z defined in Example 2.10 has a
weighting function in which Λ = 1 on the closure cl(|D−|H) of |D−|H and Λ = 1/k elsewhere
on |Z|H. The branch locus is formed by the boundary of |D−|H.
(ii) If (B,Λ) is compact and zero dimensional, then it is necessarily proper. Hence |B|H = |B|
consists of a finite number of equivalence classes p of the relation ∼, each with a label Λp.
Since the morphisms in B preserve orientation, all the points x ∈ B0 in the equivalence class p
10Note that |B| = |B|H if B is proper.
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Figure 3.1. Local branching structures of a weighted branched groupoid
have the same orientation. Therefore, p has a second label op consisting of a sign op = ± that
describes its orientation.11
Thus the number of points in B may be defined as
∑
p∈|B|H
opΛ(p).
(iii) In both of the above cases Λ is induced by a weighting function λ defined on the components
of B0. However, there are wnb groupoids for which such a function λ is not uniquely defined
by Λ: see Remark 3.8 (ii).
The following remark explains some of the technicalities of the above definition.
Remark 3.4. (i) The local branches usually do not comprise the whole of the inverse image
of π−1H (N), but it is important that they map onto the full inverse image of N in |B|. This
condition, together with the fact that each branch injects into |B|H, implies that the projection
|B| → |B|H is finite-to-one.
(ii) The local regularity condition rules out the trivial example of an arbitrary nonsingular sse
groupoid B with connected object space B0 (weighted by 1) and with Λ ≡ 1. Note that requiring
the Ui to inject into |B|H is considerably stronger than requiring that they inject into |B|. For
example, consider the groupoid Bφ in which B0 is the disjoint union of two copies R1, R2 of R
2
and the nonidentity morphisms consist of two components each diffeomorphic to the open unit
disc D1 in R1, one corresponding to a smooth embedding φ of D1 onto a precompact subset of
R2 and the other corresponding to φ
−1. This groupoid can be weighted by setting Λ(p) = 1 if
π−1H (p) intersects both R1 and R2 and = 1/2 otherwise. Taking Np = |B|H with local branches
R1, R2 one finds that all the other conditions of Definition 3.2 are satisfied. However the map
11 For further remarks about orientations, see Remark 4.21 and §4.3.
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Ui → |Ui|H is injective iff φ extends to a homeomorphism of the closure cl(D1) onto its image in
R2. In this example, because φ(D1) is precompact, it is enough to assume only the injectivity
of Ui → |Ui|H. However, in general, to avoid pathologies we must assume that this map is a
homeomorphism onto its image.
(iii) The other part of regularity is that the branches have closed image in N . This is an
essential ingredient of the proof of Lemma 3.10 and of the proof in Proposition 3.6 that Λ is
continuous on a dense open subset of |B|H. To see it at work, consider the groupoid B whose
objects are the disjoint union of the plane R2 and the unit disc (each weighted by 1/2) with
two components of nonidentity morphisms given by the inclusion D ⊂ R2 and its inverse. Then
|B|H = R2 and all conditions except for properness are satisfied if we set Λ = 1 on D and = 1/2
elsewhere. Since B does not accord with our intuitive idea of a branched manifold (for example,
if compactified to S2 it does not carry a fundamental class), it is important to rule it out.
(iv) Because we do not require the local branches to be connected, local branching structures
(N,Ui,mi) behave well under restriction of N : if (N,Ui,mi) is a local branching structure at p
then, for any other neighborhood N ′ ⊂ N of p, the sets Ui ∩ π
−1
H (N
′) are the local branches of
a branching structure over N ′. Thus each point in |B|H has a neighborhood basis consisting of
sets that support a local branching structure. Note also that, because |Ui|H is assumed closed
in N , Ui is closed in π
−1
H (N) and so is a union of components of π
−1
H (N).
(v) We have chosen to impose rather few regularity conditions in order to make the definition
of a wnb groupoid as simple and general as possible. However, in order for the quotient space
|B|H to have a reasonable smooth structure (so that, for instance, one can integrate over it)
one needs more control over the morphisms; cf. the tameness conditions of Definition 3.20.
We now explain the structure of the Hausdorff quotient |B|H for wnb groupoids. For general
spaces Y it seems very hard to give a constructive definition of its maximal Hausdorff quotient
YH. However, the covering and local regularity conditions are so strong that the quotient map
B0 → |B|H has the following explicit description.
We define ≈ to be the equivalence relation on B0 generated by setting x ≈ y if |x|, |y| do
not have disjoint open neighborhoods in |B|. In particular, if x ∼ y (i.e. π(x) = π(y) ∈ |B|)
then x ≈ y.
Lemma 3.5. Let (B,Λ) be a wnb groupoid. Then the fibers of πH : B0 → |B|H are the
equivalence classes of ≈.
Proof. Since |B|H is Hausdorff, any two points in |B| that do not have disjoint neighborhoods
must have the same image in |B|H. Hence the equivalence classes of ≈ are contained in the
fibers of πH. Therefore there is a continuous surjection B≈ → |B|H, where B≈ denotes the
quotient of B0 by the relation ≈, and it suffices to show that B≈ is Hausdorff. Because of the
covering property of the local branches, it suffices to work locally in subsets W of B0 of the
form W := π−1H (N) = ∪
ℓ
i=1Ui, where (N,Ui,mi) is a local branching structure. We show below
that for each such W , the quotient W≈ is Hausdorff. This will complete the proof.
Consider any pair of distinct local branches Ui, Uj and the set Mji := Mor(Ui, Uj) of mor-
phisms from Ui to Uj . Since Ui, Uj inject into |B| both maps s : Mji → Ui, t : Mji → Uj are
injective and hence are diffeomorphisms onto their images. Call these Vji ⊂ Ui and Vij ⊂ Uj .
Denote by cl(Vji) the closure of Vji in Ui. Since |Uj|H is relatively closed in N ⊃ |Ui|H ∪ |Uj |H,
the set πH(Vji) is contained in |Uj |H. Hence, because πH is a homeomorphism on each Ui, the
diffeomorphism t ◦ s−1 : Vji → Vij extends to a homeomorphism cl(Vji) → cl(Vij). Define the
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ji branch set as
Brji := ∂(Vji) := cl(Vji) \ Vji ⊂ Ui.
Then Brji is closed in Ui. Further there is a homeomorphism φji : Brji → Brij .
Now observe that if x ∈ Brji then there is a unique y ∈ Brij such that x ≈ y, namely
φji(x). Conversely, if x ∈ Ui, y ∈ Uj and x ≈ y then either |x| = |y| or there are convergent
sequences xn, yn ∈ B0 with limits x∞, y∞ such that xn ∼ yn, x∞ ∼ x, y∞ ∼ y. The morphism
γ from x∞ to x extends to a neighborhood of x∞ and so transports (the tail of) the sequence
xn to a sequence x
′
n ∈ Ui that converges to x. Similarly, we may suppose that yn ∈ Uj . Hence
x ∈ Brji, y ∈ Brij . Let us write in this case that x ≈ij y.
The equivalence relation ≈ therefore has the following description on W . Given x ∈ Ui, z ∈
Uk, x ≈ z iff either |x| = |z| or there is a finite sequence i1 := i, i2, . . . , in = k of indices (with
n > 1) and elements xj ∈ Brij+1ij for j = 1, . . . , n− 1 such that
xj ≈ij ij+1 xj+1, for all j.
Note that we may assume that all the indices in this chain are different. For, because the maps
πH : Ui → |B|H are injective and constant on equivalence classes, if ij = ij′ for some j′ > j
then xj = xj′ so that the intermediate portion of the chain can be omitted. It follows that
the number of nonempty chains of this form is bounded by a number depending only on ℓ, the
number of local branches. Moreover, for each such chain I := i1, . . . , in the map that takes its
initial point to its endpoint is a homeomorphism φI from a subset XI ⊂ Brini1 to a subset
ZI ⊂ Bri1 in , where φI := φin in−1 ◦ · · · ◦ φi2 i1 is the restriction of φini1 . Note that XI and ZI
are closed in Ui1 and Uin respectively. For each i 6= k, let Cki be the set of chains from i to k,
and consider the set
X ′ki :=
((
π−1(|Uk|)
)
∩ Ui
)
∪
⋃
I∈Cki
XI
of all points in Ui that are equivalent to a point in Uk. The above remarks imply that this is
closed in Ui.
We now return to the quotient W≈. To see this is Hausdorff, note first that each equivalence
class x contains at most one element from each Ui. Hence we may write x := (xi)i∈Jx , where
xi ∈ Ui and Jx ⊂ {1, . . . , ℓ}. Suppose that x 6= y. Then xi 6= yi for all i. We construct disjoint
≈-saturated12 neighborhoods Vx, Vy as follows.
Suppose first that Jx ∩ Jy 6= ∅. By renumbering we may suppose that 1 ∈ Jx ∩ Jy. Choose
disjoint open neighborhoods Vx1, Vy1 of x1, y1 in U1 and define V
S
x1, V
S
y1 to be their saturations
under ≈. Then V Sx1 ∩ V
S
y1 = ∅. To see this note that any point z ∈ V
S
x1 ∩ V
S
y1 is equivalent to
some point in Vx1 and some point in Vy1. Since z is equivalent to at most one point in U1 this
implies that Vx1 ∩ Vy1 6= ∅, a contradiction.
We now enlarge V Sx1, V
S
y1 to make them open. To this end, consider the smallest integer i
such that either V Sx1∩Ui or V
S
y1∩Ui is not open. Then i > 1 by construction, and for every j < i
the disjoint sets V Sx1 ∩X
′
ji, V
S
y1 ∩X
′
ji are relatively open in the closed set X
′
ji ⊂ Ui. Therefore
we may construct open disjoint neighborhoods Uxi ⊂ Ui of V Sx1∩Ui and Uyi ⊂ Ui of V
S
y1∩Ui by
adding points in Ui \
(
∪j<iX
′
ji
)
. Now consider the sets Vxi := V
S
x1 ∪ V
S
xi and Vyi := V
S
y1 ∪ V
S
yi ,
where AS denotes the saturation of A. These sets are disjoint as before. Moreover, their
intersections with the Uj, j ≤ i, are open. Hence after a finite number of similar steps we find
suitable disjoint open Vx := Vxn and Vy := Vyn.
12 A set is said to be ≈-saturated if it is a union of equivalence classes.
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Next suppose that Jx and Jy are disjoint. If i ∈ Jx then xi /∈ X ′ji for any j /∈ Jx. Therefore
the set
Vx :=
⋃
i∈Jx
(
Ui \
(
∪j /∈JxX
′
ji
))
is an open neighborhood of x in W = ∪iUi. Since Vx is saturated under ≈ by construction, it
projects to an open neighborhood of x inW≈. Finally note that Vx is disjoint from the similarly
defined open set
Vy :=
⋃
i∈Jy
(
Ui \
(
∪j /∈JyX
′
ji
))
.
This completes the proof. 
Proposition 3.6. (i) For all p ∈ |B|H, any open neighborhood in |B| of the fiber over p contains
a saturated open neighborhood |W |.
(ii) |B|H is second countable and locally compact.
(iii) The branch points form a closed and nowhere dense subset of |B|H.
(iv) The weighting function Λ is locally constant except possibly at branch points.
Proof. To prove (i) let (Np, Ui,mi) be a local branching structure at p, and |V | ⊂ |B| be any
open neighborhood of the fiber at p. Then |Vi| := |V | ∩ |Ui| is open in |Ui|. If Vi denotes the
corresponding open subset of Ui, the set |W | := ∩i|V Si | satisfies the requirements.
Each open set N that supports a local branching structure is a finite union of locally compact
closed sets |Ui|H, and hence is locally compact. Moreover, the |Ui|H are second countable in
the induced topology. Hence so is N . Since we assumed B0 has a countable dense subset, the
same is true for |B|H. Therefore, |B|H is the union of countable many open sets Ni and so is
itself second countable. This proves (ii).
Denote by |Br|H the set of branch points in |B|H. To prove (iii) it suffices to show that for
any N as above the intersection |Br|H ∩N is closed and nowhere dense in N . It follows from
the proof of Lemma 3.5 that
|Br|H ∩ |Ui|H = πH(∪j 6=iBrij).
We saw earlier that for each i the set of branch points ∪j 6=iBrij in Ui is relatively closed. It is
nowhere dense by construction. Since |Ui|H is closed in N , and Ui is homeomorphic to |Ui|H,
πH(∪j 6=iBrij) is closed in N for all i. Since there are a finite number of local branches, (iii)
holds.
Consider |Br| := |π|−1H (|Br|H), the set of points in |B| on which |π|H is not injective, and
denote by |N | the open set |π|−1H (N) ⊂ |B|. (iv) will follow if we show that for each connected
component |V | of |N | \ |Br| and each local branch Ui over N either |Ui| ∩ |V | = ∅ or |V | ⊂ |Ui|.
But |Ui| is open in |N | by Lemma 2.2. Its intersection with |N | \ |Br| is also closed since it is
the inverse image of the relatively closed subset |Ui|H \ |Br|H of |N | \ |Br|. Hence |Ui| \ |Br| is
a union of components of |N | \ |Br|, as required. 
3.2. Layered coverings. There are two useful kinds of functors for wnb groupoids, those that
induce homeomorphisms on the orbit space |B|H and those that simply induce surjections on
the orbit space. In the first case we require Λ to be preserved while in the second we expect
the induced map |F |H : |B′|H → |B|H to push Λ′ forward to Λ. In other words we expect the
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identity
(3.1) (|F |H)∗(Λ
′)(p) :=
∑
q:|F |H(q)=p
Λ′(q) = Λ(p)
to hold at all points p ∈ |B|H.
Definition 3.7. Let (B,Λ) and (B′,Λ′) be wnb groupoids. A refinement F : B′ → B is said to
be weighted if Λ ◦ |F |H = Λ′.
A smooth functor F : B′ → B is said to be a layered covering if
(Covering) F is a local diffeomorphism on objects and induces a surjection |F | : |B′| → |B|,
(Properness) the induced map |F |H : |B′|H → |B|H is proper.
(Weighting) (|F |H)∗(Λ′) = Λ.
Two wnb groupoids are equivalent if they have a common weighted refinement. They are
commensurate if they have a common layered covering. Finally, two compact wnb groupoids
(B,Λ) and (B′,Λ′) (without boundary) are cobordant if there is a compact (d+1)-dimensional
wnb groupoid with boundary −(B,Λ) ⊔ (B′,Λ′).
Figure 3.2. A layered covering of the circle; |B| has Λ ≡ 1, the values of Λ′ are marked.
Remark 3.8. (i) Any wnb groupoid (B,Λ) is equivalent to a wnb groupoid (B′,Λ′) in which
all local branches needed to describe its branching structure are unions of components of B′0.
To see this, choose a locally finite cover Np, i ∈ Ap, of |B|H by sets that support local branching
structures and let Upi , i ∈ Ap, be the corresponding set of local branches. Then define B
′ to be
the refinement of B with objects ⊔i,pU
p
i as in Remark 2.7. Then |B
′| = |B| and |B′|H = |B|H,
and so we may define Λ′ := Λ.
(ii) The condition that |F | : |B′| → |B| is surjective does not follow from the other conditions
for a layered covering. Consider for example the wnb groupoid C with objects two copies of
S1 and morphisms C1 = C0 ∪ A±, where A+ := S1 \ {0} identifies one circle with the other
except over 0 and A− := (A+)−1. Then |C|H = S
1 and we give it weight Λ ≡ 1. The functor
F : C → C that identifies both copies of S1 to the same component of C0 satisfies all conditions
for a layered covering except that the induced map |C| → |C| is not surjective. This wnb
groupoid also illustrates the fact that the local weights mi on the local branches Ui need not
be uniquely determined by Λ, and hence that Λ may not lift to a well defined function on |C|.
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(iii) If F is a layered covering then although the induced map |F | : |B′| → |B| is surjective, the
induced map on objects need not be surjective. Also, the properness requirement is important.
Otherwise, given any wnb groupoid (B,Λ) define (B′,Λ′) as in (i) above and then consider
(B′′,Λ′′), where B′′ has the same objects as B′ but only identity morphisms. Then |B′′|H =
|B′′| = ⊔i,pU
p
i and we may define Λ
′′ := mi,p on U
p
i . The inclusion B
′′ → B satisfies all the
conditions for a layered covering except for properness. Since we want commensurate wnb
groupoids to have the same fundamental class, we cannot allow this behavior.
Our next aim is to show that layered coverings have the expected functorial properties. In
particular, commensurability is an equivalence relation. For this we need some preparatory
lemmas.
We shall say that a local branching structure (N,Ui,mi)i∈I at p is minimal if the fiber
(|π|H)−1(p) ⊂ |B| over p is a collection of distinct points |xi|, i ∈ I, where xi ∈ Ui. Thus in this
case there is a bijective correspondence between the local branches and the points of the fiber.
Lemma 3.9. Let (B,Λ) be a wnb groupoid. Then every point p ∈ |B|H has a minimal local
branching structure.
Proof. Choose any local branching structure (N,Ui,mi) at p. For each pointwα ∈ (|π|H)−1(p) ⊂
|B|, let Iα be the set of indices i such that wα ∈ |Ui|. For each such α, choose one element
iα ∈ Iα, and define
mα :=
∑
i∈Iα
mi, |Vα| :=
⋂
i∈Iα
|Ui|.
Each |Vα| is open. Hence ∪α|Vα| is an open neighborhood of the fiber (|π|H)−1(p) and so
by Proposition 3.6 it contains a saturated open neighborhood |W | := (|π|H)−1(N ′). Define
U ′α := Uiα ∩ π
−1(|W |). Then (N ′, U ′α,mα) is a minimal local branching structure at p. 
We shall say that two (possibly disconnected) open subsets U0, U1 of the space of objects X0
of an sse groupoid X are X -diffeomorphic if there is a subset C ⊂ X1 of s−1(U0) such that
the maps s : C → U0 and t : C → U1 are both diffeomorphisms. In this situation we also say
that there is a diffeomorphism φ : U0 → U1 in X . If the Ui both inject into |X |, there is such
φ iff |U0| = |U1| ∈ |X |.
Lemma 3.10. Suppose that F : A → B is a layered covering. Let p ∈ |B|H and denote the
points in (|F |H)−1(p) by qα, 1 ≤ α ≤ k. Then there are minimal local branching structures
(Np, U
p
i ,m
p
i )i∈I at p, (Nα, U
α
j ,m
α
j )j∈Jα at qα,
that are compatible in the sense that each F (Uαj ) is B-diffeomorphic to some local branch U
p
ij
.
Moreover Upij is unique.
Proof. Let {q1, . . . , qm} = (|F |H)−1(p) ⊂ |A|H. Choose minimal local branching structures
(Np, U
p
i ,mi) at p and (Nα, U
α
j ,mjα) at qα for 1 ≤ α ≤ m. Since |A|H is Hausdorff, we
may suppose that the Nα are pairwise disjoint. Moreover, because |F |H is proper, the union
∪α|F |H(Nα) is a neighborhood of p in |B|H. (Otherwise, there would be a sequence of points qn ∈
|A|H lying outside ∪αNα but such that |F |H(qn) converges to p, which contradicts properness.)
Fix α, and for each j ∈ Jα denote by xαj the point in U
α
j that projects to qα; this exists by
minimality. Since (|π|H)−1(Np) = ∪i|U
p
i |, for each branch U
α
j there is a morphism γα ∈ B1 with
source F (xαj ) and target in some local branch, say U
p,α
ij
, at p. By minimality at p, the index ij is
unique. This morphism extends to a diffeomorphism φα from an open subset F (V
α
j ) of F (U
α
j )
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onto an open subset V pij of U
p
ij
. Since ∪j∈Jα |U
α
j | is a neighborhood in |A| of the fiber over qα,
so is the open set ∪j∈Jα |V
α
j |. Hence, by Proposition 3.6(i), there is an open neighborhood N
′
α
of qα such that |π|
−1
H (N
′
α) ⊂ ∪j∈Jα |V
α
j |. By shrinking the sets V
α
j we may therefore suppose
that |π|−1H (N
′
α) = ∪j |V
α
j |, i.e. that (N
′
α, V
α
j ,mjα) is a local branching structure at qα. We also
shrink the V p,αij so that they remain B-diffeomorphic to the sets F (V
α
j ), j ∈ Jα.
Now observe that because |F | : |A| → |B| is surjective,
(|π|H)
−1(p) ⊂ |W | :=
⋂
α, j∈Jα
|V p,αij | ⊂ |B|.
The set |W | is open since both F and the map B0 → |B| are open. Hence it contains a set
of the form |πH|−1(N ′p) for some neighborhood N
′
p of p. Shrinking the sets N
′
α and V
α
j further
as necessary, we may suppose that |F |−1H (N
′
p) = ∪αN
′
α. Then the local branching structures
(N ′α, V
α
j ,mjα) and (N
′
p, V
p
i ∩ (πH)
−1N ′p,mi) satisfy all requirements. 
Proposition 3.11. Let A,B, C be wnb groupoids. Then:
(i) If F : A → B and G : B → C are layered coverings so is the composite G ◦ F .
(ii) If F : A → B and G : C → B are layered coverings, the (weak) fiber product Z := A ×B C
of A and C over B is a wnb groupoid and the induced functors Z → B,Z → A are layered
coverings.
(iii) Any two compact and commensurate wnb groupoids are cobordant through a wnb groupoid.
Proof. The proof of (i) is straightforward, and is left to the reader. As for (ii), observe first that
Z is a nonsingular sse Lie groupoid with objects Z0 contained in the product A0 ×B1 × C0.
13
The orbit space |Z| is the (strict) fiber product |A| ×|B| |C|. It follows easily that |Z|H is the
fiber product |A|H×|B|H |C|H, since the latter space has the requisite universal property. Hence
|Z|H = {(a, c) : |F |H(a) = |G|H(c) ∈ |B|H} and we set
ΛZ(a, c) :=
ΛA(a) ΛC(c)
ΛB
(
|F |H(a)
) .
Observe that the projections of |Z|H to |A|H and |C|H push ΛZ forward to ΛA and ΛC respec-
tively. Hence (ii) will follow once we show that Z has the requisite local branching structures.
Given z = (a, c) ∈ |Z|H, let p = |F |H(a) = |G|H(c) ∈ |B|H. Applying Lemma 3.10 first to
A → B and then to C → B and then restricting as in Remark 3.4(iv), we can find minimal
local branching structures (Na, U
a
j ,mja)j∈J , (Nc, U
c
k,mkc)k∈K and (Np, U
p
i ,mi) satisfying the
following compatibility conditions: for each j, k there are unique ij , ik and local diffeomorphisms
γj , γk in B such that
F (Uaj ) = γj(U
p
ij
), γk(G(U
c
k)) = U
p
ik
.
We now show that there is a local branching structure over Nz := Na ×|B|H Nc. By mini-
mality, for each point (wa, wc) ∈ |A| ×|B| |C|, there is a unique pair of local branches (U
a
j , U
c
k)
such that wa ∈ |Uaj |, wc ∈ |U
c
k|. Since |F |(wa) = |G|(wc) ∈ |B|, the corresponding indices ij, ik
coincide. Hence there is an open set
Uacjk := {(x, γ, y) : x ∈ U
a
j , γ = γj ◦ γk|y, y ∈ U
c
k} ⊂ Z0.
13 Since B is nonsingular, we may identify Z0 with the strict fiber product A0 ×|B| C0. However, later on
we will apply this construction to certain nonsingular B, and so it is convenient to retain more general language
here.
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It remains to observe that the collection of all such sets, with weights
macjk :=
mjamkc
mij
,
forms a local branching structure over Nz. This proves (ii).
To prove (iii), it suffices by (ii) to consider the case when there is a layered covering F :
B′ → B. Define W by setting W0 := B′0 × [0, 3/4) ⊔ B0 × (1/4, 1] and
W1 :=
(
B′1 × [0, 3/4)
)
⊔
(
B1 × (1/4, 1]
)
⊔
(
(B′0)± × (1/4, 3/4)
)
,
where (x, t)+ ∈ (B′0)+ × (1/4, 3/4) denotes a morphism from (x, t) ∈ B
′
0 × (1/4, 3/4) to
(F (x), t) ∈ B0 × (1/4, 3/4) and (x, t)− is its inverse. The nonsingularity of B′,B implies that
W is a nonsingular groupoid in the category of oriented manifolds with boundary. In fact, its
boundary ∂W projects to ∂I under the obvious projection W → I, where I is the category
with objects [0, 1] and only identity morphisms. Further ∂W may obviously be identified with
−B′ ⊔ B. Therefore W is a cobordism from B′ to B.
It remains to check that W is a wnb groupoid. Since
|W |H ∼=
(
|B′|H × [0, 1/4)
)
∪
(
|B|H × [1/4, 1]
)
,
we define ΛW to be the pullback of Λ
′
B on |B
′|H × [0, 1/4) and the pullback of ΛB on |B|H ×
[1/4, 1]. It is obvious that (W ,Λ) has local branching structures at all points of |W |H except
possibly for p ∈ |B|H × {1/4}. But here one constructs suitable local branches as in the proof
of (ii), using Lemma 3.10 as before. 
3.3. Branched manifolds and resolutions.
Definition 3.12. A branched manifold structure on a topological space Z consists of a wnb
groupoid (B,Λ) together with a homeomorphism f : |B|H → Z. Two such structures (B,Λ, f)
and (B′,Λ′, f ′) are equivalent if they have a common weighted equivalence, i.e. if there is a
third structure (B′′,Λ′′, f ′′) and weighted equivalences F : B′′ → B, F ′ : B′′ → B′ such that
f ′′ = f ◦ |F |H = f
′ ◦ |F ′|H.
A branched manifold (Z,ΛZ) is a pair, consisting of topological space Z together with
a function ΛZ : Z → (0,∞), in which Z is equipped with an equivalence class of branched
manifold structures that induce the function ΛZ .
Two d-dimensional branched manifolds (Z,ΛZ) and (Z
′,Λ′Z) are commensurate if they
have commensurate branched manifold structures. They are cobordant if there is a (d + 1)-
dimensional branched manifold (W,ΛW ) in the category of smooth manifolds with boundary
whose (oriented) boundary decomposes into the disjoint union (−Z,ΛZ) ⊔ (Z
′,Λ′Z).
Proposition 3.11 implies that if (Z,ΛZ) and (Z
′,Λ′Z) are commensurate any pair of branched
manifold structures on them have a common layered covering. Further any pair of commensu-
rate branched manifolds are cobordant via a branched manifold.
We now consider maps from branched manifolds to orbifolds. These are induced by smooth
functors F : (B,Λ)→ X where X is an ep groupoid. It is convenient to consider X as a weighted
but singular branched groupoid with weighting function that is identically equal to 1. In this
case |X |H = |X | and every point p has a local branch structure with one branch, namely any
open set containing a point x ∈ π−1(p). This groupoid satisfies all conditions of Definition 3.2,
except that it is singular and the local branches do not inject into |X |.
The following definition is motivated by the example of the inclusion F : Z → X of Exam-
ple 2.10, where X is the teardrop groupoid and (Z,ΛZ) is as in Example 3.3(i). We want to
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consider this as some kind of equivalence, but note that F does not push ΛZ forward to ΛX ≡ 1
at all points. Rather (|F |H)∗(Λ′)(p) = 1 except at the singular point of |X | where it equals 1/k.
The fact that this is the unique nonsmooth point in the sense of Definition 2.12 motivates the
following definition.
Definition 3.13. Let (B,Λ) be a wnb groupoid and X an ep groupoid. A functor F : (B,Λ)→ X
is said to be a resolution of X if the following conditions hold:
(Covering) F is a local diffeomorphism on objects,
(Properness) the induced map |F |H : |B|H → |X | is proper.
(Weighting) (|F |H)∗(Λ′) = 1 at all smooth points of |X |.
Similarly, a map φ : (Z,ΛZ) → (Y ,Λ) from a branched manifold to an orbifold is called a
resolution of (Y ,Λ) if it is induced by a resolution F : (B,Λ) → X where (B,Λ, f) is a
branched manifold structure on (Z,ΛZ) and (X , f
′) is an orbifold structure on (Y ,Λ). Here we
require that the diagram
|B|H
|F |H−→ |X |
f ↓ f ′ ↓
Z
φ
−→ Y
commute.
Note that for any resolution F : B → X the induced map |F |H : |B|H → |X | ≡ |X |H is
surjective; its image is closed by the properness assumption, and is dense by the weighting
property and the fact that the smooth points are dense in |X |. Moreover, the following analog
of Lemma 3.10 holds.
Lemma 3.14. For any resolution F : B → X each x ∈ X0 has a neighborhood U that is
evenly covered by F in the sense that for all qα ∈ |F |
−1
H (|x|) there are local branching structures
(Nα, U
α
j ,m
α
j )j∈Jα at qα such that |F |H(|U
α
j |) = |U | for all α, j ∈ Jα. Moreover each set F (U
α
j )
is X -diffeomorphic to U .
Proof. Since |F |H : |B|H → |X | is proper, it is finite to one, and also open (because |X | is locally
compact and normal). In particular, there are a finite number of points qα. For each qα choose
N ′α so that it supports a local branching structure at qα. Choose a connected neighborhood
U of x so that |U | ≡ |U |H ⊂ ∩α
(
|F |H(N ′α)
)
, and then define Nα := N
′
α ∩ (|F |H)
−1(|U |). Then
|F |H(|Uαj |H) is closed in |U | since |U
α
j |H is closed in Nα and |F |H is proper. But |F |H(|U
α
j |H)
is also open in |U |, since it is the image of Uαj under the composite of the two open maps
F : B0 → X0 and π : X0 → |X |. Hence |F |H(|Uαj |H) = |U | since |U | is connected. This proves
the first statement. Since there are only finitely many pairs (α, j) and X is sse, one can now
restrict U further so that the second statement holds. 
Lemma 3.15. (i) If F : A → X and G : C → X are resolutions of the ep groupoid X then
the (weak) fiber product Z := A×X C of A and C over X may be given the structure of a wnb
groupoid, and the induced functors Z → B,Z → A are layered coverings.
(ii) If F : B → X is a resolution and G : X ′ → X is an equivalence then B′ := B ×X X ′ is a
wnb groupoid. Moreover the induced functor F ′ : B′ → X ′ is a resolution, while G′ : B′ → B is
an equivalence.
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Proof. The proof of (i) is very similar to that of Proposition 3.11 (ii), using Lemma 3.14 instead
of Lemma 3.10. Its details will be left to the reader.
To see that B′ in (ii) is a wnb groupoid one need only choose the set U of Lemma 3.14 so
small that it is X -diffeomorphic to a subset of G(X ′0). Then it can be lifted into X
′, and the
rest of the proof is clear. 
Note that the diagram
B′ := B ×X X ′
F ′
−→ X ′
G′ ↓ G ↓
B
F
−→ X ,
considered in Lemma 3.15(ii) does not in general commute strictly, but only “up to homotopy”.
In particular, the map F ′ : B′0 → X
′
0 is always surjective, while F : B0 → X0 may not be; cf.
Remark 4.17(i).
The following result restates the main assertion of Theorem 1.1.
Proposition 3.16. Every ep groupoid X has a resolution that is is unique up to commensura-
bility and hence up to cobordism.
The uniqueness statement follows immediately from Lemma 3.15 and Proposition 3.11. We
give two proofs of the existence statement in §4. The first gives considerable control over the
branching structure of the resolution, while the second, which constructs the resolution as a
multisection of a bundle E → X , is perhaps more direct. However, it gives a resolution as
defined above only when X acts effectively on E .
Remark 3.17. One might argue that the above definition of resolution is not the most appro-
priate for groupoids that are not effective; cf. the example in Remark 4.5 (ii). We are mostly
interested in resolutions because they give easily understood representatives for the fundamen-
tal class of an orbifold. But we have defined the fundamental class of X so that it is the same
as that of Xeff ; see §2.3. Therefore we could define a resolution of X simply to be a resolution
F : (B, λ,Λ)→ Xeff of Xeff . The information about the trivially acting partKx of the stabilizer
groups Gx of X would then be recorded in the (strict) pullback
14 (B′, λ′,Λ′) of the fibration
X → Xeff by F . Here B′ has the same objects, orbit space and weighting function as B. But
the morphisms in B′ from x to y equal the set MorX (F (x), F (y)) if there is a morphism in B
from x to y, and equal the empty set otherwise. If composition is defined by pull back from X ,
one readily checks that B′ is a groupoid. Since the morphisms in B′ act trivially on the objects,
one can easily extend the definition of wnb groupoid to include this case. Hence (B′, λ′,Λ′)
may also be considered as a kind of resolution of X .
3.4. The fundamental class. We now show that each compact branched manifold (Z,ΛZ) of
dimension d carries a fundamental class [Z] ∈ Hd(Z,R) which is compatible with resolutions;
that is, if φ : (Z,ΛZ)→ Y is any resolution, then φ∗([Z]) = [Y ], where [Y ] is the fundamental
class of the orbifold Y discussed in §2.3. We shall define [Z] as a singular cycle using trian-
gulation, but also show in Proposition 3.25 that in “nice” (i.e. tame) cases, one can integrate
over [Z]. In order to construct a suitable integration theory we shall need to consider smooth
partitions of unity.
14 One could also use the weak pullback B ×Xeff X , but this is somewhat larger.
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Definition 3.18. Let (Z,ΛZ) be a branched manifold and M a smooth manifold. A map
g : Z → M is smooth iff for one (and hence any) branched manifold structure (B,Λ, f) on Z
the composite
g0 : B0
πH→ |B|H
f
→ Z
g
→M
is smooth. This is equivalent to saying that g is induced by a smooth functor B → M, where
M is the category with objects M and only identity morphisms.
A smooth partition of unity subordinate to the covering N = {Nk}k∈A, of Z is a
family βk, k ∈ A, of smooth functions Z → R such that
(i) suppβk ⊂ Nk for all k,
(ii) for each z ∈ Z only finitely many of the βk(z) are nonzero, and
(iii)
∑
k βk(z) = 1.
The above smoothness condition is quite strong. For example, if φ : D1 → R2 in the example
of Remark 3.4(ii) does not extend to a smooth function near ∂D1, there is no smooth function
g : |Bφ|H → R2 that is injective over the image of R1. We shall deal with these problems by
introducing the notion of tameness.
Definition 3.19. Let Ω be a precompact open subset of Rd. It is said to have piecewise
smooth boundary if for every x ∈ ∂Ω there is a neighborhood Ux of x and smooth functions
f1, . . . , fk : Ux → R such that
(i) Ux ∩ Ω = {y ∈ Ux : fi(y) ≤ 0, for all i = 1, . . . , k};
(ii) x ∈ ∂Ω⇐⇒ fi(x) = 0 for at least one i;
(iii) Let x ∈ ∂Ω and write Ix = {i : fi(x) = 0}. Then the set of vectors dfi(x), i ∈ Ix, is linearly
independent.
Moreover, Ω is said to have piecewise smooth boundary over an open set N ⊂ Rd if the
above conditions hold for every x ∈ N ∩ ∂Ω.
Note the following facts about domains Ω with piecewise smooth boundary.
• Any smooth function defined on the closure Ω has a smooth extension to Rd;
• The boundary ∂Ω has zero measure;
• The intersection ∩j∈JΩj of a generic finite collection Ωj , j ∈ J, of such domains also has
piecewise smooth boundary. More precisely, suppose that each Ωj is contained in the interior
of the ball BR of radius R. Then the set of diffeomorphisms φj , j ∈ J of BR such that
∩j∈Jφj(Ωj) has piecewise smooth boundary has second category in the group
∏
j∈J Diff(BR).
Sets Ωj , j ∈ J, with this property will be said to be in general position or to intersect
transversally.
Definition 3.20. A d-dimensional wnb groupoid (B,Λ) is said to be tame iff if it has local
branching structures (Npk , U
k
i ,m
k
i )k∈K such that the following conditions are satisfied.
(i) |B|H = ∪k∈KNpk .
(ii) For each local branch Uki there is an injective smooth map φ
k
i : U
k
i → R
d onto the interior of
a compact domain Ωki in R
d with piecewise smooth boundary such that the composite πH◦(φki )
−1
extends to an injection ρki : Ω
k
i → |B|H.
(iii) For each pair Uki , U
ℓ
j the set Ω
k
i ∩ (ρ
k
i )
−1(ρℓj(Ω
ℓ
j)) has piecewise smooth boundary and the
transition map (ρℓj)
−1 ◦ρki extends smoothly to a local diffeomorphism defined on a neighborhood
of this set.
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If B is a groupoid in the category of manifolds with boundary we replace Rd in the above by
the half space Hd = {x ∈ Rd : x1 ≥ 0}, and require that all sets meet ∂Hd transversally.
The main point of this definition is to ensure that that the branch locus is piecewise smooth
and hence has zero measure.
Lemma 3.21. Every weighted refinement of a tame wnb groupoid may be further refined to be
tame.
Proof. Suppose that (B,Λ) is tame. Since |B|H is unchanged under refinement, the branching
locus of any refinement F : B′ → B is piecewise smooth. If we use the pullback local branching
structures on B′, then the taming condition (ii) may not be preserved because it concerns the
objects rather than the morphisms of B′. Nevertheless it is easy to see that there is a further
refinement B′′ → B′ for which it holds. Then (iii) also holds. 
In view of the above lemma, we shall say that the branched manifold (Z,ΛZ) is tame if
its structure may be represented by a tame wnb groupoid.
In the following lemma we write V ❁ U to mean that the closure cl(V ) of V is contained in
U .
Lemma 3.22. Every wnb groupoid (B,ΛB) has a layered covering that is tame.
Proof. Choose a locally finite cover of |B|H by sets Nk, k ∈ N, as in Definition 3.2. For each k
let Uki , i ∈ Ak, be the corresponding local branches. Without loss of generality we may suppose
that each local branch Uki is identified with a subset of R
d. Since |B|H is normal we may choose
open subsets W ′k, N
′
k,Wk of Nk such that the N
′
k cover |B|H and
W ′k ❁ N
′
k ❁ Wk ❁ Nk, for all k.
Since πH : U
k
i → |U
k
i |H is a homeomorphism for each i, it follows that
Uki ∩ π
−1
H (W
′
k) ❁ U
k
i ∩ π
−1
H (N
′
k) ❁ U
k
i ∩ π
−1
H (Wk) ❁ U
k
i ❁ R
d.
We now construct a sequence of commensurate wnb groupoids B0 ⊃ B1 ⊃ B2 ⊃ . . . and
sets Z1 ⊂ Z2 ⊂ · · · ⊂ |B|H such that, for all k ≥ 1, Bk is tame over Zk ⊃ ∪kj=1W
′
j and also
Bk+1 = Bk over Zk. Then B∞ := limBk will be the desired tame groupoid. (We weight all
these groupoids by pulling back ΛB. Further to say that Bk is tame over Zk means that its full
subcategory with objects in π−1H (Zk) is tame.)
We define B0 to be the full subcategory of B with objects
B00 := ⊔
k
(
⊔
i∈Ak
Uki
)
.
Because the sets Np cover |B|H, the inclusion B0 → B is a weighted equivalence.
The next step is to correct the morphisms over N ′1. Let
Ik := {I ⊂ Ak : |U
k
I |H :=
⋂
i∈I
|Uki |H 6= ∅}.
Order the sets in I1 by inclusion. Starting with a maximal I ∈ I1 and then working down,
choose sets |V 1I |H ⊆ |U
1
I |H satisfying the following conditions for all I, J :
• I ⊃ J =⇒ |V 1I |H ⊆ |V
1
J |H ;
• |V 1I |H ∩ (N1 \W1) = |U
1
I |H ;
• for one (and hence every) i ∈ I the subset π−1H (|V
1
I |H) of U
1
i ⊂ R
d has piecewise smooth
boundary over π−1H (N
′
1).
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• |V 1i |H = |U
1
i |H for all i.
For all k > 1 and I ⊂ Ak set |V kI |H := |U
k
I |H. Then define B
1 to be the subcategory of
B0 with the same objects, labelled for convenience as V ki instead of U
k
i , and with morphisms
determined by the identities⋂
i∈I
|V ki |H = |V
k
I |H, for all I ⊂ Ak, k ≥ 1.
Then B1 is a wnb groupoid commensurate to B0. (Note that the inclusion |B1|H → |B0|H = |B|H
is proper because we did not change the morphisms near the boundary ∂N1.) Now choose Z1
so that W ′1 ❁ Z1 ❁ N
′
1 and so that for each i ∈ A1 its pullback π
−1
H (Z1) ∩ U
1
i has piecewise
smooth boundary and is transverse to the sets π−1H (V
1
I ) ∩ U
1
i for all I ∈ I1. Then, B
1 is tame
over Z1.
We next repeat this cleaning up process over N2, making no changes to the morphisms lying
over a neighborhood of Z1 ∪ (N2 \W2) and taming the morphisms over N ′2. We then choose a
suitable set Z2 ⊃ Z1 ∪W ′2 to obtain a groupoid B
2 that is tame over Z2. Continuing this way
we construct the Bk and hence B∞. 
Lemma 3.23. Let (B,Λ) be a tame wnb groupoid and let N be any open cover of |B|H. Then
|B|H has a smooth partition of unity subordinate to N .
Proof. By Remark 3.4(iv), we may suppose that N consists of sets of the form Np, where
(Np, U
p
i ,mi) are local branching structures. Pick out a countable subset A such that the sets
Np, p ∈ A, form a locally finite covering of |B|H. Since |B|H is normal by Proposition 3.6, there
are open sets N ′p ❁ N
′′
p ❁ Np such that {N
′
p}p∈A is an open cover of |B|H. For each p ∈ A
we shall construct a smooth function λp : Np → [0, 1] that equals 1 on N ′p and has support in
N ′′p . Then λ :=
∑
p∈A λp : |B|H → R is everywhere positive and smooth. Hence the functions
βp := λp/λ form the required partition of unity.
For each p, we construct λp : Np → R inductively over its subsets Qpm := ∪
m
i=1|U
p
i |H, where
Up1 , . . . , U
p
k are the local branches at p. To begin, choose a smooth function f
p
1 : U
p
1 → [0, 1] that
equals 1 on π−1H (cl(N
′
p)) and has support in π
−1
H (N
′′
p ). This exists because the map πH : U
p
1 → Np
is proper. Since Up1 injects into Np, we may define λp(q) for q ∈ Q
p
1 by
λp(q) := f
p
1 (x), where πH(x) = q.
By the tameness hypothesis, the pullback by πH of λp to U
p
2 (which is defined over U
p
2 ∩
π−1H (|U
p
1 |H)) may be extended over U
p
2 to a smooth function f
p
2 that equals 1 on π
−1
H (cl(N
′
p))
and has support in π−1H (N
′′
p ). Now extend λp over Q
p
2 by setting it equal to the pushdown of
fp2 over πH(U
p
2 ). Continuing in this way, one extends λp to a function on the whole of Np that
equals 1 on π−1H (cl(N
′
p)) and has support in π
−1
H (N
′′
p ).
It remains to check that λp : |B|H → R is smooth. Its pull back to any local branch U
p
i is
smooth by construction. Consider any other point x ∈ B0 such that πH(x) ∈ Np. Then there
is some point y ∈ Upi such that |x| = |y| by the covering property of the local branches. Hence
there is a local diffeomorphism φyx of a neighborhood of x to a neighborhood of y and so λp ◦πH
is smooth near x because it is smooth near y. 
Let (B,Λ, f) be a compact tame d-dimensional branched manifold structure on (Z,ΛZ).
Choose a smooth partition of unity {βp} on |B|H that is subordinate to a covering by sets Np
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that support local branching structures (Np, U
p
i ,mi). If g : Z → M is any smooth map into a
manifold, and µ is a closed d-form on M (where d = dimZ), we define
(3.2)
∫
Z
g∗µ :=
∑
p,i
mi
∫
Up
i
(πH)
∗βp (g ◦ f ◦ πH)
∗µ.
As we explain in more detail below, the reason why this is well defined and independent of
choices is that, because B is tame, its branching locus is a finite union of piecewise smooth
manifolds of dimension d− 1 and so has zero measure.15
Lemma 3.24. (i) The number
∫
Z g
∗µ defined above is independent of the choice of partition
of unity.
(ii) If g is bordant to g′ : Z ′ → M by a bordism through a tame wnb groupoid, then
∫
Z
g∗µ =∫
Z′(g
′)∗µ. In particular, it is independent of the choice of (B,Λ).
Proof. First suppose that the partitions of unity βp, β
′
p are subordinate to the same covering
and consider the product groupoid B × I where I has objects I0 := [0, 1] and only identity
morphisms and ΛI ≡ 1. There is a partition of unity {β′′p} on B × I that restricts on the
boundary to the two given partitions of unity and is subordinate to the cover Np × |I|. Hence
by Stokes’ theorem, it suffices to show that∑
p,i
∫
Up
i
mi(πH)
∗(βp − β
′
p) (πH ◦ pr)
∗µB =
∑
p,i
mi
∫
Up
i
×I0
(πH)
∗(dβ′′p ) (πH)
∗µB = 0,
where µB := (g ◦ f)∗µ and pr : B0 × I0 → B0 is the projection. Let V ⊂ (|B|H \ |Br|H) be a
component of the complement of the branching locus, and let Λ(V ) be the constant value of Λ
on V (cf. Proposition 3.6). Because the branching locus in each Upi has zero measure it suffices
to show that the sum of the integrals over
(
Upi ∩π
−1
H (V )
)
× I0 vanishes for each V . But V ∩Np
is diffeomorphic to Upi ∩ π
−1
H (V ) for every i for which the intersection is nonempty. Hence,
because supp(βp) ⊂ Np, it makes sense to integrate over V and V × I0, and we find that∑
p,i
mi
∫
(Up
i
∩π−1
H
(V ))×I0
(πH)
∗(dβ′′p ) (πH ◦ pr)
∗µB =
∑
p
Λ(V )
∫
V×I0
dβ′′p pr
∗µB
which vanishes because
∑
p β
′′
p = 1.
The proof of Proposition 3.11 shows that any two covers that support local branching struc-
tures have a common refinement that supports a local branching structure. Hence to prove (i)
it suffices to show that if {βp} is subordinate to {Np} and the cover {N ′q} refines {Np} then
there is some partition of unity subordinate to {N ′q} for which the two integrals are the same.
The previous paragraph shows that the first integral may be written as∑
V
∑
p
∫
V
Λ(V )βp µV ,
and so this statement holds by the standard arguments valid for manifolds.
To prove (ii), note that if (W ,ΛW ) is a tame cobordism from (B,Λ) to (B′,Λ′) then every
partition of unity on its boundary extends to a partition of unity on the whole groupoid.
Moreover we can construct the extension to be subordinate to any covering that extends those
on the boundary. The rest of the details are straightforward, and are left to the reader. 
15 Achieving an analog of this is also a crucial step in the work of K. Cieliebak, I. Mundet i Riera and D.
Salamon, though they use rather different methods to justify it: cf. [4, Lemma 9.10].
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Proposition 3.25. Let (Z,ΛZ) be a compact d-dimensional branched manifold with boundary.
Then the singular homology group Hd(Z, ∂Z;R) contains an element [Z] called the fundamental
class with the following properties:
(i) If the weights of all the branches of Z are rational then [Z] ∈ Hd(Z;Q).
(ii) If φ : (Z ′,ΛZ′)→ (Z,ΛZ) is any layered covering, φ∗([Z ′]) = [Z].
(iii) The image of [Z] under the boundary map Hd(Z, ∂Z;R)→ Hd−1(∂Z;R) is [∂Z].
(iv) If φ : (Z,ΛZ)→ Y is any resolution of the orbifold Y , then φ∗([Z]) = [Y ] ∈ Hd(Y ;R).
(v) Suppose further that Z is tame. Then for any smooth map g : Z →M of Z into a smooth
manifold M and any closed d-form µ on M ,
[µ](g∗([Z])) =
∫
Z
g∗(µ).
Proof. By Lemma 3.22 we may assume that (Z,ΛZ) is commensurate with a branched manifold
(B,ΛB) with structure given by the tame nonsingular wnb groupoid (B,ΛB). The tameness
condition implies that |B|H may be triangulated in such a way that both the branching locus
|Br|H and the boundary of |B|H are contained in the (d − 1)-skeleton. More precisely, we can
arrange that any (open) (d−1)-simplex that intersects this |Br|H∪∂(|B|H) is entirely contained
in this set, and that no open d-simplex meets it. By first triangulating the boundary we may
assume that similar statements (with d replaced by d− 1) hold for its branching locus. Then,
ΛB is constant on each open d-simplex σ in the triangulation T . To simplify the proof below
we will refine T until each of its (d− 1)-simplices ρ lies in the support Np of a local branching
structure such that Np contains all the d-simplices that meet ρ.
Suppose that B has no boundary. Then we claim that the singular chain defined on |B|H by
c(|B|H) :=
∑
σ∈T
ΛB(σ) [σ]
is a cycle. To see this, consider an open (d− 1)-simplex ρ. If ρ lies in |B|H \ |Br|H then it is in
the boundary of precisely two oppositely oriented d-simplices with the same weights. Hence it
has zero coefficient in ∂c(|B|H). Suppose now that ρ lies in the branching locus. Choose a local
branching structure (Np, U
p
i ,mi) such that ρ and all the d-simplices that meet it are contained
in Np. Each simplex σ whose boundary contains ρ lies in a component of |B|H \ |Br|H and so,
for each i, σ ∩ |Upi |H is either empty or is the whole of σ. Moreover,
ΛB(σ) =
∑
i:σ∩|Up
i
|H 6=∅
mi.
Hence ΛB(σ)[σ] is the pushforward of the chain∑
i:σ∩|Up
i
|H 6=∅
mi [(πH)
−1(σ) ∩ Upi ] on B0.
Because the simplices in Upi cancel each other out in pairs in the usual way, ρ again makes no
contribution to ∂c(|B|H). We now define [|B|H] to be the singular homology class represented
by c(|B|H), and [Z] to be its pushforward by |B|H → Z.
Note that if Z and hence B has boundary, then (iii) holds for the cycles [|B|H] and [Z] by our
choice of triangulation. Any two triangulations of |B|H can be considered as a triangulation of
|B|H×{0, 1} and then extended over |B|H×[0, 1]. Applying (iii) to [|W |H] whereW = B×I, one
easily sees that [Z] is independent of the choice of triangulation. A similar argument shows that
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[Z] is independent of the choice of representing groupoid (B,ΛB), since any two such groupoids
are cobordant by Proposition 3.11(iii). Therefore the singular homology class [Z] ∈ Hd(Z) is
independent of all choices. It satisfies (i) by definition.
The other statements follow by standard arguments. In particular (ii) holds by a cobordism
argument and (v) holds because we can assume that both the triangulation and the partition
of unity are subordinate to the same covering {Np}. Hence each d-dimensional simplex in T
lies in some component V of |B|H \ |Br|H and so we can reduce this to the usual statement for
manifolds. 
Remark 3.26. Above we explained the class g∗([Z]) for a smooth map g : Z → M in terms
of integration. However, it can also be understood in terms of intersection theory. In fact,
because [Z] is represented by the singular cycle f : c(|B|H)→ Z, the number [µ](g∗([Z])) may be
calculated by counting the signed and weighted intersection points of the cycle g ◦f : c(|B|H)→
M with any singular cycle in M representing the Poincare´ dual to [µ]; cf. Example 3.3(ii).
Detailed proofs of very similar statements may be found in [4].
4. Resolutions
Our first aim in this section is to show that every orbifold X has a resolution. We then
discuss the relation between resolutions and the (multi)sections of orbibundles. Although we
shall assume that X is finite dimensional, many arguments apply to orbifolds in any category.
4.1. Construction of the resolution. Let Y be a (possibly not effective) orbifold. Choose a
good atlas (Ui, Gi, πi), i ∈ A, for Y and use it to construct an orbifold structure X on Y with
objects ⊔Ui; cf. the discussion after Definition 2.11. For each finite subset I ⊂ A, we denote
|UI | :=
⋂
i∈I
|Ui| ⊂ |X |, GI :=
∏
i∈I
Gi.
We shall not assume that the sets |UI | are connected, although it would slightly simplify the
subsequent argument to do so. We shall identify the countable set A with a subset of N, and
shall write I as {i1, . . . , ik}, where i1 < i2 < · · · < ik. The length of I is |I| := k.
We now define some sets ÛI . If I = {i} we set Ûi := Ui. When |I| > 1 we define ÛI to be
the set of composable tuples (δk−1, . . . , δ1) of morphisms, where
s(δj) ∈ Uij , for 1 ≤ j ≤ k − 1, and t(δk−1) ∈ Uik .
Since s and t are local diffeomorphisms, ÛI is a manifold.
16 Further, ÛI supports an action of
the group GI via:
(δk−1, . . . , δ1) · (γk, . . . , γ1) = (γ
−1
k δk−1γk−1, . . . , γ
−1
2 δ1γ1).
The action of GI is not in general free. Indeed if x = s(δ1) the stabilizer of (δk−1, . . . , δ1) is a
subgroup of GI isomorphic to Gx. (For example, given δ ∈ Û12 and g1 ∈ Gs(δ) there is a unique
16 It is important that bUI consists of morphisms rather than being the corresponding fiber product of the Ui
over |UI |, since that is not a manifold in general. For example, suppose that U1 = U2 = R and G1 = G2 = Z/2Z
acting by x 7→ −x and that each Ui maps to |X| = [0,∞) by the obvious projection. Then bU12 can be identified
with the two disjoint lines {(x, x) : x ∈ R} and {(x,−x) : x ∈ R}. On the other hand, the fiber product U1×piU2
consists of two lines that intersect at (0, 0). Thus this step reformulates Liu–Tian’s concept of desingularization
in the language of orbifolds: see [14, §4.2].
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g2 ∈ Gt(δ) such that δ = g
−1
2 δg1.) On the other hand, for each ℓ ∈ I the group
(4.1) G′ℓI :=
∏
i∈I\ℓ
Gi
does act freely on ÛI . The obvious projection πI : ÛI → |UI | ⊂ |X | identifies the quotient
ÛI/GI with |UI |. Note that each component of ÛI surjects onto a component of |UI |.
The resolution is a groupoid with objects contained in the sets ÛI and morphisms given by
certain projections π̂JI that we now explain. For each ij ∈ I there is a projection π̂ijI : ÛI →
Ûij = Uij defined as
π̂ijI(δk−1, . . . , δ1) = s(δj), if j < k
= t(δk−1), if j = k.
If k = |I| ≥ 3 and J = I \ {iℓ} we define a projection π̂JI : ÛI → ÛJ as follows:
π̂JI(δk−1, . . . , δ1) = (δk−1, . . . , δ2) if ℓ = 1,
= (δk−1, . . . , δℓδℓ−1, . . . , δ1) if 1 < ℓ < k,
= (δk−2, . . . , δ1) if ℓ = k.
This map is equivariant with respect to the actions of GI and GJ , and identifies the image
π̂JI(ÛI) as the quotient of ÛI by a free action of Giℓ . If J is an arbitrary subset of I with
|J | > 1 we define π̂JI as a composite of these basic projections. If J = {j} we define π̂JI := π̂jI .
Clearly π̂jJ ◦ π̂JI = π̂jI , whenever {j} ⊂ J ⊂ I.
Figure 4.1. An A-compatible covering V ; the sets VI have dashed boundaries.
Definition 4.1. Let X be an ep groupoid constructed from the good atlas A. A covering
V = {|VI |}I⊆A of |X | is called A-compatible if the following conditions hold:
(i) |VI | ❁ |UI | for all I,
(ii) cl(|VI |) ∩ cl(|VJ |) 6= ∅ iff |VI | ∩ |VJ | 6= ∅ iff one of I, J is contained in the other.
(iii) for any i ∈ I, any two distinct components of π−1i (|VI |) ⊂ Ui have disjoint closures in Ui.
If V is A-compatible, the V-resolution XV of X is a nonsingular groupoid defined as follows.
Its set of objects is
(XV)0 := ⊔I V̂I ,
where V̂I = π
−1
I (|VI |) ⊂ ÛI and I is any subset of A. For J ⊆ I the space of morphisms
with source V̂I and target V̂J is given by the restriction of π̂JI to π
−1
I (|VI | ∩ |VJ |). When
I = J these are identity maps. The category is completed by adding the inverses of these
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morphisms. The projection from the space of objects of XV to its Hausdorff orbit space is
denoted π̂H : (XV)0 → |XV |H.
Figure 4.2. (XV)0, |XV |H and |X | with |G1| = |G2| = 2. The points p1, p2
project down to w.
Observe that we do not need to add the composites of the form π̂JI ◦ (π̂KI)−1, for such
morphisms would be defined over the intersection |VI | ∩ |VJ | ∩ |VK | which is nonempty only if
K ⊂ J ⊂ I or J ⊂ K ⊂ I. In the former case this composite is (π̂KJ )−1 while in the latter it
is π̂JK . Hence in either case it is already in the category.
Since XV has at most one morphism between any two objects, it is a nonsingular sse Lie
groupoid. It need not be proper. However, we now show that it does have a weighting.
Proposition 4.2. Let X ,A and V satisfy the conditions in Definition 4.1, and form XV as
above. Then there is a weighting function ΛV : |XV |H → (0,∞) such that (XV ,ΛV) is a wnb
groupoid. Moreover (XV ,ΛV) is commensurate with X .
The proof uses the following technical lemma. For each component |VI |α of |VI | ⊂ |X | we
set V̂ αI := π
−1
I (|VI |
α) ∩ ÛI , where πI : ÛI → |UI | ⊂ |X | is the obvious projection.
Lemma 4.3. Assume X and V are as in Proposition 4.2. Then the following statements hold.
(i) For each α ∈ π0(|VI |), the group GI acts transitively on the components of V̂ αI .
(ii) For each ℓ ∈ I the group G′ℓI acts freely on the components of ÛI .
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(iii) If I ⊂ J and q ∈ V̂I projects down to πI(q) ∈ |VI | ∩ |VJ |, there are exactly |GJ |/|GI |
components of V̂J whose image by π̂IJ contains q.
Proof. (i) holds because as we remarked above the projection πI : V̂
α
I → |VI |
α quotients out
by the action of GI .
We shall check (ii) for ℓ = i1. (The other cases are similar.) Then the element (γk, . . . , γ2, 1)
of G′i1I acts on ÛI via the maps
(δk−1, . . . , δ1) 7→ (γ
−1
k δk−1γk−1, . . . , γ
−1
2 δ1).
If the source and target of this map lie in the same component of V̂I then the morphisms δi
and γ−1i+1δiγi lie in the same component of X1 for each i. In particular, δ1 and γ
−1
2 δ1 lie in
the same component of X1. Hence composing with δ
−1
1 we see that γ2 ∈ G2 is isotopic to an
identity map. But because id : X0 → X1 is a section of the local covering map s : X1 → X0
the set of identity morphisms form a connected component of X1 in any groupoid X . Hence
we must have γ2 = 1. Repeating this argument we see that γi = 1 for all i. This proves (ii).
Finally (iii) holds because the set of components of V̂J whose image by π̂IJ contains q form
an orbit of an action by the group
∏
i∈J\I Gi which is free by (ii). 
Proof of Proposition 4.2. Without loss of generality we assume that X is connected and
define κ to be the order of the stabilizer of a generic point in X0. Thus κ = 1 iff X is effective.
We first investigate the relation of XV to X . To this end, define the functor F : XV → X on
objects as the projection
F : V̂I → Ui1 , (δk−1, . . . , δ1) 7→ s(δ1).
The morphisms given by π̂JI are taken to identities if i1 ∈ J . If not, the projection π̂IJ with
source (δk−1, . . . , δ1) is taken to the composite δr−1 ◦ · · · ◦ δ1 where ir is the smallest element
in I ∩ J .
Figure 4.3. This is a diagram of part of |X |. Here Iu = {1}, Ju = {1, 2};
Iv = Jv = {1}; and Iw = {1, 3}, Jw = {1, 2, 3}.
Since |X | is Hausdorff, the induced map |XV | → |X | factors through |F |H : |XV |H → |X |.
For each w ∈ |X |, let I = Iw (resp. J = Jw) be the subset of minimal length such that
w ∈ cl(|VI |) (resp. w ∈ |VJ |). (See Fig. 4.3.) Note that I ⊆ J because V is A-compatible.
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For each ℓ such that w ∈ |Uℓ|, w has precisely |Gℓ|/|Gw| preimages x in Uℓ ⊂ X0, where Gw
denotes the isomorphism class of the stabilizer groups Gx. If w ∈ |VL| and ℓ ∈ L, then each
such x lies in Uℓ ∩ π̂ℓL(V̂L). (Here we identify Uℓ with Ûℓ.) By Lemma 4.3, each x has |G′ℓL|
preimages in V̂L, each lying in a different component. Thus w has |GL|/|Gx| preimages in V̂L:
cf. Fig. 4.2. Moreover the minimality of J = Jw implies that w has |GJ |/|Gx| preimages in
|XV |. On the other hand, if I = Iw 6= J two such preimages map to distinct elements in |XV |H
iff the corresponding elements of V̂J map to distinct elements of ÛI under the projection π̂IJ .
Hence w has |GI |/|Gx| preimages p in |XV |H.
Now consider p ∈ |XV |H and let |F |H(p) = w. Define ΛV : |XV |H → R by setting ΛV(p) =
κ/|GI | where I = Iw is as above. Then, because w has |GI |/|Gx| preimages p in |XV |H,
(|F |H)∗(ΛV)(w) = 1 provided that κ = |Gx|, i.e. provided that w is smooth. Hence F is a
layered equivalence, provided that (XV ,ΛV) is a branched manifold.
Thus it remains to check that the conditions of Definition 3.2 hold for (XV ,ΛV). In the
following construction, each local branch at p lies in a component of V̂J , where J = Jw as
defined above. They will all be assigned the same weight κ/|GJ |. The remarks in the preceding
paragraph give rise to the following characterization of the fiber in |XV | over p ∈ |XV |H.
Define I = Iw, J = Jw as above, where w = |F |H(p). Since p ∈ cl(|V̂I |H) there
is a convergent sequence pn → p of elements in |V̂I |H. Lift this sequence to V̂I
and choose q ∈ cl(V̂I) ⊂ ÛI to be one of its limit points. Then the points in the
fiber over p in |XV | are in bijective correspondence with the |GJ |/|GI | distinct
elements in V̂J that are taken to q by π̂IJ .
In particular, the elements in the fiber over p lie in different components of |V̂J |. It follows that
for any K each component of V̂K maps bijectively onto a closed subset of the inverse image
|V̂K |H := (|F |H)−1(|VK |) of |VK | in |XV |H. (Note that each component of V̂K injects into |XV |
because XV is nonsingular.)
To construct the local branches at p, first suppose that Iw = Jw. This hypothesis implies
that p ∈ |V̂ αI |H for some component |VI |
α of |VI | ⊂ |X |, but that p /∈ cl(|V̂K |H) for any K ( I.
Take
Np := |V̂
α
I |H \
( ⋃
K(I
cl(|V̂K |H)
)
,
and choose a single local branch U1 equal to the inverse image of Np in any component of V̂
α
I .
(Note that each component of V̂ αI surjects onto the connected set |V̂I |
α
H since the components
of ÛI surject onto those of |UI |.) As mentioned above, we set m1 := κ/|GI |. Since ΛV equals
κ/|GI | at all points of Np, the conditions are satisfied in this case.
If p ∈ ∂(|V̂I |αH) where I = Iw , we choose N to be a connected open neighborhood of p in
|XV |H that satisfies the following conditions:
(i) N ⊂ |V̂L|H for all L such that p ∈ |V̂L|H,
(ii) N is disjoint from all sets cl(|V̂K |H) such that p /∈ cl(|V̂K |H).
(This is possible because of the local finiteness of V and the fact that two sets in V intersect iff
their closures intersect.) Now define L := Lw ⊃ I to be the maximal set L such that p ∈ |V̂L|H.
Choose p′ ∈ (N∩|V̂I |H) and a lift q′ ∈ V̂ αI of p
′, i.e. so that π̂H(q
′) = p′. Then by Lemma 4.3(iii)
there are precisely |GL|/|GI | components of V̂L whose image by π̂IL contains q′. Choose their
intersections with (πH)
−1(Np) to be the local branches at p, where πH : (XV)0 → |XV |H is the
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obvious projection. Then the covering and local regularity properties of Definition 3.2 hold by
the above discussion of the fibers of the map |XV | → |XV |H. The weighting condition also holds
at p since p lies in the image of each local branch.
It remains to check the weighting condition at the other points p′′ in N . Define I ′′ := Iw′′ , the
minimal index set K such that p′′ ∈ cl(|V̂K |H). Condition (ii) for N implies that p ∈ cl(|V̂I′′ |H)
and hence that I ⊆ I ′′. On the other hand, because N ⊂ |V̂L|H the minimality of I ′′ implies
that I ′′ ⊆ L. By Lemma 4.3(iii) there are precisely |GL|/|GI′′ | components of V̂L whose image
in |XV |H meets |V̂I′′ |H near p′′. Since these correspond bijectively to the local branches that
intersect (πH)
−1(p′′) the weighting condition holds for all p′′ ∈ N . This completes the proof. ✷
In order to show that every orbifold has a resolution we need to see that suitable coverings
V do exist. This well known fact is established in the next lemma: cf. Fig. 4.1.
Lemma 4.4. Let Y be a normal topological space with an open cover {Ui} such that each set
Ui meets only finitely many other Uj. Then there are open subsets U
0
i ❁ Ui and VI ⊂ UI with
the following properties:
(i) Y ⊆ ∪i U0i , Y ⊆ ∪IVI ;
(ii) VI ∩ U0i = ∅ if i /∈ I;
(iii) if cl(VI) ∩ cl(VJ) 6= ∅ then one of the sets I, J contains the other.
Proof. First choose an open covering {U0i } of Y such that U
0
i ❁ Ui for all i. For each i, choose
ki so that Ui ∩ UJ = ∅ for all J such that |J | > ki. Then choose for n = 1, . . . , ki open subsets
Uni , W
n
i of Ui such that
U0i ❁ W
1
i ❁ U
1
i ❁ W
2
i ❁ . . . ❁ U
ki
i = Ui,
and set U ji := U
ki
i for j > ki. Then, if |I| = ℓ, define
VI =W
ℓ
I −
⋃
J:|J|>ℓ
cl(U ℓ+1J ).
We claim that this covering satisfies all the above conditions. For example, to see that Y ⊆
∪IVI , observe that the element y ∈ Y lies in VK , where K is a set of maximal length such that
y ∈ W
|K|
K . To prove (iii) first consider the case when y ∈ cl(VI) ∩ cl(VJ ) where |I| = |J | = ℓ,
but I 6= J . Then y ∈ cl(W ℓI∪J) ⊂ U
ℓ+1
I∪J ; but this is impossible because U
ℓ+1
I∪J is cut out of VI ,
which implies that cl(W ℓI∪J) does not intersect cl(VI). The rest of the proof is similar and is
left to the reader. 
Proof I of Proposition 3.16. We must show that every orbifold Y is commensurate with
a tame branched manifold. Let X be a groupoid structure on Y constructed as before from
an atlas. By applying Lemma 4.4 to the covering of |X | by the charts |Ui| of this atlas, we
may find a covering {|VI |} of |X | = Y that satisfies the conditions in Definition 4.1. We may
also choose the |VI | so that for one (and hence every) i ∈ I the pullback π−1(|VI |) ∩ Ui has
piecewise smooth boundary in Ui. Now consider the corresponding wnb groupoid (XV ,ΛV)
constructed in Proposition 4.2. This is commensurate to X , and its branch locus is piecewise
smooth. Therefore as in Lemma 3.21 it has a tame refinement. ✷
Remark 4.5. (i) If X itself is nonsingular, then the projection XV → X is an equivalence.
Indeed XV is just the refinement of X corresponding to the covering V of |X |.
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(ii) Consider the two noneffective groupoids X ,Z of Remark 2.14. Cover |X | = |Z| = S1
by three open arcs Ui, i = 1, 2, 3, whose triple intersection is empty. Then if we choose the
same covering V in both cases, the groupoids XV and ZV are isomorphic. See Fig. 7. Thus
if one wants to preserve information about the topological structure of the trivially acting
morphisms it might be better to define the resolution of a noneffective groupoid using the
approach discussed in Remark 3.17.
(c)
(b)(a)
Figure 4.4. (a) illustrates the covering U and (b) the covering V , in which
the Vi are represented by solid arcs and the Vij by dashed arcs. (c) is the
resolution |XV |H = |ZV |H . The arc is tripled over the parts of the circle not
covered by the Vi since each set V̂ij has three components.
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Compatibility with operations in SFT. In Hofer–Wysocki–Zehnder [10], it is important
that all constructions are compatible with the natural operations of symplectic field theory.
These arise from the special structure of the groupoids they consider, which live in a category
of manifold-like objects called polyfolds with boundary and corners. Though polyfolds are
infinite dimensional, their corners have finite codimension. Moreover, each groupoid X has a
finite formal dimension (or index), and its boundary is build up inductively from pieces of lower
index. For example, in the simplest situation where there is a boundary but no corners, the
boundary ∂X of X decomposes as a disjoint union of products X1 × X2 of ep groupoids Xα of
lower index (and without boundary). Hence it is important that the operation of constructing
a resolution is compatible with taking products and also extends from the boundary of X to X
itself.
We now discuss these questions in the context of finite dimensional manifolds. First consider
products. The construction of the resolution XV → X is determined by the choice of good
atlas A (together with an ordering of the set A of charts) and the choice of a subcovering V . If
Aα = {(Uαi, Gαi, παi) : i ∈ Aα} is an atlas for Xα, where α = 1, 2, then there is a product atlas
A1×A2 for X1×X2 with charts (U1i×U2j, G1i×G2j , π1i×π2j) where (i, j) ∈ A1×A2). But the
product covering by sets |V1I | × |V2J | is not A1 ×A2-compatible since there will be nonempty
intersections of the form
(
|V1I | × |V2J |
)
∩
(
|V1I′ | × |V2J′ |
)
where I ( I ′ and J ′ ( J .17 Hence
our construction does not commute with taking the product. On the other hand, the following
lemma shows that we can take the resolution of a product to be the product of resolutions of
the factors.
Lemma 4.6. For any resolutions Fα : (Bα,Λα)→ Xα for α = 1, 2 the product
F1 × F2 : (B1 × B2,Λ1,×Λ2)→ X1 ×X2
is a resolution.
Proof. This is immediate. 
We now show how to extend a resolution from ∂X to X . Note that ∂X has collar neighbor-
hood in X that is diffeomorphic18 to the product ∂X ×I ′, where I ′ denotes the trivial groupoid
with objects (−1, 0] as in Proposition 3.11(iii). Further X is diffeomorphic to the groupoid X ′
obtained by extending the collar neighborhood of ∂X by ∂X ×I, where I is the trivial groupoid
with objects [0, 1].
Lemma 4.7. Let X be an ep groupoid with boundary. Then any resolution F : B → ∂X extends
to a resolution F ′ : B′ → X of X .
Proof. Construct a resolution XV → X . As in Proposition 3.11(iii) there is a layered covering
W → ∂X ×I that restricts to B → ∂X over ∂X ×{1} and to ∂(XV )→ ∂X over ∂X ×{0}. Now
take B′ to be the union of XV with W and define F
′ to be the induced functor B′ = XV ∪W →
X ∪ (∂X × I) = X ′ ∼= X . 
17 The fact that there is no ordering of the new index set A1×A2 that is symmetric in α is less serious, since
one could define the resolution without using such an order. For example, the objects of the new resolution
would contain |I|! copies of bVI , one associated to each possible ordering of the index set I.
18Two groupoids X ,Y are diffeomorphic if there is a functor F : X → Y that is a diffeomorphism on objects
and morphisms.
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4.2. Orbibundles and multisections. We now show how branched manifolds arise as mul-
tivalued sections of (unbranched) orbibundles. This is a groupoid version of the constructions
in Cieliebak–Mundet i Riera–Salamon [4] and Hofer–Wysock–Zehnder [10].
Recall from Moerdijk [15, §5] that an orbibundle E → Y over an orbifold Y is given by
an equivalence class of functors ρ : E → X , where X is a orbifold structure on Y and E is a
groupoid constructed as follows. The objects E0 of E form a vector bundle ρ0 : E0 → X0 and
its space E1 of morphisms arise from a right action of X on E0. In other words, E1 is the fiber
product E ×X0 X1 := {(e, γ) : ρ(e) = t(γ)}, the target map is (e, γ) 7→ e and the source map
µ : E0 ×X0 X1 → E0, (e, γ) 7→ e · γ
satisfies the obvious identities: namely the diagram
E0 ×X0 X1
µ
→ E0
ρ ↓ ρ ↓
X0 ×X0 X1
s′
→ X0
commutes (here s′(t(γ), γ)) = s(γ)), the identities idx ∈ X1 act by the identity and composition
is respected, i.e. (e, γδ) = (e, γ) · δ.
This construction applies when given any sse groupoid X and any vector bundle E0 → X0
that supports a right action of X . We shall call ρ : E → X a vector bundle over X . Clearly, E
is an ep groupoid if X is. Also, if (X ,Λ) is a weighted branched manifold, we can pull Λ back
to give a weighting on E . Hence E is a wnb groupoid if X is.
Example 4.8. (i) Let E0 = TX0, the tangent bundle of X0. Then X acts on E0 in the obvious
way. The resulting bundle TX → X is called the tangent bundle. Note that X acts effectively
on TX0 iff X is effective.
(ii) Every bundle E → X has an effective reduction Eeff → X
′ where X ′ is the quotient of X by
the subgroup of K ∼= Ky that acts trivially on E0. (For notation, see Lemma 2.5.) Thus the
functor X → Xeff factors through X ′.
A section of the bundle ρ : E → X is a smooth functor σ : X → E such that ρ ◦ σ = id. In
particular, the restriction of each such functor to the space of objects is a (smooth) section σ0
of the vector bundle ρ0 : E0 → X0. The conditions imposed by requiring that σ0 extend to a
functor imply that σ0 must descend to a section of |E| → |X |.
We denote by S(E) the space of all such sections σ. Since each section σ is determined
by the map σ0 : X0 → E0, we may identify S(E) with a subset S0 of the space Sect(E0) of
smooth sections of this bundle with the usual Fre´chet topology.19 Let us now suppose that X
is compact. By replacing X by an equivalent groupoid if necessary, we may suppose that X0
and X1 have finitely many components. Hence the subset S0 is defined by a finite number of
smooth compatibility conditions and so is a submanifold of Sect(E0).
Definition 4.9. A section σ : X → E is said to be transverse to the zero section if its
image σ(X0) intersects the zero set transversally and if for each intersection point x ∈ X0 the
induced map dσ(x) : TσS(X ) → Ex is surjective, where Ex is the fiber of E0 → X0 at x and
dσ(x) is the composite of the derivative of σ with evaluation at x.
We claim that if the base B is sufficiently nice there are enough sections.
19 Since the components of X0 are noncompact, we take the topology given by uniform Ck-convergence on
compact sets for all k ≥ 1. The induced topology on S(E) is not very satisfactory, but it is good enough for the
present purposes.
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Lemma 4.10. Suppose that E → B is a bundle over a tame wnb groupoid. Then a generic
element of S(E) intersects the zero section transversally.
Proof. We just sketch the proof since the techniques are standard. The idea is the following.
Consider an open set Np ⊂ |B|H with local branches U
p
i , i ∈ Ap as in Definition 3.2. As in
Lemma 3.23, the tameness condition allows one to construct enough sections to prove the result
for the restriction of E to BN , the full subcategory of B with objects U
p
i , i ∈ Ap. But any section
with compact support in BN extends uniquely to a section of E → B. The result follows. 
If B is a wnb groupoid, E is oriented and the section σ : B → E is transverse to the zero
section, then the zero set Z(σ) of σ inherits a natural structure as a wnb groupoid. Standard
arguments shows that its cobordism class is independent of the section chosen. In particular, if
the fiber dimension of E equals dimB the Euler number χ(E) can be calculated as the number
of zeros of a generic section of E → B, or equivalently as the number of points in the zero-
dimensional wnb groupoid Z(σ); cf Example 3.3(ii). For example, the tangent bundle TB → B
of the resolution of the teardrop orbifold described in Example 2.10 has a section with one
positively oriented zero in each of D+, D−. It follows that χ(Y ) = 1 + 1/k.
Definition 4.11. The (homology) Euler class of a d-dimensional bundle E → B over an
n-dimensional wnb groupoid is the singular homology class e(E) ∈ Hn−d(|B|H;R) represented
by the image in |B|H of the fundamental class [Z(σ)] ∈ Hn−d(|Z|H;R) of the zero set Z(σ) of
a generic section.
This definition has the expected functorial properties and is consistent with standard defini-
tions; cf. Proposition 4.19 and the discussion in §4.3 below. Moreover, if B has rational weights
then e(E) ∈ Hn−d(|B|H;Q).
Remark 4.12. The condition on dσ(x) in Definition 4.9 ensures the existence of enough local
deformations of σ to have a good transversality theory, e.g. one in which the zero sets of two
generic sections intersect transversally. As an example, consider the tangent bundle TX → X
of the teardrop orbifold. Every section of this bundle vanishes at the singular point p, and so
no section is transverse in the sense of the above definition.
One way to deal with the lack of sections over singular X is to consider multivalued sections.
In Cieliebak–Mundet i Riera–Salamon [4] and Hofer–Wysock–Zehnder [10] these are defined by
means of the characteristic function of their graph. The following definition is a mild adaptation
of that in [10]. Although one could define multisections of bundles over wnb groupoids we shall
be content here with the case when the base is unbranched. Further, to be compatible with [10]
we assume from now on that all weighting functions take rational values.
Definition 4.13. Let ρ : E → X be a bundle over an ep groupoid and denote by Q≥0 the
category with objects the nonnegative rational numbers and only identity morphisms. A multi-
section of E → X is a smooth functor LS : E → Q≥0 that has the following local description:
for each point x ∈ X0 there is an open neighborhood U and a finite nonempty set of smooth
local sections σj : U → E0 with positive rational weights mj such that for all x ∈ U
LS((x, e)) =
∑
j:σj(x)=e
mj ,
∑
e∈Ex
LS((x, e)) = 1,
where by convention the sum over the empty set is 0. The triple (U, σj ,mj) is called a local
section structure for LS . We denote by Sm(E) the set of all multisections of E → X .
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The first condition implies that for each x ∈ X0 there are a finite number of elements e ∈ Ex
such that LS((x, e)) 6= 0. The set of such elements (x, e) ∈ E0 is called the support of LS .
The second condition is equivalent to requiring that
∑
mj = 1 and implies that LS has total
weight 1. The sum of two multisections LS ,LT is given by the convolution product:
(LS + LT )(x, e) :=
∑
e′+e′′=e
LS(x, e
′)LT (x, e
′′).
Similarly, rLS(x, e) := LS(x, re) for r ∈ Q. Hence multisections form a Q-vector space. Note
also that because LS is a functor it takes the same value on all equivalent objects in E0 and so
descends to a function on |E|H. Hence when counting the number of zeros of a multisection, one
should count the equivalence classes c lying in the zero section, each weighted by the product
ocLS(c), where o is the orientation (cf. Example 3.3 (ii)).
We say that LS is single valued if there is just one local section σj over each open set U .
In this case the support of LS is the image of a single valued section σ0 : X0 → E0 that extends
to a functor σ : X → E , i.e. a section as we defined it above. However, if Xeff is singular the
values of single valued sections at nonsmooth points are restricted. For example, they must
vanish at x ∈ X0 if every point of Ex is moved by some element of Gx.
We now show that the support of a multisection LS is (under a mild hypothesis) the image
of a wnb groupoid. We begin with a preliminary lemma that explains the relation between two
different local section structures.
Lemma 4.14. Consider two local section structures (U, σj ,mj), (U
′, σ′j ,m
′
j) for LS, and let
x ∈ U ∩ U ′. For each pair i, j define Vij := {y ∈ U ∩ U ′ : σi(y) = σ′j(y)}. Then for all i there
is j such that x ∈ cl
(
IntVij)
)
.
Proof. If not, there is an open neighborhood V ⊂ U ∩ U ′ of x in B0 such that V ∩ IntVij = ∅
for all j. But V ⊂ ∪jVij and each set V ∩ Vij is relatively closed in V . Since there are
only finitely many j, at least one intersection V ∩ Vij must have nonempty interior. But
Int(V ∩ Vij) = V ∩ Int(Vij) since V is open, so this contradicts the hypothesis. 
Proposition 4.15. Let ρ : E → X be an oriented bundle over an ep groupoid X . Then:
(i) The support of any multisection LS : E → Q≥0 is the image of an sse groupoid YS by a
functor ΣS : YS → E such that LS pulls back to a (single valued) section σS of the bundle
F ∗S(E)→ YS, where FS := ρ ◦ ΣS : YS → X ,
F ∗SE

// E
ρ

YS
σS
BB
ΣS
==
{
{
{
{
{
{
{
{
{ FS // X .
(ii) The groupoid YS is nonsingular iff no open subset of the support of LS is contained in the
singular set Esing0 := {(x, e) ∈ E0 : |G(x,e)| > 1}.
(iii) If YS is nonsingular, it may be given the structure of a wnb groupoid so as to make
FS : YS → X a layered covering.
Proof. To see this, choose a locally finite covering of X0 by sets U
α, α ∈ A, with the properties
of Definition 4.13, and then define YS to be the category whose space of objects is the disjoint
union of copies of the sets Uα, with one copy Uαi of U
α for each section σi. These sections
give a smooth immersion ΣS : Y0 → E0 that is injective on each component of the domain.
GROUPOIDS, BRANCHED MANIFOLDS AND MULTISECTIONS 39
We define the morphisms in YS to be the pullback by ΣS of the morphisms in the interior of
the full subcategory of E with objects ΣS(Y0). (For example, if two local sections agree at an
isolated point we ignore the corresponding morphism. We define Z1 to be the set of all such
ignored morphisms.) Then YS is an sse groupoid. The rest of (i) is clear, as is (ii).
Because |E| is Hausdorff, the functor ΣS induces a continuous map
|ΣS |H : |YS |H → |supp(LS)| ⊂ |E|.
It is injective over the open dense set |V |H := |YS |H \ |s(Z1)|H (where s denotes the source
map) because the restriction of ΣS to the full subcategory of YS with objects (YS)0 \ s(Z1) is
a bijection onto a full subcategory of E .
If YS is nonsingular, we define the local branches over the points in
NU := (|FS |H)
−1(|U |) ⊂ |YS |H
to be the sets Ui with weights mi, and define
ΛY (p) := |LS |
(
|ΣS |H(p)
)
∈ (0,∞) ∩Q ⊂ |Q≥0|.
It is now straightforward to check that (YS ,ΛY ) is a wnb groupoid. In particular each Uαi
injects into |YS |H because the composite
Ui
πH−→ |YS |H
|FS|H−→ |U |,
is injective.
To see that FS : YS → X is a resolution, note first that the covering property is immediate
and that the weighting property holds because
∑
e∈Ex
LS((x, e)) = 1. To see that |FS |H is
proper, it suffices to show that every sequence {pk} in |YS |H whose image by |FS |H converges
has a convergent subsequence. Since the covering Uαi of (YS)0 is locally finite, we may pass
to a subsequence of {pk} (also called {pk}) whose elements all lie in the same set |Uαi |H.
Then, for each k, there is yk ∈ U
α
i such that πH(yk) = pk. Now choose xk, x∞ ∈ X0 so that
|xk| := π(xk) = |FS |H(pk) and |x∞| := π(x∞) ∈ |X | is the limit of {|xk|}. If |x∞| ∈ |Uα|, then,
because the map Uαi → |U
α| ⊂ |X | is a diffeomorphism, the sequence {yk} converges in Uαi to
the point y∞ corresponding to x∞. Hence {pk} has the limit πH(y∞) ∈ |YS |H as required.
Otherwise, choose a local section structure (Uβ, σ′j ,mj) for LS near x∞. Then x∞ ∈ cl(U
α∩
Uβ), and we may suppose that xk ∈ Uβ for all k. By applying Lemma 4.14 to each point yk ∈ Uαi
and passing to a further subsequence, we may suppose that there is j such that yk ∈ cl
(
IntVij)
)
for all k, where
Vij := {y ∈ U
α
i ∩ U
β
j : σi(y) = σ
′
j(y)}.
Therefore for each k there is zk ∈ U
β
j such that yk ≈ zk. It now follows from Lemma 3.5 that
πH(zk) = πH(yk) = pk. But now {zk} has a limit in U
β
j . Hence {pk} does too. This completes
the proof. 
Conversely, suppose that F : (B,ΛB)→ X is a resolution of an ep groupoid, and let E → X
be a bundle. Then any (single valued) section σS : B → F
∗(E) of the pullback bundle pushes
forward to a functor ΣS : B → E . Note that its image is not in general the support of a
multisection in the sense of Definition 4.13 since it need not contain entire equivalence classes.
However, because E is proper the induced map |ΣS | : |B| → |E| factors through |ΣS |H : |B|H →
|E|.
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Lemma 4.16. Let E → X be a bundle over the ep groupoid X and F : (B,ΛB) → X be a
resolution. Each section σS : B → F ∗(E) of the pullback bundle gives rise to a multisection
LS : E → Q≥0 where
LS(x, e) :=
∑
p∈|B|H : |ΣS |H(p)=|(x,e)|
ΛB(p),
and ΣS : B → E is the composite of σS with the push forward F∗ : F ∗(E)→ E.
Proof. The definition implies that LS(x, e) = LS(x′, e′) whenever (x, e) ∼ (x′, e′) in E . Hence
LS is a functor. It has the required local structure at x ∈ X0 by Lemma 3.14. 
Remark 4.17. (i) The above construction of a multisection LS of E → X from a section σS
of F ∗(E) → B may be described more formally as follows. Consider the (weak) fiber product
B′ := B ×X X . This is a wnb groupoid by Lemma 3.15 (ii), and there is a layered equivalence
G′ : (B′,Λ′)→ (B,Λ). Consider the diagram
B′ := B ×X X
F ′
−→ X
G′ ↓ =↓
B
F
−→ X .
The section σS : B → F ∗(E) pulls back to a section σ′S : B
′ → (F ′)∗(E) that gives rise to a
functor Σ′S : B
′ → E whose image is precisely the support of LS . (The effect of passing to
B′ is to saturate the image of ΣS under ∼. Note that the two functors Σ′S : B
′ → E and
ΣS ◦G′ : B′ → B → E do not coincide, because the diagram only commutes up to homotopy.)
Thus the two approaches give rise to essentially the same multisections. To distinguish them,
we shall call ΣS a wp multisection.
One might think of ΣS as a stripped down version of LS , with inessential information re-
moved. For example, in the case of the teardrop with resolution F : B → X , the pushforward
of a section of F ∗(E)→ B is single valued over each component of X0, while the corresponding
LS is multivalued over D+.
(ii) Suppose that LS ,LT give rise as above to the wnb groupoids (YS ,ΛS) and (YT ,ΛT ). Then
it is not hard to check that their sum LS+LT gives rise to the fiber product YS×X YT . On the
other hand, if YS = YT there is a simpler summing operation given by adding the corresponding
sections σS , σT of F
∗(E)→ YS .
We say that a multisection LS of E → X is tranverse to the zero section if it is made
from local sections σi : Ui → E0 that are transverse to the zero section. It is easy to check
that this is equivalent to saying that the corresponding single valued section σS of F
∗(E)→ YS
is transverse to the zero section. Hence the intersection of σS with the zero section has the
structure of a wnb groupoid (ZS ,ΛS) as in the discussion after Lemma 4.10.
Definition 4.18. Let E → X be a d-dimensional vector bundle E → X over an n-dimensional
ep groupoid. If E is effective, we define its (homology) Euler class to be the singular homology
class e(E) ∈ Hn−d(|X |;Q) represented by the image under the composite map ZS → YS → X
of the fundamental class [ZS] ∈ Hn−d(|ZS |H) of the zero set of a generic multisection LS. In
general, we define e(E) ∈ Hn−d(|X |;Q) to be the Euler class of the corresponding effective
bundle Eeff → X ′ (cf. Example 4.8 (ii)).
It is not hard to prove that any two wnb groupoids (ZS ,ΛS), (ZT ,ΛT ) constructed in this
way from multisections LS ,LT are cobordant since the pullbacks of σS and σT to YS ×X YT
are homotopic. The next result states that Definitions 4.11 and 4.18 are consistent.
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Proposition 4.19. Let F : (B,ΛB) → X be any resolution of the n-dimensional ep groupoid
X and let ρ : E → X be any d-dimensional bundle. Then
(|F |H)∗
(
e(F ∗(E)
)
= e(E) ∈ Hn−d(|X |;R).
Moreover, if ΛB takes rational values, this equality holds in Hn−d(|X |;Q).
Proof. This is an immediate consequence of Proposition 3.25; the details of its proof are left to
the reader. 
We conclude this section with some constructions. First we explain how to construct
“enough” wp multisections using the resolution XV → X . We shall explain this in the context
of Fredholm theory and so shall think of the fibers of E0 → X0 as infinite dimensional. We start
from a Fredholm section f : X → E such that over each chart Ui ⊂ X0 there is a (possibly finite
dimensional) space Si of local sections Ui → E0 that is large enough to achieve transversality
over Ui. We then construct a vector space S of wp multisections with controlled branching
that is large enough for global transversality. It is finite dimensional if the Si are. This is an
adaptation of a result in Liu–Tian [12] and was the motivation for their construction of the
resolution.20
Proposition 4.20. Let X be an ep groupoid with a finite good atlas A = {(Ui, Gi, π) : i ∈ A},
and choose an A-compatible cover V = {|VI |} of |X | as in Lemma 4.4. Let F : XV → X be the
(tame) resolution constructed in Proposition 4.2, and let E → X be an orbibundle. Then:
(i) Every section s of the induced vector bundle ρ : Ei → Ui whose support is contained in
U0i ❁ Ui extends to a global section σ
s of the pullback bundle F ∗(E)→ XV .
(ii) Let f : X → E be a section. Suppose that for each i ∈ A there is a space Si of sections of
the vector bundle E0|Ui → Ui such that f + s : Ui → E0 is transverse to the zero section over
Ui for sufficiently small generic s ∈ Si. Then there is a corresponding space S of sections of
the pullback bundle φ∗(E) → XV such that F ∗(f) + σ : XV → F ∗(E) is transverse to the zero
section for sufficiently small generic σ ∈ S.
Proof. Suppose given a section s : Ui → Ei. If i ∈ J , we define σs(x) on the object x =
(δk−1, . . . , δ1) ∈ V̂J to be s(π̂iJ (x)). Otherwise, |VJ | is disjoint from the support |U0i | of s by
construction of V , and we set σs(x) = 0. It follows immediately from the definitions that σs is
compatible with the morphisms in XV and so extends to a functor XV → φ∗(E). This proves
(i).
To prove (ii), choose a smooth partition of unity β on XV , which exists by Lemma 3.23.
Then define S to be the vector space generated by the sections βσ, s ∈ Si. It is easy to check
that it has the required properties. 
The previous result used the existence of a resolution to construct multisections. This
procedure can be reversed. The following argument applies to any X that acts effectively on
some vector bundle E0 → X0.
21
Proof II of Proposition 3.16 for effective groupoids X . Let E → X be the tangent
bundle of X ; cf. Example 4.8(i). Then, because X is effective, the set Esing0 is nowhere dense.
(In fact, E0 may be triangulated in such a way that E
sing
0 is a union of simplices of codimension
20 The topological aspects of their construction were explored earlier in McDuff [14]. However the current
approach using groupoids, when combined with the Fredholm theory of polyfolds, allows for a much cleaner
treatment.
21 Whether one can always find suitable E is closely related to the presentation problem discussed in [8].
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≥ 2.) Each point x0 ∈ X0 has a neighborhood U with a smooth compactly supported section
sU : U → E0|U that is nonzero at x0 and satisfies the condition in Proposition 4.15(ii), i.e. no
open subset of sU (U) is contained in E
sing
0 . If U is part of a local chart (U,G, π) for X , then,
as explained in [10], we may extend sU to a multisection LS as follows. Over X0 \U , LS is the
characteristic function of the zero section, i.e. LS(x, e) = 0 for e 6= 0 and LS(x, 0) = 1, while if
x ∈ U ,
LS(x, e) =
∑
g∈G : sU (x)·g=(x,e)
1/|G|.
Now choose a good atlas A = {(Ui, Gi, πi) : i ∈ A} for X and a subordinate partition of unity
βi. Choose for each i and gi ∈ Gi a (non compactly supported) section si : Ui → E0 whose
intersection with the nonsmooth set Esing0 has no interior points. Then the sections rβisi for
any r ∈ R have the same property over the support of βi, at least, since E
sing
0 consists of lines
(x, λe), λ ∈ R. Now construct LSi as above from the section riβisi, where ri ∈ R and then
define LS :=
∑
i LSi . Consider the corresponding groupoid YS as defined in Proposition 4.15.
This will be nonsingular for generic choice of the constants ri and hence a wnb groupoid. We
can tame it by Lemma 3.22. ✷
Remark 4.21. We end with some remarks about the infinite dimensional case. There are
quite a few places in the above arguments where we used the local compactness of |X |. For
example we required that layered coverings F : B′ → B give rise to proper maps |F |H : |B′|H →
|B|H, and used this to obtain the even covering property of Lemmas 3.10 and 3.14. In the
infinite dimensional context the notion of layered covering must be formulated in such a way
that these lemmas hold.
Both constructions for the resolution of an ep groupoid work in quite general contexts. For
example, the construction of XV works for groupoids in any category in which Lemma 4.4
holds. Similarly, the above construction of YS works as long as there are enough local sections
of E → X . In particular we need partitions of unity.
Hofer–Wysocki–Zehnder [10] define a notion of properness that yields a concept of ep polyfold
groupoid X that has all expected properties. In particular, these groupoids admit smooth
partitions of unity since they are modelled on M -polyfolds built using Hilbert rather than
Banach spaces. The Fredholm theory developed in [10] implies that a vector bundle E → X
equipped with a Fredholm section f has a good class of Fredholm multisections LS := f+s that
perturb f and meet the zero section transversally. Since the kernel of the linearization of the
operators f +s has a well defined orientation,22 this intersection can be given the structure of a
finite dimensional (oriented) wnb groupoid Z. Since any two such multisections are cobordant
in the sense that they extend to the pullback bundle over X × I, the cobordism class of Z is
independent of choices, as is the fundamental class [Z] defined in Proposition 3.25.
4.3. Branched manifolds and the Euler class. We now discuss the relation of our work on
the Euler class to that of Satake and Haefliger and also to the paper [4] of Cieliebak–Mundet i
Riera–Salamon.
22 Note that in this paper we have assumed that all objects (ep groupoids, branched manifolds, bundles)
are oriented. We then give the zero set of a multisection the induced orientation. However, when constructing
the Euler class it is not necessary to orient the ambient orbibundle E → X provided that one consider a class
of multisections whose intersections with the zero set carry a natural orientation; cf. the definition of G-moduli
problem in [4, Def. 2.1].
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First, we sketch a proof that the homological Euler class of Definition 4.18 is Poincare´ dual
to the usual Euler class for orbibundles. As Haefliger points out in [6], one can define cohomol-
ogy characteristic classes for orbifolds by adapting the usual constructions for manifolds. For
example, if E → X is an oriented d-dimensional orbibundle, choose the representing functor
E → X so that the vector bundle ρ : E0 → X0 is trivial over each component of X0. Each
trivialization of this bundle defines a functor F : X → GL, where GL is the topological category
with one object and morphisms GL(d,R)+ corresponding to the group GL(d,R)+ of matrices
of positive determinant. Then the classifying space BGL is a model for the classifying space
BGL(d,R)+ of oriented d-dimensional bundles, and so carries a universal bundle. The Euler
class ε(E) of E → X is defined to be the pullback by BF : BX → BGL of the Euler class
of this universal bundle. Since the projection BX → |X | induces an isomorphism on rational
homology we may equally well think of ε(E) as an element in Hd(|X |;Q). As such, it depends
only on E → X and so may also be called ε(E).
We claim that the homology Euler class e(E) ∈ Hn−d(|X |;Q) of Definition 4.18 is Poincare´
dual to ε(E). One way to prove this is as follows. In what follows we assume for simplicity
that X is effective. Note that ε(E) may be represented on the orbifold |X | in terms of de Rham
theory by i∗0(τ), where i : |X | → |E| is the inclusion of the zero section and τ ∈ H
d
c (|E|) is a
compactly supported smooth form that represents the Thom class.23 Therefore it suffices to
show that for each smooth (n− d)-form β on |X |,∫
|X|
i∗(τ) ∧ β =
∫
Z
β,
where the tame branched manifold (Z,ΛZ)→ X represents e(E) and the right hand integral is
defined by equation (3.2). This holds by adapting standard arguments from the smooth case.
For example, we may choose a smooth triangulation of |X | so that the singular points lie in the
codimension 2 skeleton, and then choose the multisection LS so that its zero set Z0 ⊂ X0 is
transverse to this triangulation. Then |X |sm and |Z|sm := |Z| ∩ |X |sm are both pseudocycles
in |X |. Then the left hand integral above equals the integral of τ ∧ ρ∗(β) over i(|X |sm). But
the pseudocycle i(|X |sm) is cobordant to the weighted pseudocycle given by the image of the
multisection LS . (This is just the image of the fundamental class of YS under |Σ|S .) We now
perturb the latter cycle straightening it out near the zero set |Z|sm so that its intersection
with a neighborhood U ⊂ |E| of i(|X |sm) is precisely |ρ|−1(|Z|sm) → |Z|sm (with the obvious
rational weights.) We may then choose τ so that it vanishes outside U . Then∫
|X|
i∗(τ) ∧ β =
∫
i(|X|sm)
τ ∧ ρ∗β =
∫
C
τ ∧ ρ∗β =
∫
Z
β.
Finally, we compare our approach to that of Cieliebak–Mundet i Riera–Salamon. Although
they work in the category of Hilbert manifolds, we shall restrict attention here to the finite
dimensional case. They consider an orbifold to be a quotient M/G, where G is a compact Lie
group acting on a smooth manifold M with finite stabilizers. Hence, for them an orbibundle
is a G-equivariant bundle ρ : E → M , where again G acts on E with finite stabilizers. Their
Proposition 2.7 shows that there is a homology Euler class χ(E) for such bundles that lies
in the equivariant homology group HGn−d(M ;Q) and has all the standard properties of such a
characteristic class, such as naturality, the expected relation to the Thom isomorphism, and so
on.
23Thus, for each x ∈ X0, τ pulls back under the map Ex → |E| to a generator of the image of Hd(Ex, Ex \
{0};Z) in Hd(Ex, Ex \ {0};R).
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We claim that the Euler class described in Definition 4.18 is the same as theirs. To see this,
first note the following well known lemma; cf. [8].
Lemma 4.22. Every effective orbifold may be identified with a quotient M/G, where G is a
compact Lie group acting on a smooth finite dimensional manifold M with finite stabilizers.
Sketch of Proof. Given such a quotient one can define a corresponding ep groupoid X by taking
a complete set of local slices for the G action; cf. the discussion at the beginning of §3 in
Moerdijk [15]. In the other direction, given an ep groupoid X one takesM to be the orthonormal
frame bundle of |X | with respect to some Riemannian metric on its tangent bundle. The group
G is either O(d) or SO(d), where d = dimX . 
Similarly, every orbibundle E → X can be identified with a G-equivariant bundle ρ : E →M .
The equivariant homology HG∗ (M ;Q) is, by definition, the homology of the homotopy quotient
EG ×G M (where EG → GB is the universal G-bundle, i.e. G acts freely on EG). Because
G acts with finite stabilizers, the natural quotient map24 EG ×G M → M/G induces an
isomorphism on rational homology. Hence, in this case, their Euler class may be considered to
lie in H∗(M/G;Q) = H∗(|X |;Q).
In [4, §10] the Euler class is constructed as the zero set of a multivalued section of the
orbibundle ρ : E → M , much as above. However, the definitions in [4] are all somewhat
different from ours. For example the authors do not give an abstract definition of a weighted
branched manifold but rather think of it as a subobject of some high dimensional manifold M
on which the compact Lie group G acts. They also treat orientations a little differently, in
that they do not assume the local branches are consistently oriented but rather incorporate the
orientation into a signed weighting function on the associated oriented Grassmanian bundle; cf.
their Definitions 9.1 and 9.11. As pointed out in their Remark 9.17, their Euler class can be
defined in the slightly more restrictive setting in which the orientation is given by a consistent
orientation of the branches. Hence below we shall assume this, since that is the approach taken
here. A third difference is that their Definition 9.1 describes the analog of a weighted branched
groupoid, i.e. they do not restrict to the nonsingular case as we did above.25
However to check that the two Euler classes are the same, it suffices to check that the mul-
tivalued sections used in their definition can be described by functors LS as in Definition 4.13.
Here is the definition of a multivalued section given in [4, Def. 10.1] in the oriented case.
Definition 4.23. Consider an oriented finite dimensional locally trivial bundle ρ : E → M
over an oriented smooth finite dimensional manifold M . Assume that a compact oriented Lie
group G acts smoothly, preserving orientation and with finite stabilizers on E and M , and that
ρ is G-equivariant. Then a multivalued section of E is a function
σ : E → Q ∩ [0,∞)
such that
(Equivariance) σ(g∗x, g∗e) = σ(x, e) for all x ∈M, e ∈ Ex, g ∈ G,
24 If the ep groupoid X is an orbifold structure onM/G, then EG×GM can be identified with the classifying
space BX (denoted |X•| in [15]), and the projection EG×GM →M/G can be identified with the natural map
BX → |X|.
25 We made this restriction in order to simplify the exposition; certain technical details become harder to
describe if one allows the local branches over Np to have completely arbitrary orbifold structures. This problem
is avoided in [4] because in this case the local orbifold structures are determined by the global G action.
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(Local Structure) for each x0 ∈M there is an open neighborhood U of x0 and finitely many
smooth sections s1, . . . , sm : U → E with weights mi ∈ Q ∩ (0,∞) such that∑
mi = 1, σ(x, e) =
∑
si(x)=e
mi for all x ∈ U,
where by convention the sum over the empty set is 0.
To see that every such multisection can be described in terms of a functor LS we argue as
follows. Choose a locally finite covering of M by sets Uα that have local section structures
in the sense of Definition 4.13. By [4] Proposition 9.8(i), the sets Uα and the sections si are
locally G-invariant. In other words, we may assume that each Uα is the image of a finite to one
map V α×NαG → U
α, where V α ⊂M is a local slice for the G action and NαG is a neighborhood
of the identity in G. We may use the local slices V α, with their induced orientations, to build
an ep groupoid X representing M/G with objects X0 := ⊔V α and morphisms induced by the
G action. There is a similar groupoid E representing E/G with objects ρ−1(V α) = ∪x∈V αEx.
Then, because σ is G-invariant, we may define a functor LS : E → Q≥0 by setting
LS(x, e) = σ(x, e), x ∈ V
α, e ∈ Ex.
This clearly satisfies the conditions of Definition 4.13. It is now straightforward to check that
the definition of Euler class in [4] is consistent with the one given here.
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