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ABSTRACT 
NON-SPHERICAL DISTURBANCES AND THE IMPLICATIONS 
FOR RESEARCH ON CAPITAL MARKET ANOMALIES 
FEBRUARY 1990 
MATHIAS A. CHIKAONDA, B.A.(Hons), HUDDERSFIELD POLYTECHNIC 
M.B.A, THE WHARTON SCHOOL, UNIVERSITY OF PENNSYLVANIA 
Ph.D, UNIVERSITY OF MASSACHUSETTS 
Directed by: Professor Ben Branch 
This study investigates the implications of the potential bias 
inherent in some studies on anomalies. This potential bias is 
largely due to specification of the residual error structure. As an 
example, this study re-examines the size-January effect in an 
attempt to document empirically the suspected bias. Prior empirical 
research on this effect has relied almost exclusively on the market 
model (OLS) approach in establishing expected returns and computing 
estimates for abnormal returns. While considerable research exists 
on the possible violations of the model's underlying assumptions 
under various research designs, little or no attention has been 
given (empirically) to the implications of such violations in 
certain stock-market-return based anomalies. Test procedures using 
the market model assume that abnormal returns are generated from a 
single homogeneous population and that the cross-sectional residuals 
are uncorrelated. Significant departures from homogeneity of 
variance and/or the presence of contemporaneous correlations can 
lead to unwarranted errors of inference in studies that ignore these 
issues. Consequently, what has supposedly been shown as anomalies 
vi 
may not qualify as such or at least the significance may be much 
less than has been claimed in prior empirical tests. 
In this study, we present an alternative test procedure, based 
on generalized least squares (GLS), that accommodates non-spherical 
disturbances. Fewer restrictions on the error structure mean that 
more information is used in the estimation process. As such, 
incorporating non-spherical disturbances should lead to more 
powerful tests. 
The empirical results indicate that average cross-correlations 
for size-sorted portfolios are of sufficient magnitude to warrant 
consideration in the analysis of January abnormal returns. The 
observed pattern of correlations is approximately U-shaped across 
size, indicating that ignoring cross-sectional dependence can indeed 
lead to serious errors of inference regarding the significance of 
mean excess returns for size-sorted portfolios. This bias is 
serious not only for small-firm portfolios but large-firm portfolios 
as well. The bias is minimal and virtually non-existent for inter¬ 
mediate portfolios. Overall, the OLS approach shows significance in 
the mean abnormal returns while the GLS-based approach indicates 
that those returns are mostly not significant. In general, these 
errors are a direct result of understating the variance of the mean 
excess return when (positive) dependencies are ignored. The 
methodology in the present study could be applied with equal 
validity in similar settings where firms are grouped on some 
partitioning variable(s) and/or the assumption of spherical 
disturbances is not tenable. 
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CHAPTER I 
INTRODUCTION 
The Capital Asset Pricing Model (CAPM) and other return¬ 
generating models (for example, the Arbitrage Pricing Model (APM)) 
have been the subject of empirical research efforts for a number of 
years. The CAPM postulates a simple linear relationship between the 
expected return and the market risk of a security. The APM is a 
more generalized form of the risk-return relationship than the CAPM. 
The APM describes the pricing relationship in the context of a 
multifactor security market function which allows for more complex 
factors as part of the return-generating process. If security 
markets are efficient1 and the return generating model is correct, 
then on average security returns will be explained by the model. 
Any systematic deviations from the expected relation imply that 
either markets are not efficient or the model is misspecified or 
both.2 
This study will focus on the potential bias due to the 
characterization of the error structure in certain event studies 
(such as those on the size-January effect) that use the market 
model. Using a different (or proper) characterization of the error 
structure other than the one assumed under the market model is 
desirable for two reasons. First, the homogeneity of variance 
assumption will be violated to the extent that individual firms have 
different residual variances. This issue cannot be ignored in light 
of significant size differences among firms. 
1 
2 
Second, Collins and Dent (1984) show that contemporaneous 
correlation is likely to be a problem in studies when event time and 
calendar time are related or not random, and when firms are 
concentrated in industries. The same would thus be true if firms 
were clustered on size or some grouping variable such as 
technological innovation. In general, ignoring cross-sectional 
dependence can lead to significantly biased test results because the 
standard error of the abnormal returns is biased downwards. The 
size effect and the January effect are observed in situations where 
event time and calendar time are identical or at least 
indistinguishable. In addition, the evidence on these two apparent 
anomalies suggests that the effects are concentrated among a group 
of firms (of a particular size). Further, some analyses of these 
effects has emerged from studies performed at a portfolio level. 
Consequently, the bias is likely to be compounded because the 
severity of the cross-sectional dependence problem increases with 
the use of portfolios. 
Having (properly) handled the suspected bias, the study will 
then re-examine the January-size effect to determine if indeed it is 
as significant as has been alleged in prior studies. Specifically, 
this dissertation will attempt to accomplish the following three 
tasks: 
(1) Determine (empirically) whether or not the assumption of 
cross-sectional independence is tenable in studies 
where firms are clustered on some variable (factor), 
especially when event time and calendar time overlap. 
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This task will involve examining the estimated variance - 
covariance matrix of the disturbances for each portfolio to 
determine the nature and significance of any departures (if at all) 
from an identity matrix. A test well suited for this is that 
advocated by Morrison (1976) as described in Chapter III of this 
dissertation. 
Accomplishing this first task is important because one of the 
arguments in this dissertation is that the diagonal matrix 
assumption is not appropriate for studies such as those on the size- 
January effect. 
The returns of firms in a particular size-class are likely to 
be highly correlated. For example, the evidence on the size and 
January effects suggests that the effects are concentrated among a 
group of firms of a particular size. Because firms in a particular 
size-class may well be affected similarly by certain period-specific 
forces, one would expect such firms' returns to be positively 
correlated (that is, more correlated than the correlation implied by 
a common market component). This line of reasoning applies to both 
large and small firms. Such an expectation may not be as reasonable 
for firms in the intermediate size-class. This latter class is 
likely to be more diverse. 
(2) Examine the non-equality (or otherwise) of the pairwise 
correlations. A demonstration that the pairwise 
correlations are not all equal to each other will ensure 
that incorporating such information is indeed necessary 
to avoid the bias due to improper characterization of 
the error structure. 
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McElroy (1967) provides proof that establishing the non¬ 
equality of the off-diagonal elements of the correlation matrix is 
sufficient to guarantee that estimates based on Generalized Least 
Squares (GLS) will be best linear unbiased (BLUE) and superior3 to 
Ordinary Least Squares (OLS) estimates. A procedure well suited for 
showing the equality or non-equality of the correlations is that 
also described by Morrison (1976). An alternative procedure is to 
generate and examine the distributions of the pairwise correlations 
to check if they are centered on a particular value. 
A priori, the pairwise correlations are unlikely to be equal to 
each other. Although firms may belong to a particular size-class, 
they will certainly be different in several other respects. As 
such, realized returns will have slightly different patterns. 
(3) Having examined the nature of the departures 
(if present), this study will use the previously 
omitted information in the error structure to estimate 
the mean abnormal return in January and the associated 
variance for each of the size-sorted portfolios. The 
goal is to show that ignoring the information in the 
contemporaneous correlation pattern, if present, can 
lead to unwarranted errors of inference. 
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The findings of this study will provide information whether or 
not we fail to reject the hypothesis of spherical disturbances. For 
example, a finding for non-departure from an identity matrix (first 
task) and for equality of correlations (second task) will provide 
some assurance that prior research has progressed on the right path 
(albeit with some doubt concerning possible violations of the 
model's underlying assumptions). In contrast, a finding for 
departure from an identity matrix and for non-equality of 
correlations will suggest a need to re-examine the significance 
attached to some prior anomalous findings in similar settings to 
those in the present study. 
The remainder of this dissertation is organized as follows. 
Chapter II contains a review of the literature on selected capital 
market anomalies. Chapter II also contains a discussion of the 
theoretical and empirical work on non-spherical disturbances, 
including the potential methodological flaws in prior research. 
Research hypotheses are also developed and discussed in this same 
Chapter. Chapter III contains a discussion of the research 
methodology used in most studies on capital market anomalies. An 
alternative methodology that is used to address the research 
questions in this study is also presented in this Chapter. Chapter 
III also discusses data and sample selection procedures. Chapter IV 
presents the empirical results. Chapter V contains some concluding 
remarks, including a discussion on the implications of these results 
on future research. 
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ENDNOTES 
1. Markets are efficient if all securities are correctly priced 
based on some asset pricing model and given all relevant 
information. 
2. This statement is largely true in theory because it implies that 
we can test the model against (the proper functioning of) capital 
markets. In practice, most of the tests of market efficiency and 
asset pricing models are plagued with serious problems of 
implementation. For example, tests of the CAPM are joint tests. 
The market portfolio is unobservable and imperfect proxies must be 
used instead. 
3. The issue of superiority raises a different question regarding 
the implications of the said superiority in a cost-benefit sense. 
That is, how superior is "superior"? The discrepancy or difference 
in the results obtained via the two procedures may not be large 
enough to warrant the extra effort (and expense) associated with the 
GLS-based procedure(s). Thus, finding non-equality does not 
(necessarily) imply that GLS must be used. The improvement may be 
trivial or too modest to be worth the extra effort. In the final 
analysis, whether or not the GLS-based procedure is worth 
implementing in a particular setting depends on the tradeoff between 
the cost(s) of the suspected bias (if present) and the ensuing net 
benefit of using GLS procedures. 
CHAPTER II 
LITERATURE REVIEW 
2.1 Perspectives of the Problem and Motivation for Examining 
Non-spherical Disturbances 
"Where do we go from here? I suspect that 
empirical researchers will continue to search 
for the variable or combination of variables 
that will make the 'size effect' go away. 
....I am not optimistic that we will under¬ 
stand the causes of the size effect soon." 
[Schwert (1983), p.10] (Emphasis added) 
Empirical findings on the size and other effects inconsistent 
with some return-generating model(s) have generally been taken as 
evidence of "anomalies". The size-January or Turn-of-the-Year 
effect [Roll (1983b)] would rank first among single issues that have 
generated the largest amount of research and debate in finance. 
Other contentious issues include optimality in capital structure and 
dividend policy. The size-January effect refers to the finding that 
small firms exhibit unusually high risk-adjusted returns in January. 
Attempts to explain this effect fall into five categories, namely, 
tax-loss selling; differential information availability; systematic 
risk adjustments; seasonality, and parking-the-proceeds. 
The present study was motivated by two developments in the 
finance and accounting literature. On one hand, in the process of 
trying to find explanations for the January effect and other 
apparent anomalies (see section 2.2 below), researchers in finance 
have created a separate body of statistical methods. However, as 
these developments were taking place, a broad body of econometric 
literature dealing with parameter estimation, statistical inference, 
7 
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and hypothesis testing has been barely tapped by empiricists in 
finance. On the other hand, stock-market-based research in 
accounting has drawn heavily from econometrics and placed great 
emphasis on the structural aspects of the models used to investigate 
anomalies. The present study links certain aspects of these two 
separate developments. 
2.2 The Relationship Between Stock Returns and Firm Characteristics 
"Academicians first dismissed these observations 
as 'market folklore' not worthy of their 
attention. Then, some of them bothered to step 
down from their ivory towers and rigorously 
checked the legends - and frighteningly (but 
courageously) reported back to their colleagues 
via well-documented articles in top academic 
Journals that this time the practitioners seem 
to be right: The myth is indeed fact." 
- Avner Arbel (1985) 
Persistent systematic departures from an underlying paradigm 
are often referred to as "anomalies." The term anomaly, in this 
context, can be traced to Thomas Kuhn [The Structure of Scientific 
Revolutions. University of Chicago Press (1970)]. Kuhn suggests 
that an economic anomaly is a result inconsistent with the present 
economics paradigm.1 Economics is distinguished from other social 
sciences by the assumption that most behavior can be explained by 
assuming that agents have stable, well-defined preferences and make 
rational choices consistent with those preferences in markets that 
eventually clear. An empirical result is anomalous if it is 
difficult to "rationalize," or if implausible assumptions are 
necessary to explain it within the paradigm. 
9 
The small firm anomaly or the "size effect" is one of the most 
prominent examples of the failure of any known capital asset pricing 
model to explain (or predict) returns correctly. Other anomalies 
include the earnings/price effect, the share price effect, and the 
so called Value Line enigma. 
2.2.1 The Size-Januarv Effect 
Several researchers report significant positive excess returns 
for portfolios comprised of small firms. For example, Banz (1981) 
uses a methodology similar to Fama and MacBeth (1973) to examine the 
empirical relationship between the return and the total market value 
of (NYSE) common stocks. He finds a negative relationship between 
average stock returns and the market value of the stocks after 
controlling for systematic risk. Reinganum (1981) finds that, after 
controlling for any earnings yield (E/P) effect, a strong firm size 
effect still emerged. On the other hand, Reinganum did not find a 
separate E/P effect after controlling for any market value effect. 
Reinganum therefore concluded that the "size effect" subsumes the 
E/P effect. This evidence contradicted that of Basu (1977) who 
found that stocks with high earnings/price ratios have higher 
average risk-adjusted returns than do low E/P stocks. Studies by 
Blume and Stambaugh (1983), Kross (1985) and, most recently, Elgers, 
Callahan and Strock (1987) provide evidence that the price effect is 
much more powerful than either the "size" or the "earnings yield" 
effects. 
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Several other researchers have sought an economic explanation 
of the evidence on the size effect and other related anomalies. For 
example, the small firm effect has been found to be strongest in the 
month of January. This stock market seasonality (often referred to 
as the "January effect") has been documented by a number of 
researchers [Rozeff and Kinney (1976), Branch (1977), Reinganum 
(1983), Roll (1983b), Givoly and Ovidia (1983), and several others]. 
This seasonality has been re-examined by Tinic and West (1984). 
Using the Fama-MacBeth methodology, Tinic and West find that, for 
the 1935-82 period, the market risk premium is significant only in 
January and not the rest of the year [see also Tinic and West 
(1986)]. 
Keim (1983), Roll (1983a), Reinganum (1983), Blume and 
Stambaugh (1983), and Lakonishok and Smidt (1984), provide evidence 
that small firm stock returns tend to exceed those of larger firms, 
particularly in January. Several of these researchers also found 
that most of the abnormal January returns occurred in the first few 
days of the month. 
A possible explanation for the January abnormal returns is the 
tax-loss selling hypothesis [Branch (1977)]. Researchers have 
found that stocks which were depressed by year-end (tax?) selling 
pressure tend to yield (positive) abnormal returns during the 
following January. For example, Roll (1983b) found that the 
magnitude of the January return (first week) is positively related 
to the magnitude of short-term capital losses. However, Reinganum 
(1983) argues that because the abnormal returns persist for the 
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whole month of January, the January size effect cannot be completely 
explained by tax-loss selling. 
Roll (1981) suggests that the reported small firm effect might 
be the result of improperly measuring the riskiness of small firms. 
Roll (1981) points out that small firms trade rather infrequently. 
As a result, this infrequent trading causes autocorrelation in the 
measured returns which in turn leads to a downward bias in the 
measured variance of the daily returns. Consequently, betas of 
small firms are downward biased relative to the betas of the larger 
more frequently traded firms. Roll concludes that the underestimate 
of portfolio risk leads to an overestimate of "risk adjusted" 
average returns. 
Reinganum (1982), responding to Roll's conjecture of 
nonsynchronous trading, shows that the small firm effect still holds 
when a Dimson2 estimator is used to estimate beta. Reinganum 
concludes that the difference in estimated betas is not large enough 
to account for the abnormal returns earned by small firm portfolios. 
Keim (1983) collaborates the finding in Reinganum. Keim set 
out to investigate further the issue of improper measurement of 
beta. His research design involved the use of betas based on OLS, 
Scholes-Williams (1977), and Dimson (1979) procedures. Like 
Reinganum, the goal was to determine if the magnitude of the size 
effect was sensitive to the method of estimating beta. Keim 
provides evidence indicating that the magnitude of the size effect 
is not sensitive to method of beta estimation. 
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In a more recent effort, Booth and Smith (1985) use direct and 
reverse regression to determine whether observed returns can be 
attributed to measurement error. Booth and Smith show that if 
certain conditions are satisfied, bounds can be placed on estimated 
coefficients that will consistently bracket the true coefficient. 
Their results indicate that the abnormal returns to small firms 
cannot be explained either by a tax-effect or by errors -in-variables 
due to benchmark error or nonsynchronous trading.3 
A more recent study attempting to address the issue of improper 
measurement of beta is that by Chan and Chen (1988). In that study, 
Chan and Chen purport to show that the use of long time periods to 
estimate (portfolio) betas significantly improves the precision of 
estimated betas. These Chan-Chen betas were estimated using size- 
sorted portfolios. Chan and Chen then perform cross-sectional 
regressions of realized returns of the portfolios on the estimated 
betas and firm size. They then conclude that among the size-ranked 
portfolios, size does not have additional explanatory power on the 
cross-sectional returns after controlling for market beta. 
The reasoning in Chan and Chen appears circular. Their 
portfolio betas are a direct function of, and not independent from, 
firm size. As a result, their betas and size should obviously be 
very highly correlated. Thus, the Chan-Chen cross-sectional 
regressions have an ill-conditioned matrix of the explanatory 
variables (X-Matrix). Consequently, incremental partitioning of 
variance to show the "separate" effects of beta (so constructed) and 
size is not a meaningful exercise. Chan and Chen show that (in 
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their study) the correlation between beta and size is extremely 
high, ranging from -0.91 to -0.99. The authors expected this result 
and the attendant problems of multicollinearity. For example, they 
state that: 
"...the correlation.... should be very high, as we observe. 
However, the high correlation will likely increase the 
standard errors of the estimates when both variables are 
included in a regression, and this will make the results 
more difficult to interpret. Nevertheless, if the size 
proxy does clearly dominate the estimated market beta in 
the pricing when both are included, we shall regard the 
evidence as consistent with the hypothesis that the size 
variable is a proxy for beta.” 
In this dissertation, we are compelled to discount the result in 
Chan and Chen primarily because the argument of separate effects of 
beta and size given the Chan-Chen design is not at all convincing 
for the reasons stated above. 
2.2.2 Other Possible Explanations 
As research on possible explanations of the size effect was 
progressing, another line of inquiry was also developing. The lack 
of convincing explanations for the small firm (January) effect 
provided the basis for examining the strength of the relationship(s) 
between returns and other firm characteristics. For example, 
several researchers examined the return behavior of low priced 
stocks and in some cases related it to the January effect. Blume 
and Husic (1973) first documented an inverse relationship between 
per share price and return. 
DeBondt and Thaler (1985) found systematic price reversals for 
stocks that experience extreme long-term gains or losses. This 
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finding led DeBondt and Thaler to investigate a stock market 
investment strategy based on what they called the "loser-winner" 
effect. Using monthly return data for the period 1926-1982 (NYSE 
firms), they formed portfolios of the 50 most extreme winners and 50 
most extreme losers. DeBondt and Thaler report that over the 
following five-year test periods the portfolios of losers 
outperformed those of winners by an average of 31.9 percent. They 
interpreted this finding as being consistent with the behavioral 
hypothesis of overreaction.4 
Chang (1985) found that each month's losers tended to 
outperform the market in the following month. Only in January, 
however, were the differential returns significantly positive. 
Further, the effect was most pronounced for poorly performing low- 
priced stocks. 
DeBondt and Thaler (1987) re-evaluate the overreaction 
hypothesis and discuss new empirical findings that are relevant to 
the winner-loser, size, and January effects, as well as the broader 
issues of time-varying risk premia and market efficiency. DeBondt 
and Thaler found that the winner-loser anomaly cannot be accurately 
described as primarily a small firm effect and that the small firm 
effect is partly a losing firm effect. However, their evidence also 
shows that small firms still earn excess returns even if the losing 
firm effect is removed (by using a more permanent measure of size, 
such as assets). 
In a similar study, Branch and Chang (1988) set out to 
investigate the combined effect of a poor December performance and a 
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low per share price level. They find a strong tendency for December 
decliners to outperform the market in the following January. The 
December decliners that were also low-priced stocks had especially 
high market differential returns in January. Based on this 
evidence, Branch and Chang argue that a large portion of the January 
effect seems to be related to the behavior of low priced stocks. 
The question of "overreaction" in DeBondt and Thaler may be 
incompatible with the principles of rational valuations. As such, 
the DeBondt-Thaler findings cannot be taken at face value. Standard 
rational pricing models and the related empirical tests of weak-form 
market efficiency rule out the possibility of using past price 
changes to outperform the market. 
More recent research has not tended to confirm the finding by 
Debondt and Thaler. Chan (1988) points out that most, if not all, 
of the Debondt-Thaler apparent abnormal returns can be traced to the 
failure to adjust adequately for the changes in perceived investment 
risk for a company (typically) following a major change in the 
company's price. Brown, Harlow and Tinic (1989) fail to detect 
significant short- or medium-term price reversals following episodes 
of sharp run-ups in price. 
Miller and McCormick (1989) point out that this overreaction 
issue cannot be definitively resolved due to the problems of 
establishing the benchmark. That is, how much observed volatility 
in stock prices is "just enough"? Or, what would be considered a 
"normal" reaction to news? A second related problem is that of 
stationarity or nonstationarity in the time series behavior of 
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stocks (individual and in the aggregate). To determine whether 
stock prices "systematically overreact" requires establishing 
whether price changes are "permanent" or "temporary". In turn, the 
answer to this critical distinction depends on the time series 
behavior of stock prices in relation to the property of stationarity 
or nonstationarity. Miller and McCormick point out that the 
empirical evidence on this property is mixed and the issue is far 
from being completely resolved. 
Another possible explanation for the size-January effect is 
based on bid-ask spreads and transaction costs. Stoll and Whaley 
(1983) found that most of the inverse relation occurs in January and 
that much of the effect appears to be offset by transaction costs. 
The explanation in Stoll and Whaley is based on the issue of 
marketability in terms of bid-ask spreads [see also Amihud and 
Mendelson (1986a)]. Stoll and Whaley suggest that bid-ask spreads 
are relatively larger for smaller firms. They found, among other 
things, that the costs of transacting in small-firm stocks are 
relatively higher. Using an empirical procedure based on arbitrage 
portfolios, Stoll and Whaley found that if round-trip costs occurred 
every three months, the size effect was eliminated. Schultz (1983) 
challenged this conclusion and extended the sample in Stoll and 
Whaley to include smaller AMEX firms. Schultz found that small firms 
earn positive excess returns after transaction costs for holding 
periods of one year. This finding led Schultz to conclude that 
transaction costs cannot completely explain the size effect. 
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Blume and Stambaugh (1983), Roll (1984), and Fisher and Weaver 
(1985) suggest that the computation of returns on small firms is 
likely to be biased upwards due to the bid-ask spread. Roll (1984) 
specifically estimate the bias to be -S2/4, where S is the relative 
spread. To investigate this (bias) issue further, Amihud and 
Mendelson (1986b) set out to determine whether expected returns are 
monotonic in the (relative) bid-ask spread. That is, do higher- 
spread assets yield higher expected returns? Using data for the 
period 1961-1980, Amihud and Mendelson provide evidence verifying 
that average portfolio risk-adjusted returns increase with their 
bid-ask spread. They also found that the return-spread relation 
cannot be explained by a "size effect" (even if the latter exists). 
They suggest further that any size effect (as well as that of beta) 
may in fact be a consequence of a spread effect, with firm size 
serving as a proxy for liquidity. 
Further evidence on the possible biases due to differences in 
bid-ask spreads is emerging in the literature. For example, Branch 
and Echevarria (1989) explore the possibility that returns computed 
from closing prices may differ significantly from equilibrium prices 
and that this may underlie findings of market anomalies. Using a 
limited sample of NYSE firms, Branch and Echevarria compute returns 
based on bid-ask prices and find the significance of some anomalies 
to be reduced.5 
Arbel (1985) argues that the size anomaly is due to costs of 
monitoring stocks from an agency cost perspective. Arbel maintains 
that less information surrounds smaller firms compared to larger 
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firms. This (restricted) information structure may be due to a 
number of reasons such as lack of analysts following small firms 
(called "Neglected Firms" by Arbel). As a result, Arbel 
conjectures, the divergence between management objectives and 
shareholders interests is likely to be greater in smaller neglected 
firms compared to their larger, frequently followed counterparts. 
In turn, this divergence results in higher monitoring costs. Using 
the number of institutional investors and the percentage of stock 
held by institutions as proxies for "information deficiency" or 
"neglect", Arbel finds that the degree of neglect rather than 
earnings yield or size is responsible for previously reported 
anomalies. 
Recently, some researchers have sought to link the size effect 
with the so-called Value Line enigma. The Value Line Investment 
Survey is one of the better known investment advisory services. 
Value Line forecasts the prospective performance of approximately 
1,700 common stocks. Although Value Line publishes performance 
reports on a weekly basis, individual firms are covered quarterly 
and when significant news comes out. The stocks are separated into 
five categories on the basis of projected relative (price/return) 
performance over the next twelve months. These projections are based 
on historical and forecast information such as earnings momentum and 
price-earnings ratio. The ranking of 1 indicates that most 
favorable performance is expected and a ranking of 5 indicates the 
worst. Rankings are updated periodically and based entirely (at 
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least currently) on publicly available information and forecasts 
based on such information. 
Value Line has attracted attention because of its reported 
ability to predict future common stock price movements better than 
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empirical versions of theoretical models of asset pricing. The 
success of the Value Line system is difficult to reconcile with the 
semi-strong form of the efficient market hypothesis. That system's 
success indicates that predetermined variables may be used to 
construct portfolios that have abnormal returns relative to some 
return generating model. 
Several researchers provide evidence of (CAPM related) abnormal 
returns associated with positions based on the rankings published by 
the Value Line Investment Survey. Studies by Black (1973) , Holloway 
(1981), Copeland and Mayers (1982), and Stickel (1985) indicate 
that, on average, stocks ranked high by Value Line outperform stocks 
ranked low by Value Line, even after an adjustment for systematic 
risk. Black (1973), for example, constructed portfolios (revised 
monthly) of firms grouped by rank. He found that rank 1 firms 
outperformed rank 5 firms by about 20 percent per year (on a risk- 
adjusted basis) over the 1965-1970 period. Holloway found 
significant performance for rank 1 firms over the 1974-1977 period. 
Copeland and Mayers came up with a similar result for the 1965-1978 
period. They found that rank 1 firms outperform rank 5 firms by 
about 6.8 percent per year on a risk-adjusted basis. Stickel 
investigated the information content of Value Line Investment Survey 
rank changes. He finds that rank changes affect common stock 
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prices, but the effect varies by the type of rank change. Changes 
from rank 2 to rank 1 were found to have the most dramatic impact on 
prices. 
In a recent study, Huberman and Kandel (1987) set out to 
examine whether or not the Value Line Enigma is another 
manifestation of the size effect. Their data suggest little direct 
relation between the two phenomena. The failure to detect a direct 
relation does not preclude the existence of a unifying model that 
would explain both Value Line's successful record and the size 
effect. For example, the arguments in this study concerning cross¬ 
correlations can easily be applied to the Value Line finding(s). 
Firms in a particular rank are those with similar composite scores 
on a set of (grouping) variables. That is, firms in a particular 
rank have some common characteristics. As such, one would expected 
the returns of such firms to be correlated. In a portfolio context, 
failure to accommodate these cross-correlations can lead to the sort 
of biases under investigation in the present study. 
2.2.3 Other Anomalies 
In addition to these (more prominent) anomalies, several 
articles deal with other anomalies, such as the day-of-the-week 
effect and the neglected firm effect. Table 1 provides a brief 
summary of the finding on these other anomalies. 
All the evidence on existence of anomalies raises serious 
questions pertaining to the valuations of assets. If markets are 
truly efficient, then security prices should reflect fully all 
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Anomaly 
Low P/E 
Low Price 
Dividend 
Yield 
Neglect 
Book/Price 
Sales/Price 
Day-of- 
the-Week 
Time-of- 
the-Day 
Table 1 
Other Capital Market Anomalies 
Finding and Researcher(s) 
Stocks with lower price/earnings ratio tend to out¬ 
perform those with higher price/earnings ratios [Basu 
(1977), Basu (1983)] 
Low priced stocks earn abnormal returns [Blume and 
Husic (1973), Stoll and Whaley (1983), Branch and 
Chang (1988)] 
Evidence on this anomaly is mixed. Inverse 
relationship between dividends and performance. A 
significant and positive relationship between yield 
and return has been documented [Litzenberger and 
Ramaswamy (1979)]. Blume (1980) finds a discontinuity, 
with zero-yielding stocks earning abnormally high 
returns. Effect has also been found to be 
insignificantly different from zero [Miller and 
Scholes (1982)]. 
Neglected firms have tended to outperform the market 
[Arbel (1985), Merton (1987)] 
Stocks with high Book value relative to price have out¬ 
performed the market. "A book/price strategy and a 
'specific-return-reversal' strategy lead to the 
'inescapable conclusion' that prices on the NYSE are 
inefficient." [Rosenberg, Reid, and Lanstein (1985)] 
Sales/price may be a superior to E/P as an investment 
criterion [Senchack and Martin (1987)] 
Negative average returns on Monday and relatively large 
returns on Friday. [Cross (1973), French (1980)] 
Gibbons and Hess (1981)]. Lakonishok and Levi (1982) 
suggest that this weekend pattern in stock returns is 
attributable to the longer period between trading and 
settlement for stock transactions on Fridays than for 
transactions on the other weekdays. Weekend-related 
behavior in returns is not different in January versus 
the other months, once the abnormally high returns 
at the turn of the year are (properly) accounted for 
[Keim (1987)] . 
During the first forty-five minutes of trading on 
Monday morning prices tend to drop, while during the 
first forty-five minutes of trading on the other 
weekday mornings prices rise [Harris (1986)]. 
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relevant information and thus the question of anomalies should not 
even be an issue. Market efficiency in the strict sense implies no 
frictions in the flow or analysis of information among agents. The 
null hypothesis of the semi-strong form of capital market efficiency 
is that public information lacks private value. As such, the 
evidence on anomalies is a direct challenge to the market efficiency 
paradigm. 
2.3 Non-spherical Disturbances 
With a few exceptions, the work on anomalies has utilized the 
market model (OLS) approach without careful attention to any 
violations of the model's underlying assumptions. The OLS model, 
for example, assumes homoscedasticity among the sample firms and no 
autocorrelation in the residuals. In a pooled time-series cross- 
sectional model, mutual (contemporaneous) correlation is also 
assumed away under OLS. However, testing procedures which fail to 
take account of the cross-sectional dependence in abnormal returns 
can lead to significantly biased test results. The presence of such 
cross-sectional dependence can lead to understating the standard 
error of the residuals (measure of abnormal returns in event 
studies). As a result, reported t-tests are likely to overstate the 
significance of the measured abnormal returns. Gonedes and Dopuch 
(1974) were among the first to identify this problem. They noted 
that testing procedures which fail to take cross-sectional 
correlations into account can lead to unwarranted statistical 
inferences. 
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Consequently, what has supposedly been shown as anomalies may 
not qualify as such or at least the significance (and possibly 
magnitude) may be much less than has been claimed in prior empirical 
tests. 
2.4 Anomalies and Cross-sectional Dependence 
Not infrequently securities will be impacted by the same event 
during the same calendar time period. As a case in point, 
government regulation will often have a simultaneous impact on a 
number of different securities whose price performance around the 
time of the regulatory event is being examined. Brown and Warner 
(1980) refer to this phenomenon as "event month clustering". Brown 
and Warner point out that the general impact of clustering is to 
lower the number of securities whose event period behavior is 
independent. This dependence, Brown and Warner argue, is important 
for two reasons. First, if performance measures such as the 
deviation from historical mean returns or market model residuals are 
positively related across securities in a calendar time, then such 
clustering will increase the variance of the performance measure and 
hence lower the power of the test(s).6 Second, the event period 
dependence in security-specific performance measures must explicitly 
be taken into account in testing the null hypothesis of no abnormal 
performance. Otherwise, even in the absence of abnormal 
performance, the null hypothesis will be rejected too frequently if 
security specific performance measures are positively correlated. 
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Several researchers have attempted to provide an economic 
explanation of the evidence on the various anomalies that have been 
documented (see section 2.2 for a more detailed coverage of 
anomalies). This study maintains that most of the arguments 
purporting to explain the anomalies provide clues regarding the 
possibility of cross-sectional dependence. As a case in point, take 
the size-January effect. Following the work of Branch (1977), most 
researchers have suggested tax-loss selling as a possible 
explanation for the size-January effect [see Reinganum (1983), De 
Bondt and Thaler (1985), and Chan (1986)]. In general, this 
evidence and other explanations (for example, increased risk for 
small firms at year-end) point to the conclusion that something 
happens to markets in December and January that does not happen in 
the other months of the year, at least not with the same magnitude. 
Other researchers provide more direct statistical evidence 
indicating that some (omitted) variable or process is not (properly) 
factored into the pricing equation especially over the December- 
January period. For example, Gultekin and Gultekin (1987) use a set 
of factor loadings obtained from a seven-factor maximum-likelihood 
factor analysis. They find that these factors are mostly priced in 
January. This result is obtained for all of the January portfolios 
in the study. However, when residual variance is introduced, the 
factors are priced in FEWER portfolios. 
Collins and Dent (1984) demonstrate that cross-sectional 
correlation can induce severe errors of inference, if ignored, when 
the event in question affects sample firms at a common point in 
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calendar time. This result is also found when the event is 
industry-specific. The severity depends on the level of cross¬ 
correlation and sample size. 
Using analytical and simulation techniques, Collins and Dent 
assess the severity of problems arising from contemporaneously 
cross-correlated (abnormal) returns. Their work provides insights 
into the type and magnitude of the errors of inference that are 
likely to result from applying various test procedures which ignore 
cross-correlations in testing for a mean shift on security returns. 
Collins and Dent develop an econometric model (based on generalized 
least squares (GLS)) for evaluating capital market effects that may 
be manifested in the form of mean effects on abnormal returns. The 
test procedures developed are similar to the GLS dummy variable 
method of Schipper and Thompson (1983). That method incorporates a 
constraint requiring cross-sectional equality of response 
parameters. However, the test statistic proposed by Collins and 
Dent is unique. It differs from that of Schipper and Thompson by 
allowing one to distinguish or isolate a mean shift from a 
simultaneous shift in the residual variance. This latter feature 
represents an important difference in view of evidence by Beaver 
(1968), and Patell and Wolfson (1979) that most events are 
accompanied by increased residual variances. 
Certainly, studies on the size effect and the January effect 
are subject to these induced errors of inference to the extent that 
cross-correlations are ignored in the testing procedures. As a case 
in point, the underlying cause (whatever that may be) of these two 
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effects (size and January) certainly affects sample firms at a 
common point in calendar time and in a particular direction. Some 
evidence at the micro level indicates that factors in the return¬ 
generating process affect large and small firms differently. For 
example, Harris (1986a) examines weekly and intraday patterns in 
common stock prices using transactions data. Harris provides 
evidence showing, among other things, that patterns in time- 
decomposed returns (15-minute intervals) vary by firm size [see also 
Harris (1986b)]. Thus, one would expect nontrivial cross¬ 
correlations among small firms and among large firms as well. 
The cross-correlation problem is potentially much greater when 
samples are composed of portfolios rather than individual 
securities. Almost without exception, studies of the size effect as 
well as those of the January effect use groups of firms (stratified 
on market value) in making judgements about abnormal return 
performance. 
However, accounting for cross-sectional dependence may not 
always be advantageous or necessary. Brown and Warner (1985) point 
out that: 
"when there is positive cross-sectional 
dependence, failure to make such an adjust¬ 
ment results in a systematic underestimation 
of the variance of the mean excess return, 
implying too many rejections of the null 
hypothesis, both when it is true and when 
abnormal performance is present", [p.20] 
Based on simulation results, Brown and Warner further state that: 
".... adjustment for cross-sectional dependence 
is not always necessary for reasonable test 
statistic specification. If the degree of 
dependence is small, as in studies where event 
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dates are not clustered, ignoring the dependence 
induces little bias in variance estimates". 
[p.20-21] 
Thus, the crucial issue is whether the cross-sectional dependence 
problem is serious enough (for the situations under review) to 
warrant some adjustment. 
Some earlier attempts to deal with the impact of size in event 
studies have involved estimating the abnormal return using size- 
based indices. Addressing this issue (of size-induced biases), 
Dimson and Marsh (1986) demonstrate that the size effect can distort 
long-term performance measures and hence event studies. Dimson and 
Marsh find that these distortions in performance measures are 
avoided by explicitly controlling for size. When abnormal returns 
are measured on a size-adjusted basis, the results in Dimson and 
Marsh reveal (in part) no evidence of market inefficiency. 
Kothari and Wasley (1989) examine, among other things, the 
performance of two alternative abnormal return methods that 
explicitly control for the effect of firm size in expected returns. 
These methods, namely the size control portfolio and size model 
approaches, are based on a companion portfolio approach constructed 
on the basis of firm size. Kothari and Wasley find that when size 
and event date clustering exist, a conventional t-test with size 
control portfolio or size model abnormal returns provide a valid 
test with power comparable to alternative tests based on empirical 
distributions.7 
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2.5 Cross-sectional Dependence and Joint Generalized 
Least Squares 
Several researchers have taken note of this problem (of cross- 
sectional dependence) and used methodologies that attempt to deal 
with this phenomenon. For example, both the Schipper-Thompson 
(1983) and Binder (1985) studies are attempts at incorporating a 
complete contemporaneous variance-covariance matrix in the 
(parameter) estimation process via Joint Generalized Least Squares 
(JGLS). Schipper and Thompson examined the impact of merger-related 
regulations imposed on firms simultaneously. They used OLS and JGLS 
with a zero-beta CAPM as the return-generating model. On the 
hypothesis of no excess returns for the events studied, Schipper and 
Thompson found two of the events to have a significantly negative 
impact on firm returns when OLS was used. However, only one of 
these two events was found to be significantly negative using JGLS. 
The results in Schipper and Thompson were not as strong as were 
expected. If stock returns are positively correlated between 
companies, and if regulatory announcements affect returns, then JGLS 
should give a stronger result. The assumption of non-zero 
covariances appears to be reasonable in the Schipper-Thompson study 
although their results seem to indicate that the assumption of 
positive correlation might be invalid. 
Binder provides a refinement to the work in Schipper and 
Thompson by considering the effect of regulatory changes on firms 
within an industry. Firms within the same industry are likely to be 
affected by the same or similar factor(s). As such, the covariance 
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terms between (residual) stock returns of firms in the same industry 
are likely to be non-zero. Binder was, however, mainly concerned 
with the asymptotic properties of the F, Wald, Likelihood ratio and 
Lagrange Multiplier statistics of JGLS. He focused on the power and 
Type I error of the said statistics compared to a small sample F 
statistic whose properties are known. Noting minimal differences 
when the number of data points used is large, Binder cautions that 
the choice of a test statistic should be given serious consideration 
in studies. This caution is offered largely because several test 
statistics are (shown to be) biased against the null hypothesis 
(that is, tend to reject the null too often). 
Malatesta (1986) set out to generalize the method used by 
Schipper and Thompson, and by Binder to the case of 
noncontemporaneous events. To assess the performance of OLS and 
JGLS, Malatesta used simulation techniques very similar to those in 
Brown and Warner (1980). Malatesta concludes that JGLS estimators 
have no greater precision than the less sophisticated (OLS) 
estimators. 
The results in Malatesta's study are not at all surprising. 
The samples used (200 of 30 firms each) were picked at random. As 
such, the true contemporaneous covariances between the stock returns 
for the firms in these samples are likely to be zero. The 
improvement or gains in efficiency from JGLS depends on the 
seriousness of the (true) departure from the OLS assumptions for the 
event(s) under study. When this departure is negligible, JGLS can 
actually create more problems than it solves because the variance- 
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covariance matrix must be estimated (with error). Given that the 
events in Malatesta's study are noncontemporaneous, JGLS is unlikely 
to perform better than OLS. Thus any comparison of the relative 
efficiencies of these estimators and the power(s) of the respective 
tests seems somewhat unfounded. 
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ENDNOTES 
1. Specifically, Kuhn maintains that research activity in any 
normal science will revolve around a central paradigm. According to 
Kuhn, experiments are conducted to test the predictions of the 
underlying paradigm and to extend the range of the phenomena it 
explains. Although research most often supports the underlying 
paradigm, eventually results are found that do not conform. Kuhn 
terms this stage "discovery": "Discovery commences with the 
awareness of anomaly, i.e., with the recognition that nature has 
somehow violated the paradigm-induced expectations that govern 
normal science" (pp. 52-53) 
2. Dimson (1979) suggests the use of a distributed lag type 
estimator to deal with the problem of beta estimation error due to 
nonsynchronous trading. Dimson regresses the observed stock returns 
on a series of contemporaneous, leading, and lagged market returns. 
Beta is then computed as the sum of the coefficients on these time- 
distributed returns. 
3. Jacobs and Levy (1988) show that controlling for tax-loss 
selling and other attributes in a multivariate framework partially 
mitigates the January seasonals exhibited by many of the (naive) 
anomaly measures. The design used by Jacobs and Levy suffers from 
serious problems of interpretation due to the problem of 
multicollinearity that makes incremental partitioning of variance 
virtually impossible. As such, statements regarding effect of 
"controlling for tax-loss selling" cannot be made easily. 
4. The notion of "overreaction" was motivated by work in cognitive 
psychology on intuitive prediction positing that many investors are 
poor Bayesian decision makers. Experimental and survey evidence 
indicates that in probability revision problems people show a 
tendency to "overreact". That is, they overweight recent 
information and underweight base rate data. DeBondt and Thaler 
postulated that, as a consequence of investor overreaction to 
earnings, stock prices may also temporarily depart from their 
underlying fundamental values. Thus, with prices initially biased 
by either excessive optimism or pessimism, prior "losers" would be 
more attractive investments than prior "winners". 
5. This study (Branch and Echevarria) seems to be motivated by the 
findings/arguments in Amihud and Mendelson (1986b). The findings in 
Branch and Echevarria, based on micro level data, are only 
preliminary using very limited data. Therefore, comparisons with 
studies like Roll (1984) and Amihud and Mendelson (1986b) are 
difficult to make. Further, problems relating to changing return 
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distributions between trading intervals would have to be addressed 
at the micro level (daily returns) vis-a-vis the interval assumed 
for the bid-ask prices. 
6. The power of a test is obviously important since it provides a 
guide regarding the confidence with which inferences can be made. 
Power is the probability, for a given level of Type I error and a 
given level of abnormal performance, that the hypothesis of no 
abnormal performance will be rejected. A test's power indicates its 
ability to detect the presence of abnormal performance. Thus a more 
powerful test is preferred to a less powerful one, ceteris paribus. 
7. See Marias (1984), and Foster, Olsen and Shevlin (1984). An 
empirical distribution does not require distributional assumptions. 
CHAPTER III 
RESEARCH METHODOLOGY 
3.1 Data and Sample Selection 
The present study covers the period January, 1975 to January, 
1986. For each firm in the sample, the market model parameters are 
estimated using monthly returns for the 60 months preceding each 
January. The parameters are re-estimated every year using the 
previous five years. The variables used in this study are: 
Size: The natural logarithm of the market value of 
equity1 
Retc: Monthly company equity return 
Retm: Monthly return on the CRSP Equal Weighted 
Index (with dividends) 
Retj: Market Model Adjusted January return (measure 
of abnormal return - see section 3.4.1) 
The data used to estimate the regression parameters are monthly 
returns obtained from the 1987 version of the CRSP Monthly Returns 
File. Data used to compute year-end firm size were also obtained 
from the CRSP database (1987). 
Some evidence in the finance literature indicates that shorter 
interval data might be better or more preferable than longer 
interval data, largely because the former contains (presumably) more 
information. For example, Wood, Mclnish and Ord (1985) examine the 
behavior of returns and characteristics of trades at a micro level. 
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Their evidence points to the conclusion that the process generating 
average returns differs significantly over a trading period. Wood, 
Mclnish and Ord formed a minute-by-minute market return series and 
tested for normality and autocorrelation. They find evidence of 
differences in return distributions among overnight trades, trades 
during the first 30 minutes following the market opening, trades at 
the close, and trades during the remainder of the day. The latter 
distribution is found to be normal. Wood, Mclnish and Ord also find 
unusually high returns and standard deviations of returns at the 
beginning and the end of the trading day. However, autocorrelation 
in the market return series is substantially reduced when the 
beginning- and end-of-the-day effects are omitted. French and Roll 
(1986) provide evidence consistent with the findings in Wood, 
Mclnish and Ord. French and Roll offer some plausible explanations 
for the observed patterns. 
However, whether or not shorter interval data is better than 
longer interval data depends on the particular study and research 
design. The difficulties encountered in using shorter interval data 
(e.g. daily) to estimate "beta" are well known and extensively 
documented in the literature. Scholes and Williams (1977) point out 
that since many securities trade infrequently, accurate calculation 
of returns over a fixed interval is difficult. This nonsynchronous 
trading leads to an error-in-variables problem. Consequently, the 
usual regression estimate of beta is biased and inconsistent. The 
measurement problem is particularly severe when the interval is as 
short as a day. Problems arising from nonsynchronous trading, 
rounding error, and bid-ask spreads should not be as severe in 
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monthly as in weekly or daily return data. Monthly returns are 
therefore used to mitigate the potential bias caused by non- 
synchronous trading [see also Dimson (1979), and Reinganum (1982)]. 
The CRSP equal-weighted index is used as a proxy for the market 
portfolio of risky assets. For inclusion in the sample, a firm must 
have full data for the estimation period. Securities with missing 
data are eliminated. For example, for January 1975, firms in 
existence since January 1970 that have price information for 
December 1974 (1970-74 estimation period), and have no missing data, 
qualify for inclusion in the sample for December 1974. This 
selection criterion probably biases the sample toward more actively 
traded firms, and therefore, against having nonsynchronous trading 
as a confounding effect. Table 2 presents a summary of the number 
of firms that met this screening procedure. 
3.2 Portfolio Construction 
The following portfolio construction scheme was employed in this 
s tudy: 
At each year-end, all sample firms are ranked on the basis of 
the market value of their common equity. These market values are 
obtained by multiplying the number of shares of common stock 
outstanding at year-end by the firm's year-end price of common 
stock.2 The sample firms (from NYSE and AMEX) are then assigned to 
one of twenty portfolios arranged in order of increasing size. 
Thus, Portfolio 1 contains the smallest firms and portfolio 20 
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Table 2 
Summary of Firms Meeting Data Screens 
Estimation period Number of firms 
1970-1974 1148 
1971-1975 1176 
1972-1976 1209 
1973-1977 1245 
1974-1978 1270 
1975-1979 1255 
1976-1980 1234 
1977-1981 1246 
1978-1982 1212 
1979-1983 1205 
1980-1984 1183 
1981-1985 1177 
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contains the largest. This ranking and portfolio procedure is 
repeated in each year, using year-end market values. Working with 
twenty portfolios was necessary to meet the conditions for 
estimating the system and implementing the tests described in 
section 3.5 of this chapter. Essentially, in order to handle the 
problem of non-spherical disturbances with the approach specified in 
section 3.5, the number of observations (T) must be greater than the 
number of firms (N) in each portfolio. For direct comparison with 
those studies that have worked with deciles, the first two 
portfolios in this study correspond to the first decile. Any 
remaining firms3 in the sample after applying these rules will be 
placed in portfolio 21. If the number of firms in portfolio 21 is 
sufficiently large, then an analysis of portfolio 21 will be carried 
out along the lines of the other portfolios. 
After forming the portfolios on the basis of some partitioning 
variable (such as size in the present study), the computation of the 
variance of the residuals will be done separately for each portfolio 
taking into account the structure of the disturbances in the 
portfolio. The significance of the abnormal returns will then be 
tested using the (properly) estimated variance [see equation (12)]. 
3.3 Trading Strategy 
For the purposes of testing research hypotheses, a buy-and-hold 
strategy is assumed largely to mitigate the effects of the so-called 
"bid-ask" bias. Blume and Stambaugh (1983) and Roll (1983) 
demonstrate the existence of a "bid-ask" bias in security returns 
that is larger, the smaller the firm size, and whose magnitude is 
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exacerbated by rebalancing. Further, Blume and Stambaugh show that 
many previous studies, such as Banz (1981) and Reinganum (1981), 
overstate the magnitude of the size effect because of a statistical 
bias related to bid-ask spreads. They demonstrate that the use of a 
buy-and-hold strategy reduces the magnitude of the bias. 
3.4 Residual Analysis 
Most of the prior studies on anomalies employ the standard 
event study abnormal return methodology. This methodology involves 
computing the deviation of actual returns from expectations, that 
is, residuals, and the significance of the deviation. The results 
are usually based on the market model [see Fama (1976), and Brown 
and Warner (1980)] from which the benchmark expected return is 
estimated. The relationship between the residuals and events is 
then examined. The methodology in all of its variants is generally 
known as "residual analysis". A major concern of residual analysis 
is to assess the extent to which security price performance in the 
test period has been abnormal. That is, determine the extent to 
which security or portfolio returns differ from those which would 
have been appropriate or normal, given the model determining 
equilibrium expected returns. 
3.4.1 The Market Model 
The market4 model is of the following form: 
Rit “ <*i + ftRmt + €k (1) 
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where: Rjt = the actual return on security i for day t, 
Rmt * the market return for day t, 
eu = Random disturbance with expected value of 
zero and variance a2, and 
ai(/?i = Unknown firm-specific parameters to be 
estimated 
Rit and Rmt are also random variables. 
The basic assumptions [see Kmenta (1971)] of this model are as 
follows: 
Normality: eit is normally distributed (Al) 
Zero Mean: E(eit) = 0 (A2) 
Homoscedasticity: E(eit2) = a2 (A3) 
Nonautoregression: EC^e^) = 0 (t^s) (A4) 
Nonstochastic X: Xj is a nonstochastic variable 
with a finite variance 
different from zero. 
Using observations from an appropriate estimation period and 
applying ordinary least squares estimates a{ and bj of cq and /3it 
respectively, the following prediction errors (/xit) are calculated 
for the test period around the event: 
H-K - (*i + b,Rml) (2) 
Other alternative ways of computing the abnormal returns have 
been employed in some event studies. An example is the Market- 
Adjusted Returns Model in Brown and Warner (1980). Under this 
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alternative model, the expected firm return is equal to the market 
return for that period.5 This approach is the equivalent of setting 
a equal to zero and equal to one. Given the wide differences in 
size and industry composition of the firms in this study, such an 
assumption would be erroneous. Further, Brown and Warner note that 
these other alternatives make no difference in the results. Thus, 
this and other similar alternatives will not be employed in the 
present study. 
Disturbances that conform to assumptions A3 and A4 are said to 
be spherical. When assumptions A3 and A4 are satisfied, the 
variance-covariance matrix of the disturbance vector, i.e. E[ee'}, 
is given by a2! where a2 is the uniform variance of the individual 
disturbance terms and I is a TxT identity matrix. In a model with 
multiple explanatory (independent) variables, the variance- 
covariance structure of §_ will be given by: 
^(x-xr* O) 
The violations of homoscedasticity and nonautoregression lead 
to heteroscedasticity and autocorrelation, respectively. The 
disturbances in this case are said to be non-spherical. With non- 
spherical disturbances, E[c£'] = X = a1^, where X is a (TxT) 
positive definite symmetric matrix. With non-spherical 
disturbances, the variance-covariance of £ (Kxl column vector of 
coefficients, where K — number of independent variables) is: 
<4> <r2(X'X)'1X'<iX(X'X)*1 
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Since <f> f I, the covariance matrix in (4) certainly differs from 
that in (3). Thus, using (3) would produce incorrect standard 
errors since the elements of a2(X'X)_1 may understate or overstate 
the true variances and covariances. In addition, the usual estimator 
of cr2, S2 = e'e/(T-K) is, in general, a biased and inconsistent 
estimator of a2 [see Fomby et. al (1984)]. An unbiased and 
consistent estimator of a2 is 
e' 
S2 = - (5) 
(T-K) 
The structure of the disturbances is complicated further with 
pooling cross-sectional and time-series observations. With such 
pooled data, we also have to be concerned with the possibility of 
mutual correlation in addition to heteroscedasticity and 
autoregression. That is, 
Mutual Correlation: E(eitejt) = a« (A5) 
The present study hypothesizes that the scalar identity 
covariance assumption concerning the disturbances, i.e. a I, is 
inappropriate for studies on the size and January effects. Instead, 
a more appropriate testing procedure should be employed when the 
assumption of spherical disturbances is not tenable. A suitable 
procedure for handling non-spherical disturbances is generalized 
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least squares (GLS), or more appropriately, estimated generalized 
least squares (EGLS). 
The issue of "potential bias" basically has to do with the way 
in which the error structure is characterized in the regression 
equation. That is, what appropriate restrictions does the 
researcher choose to place on the structure of the disturbances 
given a particular set up? 
A second related and important question is whether or not to 
apply generalized least squares to a given situation, in general, 
and to the set up in this study in particular. The answer to both 
questions depends on the seriousness of the departure from spherical 
disturbances assumed under the OLS approach. In this study, the 
level of dependence in the sample correlation structure will be 
analyzed using the procedures advocated by Morrison (1976) coupled 
with other diagnostic procedures on the pattern and distribution of 
the pairwise correlations. 
3.5 Violations of Sphericity and Possible Alternatives 
Faced with an error structure that is not as well-behaved as 
specified in assumptions A3 to A5, a researcher can proceed in one 
of three possible directions. Firstly, one can introduce more 
independent variables. Secondly, the researcher can change the 
functional form of the relationship based on some theoretical 
grounds. Thirdly, one can explicitly account for the structure of 
the disturbances in the estimation process and not simply assume a 
spherical pattern. 
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Introducing more variables simply means that the expected 
return should be modelled not only as a function of the market but 
also dependent on other variables or factors such as dividend 
payout, price, industry, and price-earnings ratio, among others. 
Modelling with additional variables or factors would be justified to 
the extent that, in doing so, the contemporaneous correlation 
vanishes. Let us suppose, for example, that we suspect price to be 
the omitted variable. If price is independent from size, one should 
be able to show that the degree of departure from spherical 
disturbances is less serious when price is used as the grouping 
variable compared to the situation when size is the grouping 
variable. This approach would be the most direct way of showing 
whether size dominates price or vice-versa. Such a task could be 
accomplished by implementing the appropriate tests for equality/non¬ 
equality of two covariance structures.6 
Although a model that incorporates extra-market factors could 
potentially reduce residual cross-correlation, the use of multi¬ 
index models has its own problems and has not eliminated uhe central 
problem. Whether introducing an additional variable helps reduce 
the cross-correlation problem depends on the research design. For 
example, the correlations should not be reduced, ceteris paribus, if 
the event under review is non-contemporaneous (such as stock splits 
over time). An exception would be the case where the effect of the 
omitted factor is invariant through time and is more or less similar 
(identical) for all firms experiencing the event. Efforts to 
introduce more variables have not been particularly successful. 
Brown and Warner (1980) point out that beyond a simple, one-factor 
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model, more complicated methodologies fail to convey any benefit. 
Further, Bernard (1986) points out another problem associated with 
the use of multi-index return-generating models: 
"Aside from the fact that they do not necessarily eliminate 
cross-correlation in the data, a disadvantage of these 
approaches is that they may capture and eliminate a portion 
of the treatment effect that the researcher is attempting 
to detect". 
Thus, introducing more independent variables is not an option 
pursued in this present study. 
Some variables may have to be omitted because we cannot measure 
them or find suitable proxies. For example, information asymmetries 
between small and large firms may account for observed differences 
in returns between small and large firms. However, the issue of 
appropriate proxies to use for information asymmetry is a complex 
one. Among the possibilities are the number of shares held by 
insiders, the number of analysts following a firm, and the number of 
newspaper citations, to name a few. In general, failure to capture 
such phenomenon as information asymmetry will be reflected in the 
error structure. Thus, in a situation such as this (inability to 
measure important variables accurately), the most logical 
alternative may well be to deal with the error structure directly. 
The second alternative of changing the functional form was also 
considered. For example, some nonlinear form (for example, 
parabolic and quadratic) could be adopted. By making suitable 
transformations of the variables, one could employ OLS as outlined 
in section 3.4. However, in performing these transformations, we 
implicitly assume that the residual is additive to the transformed 
equation. For example, estimating a log-linear model implies that 
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the residual enters the original equation in a multiplicative 
fashion. In the absence of a compelling theory to warrant such an 
assumption, the new transformed model may introduce more problems 
than are solved. 
In light of these observations, this dissertation adopts the 
third alternative, that is, deal with the residual structure 
directly. Section 3.6 below outlines a procedure designed to handle 
this issue of non-spherical disturbances. 
3.6 Estimating the Mean and Variance of Excess Returns 
The basis for inference in event studies is a test statistic, 
typically the ratio of the mean excess return to its standard 
deviation. Thus, estimation of the sample mean excess return and 
the associated variance is crucial for tests of statistical 
significance. Violations of the assumptions of no-autocorrelation 
and homogeneity of variance, coupled with mutual correlation can 
introduce some serious biases in the estimates and statistics. 
In general, we may have autocorrelation in the error terms 
only, the dependent variable only, and both the error terms and the 
dependent variable [see Wonnacott and Wonnacott (1979)].7 The study 
by Roll (1981) focused on autocorrelation in the dependent variable 
(due to nonsynchronous trading). Almost without exception, the 
abundant evidence rejecting the weak form of market efficiency shows 
that autocorrelation in the dependent variable (raw returns) is not 
a problem.8 This premise is especially valid in the absence of 
nonsynchronous trading, and more so with longer interval data such 
as monthly returns. Accordingly, the present study will focus on 
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the problems of autocorrelation in the error terms, hetero- 
scedasticity, and mutual correlation. 
3.6.1 Possible Biases in Estimation Using Ordinary Least Squares 
The null hypothesis in most event studies is that the event has 
no impact or valuation effects. That is equivalent to saying: 
E(ut) = 0 (6) 
Using residual analysis in a pooled cross-sectional and time-series 
model, the mean excess return, u, is given by: 
N /ij 
u = 2 - (7) 
i=l N 
The variance of the portfolio, ap2, is calculated as follows: 
N - u) 
<7p2 = 2 - (8) 
i=l (N-l) 
Purely from a portfolio theory context, the variance of a portfolio 
will be given by: 
N N 
a 2 = S 2 Wintry (9) 
i-1 J-l 
where the w's represent the weight in each security and cjy 
represents the covariance between the disturbances of securities i 
and j. The expression in (9) can be separated into variance and 
covariance terms in the following manner: 
N N N 
a 2 = 2 w2a2 + 2 2 W|Wjag 
i-1 i-1 j=l 
(10) 
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where a? represents the variance of security i's disturbances. 
If all the weights are equal and if the disturbances of firms i and 
j are identically and independently distributed, then the expression 
in (8) will approximate that in (10) since the second term (the 
covariances) on the right hand side of equation (10) will be zero.9 
If, however, these two critical conditions do not hold, then the 
quantity in (8) will be a biased estimate of the quantity in (10). 
For example, if the weighted sum of the covariances is positive 
(negative), then (8) will understate (overstate) the portfolio 
variance of the residuals.10 Such a misstatement will be a function 
of sample size (N), the weighting scheme used, and the structure of 
the covariances. This dissertation maintains (for the reasons 
specified in chapter II) that returns of small-firm portfolios as 
well as large-firm portfolios are likely to be positively 
correlated. As such equation (8) will understate the (true) 
variance of the portfolio because the covariance terms will not sum 
up to zero. This bias would be compounded by the weighting scheme 
used. Section 3.6.2 elaborates on the impact of the weighting 
scheme in estimating the variance. 
The weighting scheme will also affect the computed mean of the 
excess returns. If an equal-weighting scheme cannot be justified, 
then equation (7) will give a biased estimate of the mean excess 
return of the portfolio. The estimated return of an equally- 
weighted portfolio is dominated by firms that have large market 
model residual variances. That is, when the observed abnormal 
portfolio return is positive (negative), the positive (negative) 
result is more likely to be due to the higher residual variance 
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firms having larger positive (negative) abnormal returns relative to 
the smaller residual variance firms. Thus when the residual 
variances and covariances of the firms in a portfolio differ 
markedly, one should use a weighting scheme that takes those 
differences into account. The implementation of this issue is 
discussed in section 3.6.2 below. 
3.6.2 Incorporating Non-spherical Disturbances 
A general econometric model for testing the proposition that 
E(ut) = 0 is presented in the following cross-sectional regression 
model [see Collins and Dent (1984)] in matrix format: 
rt - /itl + iH i\ ~ N(0,E) (11) 
where rt is a N x 1 vector of forecast errors (uit, i = 1,...N) at 
time t computed according to equation (2) ; nt is the average abnormal 
return in period t which is to be estimated; 1 is a column vector of 
N > 2 units; and is a N x 1 vector of unobservable noise elements 
(njj, i = 1.N) which is assumed to be normally distributed with 
mean zero and variance/covariance structure E. 
Certainly, the properties of the variance-covariance structure 
(E) are very critical. The appropriateness of the estimation 
technique is largely a function of these properties. The variance- 
covariance structure of the forecast errors in equation (2) may be 
written in the following general form: 
E = CtfiCth2 (12) 
In equation (12), Ct is a diagonal matrix of dimension NxN. The 
element of firm i is given by [see also Patell (1976)]: 
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. , Ti 
[ 1 + l/Tj + (Rrot - R,,,)2/ S (RjHr - Rm)2]M (13) 
r=1 
where is the average market return over the estimation period for 
firm i. The factor h2 in equation (12) is an unknown scalar which 
permits a constant multiplicative change in return variances from 
the estimation period to the test period. The NxN matrix ft 
represents the theoretical variance/covariance structure of abnormal 
returns for the N securities or portfolios in the sample. This 
structure is assumed to be constant over time. The diagonal 
elements of fl, a2, are estimated as follows: 
(14) 
r=1 
The off-diagonal (i,j) elements of fl represent the covariances which 
are allowed to take on nonzero values. Consistent estimators of 
these covariances are obtained from the results of the N separate 
least squares regressions for each firm in the estimation period as 
follows: 
r=1 
i,j = 1, 
A consistent estimator of the covariance of forecast errors, 
E(uitUjt) , will be given by: 
(16) 
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This is the type of estimator used in seemingly unrelated regression 
processes (see Zellner (1962)). A consistent and asymptotically 
efficient estimator of /Jt is obtained by applying generalized least 
squares (GLS) estimation [see Theil (1971), Johnston (1972), and 
Kmenta (1971)]. 
The mean excess return is estimated as follows: 
u = (l'S'1rt)(l'S-1l)-1 (17) 
where S is the full (estimated) covariance matrix of the forecast 
errors. If we assume no variance increase during the event period, 
then the variance of u will be given by: 
(1' S^l)'1 (18) 
The desirable feature of this alternative (GLS-based) technique 
used in the present study is that it weights each security's 
forecast error in inverse proportion to its relative variance- 
covariance with other securities in the sample. Thus, this 
procedure uses more information than conventional estimation 
procedures (such as OLS) which give equal weight to all observations 
in computing a sample mean. Specifically, the weights used are: 
W = (l'S4)(l'S-1l)-1 (19) 
That is, we use weights proportional to the row sums of the inverse 
of the full (estimated) covariance matrix, S, of the forecast 
errors. This weighting scheme was chosen because the role played by 
each variance/covariance term is a function of the element's 
importance relative to the entire structure of the disturbances. An 
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equal-weighting scheme assigns the same importance to all the 
elements of the covariance matrix. This is only justified if all 
the elements in the matrix are equal to each other. If the 
covariance terms (as is most likely the case with studies on the 
size effect) differ significantly, then an equal-weighting scheme 
introduces bias in the estimated portfolio mean of the excess 
returns and the associated variance. 
3.7 Implementation of Alternative Test Procedure 
The question of "potential bias" due to cross-correlations is 
predicated on the way in which the error structure is characterized 
in the research design. Rather than simply ruling out cross¬ 
correlations, the present study advocates specifically testing for 
the presence (or lack) of cross-correlations among the securities 
under review in a given research setting. The choice of the testing 
procedure (simple OLS- or EGLS-based) will depend on the estimated 
structure of the disturbances. 
3.7.1 Testing for Cross-sectional Dependence 
To analyze the sample correlation structures, the present study 
adopts two tests described by Morrison (1976).11 These tests are 
relevant for this study because they enable us to determine directly 
the extent to which the correlation structures depart from the 
(usually) assumed identity matrix (as is the case under OLS). This 
step is crucial in the testing procedure because it will enable us 
to show the possible advantages of the proposed technique of dealing 
with non-spherical disturbances. 
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The first test in Morrison is based on a generalized likelihood- 
ratio criterion. It is a test of whether the correlation structure 
can be represented by a diagonal (identity) matrix. Under the 
assumption of multivariate normality, the test is one of complete 
independence as opposed to some dependence among the abnormal 
returns. The second test (we adopt the theme rather than the exact 
specification of this test) deals with the equality of the 
correlations, that is, to test the hypothesis that the unique 
pairwise correlations are equal. McElroy (1967) shows that 
establishing the non-equality of the off-diagonal elements of the 
correlation matrix is sufficient to guarantee that GLS estimates 
will be best linear unbiased estimates (BLUE) and superior to 
ordinary least squares estimates. 
The first test (hereafter Morrison-1) described in Morrison 
concerns the following hypothesis: 
H0: P = I 
Ha: P / I 
where P is the NxN matrix of population correlations, with one's on 
the main diagonal and the off-diagonal elements consisting of 
pairwise correlations, py. The null hypothesis is equivalent to 
saying that ft is a diagonal matrix.12 The alternative hypothesis 
maintains that at least one correlation or covariance does not 
vanish. The following Chi-squared statistic is used to make 
judgements about departures from an identity matrix: 
X2 = - ( T - 1 - ((2N + 5)/6))ln|R| (20) 
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The statistic in (20) has [N(N-l)/2] degrees of freedom, where N is 
the number of securities in each size-sorted portfolio and ln|R| is 
the natural logarithm of the determinant of the sample correlation 
matrix, R. For large degrees of freedom, the theoretical Chi- 
squared value will be given by: 
X2 = h[z + (2v - l)*]2 (21) 
where v represents the degrees of freedom and z is the value for the 
standard normal variable. Using a multiple Maclaurin expansion of 
ln|R|, the test statistic in (20) can be approximated by:13 
X2 = - { T - 1 - [ (2N + 5)/6]}SSrij2 (22) 
i<j 
where r^ are the sample correlations and the summation extends only 
over the unique pairwise correlations. Morrison points out that the 
approximation is best for small correlations and expresses doubt as 
to whether, for a large sample, it would lead to a different 
conclusion than that obtained from the determinantal version 
(equation 20). To ensure that implementing this Morrison-1 test is 
a worthwhile exercise, we will generate summary statistics of the 
sample correlations. The relevant information will include the mean 
and standard deviation of the correlations, and the overall 
distribution14 of the correlations. The test will then be 
implemented after a careful diagnosis of this information. 
The second test (hereafter Morrison-2) described in Morrison is 
concerned with checking whether the equal variance-covariance 
pattern is tenable. This test is similar to the first except that 
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instead of having zeros in the off-diagonals as is the case with the 
null hypothesis in Morrison-1, this second test checks for a 
specific value. The X2 test statistic is: 
N(N+1)2( 2N - 3) |S| 
- [  ] LN [ - ] (23) 
6(N-1) (N2 + N - 4) (SaN(l-Ra)N'1(l + (N-l)Ra) 
where the representation are as follows: 
|s|, the determinant of the sample variance-covariance matrix, S. 
Sa> the average of the individual security's variances 
Ra, the average sample portfolio correlation 
LN, the natural logarithm 
N, the number of securities in the portfolio 
T, the number of observations per security 
The statistic in (23) above is distributed as a Chi-squared variate 
with [(N(N+l)/2) - 2] degrees of freedom. 
The implications of rejecting the null hypotheses under 
Morrison-1 and Morrison-2 are quite clear. A rejection of the null 
under the first test means that the disturbances are not spherical 
and that the sample (residual) returns are cross -sectionally 
dependent. This finding (depending upon the degree of the problem) 
would suggest the use of procedures that accommodate such departures 
from spherical disturbances. A rejection of the second test will 
ensure that a testing procedure that incorporates non-spherical 
disturbances will perform better than one that does not. As an 
alternative, Morrison-1 can be applied in conjunction with 
information about the distribution(s) of the pairwise correlations 
within portfolios to get an indication of the possible benefits from 
using an unrestricted error structure. 
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ENDNOTES 
1. Using the market value of equity alone to represent size might 
bias the results particularly if the size effect is primarily a risk 
phenomenon. Including other securities such as debt and preferred 
stock would better represent the risk profile of the firm than the 
market value of common stock alone. However, the inclusion of debt 
and preferred is likely to introduce more problems than it would 
solve. For example, some forms of debt do not have well defined or 
readily available market values. As a case in point, most off- 
balance-sheet financing, such as certain types of leases, fall in 
this category. 
2. Using year-end market values might affect the results due to a 
possible misclassification. For example, a firm can be under 
significant selling pressure during the last few months of the year 
(in fact this could all happen in December). As such, its market 
value will be lower than is normally the case. Such a firm may thus 
be incorrectly classified as small, particularly if it is on the 
margin, when in fact it may belong to another size class. 
3. The number of firms in each portfolio, N', for any one year will 
be given by N' = N/20. The remaining firms, m, will be placed in 
portfolio 21. Notice that since N is not fixed from one year to 
another, N' will not necessarily be the same across years. Also, 
the firms in portfolio 21, i.e. m, will be less than N'. 
4. Elgers, Callahan and Strock (1987) demonstrate that, as a basis for 
expected returns, the market model is relatively less efficient than 
financial analysts' forecasts. Further, the market model provides 
downward-biased expectations for low earnings-yield (E/P) firms and 
vice versa for high E/P firms. These problems are likely to lead to 
unwarranted conclusions about abnormal return measures. This 
observation would seem to suggest a multi-variable grouping procedure 
other than size alone. This sets the direction for future extensions 
of the present study. 
5. Expected returns are assumed to be constant across securities but 
not across time. 
6. This task is left for future study. Morrison (1976) describes 
the aforementioned test to determine the equality or otherwise of 
two or more variance-covariance structures. Price per share and 
size are definitely (positively) correlated. In view of this 
correlation, an incremental partitioning of variance (as is done in 
some cross-sectional return studies) is not a useful exercise. 
Similar comments also apply when other variables, such as price- 
earnings ratios, are introduced into the equation. 
7. Wonnacott and Wonnacott (1979) demonstrate that if 
autocorrelation is limited to the error term, then OLS estimators 
will be unbiased and consistent but inefficient (larger variance). 
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If autocorrelation is, however, confined to the dependent variable, 
OLS estimators will be consistent but biased in finite samples. 
Autocorrelation in both the error and the dependent variable leads 
to OLS estimators being neither unbiased nor consistent. 
8. Autocorrelation in the dependent variable poses serious 
problems. For example, Wonnacott and Wonnacott (1979) point out 
that the Durbin-Watson test of whether the error term is 
autocorrelated becomes invalid in the face of autocorrelation in the 
dependent variable. 
9. That this is the case is easy to show using some elementary 
mathematics. Recall that if random variables are independent (that 
is, every pair is independent), then the variance of the (weighted) 
sum is equal to the (weighted) sum of the variances. That is, the 
variance and summation operators are interchangeable if the 
variables are independent. 
10. The case of mixed-sign off-diagonals is rather problematic. 
Whether the portfolio variance is over- or understated will depend 
on which correlations dominate (the positives or the negatives). 
This dominance in turn also depends on the importance attached to 
each element in the covariance structure as a result of the 
weighting scheme employed. 
11. The reader is referred to Morrison (1976) pages 116-119 and 
pages 247-259 for more specific details of the two tests adopted in 
this study. 
12. Note that p^ — a- / a{a- for all i and j . 
13. See D.N. Lawley, "The Estimation of Factor Loadings by the 
Method of Maximum Likelihood", Proceedings of the Royal Society of 
Edinburgh. Vol. 10, 1940, pp. 64-82 
14. This idea was motivated by Table 1 in Collins, Rozeff and 
Salatka (1982). 
CHAPTER IV 
EMPIRICAL RESULTS 
"That the automobile has reached the limit of its 
development is suggested by the fact that during 
the past year no improvements of a radical nature 
have been introduced." 
-Scientific American, January 2, 1909 
This study is motivated by the suspicion that we probably cannot 
expect the degree of dependence among the residuals of firms within 
a particular size-class to be trivial. This nontrivial dependence 
may well be expected especially among firms in the small-size as 
well as the large-size portfolios. Assume for the moment that these 
types of dependencies do in fact exist. Then errors of inference 
regarding the significance of mean abnormal returns are likely when 
such dependencies are ignored. When we employ estimation procedures 
that incorporate such dependencies, the (possible) biases associated 
with ignoring the dependencies should be very substantially reduced. 
The benefits of using procedures that accommodate non-spherical 
disturbances are a function of the extent to which the correlation 
structure departs from that assumed under the OLS model (that is, 
identity matrix). To facilitate the discussion that follows, we 
will refer to portfolios 1 through 7 as Group A (small firms); 
portfolios 8 through 13 as Group B (medium-size firms), and 
portfolios 13 through 20 as Group C (large firms). 
4.1 The Pattern of Correlation Structures 
Table 3 contains a summary of the descriptive statistics for the 
(unique) pairwise correlations of the abnormal returns for each of 
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the portfolios. This table reveals some interesting patterns. For 
example, for the 1970-74 estimation period, table 3 shows the 
average correlations ranging from a low of 0.0026 (portfolio 8) to a 
high of 0.2021 (portfolio 20). These results are even more 
revealing when we examine the pattern of these average correlations. 
The average correlation for portfolio 1, for example, is 0.0719. As 
we move from portfolio 1 in Group A towards Group B (intermediate 
range firms), the average correlations become progressively smaller 
in absolute value. The low point of the correlations is reached in 
Group B. The correlations become progressively larger as we move 
from Group B to Group C (the larger firms). A similar pattern also 
emerges for the other estimation periods (1971-75 through 1975-79) 
as shown in table 3. Table 4 shows the results for the remaining 
estimation periods (1976-79 through 1981-85). Again, the patterns 
in table 4 are similar to those in table 3. Figure 1 depicts the 
pattern of correlations graphically for the 1970-74 estimation 
period as a function of size. 
Figure 1 reveals that the pattern of correlations among size- 
sorted portfolios is approximately U-shaped. The pattern of 
correlations just described is consistent with what one would expect 
(see Chapter II). Prior evidence on the size-January anomaly 
generally indicates that small firms are affected in one (positive) 
direction. Therefore, as we conjectured earlier (see "tasks" at the 
end Chapter I), this observation should imply a positive correlation 
among the returns of such firms. Similarly, the evidence in prior 
studies indicates that large firms underperform the market in 
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Table 3 
Mean Residual Cross-Correlations 
for Size-Sorted Portfolios 
(1970-74 through 1975-79) 
Panel A PORTFOLIO 
Estimation 
Period 
1 2 3 4 5 6 7 
1970-74 .0719 .0360 .0281 .0242 .0442 .0069 .0092 
1971-75 .0693 .0410 .0264 .0225 .0273 .0088 .0016 
1972-76 .0855 .0301 .0340 .0334 .0121 .0106 .0027 
1973-77 .0756 .0506 .0209 .0183 .0226 .0069 .0009 
1974-78 .0826 .0453 .0135 .0232 .0151 .0142 .0016 
1975-79 .0488 .0301 .0124 .0184 .0255 .0100 .0057 
Panel B PORTFOLIO 
Estimation 
Period 
8 9 10 11 12 13 
1970-74 .0026 .0148 .0035 .0066 .0249 .0141 
1971-75 .0033 -.0037 -.0003 .0075 .0123 .0301 
1972-76 .0103 -.0022 .0040 - .0005 .0256 .0137 
1973-77 .0035 .0132 .0075 .0270 .0020 .0154 
1974-78 .0020 -.0021 .0010 -.0014 .0063 .0219 
1975-79 .0014 .0034 .0082 .0088 .0101 .0153 
Panel C PORTFOLIO 
Estimation 
Period 
14 15 16 17 18 19 20 21 
1970-74 .0209 .0479 .0554 .0476 .1120 .1096 .2021 na 
1971-75 .0335 .0467 .0358 .0564 .0999 .1225 .2144 na 
1972-76 .0230 .0454 .0352 .0597 .0754 .0945 .1547 na 
1973-77 .0207 .0294 .0613 .0431 .0719 .0619 .1241 .2049 
1974-78 .0202 .0279 .0497 .0509 .0545 .0880 .0932 .1752 
1975-79 .0146 .0274 .0354 .0446 .0518 .0677 .0865 .1506 
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Table 4 
Mean Residual Cross-Correlations 
for Size-Sorted Portfolios 
(1976-80 through 1981-85) 
Panel A PORTFOLIO 
Estimation 
Period 
1 2 3 4 5 6 7 
1976-80 0472 .0309 .0166 .0249 .0053 .0137 .0045 
1977-81 0391 .0295 .0147 .0157 .0063 .0136 .0173 
1978-82 0407 .0279 .0257 .0078 .0102 .0071 -.0006 
1979-83 0348 .0201 .0256 .0029 .0102 .0021 .0013 
1980-84 0456 .0119 .0111 .0064 .0074 -.0018 .0082 
1981-85 0370 .0122 .0131 -.0013 .0062 -.0006 .0070 
Panel B PORTFOLIO 
Estimation 8 9 10 11 12 13 
Period 
1976-80 .0161 .0106 .0021 .0129 .0090 .0042 
1977-81 .0032 .0048 -.0017 .0066 .0157 .0211 
1978-82 .0025 .0005 .0014 -.0015 .0002 .0047 
1979-83 .0028 .0015 -.0048 .0106 .0060 .0110 
1980-84 .0040 -.0003 .0029 .0051 - .0007 .0177 
1981-85 .0008 .0037 .0069 .0021 - .0009 .0043 
Panel C PORTFOLIO 
Estimation 
Period 
14 15 16 17 18 19 20 21 
1976-80 .0160 .0363 .0306 .0248 .0425 .0685 .0826 .1748 
1977-81 .0022 .0274 .0203 .0384 .0156 .0397 .0638 .1009 
1978-82 .0094 .0359 .0237 .0405 .0273 .0479 .0700 na 
1979-83 .0073 .0356 .0170 .0291 .0272 .0503 .0603 na 
1980-84 .0086 .0225 .0226 .0553 .0347 .0473 .0732 na 
1981-85 .0137 .0178 .0428 .0665 .0259 .0543 .0817 na 
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January. That is, large firms are also affected in one (negative) 
direction. As such, we should also expect Group C average 
correlations to be positive and get progressively larger as we move 
towards the largest firms in that category. The evidence on the 
pattern of correlations in figure 1 and tables 3 and 4 is generally 
supportive of the hypothesized direction of correlations between 
firms in the respective size classes. 
The results just described imply that the bias due to cross- 
sectional dependence will be serious not only for small firms but 
large firms as well. For the intermediate range firms, Group B, we 
expect the bias to be minimal, if not virtually non-existent. The 
portfolios in Group B are likely to be made up of firms with 
discernable diversity. These mixed characteristics are likely to 
lead to trivial contemporaneous correlations among firms in group B. 
The pattern of correlations just examined in section 4.1 above 
is the first indication that the correlation structure for the 
portfolios departs from an identity matrix (contrary to what is 
assumed under OLS-based procedures). The distribution of the 
correlations also indicates that these correlations are probably not 
equal to each other. In fact, if they were all equal to each other, 
they would have been just centered on a point. The fact that this 
is not so implies that at least one pair is (significantly) 
different from zero with the correlations not equal to each other. 
An examination of the distributions of the (unique) pairwise 
correlations provides further insight into the correlation 
structure. Using the estimation 1970-74 period, figure 2 shows a 
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MEAN RESIDUAL CROSS¬ 
CORRELATION AND SIZE 
— Small to Large 
The Pattern of Mean Residual Cross- 
Correlations for Size-Sorted Portfolios 
Figure 1 
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DISTRIBUTION OF PAIRWISE 
CORRELATIONS 
-Portfolio 1 Portfolio 8 
— Portfolio 20 
Figure 2 
Distribution of Pairwise Correlations 
for the 1970-74 Estimation Period 
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comparison of the distribution of the correlations for portfolio 1 
in Group A, portfolio 8 in Group B, and portfolio 20 in Group C. 
For portfolio 8, the correlations are (almost) symmetrically 
distributed. In contrast, the distributions for the extreme 
portfolios (1 and 20) are skewed to the right, and more so for 
portfolio 20. This evidence supports the observed U-shaped pattern 
of the average cross-correlations among the size-sorted portfolios. 
The actual data showing the distributions of the correlations for 
all the estimation periods are presented in supplementary tables in 
appendix D (tables D1 through D12). 
4.2 Results on Departures from Identity Matrix 
Tables 5 through 8 present the results of the first Morrison 
test for the various January test periods using the associated 
estimation periods. We will be able to reject the null hypothesis 
of no dependence among the abnormal returns of these sample firms if 
the calculated value is greater than the theoretical value for a 
given level of significance. For example, table 5 presents the 
results for the 1970-74 estimation period. Taking the most extreme 
portfolios (1 and 20), we are able to reject the null hypothesis of 
no cross-sectional dependence at the ten percent level of 
significance. The theoretical value for the Chi-square is 1690.068 
with 1596 degrees of freedom. The calculated values are 2026.477 
and 5587.926 for portfolios 1 and 20 respectively. In fact, we are 
able to reject the null hypothesis for all the portfolios in Group 
C. We fail to reject the null hypothesis, but only weakly so, 
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Table 5 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1970-74 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0719 0.1631 2026.477* 
2 0.0360 0.1516 1548.043 
3 0.0281 0.1488 1461.686 
4 0.0242 0.1412 1309.850 
5 0.0443 0.1528 1614.594 
6 0.0070 0.1479 1398.781 
7 0.0092 0.1441 1330.705 
8 0.0027 0.1410 1269.125 
9 0.0148 0.1487 1424.357 
10 0.0035 0.1526 1486.637 
11 0.0067 0.1522 1480.430 
12 0.0249 0.1597 1665.108* 
13 0.0141 0.1534 1514.282 
14 0.0209 0.1667 1799.381* 
15 0.0479 0.1656 1897.010* 
16 0.0554 0.1632 1894.016* 
17 0.0476 0.1825 2270.106* 
18 0.1119 0.1615 2463.092* 
19 0.1096 0.1820 2880.347* 
20 0.2020 0.2162 5587.926* 
The theoretical value of the Chi-Square for this table is 
1690.068 with 1596 degrees of freedom. 
* Significant at the ten percent level 
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Table 6 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1971-75 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0693 0.1567 1958.449* 
2 0.0410 0.1530 1672.412 
3 0.0264 0.1473 1492.374 
4 0.0225 0.1490 1514.399 
5 0.0273 0.1489 1528.657 
6 0.0088 0.1495 1494.469 
7 0.0016 0.1501 1501.714 
8 0.0033 0.1601 1710.129 
9 -0.0037 0.1456 1414.815 
10 -0.0003 0.1715 1961.660* 
11 0.0075 0.1681 1887.362* 
12 0.0123 0.1650 1825.448* 
13 0.0301 0.1742 2083.687* 
14 0.0335 0.1637 1862.328* 
15 0.0467 0.1777 2250.398* 
16 0.0358 0.1830 2318.759* 
17 0.0564 0.1919 2665.964* 
18 0.0998 0.1684 2555.025* 
19 0.1225 0.2202 4235.148* 
20 0.2144 0.2347 6000.408* 
The theoretical value of the Chi-Square for this table is 
1808.369 with 1711 degrees of freedom, except for portfolio 20 
whose critical Chi-Squared value is 1575.767 with 1485 degrees 
of freedom. 
* Significant at the ten percent level. 
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for the remaining portfolios in Group A and all the portfolios in 
Group B. The results for Group B were expected. In general, Group 
B should be made up of firms with mixed characteristics. Hence, 
concentration towards a particular pattern of correlations should 
not be discernable and, as a result, the hypothesis of no cross- 
sectional dependence should not be frequently rejected in this 
group. However, the rejection rate for Group A is rather low 
compared to what one would generally expect. Firms in this group 
are mostly small. Small firms have many characteristics in common. 
Prior evidence on the size effect generally indicates that small 
firms' returns are affected in one (positive) direction. Put 
differently, small firms react similarly to the underlying 
(economic) forces that determine security returns. That is, these 
firms' asset prices are (should be) driven by the same or similar 
factors. As a result, cross-sectional dependence should be very 
prominent in this group. 
Note, however, that this finding (for Group A) does not 
necessarily mean that the bias due to cross-correlation will be 
zero. The Morrison test is one of complete dependence as opposed to 
some dependence. That is, rejecting the null hypothesis implies 
complete dependence in the correlation structure. However, failure 
to reject the null simply implies that the hypothesis of less than 
complete dependence is plausible. Thus, failure to reject the null 
hypothesis does not (necessarily) rule out some dependence. For 
example, let us examine the test results for portfolios 2 and 5 
whose calculated values are 1548.043 and 1614.594, respectively. 
The fact that we fail to reject the null hypothesis at calculated 
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values close to the critical value of 1690.068 suggests some 
dependence. That the error structure has some nontrivial cross¬ 
correlations (that is, some dependence) is obvious from the evidence 
on the average correlations and the distribution(s) of the pairwise 
correlations. For example, approximately thirty-five percent of the 
pairwise correlations in portfolio 5 were greater than 0.10. 
Similarly, thirty-three percent of the correlations for portfolio 2 
were 0.10 or higher. 
We obtain similar results for the 1971-75 estimation period as 
shown in table 6. As indicated in table 6, the average portfolio 
correlation for this period ranges from a low of -0.0003 to a high 
of 0.2144. We are able to reject the null hypothesis of 
independence in twelve out of the twenty portfolios. Similar to the 
results in table 5, most of the cases for which we fail to reject 
the null hypothesis of independence have calculated values close to 
the theoretical Chi-squared values. Again, this finding leaves open 
the possibility of some dependence as opposed to complete dependence 
under the null. The patterns of correlations and the significance 
thereof for the 1972-76 and 1973-77 estimation periods are presented 
in tables 7 and 8, respectively. These patterns are similar to the 
ones observed in tables 5 and 6. Similar structures also emerge 
from the remaining estimation periods (1974-78 through 1981-85) as 
shown in appendix A (tables A1 through A8). 
One may be tempted to ignore the issue of cross-sectional 
dependence if the average correlations for the portfolios are very 
low or close to zero. The results in the present study show that 
such an approach would be all too likely to lead the researcher 
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Table 7 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1972-76 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0855 0.1620 2237.458* 
2 0.0301 0.1477 1515.020 
3 0.0340 0.1511 1598.674 
4 0.0334 0.1476 1527.352 
5 0.0121 0.1537 1584.619 
6 0.0106 0.1474 1456.195 
7 0.0027 0.1608 1723.557 
8 0.0103 0.1609 1732.621 
9 0.0022 0.1597 1701.093 
10 0.0040 0.1625 1760.994 
11 0.0005 0.1628 1766.778 
12 0.0256 0.1647 1852.207* 
13 0.0137 0.1621 1763.919 
14 0.0230 0.1688 1935.274* 
15 0.0453 0.1726 2123.433* 
16 0.0352 0.1782 2201.318* 
17 0.0597 0.1812 2426.356* 
18 0.0754 0.1823 2595.601* 
19 0.0945 0.1936 3093.928* 
20 0.1547 0.2228 4906.285* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table 8 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1973-77 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0756 0.1676 2255.095* 
2 0.0506 0.1631 1944.981* 
3 0.0208 0.1479 1487.039 
4 0.0183 0.1538 1600.088 
5 0.0226 0.1572 1681.081 
6 0.0069 0.1456 1416.512 
7 0.0009 0.1549 1601.110 
8 0.0035 0.1528 1557.937 
9 0.0132 0.1673 1878.766* 
10 0.0075 0.1513 1530.754 
11 0.0270 0.1216 1800.079 
12 0.0020 0.1630 1772.846 
13 0.0154 0.1622 1769.583 
14 0.0207 0.1614 1765.907 
15 0.0294 0.1696 1965.752* 
16 0.0613 0.1769 2336.875* 
17 0.0430 0.1869 2453.163* 
18 0.0719 0.1856 2642.955* 
19 0.0619 0.1954 2803.064* 
20 0.1241 0.2079 3908.642* 
21 0.2049 0.2324 6403.389* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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astray. The average correlation does not reveal the whole picture 
on the correlations. For example, table 6 shows that portfolio 10 
had an average correlation of -0.0003, which is practically zero. 
At the same time, the Morrison test shows that this portfolio's 
correlation structure is different from an identity matrix, 
indicating the presence of some cross-sectional dependence. The 
distribution or mixture of the correlations is of greater importance 
in determining the extent of departure from an identity matrix than 
the average correlation alone. For example, suppose we have a 4x4 
correlation matrix whose unique pairwise correlations are -0.8, 0.6, 
-0.6, -0.5, 0.7, and 0.6. The average correlation of this series is 
zero, but the individual correlations themselves are clearly not 
zero. 
Overall, the observed correlations in this study are of 
sufficient magnitude to warrant being incorporated in the analysis 
of abnormal return performance. 
4.3 Impact of Non-sphericity on Estimates 
The preceding discussion suggests that, for the samples under 
review, the cross-correlations are of sufficient magnitude to 
warrant consideration for portfolios consisting of small firms as 
well as those consisting of large firms. As such we would expect 
some biases in the parameter estimates if such dependence is not 
taken into account. That is, the efficiency of the estimators 
should improve when the error structure is not restricted to 
spherical. 
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Tables 9 through 12 contain information on the estimated 
coefficients and their standard errors using the OLS- and GLS-based 
procedures discussed earlier (in Chapter III). Although our focus 
in the present study is on the significance of the mean excess 
return, the information on the standard errors in tables 9 through 
12 is important because it provides a preliminary hint with regard 
to the possible impact of the error structure. These tables (9 
through 12) show some of the biases one would expect when the 
covariance terms are ignored. For example, table 9 (1970-74 
estimation period) shows that all the GLS-based coefficients have 
much smaller standard errors than their OLS counterparts. We 
consistently find this result for all the portfolios. Similar 
patterns are obtained for the 1971-75, 1972-76 and 1973-77 
estimation periods as shown in tables 10 through 12, respectively. 
We also obtain similar results for the remaining estimation periods 
(1974-78 through 1981-85) as shown in appendix B (tables Bl through 
B8). We infer from this pattern of standard errors that the 
residual error structure is indeed different from that postulated 
under the OLS model (at least for the extreme portfolios). 
Accordingly, the actual structure of the disturbances should be 
incorporated when computing the mean and variance of portfolio 
excess returns for the samples under review. 
4.4 Tests of Significance for the January Excess Returns 
We hypothesized earlier (in Chapters I and II) that if cross- 
sectional dependence exists in size-sorted portfolios, then the 
significance of the (portfolio) mean excess returns will be 
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Table 9 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1970-74 Estimation Period 
Portfolio OLS EGLS 
Alpha 
M 
Std 
Error 
Beta 
w 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
W 
Std 
Error 
1 -.0152 .00200 1.2070 .03161 -.0149 .00051 1.2246 .00819 
2 -.0066 .00186 1.2264 .02948 -.0057 .00041 1.2314 .00689 
3 - .0069 .00181 1.2024 .02867 -.0062 .00065 1.2105 .01062 
4 -.0025 .00165 1.0517 .02616 -.0033 .00064 1.0551 .01085 
5 - .0029 .00168 1.0992 .02659 -.0017 .00013 1.1031 .00209 
6 - .0023 .00163 1.1126 .02572 -.0025 .00031 1.1068 .00550 
7 .0008 .00162 1.0912 .02567 .0005 .00028 1.0991 .00520 
8 .0025 .00165 1.1105 .02612 .0014 .00023 1.1233 .00391 
9 .0030 .00142 0.9486 .02245 .0026 .00043 0.9527 .00658 
10 .0017 .00158 0.9605 .02500 .0018 .00026 0.9594 .00430 
11 .0038 .00155 1.0117 .02449 .0040 .00038 1.0243 .00605 
12 .0040 .00149 0.9220 .02355 .0043 .00038 0.9246 .00667 
13 .0050 .00145 0.9456 .02289 .0046 .00034 0.9445 .00535 
14 .0036 .00140 0.9002 .02216 .0039 .00270 0.8961 .00437 
15 .0070 .00146 0.8303 .02306 .0069 .00054 0.8322 .00895 
16 .0062 .00135 0.8738 .02137 .0058 .00016 0.8784 .00254 
17 .0048 .00129 0.7938 .02034 .0052 .00073 0.7997 .01049 
18 .0098 .00132 0.7770 .02088 .0096 .00086 0.7762 .00949 
19 .0079 .00122 0.7527 .01923 .0081 .00035 0.7456 .00602 
20 .0108 .00122 0.6623 .01931 .0103 .00051 0.6389 .00806 
Std Standard 
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Table 10 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1971-75 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
w 
Std 
Error 
1 -.0107 .00203 1.2369 .02906 -.0108 .00045 1.2306 .00582 
2 -.0047 .00190 1.2692 .02725 -.0042 .00036 1.2541 .00622 
3 -.0050 .00197 1.2443 .02822 -.0053 .00024 1.2531 .00374 
4 -.0026 .00168 1.1151 .02406 -.0029 .00019 1.1085 .00309 
5 -.0032 .00170 1.0333 .02433 -.0033 .00020 1.0421 .00374 
6 .0007 .00166 1.0612 .02374 .0006 .00020 1.0640 .00320 
7 .0001 .00168 1.0039 .02408 .0000 .00004 1.0076 .00054 
8 .0011 .00160 0.9756 .02292 .0011 .00010 0.9799 .00156 
9 .0022 .00158 0.9809 .02264 .0019 .00028 0.9840 .00429 
10 .0028 .00153 0.9421 .02190 .0026 .00023 0.9436 .00342 
11 .0036 .00151 0.8477 .02168 .0033 .00027 0.8445 .00392 
12 .0046 .00162 0.9878 .02327 .0048 .00015 0.9892 .00227 
13 .0047 .00154 0.9109 .02211 .0043 .00057 0.9112 .00614 
14 .0034 .00141 0.8212 .02022 .0029 .00026 0.8119 .00344 
15 .0044 .00140 0.7895 .02003 .0047 .00026 0.7906 .00450 
16 .0045 .00136 0.8457 .01944 .0043 .00039 0.8428 .00516 
17 .0062 .00139 0.7530 .01988 .0061 .00031 0.7553 .00440 
18 .0055 .00131 0.7055 .01872 .0048 .00057 0.7100 .00847 
19 .0064 .00128 0.6263 .01842 .0059 .00024 0.6245 .00387 
20 .0082 .00125 0.5728 .01792 .0083 .00052 0.5633 .00792 
Std Standard 
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Table 11 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1972-76 Estimation Period 
Portfolio OLS EGLS 
Alpha 
M 
Std 
Error 
Beta 
09) 
Std 
Error 
Alpha 
(«) 
Std 
Error 
Beta 
09) 
Std 
Error 
1 - .0115 .00216 1.3465 .03001 -.0121 .00032 1.3497 .00461 
2 - .0073 .00204 1.3400 .02834 -.0072 .00061 1.3285 .00929 
3 -.0047 .00179 1.1552 .02483 -.0038 .00081 1.1638 .01124 
4 -.0018 .00177 1.1133 .02458 -.0019 .00052 1.1119 .00808 
5 .0017 .00184 1.1692 .02554 -.0009 .00026 1.1711 .00418 
6 .0002 .00158 0.9739 .02191 .0004 .00053 0.9717 .00841 
7 - .0007 .00173 1.0745 .02410 -.0012 .00031 1.0837 .00448 
8 .0013 .00155 0.9579 .02151 .0009 .00037 0.9691 .00535 
9 .0016 .00162 0.9646 .02258 .0015 .00015 0.9633 .00244 
10 .0018 .00148 0.9030 .02057 .0017 .00012 0.9001 .00175 
11 .0036 .00164 1.0019 .02277 .0034 .00023 1.0023 .00346 
12 .0025 .00152 0.9002 .02110 .0028 .00024 0.9006 .00404 
13 .0027 .00147 0.8525 .02047 .0031 .00027 0.8543 .00385 
14 .0026 .00145 0.9012 .02013 .0028 .00014 0.8933 .00229 
15 .0034 .00143 0.8049 .01994 .0036 .00026 0.8070 .00401 
16 .0058 .00148 0.7953 .02052 .0056 .00025 0.7907 .00348 
17 .0044 .00135 0.7927 .01879 .0048 .00040 0.7973 .00595 
18 .0046 .00132 0.7116 .01836 .0039 .00022 0.7141 .00357 
19 .0054 .00133 0.6841 .01847 .0056 .00001 0.6786 .00022 
20 .0070 .00128 0.5802 .01776 .0068 .00041 0.5801 .00620 
Std = Standard 
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Table 12 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1973-77 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
w 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
1 -.0106 .00225 1.3923 .03189 -.0108 .00033 1.3895 .00555 
2 -.0044 .00213 1.4090 .02966 -.0042 .00036 1.4119 .00610 
3 -.0005 .00189 1.1637 .02623 -.0009 .00022 1.1742 .00323 
4 -.0017 .00184 1.1602 .02557 -.0016 .00042 1.1675 .00564 
5 .0018 .00177 1.1463 .02462 .0017 .00022 1.1477 .00346 
6 .0009 .00164 1.0439 .02284 .0011 .00032 1.0452 .00467 
7 .0003 .00176 1.1449 .02454 -.0003 .00014 1.1482 .00224 
8 .0014 .00158 1.0596 .02202 .0014 .00010 1.0608 .00148 
9 .0002 .00161 1.0134 .02238 .0007 .00013 1.0274 .00200 
10 .0015 .00158 0.9754 .02198 .0015 .00025 0.9719 .00383 
11 .0037 .00142 0.9012 .01977 .0037 .00024 0.8968 .00418 
12 .0000 .00161 0.9831 .02244 .0000 .00022 0.9923 .00292 
13 .0027 .00148 0.8835 .02060 .0027 .00003 0.8701 .00040 
14 .0005 .00140 0.8785 .01949 .0012 .00016 0.8774 .00219 
15 .0025 .00146 0.8620 .02025 .0010 .00014 0.8669 .00254 
16 .0004 .00148 0.8384 .02053 .0005 .00030 0.8380 .00482 
17 .0031 .00138 0.8000 .01913 .0027 .00012 0.8014 .00158 
18 .0023 .00129 0.7411 .01789 .0018 .00013 0.7430 .00156 
19 .0006 .00134 0.7257 .01862 .0011 .00051 0.7283 .00579 
20 .0024 .00124 0.6293 .01724 .0018 .00053 0.6194 .00512 
21 .0001 .00121 0.5506 .01688 .0010 .00041 0.5470 .00428 
Std = Standard 
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overstated in general. Tables 13 through 16 present the results for 
the tests of significance for the mean excess returns of the various 
January portfolios computed using the OLS- and GLS-based procedures. 
Consistent with prior studies, these tables show that smaller firms 
outperform larger firms in January. However, as suspected, 
incorporating the actual error structure in the estimation process 
reduces the significance attached to these abnormal returns. For 
example, table 13 (January 1975) shows that, using the OLS-based 
approach, the mean excess return for portfolio 1 is 18.54 percent 
and significant at the ten percent level (calculated t = 5.4183). 
Using the GLS-based approach, the mean excess return for portfolio 1 
is also significant but only slightly so at the ten percent level 
(calculated t = 2.4152). The results on significance differ 
remarkably between the two procedures (OLS-based and GLS-based). 
For example, table 13 also shows that the mean excess returns for 
portfolios 3 and 4 in Group A, portfolios 8 and 9 in Group B, and 
portfolios 15 and 16 in Group C are all significant at the ten 
percent level using the OLS-based approach. In contrast, these 
portfolios' mean excess returns using the GLS-based approach are not 
significant at the ten percent level. A similar pattern of 
diminished significance when the GLS-based approach is used also 
emerges upon examination of the remaining portfolios in January 
1975. Overall, table 13 shows that only nine of the twenty 
portfolios had significant (positive or negative) abnormal returns 
when the GLS-based approach is used. In contrast, when the OLS- 
based approach is used, fifteen of the twenty portfolios had 
significant abnormal returns in January 1975. These results clearly 
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Table 13 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1975 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess 
Return 
t-value Mean excess 
Return 
t-value 
1 0.1854 5.4183* 0.2342 2.4152* 
2 0.1232 3.6124* 0.0818 2.0739* 
3 0.0604 2.3848* 0.0455 1.4818 
4 0.0389 1.6963* 0.0425 1.1008 
5 -0.0134 -0.6042 -0.0184 -0.3233 
6 -0.0149 -0.7622 -0.0534 -0.6424 
7 -0.0485 -2.4620* -0.0493 -1.9889* 
8 -0.0521 -1.7665* -0.0937 -1.6491 
9 -0.0375 -1.6988* -0.0839 -1.2518 
10 -0.0207 -0.9099 -0.0315 -0.8268 
11 -0.0559 -2.3445* -0.1431 -1.9883* 
12 -0.0353 -1.4899 -0.0688 -0.9600 
13 -0.0495 -2.6788* -0.0606 -2.0043* 
14 -0.0524 -2.5018* -0.0512 -1.6929* 
15 -0.0432 -2.0644* -0.0867 -1.0744 
16 -0.0760 -3.1732* -0.1251 -1.5639 
17 -0.0291 -1.2994 -0.0333 -0.6770 
18 -0.1356 -6.4329* -0.1854 -2.3848* 
19 -0.0923 -5.3710* -0.1363 -2.0104* 
20 -0.1446 -7.2580* -0.1754 -2.0683* 
* Significant at the ten percent level. 
NOTE: t-values are with 56 degrees of freedom 
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indicate that failure to adjust for cross-sectional dependence (when 
present) can lead to some unwarranted errors of inference. In this 
case, the OLS-based approach has a tendency to overstate the 
significance of the portfolio mean excess returns. 
An examination of tables 14 through 16 reveals a similar 
pattern. For example, table 14 shows that eight of the twenty 
portfolios in January 1976 had significant abnormal returns when the 
OLS-based procedure is used. In contrast, only two portfolios had 
some significant abnormal return when the GLS-based approach is 
used. 
Cross-sectional dependence appears to affect the results 
differently depending on market conditions.1 The results for 1977 
and 1978 as presented in tables 15 and 16 will help to highlight 
this point. To put the discussion in perspective, note that 1975 
and 1976 are years in which the market was up in January while the 
market was down (negative return on the market index) in January in 
1977 and 1978. 
Consistent with the results in tables 13 and 14, as well as the 
findings in prior research, table 15 shows that smaller firms 
outperformed their larger-size counterparts. Using the OLS-based 
approach, the abnormal returns are mostly significant at the ten 
percent level, except for a few portfolios in Group B whose abnormal 
returns are not significant. Specifically, fifteen of the twenty 
portfolios had significant abnormal returns. The results of the 
GLS-based approach show that the abnormal returns for thirteen of 
the twenty portfolios were significant at the ten percent level. 
The results for 1978 are very similar to those just described for 
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Table 14 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1976 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0952 2.8285* 0.1271 1.2627 
2 0.0164 1.0819 0.0041 0.5886 
3 0.0315 1.6731* 0.0512 1.0521 
4 0.0229 1.3524 0.0204 0.8905 
5 0.0181 1.3616 0.0015 0.8475 
6 0.0050 0.2836 0.0008 0.2309 
7 0.0434 3.3135* 0.0709 3.1734* 
8 -0.0049 -0.3565 -0.0065 -0.3267 
9 -0.0103 -0.8452 -0.0069 -0.9547 
10 -0.0126 -0.9555 -0.0209 -0.9637 
11 -0.0086 -0.5891 -0.0170 -0.4917 
12 -0.0367 -3.3179* -0.0428 -2.5349* 
13 -0.0286 -2.2615* -0.0044 -1.3648 
14 -0.0117 -0.7821 -0.0240 -0.4558 
15 0.0262 2.0390* 0.0340 1.0593 
16 -0.0393 -2.4338* -0.0393 -1.3877 
17 -0.0146 -1.0006 -0.0249 -0.4843 
18 -0.0182 -1.7899* -0.0178 -0.6869 
19 -0.0143 -1.4632 -0.0119 -0.5140 
20 -0.0014 -0.1336 -0.0088 -0.0365 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom, except that 
for portfolio 20 the t-value is with 54 degrees of 
freedom. 
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Table 15 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1977 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0593 4.1766* 0.0614 1.7113* 
2 0.0551 3.3319* 0.0527 2.0118* 
3 0.0500 3.4188* 0.0504 1.9838* 
4 0.0448 3.4032* 0.0349 1.9856* 
5 0.0327 2.3381* 0.0401 1.7928* 
6 0.0459 2.2556* 0.0565 1.7760* 
7 0.0133 1.3988 0.0155 1.3010 
8 0.0182 1.6273 0.0267 1.2885 
9 0.0187 1.8495* 0.0152 1.9819* 
10 0.0001 0.0154 0.0192 0.0139 
11 -0.0159 -1.5192 -0.0243 -1.5516 
12 -0.0126 -1.3071 -0.0266 -0.8295 
13 -0.0164 -1.8988* -0.0162 -1.4177 
14 -0.0155 -1.7693* -0.0208 -1.6342 
15 -0.0394 -4.8308* -0.0272 -2.5354* 
16 -0.0477 -5.3907* -0.0684 -3.0903* 
17 -0.0396 -5.3358* -0.0547 -2.5267* 
18 -0.0442 -5.0953* -0.0425 -2.1982* 
19 -0.0394 -4.5179* -0.0591 -1.7750* 
20 -0.0703 -9.0034* -0.0835 -2.8510* 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table 16 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1978 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0557 3.7411* 0.0748 1.6123 
2 0.0505 3.8982* 0.0743 1.9653* 
3 0.0324 3.0345* 0.0346 2.0418* 
4 0.0323 2.4610* 0.0572 1.7139* 
5 0.0456 2.1916* 0.0491 1.4426* 
6 0.0103 1.2747 0.0088 1.0767 
7 0.0014 0.2077 0.0111 0.2023 
8 0.0091 0.9586 0.0038 0.8743 
9 0.0141 1.3998 0.0074 1.0532 
10 -0.0091 -1.0175 -0.0320 -0.8491 
11 -0.0045 -0.4766 -0.0054 -0.2976 
12 -0.0091 -1.1115 -0.0336 -1.0514 
13 -0.0191 -3.1328* -0.0210 -2.2759* 
14 -0.0171 -2.2475* -0.0289 -1.5156 
15 -0.0144 -1.8059* -0.0250 -1.0984 
16 -0.0195 -2.7516* -0.0301 -1.2895 
17 -0.0379 -4.9918* -0.0482 -2.6695* 
18 -0.0276 -3.9781* -0.0350 -1.7499* 
19 -0.0299 -5.1208* -0.0328 -2.3900* 
20 -0.0435 -7.3101* -0.0445 -2.5533* 
21 -0.0483 -8.1674* -0.0516 -2.2756* 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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1977 with a few minor exceptions. For example, table 16 shows that 
fourteen of the portfolios had significant abnormal returns using 
the OLS-based procedure while ten of the portfolios (mostly firms in 
Groups A and C) had significant abnormal returns using the GLS-based 
procedure. Thus, in terms of the number of portfolios whose mean 
excess returns are declared significant, the gap between the two 
approaches for 1977 and 1978 is much narrower than was the case in 
1975 and 1976. Patterns of diminished significance also emerge for 
the remaining years in the study (January portfolios from 1979 to 
1986). The results for these latter years are presented in appendix 
C (tables Cl through C8). 
The overall picture that emerges from the results in the present 
study is that, with the proper specification of the error structure, 
the significance of the apparent size-January anomaly is reduced 
substantially and in some cases completely vanishes. This finding 
is particularly valid for those situations in which the assumption 
of cross-sectional independence is not tenable. The findings in the 
present study suggest that an adjustment for cross-sectional 
dependence is necessary not only for portfolios composed of small 
firms but also those (portfolios) composed of large firms. The fact 
that we find very little difference in the significance (or lack 
thereof) of the mean excess returns for portfolios composed of 
medium-size firms (Group B) suggests that an adjustment is not 
necessary when firms have very little in common. That is, although 
event date and calendar time may coincide, great diversity in the 
characteristics of the affected firms negates the need to check and 
adjust for cross-sectional dependence. 
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In view of the results in this study, prior research findings on 
the so-called size-January effect have to be interpreted rather 
cautiously. In general, when residuals are distributed 
independently and identically, GLS-based procedures should offer no 
improvement over their OLS counterparts. In which case, procedures 
based on GLS (or, more appropriately, Estimated GLS) would be less 
desirable than those based on OLS. However, when the assumptions of 
spherical disturbances and cross-sectional independence are not 
defensible in a specific application or event, methods which 
incorporate information about the interrelationships between groups 
of securities experiencing the same event should provide better 
(more powerful) results than those that ignore such information. 
Small firms do appear to have higher returns than larger firms 
at least for some time periods. How much reliance we can put on 
this finding depends not only upon the consistency with which it 
happens but also on the significance attached to the apparent 
anomaly. In this study, we have found that the error structure for 
size-sorted portfolios is different from the one generally assumed. 
Both small-firm and large-firm portfolios exhibit cross-sectional 
dependence in the measured abnormal (excess) returns. Thus, rather 
than treating each observation as independent, the observations must 
be viewed as dependent (to some extent/degree). Allowing for this 
dependence implies a different level of confidence in the results. 
The high returns in January have not gone away but the confidence in 
their significance (and consistency) has been reduced. 
ENDNOTES 
1. This may mean that the market model performs better under 
particular set of market conditions. 
CHAPTER V 
SUMMARY AND CONCLUSIONS 
5.1 Summary of Findings in the Present Study 
The following is a summary of the main findings of this study: 
(1) Average cross-correlations of abnormal returns for size-sorted 
portfolios are of sufficient magnitude to warrant consideration 
in the analysis of anomalies. 
(2) As a direct consequence of (1) above, cross-sectional 
dependence is indeed a problem in size-sorted portfolios. 
(3) Ignoring cross-sectional dependence can lead to serious 
errors of inference regarding the significance of mean 
excess returns for size-sorted portfolios. In general, 
such errors are a direct result of understating the 
variance of the mean excess return when (positive) 
dependencies are ignored. In most cases, the OLS approach 
shows significance in the mean abnormal returns while the 
GLS-based approach indicates that those returns are mostly 
not significant. 
5.2 Summary of Procedures Employed 
The present study advocates the following procedures in studies 
where cross-sectional dependence is likely to be nontrivial: 
(1) Establish the relevant return metric based on the motivation 
for the particular study or issue under investigation. 
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(2) Compute the pairwise cross-correlations among the return 
measures established in (1) above. 
(3) Check for dependencies among the return metrics using 
Morrison's first test of departure from an identity 
matrix as described in chapter III. The goal is to 
determine the extent of departure from the usual assumption 
of independence. 
(4) Implement Morrison's second test (see chapter III) to check 
if the usually assumed equal variance-covariance pattern is 
tenable under a give research design. As an alternative, one 
could simply check if the distributions of the correlations is 
not centered at one point to ensure that the (unique) pairwise 
correlations are not all equal to each other. 
A rejection of the null hypothesis in stage (3) above means 
that the return measures are cross-sectionally dependent. 
A rejection of the null in Morrison's second test above 
will ensure that a testing procedure that accommodates the 
actual correlation structure will perform better than one 
that does not. 
(5) Select an appropriate testing procedure given the structure 
of the correlations. 
5.3 Directions for Future Research 
The present study has focused on the size-January effect not 
only because it has generated a tremendous amount of research in 
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financial economics, but mainly because this apparent anomaly was 
the best candidate for the issues addressed in this study. The 
methodology employed in this study could equally be applied in 
settings where firms are grouped on some partitioning variable(s). 
An example of such a similar setting is the so-called Value Line 
enigma. Some studies have shown [see, for example, Huberman and 
Kandel (1987)] that firms within a particular Value Line performance 
rank are more highly correlated with each other than with firms in 
another (different) rank. In general, studies on the Value Line 
enigma have not explicitly incorporated the full covariance 
structure along the lines indicated in the present study. Since the 
evidence on the Value Line enigma suggests some kind of grouping, we 
would expect the significance of the mean abnormal returns based on 
rank to be reduced when cross-sectional dependencies are taken into 
account. 
A second obvious extension of this study is to test the 
implications of the cross-sectional dependencies for the remaining 
months of the year. Our suspicion is that since the size effect is 
not as strong in the rest of the months compared to January, the 
results should not be any different from the ones obtained. This 
conjecture is made on the assumption that the estimated covariance 
structure is relatively stable over the year. 
Another possible extension of the present study is to decompose 
the variance-covariance structure into time effects, cross-sectional 
effects, and combined effects using an error components model along 
the lines suggested in Wallace and Hussain (1969) and Maddala 
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(1971). The present study shows that using an unrestricted error 
structure makes a difference in the inferences made about returns in 
the presence of cross-sectional dependence. A variance 
decomposition may provide clues regarding the possible source(s) of 
the mutual correlation in time and cross-section. In turn, the 
error components could be related to several variables that have 
been considered important in security (asset) price determination. 
Future efforts to extend the present study will also involve 
exploring the possible biases induced by the portfolio construction 
scheme employed. In this study, like in most earlier studies, 
portfolios were constructed on the basis of year-end market values. 
However, this classification scheme can potentially bias the results 
because some firms are likely to be misclassified. For example, a 
number of firms can be under significant selling pressure during the 
last few months of the year (in fact this may all happen in 
December). As such, these firms' market values will be lower than 
is normally the case. These firms may thus be incorrectly 
classified as small, particularly those on the margin, when in fact 
they may belong to another size class. Portfolio construction based 
on some permanent (more representative) measure of size might help 
alleviate this suspected bias. For example, averaging over several 
years might be better than using year-end market values. 
5.4 Limitations of the Present Study 
The first limitation of this study is that it is confined to 
firms on the New York and American Stock Exchanges. Obviously, the 
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conclusions drawn from the results in this study have to be 
interpreted within this context. 
Another limitations is that the present study applies a very 
strict screening procedure in selecting firms for analysis. For 
example, a firm has to have complete data over the entire estimation 
period. Some firms may conceivably have had only one or a few 
missing data points. A representative replacement, such as the 
average of the returns surrounding the missing data or some other 
appropriate scheme, might have permitted the inclusion of such 
eliminated firms. Expanding the sample size would have at least 
extended the extent to which the results in this study could be 
generalized. 
The present study is also limited by the issue of event date 
uncertainty. This issue is common to all studies on the January- 
size effect. We have attempted to mitigate the possible impact of 
this limitation by using longer interval data. As a result, more 
refined statements regarding the significance of say the mean excess 
returns for the first few days of January could not be made. Prior 
research shows that the January effect is concentrated in the first 
few days of the month. 
5.5 General Overview of the Implications of the Findings 
An obvious challenge in finance is to continue the search for 
new asset pricing models that can explain the empirical evidence on 
anomalies while at the same time maintaining the assumption of 
rational maximizing behavior. While efforts in the direction of new 
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model development may prove fruitful at some point in the future, 
another alternative is to get a clearer characterization of these 
anomalies. The implications of the findings in the present study 
are two-fold. First, in the limited cases where firms are clustered 
on some variable(s), the evidence on apparent anomalies has to be 
re-evaluated for possible errors of inference due to specification 
of the variance-covariance structure. Second, since the underlying 
cause of the observed cross-correlations remains unknown, new model 
development is necessary to capture the sources of the cross¬ 
correlation before the effects enter the covariance structure. 
Either way, these implications lead to the conclusion that, given 
the present structure of financial markets, significant abnormal 
returns (in January) are extremely difficult to earn using prior 
realizations of size. 
The present study makes a contribution to the existing 
literature by attempting to promote a more detailed characterization 
of the interrelationships among security returns in an event study 
framework. Although the findings of the present study are sample- 
and date-specific, answers to some of the research questions in the 
present study may well be a critical input to the efforts in new 
model development. Achieving a better understanding of the 
underlying dependencies among security returns may well be the 
missing dimension in asset pricing given that most of the available 
asset pricing models assume independence. For example, if 
contemporaneous correlation is more serious within a particular 
size-class compared to another (as observed in this study), then 
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that would seem to indicate a higher possibility of mispricing 
(using available asset pricing models) in certain size-classes. 
Relevant to this point is the observation in this study that average 
correlations are much higher for the larger-size portfolios than is 
the case for the portfolios composed of small-size firms. Possibly, 
small firms' sensitivities to the source(s) of the dependencies are 
more dispersed than those of large firms. This observation suggests 
that a size-based index may be more appropriate in that situation 
instead of the single index (market model). 
In view of the findings of this study, perhaps we need to re¬ 
examine some of the observations from the literature. The results 
of this study indicate that, with an (appropriate) approach that 
uses most of (if not all) the information available, the apparent 
high abnormal returns in January may simply be the equilibrium 
required rates of return. Thus, given the present (efficient?) 
structure of the financial markets, to earn abnormal returns is 
indeed extremely difficult, all else considered. What may have 
appeared to be abnormal returns in some situations may indeed be 
illusions emanating from the research designs employed. Several 
other apparent anomalies may well be subject to the same or similar 
biases as those examined in this study. 
APPENDIX A 
SUPPLEMENTARY RESULTS FOR THE MORRISON TEST 
FOR ESTIMATION PERIODS 1974-78 THROUGH 1981-85 
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Table A1 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1974-78 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0826 0.1718 2423.768* 
2 0.0453 0.1545 1729.576 
3 0.0135 0.1424 1363.533 
4 0.0232 0.1587 1715.676 
5 0.0151 0.1573 1665.194 
6 0.0142 0.1633 1791.779 
7 0.0016 0.1501 1501.850 
8 0.0020 0.1533 1566.987 
9 -0.0021 0.1626 1763.008 
10 0.0010 0.1601 1709.218 
11 -0.0014 0.1617 1744.762 
12 0.0063 0.1665 1853.063* 
13 0.0219 0.1640 1825.671* 
14 0.0202 0.1561 1653.098 
15 0.0279 0.1619 1798.772 
16 0.0499 0.1816 2363.435* 
17 0.0509 0.1894 2565.304* 
18 0.0545 0.1870 2531.134* 
19 0.0881 0.1939 3023.474* 
20 0.0932 0.1998 3240.993* 
21 0.1752 0.2255 5439.251* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table A2 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1975-79 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0488 0.1595 1855.487* 
2 0.0301 0.1613 1794.730 
3 0.0124 0.1494 1499.148 
4 0.0184 0.1659 1857.430* 
5 0.0255 0.1645 1847.942* 
6 0.0100 0.1476 1459.099 
7 0.0057 0.1668 1856.713* 
8 0.0014 0.1486 1472.741 
9 0.0034 0.1531 1563.234 
10 0.0082 0.1715 1966.284* 
11 0.0087 0.1601 1714.597 
12 0.0101 0.1583 1677.067 
13 0.0152 0.1701 1946.004* 
14 0.0146 0.1603 1728.066 
15 0.0274 0.1692 1959.133* 
16 0.0354 0.1671 1945.097* 
17 0.0446 0.1876 2479.864* 
18 0.0518 0.1814 2374.226* 
19 0.0677 0.1698 2227.762* 
20 0.0865 0.1817 2700.152* 
21 0.1506 0.2021 4237.166* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table A3 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1976-80 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0472 0.1517 1683.297 
2 0.0309 0.1479 1523.028 
3 0.0166 0.1544 1608.218 
4 0.0249 0.1627 1807.463 
5 0.0053 0.1585 1677.621 
6 0.0137 0.1624 1772.085 
7 0.0045 0.1546 1595.525 
8 0.0161 0.1522 1562.664 
9 0.0106 0.1711 1960.125* 
10 0.0021 0.1472 1446.023 
11 0.0129 0.1661 1851.610* 
12 0.0090 0.1543 1593.433 
13 0.0042 0.1634 1780.632 
14 0.0160 0.1644 1818.152* 
15 0.0363 0.1921 2547.527* 
16 0.0306 0.1668 1918.830* 
17 0.0248 0.1696 1959.014* 
18 0.0425 0.1732 2121.364* 
19 0.0685 0.1891 2696.250* 
20 0.0826 0.1813 2647.456* 
21 0.1748 0.2381 5116.537* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table A4 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1977-81 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0391 0.1434 1473.268 
2 0.0295 0.1476 1509.754 
3 0.0147 0.1557 1630.551 
4 0.0157 0.1513 1542.400 
5 0.0063 0.1598 1703.841 
6 0.0136 0.1595 1708.751 
7 0.0173 0.1610 1748.926 
8 0.0032 0.1462 1428.057 
9 0.0048 0.1554 1612.305 
10 -0.0017 0.1662 1841.833* 
11 0.0066 0.1493 1490.075 
12 0.0157 0.1655 1843.903* 
13 0.0211 0.1741 2051.377* 
14 0.0022 0.1651 1817.300* 
15 0.0274 0.1803 2218.147* 
16 0.0203 0.1765 2105.530* 
17 0.0384 0.1721 2072.972* 
18 0.0156 0.2008 2704.463* 
19 0.0397 0.1761 2173.406* 
20 0.0638 0.2201 3501.959* 
21 0.1009 0.2220 3965.958* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
98 
Table A5 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1978-82 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0407 0.1432 1478.406 
2 0.0279 0.1491 1535.560 
3 0.0257 0.1482 1508.476 
4 0.0078 0.1537 1579.352 
5 0.0102 0.1727 1995.558* 
6 0.0071 0.1528 1560.537 
7 -0.0006 0.1462 1425.435 
8 0.0025 0.1574 1652.288 
9 0.0005 0.1619 1748.628 
10 0.0014 0.1679 1879.398* 
11 -0.0015 0.1516 1532.020 
12 0.0002 0.1709 1948.199* 
13 0.0047 0.1748 2038.996* 
14 0.0094 0.1662 1848.070* 
15 0.0359 0.1824 2305.113* 
16 0.0237 0.1784 2159.801* 
17 0.0405 0.1932 2597.300* 
18 0.0273 0.1759 2113.593* 
19 0.0479 0.1896 2549.622* 
20 0.0700 0.2080 3212.251* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table A6 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1979-83 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0348 0.1411 1408.493 
2 0.0201 0.1575 1681.492 
3 0.0256 0.1578 1704.738 
4 0.0029 0.1573 1650.745 
5 0.0102 0.1491 1489.201 
6 0.0021 0.1516 1532.471 
7 0.0013 0.1511 1522.283 
8 0.0028 0.1604 1715.216 
9 0.0015 0.1630 1772.016 
10 -0.0048 0.1620 1752.323 
11 0.0106 0.1532 1572.831 
12 0.0066 0.1698 1926.639* 
13 0.0110 0.1541 1590.715 
14 0.0073 0.1678 1881.439* 
15 0.0356 0.2006 2767.473* 
16 0.0170 0.1832 2256.995* 
17 0.0291 0.1709 2004.040* 
18 0.0272 0.1667 1902.042* 
19 0.0503 0.1821 2379.482* 
20 0.0603 0.1971 2832.943* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table A7 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1980-84 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0456 0.1426 1495.094 
2 0.0119 0.1530 1570.954 
3 0.0111 0.1595 1704.334 
4 0.0064 0.1519 1541.748 
5 0.0074 0.1610 1732.114 
6 -0.0018 0.1498 1497.082 
7 0.0082 0.1527 1560.103 
8 0.0040 0.1544 1590.745 
9 -0.0003 0.1514 1528.420 
10 0.0029 0.1644 1802.660 
11 0.0051 0.1470 1442.654 
12 -0.0007 0.1535 1571.423 
13 0.0177 0.1770 2110.001* 
14 0.0086 0.1615 1743.312 
15 0.0225 0.1842 2296.379* 
16 0.0226 0.1698 1957.121* 
17 0.0553 0.1813 2396.257* 
18 0.0347 0.1748 2117.860* 
19 0.0473 0.1723 2128.161* 
20 0.0732 0.2217 3635.869* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom. 
* Significant at the ten percent level. 
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Table A8 
Summary Statistics of Portfolio Correlations 
and Values of the Chi-Square 
for Morrison's Test of Independence 
Using the 1981-85 Estimation Period 
Portfolio Average 
Correlation 
Standard 
Deviation 
Chi-Square 
(Computed) 
1 0.0370 0.1441 1475.347 
2 0.0122 0.1522 1554.614 
3 0.0131 0.1462 1436.219 
4 -0.0013 0.1417 1338.549 
5 0.0062 0.1516 1534.244 
6 -0.0006 0.1463 1426.992 
7 0.0070 0.1510 1523.451 
8 0.0008 0.1490 1479.863 
9 0.0037 0.1469 1439.495 
10 0.0069 0.1478 1460.344 
11 0.0021 0.1474 1449.809 
12 -0.0009 0.1473 1447.166 
13 0.0043 0.1518 1537.769 
14 0.0137 0.1530 1573.414 
15 0.0178 0.1710 1970.760* 
16 0.0428 0.1614 1859.387* 
17 0.0665 0.1697 2215.944* 
18 0.0259 0.1735 2052.039* 
19 0.0543 0.1528 1754.397 
20 0.0817 0.1796 2396.037* 
The theoretical value of the Chi-Square for this table is 
1808.368 with 1711 degrees of freedom, except for portfolio 20 
whose theoretical Chi-square value is 1632.418 with 1540 degrees 
of freedom. 
* Significant at the ten percent level. 
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Table B1 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1974-78 Estimation Period 
Portfolio OLS EGLS 
Alpha 
M 
Std 
Error 
Beta 
(0) 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
(0) 
Std 
Error 
1 -.0135 .00240 1.4929 .03433 - .0140 .00035 1.5040 .00290 
2 -.0033 .00209 1.3522 .02988 -.0031 .00053 1.3453 .00915 
3 .0005 .00194 1.1808 .02775 .0013 .00033 1.1722 .00535 
4 .0005 .00176 1.1113 .02522 .0013 .00024 1.1098 .00423 
5 -.0011 .00170 1.0264 .02429 -.0008 .00031 1.0282 .00527 
6 .0019 .00171 1.0500 .02437 .0014 .00042 1.0474 .00607 
7 .0029 .00173 1.0877 .02473 .0032 .00029 1.0953 .00484 
8 .0026 .00167 1.0651 .02382 .0028 .00027 1.0643 .00461 
9 .0037 .00156 0.9255 .02226 .0035 .00024 0.9298 .00341 
10 .0009 .00155 1.0046 .02213 .0008 .00008 1.0041 .00116 
11 .0024 .00137 0.8700 .01950 .0028 .00001 0.8708 .00015 
12 .0016 .00154 0.9475 .02193 .0024 .00003 0.9419 .00043 
13 .0026 .00152 0.9126 .02176 .0021 .00021 0.9269 .00209 
14 -.0003 .00144 0.9439 .02060 -.0007 .00018 0.9382 .00304 
15 .0001 .00144 0.8330 .02056 -.0004 .00016 0.8315 .00245 
16 .0008 .00135 0.7567 .01930 .0004 .00013 0.7549 .00189 
17 -.0003 .00140 0.8270 .02003 -.0012 .00013 0.8253 .00210 
18 .0004 .00130 0.7801 .01860 -.0004 .00032 0.7787 .00509 
19 -.0004 .00127 0.7501 .01813 -.0010 .00025 0.7476 .00373 
20 -.0005 .00128 0.7172 .01830 .0001 .00071 0.7072 .00986 
21 -.0016 .00123 0.6451 .01762 -.0023 .00036 0.6500 .00455 
Std = Standard 
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Table B2 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1975-79 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(<*) 
Std 
Error 
Beta 
w 
Std 
Error 
Alpha 
M 
Std 
Error 
Beta 
(fi) 
Std 
Error 
1 - .0141 .00238 1.5063 .03480 -.0134 .00053 1.4996 .00876 
2 - .0066 .00218 1.3238 .03200 -.0056 .00042 1.3284 .00687 
3 -.0030 .00187 1.1551 .02737 -.0028 .00048 1.1531 .00700 
4 - .0018 .00189 1.1944 .02768 -.0010 .00004 1.1917 .00055 
5 .0027 .00155 0.9417 .02272 .0004 .00010 0.9435 .00111 
6 - .0020 .00187 1.1606 .02734 -.0016 .00015 1.1544 .00206 
7 .0012 .00158 1.0335 .02316 .0013 .00022 1.0376 .00313 
8 -.0011 .00176 1.0714 .02576 -.0006 .00011 1.0725 .00160 
9 .0012 .00163 1.0574 .02388 .0019 .00008 1.0513 .00137 
10 - .0002 .00154 0.9551 .02256 .0006 .00024 0.9565 .00355 
11 .0008 .00161 0.9644 .02353 .0018 .00030 0.9618 .00419 
12 .0027 .00147 0.9680 .02156 .0028 .00013 0.9744 .00205 
13 .0016 .00142 0.8386 .02081 .0005 .00013 0.8434 .00191 
14 .0029 .00145 0.8527 .02129 .0022 .00026 0.8530 .00413 
15 .0020 .00141 0.9046 .02068 .0028 .00021 0.9030 .00332 
16 .0000 .00136 0.8633 .01985 -.0006 .00041 0.8679 .00605 
17 -.0006 .00132 0.7861 .01928 -.0008 .00023 0.7813 .00311 
18 .0004 .00123 0.7612 .01803 -.0006 .00031 0.7703 .00419 
19 .0018 .00122 0.6949 .01792 .0015 .00026 0.6963 .00351 
20 .0007 .00127 0.7097 .01861 -.0003 .00005 0.7075 .00082 
21 .0014 .00115 0.5377 .01682 .0005 .00022 0.5421 .00398 
Std = Standard 
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Table B3 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1976-80 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
w 
Std 
Error 
1 -.0129 .00216 1.3755 .03609 -.0129 .00084 1.3775 .01234 
2 -.0077 .00185 1.1315 .03089 -.0081 .00029 1.1400 .00594 
3 -.0068 .00169 1.1029 .02823 -.0066 .00034 1.1080 .00514 
4 - .0025 .00178 1.1435 .02975 -.0014 .00035 1.1383 .00656 
5 -.0030 .00163 1.0804 .02719 -.0022 .00019 1.0765 .00322 
6 -.0020 .00170 1.0405 .02854 -.0020 .00018 1.0443 .00322 
7 .0017 .00173 1.0732 .02894 .0020 .00019 1.0756 .00384 
8 -.0010 .00146 1.0150 .02450 -.0008 .00031 1.0135 .00541 
9 -.0016 .00144 1.0036 .02402 -.0011 .00047 1.0123 .00769 
10 -.0017 .00158 1.0696 .02649 -.0020 .00008 1.0737 .00148 
11 .0013 .00140 0.8697 .02336 .0018 .00018 0.8791 .00325 
12 -.0014 .00131 0.8734 .02192 -.0009 .00019 0.8750 .00336 
13 .0047 .00153 1.0452 .02566 .0059 .00011 1.0432 .00182 
14 .0006 .00134 0.8983 .02246 .0007 .00014 0.9024 .00193 
15 - .0005 .00132 0.8210 .02207 .0002 .00032 0.8214 .00574 
16 -.0030 .00124 0.8595 .02081 -.0033 .00010 0.8582 .00153 
17 .0027 .00132 0.8629 .02216 .0032 .00038 0.8626 .00632 
18 .0020 .00121 0.8373 .02031 .0016 .00035 0.8413 .00570 
19 .0026 .00127 0.7698 .02118 .0023 .00038 0.7708 .00395 
20 .0012 .00127 0.8444 .02129 .0014 .00028 0.8348 .00498 
21 .0048 .00121 0.6281 .02021 .0040 .00098 0.6198 .01258 
Std = Standard 
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Table B4 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1977-81 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
w 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
1 -.0130 .00204 1.2810 .03703 -.0130 .00016 1.2821 .00289 
2 -.0058 .00181 1.1282 .03296 -.0052 .00015 1.1314 .00318 
3 -.0029 .00169 1.0329 .03071 -.0031 .00015 1.0309 .00276 
4 -.0024 .00178 1.1197 .03227 -.0024 .00053 1.1096 .00994 
5 -.0022 .00164 1.0565 .02983 -.0022 .00018 1.0534 .00372 
6 -.0018 .00171 1.0899 .03101 -.0014 .00037 1.0853 .00781 
7 .0002 .00156 1.0698 .02840 .0004 .00018 1.0835 .00399 
8 -.0002 .00146 0.9844 .02651 -.0005 .00015 0.9938 .00274 
9 .0007 .00163 1.0633 .02953 .0005 .00027 1.0680 .00507 
10 .0014 .00151 0.9874 .02733 .0013 .00008 0.9904 .00138 
11 -.0005 .00145 1.0167 .02641 -.0002 .00033 1.0145 .00579 
12 -.0013 .00131 0.9011 .02371 -.0006 .00028 0.9055 .00506 
13 .0002 .00121 0.8853 .02201 -.0005 .00038 0.8899 .00712 
14 -.0009 .00133 0.9375 .02409 -.0008 .00015 0.9452 .00354 
15 .0013 .00130 0.8716 .02368 .0010 .00023 0.8860 .00426 
16 .0006 .00142 0.9725 .02584 .0006 .00027 0.9794 .00557 
17 -.0005 .00114 0.8261 .02072 -.0007 .00017 0.8307 .00322 
18 .0017 .00127 0.8321 .02299 .0017 .00024 0.8429 .00376 
19 .0003 .00118 0.8434 .02138 .0003 .00016 0.8516 .00378 
20 -.0004 .00117 0.7888 .02120 -.0007 .00020 0.7932 .00406 
21 .0011 .00120 0.7212 .02178 .0006 .00033 0.7169 .00635 
Std = Standard 
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Table B5 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1978-82 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
1 -.0120 .00213 1.1517 .03569 -.0125 .00064 1.1530 .01117 
2 -.0053 .00186 1.0630 .03126 -.0051 .00046 1.0616 .00849 
3 -.0031 .00194 1.0172 .03258 -.0036 .00021 1.0248 .00307 
4 -.0025 .00179 1.0252 .03004 -.0025 .00021 1.0253 .00370 
5 -.0021 .00178 1.0893 .02978 -.0020 .00064 1.0939 .01111 
6 -.0006 .00159 1.0186 .02670 -.0003 .00007 1.0260 .00119 
7 -.0013 .00169 0.9961 .02829 -.0018 .00024 1.0143 .00405 
8 -.0003 .00172 1.1148 .02890 -.0013 .00033 1.1086 .00585 
9 .0006 .00159 1.0235 .02673 .0005 .00007 1.0293 .00133 
10 .0006 .00157 1.0168 .02636 .0009 .00013 1.0247 .00226 
11 .0007 .00154 1.0075 .02587 .0001 .00032 1.0173 .00595 
12 -.0010 .00147 1.0025 .02466 -.0009 .00032 1.0118 .00542 
13 .0002 .00139 0.9817 .02330 -.0003 .00019 0.9842 .00386 
14 .0016 .00139 0.9395 .02334 .0022 .00012 0.9513 .00119 
15 .0004 .00140 0.8774 .02344 .0001 .00029 0.8863 .00464 
16 .0020 .00133 0.8673 .02227 .0020 .00019 0.8828 .00294 
17 .0010 .00129 0.8495 .02166 .0011 .00020 0.8593 .00314 
18 .0013 .00132 0.8578 .02206 .0013 .00019 0.8638 .00341 
19 .0014 .00124 0.8213 .02075 .0013 .00011 0.8277 .00192 
20 .0024 .00125 0.7935 .02089 .0019 .00023 0.8046 .00393 
Std = Standard 
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Table B6 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1979-83 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(<*) 
Std 
Error 
Beta 
w 
Std 
Error 
Alpha 
(«) 
Std 
Error 
Beta 
w 
Std 
Error 
1 -.0112 .00218 1.1476 .03962 -.0120 .00051 1.1444 .00866 
2 -.0046 .00195 1.0115 .03531 -.0043 .00047 1.0261 .00843 
3 -.0013 .00170 0.9183 .03088 -.0010 .00067 0.9334 .01097 
4 - .0024 .00188 1.0804 .03414 -.0030 .00036 1.0830 .00665 
5 - .0025 .00180 1.0605 .03264 -.0023 .00045 1.0698 .00866 
6 -.0004 .00177 1.1521 .03217 -.0017 .00037 1.1658 .00605 
7 .0018 .00168 1.0513 .03057 .0017 .00021 1.0618 .00394 
8 .0009 .00175 1.0595 .03168 .0008 .00021 1.0645 .00393 
9 -.0006 .00167 1.0551 .03039 .0003 .00031 1.0612 .00539 
10 .0003 .00165 1.0598 .03002 -.0005 .00007 1.0679 .00142 
11 .0009 .00158 0.9508 .02866 .0006 .00014 0.9561 .00250 
12 -.0012 .00156 0.9714 .02838 -.0006 .00022 0.9794 .00379 
13 .0020 .00142 0.9430 .02582 .0020 .00042 0.9449 .00672 
14 .0006 .00152 1.0128 .02761 .0005 .00019 1.0137 .00359 
15 .0022 .00144 0.8468 .02607 .0019 .00038 0.8603 .00757 
16 .0010 .00138 0.8618 .02497 .0013 .00032 0.8709 .00367 
17 .0001 .00137 0.8916 .02492 .0000 .00049 0.8867 .00950 
18 .0012 .00134 0.8332 .02436 .0010 .00040 0.8349 .00736 
19 .0020 .00134 0.8366 .02439 .0021 .00008 0.8380 .00151 
20 .0013 .00132 0.8518 .02401 .0009 .00050 0.8586 .00923 
Std = Standard 
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Table B7 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1980-84 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
(P) 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
(0) 
Std 
Error 
1 -.0162 .00227 1.2383 .04398 - .0168 .00062 1.2246 .01275 
2 -.0025 .00214 0.9782 .04149 -.0024 .00029 0.9731 .00544 
3 -.0035 .00162 0.9796 .03138 -.0028 .00044 0.9789 .00856 
4 -.0026 .00177 1.0747 .03432 -.0027 .00012 1.0849 .00255 
5 -.0002 .00170 1.0278 .03289 -.0004 .00022 1.0398 .00426 
6 -.0040 .00174 1.0884 .03383 -.0042 .00013 1.0950 .00255 
7 .0007 .00167 1.1033 .03233 .0008 .00014 1.1071 .00283 
8 -.0012 .00173 1.0664 .03354 -.0012 .00029 1.0681 .00538 
9 -.0008 .00168 0.9749 .03243 -.0007 .00035 0.9863 .00732 
10 .0006 .00150 1.0557 .02900 .0006 .00009 1.0638 .00190 
11 .0027 .00157 1.0236 .03028 .0023 .00009 1.0356 .00193 
12 .0015 .00151 0.9884 .02925 .0011 .00033 0.9845 .00684 
13 .0035 .00134 0.9028 .02595 .0035 .00016 0.9109 .00336 
14 .0016 .00139 0.9605 .02697 .0016 .00013 0.9572 .00261 
15 .0021 .00144 0.9215 .02779 .0020 .00040 0.9249 .00823 
16 .0001 .00137 0.9392 .02642 .0005 .00016 0.9525 .00359 
17 .0050 .00132 0.8270 .02544 .0049 .00030 0.8281 .00648 
18 .0032 .00125 0.8432 .02425 .0044 .00073 0.8473 .01227 
19 .0019 .00134 0.9193 .02593 .0026 .00058 0.9035 .01266 
20 .0038 .00124 0.7306 .02404 .0043 .00027 0.7259 .00449 
Std = Standard 
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Table B8 
Results of Parameter Estimation 
by OLS and EGLS 
Using the 1981-85 Estimation Period 
Portfolio OLS EGLS 
Alpha 
(a) 
Std 
Error 
Beta 
09) 
Std 
Error 
Alpha 
(a) 
Std 
Error 
Beta 
w 
Std 
Error 
1 -.0152 .00233 1.1787 .04945 -.0143 .00089 1.1921 .01801 
2 - .0072 .00195 1.0294 .04138 -.0062 .00075 1.0121 .01625 
3 -.0041 .00178 0.9819 .03781 -.0039 .00045 0.9833 .01023 
4 - .0057 .00186 1.2110 .03947 -.0066 .00038 1.2241 .00855 
5 - .0006 .00155 0.9495 .03292 -.0006 .00011 0.9716 .00232 
6 -.0030 .00176 1.1630 .03770 -.0024 .00022 1.1679 .00435 
7 .0009 .00166 0.9988 .03532 .0010 .00023 1.0031 .00503 
8 -.0036 .00155 1.0339 .03280 -.0035 .00017 1.0408 .00368 
9 .0023 .00159 0.9597 .03380 .0027 .00046 0.9565 .00883 
10 -.0015 .00145 0.9728 .03073 -.0019 .00010 0.9828 .00234 
11 .0018 .00147 1.0325 .03121 .0014 .00023 1.0321 .00581 
12 .0014 .00133 0.9688 .02816 .0015 .00021 0.9754 .00455 
13 .0023 .00135 1.0197 .02872 .0022 .00015 1.0236 .00340 
14 .0013 .00140 1.0154 .02972 .0017 .00015 1.0165 .00354 
15 .0005 .00141 0.9879 .03002 .0011 .00018 0.9932 .00407 
16 .0065 .00126 0.9330 .02667 .0065 .00030 0.9351 .00677 
17 .0057 .00121 0.8453 .02578 .0052 .00062 0.8549 .01008 
18 .0026 .00125 0.9025 .02653 .0034 .00004 0.8997 .00127 
19 .0045 .00128 0.9533 .02713 .0046 .00029 0.9523 .00520 
20 .0037 .00112 0.7752 .02367 .0041 .00065 0.7710 .01385 
Std = Standard 
APPENDIX C 
SUPPLEMENTARY RESULTS OF JANUARY PORTFOLIO RETURNS 
FOR 1979 THROUGH 1986 
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Table Cl 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1979 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0203 1.2092 0.0218 0.5026 
2 0.0545 2.9576* 0.0128 1.5526 
3 0.0312 1.5217 0.0138 1.1397 
4 0.0173 1.1475 0.0029 0.7492 
5 0.0490 1.9611* 0.0174 1.4316 
6 0.0115 0.8582 -0.0184 -0.6351 
7 -0.0057 -0.4991 -0.0263 -0.4771 
8 -0.0146 -1.2743 -0.0493 -1.2058 
9 -0.0014 -0.1638 -0.0001 -0.1748 
10 -0.0049 -0.3795 -0.0218 -0.3686 
11 0.0023 0.2760 0.0003 0.2883 
12 -0.0023 -0.2113 -0.0188 -0.1807 
13 -0.0178 -1.7336* -0.0155 -1.1510 
14 -0.0256 -2.2585* -0.0504 -1.5322 
15 -0.0052 -0.4090 -0.0068 -0.2529 
16 0.0024 0.2271 0.0045 0.1153 
17 -0.0099 -1.0261 -0.0346 -0.5163 
18 -0.0106 -1.0716 -0.0005 -0.5254 
19 -0.0129 -1.6180 -0.0051 -0.6547 
20 -0.0131 -1.9490* -0.0144 -0.7701 
21 -0.0103 -1.4287 -0.0167 -0.4277 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table C2 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1980 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 -0.0006 -0.0315 -0.0109 -0.0161 
2 -0.0100 -0.6787 -0.0247 -0.4095 
3 -0.0208 -1.6609* -0.0174 -1.2678 
4 0.0343 1.5969 0.0308 1.1114 
5 0.0018 0.1402 0.0065 0.0890 
6 0.0053 0.2460 0.0160 0.1956 
7 -0.0054 -0.4754 -0.0108 -0.4120 
8 0.0215 1.4930 0.0276 1.4347 
9 -0.0122 -1.0889 -0.0513 -0.9959 
10 0.0033 0.2504 0.0091 0.2061 
11 0.0054 0.3272 0.0119 0.2669 
12 0.0075 0.5721 0.0203 0.4543 
13 0.0006 0.0408 0.0152 0.0297 
14 -0.0095 -0.6213 -0.0068 -0.4572 
15 -0.0278 -1.9407* -0.0652 -1.2066 
16 0.0088 0.5583 0.0041 0.3196 
17 -0.0068 -0.5126 -0.0264 -0.2706 
18 0.0160 1.2039 0.0167 0.6017 
19 0.0265 1.7803* 0.0541 0.8023 
20 0.0219 1.5736 0.0353 0.6416 
21 0.0131 1.0707 0.0167 0.3432 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table C3 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1981 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0722 4.9397* 0.0661 2.5562* 
2 0.0693 4.0359* 0.0883 2.4146* 
3 0.0567 3.8188* 0.0742 2.7265* 
4 0.0363 3.1155* 0.0046 1.9939* 
5 0.0379 2.9423* 0.0390 2.5752* 
6 0.0342 2.5804* 0.0005 1.9253* 
7 0.0000 0.0008 0.0003 0.0007 
8 0.0222 1.7640* 0.0154 1.2699 
9 0.0062 0.5631 0.0097 0.4433 
10 0.0004 0.0355 0.0230 0.0336 
11 0.0096 0.7527 0.0215 0.5695 
12 0.0282 1.9425* 0.0168 1.5754 
13 -0.0434 -3.1621* -0.0982 -2.8342* 
14 -0.0051 -0.4928 -0.0212 -0.3550 
15 -0.0160 -1.4745 -0.0062 -0.8370 
16 0.0015 0.1368 0.0061 0.0821 
17 -0.0307 -2.6144* -0.0827 -1.6744* 
18 -0.0227 -2.0847* -0.0295 -1.1197 
19 -0.0574 -5.6300* -0.0745 -2.5248* 
20 -0.0533 -4.5547* -0.0698 -1.8930* 
21 -0.0622 -6.18568 -0.0965 -1.8536* 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table C4 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1982 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0629 4.3045* 0.0505 2.3813* 
2 0.0191 1.3693 0.0207 0.8320 
3 0.0343 3.2265* 0.0358 2.3690* 
4 0.0213 1.4542 0.0068 1.0520 
5 0.0204 1.7780* 0.0261 1.5223 
6 0.0203 1.9992* 0.0331 1.4941 
7 0.0050 1.4817 0.0077 1.0471 
8 -0.0128 -0.9690 -0.0095 -0.8905 
9 -0.0058 -0.5308 -0.0187 -0.4696 
10 -0.0183 -1.7676* -0.0373 -1.8590* 
11 -0.0031 -0.2272 -0.0026 -0.1932 
12 0.0053 0.4544 0.0138 0.3286 
13 -0.0120 -0.8504 -0.0363 -0.5703 
14 -0.0193 -2.3042* -0.0230 -2.1730* 
15 -0.0103 -1.3324 -0.0114 -0.8285 
16 -0.0209 -1.8679* -0.0589 -1.2663 
17 -0.0016 -0.1811 -0.0008 -0.1008 
18 -0.0178 -1.8478* -0.0629 -1.3400 
19 -0.0038 -0.4638 -0.0017 -0.2552 
20 -0.0027 -0.2904 -0.0167 -0.1340 
21 -0.0052 -0.5493 -0.0194 -0.2099 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom 
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Table C5 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1983 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0925 5.0515* 0.1065 2.7550* 
2 0.0277 1.8484* 0.0246 1.1418 
3 0.0459 3.1123* 0.0748 1.9728* 
4 0.0148 1.1192 0.0021 0.9281 
5 0.0113 0.7551 0.0441 0.5984 
6 0.0120 0.8706 0.0198 0.7331 
7 0.0113 0.7178 0.0324 0.7304 
8 0.0230 1.5282 0.0514 1.4285 
9 -0.0186 -1.5067 -0.0277 -1.4842 
10 -0.0222 -2.1967* -0.0172 -2.1153* 
11 -0.0085 -0.7488 -0.0437 -0.7827 
12 -0.0108 -0.8296 -0.0294 -0.8244 
13 -0.0194 -1.6927* -0.0332 -1.5015 
14 -0.0394 -4.0467* -0.0548 -3.2546* 
15 -0.0140 -1.1827 -0.0288 -0.6739 
16 -0.0128 -1.1972 -0.0188 -0.7770 
17 -0.0282 -2.7437* -0.0360 -1.5000 
18 -0.0297 -2.9878* -0.0312 -1.8587* 
19 -0.0144 -1.8345* -0.0030 -0.9441 
20 -0.0099 -0.9251 -0.0137 -0.4113 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table C6 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1984 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0801 5.4175* 0.0771 3.1195* 
2 0.0523 2.9055* 0.0540 1.9755* 
3 0.0193 1.7499* 0.0228 1.1104 
4 0.0363 2.9540* 0.0547 2.7326* 
5 0.0062 0.3958 0.0210 0.3139 
6 0.0021 0.1735 0.0248 0.1638 
7 0.0005 0.0400 0.0081 0.0386 
8 0.0047 0.4530 0.0148 0.4207 
9 0.0017 0.1467 0.0032 0.1407 
10 -0.0055 -0.4886 -0.0109 -0.4325 
11 -0.0268 -2.7359* -0.0293 -2.1521* 
12 -0.0125 -1.2275 -0.0410 -1.0443 
13 -0.0411 -4.3710* -0.0616 -3.4134* 
14 -0.0180 -1.8229* -0.0221 -1.5288 
15 -0.0276 -3.4471* -0.0204 -1.9689* 
16 -0.0130 -1.3767 -0.0208 -0.9773 
17 -0.0051 -0.6822 -0.0051 -0.4168 
18 -0.0050 -1.4947 -0.0237 -0.3081 
19 -0.0117 -1.1894 -0.0138 -0.6010 
20 -0.0139 -1.2395 -0.0090 -0.5845 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table C7 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1985 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0687 2.6979* 0.0825 1.4129 
2 0.0034 0.2398 0.0112 0.1846 
3 0.0134 0.9188 0.0312 0.7171 
4 0.0167 1.1089 0.0399 0.9472 
5 0.0139 0.7941 0.0049 0.6650 
6 -0.0200 -1.4471 -0.0279 -1.5293 
7 -0.0104 -0.9278 -0.0204 -0.7642 
8 -0.0135 -1.0714 -0.0318 -0.9650 
9 -0.0010 -0.0709 -0.0025 -0.0716 
10 -0.0086 -0.7270 -0.0132 -0.6723 
11 -0.0090 -0.7393 -0.0208 -0.6490 
12 -0.0118 -1.3278 -0.0113 -1.3539 
13 -0.0172 -2.2187* -0.0158 -1.5585 
14 -0.0015 -0.2111 -0.0008 -0.1726 
15 -0.0218 -2.4309* -0.0136 -1.6012 
16 -0.0110 -1.2052 -0.0253 -0.7925 
17 -0.0334 -4.9552* -0.0275 -2.4164* 
18 -0.0144 -1.7927* -0.0021 -1.0332 
19 -0.0247 -3.2972* -0.0245 -1.7038* 
20 -0.0118 -1.8709* -0.0126 -0.8169 
* Significant at the ten percent level. 
NOTE: t-values are with 58 degrees of freedom. 
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Table C8 
January Portfolio Mean Excess Returns 
and the Corresponding T-Values 
for 1986 
Using Different Estimation Techniques 
OLS-based GLS-based 
Portfolio Mean Excess t-value 
Return 
Mean excess 
Return 
t-value 
1 0.0249 0.9667 0.0607 0.5452 
2 -0.0136 -1.1128 -0.0043 -0.8510 
3 0.0031 0.1572 0.0070 0.1185 
4 -0.0179 -1.2392 -0.0018 -1.2901 
5 -0.0146 -1.3862 -0.0450 -1.1888 
6 -0.0161 -1.2141 -0.0154 -1.2354 
7 0.0041 0.3066 0.0055 1.0515 
8 -0.0107 -1.1023 -0.0202 -1.0782 
9 0.0109 0.8124 0.0587 0.7376 
10 0.0050 0.4609 0.0151 0.3892 
11 0.0139 1.3244 0.0413 1.2512 
12 0.0087 0.7907 0.0250 0.7701 
13 -0.0091 -0.7019 -0.0028 -0.6281 
14 -0.0018 -0.1845 -0.0090 -0.1377 
15 0.0084 1.0251 0.0069 0.7189 
16 0.0026 0.2533 0.0216 0.1358 
17 0.0064 0.7952 0.0055 0.3608 
18 0.0034 0.4302 0.0013 0.5797 
19 0.0070 0.7807 0.0007 0.3832 
20 -0.0166 -2.0264* -0.0219 -0.8647 
* Significant at the ten percent level. 
NOTE: t-values are with 55 degrees of freedom. 
APPENDIX D 
SUPPLEMENTARY FREQUENCY DISTRIBUTIONS 
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Table D1 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1970-74 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.AO -. A0<p 
<-.30 
£4 O
 
V
 
CM
 
O
 
• 
CO
 
1 
• 
V
I 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<. A0 
. A0<p 
1 0.19 0.88 3.07 10.65 18.61 23.56 22.37 13.16 A. 89 2.63 
2 0.00 1.13 A.01 13.53 23.00 25.19 18.61 10.09 3.57 0.88 
3 0.19 1.25 A.76 13.97 22.12 25.75 19.67 8.71 2.95 0.63 
A 0.00 0.69 A. 20 1A.85 23.9A 27.51 17.92 8.08 2.26 0.56 
5 0.06 0.75 A.70 12.3A 20.11 26.9A 18.99 11.3A 3.70 1.07 
6 0.25 1.19 6.6A 16.10 23.9A 25.31 17.0A 7.6A 1.51 0.38 
7 0.19 1. A A 5.95 15.66 23.68 26. AA 17.73 7.08 1.69 0.13 
8 0.00 1.57 5.89 15.73 26.69 26. AA 1A.85 6.6A 1.75 0. AA 
9 0.13 1.38 6.33 12.97 26.00 25.06 16.79 8.27 2.51 0.56 
10 0.06 1.69 6.39 16.73 26.07 23.31 15.35 7.08 2. A A 0.88 
11 0.19 1.63 7.1A 16.23 21.68 27.26 15.35 7.90 1.9A 0.69 
12 0.19 1.07 5.20 15.35 25.50 22.56 15.85 9.09 3.63 1.57 
13 0.31 1.50 5.89 15.73 23. A3 25.19 17.73 6.27 3.01 0.9A 
1A 0. AA 1.75 5.76 15.92 23.18 20.93 18.67 7.90 3.70 1.75 
15 0.13 0.88 A. 39 13.03 21.7A 25.00 18.11 10.09 3.89 2.76 
16 0.00 0.69 A.51 11.65 20. A9 25.63 18. A2 11.15 5.08 2.38 
17 0.19 l.AA 6.52 13.28 18.61 2A.00 17.5A 9.21 5.26 3.95 
18 0.00 0.19 l.AA 7.27 16.0A 23.06 2A.12 16.23 7.1A A.51 
19 0.00 0.56 2.88 9.02 15. A8 21.37 20.61 15.79 8.21 6.08 
20 0.25 0.56 2.26 A. 57 10.21 15.16 18.61 15. A8 13.60 19.30 
p = Average correlation 
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Table D2 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1971-75 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p£-.40 -. 40<p 
£-.30 
-.30<p 
£-.20 
-.20<p 
£-.10 
-.10<p 
<0.0 
o. 
V
I 
o
 
O
 
iH
 
o
 v
 
. 10£p 
<.20 
. 20<p 
<.30 
. 30£p 
<.40 
. 40£p 
1 0.06 0.82 2.81 10.99 18.71 25.02 22.03 12.86 4.44 2.28 
2 0.12 0.76 5.03 11.92 21.45 26.01 19.76 10.35 3.10 1.52 
3 0.06 1.29 4.73 13.15 23.90 26.18 18.47 8.83 2.63 0.76 
4 0.12 0.94 5.85 14.20 23.79 24.31 19.29 8.36 2.81 0.35 
5 0.18 1.11 5.61 12.45 22.91 27.06 17.94 8.83 3.39 0.53 
6 0.06 1.99 6.37 15.25 23.73 25.77 17.01 6.84 2.63 0.35 
7 0.47 1.23 6.37 17.65 25.66 23.38 15.49 7.07 2.10 0.58 
8 0.41 2.10 7.54 15.84 24.08 22.97 16.72 6.90 2.40 1.05 
9 0.06 1.70 7.83 16.19 25.31 24.90 15.02 7.25 1.46 0.29 
10 0.35 2.46 8.59 17.48 23.38 21.86 13.27 7.95 2.81 1.87 
11 0.53 2.22 7.19 16.67 23.14 22.39 15.96 7.42 2.81 1.70 
12 0.41 1.70 8.36 14.96 21.80 22.91 17.01 8.71 3.04 1.11 
13 0.76 1.11 5.61 15.14 22.56 21.63 17.53 9.06 3.92 2.69 
14 0.23 2.28 5.09 13.33 20.46 24.72 18.41 9.70 4.38 1.40 
15 0.18 1.11 6.37 13.85 18.76 22.62 19.58 9.82 4.62 3.10 
16 0.29 1.99 6.43 14.32 21.27 22.21 16.19 9.23 4.38 3.68 
17 0.58 2.22 6.25 11.69 17.65 22.68 16.89 12.04 5.38 4.62 
18 0.12 0.41 2.57 8.42 16.01 23.14 22.79 14.96 7.89 3.68 
19 0.23 1.46 4.79 10.81 13.74 16.07 16.01 14.67 10.99 11.22 
20 0.20 0.88 2.83 5.72 8.62 14.21 17.04 14.68 12.39 23.43 
p = Average correlation 
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Table D3 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1972-76 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.AO -.A0<p 
<-.30 
-.30<p 
<-.20 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
. 10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<. A0 
. A0<p 
1 0.00 0.70 2.57 9.53 17. A8 23.79 22.68 13.68 6.67 2.92 
2 0.12 1.17 A. 15 13.38 25.02 25.07 17.77 9.6A 2.63 1.05 
3 0.00 0.9A 5.09 12.80 22.39 26.30 18. A7 9.70 3.33 0.99 
A 0.00 0.70 A.91 1A.03 21.7A 25. A8 19.76 9.88 3.10 0.A1 
5 0.29 1. A0 7.01 1A.85 2A.37 23.1A 17.88 7.A8 2.86 0.70 
6 0.12 1.70 5.AA 15.25 25.95 2A.72 16.95 7.31 1.99 0.58 
7 0.A7 2.63 7.72 15.72 22.85 23.26 15.90 8.65 2. A0 0.A1 
8 0.29 1.99 6.1A 16.01 2A.72 22.56 16.60 7.72 2.86 1.11 
9 0.29 2.3A 8.9A 15.1A 2A.A9 22.85 15.55 7.25 2.22 0.9A 
10 0.12 2.28 6.65 17.36 25.83 23.38 12.98 7.07 2.86 1.A6 
11 0.A7 2.28 7.83 15.90 25.83 21.80 15.25 7.01 2.51 1.11 
12 0.23 2.05 5.26 1A.79 22.91 23.50 16.72 9.23 3.7A 1.58 
13 0.12 1.81 6.1A 16.01 2A.66 2A.26 13.50 8.65 3.16 1.70 
1A 0.82 1.87 5.A9 1A.90 21.39 2A.37 17. A2 8.83 2.75 2.16 
15 0.35 1.3A 5.AA 13.27 20.05 22.7A 19.52 9.9A A. 97 2. A0 
16 0.18 1.58 7.A2 1A.AA 20.51 21.33 17.18 9.99 A.27 3.10 
17 0.18 1.17 5.67 11.51 19.87 22.56 18.12 12.10 A. 97 3.86 
18 0.23 1.17 3.92 11.92 18.00 22.03 17.88 13.09 7.60 A.15 
19 0.53 1.11 2.98 10.75 17.07 19.23 20.69 13.38 8.2A 6.02 
20 0.12 0.76 3.A5 9.35 12.80 16.37 16.13 1A.03 12.0A 1A.96 
p = Average correlation 
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Table D4 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1973-77 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.40 -.40<p 
<-.30 
-. 30<p 
<-.20 
-.20<p 
<-.10 
10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<.40 
. 40<p 
1 0.12 0.58 3.16 9.99 19.64 23.96 20.69 12.80 5.73 3.33 
2 0.12 0.99 4.97 12.10 20.81 23.90 18.94 11.28 4.97 1.93 
3 0.06 1.46 5.67 13.15 24.20 25.77 18.06 8.83 2.34 0.47 
4 0.12 1.34 7.01 13.85 23.67 25.31 17.01 8.01 3.04 0.64 
5 0.29 1.29 6.49 13.79 23.67 23.03 18.82 8.65 3.10 0.88 
6 0.35 1.29 5.67 16.37 24.20 25.72 16.37 7.89 1.99 0.18 
7 0.53 1.81 7.07 17.30 22.74 24.08 16.07 8.18 1.75 0.47 
8 0.41 1.99 6.84 16.07 23.38 24.37 17.77 6.14 2.63 0.41 
9 0.47 2.63 5.90 15.84 23.38 22.03 16.25 9.29 2.69 1.52 
10 0.41 1.52 6.90 14.38 26.01 24.96 15.49 7.77 1.81 0.76 
11 0.29 2.92 6.84 16.67 23.20 24.13 14.79 7.31 2.16 1.52 
12 0.47 2.46 7.60 16.89 23.09 22.15 15.08 8.94 2.46 0.88 
13 0.18 1.58 7.54 15.61 20.92 24.49 17.53 7.83 2.86 1.46 
14 0.41 1.87 6.08 13.68 23.44 23.20 17.53 9.59 2.98 1.23 
15 0.35 1.34 6.72 13.74 21.74 24.14 17.42 8.48 3.97 2.10 
16 0.23 1.40 5.09 10.87 20.28 22.50 17.88 12.45 5.79 3.51 
17 0.53 1.52 7.48 14.09 19.76 19.17 17.01 11.63 5.26 3.57 
18 0.41 1.40 4.50 11.46 18.88 20.63 17.77 13.15 7.42 4.38 
19 0.35 2.28 5.73 12.62 17.94 20.28 16.01 12.98 7.72 4.09 
20 0.00 1.05 3.57 9.12 15.55 19.23 17.07 14.14 10.46 9.82 
21 0.06 0.47 2.75 6.37 10.70 14.73 15.55 15.31 11.81 22.27 
p - Average correlation 
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Table D5 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1974-78 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.40 -.40<p 
<-.30 
-. 30<p 
<-.20 
-.20<p 
<-.10 
-. 10<p 
<0.0 
0.0<p 
<.10 
. 10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<.40 
. 40<p 
1 0.00 0.82 3.16 10.23 17.42 25.19 20.16 13.03 5.79 4.21 
2 0.23 0.82 4.21 12.62 20.81 25.95 19.05 11.16 4.15 0.99 
3 0.06 0.88 6.25 14.61 24.61 27.29 16.77 6.96 2.28 0.29 
4 0.18 1.58 6.43 13.50 23.96 21.92 19.76 8.71 2.81 1.17 
5 0.12 2.46 5.49 15.02 23.44 23.50 18.18 8.53 2.46 0.82 
6 0.35 1.70 7.25 15.37 22.85 22.50 17.36 8.36 3.16 1.11 
7 0.18 1.81 7.48 15.37 24.43 26.48 14.44 7.36 1.99 0.47 
8 0.23 2.16 6.43 16.37 25.48 23.38 16.01 7.25 2.05 0.64 
9 0.41 2.40 8.12 17.24 22.27 22.79 16.42 7.66 1.58 1.11 
10 0.35 2.40 7.25 16.19 24.26 23.79 16.01 6.55 2.10 1.11 
11 0.35 1.93 7.60 17.77 24.37 23.20 14.90 6.20 1.87 1.81 
12 0.53 2.46 7.48 15.55 22.74 23.79 14.79 8.48 2.86 1.34 
13 0.29 2.16 5.79 13.97 23.38 23.96 16.60 8.88 3.68 1.29 
14 0.41 1.17 5.67 15.25 23.38 23.85 17.71 8.36 3.16 1.05 
15 0.23 1.87 5.61 13.15 22.39 24.84 18.29 8.59 3.45 1.58 
16 0.35 1.81 5.96 13.62 18.12 21.80 17.30 12.98 4.50 3.57 
17 0.82 1.75 6.02 12.98 18.24 21.92 17.59 11.40 5.61 3.68 
18 0.47 1.99 5.44 12.80 17.83 22.03 18.06 10.99 6.78 3.62 
19 0.18 0.99 5.38 11.16 16.95 18.24 16.89 15.78 9.12 5.32 
20 0.06 1.29 4.38 11.28 16.95 20.34 17.77 12.57 8.30 7.07 
21 0.06 0.94 3.62 7.60 11.51 13.74 16.07 15.90 13.15 17.42 
p — Average correlation 
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Table D6 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1975-79 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.AO -. A0<p 
<-.30 
-. 30<p 
<-.20 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<. A0 
. A0<p 
1 0.12 0.58 5.20 11.22 21.92 25.19 19.23 9.99 A. 56 1.99 
2 0.18 1.3A 5.A9 13.97 2A.02 21.92 19.17 8.07 A. 15 1.70 
3 0.23 1. A0 6.37 1A.73 2A.1A 2A.90 17.88 7.A2 2. A0 0.53 
A 0.A7 2.10 5.67 1A.90 2A.1A 22.68 16.67 8.82 2.92 1.6A 
5 0.29 1.70 6.31 13.27 23.09 2A.A3 17.12 8.12 3.7A 1.93 
6 0.18 1.29 5.67 15.72 25.07 25.66 15.8A 7.95 2.16 0.A7 
7 0.35 1.99 7.13 16.5A 2A.78 22.39 15.66 6.67 2.51 1.99 
8 0.18 1.70 7.36 15. A3 2A.55 25.95 16.60 5.79 1.70 0.76 
9 0.23 1.29 7.A2 15.90 25.77 23.20 16.13 7.A2 1.6A 0.99 
10 0.58 1.99 7.5A 18.06 21.68 22.03 15.25 8.12 2.69 2.05 
11 0. A1 1.75 6.96 15.02 25.02 23.61 15. A3 8.2A 2.51 1.05 
12 0.29 2.10 6.72 15. A3 23.85 23.09 16.67 8.35 2.51 0.99 
13 0.53 2.A6 6.08 15. A9 22.62 2A.1A 16.19 7.89 2.63 1.99 
1A 0.A1 1.70 5.85 16.31 22. AA 25.31 15.78 8.30 2.75 1.17 
15 0.18 1.75 6.A9 1A.55 21.0A 23.38 18.59 8.83 3.10 2.10 
16 0.06 2.16 5.20 13.7A 21.27 23.96 17.2A 9.9A A. 62 1.81 
17 0.A7 1.70 6.55 13.33 19.70 23.03 15.37 10.70 A.79 A.38 
18 0.35 1.93 6.08 10.93 20.16 21.22 19.99 10.99 5.55 2.81 
19 0.06 1.11 A. 97 9.76 19.87 21. A5 20.75 1A.38 A.79 2.86 
20 0.12 1.58 A.21 9.23 16.83 22.62 19.11 13.85 7.83 A. 62 
21 0.23 0.70 2.92 7. A8 11.63 16.19 20.22 19.35 11.22 10.05 
p = Average correlation 
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Table D7 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1976-80 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
o
 1 
VI 04 -. A0<p 
S-.30 
-. 30<p 
5-. 20 
-.20<p 
s-.io 
-. 10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<. A0 
. A0<p 
1 0.02 0.6A A. 79 10.17 22.79 26.01 20. A6 10.11 3.A5 1.52 
2 0.23 0.53 A. AA 12.98 2A.A9 28.00 17.59 7.66 2.69 1. A0 
3 0.18 0.9A 6.A9 13.91 26.18 2A.8A 16.83 6.60 2.52 1.58 
A 0.00 0.70 5.79 15.61 2A.8A 25.07 1A. AA 7.95 3.39 2.22 
5 0.29 2.3A 6. A3 15.55 25.37 23.61 16.89 6.02 2.16 1.3A 
6 0.23 1.58 6.37 16.37 22.7A 26. A8 1A.73 7.01 2.69 1.81 
7 0.18 1. A6 6.25 17.01 2A.61 26. A8 15.55 A.91 1.99 1.58 
8 0.06 1.23 6.1A 15.61 22.91 26.30 16.89 7.66 2.16 1.05 
9 0.29 1.93 6.8A 15.95 2A.66 23.55 15.31 6.65 2.10 2.69 
10 0.23 1.75 5.73 17.77 2A.31 25.02 16.60 5.73 2.23 0.58 
11 0.23 1.70 6.37 16. A8 2A.A9 22.91 16.01 7.31 2.57 1.93 
12 0.00 1.70 6.20 16.31 23.55 25.25 17.53 6. A3 1.70 1.3A 
13 0.23 2.10 7.25 15.78 25.37 2A.08 1A.73 6.A9 2.16 1.81 
1A 0.06 1.81 6.78 15.90 23.73 22.79 15.8A 8.71 2.75 1.6A 
15 0.35 2.10 6.55 1A.26 22.56 21. A5 1A.73 9.A7 3.86 A. 68 
16 0.A1 2.10 6.31 12.39 22.09 23.85 17.88 9.59 3.56 1.81 
17 0.A1 1.52 5.90 15. A9 21.27 25.07 16.5A 8.53 3.16 2.10 
18 0.29 1.A6 5.26 1A.61 20.3A 22.50 17.2A 10. A6 5.32 2.51 
19 0.06 1.75 A.79 13.15 16.95 21.98 17. A8 12. A5 7.36 A. 03 
20 0.23 1.A6 A.7A 10.05 15. A9 23.03 19.29 1A.03 8.12 3.57 
21 0.00 0.35 2.79 7.13 1A.61 20.13 15.86 10. A8 7.62 21.03 
p - Average correlation 
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Table D8 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1977-81 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.40 -.40<p 
<-.30 
-.30<p 
<-.20 
-. 20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<.40 
. 40<p 
1 0.00 0.41 4.33 12.33 22.74 27.06 19.93 9.76 2.46 0.99 
2 0.12 0.70 4.73 13.44 24.72 25.72 18.65 8.07 3.22 0.64 
3 0.06 1.11 6.08 15.14 25.83 25.19 15.90 6.08 2.81 1.81 
4 0.18 1.05 5.14 16.48 24.31 24.84 17.48 7.36 2.10 1.05 
5 0.23 1.87 6.67 15.78 26.53 22.79 16.19 6.02 2.51 1.40 
6 0.12 1.70 6.20 16.48 22.03 25.84 16.19 7.60 2.40 1.46 
7 0.06 0.76 5.96 16.07 26.24 24.37 14.96 7.66 2.10 1.81 
8 0.23 1.22 6.61 16.07 25.60 26.24 15.49 6.37 1.58 0.58 
9 0.29 1.93 6.96 15.43 25.02 25.08 15.37 6.89 1.93 1.11 
10 0.47 1.75 8.18 18.06 23.50 23.20 14.79 6.14 2.40 1.52 
11 0.12 1.52 6.31 16.37 26.30 23.73 16.13 6.78 1.87 0.88 
12 0.23 1.64 6.08 15.66 24.43 23.32 16.83 7.48 2.51 1.81 
13 0.12 2.34 6.49 16.02 23.03 21.33 15.49 9.35 3.86 1.99 
14 0.82 2.05 7.36 16.13 23.21 24.31 16.01 6.31 2.57 1.23 
15 0.18 1.70 7.19 14.38 22.21 23.38 16.89 7.31 3.51 3.27 
16 0.18 1.35 7.01 15.96 24.20 22.21 15.72 6.72 3.51 3.16 
17 0.23 1.23 6.14 14.67 19.99 23.15 17.53 10.35 3.97 2.75 
18 0.53 3.68 9.59 15.25 20.46 19.46 14.67 7.83 4.85 3.68 
19 0.23 1.99 6.20 12.80 21.51 22.21 16.78 10.29 5.38 2.63 
20 0.53 3.74 7.31 13.15 14.79 18.00 15.72 11.46 8.77 6.55 
21 0.12 1.81 5.73 10.00 18.24 18.47 14.55 11.98 7.83 11.28 
p = Average correlation 
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Table D9 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1978-82 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.AO -.A0<p 
<-.30 
-. 30<p 
<-.20 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<. A0 
. A0<p 
1 0.12 0.82 3.21 11.57 22.62 29.57 19.58 8.A2 3.0A 1.05 
2 0.18 0.88 A. 85 13.85 23.96 2A.55 19.6A 8.71 2.81 0.58 
3 0.12 1.17 A. 33 13.38 2A.8A 27.2A 18.A1 6.60 2.75 1.17 
A 0.00 1.23 5.79 18.06 25. A8 23.96 15.8A 6. A9 1.81 1.3A 
5 0.23 1.75 7.01 16. A2 25.89 22.09 1A.61 6.37 3.21 2. A0 
6 0.06 1.00 7.01 16. A2 26. A2 23.1A 16.67 5.85 2.16 1.29 
7 0.12 1. A0 7.01 15. A9 27.18 2A.96 15. A3 5.96 1.93 0.53 
8 0.53 2.10 6.25 15.61 25. A2 26.01 1A.AA 6.31 2.05 1.29 
9 0.18 2.22 7.31 16.83 25.25 22.33 15.96 7.36 1. A0 1.17 
10 0.35 1.52 8.59 16.89 2A.8A 22.79 1A.26 6.31 2. A0 2.05 
11 0.12 1.58 7.95 17.30 25.72 21.92 15.72 7.19 1.81 0.70 
12 0.35 2.57 7.95 18.18 22.91 21.51 15.20 7.25 2. A0 1.70 
13 0.70 2.10 7.60 17.88 21.86 23.67 1A.91 6.67 2.33 2.28 
1A 0.A7 1.87 7.60 16.31 22.09 23. AA 16.07 7.72 2.98 1.A6 
15 0.29 1.87 6.02 15.37 20.28 22.91 16. A2 9.06 A. 50 3.27 
16 0.A7 2.28 6. A3 16.07 20.92 21.27 18.18 8.36 3.86 2.16 
17 0.18 1.93 7.31 13.33 20.87 21.86 17. A2 8.30 A. 33 A. 50 
18 0.A7 1. A0 5.96 16.07 22.15 22. AA 16.77 8.9A 2.98 2.81 
19 0.A7 2.57 6.31 12.63 18.06 21.27 17.83 12. A5 5.26 3.16 
20 1.05 2.10 5.32 11.51 18.06 19.81 16.89 12.86 6.55 5.85 
p = Average correlation 
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Table DIO 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1979-83 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.40 -.40<p 
<-.30 
-.30<p 
<-.20 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
. 10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<.40 
. 40<p 
1 0.23 0.64 3.33 12.86 23.61 26.59 20.92 9.00 2.34 0.47 
2 0.18 1.17 5.85 14.32 24.84 25.31 17.07 6.84 2.75 1.70 
3 0.00 0.99 4.73 15.49 23.91 26.24 16.31 8.12 2.86 1.35 
4 0.35 1.58 6.55 16.67 27.70 22.50 14.55 6.31 2.22 1.58 
5 0.00 1.23 5.14 16.83 26.13 24.14 16.89 6.72 1.99 0.94 
6 0.18 1.87 7.07 15.89 25.13 23.85 18.12 5.32 1.81 0.76 
7 0.12 1.99 6.60 15.61 27.70 23.03 14.96 7.19 1.99 0.82 
8 0.35 2.05 8.24 15.67 22.68 25.60 14.79 6.96 2.46 1.23 
9 0.18 1.70 6.78 18.12 26.36 22.50 15.37 4.91 2.05 2.05 
10 0.70 2.46 7.60 16.37 24.84 24.14 14.85 6.02 1.75 1.29 
11 0.23 1.40 5.38 17.77 23.44 26.01 16.02 6.72 1.58 1.46 
12 0.47 1.58 7.54 16.89 25.89 21.80 14.96 6.37 2.40 2.11 
13 0.12 1.75 5.79 15.78 23.61 26.30 15.96 7.07 2.69 0.94 
14 0.29 2.86 7.31 16.42 22.04 22.44 16.25 7.60 3.80 1.00 
15 0.58 2.22 8.30 14.95 19.29 19.29 16.37 10.40 3.97 4.62 
16 0.18 1.81 7.95 16.54 22.85 22.39 14.67 7.89 2.75 2.98 
17 0.23 1.05 6.49 15.37 23.09 21.80 16.67 9.18 3.57 2.57 
18 0.23 1.40 5.79 15.66 21.63 23.85 17.30 8.59 3.68 1.87 
19 0.35 1.17 6.02 13.50 19.58 22.21 17.88 10.81 5.20 3.27 
20 0.94 1.46 5.67 12.86 17.59 21.57 17.07 12.33 6.02 4.50 
p = Average correlation 
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Table Dll 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1980-84 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.40 -. 40<p 
<-.30 
-.30<p 
<-.20 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<.40 
. 40<p 
1 0.06 0.53 3.68 11.46 22.62 25.07 22.91 9.64 3.33 0.70 
2 0.23 1.11 5.85 16.60 24.90 24.55 16.83 6.90 2.10 0.94 
3 0.23 1.75 6.31 16.13 23.14 26.42 15.37 6.90 2.40 1.35 
4 0.06 1.64 6.25 15.49 26.59 25.25 15.02 6.43 2.05 1.23 
5 0.47 1.93 5.49 16.19 26.01 24.55 16.31 5.96 1.58 1.52 
6 0.18 2.05 6.55 16.77 26.48 24.96 14.55 5.49 1.93 1.05 
7 0.23 1.46 6.31 16.60 23.55 25.89 16.42 5.96 2.69 0.88 
8 0.35 1.29 6.90 17.07 24.66 24.72 15.78 6.20 1.75 1.29 
9 0.12 1.58 6.67 18.00 25.96 22.91 15.61 6.84 1.46 0.88 
10 0.23 1.99 7.25 17.18 25.19 22.33 15.14 6.78 2.28 1.64 
11 0.23 1.58 5.73 15.66 26.24 24.96 17.30 6.37 1.29 0.64 
12 0.47 1.81 6.78 17.48 22.68 27.06 14.61 6.72 1.64 0.76 
13 0.35 1.46 6.72 17.24 23.38 22.50 14.44 7.66 3.33 2.92 
14 0.29 1.87 7.72 16.48 22.21 23.55 15.43 8.71 3.04 0.70 
15 0.64 1.93 8.24 15.08 21.74 20.28 16.42 8.59 3.97 3.10 
16 0.35 1.34 6.78 14.49 23.73 22.56 16.37 9.18 2.81 2.40 
17 0.41 1.11 5.90 12.62 18.70 21.86 20.05 10.64 5.26 3.45 
18 0.23 1.46 6.55 13.97 20.93 22.85 18.64 8.94 4.03 2.40 
19 0.35 1.75 4.73 12.33 20.11 24.61 18.41 10.81 4.33 2.57 
20 0.41 2.81 6.55 11.98 17.18 19.35 16.83 11.11 5.44 8.36 
p = Average correlation 
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Table D12 
Distribution of Pairwise Cross-Correlations 
of Market Model Residuals 
Using the 1981-85 Estimation Period 
Percentage of Pairwise Sample Correlations within Interval 
Port¬ 
folio 
p<-.40 -.40<p 
<-.30 
-.30<p 
<-.20 
-.20<p 
<-.10 
-.10<p 
<0.0 
0.0<p 
<.10 
.10<p 
<.20 
. 20<p 
<.30 
. 30<p 
<.40 
. 40<p 
1 0.06 0.64 4.33 12.74 23.15 26.42 19.87 9.70 2.46 0.64 
2 0.06 1.46 4.97 16.54 25.37 24.26 17.12 6.60 2.69 0.94 
3 0.06 1.34 5.38 14.96 25.48 25.37 17.36 8.07 1.40 0.58 
4 0.06 0.70 7.25 16.72 27.47 23.96 15.25 6.78 1.46 0.35 
5 0.29 1.34 6.37 15.43 27.06 24.66 15.02 6.20 2.51 1.11 
6 0.29 1.17 7.25 15.08 27.88 24.37 15.61 6.37 1.35 0.64 
7 0.35 1.11 6.67 16.37 24.08 25.77 16.01 6.49 2.16 0.99 
8 0.23 0.94 7.13 16.95 26.42 24.61 14.61 6.43 1.58 1.11 
9 0.12 1.11 6.20 17.07 26.36 24.96 15.49 5.96 2.05 0.70 
10 0.29 1.29 5.20 16.42 26.94 25.07 15.43 6.31 2.10 0.94 
11 0.18 1.11 6.84 16.60 26.42 23.67 16.78 5.85 1.58 0.99 
12 0.23 1.99 5.79 16.60 26.18 26.18 14.96 5.49 1.81 0.76 
13 0.18 1.87 6.60 15.78 26.07 23.09 17.18 6.25 2.10 0.88 
14 0.18 1.70 5.14 16.72 22.91 25.13 17.24 7.72 2.57 0.70 
15 0.29 2.46 6.25 15.55 23.09 22.68 16.13 8.12 3.39 2.05 
16 0.12 1.11 4.68 11.98 23.85 23.96 19.81 9.29 2.63 2.57 
17 0.12 0.47 3.27 11.81 20.22 26.24 19.00 10.70 4.09 4.09 
18 0.35 1.99 6.37 14.09 22.44 23.55 17.01 8.07 3.51 2.63 
19 0.00 0.41 3.21 11.57 21.27 27.70 20.11 10.05 3.45 2.22 
20 0.13 0.78 5.39 8.44 17.34 24.03 21.49 11.30 5.91 5.20 
p = Average correlation 
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