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In this paper we consider a nonlinear programming problem of the form to 
mimmize f (x) subject to a < x Q b, where f is a dfierentiable function on E, 
and a and b are fixed vectors in E,, . We develop a variation of the feasible 
direction algorithm of Topkis and Vemott for solvmg the above problem and 
provide explicit expressions of the optimal directions for a family of direction- 
tindmg problems using different normahzation constraints. We show that the 
algorithm converges to a Kuhn-Tucker pomt. The reported computational 
results indicate efficiency of the algorithm. It also indicates the strong effect of 
the form of the normalization constramt on convergence properties. 
1. INTRODUCTION 
In this paper we consider a nonlinear programming problem with lower and 
upper bounds on the variables. Specifically, the problem is to minimize f(x) 
subject to a < x < b, wheref is a differentiable function on E, and a and b are 
fixed vectors in En . Using lagrangian multipliers and penalty functions, a more 
general nonlinear program can be transformed into a problem or a sequence of 
problems of the above form, where the easy lower and upper bound restrictions 
are handled explicitly and the other more complicated constraints are handled 
implicitly. The approach which is most commonly used for solving the above 
problem is to modify the search techniques used for unconstrained optimization 
so that they can accomodate lower and upper bounds on the variables. Goldfarb 
[I 51 extended the Davidon-Fletcher-Powell method so that it can handle 
linear constraints. The method of Hooke and Jeeves [17] was extended by Glass 
and Cooper [14] and by Klingman and Himmelblau [20] so that constraints 
could be treated. Several authors modified the simplex method of Nelder and 
Mead [22] and its variation proposed by Spendley, Hext, and Himmsworth [24] 
so that constraints could be handled, See for example Box [4], Dixon [9], Ghani 
[13], and Keefer [ 191. The reader may also refer to the method of Fletcher and 
Jackson [lo] for solving problems with bounded variables. 
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In this paper are use a variation of the feasible direction algorithm of Topkis 
and Veinott [251. As opposed to the method of feasible directions of Zoutendijk 
[271 which uses only binding constraints to determine the search directions, the 
method of Topkis and Veinott uses both binding and nonbinding constraints. 
In Section 2 we give an explicit expression for the optimal solution to the non- 
linear direction-finding problem, and in Section 3 we give a brief summary of 
the method. In Section 4 we prove that the algorithm converges to a Kuhn- 
Tucker point, and in Section 5 we present computational results of several 
versions of the algorithm for problems ranging from two to thirty variables. The 
results show that the algorithm is efficient, and that the computational effort 
and reliability of the algorithm depend to a large extent on the form of the 
normalization constraint used. 
2. A FAMILY OF DIRECTION-FINDING PROBLEMS 
The problem under consideration is to minimizef(x) subject to a < x < b. 
In this section we shall describe a family of direction-finding problems using 
the method of Topkis-Veinott, under various normalization constraints. We give 
an explicit characterization of the optimal direction without the need to solve the 
associated nonlinear program. 
PROBLEM P(8). Let x be a feasible solution to the problem to minimizef(x) 
subject to a < x < b. Then the direction-finding problem P(8) is given by: 
minimize 
subject to 
V’(x) ‘d 
a-x<d,(b-x 
dtd Q 6 
where 6 > 0. Problem P(8) is a variation of the problem used by Topkis and 
Veinott [25] for finding an improving feasible direction. Theorem 1 below gives 
an optimal solution to the problem. 
THEOREM 1. Let x be such that a < x < b and consider problem P(8). Let 
c > 0 and let 
K(c) = C [min lb2 - x, , *I]’ + c 
O,(Z)<0 g,w>o 
[ma Ia2 - x, , I?!$!&/]“, 
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when? g(x) = Vf(x). Th en the following direction d is an optimal solution to 
problem P(8), for 6 = K(z): 
Pvoof. The Kuhn-Tucker conditions for Problem P(8) hold at d if there exist 
vectors w and w and a scalar N such that: 
a-x<d<b-x, dtd < 6, 
g(x) - ZI + w + ad = 0; v, w, 01 3 0, 
d(a - x - d) = wt(b - x - d) = a(dtd - 8) = 0, 
The reader can verify that the above conditions are satisfied by lettmg d = d as 
specified in (l), (Y = E, and ZI and w as specified below 
vj = 0 
= max{O, g,(x) + ~(a, - x3)> 
w, = max{O, -g3(x) - E(b, - xI)> if g,@) d 0, 
=o lf g,(x) > 0, 
Since problem P(8) is a convex program, then 2 is indeed an optimal solution, 
and the proof is complete. 
The above theorem characterizes the optimal solution to problem P(8). 
Choosing any E > 0 and utilizing (l), we obtain an optimal direction to problem 
P(8) for 6 = K(E). We note the following: 
1. Adopting the convention that -g,(x)/e -= cc for g3(x) < 0 and E = 0 
and that -g,(x)/r = - 00 forgf(x) > 0 and E =O, then K(0) =Cs,(r)G-, (b, -xl)? 
+ xg,(r)>,, (x, - a,)‘. Thus for E = 0, (1) provides an optimal solution to the 
problem to minimize Of(x) td subject to a - x < d < b - x, without any 
normalization constraints. 
2. Assuming that f is continuously differentiable, then K(C) is a continu- 
ous nonincreasing function of E, and limc+oo K(E) = 0. Using this fact, and 
efficient search scheme over E could be devised to find the optimal direction 
for any 6 > 0 including 8 = 1. 
As will be seen from Section 5, the performance of the algorithm depends on 
the value of E used, But there seems to be no particular value of E which works 
uniformly better than others. 
4’3917”b4 
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EXAMPLE 1. Suppose that g(x) = (2,2), b - x = (0, 0), and a - x = 
(-2, -3). Figure I(a) illustrates in darkened lines the optimal directions as a 
function of E. In particular, the direction (-2, -3) is optimal for all values of E 
in the interval [0, g]. For E in the interval [$, I], the direction (-2, -2/c) is 
optimal, whereas the direction (-2/c, -21 ) . c Is 0 pt’ rmal for values of E E [l , co]. In 
Figure l(b), K( ) E is depicted. In general, K(E) is a continuous nonincreasing 
piecewise-convex function whose limit as E -+ ~0 is 0. 
6= K(E) 
13,- 
“1 
1 
(-2, -31 0 
E=O - c = 2/3 213 1 2J2= llg(x) II Gz 
(al lb) 
FIG. 1. Optimal solutions to the family of problems P(8). 
Theorem 2 below shows that x is a Kuhn-Tucker point if and only if the 
optimal objective value of problem P(8) is equal to zero, and hence can be used 
as a stopping criterion for the algorithm. 
THEOREM 2. Let x be such that a < x < b and let E > 0. Then x is a Kuhn- 
Tucker point of the problem to minimize f (x) subject to a < x < b if and only if 
Vf (x) G = 0, w h ere d is given by (1). In particular, if E > 0, then x is a Kuhn- 
Tucker point if and only if d = 0. 
Proof. By Theorem 1, if E > 0, then J is an optimal solution to problem P(S) 
for 6 = K(e). For E = 0, by inspection, Jis an optimal solution to problem P(8) 
for 6 = Qz)(a (6, - x,)~ + ~:p1(2),,, (a, - x~)~. Thus for any given c > 0, ,ir 
specified by (1) is an optimal solution to Problem P(S), for some 8 > 0. Thus if 
Vf(x) %? = 0, then there could exist no vector d such that a - x < d < b - x 
and Vf (x) td < 0. This further implies that there exists no vector d such that 
d, < 0 if b, = x, , d, > 0 if a, = x, , and such that Vf (x) td < 0. Applying 
Farkas’s lemma, it follows immediately that x is a Kuhn-Tucker point of the 
original problem. 
Conversely, suppose that the Kuhn-Tucker conditions for the original 
problem hold. Then g3(x) = 0 if Us < x, < b, , g,(x) < 0 if b, = x, , and g,(x) 
> 0 if a, = x, . From (I), it immediately follows that Of(x) Gi’ = g(x) %? = 0. 
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To complete the proof, we need to show that if E > 0, then ‘Gf(x) ‘;I == 0 is 
equivalent to ;E = 0. That this is the case is evident by noting from (1) that 
g,(x) a3 < 0 for each j, so that g(x) ta = 0 implies that g,(x) 2, = 0, and hence 
ii!, = 0 for each j. 
3. SUMMARY OF THE TOPKIS-VEINOTT ALGORITHM 
We summarize beiow a variation of the Topkis-Veinott algorithm for solving 
the problem to minimizef(x) subject to a < x < b. At each iteration the search 
direction is first determined according to (l), and then a line search is performed 
along this direction. 
Initialmation Step 
Let E > 0, Choose xl such that a < xl < b, let k = 1, and go to the main 
step. 
Main Step 
I. Let g = V’(x”). If [I g (/ = 0, stop; x2 is a Kuhn-Tucker point. Other- 
wise let d be given by: 
d, = min 
I 
b, - x,k, Z.& 
I 
if 
E g7 GO 
= max fz, - x,le, - 
I 
-g, 
1 
if 
E g, >o. 
If d = 0, stop; ,xyl is a Kuhn-Tucker point. Otherwise go to step 2. 
2. Let X,,, = min{X, , h,), where 
,\r = min 
I 
b, - -‘+’ d > o ----: 
4 3 
and ,\, = min 
I 
Let X, be an optrmal solution to the problem: 
minimize 
subject to 
Let xb+r = xk + XI, d, replace k by k + 1, and repeat step 1. 
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4. CONVERGENCE OF THE ALGORITHM 
Theorem 3 in this section shows that each accumulation point of the algorithm 
is a Kuhn-Tucker point. The following two lemmas are needed. Lemma 1 below 
shows that A,,, 3 1 at each iteration. 
LEMMA 1. Let a <x <b and let e 20. Let d be as defined by (1) and let 
A,,, = min{A, , Aa}, where 
A, = min 
I 
9: a, > 01 and Aa = min (7: a, < 01 . 
Then X,, 2 I. 
Proof. If Jj > 0, then by (1) 4 = rnin(6, - x, , -g,(x)/e} < 6, - x, . 
Therefore (b, - x3)/;t3 > 1 and hence A, > 1. If dj < 0, then by (1) & = 
ma+, - x, , -g,(x)/4 t a, - x, . Therefore (aj - x,)/liT, > 1 and hence 
A, > 1. This implies that Amax > 1, and the proof is complete. 
LEMMA 2. Let S be a nonempty closed set in E, and let f: E,, --t E1 be con- 
tinuously dz@etztiable. Consider the problem to minimize f(x) subject to x E S. 
Further, consider any feasible direction algmithm whose map A = MD is defined 
as follows. Gzven x E S, then (x, d) E D( x means that d is an improving feasible ) 
direction off at x, that is, Of(x) td < 0 and x + /\d E S for all h E (0, b), for some 
0 > 0. Further, y E M(x, d) means that y = x + Ad, where x solves the line search 
problem to mznimize f (x + hd) subject to h > 0 and x + hd E S. Let {xh> be any 
sequence generated by such an algorithm and let {d’.) be the corresponding sequence of 
directions. Then there could exist no subsequence {(x”, dX)}, with the following 
properties, where X is in an inJinite subset of the positive integers: 
(a) .G -+ x, d” + d for k E X, 
(b) xh -L ,\dh E S for all X E [O, 61 and for each k E X, for some 6 > 0, 
(c) Tf (x) td < 0. 
Proof. See Bazaraa and Shetty [2, p. 3871 or Zangwill [26, p. 2811. 
THEOREM 3. Consider the algorithm described in Section 3 for solving the 
problem to minimize f (x) subject o a < x < b. Then the algorithm stops in a finite 
number of steps with a Kuhn-Tucker point, or else generates an in..nite sequence 
{x”} with the property that every accumulation point of {x”} is a Kuhn-Tucker 
point. 
Proof. The algorithm stops in a finite number of steps only if dk = 0 at 
some iteration k, and by Theorem 2 the associated point satisfies the Kuhn- 
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Tucker conditions. Now suppose that the algorithm generates the infinite subset 
.Y of the set of positive integers such that xk -+x x, where x is not a Kuhn- 
Tucker point. Let d be the optimal direction associated with x and given by 
(1). Since x is not a Kuhn-Tucker point, then by Theorem 2, V~(X) fd < 0 so 
that condition (c) of Lemma 2 holds. Let d” be the direction generated by the 
algorithm at xh, that is, d” is obtained from (1) by replacing x by A~. By continu- 
ous differentiability of j, the direction finding process is continuous, and since 
XL -4 .r then dh --& d, and hence condition (a) of Lemma 2 holds. Finally, by 
Lemma 1, at each iteration .xh + Ad” is feasible for all X E [0, 11, so that condition 
(b) of Lemma 2 holds. By Lemma 2 these conditions could not hold simul- 
taneously. This contradiction shows that x is a Kuhn-Tucker point, and the 
proof is complete. 
5. COMPUTATIONAL RESULTS 
In this section we report the performance of several versions of the algorithm 
for solving nonlinear programming problems with lower and upper bounded 
variables. For all the coded procedures, the secant method was used to perform 
the line search along the generated directions. 
The Topkis-Veinott algorithm given in Section 3 was tested by solving several 
problems from the literature. These problems are summarized at the end of this 
section. The performance of the method is given in Tables I, II, and III. These 
tables provide the total number of iterations, the total number of gradient 
evaluations, and the computational time in seconds on a Cyber 74, respectively. 
Each problem is solved using different values of E, and hence a different norma- 
lization constraint. Specifically, we used E = OL jJVj(x)\l for values of OL ranging 
from 0 to 1000. For small values of OL, E is small, and the search directions are 
primarily determined by the feasibility constraints. For large values of OL, E IS 
large, and the search directions tend to be as close to the steepest descent 
direction as possible, without violating the feasibility restrictions. 
The tables show that the performance of the algorithm is affected considerably 
by the choice of E. However, there seems to be no single choice of E that is 
uniformly better than the others. For this reason we attempted a mixed strategy 
where the search directions are determined alternately accordmg to a = 10 and 
then according to OL = 10-6. This mixed strategy turned out to be very effective 
and was able to solve all the test problems. The results of this mixed strategy 
are summarized in Table IV. 
Finally, we attempted to solve two larger problems with twenty and thirty 
variables using the mixed strategy discussed above. Again, the proposed algo- 
rithm was able to solve the two problems successfully. The results are also 
summarized in Table IV. 
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Test Problems 
We summarize below the test problems Pl through P14. In each case, the 
starting point is obtained by setting all the variables at their lower bounds. 
Problem Pl 
Minimize 
(Xl - 2x, + 3x,)2 + 100(x, - 1)s + (x, - 2)2 
subject to 
0 < xi d 6, -4 < x2 < 0, 0 < x3 < 5. 
The optimal solution f = (0, 0,0.2) and f(%) = 103.6. 
Source: Greenstadt [16], adding lower and upper bounds. 
Problem F’2 
Minimize 
(Xl - 32 - x3)2 + C-1 + 3 + xJ2 + (Xl + 3% - x3)* 
subject to 
-1 Qxr <2, -6<x,,<-3, 50 < x3 < 60. 
The optimal solution f = (2, -3,50) and f(a) = 7651. 
Source: Avriel [l, p. 2901, adding lower and upper bounds. 
Problem P3 
Minimize 
1oo(x,2 - xJ2 + (Xl - I)’ 
subject to 
-3 <Xl < -1, 6 <x2 < 8. 
The optimal solution 3 = (-2.448, 6) and f(z) = 11.894. 
Source: Rosenbrock [23], adding lower and upper bounds, 
Problem P4 
Minimize 
lOO(x~a - x2)2 + (x1 - 1)s 
subject to 
0 < Xl < 4, 4 <x2 < 8. 
The optimal solution z = (1.587, 4) and f(a) = 0.345. 
Source: Beale [3], adding lower and upper bounds. 
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Problem P5 
Minimize 
365 
100(x,2 - Q2 + (x1 - 1)2 + (xa - 1)s + 90(x, - xp)2 
-t lO.l[(x, - I)2 + (x* - 1)2] + 19.8(x, - 1) (xp - 1) 
subject to 
-10 <x1,x2 <6, 4,(+,(8, 0 < x* < 2. 
The optimal solution X = (0.349, 0.112, 4, 2) andf(a) = 369.915. 
Source: Colville [6], adding lower and upper bounds. 
Problem P6 
Minimize 
(Xl + 1o.Q + 5(x, - xJ2 + (x2 - 2x,)4 + 10(x, - XJ” 
subject to 
0 < xl < 6, -2 < x2 < 6, 2<%<8, 4 <x, G 8. 
The optimal solution ff = (3.25, 0.519, 2, 4) and f(s) = 241.228. 
Source: Fletcher and Powell [l I], adding lower and upper bounds. 
Problem P7 
Minimize 
(Xl + wJ4 + 5(x, - x4)4 + (x2 - 2q4 + 10(x, - x4)” 
subject to 
0 <xl <6, -2 < x2 < 6, 2dx,<f3, 4 < x4 < 8. 
The optimal solution % = (3.112, -1.2,2,4) andf(%) = 387.713. 
Source: Huang and Chamblis [18], adding lower and upper bounds. 
Problem P8 
Minimize 
(exl - x# + 100(x, - xJ6 + [tan(x, - xq)14 + x1* + (x4 - 1)2 
subject to 
2 d xl > ~2 < 6, 0 < x2 ) x4 < 2. 
The optimal solution f = (2,2,2, 1.484) and f(f) = 1099.771. 
Source: Cragg and Levy [7], adding lower and upper bounds. 
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Problem P9 
Minimize 
+ 1m(x, - 1)’ + (x, - 2)* + (x# - x# + x10)” 
+ (-x,3 + x# + xlO)2 + (x8 + x# - xl#)2 
subject to 
10 < < 15, xj j = I,..., 5, 
-12 <x, < -6, j = 6,..., 10, 
The optimal solution f = (10, 15, 10, 10, 15, -6, -6, -6, -6, -6) and 
f(a) = 727978. 
Problem PlO 
Minimize 
(1 - xl)* + 1w - -%cJ* + 5 (Xj2 - x3+1)* 
3=1 
subject to 
0 < d 6 j= 1,2, x, 
10 <x, d 16, j = 3,4, 
0 < < 6 j = 5, 6, 7 x, 
10 <x3 d 16, j = 8,9, 10. 
The optimal solution ff = (1.657,3.142, 10, 10,4.794, 3.129,3.442, 10, 10, 10) 
and f(f) = 41902.565. 
Problem Pl 1 
Minimize 
5 [ln(x, - 2)]* + f [ln(lO - x3)12 - (fi x))O’* 
1=1 34 
subject to 
3 \(xj <4, j = l,..., 5, 
3 d x, < 6, j = 6,..., 10. 
The optimal solution P = (4, 4, 4, 4, 4, 6, 6, 6, 6, 6) and f(f) = 13.672. 
Source: Paviani [21], adding lower and upper bounds. 
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Problem P12 
Minimize 
subject to 
where 
2 ,< x, f 4, j = I,..., 10, 
cl = -6.089, c2 = -17.164, c* = -34.054, cq = -5.914, 
cg =: -24.721, c6 = - 14.986, c, = -24.100, cs = -10.708, 
cg = -26.662, cl0 = -22.179. 
The optimal solution i = (4, 4, 4, 4, 4, 4, 4, 4, 4, 4) and f(z) = -97.926. 
Source: Bracken and McCormick [5], adding lower and upper bounds. 
Problem P 13 
Minimize 
(1 - x1)2 + lOO( 1 - xz0)2 + 2 (s,? - x,+# 
3=-l 
subject to 
0 < x, < 6, j= 1,2, 
10 <x, < 16, j = 3,4, 
0 < x, ,< 6, j = 5, 6, 7, 
10 <x, < 16, j = 8,9, 10, 
0<3E,41, j = 1 I,..., 20. 
The optimal solution f = (1.68, 3.15, 10, 10, 4.79, 3.13, 3.44, 10, 10, 10, 
0.83, 0.57, 0.27, 0.11, 0.04, 0.01, 0, 0, 0, 0.99) andf(%) = 35504.3. 
Problem PI 4 
Minimize 
subject to 
(1 - x1)2 + lOO(1 - sa$ + f (x,2 - x,-r) 
J-1 
0 <xj <6, j= 1,2. 
10 <ix, < 16, j = 3,4, 
0 < x, < 6, j = 5, 6, 7, 
10 < x, < 16, j = 8,9, 10, 
O<x,<I, j = II,..., 30. 
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The optimal solution P = (1.68, 3.15, 10, 10, 4.79, 3.13, 3.44, 10, 10, 10, 
0.83, 0.57, 0.27, 0.11, 0.04, 0.01, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.99) and 
f(Z) = 35504.3. 
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