In this paper, the conception of numerical stabilization, which is related to mantissa digits of computer and dimensions of system, is described; and several strategies for the numerical stabilization of polynomial and matrix are presented.
Introduction
It is important to guarantee stability of a dynamic system. In order to design a stable control system, the numerical stabilization of system has become quite an interesting problem.
Consider a linear stationary system or first approximation of a nonlinear stationary system dx dt = AX, X (0) = 0, (1.1)
where A = (a i j ), X = (x 1 , x 2 , . . . , x n ) (i, j = 1, 2, . . . , n) are n × n real matrix and n-dimensional vector, respectively, n 5 (n < 5, see Xie & Nie, 1994) . The matrix A is referred to as 'stable' if each eigenvalue of A has negative real part. The System (1.1) is asymptotically stable if and only if the matrix A is stable (see, e.g. Huang, 2003; Malkin, 1958; Nie et al., 2006; Wang & Nie, 2000) . The matrix A is referred to as 'critical' if the largest real part of eigenvalues is equal to zero. If the System (1.1) is critical, then the second approximation may be constructed such that (1.1) is stable or unstable (see, e.g. Malkin, 1958) . So that the critical matrix is rather considered unstable. A useful matrix for control system must have sufficient stability, namely, the largest real part of eigenvalues must be less than or equal to an appropriate negative number. The stability of a matrix is equivalent to the stability of its eigenpolynomial. In fact, using numerically stabilized elementary transformations we can first reduce matrix A to upper Hessenberg form, then reduce upper Hessenberg form to Frobenius-like form and finally we can obtain the eigenpolynomial. In computation process, the reduction from A to Frobenius-like form may be numerically stable for initial perturbation and rounding errors (see Nicholas , 2002; Nie et al., 2006; Wilkinson, 1965) .
In the same reason, the largest real part of roots of the eigenpolynomial must be less than or equal to an appropriate negative number.
In this paper, the so-called 'numerical stabilization' of polynomial and matrix means to regulate the changeable coefficients of polynomial or the changeable elements of matrix such that the largest real part of roots or eigenvalues, ξ , is less than or equal to an appropriate negative number, the 'stabilized threshold' θ ,
while original polynomial or original matrix is possibly unstable (ξ > θ ) or over stable (ξ θ ) in itself.
The stabilized threshold θ is a key to numerical stabilization. If (1.2) holds for polynomial or matrix after stabilization, then the polynomial or matrix is proper stable, otherwise unstable or over stable. Clearly, θ < −2 −t , where t is the mantissa digits of computer, because 2 −t ≈ 0 in computer. Moreover, since all the stability criteria are based on the calculations of polynomial coefficients or matrix elements, θ must be dependent on the accumulation of relative rounding errors in the computational process. Unfortunately, the accumulation of rounding errors is a statistical process. We can only estimate the error bounds too high, even if the algorithm is numerically stable.
The error analyses of the numerically stable algorithms, including the reduction from A to Frobeniuslike and the quasi-Routh array, show that the error bounds O(n2 −t ) relate to the elements of A; this is inexpedient. In order to avoid including elements of A, we rather regard enlarged error bounds as the stabilized threshold θ in (1.2).
HYPOTHESIS 1 For the numerically stable algorithms with O(n 3 ) flops, including the reduction from A to Frobenius-like and the quasi-Routh array, the stabilized threshold in (1.2) is given by
where n is the dimension of the System (1.1) and t is the mantissa digits of computer. If t = 40 and n = 50, 100, 150, then θ ≈ −1.25 × 10 −7 , −9.095 × 10 −7 , −3.375 × 10 −6 , respectively. If t = 32 and n = 30, 40, 50, then θ ≈ −2.7 × 10 −5.6 , −6.4 × 10 −5.6 , −1.25 × 10 −4.6 , respectively. Practical computation shows that the stabilized threshold given by (1.3) is appropriate for numerical stabilization of polynomial and matrix.
It is easy to see a simple strategy for numerical stabilization.
PROPOSITION 1 The numerical stabilization of polynomial and matrix may be realized by the originshifted transformations.
Proof. Let P(λ) = det(A − λI ) be the eigenpolynomial of the matrix A in (1.1), where I and det(•) denote the unit matrix and the determinant of matrix, respectively, and let l be the bounds of the eigenvalues. Using the origin-shifted transformation, we know that
, then investigate the stability of P(λ + s 1 ); if P(λ + s 1 ) is unstable or critical, then let s 2 = s 1 + l/2 2 , otherwise let s 2 = s 1 − l/2 2 , then investigate the stability of P(λ + s 2 ); . . .; if P(λ + s r ) is unstable or critical, then let s r +1 = s r + l/2 r +1 , otherwise let s r +1 = s r − l/2 r +1 , then investigate the stability of P(λ + s r +1 ). When r is big enough, l/2 r +1 ε −θ , and the origin-shifted transformation may be terminated. Thus, the largest real part of matrix eigenvalues or polynomial roots, ξ , may be found by a serial origin-shifted transformations.
Regulating the changeable coefficients of polynomial or the changeable elements of matrix, we can get ξ at each time. This procedure may be performed continuously until (1.2) holds.
Proposition 1 gives a basic approach to the numerical stabilization, but it may need too many numerical experiments. We must look for more efficient strategies. 
Numerical stabilization of polynomial
Xie-Nie's criteria for polynomial stability and Kharitonov's theorem for stability of interval polynomial (see Huang, 2003; Kharitonov, 1978; Nie, 1976; Nie & Xie, 1987; Wang & Nie, 2000; Xie & Xie, 1988; Xie & Nie, 1994 ) present efficient strategies for numerical stabilization of polynomial.
Let
be the monic polynomial with n degree. The determining coefficients are given by
Using the determining coefficients, we can present several strategies for stabilization of the point-wise polynomial (2.1).
PROPOSITION 2 If some invariable coefficients of (2.1) are given such that the determining coefficients α i 0 or α i 1, 1 i n − 2, at least, then the polynomial (2.1) is impossible to be stabilized.
Proof. Since the determining coefficients α i 0 or α i 1, 1 i n − 2, the polynomial (2.1) is unstable (see Nie, 1976; Nie & Xie, 1987) .
Generally, if there are many invariable coefficients in (2.1), then in Proposition 2, it easily happens that (2.1) is impossible to be stabilized.
Suppose now (2.1) may be stabilized, then 0 < α i < 1 (i = 1, 2, . . . , n − 2). In the definition of numerical stabilization, we must find the largest real part of roots of (2.1), or utilize the necessary and sufficient condition for stability of (2.1), the quasi-Routh array (see Nie, 1991) . This brings about a large number of numerical experiments. In order to look for more efficient strategies for numerical stabilization of (2.1), we utilize the sufficient conditions which are nearing critical condition, the optimum criteria of polynomial stability (see Nie, 1976; Nie & Xie, 1987; Xie & Xie, 1988; Xie & Nie, 1994) .
HYPOTHESIS 2 The polynomial (2.1) is considered a properly stabilized polynomial if one of the following two equalities holds, where α i = a i−1 a i+2 /(a i a i+1 ) and 0 < α i < 1,
Till now, Hypothesis 2 gives the most efficient strategy for numerical stabilization of nearly all polynomials with high degree.
Example. Suppose that the coefficients of (2.1) are changeable except a 2r −1 and a 2s , 1 2r − 1, 2s n. Using the optimum criterion (i) in Hypothesis 2, we can easily stabilize the polynomial.
Let α i = 0.46557, i = 1, 2, . . . , n − 2. The coefficients a 3 , a 4 , . . . , a n are expressed by a 0 = 1, a 1 , a 2 (see Nie, 1976; Nie & Xie, 1987) , k = 2, 3, . . .,
2s . If 2r − 1 > 1 and 2s = 2, then a 1 = 0.46557 −(r −1) 2 a 1−r 2 a 2r −1 . If 2r − 1 > 1 and 2s > 2, then a 1 = 0.46557 (s−r )(r −1) a −(r −1)/s 2s a 2r −1 . Thus, the coefficients of the stabilized polynomial are expressed by a 2r −1 and a 2s . Via Kharitonov's theorem (see Kharitonov, 1978) , the stability of monic interval polynomial is equivalent to the stability of the following four point-wise polynomials:
Each polynomial of (2.3) has n − 2 determining coefficients α i (i = 1, . . . , n − 2), while α i = a i−1 a i+2 /(a i a i+1 ) and α i = a i−1 a i+2 /(a i a i+1 ) are the least one and the largest one, respectively.
PROPOSITION 3 If some invariable intervals of (2.2) are given such that the determining coefficients of (2.3), α i 0 or α i 1, 1 i n − 2, at least, then the interval polynomial (2.2) is impossible to be stabilized.
Proof. Since the determining coefficients α i 0 or α i 1, 1 i n − 2, one of the polynomials (2.3) is unstable at least. Suppose (2.2) may be stabilized, then 0 < α i α i < 1 (i = 1, 2, . . . , n − 2).
PROPOSITION 4 If each point-wise polynomial of (2.3) is stabilized by Hypothesis 2, then the interval polynomial (2.2) is stabilized numerically.
Proof. This is evident.
Numerical stabilization of matrix
If the changeable elements of the matrix A in (1.1) are arbitrarily distributed, then one of the most reliable strategy for numerical stabilization of A is to reduce from A to the Frobenius-like form and to apply stabilized strategies of the eigenpolynomial with a lot of numerical experiments. Here, the numerical stability of each numerical experiment is important, otherwise the coefficients of eigenpolynomial are possibly distorted by accumulation of rounding errors. Fortunately, the numerically stable algorithm of reduction from A to Frobenius-like form has been found with stabilized elementary similarity transformations (see Nie et al., 2006; Wilkinson, 1965) . Since the stability of A is only dependent on n invariants, it is reasonable to assume that there are only n changeable elements in n 2 elements of A at most. Generally, with elementary similarity transformations, these n elements may be put on the first row of matrix. Therefore, we assume further that the n changeable elements are distributed on the first row of A and hence the numerical stabilization of A becomes more efficient on these assumptions.
Using stabilized elementary similarity transformations, we can reduce the matrix A to upper Hessenberg form H . The changeable elements of H are still on the first row and are linear combination of the elements on the first row of A.
Let 
is called 'Frobenius-like form', where β i (2 i n) is an appropriate integer.
PROPOSITION 5
The matrix H is similar to the matrix given bỹ
3)
. . , n) and β 2 , . . . , β n are integers.
Proof. See Nie et al. (2006).
Upper triangular elements of the matrix (3.3) are given by
which have rounding errors of continued product. In floating-point computation, we have (see Wilkinson, 1965) 
where error bounds are strictly in mantissa digits t of computer
. We may regard (1 + ε) as initial relative perturbations of upper triangular elements (3.4) of the similar matrix (3.3). Evidently, the bounds of initial relative perturbations are increased with ( j −i) because of estimate (3.5) or (3.6). The maximal bound of relative perturbations is given by or statistically
If we permit seven-digit binary precision loss for floating-point computation, then computed elements of the similar matrix (3.3) are acceptable for n 121 at least. Suppose in (3.3) of Proposition 5
where θ i and ψ i j are integers and except number zero, ξ i and η i j satisfy 1 2
We select the integers β 2 , β 3 , . . . , β n such that
where
. Then the following integer inequalities hold in (3.3)
(3.8)
After the integers β 2 , . . . , β n are defined by the scaling strategy (3.7), all the elements of upper Hessenberg matrix (3.3) are given. Using elementary similarity transformations, we can reduce (3.3) to Frobenius-like form. In order to investigate the propagation of changeable elements, we give another reduction which is equivalent to Algorithm 2 in Nie et al. (2006) . The reduction consists of (n − 1) major steps. At the beginning of the r th step, the current matrix for case n = 6, r = 3, is given bỹ
The r th step is as follows.
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Algorithm
For each value of i from r to n − 1 perform steps (i) and (ii):
In the computations of steps (ii) and (iii), the multipliers of v ri are always located in the interval [-1,1] because of (3.8), so that the reduction is numerically stable.
PROPOSITION 6 The reduction from the Hessenberg matrix (3.3) to the Frobenius-like form (3.2) is numerically stable.
The final Frobenius-like matrix is given by (3.2), where O(n 3 ) flops are required. The determining coefficients of eigenpolynomial (−1) n−1 det(A − λI ) are
Comparing (3.3) with (3.1), we know that
Regarding τ 1 , 2 , . . . , n as variables, we have the following proposition.
PROPOSITION 7 If the changeable elements of A are on the first row, then the numerical stabilization of the matrix may be realized by the stabilized strategies of polynomial, Proposition 2 and Hypothesis 2.
Proof. Via the stabilized elementary similarity transformations and the scaling strategy, the matrix A is reduced to the Frobenius-like form (3.2). In the computational process, the variables τ 1 , 2 , . . . , n , which are linear combination of the variables on the first row of A, are linearly propagated to the last column of (3.2), namely, (3.10) where γ i, j (2 i n, 1 j n − 1) is given by invariable elements of A. Substituting (3.10) into (3.9), we obtain the conclusion of the proposition.
Example: feedback stabilization
We know that, from Proposition 7, most state matrices with n changeable elements may be stabilized by solving (n − 2) inequalities of products of two linear combinations. However, solving (n − 2) nonlinear inequalities is still difficult. We thus propose the so-called 'feedback stabilization' as an example of numerical stabilization.
Every linear time-invariant system can be described by a set of equations of the forṁ
For a system with p inputs, q outputs and n state variables, A, B, C and D are, respectively, n × n, n × p, q × n and q × p constant matrices. In state feedback, the input vector u is given by u = r − K x, where K is a p × n gain matrix with real elements k i j . This is the constant gain negative state feedback. We may suppose that r = 0 since only stability of the state feedback system is investigated. Substituting u = −K x into the state equations of (4.1) yieldṡ
Regarding each k s j in (4.3) as a parameter, we can appropriately select k s j (s = 1, . . . , p, j = 1, . . . , n) such that the System (4.2) is stable. However, simultaneously selecting k s j is evidently too complicated for numerical experiments. As examples we investigate some simple cases. For the following examples, all the numerical experiments are completed on PC. The program is run using MATLAB7.0 under WindowsXP. EXAMPLE 1 Suppose n = 10, A = A c , p = 1, B = B c = (0, . . . , 0, 1) and K = K c = (k 1 , . . . , k 10 ) in (4.1) and (4.2), where the superscript denotes the transposition. A c is a controllable canonical form given by .3958717487334. This example shows that, after the numerically stable algorithm for determining matrix stability was found, a general matrix A can always be stabilized by single diagonal gain parameter through the numerical experiments on matrix stability. Moreover, the length of experimental interval decreases with experimental times in exponent.
