Abstract. The problem of nding the nearest in the Hausdor metric circle to a non-empty convex compact set T in the plane is considered from geometrical point of view. The consideration is based on the equivalence of this problem with the Chebyshevian best approximation of 2 -periodic functions by trigonometric polynomials of rst order, whence it follows that the Hausdor nearest circle to a convex compact set in the plane exists and is unique. It can be characterized by a geometric Chebyshevian alternance. As a consequence, in the particular case of a polygon the centre of the circle is described as an intersection of a midline between some two vertices and a bisectrix of some two sides. In the general case, geometrical algorithms corresponding to the one and the four point exchange Remez algorithms are described. They assure correspondingly linear and superlinear convergence. Following the idea, in the case of a polygon to get the exact solution in nite number of steps, a modi ed two-point exchange algorithm is suggested and illustrated by a numerical example. An application is given to estimate the Hausdor distance between an arbitrary convex set and its Hausdor nearest circle. The considered problem arises as a practical problem by measuring and pattern recognition in the production of circular machine parts.
Introduction
Throughout this paper we denote by:
E Let T 2 T be xed. We consider the problem h(T; K) ?! min (K 2 K );
(1:2)
that is we look for the Hausdor nearest circle K 2 K to a given convex compact set T. This problem was brought to the authors by an engineer who was facing the following practical situation. The engineer produces machine parts which should be (ideal) disks but due to random uctuation he gets declining (non-ideal) disks. Provided the produced disk satisfy certain admittances requirements, then they must be sorted according to their radius. We can imagine for instance such a situation by the production of piston rings and pistons, where sorting the rings and the pistons according to their measure, we are able easily to complete later the pistons with the corresponding rings.
The problem which arises is how to measure the radius of the non-ideal disk, whose shape in fact is not a circle, and how to nd the position of its centre. The knowledge of this position could be important for the eventual further production operations. The problem can be extended to the case when the produced details do not satisfy the required admittance, that is they are far from ideal disks (or their measured radius is outside the interval of admittance). Such machine parts must go to trash, therefore we deal with the problem of quality control and pattern recognition. The mathematical model of the described situation is the optimization problem (1.2), where in general h is some distance functional. We consider this problem with respect to h being the Hausdor distance, nding it proper to treat the described practical problem.
The contemporary methods of quality control require often visualization on a screen, which is particularly desired if the initial problem admits geometrical description. It is therefore important to have algorithms being real time geometric procedures. This paper solves the posed problem. The suggested geometric procedures give the solution not only in the \nearly circle case from the practice" that motivated initially this study but also for an arbitrary convex compact body T.
A similar problem is considered in Przes lawski 13] . He studies centres of convex sets in L P metrices in the sense that he considers the problems 1) H p (T + tB; fyg) ?! min (y 2 R n ) and H p (T; y + tB) ?! min (y 2 R n ) 1) The distances H p are de ned in Gruber 5 ] for 1 p < 1 by H p (T; K) = ? R S js T (ẽ )?
where is the normalized Lebesgue measure on S.
On Hausdor Nearest Circles 3 for a real parameter t 0. The case H p = h, i.e. p = 1, is relevant for our considerations. Obviously, the rst problem has the Chebyshev centre as unique solution for any t 0. The solutions of the second problem are uniquely determined 13: Theorem 4.1] and belong to T for any t 0 and the curve t 7 ! y sol (t) seems to have interesting properties. In the case of a triangle t 7 ! y sol (t) consists of a part of a bisectrix and a part of a midline. For t su ciently close to 0 we get the Chebyshev centre (centre of the smallest circumscribed circle) and for t su ciently large we get the centre of the incircle. Ginchev 3] nds in a straightforward manner the solution of problem (1.2) for the case, when T is a triangle. The intersection of some bisectrix and some midline de nes the centre of the ball of best approximation in this case. Several authors investigate problem (1.2) but rather with a metric h di erent than the Hausdor metric. Alt and Wagener 1] give a computational procedure to nd the circle of the best approximation for a convex polygon, provided the metric h into consideration is the area of the symmetric di erence between T 1 and T 2 . Some works, e.g. Bani and Chalmers 2] suggest a connection with the L 2 and L p norm. Kenderov 8] and Kenderov and Kirov 9] use the Hausdor distance too, however they consider the approximation of a convex compact set in the plane by convex polygons.
In this paper we use the obvious fact that the considered problem is equivalent to the problem of Chebyshevian approximation of continuous or, more precisely, of sinusoidal convex functions by trigonometric polynomials of rst order. This problem has a unique solution characterized by the Chebyshevian alternance property. If the support function of the convex set is known, the solution can be computed by using well-known algorithms of semi-in nite programming, Remez algorithm included 6].
However, our intention is not to repeat these known facts but to generate a geometrical procedure which gives the exact solution (in the case of a polygon) or at least an approximate solution (in the case of an arbitrary convex compact set). The procedure bases on the Remez algorithm for nding the nearest in the uniform metric trigonometric polynomial of rst degree to a given continuous 2 -periodic function.
The alternance property
The Hausdor distance between two convex sets T 1 ; T 2 2 T can be expressed by their support functions (see, e.g., Leichtwei 11] where we put k k = max 0 t 2 j (t)j for a 2 -periodic function . Remark 1. If one considers the approximation of T by a convex n-gon with respect to the above Hausdor distance, then the alternance property is only necessary but not su cient for the best approximation 8, 9] . The next corollary says that the alternance property is both necessary and su cient for the best approximation of T by a circle.
De nition 2.2. We say that the vectorsẽ i 2 S (i = 1; 2; : : : ; n) follow in a circular order, if there are numbers t 1 < t 2 < : : : < t n , t n ? t 1 < 2 such thatẽ i = (cos t i ; sin t i ) (i = 1; 2; : : : ; n).
The following corollary is a geometric interpretation of Corollary 2. 3. Geometric characterization of the extremality of (ẽ)
The following characterizations of extremality of (ẽ ) are important for the geometric construction of the Hausdor nearest circle.
Proposition 3.1. Let T be a convex compact set and K = K(X; ) be a circle. Let the deviation (ẽ ) = s T (ẽ ) ? s K (ẽ ) (ẽ 2 S) attains a local extremum in directioñ e 0 (the extremum is understood with respect to the relative topology on S). Let If T is a convex polygon, we get some sharper characterizations of extremality of (ẽ ). 
value by H(E; T; K) = 1 2 js T; X (ẽ 1 ) ? s T; X (ẽ 2 )j.
Proof. The solution K with the centre X and the radius of (3.1) ful ls the alternance condition, s T (ẽ k ) ? s K (ẽ k ) = s T; X (ẽ k ) ? s K; X (ẽ k ) for any X 2 R 2 and s K; X (ẽ k ) = . Therefore, we get the bisectrices property s T; X (ẽ 1 ) = s T; X (ẽ 3 ) and s T; X (ẽ 2 ) = s T; X (ẽ 4 ). Sinceẽ k (k = 1; 2; 3; 4) are given in a circular order the bisectrices cut each other. From where @P i and @Q i are the boundaries of P i and Q i , respectively. Now the Hausdor nearest circle to a convex polygon can be determined as follows.
On Since the maximal property yields that for arbitrary vertex A s it holds r s (X) r i (X) = r j (X), we see that X 2 P i \ P j @P i ? P .
Similarly, from Proposition 3.2 and the minimal property we see that there are sides a k and a l such that for arbitrary side a s we have d s (X) d k (X) = d l (X), therefore X 2 Q k \ Q l @Q k ? Q , thus X 2 ? P \ ? Q . The formulas for and h come from (2.7). Now, let X 2 ? P \ ? Q . Since X is in ? P , then there exist at least two regions P i and P j such that X is in the boundary of both of them. Letẽ 1 andẽ 3 be unit vectors giving the directions of ??! XA i and ??! XA j and r s (X) r i (X) = r j (X) for arbitrary vertex A s . Similarly, from X 2 ? Q there follows that X is in the boundary of some regions Q k and Q l . Letẽ 2 andẽ 4 be the outer normal vectors for the sides a k and a l , and Indeed, let for determination a 1 a 2 a 3 (see Figure 4 .2) and all the angles are acute (the reasoning does not change much if this condition is not true). Let M 1 , M 2 and M 3 be the middle of the sides and let B 1 , B 2 and B 3 be those points di erent from M 1 , M 2 and M 3 , in which the midlines of the sides intersect the boundary of T. Further, let C and I be the cross of the midlines and the bisectrices, respectively. Then ? P = CB 1 CB 2 CB 3 and ? Q = IA 1 IA 2 IA 3 . Using the fact that a midline of a side and a bisectrix to it cross at the circumcircle, we see that that ? P and ? Q intersect at only one point X being the intersection of the midline of the longest side a 1 and the bisectrix toward the shortest side a 3 . The existence of the Hausdor nearest circle and Theorem 4.2 imply that X as the single point in the intersection ? P \ ? Q , is the centre of the Hausdor nearest circle. This can be also directly derived from the alternance property. We have r(X) = r 1 (X) = r 2 (X) = is satis ed. One starts with some selection t 1 < t 2 < t 3 < t 4 < t 1 +2 and solves system (5.2). If ( ; a; b) = H( ; a; b), then the solution is found. Otherwise determine a value t 2 0; 2 ] where H( ; a; b) is attained. Replace in the selection t 1 < t 2 < t 3 < t 4 one of the points (one point exchange) t k or t k+1 by t such that t k < t < t k+1 (k = 0; 1; :::; 4; t 0 = t 4 ? 2 ; t 5 = t 1 + 2 ) and sign(e(t k ; ; a; b)) = sign(e(t ; ; a; b)) where t 0 and t 5 can be identi ed with t 4 and t 1 , respectively. The procedure now repeats with the obtained updated selection.
Remark 2. Detailed descriptions about several algorithms from the numerical point of view, the Remez algorithms included, can be found in Hettich and Zencke 6: pp. 147 .]. The above mentioned one point exchange is at least linearly convergent. The full exchange (four point exchange) by using the local reduction theory is superlinearly convergent. The value of H j := H( j ; a j ; b j ) strictly decreases and the solution j of system (5.2) strictly increases with respect to the iteration index j in both methods. Both sequences converge to the optimal value of (5. we can use the four point exchange. Here at each step all local maxima of (5.3) must be determined. The arguments t i are implicitly given twice di erentiable functions of the parameter a; b; . The corresponding local reduction method is in this case at least superlinearly convergent (for detailed description cf. 6: Chapter 5.4]).
Geometric versions and modi cations of the Remez algorithm. In this
subsection we describe three algorithms for the geometrical construction of the Hausdor nearest circle to a convex set. First we start with direct anologies to the one and four point exchange.
Algorithm 1: One point exchange (see Fig. 5 .1). Initialization: Choose E 1 = fẽ i : i = 1; 2; 3; 4g,ẽ i 2 S (i = 1; 2; 3; 4) in a circular order and accuracy " > 0.
Iteration:
Step 1: Construct with E k the circle K k with centre X k , radius k and distance H(E k ; T; K k ) according to Proposition 3.3. Denote the corresponding supporting points by P k i (i = 1; 2; 3; 4).
Step 2: Construct the incircle and circumcircle of T using the centre X k . Let r k and R k be the radius of the constructed approximately incircle and circumcircle.
14 I. Ginchev and A. Ho mann If H(E k ; T; K k )+" max(R k ? k ; k ?r k ) (i.e. each of the incircle and circumcircle supports T in at least two points with an accuracy ") then Stop, approximate solution with desired accuracy is found. If k ? r k > R k ? k thenẽ 2 S is the common outer unit normal of the incircle of T and K(X k ; r k ) at a point P 2 T \ K(X k ; r k ) elseẽ 2 S is the common outer unit normal of the circumcircle of T and K(X k ; R k ) at a point P 2 T \ K(X k ; r k ).
Step 3: Exchange P with that neighbouring P k i which is on the same side (inner or outer point) of K k as P . This de nes the new selection P k+1 i (i = 1; 2; 3; 4) and the associated E k+1 .
Step 4: k := k + 1, go to Step 1. Remark 5. This algorithm is an exact geometric interpretation of the one-point exchange Remez algorithm. Also the name \one-point exchange" is inherited from the analytical setting, but from geometrical point of view what is really exchanged by each step is one direction and not one point. Let us especially underline that in Step 1 the centre X k of the circle K k is the intersecting point of the bisectrix of the supporting lines through P k 1 and P k 3 and the bisectrix of the supported lines through P k 2 and P k 4 . This simple construction solves geometrically problem (5.2) replacing the rather extensive analytic solution given by the formula in Remark 3, and in some sense it is the central moment in our considerations. Let us also observe that from iteration to iteration one bisectrix remains the same. The convergence of this algorithm is at least linear 6] for arbitrary initial directions.
Algorithm 2 : Four point exchange. Initialization: Choose X 1 in the interior of T and accuracy ". Construct (e.g. bisection) an approximation of the two best local incircles and circumcircles of T using the centre X 1 : Letẽ 1 ;ẽ 3 be common outer unit normals of the locally incircles and T and letẽ 2 ;ẽ 4 be common outer unit normals of the locally circumcircles and T at common supporting points. Chooseẽ 1 ;ẽ 2 ;ẽ 3 ;ẽ 4 such that they are in a circular order.
Set E 1 = fẽ 1 ;ẽ 2 ;ẽ 3 ;ẽ 4 g.
Step 1: Construct with E k the circle K k with centre X k , radius k and distance H(E k ; T; K k ) according to Proposition 3.3.
Step 2: Construct (e.g. bisection) an approximation of the two best local incircles and circumcircles of T using the centre X k . Letẽ 1 ;ẽ 3 be common outer unit normals of the locally inscribed circles and T and letẽ 2 ;ẽ 4 be the common outer unit normals of the locally circumcircles and T at common supporting points. Chooseẽ 1 ;ẽ 2 ;ẽ 3 ;ẽ 4 such that they are in a circular order. Set E k+1 = fẽ 1 ;ẽ 2 ;ẽ 3 ;ẽ 4 g.
If the Hausdor distance between the two incircles and the Hausdor distance between the two circumcircles is smaller than "
then Stop, approximate solution with desired accuracy is found by K k else k = k + 1, go to Step 1.
Remark 6. The four point exchange (Algorithm 2) is equivalent to the local reduction method (see, e.g., 6: Chapter 5.4]) which is superlinearly convergent for the Chebyshev approximation. However, the construction is only possible, whenever the centre X k is su ciently close to the centre of the circle of best Hausdor approximation. As long as this construction is impossible one can start or continue with Algorithm 1 since one (locally) incircle and one (locally) circumcircle is ensured for any X k 2 T.
The simple characterization of the Hausdor nearest circle for polygons obtained in Theorem 4.2 raises an interesting question: Do the considered algorithms allow in the case of a polygon the exact construction of the Hausdor nearest circle after nite number of steps regardless of which initial directions are chosen? Unfortunately, the answer is not sure in the case of Algorithm 1. This question is a motivation to look for modi cations giving a rmative answer. The next Algorithm 3 is a suggestion in this direction. It corresponds to a modi ed two point exchange Remez algorithm. In the case of a polygon the optimal solution is obtained after a nite number of steps. A peculiarity of this algorithm is that on each step we deal with some midline or some bisectrix, which underlines the importance of these concepts for the considered problem and justi es the special attention that we pay to the polygonal case.
De nition 5.1. We say that the points V 1 , E 2 , V 3 and E 4 of the boundary of a convex set follow in a circular order if there are supporting lines through these points whose normals follow in a circular order. Step 3: k := k + 1, go to Step 1. Figure 5.2) is obtained using the program x g running under unix. Table 5 .1 gives the coordinates of the vertices in x g-internal units (1 unit = 0.000875 in). As usually in computer drawing programs x coordinates increase to the right and y coordinates increase to downwards. We start with points V 1 1 = F, E 1 Table 5 .2: Iterations according to Algorithm 3 The rst columns show how do the points V 1 ; E 2 ; V 3 and E 4 change. The -column and X-column give the radius and the centre of K k , in the last row the radius and the centre of the Hausdor nearest circle stands. The r-column and R-column give the radii r k and R k . The H-column gives the Hausdor distance H k = h(K k ; T) according to formula (5.2) and the h-column gives the above de ned values h k which are some analog to the k used as lower bounds in the Remez algorithm. Turn attention that the values h k increase and the values of H k decrease. Their common value in the last row is the Hausdor distance of the polygon to the nearest circle. 
