In this study we apply the gravity model to the fast growing Indian exports of software and to the much more slowly growing total Indian commodity exports. In analyzing the results obtained, we pay special attention to the distance variable, linguistic connections, and trade facilitating networks. The insights gained from our analysis might be relevant in appraising the prospects of the new wave of emerging country exporters of software. Further, the lack of importance of distance as a trade resistance variable in software (which we confirm in our study) has interesting implications for trade liberalization in, and spatial agglomeration of, some industries.
We first document the remarkable performance of the Indian software exports. The modes of delivery of Indian exports of software are of three kinds: 1) onsite services, 2) offshore services and 3) products and packages. In the first category, the project is executed at the client's site by Indian software professionals according to the former's requirements and specifications. The offshore services are based on outsourcing by foreign firms. The overwhelming dominance of the combined contribution of the onsite and offshore delivery modes means that India's net export earnings are considerably less -perhaps less than half -of what the gross export figures indicate. The fact that the bulk of Indian software exports consists of rather routine programming and maintenance services has triggered a policy oriented debate in India about the alleged weak linkages of the Indian software sector with the domestic manufacturing industry. Although the global economic downturn has slowed down the growth, the Indian software exports have continued to perform very well due to the increasing need of the outsourcing companies to efficiently use and maximize benefits from their existing infrastructure in the changed economic environment.
The reasons attributed to the remarkable success of the Indian software exports include: the growing demand for software in the countries of the clients; the cost difference between India and the outsourcing countries in employing software professionals; knowledge of English language by the large pool of Indian software professionals, and the possibility to interact with clients from a long distance at a low cost. The role played by people of Indian origin in various countries in facilitating software trade is also sometimes mentioned.
In the econometric part of the study we apply the gravity model to the fast growing Indian exports of software and to the much more slowly growing total Indian commodity exports. In analyzing the results obtained, we pay special attention to: the distance variable, linguistic connections and the trade facilitating networks proxied by the percentage of people of Indian origin in the total population of the importing countries. A number of interesting insights emerge from this exercise. First of all, unlike in the case of total commodity exports, distance does not act as a barrier to the Indian exports of software, which within a few years might account for nearly 20 per cent of India's export earnings. It is reasonable to assume that this lack of significance of distance as an export resistance variable might be equally true for much of the worldwide trade in software, which is sharply increasing its share of world GDP.
Our results also show that the knowledge of the English language by the Indian software professionals has played a significant and positive role in the export performance of this sector. But our results do not permit us to make such an inference in the case of the total Indian commodity exports. The importance of the people of Indian origin in the importing countries show a positive effect in the case of both the Indian software exports and commodity exports, but is consistently significant only for the latter. In general, our results suggest that it will be those countries which are able to make an effective use of a combination of the above-mentioned type of advantages which will emerge as the most successful suppliers of software services to high income markets, irrespective of how far away such markets happen to be.
Our results also have broader implications. For example, if distance does not act as a trade resistance variable in software trade, there is no special reason for favouring regional trade liberalization -as distinct from multilateral trade liberalization -in that sector on the basis of the 'natural partners argument'. On the basis of some variants of the theoretical models dealing with the effect of distance on international trade and international location of economic activity in vertically linked industrial activities, our results indicate that it cannot be automatically assumed that India and the other emerging market exporters now successfully supplying mostly the low-value added segments of software services may easily attract high-value adding downstream investments in the industry.
Introduction
The capacity of gravity models to empirically explain bilateral trade between countries has been widely recognized since the publication of the studies in this field of Tinbergen (1962) , Pöyhönen (1963) and others. Subsequently, a number of economists proposed theoretical underpinnings which this powerful empirical tool clearly lacked (See Anderson (1979) , Bergstrand (1989 Bergstrand ( , 1990 , Deardorff (1998) , Helpman (1987) for some of the contributions). The recent increase in the recourse to gravity model could be partly ascribed to the growing interest in the new economic geography. The rapidly growing field of new economic geography deals with a much wider set of issues than the role of distance in international trade (see Fuijita and Thisse (2002) for a comprehensive presentation, and Neary (2001) for a critical appraisal, of the field). But it is clear that gravity models which explicitly take into account the role played by distance between the trading countries is an attractive analytical device for empirical analysis of some issues linking trade and space.
In this study we apply the gravity model to the Indian exports of software, and to total Indian commodity exports. As we explain below, the results obtained from the analysis of this particular flow of trade might have more general relevance. In analyzing the results obtained in our exercise, we pay special attention to the distance variable and the variables representing linguistic connections and potential for creating trade facilitating networks.
The rationale of the study is explained in this section. A highly condensed case study of the Indian exports of software is given in section 2. The empirical model is presented in section 3, and the results are presented in section 4. In the final section we indicate some of the broader implications of our results. of products (services) such as software which can be transmitted across the world almost instantaneously, there is no unanimity among specialists on this point. Some scholars (see Frankel (1997), pp. 46-47) argue that the agglomeration effects seen even in sectors where physical transport costs are negligible (for example, the concentration of software firms in Silicon Valley) show that distance still matters because it can be an impediment to face-toface contact for exchanging information and negotiating deals. Further, as we will see in the case study (section 2), the predominant mode of export delivery (on-site and/or offshore services) used by emerging market exporters such as India involves travel costs, living allowances abroad, etc. Hence the trade resistance role of distance in software trade needs to be empirically verified, not just assumed away. It is also clear that, in order to meaningfully evaluate the results yielded by the hypothesized determinants of software exports, one has to compare them with the results of a more conventional exercise, which in this case are those obtained by the application of the gravity model to India's total commodity exports.
As Beckerman (1956, p. 38) and Linnemann (1966, pp. 25-34) pointed out long ago, distance has a broader meaning in the context of international trade. In addition to transport costs and transport time, a group of factors, sometimes referred to as 'psychic distance' which facilitate (restrict) bilateral trade might be important. Familiarity with the principal language of the partner country, cultural affinity, etc. could be examples of such trade stimulating elements.
An overwhelming share of the global software production and sale are concentrated in the high income countries with more than 50 per cent of all software sold accounted for by North America (WITSA (2002) ). But certain emerging markets such as India, China, Brazil, Mexico and the Philippines with large pools of skilled and relatively low cost labour have been rapidly increasing their software production, and in some cases, their exports.
Another group of countries including Hungary, Poland and Russia also have the capability to emerge as major software exporters (see Cane (2002) ). Some of these countries appear to have the potential to tap into the trade facilitating networks and linguistic connections, to promote their international trade, particularly that of software. The results of the analysis of the Indian experience could yield interesting insights about the prospects of an important new wave of software exporters entering into this growing flow of international trade.
This study could also help us to make inferences about issues which have broader implications. For example, there is a lively debate between those who hold the view that if distance matters as a trade resistance variable, neighbouring countries would make natural trade partners (Krugman (1991) , Summers (1991) ), and those who oppose this position (Bhagwati (1992 (Bhagwati ( , 1993 , Panagariya (1996) ). A corollary of the former position is that if distance does not hinder trade in a particular product or service, multilateral trade liberalisation in that sector, as distinct from preferential trade arrangements (PTAs) between neighbours, could well be the preferable order of trade arrangements in economic terms. Again, a recurring theme in some variants of the new economic geography models is that distance, under certain conditions leads to agglomeration. For example, in Venables (1996) , the incentive for spatial agglomeration of vertically linked industries is maximal for intermediate levels of the transport costs of inputs and negligible for extreme values, thus following a "U-pattern". If transport costs of inputs are very high, firms will be dispersed in space in order to serve consumers, and if such costs are very low, there will be no incentive for agglomeration. Although observable phenomena can rarely satisfy all the assumptions on which such theoretical models are built, empirical verification of the trade resistance role of distance in specific sectors might help us to make inferences about the possible location pattern of certain industries.
Indian Exports of Software 1
The remarkable growth of the Indian software industry is well documented and analyzed (Arora, Arunachalam, Asundi and Fernandes (2001) , Banerjee and Duflo (2000) , Heeks (1996) , Joseph and Harilal (2001), McKinsey (2001) , Nasscom (2002b) For the present analysis it is useful to distinguish between three categories of Indian software exports on the basis of the modes of delivery used. They are: 1) onsite services, 2) offshore services and 3) products and packages. In the first category, the project is executed at the client's site by Indian software professionals according to the client's requirements and specifications. This involves Indian software personnel moving to foreign locations to carry out the work there. The second category of exports i.e. the offshore services is mainly carried out in India, but it usually involves initial visits to the clients' establishment abroad for the analysis of their requirements, understanding the problem specification, and in some cases for a short period of training. The offshore services involve using high-speed datacom links which allow the use of computers located anywhere in the world by programmers in India on a real-time and on-line basis for servicing the requirements of the clients. The clients, wherever they are located, can monitor the software development on a continuous basis, make quality checks and communicate with the programmers in order to get the required software developed.
Organisationally this process could take the form of offshore development centres which work on the basis of long term contracts between the exporters and clients. The work is Heeks (1998, p. 2) put that figure at 40 per cent.
The fact that the bulk of Indian software exports consists of rather routine programming and maintenance services and the failure of products and package exports to move ahead is a cause for some concern (see Heeks (1998) , Nath and Hazra (2002) ). But the I.T.
professionals we interviewed in India are optimistic about the prospects of the sector, particularly in view of the shift towards offshore and higher value added work. Although the bursting of the dotcom bubble and the global economic slowdown have somewhat tempered their enthusiasm, it certainly has not snuffed it out. They point out that the changed conditions would increase the need of companies to efficiently use and maximize benefits from their existing infrastructure. Consequently, integration of applications and their support and maintenance, for which Indian firms are well positioned, will assume greater importance. Further, they also argue that, given the comparative resource endowment patterns and international market conditions, a major push to increase exports of software products and packages will not make economic sense. Nevertheless it is important to note that there is a vigorous debate going on in India at present concerning the alleged weak linkages of the Indian software sector with the domestic manufacturing industry and the possible lack of innovative impact of the structure of Indian exports (see Joseph (2002) , Nath and Hazra (2002) ). But recent developments such as the decision of Microsoft to invest $ 400 million for software development, software testing, product development and reconfiguring products and applications for specific markets 4 are noteworthy.
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The Indian software industry is not concentrated exclusively in Bangalore. According to some estimates, already by 1997 (the first year for which data is included in this study)
Mumbai and Pune together had a higher number of Nasscom member firms, and a much larger share in the total revenue of Indian software industry than Bangalore (see Arora, Arunachalam, Asundi and Fernandes (2001, p. 1272) ). Delhi too had a larger number of Nasscom member firms than Bangalore. Chennai, Hyderabad and Calcutta, in addition to cities in states including Gujarat and Kerala are seeing the development of important software centres. A glance at the map of India will confirm the enormous distance which separates some of these cities.
Chart 1 
Empirical Model

Gravity Model Specification
The gravity model usually expresses a log-linear relationship of bilateral gross trade as a function of certain economic forces in the countries (regions) concerned, and variables resisting and facilitating such trade. Typically, the basic gravity equation can be written as:
where PX influencing bilateral trade, particularly in differentiated products has been stressed (Rauch and Trindade, 2002) .
Specification used
On the basis of the rationale underlying the gravity model and some of its extensions mentioned in the above subsection and the salient facts emerging from the case study presented in section 2, the following regression specification was used to explain India's software exports: We have then proceeded to test an identical specification for explaining India's total exports (XT ij ) for the same years, i.e.:
( )
where all the explanatory variables have the same meaning as in equation (2).
Before coming to the expectations concerning the outcome of the explanatory variables in equation (2) and (3), several clarifications are in order. Since one country in each pair of countries (i and j) in our sample is India in all cases, it makes no difference for our analytical purpose whether we multiply the GDP and GDP per capita income variables, or whether we simply use the value of those two variables pertaining to the j's only (the former course of action would amount to multiplying the value of the above-mentioned two variables with a constant). Another interesting implication of the use of GDP and GDP per capita of country j alone, is that they could be interpreted as representing the difference between these two variables pertaining to j and i (GDP j -GDP i , (GDP j /POP j ) -(GDP i /POP i )). In other words , if the differences were to be calculated, we will be deducting a constant figure for all observations for this variable.
As GDP j represents the economic size of the importing country (or the difference in its economic size relative to India), both in the case of the software exports as in the case of total exports of India, this coefficient is expected to have a positive effect. A similar effect could be expected for GDP j /POP j in the case of Indian software exports, because the higher the GDP per capita, the higher could be the demand for software. To the extent that this variable can be seen as a proxy for per capita GDP differences, which are in turn usually correlated with the production costs of software between i and j (as explained in the next paragraph we have some evidence that this could be the case), a similar result could be expected on the basis of the cost effectiveness of the Indian software professionals. Given the fact that the Indian software sector operated with much less policy-induced distortions than India's industrial sector in general, such an interpretation is clearly admissible for the software sector (see section 4 for a clarification of this point) 8 .
Detailed comparison between the remuneration earned by the software professionals in India and her trading partners is not possible due to the lack of availability of data covering all the countries involved. Comparable data pertaining to the wages of software professionals are available to us only for the following countries: Canada, Greece, India, Ireland, Switzerland, United Kingdom and the United States. They are for the year 1995 (Heeks, 1999) . This information pertains to the following categories of software professionals: project leader (a), systems analyst (b), business analyst (c), systems designer
quality assurance specialist (h) and database analyst (i). Given the limited number of degrees of freedom available, we have resorted to non-parametric tests to verify the rank correlation between GDP per capita and the wages to each one of the above-mentioned nine categories of software personnel. In every case the Spearman rank correlation coefficient was positive and significant at the one per cent confidence level.
The distance variable (D ij ) consists of the great circle distance between the latitudelongitude combinations of the capitals of countries i and j (for the specifics of the calculation of this variable, see appendix 1). The critiques against this way of quantifying the distance variable, and the responses to those critiques are well known (see Linnemann (1966, pp. 25-31) , Frankel (1997, pp. 65-70) for a summing up of the main points concerning this question). While they do not need any reiteration here, an interesting and related conceptual point raised by some economists (see for example Polak (1996) , Deardorff (1998) , Panagariya (1998) ) does. Exports by country i to country j depend not just on i's distance from j (D ij ), but also on a measure of i's average distance from all other trading partners. Hence, bilateral distance in gravity-type equations needs to be corrected for average distance. But statistically this argument will only hold if the sample contains more than one i and j. Our sample has one i and many j's, hence weighting the bilateral distance from i's trading partners with the average distances between all pairs in the sample statistically makes no difference.
If in the digitalized world of software transactions, physical distance is not an important trade resistance factor any more, the D ij variable will not yield a significant result in the regressions for India's software exports. But, within the logic of the gravity model, the same variable should yield a negative and significant coefficient for the regressions for India's total exports.
English is the principal language in which software services are rendered in the main markets in the world. India is believed to have the second largest group of Englishspeaking scientific professionals (second only to that of the U.S.) (Nasscom, 2001a, p. 43) .
Given the familiarity of India's software professionals with the English language, software export transactions with English-speaking countries are likely to be facilitated 9 . Hence we expect a positive sign for the language (English) dummy 10 in the case of India's software exports, but we are less sure about such an outcome for India's total commodity exports as the knowledge of English language does not bestow the same degree of advantage to the more geographically diversified commodity exports. Gould (1994) , Rauch and Casella (1998) , and Rauch and Trindade (2002) have emphasized the trade facilitating role played by networks. One of the channels through which such groups might promote bilateral trade is by providing market information and by supplying matching and referral services. People of Indian origin (PIOs) living abroad probably belong to more heterogeneous groups than immigrants from other countries and hence it is 9 But given the intention of the Indian software industry to geographically diversify its exports, and in view of the increased efforts by the Indian I.T. professionals to acquire working knowledge of other foreign languages, the importance of this variable (English) could decline in the future. 10 Hutchinson (2002) carries out an interesting exercise in which the number of people who speak English as a first language or English as a second language is used, which makes a logarithmic transformation of that variable possible. The need to match our data set without losing too many observations made us opt for the choice of the dummy variable.
not certain if the above-mentioned mechanism operates in the Indian case. In the case of certain commodities, the demand emanating from a large number of PIOs might be a positive factor. Anecdotal evidence suggests that people of Indian origin might have been active in facilitating bilateral software transactions, particularly those related to the U.S.
(see Arora, Arunachalam, Asundi and Fernandes (2001, p. 1271) ). The Silicon Valley
Indian Professionals Association (SIPA) and the Indus Entrepreneur (TiE) are just two examples of the above-mentioned type of networks in software (see Saxenian, 1999) . The role played by the Indian (mainly Gujarati) community in Antwerp in building up India's highly successful exports of cut and polished diamonds to the European Union (E.U.) is a similar example for a different sector.
In the study of Rauch and Trindade (2002) , one of the two different variables which was taken into account for a similar purpose was the product of the ethnic Chinese population shares for countries i and j. The rationale for this is that this measure indicates the probability, if we select an individual at random from each country, that both will be ethnic 13 Specifically, the regression equations were written as:
We have first carried out pooled Ordinary Least Squares (OLS) regressions 12 (with yearspecific intercepts) which include the data pertaining to the years 1997, 1998, 1999 and 2000 13 . Subsequently we ran separate regressions for each one of the above-mentioned years. As Appendix 2 shows, collinearity between the independent variables is low. While we have given the sample correlations for the pooled software data (in order to save space), it is representative for the situation for all the years. For only one individual year (2000), the simple correlation between any two independent variables in the software sample reached 0.44. The multiple R² method for detecting multicollinearity when applied to the pooled software sample, with distance as the dependent variable, yielded a value of 0.39.
The corresponding figure in the case of the sample used for India's total commodity exports is 0.19. The summary statistics of the data used in the pooled regression (for software exports) are given in Appendix 3. The data sources can be found in Appendix 5.
Empirical Results
Given the fact that our analysis covers a number of regressions, it is necessary to streamline the process by indicating the direction and sequence which the analysis will follow. After 12 We considered the possibility of including all the '0 value observations' of the dependent variable in our sample and carrying out a logit or tobit analysis. But given the fact that the development of India's software exports is a recent phenomenon, the absence of exports to some countries cannot be considered as a result of the effect of the independent variables in our empirical model. In the case of total commodity exports all the countries for which observations could be matched were taken into account. 13 As we have already explained in section 3.B., for the correlation between the independent variables, the highest value (for the software sample) occurs in the case of GDP -GDP per capita for which it varies between 0.39 (1998) In the results reported in table 1, the distance (capital to capital) variable (D ij ) yields a negative sign and is highly significant in the regressions for India's total commodity exports. The coefficient has a value of -0.652. In general terms this result could be interpreted as indicating that, controlling for the other variables, the increase of the distance between India and an importing country by 1 per cent, decreases India's total commodity exports by about 0.65 per cent. So distance clearly plays a significant role as an export resistance variable as far as India's total commodity exports are concerned.
forth). This means that in the case of the first two independent variables (GDP j and GDP j /POP j ) a lag of three months exists. 14 White heteroskedasticity-consistent standard errors and variance were used in this case.
But the above-mentioned effect does not operate in the case of India's software exports. In the regressions for software, the log distance variable yields a coefficient which does not approach any acceptable level of significance. So in sharp contrast to India's total commodity exports, the trade resisting effect of distance disappears in the case of India's software exports.
* denotes that the coefficient is significant at least at the 90 % level in two-tailed test.
We have confirmed the robustness of the above-result by introducing the variable D ij as the distance between the principal economic centres of the countries concerned. As can be seen from Appendix Table 4 .1, which shows the regression results obtained for the pooled sample (using the alternative distance variable), the pattern remains the same. The coefficient attached to D ij has a value of -0.861 and a t-statistic of -9.243 in the regressions for India's total commodity exports. The corresponding values for D ij in the regression for the Indian exports of software were -0.053 and -0.261 respectively.
The English language dummy (LANG j ) yields a positive and highly significant coefficient in the pooled regressions for the Indian exports of software. This result is very much in accordance with the evidence that emerged from the case study. The endowment of a large stock of I.T. professionals proficient in English is an important determinant of India's success in software exports. The picture is not the same in the case of India's total commodity exports. The language variable does yield a positive coefficient but its level of significance is weak (t-value of 0.428). Given the greater geographical dispersion of India's total commodity exports, this is a reasonable outcome. The share of People of Indian Origin in the total population of the importing countries (PIO j ) yields a highly significant result in the case of the regressions for India's total commodity exports. The value of the coefficient is low (0.190). In the case of the regressions for the Indian exports of software, the result is positive and the coefficient significant, but its value (0.087) is lower than in the case of the regressions for India's total commodity exports. Thus it could well be that People of Indian Origin in the importing countries have played a role in facilitating India's software exports. But as we will see below, the results yielded by this variable showed a lack of robustness in the separate regressions carried out for one of the years and in the random effects estimates.
The remaining two variables of the gravity model are the GDP and GDP per capita of the countries to which India exports. The GDP variable yields a positive and highly significant result in the case of both software exports and total commodity exports. In the case of the latter the coefficient is higher (0.936) than in the case of the former (0.494). The GDP per capita results differ for the two regressions. It yields a positive and significant result in the regression for the software exports.
In accordance with what we noted in 3.B, this could be interpreted in two complementary ways. First, it is clearly probable that the high demand for software emanating from the world's rich countries has substantially contributed to the growth of the Indian exports of software. The second plausible interpretation of the result yielded by the (GDP j /POP j ) variable is that the cost difference between India and the importing countries -to the extent the per capita GDP difference reflects such differencescontributes positively in favour of the Indian exports of software. But such an effect does not appear in the regressions for India's total commodity exports. The GDP per capita variable yields a negative sign and is highly significant. We have alluded a possible reason for this result in 3.B.
Nevertheless, in view of the rather unconventional nature of the results obtained for the GDP per capita variable in the regressions for India's total commodity exports, we have explored the use of another gravity model compatible variant of specifications (2) and (3).
As was mentioned in subsection 3.A., instead of per capita GDP, the population of the trading countries i and j (or the difference between the two) is sometimes used as an explanatory variable in some empirical exercises. The rationale here could be that the population of a country represents a different aspect of its size and hence a positive sign could be expected. The results obtained by some authors (see Hutchinson (2002) ) are in accordance with this interpretation. It is evident that while the replacement for GDP j /POP j by POP j (population of country j) might be reasonable in the case of the specification for India's total commodity exports, it is better to fine-tune this variable in the case of the specification for software exports. We have done this by using the number of personal computers per thousand people in country j (PCPOP j ) in the modified variant of specification (2). Note that the highest simple correlation amounts to 0.367 (between GDP j and PCPOP j ) for the pooled software sample and to 0.301 (between GDP j and POP j ) for the pooled total commodity exports. The regression results of the modified specifications are reported in table 4.2 in the Appendix. In general, the pattern of the results for the variables used in the former specifications remains the same. For the new variables, the outcome is as follows: In the regressions for the Indian exports of software, the variable representing the number of computers per population yields a positive and significant coefficient. In the case of the regressions for the total commodity exports of India, the population variable also yields a positive and significant result.
Given the fact that our data set consists of a cross-section of countries which are likely to have characteristics specific to them (other than those considered relevant in our model), it was thought useful to carry out random effects Generalized Least Squares (GLS) estimations 15 in order to verify if the results would be similar to those obtained in the pooled OLS regressions reported in table 1. The outcome of this exercise is reported in Appendix Table 4 .3. The close similarity of the two sets of results is evident. There is one difference which consists of the fact that in the random effects GLS regressions for the software exports, the PIO variable does not yield a significant coefficient. The lack of robustness of the result for this variable in the software regressions has been already alluded to and the reasons behind it will be elaborated below. Note that distance remains insignificant in the regressions for software, while it has yielded a negative and significant coefficient in the regressions for the total commodity exports, thus confirming the outcome of the OLS regressions. In the remainder of our analysis we will confine ourselves to the OLS regressions.
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In table 2 (A, B, C and D) we have reported the regression results for specifications (2) and (3) for the individual years. Generally they follow a similar pattern with the results pertaining to the year 2000 being something of an exception. 0.002456 0.028265 0.159229 5.042300* * denotes that the coefficient is significant at least at the 90 % level in two-tailed test.
In the regressions for each one of the years, the distance variable yields a negative and significant result for India's total commodity exports. But for none of those years the distance variable shows a significant correlation with India's software exports. So the finding that unlike in the case of commodity exports, distance does not act as a trade resisting variable for India's software exports is a robust one. In the additional regressions (not reported here) which we carried out by using the distance between the principal economic centres of the trading partners as the D ij variable, the same pattern of results was seen. Distance had a negative and significant effect on India's total commodity exports for every year taken into consideration in our study. But the estimated coefficient for the same variable was not significant for any of the years in the regressions for software exports.
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The highest t-value obtained for the D ij variable in the software regressions with the alternative estimate of distance was 0.25 (for the year 1999).
The finding that in spite of the large share of the onsite mode of delivery of Indian exports of software (which involves travel costs and living expenses abroad for I.T. professionals) distance plays no trade resisting role is clearly important. As the share of the offshore mode of delivery increases in India's software exports, the lack of importance of distance as a 'natural barrier' will become even more explicit in this most dynamic sector of India's foreign trade.
The difference in the results obtained for the English language dummy in the software regressions and the total commodity exports regressions noted in the pooled regressions remains valid for every one of the years taken into account in our study. The coefficient attached to that variable is positive and highly significant for the software regressions for every year. The value of that dummy variable which reached its highest point in 1998
showed a slight decline during the next two years. In the case of the regressions for India's total commodity exports, the language variable is not significant for any of the years included in our sample.
The performance of the variable representing the share of People of Indian Origin in the importing countries (PIO j ) does not show the type of robustness shown by the distance variable or the English language dummy. As in the case of the total commodity exports, PIO j yields a positive and significant result in the software regressions for 1997, 1998 and 1999 . Inexplicably it loses significance in the regressions pertaining to the software exports of 2000. Careful verification of the data, the different steps in the calculations and the correlation matrices does not give us any definitive answer for this change. It is true that the rate of growth of the Indian exports of software that particular year was somewhat higher than the average for the sample period (57.05 per cent compared to 52.01 per cent).
But then the rate of growth of the total commodity exports for the year 2000 was also higher than the average for the sample years (15.76 per cent compared to 10.04 per cent).
As was alluded to earlier (see section 3.B), we can only speculate that a narrower (and more appropriate) quantification of the PIO j variable probably would have given a more robust result.
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The GDP variable yields a positive and significant result in the year by year regressions for both the software exports and total commodity exports. There is no surprise here. The GDP per capita variable also yields a positive and significant result for the regressions for India's exports of software in every year in our sample. But as in the case of the pooled regressions, the GDP per capita variable's result is negative and significant in the case of total commodity exports. In analysing the similar result obtained for this variable in the pooled regressions, we have indicated our interpretation of this outcome.
Concluding Remarks
A number of interesting points emerge from our application of the gravity model to the Indian exports of software. First of all, unlike in the case of total commodity exports, distance does not act as a barrier to the Indian exports of software. This is particularly significant because within a few years, perhaps close to 20 per cent of the total value of India's export earnings could be contributed by the software sector. Further, it is only reasonable to assume that the lack of significance of distance as an export resistance variable, which we have confirmed in the case of the Indian exports of software, might be equally true for much of the worldwide trade in software which is sharply increasing its share of the world GDP.
The disappearance of distance as a trade resistance factor for a product (service) for which certain low income countries endowed with large stocks of technically skilled workers might have genuine cost advantage, has interesting implications. The most obvious one is the likelihood that in the absence of natural (and artificial) trade constraints, such countries will tend to increasingly specialize in the above-mentioned type of sectors. Their advantage is of an absolute-, rather than of a comparative nature 16 . But in addition to the competitive edge provided by absolute advantage in promoting exports, the modern business environment associated with the software sector and the positive externalities which it could generate has the potential to help sustain the upward trend already noticed.
Although India was one of the first low income countries to realize that it had the endowments which allowed it to offer competitive software development services abroad, a number of other countries are now emulating India. Some of them possess assets such as a large pool of low-cost, highly skilled software professionals, working knowledge of internationally used languages (especially English), and the potential for trade facilitating contacts through the presence of earlier waves of emigrants in industrialized countries. It will be those countries which are able to make effective use of a combination of these advantages that will emerge as the most successful suppliers of software services to the high income markets, irrespective of how far away such markets happen to be.
Another point of interest is the implication for regional trade liberalization schemes which have grown in number in recent years. If the effect of distance is found to be insignificant for exports in a given sector, an important, and much debated claim about the 'natural partners' for regional integration in that sector disappears. Recall that in the case studied here, distance is not highly correlated with other independent variables which include language, cultural ties, etc. While the last-mentioned variables play a positive and significant role in India's exports of software, their presence (occurrence) shows no regional concentration. This strengthens the argument of those who hold the view that if regional trade arrangements can bring about gains to the participants, multilateral trade liberalization can yield even greater gains, at least in certain sectors.
A number of theoretical models have analyzed the effect of distance (or transport costs) and other variables on international trade and international location of economic activity in vertically linked industries. In some variants of such models, the impetus for spatial industrial agglomeration will be negligible if the transportation costs of the inputs are very high, or very low. The Indian software exports studied here could be seen mostly as an intermediate product used in the preparation of the final product or service. Distance is apparently not a constraint for the exports in this particular sector, although it clearly plays a trade resistant role in the much more slowly growing commodity exports of India. So it cannot be automatically assumed that India and other emerging market exporters now successfully supplying the low-value added segments of software services may easily 23 attract high-value adding downstream investments in the industry. Other factors such as the abundance of high-skilled, low-cost labour which could be advantageous in the downstream activities also, rather than distance, could be the important determinants of the development of a vertically integrated industry in this sector.
Great circle distance between the main cities (principal economic centres) of India (Mumbai) and the different countries j.
Based on Frankel (1997, p. 56, except Joseph and Harilal (2001) note that there is a difference in the recorded rate of growth of software exports in rupee and dollar terms due to an 'exchange rate effect'. 18 Omitted countries include those for which data were grouped together as 'Others in Europe', 'Others in South East Asia', etc., and some individual countries for which matching explanatory variables could not be found. For some countries alternative sources were used to acquire data on GDP: for Taiwan, the source is Central Bank of China (2002) As was mentioned in subsection 3.B., the source of data on People of Indian Origin is the Report of the High Level Committee on the Indian Diaspora (Ministry of External Affairs, Government of India (2002)).
