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Abstract
Accurate theoretical results for interdigitated array of electrodes (IDAE) in semi-infinite cells can be found in
the literature. However, these results are not always applicable when using finite cells. In this study, theoretical
expressions for IDAE in a finite geometry cell are presented. At known current density, transient and steady
state concentration profiles were obtained as well as the response time to a current step. Concerning the
diffusion limited current, a lower bound was derived from the concentration profile and an upper bound was
obtained from the limiting current of the semi-infinite case. The lower bound, which is valid when Kirchhoff’s
current law applies to the unit cell, can be useful to ensure a minimum current level during the design of the
electrochemical cell. Finally, a criterion was developed defining when the behaviors of finite and semi-infinite
cells are comparable. This allows to obtain higher current levels in finite cells, approaching that of the semi-
infinite case. Examples with simulations were performed in order to illustrate and validate the theoretical
results.
Keywords: Finite geometry electrochemical cell, Interdigitated array of electrodes, Concentration profile,
Limiting current, Modeling
1. Introduction
Among micro- and nanoelectrodes, the interdigitated array of electrodes (IDAE) is one of the most com-
mon configurations and has drawn great attention since it can produce high currents from the redox cy-
cling/feedback in between closely arranged generators and collectors [1–4]. In order to obtain proper designs
of IDAE, fundamental understanding of the transport of electrochemical species in between electrodes is
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required. Many authors have used numerical simulations to understand this working principle [4–7]. Also
theoretical results are available [7–9]. The most significant of these results was obtained by Aoki [8, 9], where
exact expressions for the current-potential curves and limiting current in steady state were obtained for re-
versible and irreversible electrode reactions. Later, Morf and colleagues [7] did a theoretical revision of Aoki’s
results for the case of reversible electrode reactions with internal/external counter electrode.
All of the results previously mentioned consider that the IDAE is subject to semi-infinite geometry, which
means that the ratio between the ‘height of the cell’ and the center-to-center ‘separation of the electrodes’ is
very large. This is not always true, as one can see in the case of some microfluidic devices where ‘channel
height’ and ‘electrodes separation’ are of comparable size [10–13], especially when using low cost fabrication
techniques or materials. Soft lithography and the use of transparency sheet masks are examples of simple
and inexpensive techniques commonly used for fabricating microfluidic devices [14, 15]. When using soft
lithography, the channel height of microfluidic devices is determined by the thickness of the photoresist mold,
which can vary in between 1 µm–200 µm [14]. When using photolithography and transparency sheet masks,
the electrodes are constrained by the resolution of the transparency sheet mask, which can generate features
between 20 µm–50 µm when using a printer operating at 3380 dpi–5080 dpi [14, 15]. Therefore, the ratio
between the ‘height of the cell’ and the center-to-center ‘separation of the electrodes’ obtained using these
techniques is clearly finite and may vary between ∼ 0.01− 10.
Electrochemical applications [12, 13, 16–21] and research through simulations [22–25] have been reported
for IDAE in continuous flow microfluidic devices, which take into account the height of the channel and
verify the dependence of the current with respect to the flow rate. Despite these researches, it is known from
previous reports that signal amplification by redox cycling increases with decreasing flow rate, being most
effective with stagnant solutions [21, 26, 27].
Experiments [10, 11] and simulations [10, 26, 28] have been conducted in microfluidic channels with stag-
nant solutions, establishing that higher currents are obtained for higher microchannels. The current ap-
proaches similar values to the case of semi-infinite cells when the ‘height of the microchannel’ is larger than
the ‘width of the electrodes’. Nevertheless, there is neither mention of analytical equations that can predict
the current in small volume cells nor analytical criteria to determine quantitatively when these microfluidic
cells can be regarded as semi-infinite.
This report aims to establish a theoretical study of IDAE in a finite geometry cell with stagnant fluid, which
can be useful for static fluid electrochemistry in microfluidic devices. By considering a repeating unit cell
with internal counter electrode, transient and steady state Fourier series representations of the concentration
profile are obtained as a function of the current density. A criterion to estimate the response time to a current
step is also obtained. A simple lower bound expression for the limiting current is calculated, which can help to
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Figure 1: Conceptual sketch of interdigitated array of electrodes (IDAE) in a finite geometry cell. (a) Ideal case where the IDAE
fits exactly in the electrochemical cell. (b) More practical case of an IDAE configuration. (c) Two-dimensional unit cell of finite
height H, width W , and working and counter half electrodes of width wW and wC respectively: Fig (a) can be modeled by this
2D unit cell provided that the first and the last microband of the IDAE have half widths. Fig (b) can be modeled by this 2D
unit cell provided that the IDAE consists of a large amount of microbands and the length L of each microband is long enough.
ensure a minimum current level during the design of the electrochemical cell. Finally, a criterion is developed
establishing the conditions under which finite and semi-infinite cells have comparable behaviors. This would
be useful in finite cells to obtain current levels that approach that of the semi-infinite case and also would
allow to apply the results in [7–9].
2. Theory
2.1. Definition of the problem
Consider an electrochemical cell with finite height H as illustrated in Fig. 1(a), where the walls are
perfect insulators, and the working (black) and counter (gray) electrodes are arranged as an interdigitated
array of electrodes (IDAE). Each microband of the working and counter electrodes has a width of 2wW and
2wC respectively, the center-to-center separation between consecutive microbands is W and their length is L.
Inside this cell there is oxidized species O and reduced species R, which react at the surface of the electrodes
according to
O + ne e− −−⇀↽− R, φR(x, t) = −φO(x, t) (1)
where φσ(x, t) is the generation rate of the species σ ∈ {O,R} on the electrodes. Also assume that diffusion
is the only available way for transporting the species O and R, which have the same diffusion coefficient D.
If the first and the last microbands of the IDAE have half width, then the cell in Fig. 1(a) can be regarded
as a simple assembly of two-dimensional unit cells, like the one shown in Fig. 1(c). This unit cell consists
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of an upper wall, half microbands of working and counter electrodes at the bottom, and left and right walls
representing symmetry boundaries or actual walls.
The mathematical model for the transport of the species σ inside the unit cell is given by
1
D
∂cσ
∂t
(x, z, t) =
∂2cσ
∂x2
(x, z, t) +
∂2cσ
∂z2
(x, z, t) (2a)
cσ(x, z, 0
−) = cσ,0(x, z) (2b)
∂cσ
∂x
(0, z, t) = 0,
∂cσ
∂x
(W, z, t) = 0 (2c)
∂cσ
∂z
(x,H, t) = 0 (2d)
fσ
(
cσ,
∂cσ
∂z
, x, t
)
= 0 (2e)
where both species must be related by φR(x, t) = −φO(x, t) and each equation represents: transport by diffu-
sion (2a), initial concentration distribution (2b), left/right symmetry/insulation boundary (2c), top insulation
boundary (2d) and a generic bottom boundary (2e).
For this problem it is also assumed that the initial condition cσ,0(x, z) comes from a previous steady state,
i.e.
0 =
∂2cσ,0
∂x2
(x, z) +
∂2cσ,0
∂z2
(x, z) (3a)
∂cσ,0
∂x
(0, z) =
∂cσ,0
∂x
(W, z) = 0 (3b)
∂cσ,0
∂z
(x,H) = 0, fσ,0
(
cσ,0,
∂cσ,0
∂z
, x
)
= 0 (3c)
In practical cases, the IDAE may not fit exactly in the cell as shown in Fig. 1(a), but may look like the
case in Fig. 1(b). This last case can still be modeled using Eq. (2) provided some conditions [8]: (i) The
length L of the microbands is long enough so that the problem can be considered in 2D. (ii) The IDAE is
composed of a large amount of microband electrodes, so that the edge effects at both ends of the IDAE are
negligible and it is still possible to consider a unit cell with symmetry boundary conditions.
Remark 2.1. The total concentration at any place in the cell is constant1 in t and uniform in (x, z), i.e.
cO(x, z, t) + cR(x, z, t) = c0, ∀(x, z) and t ≥ 0
where c0 is a real constant. This is due to the fact that both electrochemical species share the same diffusion
coefficient and that the sum of the generation rates of both species is zero on the electrodes. Analogous results
can be found in [8] and [29, p. 254]. See Appendix C.2 for a general proof.
1here constant means that there is no time-dependence and uniform means that there is no space-dependence, as it is usual
when referring to fields and potentials with these characteristics.
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Remark 2.2. In case Kirchhoff’s current law is satisfied inside the unit cell ∀t (for example when the unit cell
includes a counter electrode), then the ‘average concentration of the species σ’ (along the x axes) is uniform
in z, constant in t and equal to c¯σ,0
1
W
∫ W
0
cσ(x, z, t) dx = c¯σ,0, ∀z and t ≥ 0
where c¯σ,0 is a real constant and corresponds to the ‘average of the initial concentration of the species σ’ (along
the x axes)
c¯σ,0 :=
1
W
∫ W
0
cσ,0(x, z) dx, ∀z
and satisfies c¯O,0 + c¯R,0 = c0. See Appendix A.1.
2.2. Concentration profile for known current density
In the problem of Eqs. (2), the bottom boundary condition (2e) contains the equations for the electrodes
and insulation that separates such electrodes. Using Nernst or Butler-Volmer equation for the electrodes leads
to a problem containing a ‘mixed bottom boundary’, which is more difficult to solve. In order to avoid this
‘mixture’, the current density is assumed to be known, so the complete bottom boundary (electrodes and
insulation) can be stated in terms of the concentration gradient.
When the inward current density j(x, t) is known, the generation rate φσ(x, t) of the species σ on the
surface of the electrodes is also known since j(x, t) = FneφO(x, t) = −FneφR(x, t), thus
φO(x, t) = −φR(x, t) =

j(x,t)
Fne
on the electrodes
0 out of the electrodes
where F is the Faraday’s constant. Therefore, the bottom boundaries in Eq. (2e) and in Eq. (3c) can be
written as
fσ
(
cσ,
∂cσ
∂z
, x, t
)
:= D
∂cσ
∂z
(x, 0, t) + φσ(x, t) = 0 (4a)
fσ,0
(
cσ,0,
∂cσ,0
∂z
, x
)
:= D
∂cσ,0
∂z
(x, 0) + φσ,0(x) = 0 (4b)
These bottom boundaries define completely the concentration profile in the unit cell. Then the problem
in Eqs. (2) and (3) can be solved using the method of separation of variables, as shown in Appendix A.1 and
Appendix A.2. The result for the concentration is stated in the following theorem
Theorem 2.1. Consider the unit cell defined in 2.1. If Kirchhoff’s current law is satisfied in the unit cell ∀t,
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then the concentration cσ(x, z, t) = cσ,0(x, z) + ∆cσ(x, z, t) is given by the sum of the initial concentration
cσ,0(x, z) = c¯σ,0 +
+∞∑
n=1
bσ,0n (z) cos(npix/W ) (5a)
bσ,0n (z) = Gφ
(
H − z, n2 pi
2
W 2
)
· In
{
φσ,0
D
}
(5b)
In {·} := 2
W
∫ W
0
{·} cos(npix/W ) dx (5c)
Gφ(z, s) =
cosh(
√
s z)√
s sinh(
√
sH)
(5d)
and the change in concentration
∆cσ(x, z, t) =
+∞∑
n=1
∆bσn(z, t) cos(npix/W ) (6a)
∆bσn(z, t) = gφ(H − z,Dt) e−n
2 pi2
W2
DtD ∗ In
{
∆φσ
D
}
(t) (6b)
gφ(z, t) =
1
H
[
1 + 2
∞∑
k=1
(−1)ke−k2 pi
2
H2
t cos
(
k
pi
H
z
)]
(6c)
where ∆φσ = φσ − φσ,0, ∗ represents the time convolution and the Laplace inverse gφ = L−1 {Gφ} can be
obtained from tables, such as [30, p.218] or [31, Eq. (20.10.5)], and it is given by the 4th elliptic theta
function.
Here the concentrations of both species have been obtained independently, but they must be related by
Remark 2.1.
In the particular case when the current density is constant in t, the generation rate is also constant in t
φσ(x, t) = φσ(x) and the coefficient ∆bσn(z, t) is given by a simpler expression
∆bσn(z, t) =
∫ t
0
gφ(H − z,Dτ) e−n2pi2Dτ/W 2D dτ · In
{
∆φσ
D
}
(7)
A ‘sufficiently long’ time after applying this current step (t → +∞), the total concentration stabilizes and
reaches the steady state
cσ(x, z,+∞) =
+∞∑
n=1
In
{
φσ
D
}
Gφ
(
H − z, n
2pi2
W 2
)
cos
(npi
W
x
)
+ c¯σ,0 (8)
where In and Gφ are defined in Eqs. (5c) and (5d) respectively. This steady state equation applies not only
to constant current density, but in general, it relates an steady state value of generation rate (current density)
with an steady state value of concentration. Like before, the validity of this result is subject to the condition
that Kirchhoff’s current law be satisfied in the unit cell ∀t.
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The time Tφss required to reach the steady state is related to the time constant τφ of the slowest natural
mode of ∆cσ(x, z, t). The slowest natural mode corresponds to exp(pi2Dt/W 2) as shown in Eq. (7) when
n = 1 (see Appendix A.3 for details), therefore
Tφss ∝ τφ =
W 2
pi2D
(9)
This slowest natural mode decays to approximately 1.8%, 0.7% and 0.2% for Tφss equal to 4τφ, 5τφ and 6τφ
respectively.
The error with respect to the steady state can be obtained by using Eqs. (6a) and (7) and it is summarized
below
Theorem 2.2. Consider the unit cell defined in Section 2.1, where the current density is constant in t and
Kirchhoff’s current law holds inside the unit cell ∀t. If t > τφ and the aspect ratio satisfies H/W < 1/2, then
the error with respect to the steady state is given by
∆cσ(x, z, t)−∆cσ(x, z,+∞) ≈ −I1
{
∆φσ
D
}
e−pi
2Dt/W 2
Hpi2/W 2
cos
(pix
W
)
and follows exponential decay given by the time constant τφ, defined in Eq. (9). See Appendix A.3 for details.
More precise results can be obtained for Tφss when the unit cell has small aspect ratio and satisfies some
symmetry conditions
Theorem 2.3. Consider the unit cell defined in Section 2.1, where the current density is constant in t and
Kirchhoff’s current law holds inside the unit cell ∀t. If t > τφ, the aspect ratio is small H/W < 1/pi, and the
microband electrodes have equal width and are located at the ends of the unit cell, then the relative error with
respect to the steady state is roughly approximated by
∆cσ(x, z, t)−∆cσ(x, z,+∞)
∆cσ(x, z,+∞) ≈
−e−pi2Dt/W 2
cosh(pi(H − z)/W ) (10)
See Appendix A.3 for details.
In this case the relative error of the concentration (with respect to the steady state) is maximum at z = H
and is approximately −1.8%, −0.7% and −0.2% for Tφss equal to 4τφ, 5τφ and 6τφ respectively. Depending on
the desired precision, Tφss can be chosen as any of the times mentioned previously.
2.3. Bounds for the limiting steady state current
With the result in Eq. (8), it is possible to obtain bounds for predicting the limiting steady state current
in a finite geometry cell. The limiting steady state current is of importance in electrochemistry since it is
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normally present as plateaus in steady state voltammograms. Thus, these bounds can be useful as criteria
for designing electrode configurations and for ensuring a minimum current level in the cell. The obtention of
these bounds is outlined in this section and explained in detail in Appendix A.4.
Consider the unit cell in Section 2.1, where Kirchhoff’s current law is satisfied ∀t, the electrodes have
equal size (wW = wC = w) and the species ` ∈ {O,R} is the species with lowest initial average concentration
c¯`,0 = min(c¯O,0, c¯R,0). If the unit cell is operating in steady state with the limiting current flowing through
it2, then the concentration of the species ` is
c`(x, z,+∞)− c¯`,0 = φ¯lim`
∑
n odd
In
{ϕlim
D
}
Gφ
(
H − z, n
2pi2
W 2
)
cos
(npi
W
x
)
where In{ϕlim/D} = 0 for all even n and
ϕlim(x) :=
φlim` (x)
φ¯lim`
, φ¯lim` :=
1
w
∫ w
0
φlim` (x) dx (11)
ϕlim(x) is the normalized generation rate and φ¯lim` is the average generation rate on half microband of the
working electrode when the limiting current is flowing through the unit cell. This average generation rate is
related to the limiting current by
|ilim| = NLwFne
∣∣φ¯lim` ∣∣ = NWL 2wFne ∣∣φ¯lim` ∣∣ (12)
where N is the number of repeating unit cells and NW is the number of microbands of the working electrode.
Fig. 2 shows a sketch of the concentrations on the bottom boundary when the limiting current circulates in
the cell. The shape of c`(x, 0,+∞)−c¯`,0 in between the electrodes must be odd symmetric with respect toW/2,
due to electrodes of equal width and working and counter currents of equal magnitude. The concentrations on
the surface of the electrodes are obtained as follows: When φ¯lim` > 0 on the working electrode, the concentration
of the species ` on the counter electrode reaches the saturation value 0, whereas the concentration on the
working electrode reaches 2c¯`,0 due to the average property in Remark 2.2 and symmetry of the unit cell with
respect to x = W/2. Analogously, when φ¯lim` < 0 on the working electrode, the concentration of the species `
reaches 0 on the working electrode.
Once the concentrations on the electrodes are known, one can integrate c`(x, 0,+∞) − c¯`,0 along the
working electrode for the cases where φ¯lim` > 0 and φ¯
lim
` < 0. This leads to the following relation
c¯`,0w∣∣φ¯lim` ∣∣ =
∑
n odd
In
{ϕlim
D
}
Gφ
(
H,n2
pi2
W 2
)
sin(npiw/W )
(npi/W )
(13)
2Note that the limiting current can be generated by applying extreme potentials at the electrodes
8
0 x
c¯O,0+ c¯R ,0
Ww W −w
φ¯limO > 0
cO
cR
c¯R ,0− c¯O,0
c¯O,0
c¯R ,0
2c¯O,0
0 x
c¯O,0+ c¯R ,0
Ww W −w
φ¯limO < 0
cO
cR
c¯R ,0− c¯O,0
c¯O,0
c¯R ,0
2c¯O,0
0 x
c¯O,0+ c¯R ,0
Ww W −w
φ¯limR > 0
cO
cR
c¯O,0− c¯R ,0
c¯R ,0
c¯O,0
2c¯R ,0
0 x
c¯O,0+ c¯R ,0
Ww W −w
φ¯limR < 0
cO
cR
c¯O,0− c¯R ,0
c¯R ,0
c¯O,0
2c¯R ,0
Figure 2: Sketch of the concentrations of oxidized and reduced species in the unit cell at the bottom boundary z = 0 when
the limiting current |ilim| circulates in the cell. The concentrations must be symmetric with respect to x = W/2 due to
equal electrode sizes, the horizontal average of the concentration must be c¯σ,0 due to Remark 2.2 and the total concentration
cO(x, 0, t) + cR(x, 0, t) = c0 = c¯O,0 + c¯R,0 due to Remark 2.1. In the left figures φ¯lim` > 0. In the right figures φ¯
lim
` < 0. In
the top figures, the initial average concentration of the oxidized species is the lowest. In the bottom figures, the initial average
concentration of the reduced species is the lowest.
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which can be bounded by
c¯`,0w∣∣φ¯lim` ∣∣ < wW2D tanh(piH/W )
Therefore, the following theorem is obtained
Theorem 2.4. For the unit cell described in Section 2.1, assume that working and counter have microbands
of identical width (located at both ends of the unit cell as in Fig. 1) and Kirchhoff’s current law is satisfied ∀t
inside the unit cell (meaning that there is no external counter electrode). If the unit cell is operating in steady
state with limiting current circulating through it, then the limiting average generation rate
∣∣φ¯lim` ∣∣ is bounded
from below by
∣∣φ¯lim` ∣∣ > 2DW tanh
(
pi
H
W
)
c¯`,0 (14)
where c¯`,0 = min(c¯O,0, c¯R,0) is the average initial concentration of the determinant species `. Note that this
result is independent of whether the bottom boundary is stated in terms of concentration, generation rate or
both. For more details see Appendix A.4.
Due to the assumption that Kirchhoff’s current law must be satisfied in the unit cell ∀t and that the
microbands of the electrodes have equal width, the limiting generation rate
∣∣φ¯lim` ∣∣ must depend on the initial
average concentration c¯`,0 of the species `. The reason is that the current at the working and counter electrodes
must be equal in magnitude ∀t but with opposite sign, therefore the deviation of c`(x, z, t) on the working
and counter electrodes with respect to c¯`,0 must be equal but in opposite directions. The higher the current
that circulates through the electrodes, the higher the deviation of the concentration with respect to c¯`,0 on
the electrodes. For this reason, only the species with lowest initial average concentration (`) must reach zero
concentration on one of the electrodes, limiting the current that circulates through the unit cell. Therefore
the species ` is the determinant species of the cell, since it is directly related to the maximum current that
the cell can handle. This dependence on the determinant species in the absence of external counter electrodes
is also obtained for the case of semi-infinite geometries as shown in [7, Section 2.3].
Remark 2.3. Notice that the ratio c¯`,0/
∣∣φ¯lim` ∣∣ in Eq. (13) depends on the function defined in Eq. (5d)
Gφ(H,n
2pi2/W 2) = (npi/W )−1 tanh(npiH/W )−1 which decreases as H/W increases. Also the lower bound∣∣φ¯lim` ∣∣ in Eq. (14) increases as H/W increases, due to the behavior of the tanh(piH/W ) term. These facts
support the result obtained through simulations in [28, Fig. 7], which states that the generation rate
∣∣φ¯lim` ∣∣
(limiting current) increases as the unit cell aspect ratio H/W increases. This means that limH/W→+∞
∣∣φ¯lim` ∣∣
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represents an upper bound3 for the limiting generation rate
∣∣φ¯lim` ∣∣ of finite aspect ratio cells∣∣φ¯`∣∣ ≤ ∣∣φ¯lim` ∣∣ ≤ lim
H/W→+∞
∣∣φ¯lim` ∣∣
The value of the limiting generation rate (limiting current) for very high unit cell aspect ratios, was obtained
first by Aoki and colleagues [8], which is given approximately by
lim
H/W→+∞
∣∣φ¯lim` ∣∣ ≈ 2Dpiw ln
[
8W
pi(W − 2w)
]
c¯`,0 (15)
and it is accurate within 4% for w/W ≥ 0.4705 [8, Eq. (32)], which correspond to cases of very wide electrodes.
Later this result was revisited by Morf and colleagues [7]
lim
H/W→+∞
∣∣φ¯lim` ∣∣ ≈ piDc¯`,0
2w ln
(
4W
piw
) (16)
and it is accurate within 1% for w/W ≤ 1/4 [7, Section 3.1], which correspond to the most relevant cases of
electrodes.
2.4. Approximating a semi-infinite geometry cell
The results in Eqs. (12), (15) and (16) give a very accurate approximation for the limiting current when
the unit cell has ’very high’ aspect ratio H/W . In other hand, when the cell aspect ratio is not high, the
limiting current can be bounded from above using Eq. (15) or (16), and bounded from below using (14),
giving a reasonable estimation of the limiting current.
From the previous facts a key question arises: Which aspect ratio can be considered as ‘very high’ and
which not? It is known that semi-infinite cells (very big cells) contain a region of bulk concentration located
at the end of the diffusion layer, ‘very far’ from the electrodes. To mimic this in the finite geometry case, the
cell should have a region of bulk concentration c¯σ,0 at the furthest location from the electrodes (z = H), that
means cσ(x,H,+∞) ≈ c¯σ,0 for all x.
An expression for relative error of the steady state concentration with respect to the bulk concentration
can be obtained from Eq. (8) with z = H and considering equal electrode widths
|c`(x,H,+∞)− c¯`,0| =
∣∣∣∣∣φ¯` ∑
odd n
In
{ ϕ
D
}
Gφ
(
0,
n2pi2
W 2
)
cos
(npi
W
x
)∣∣∣∣∣
where ` is the determinant species, and φ¯` and ϕ are defined analogously to Eq. (11). The right hand side of
this equation can be bounded by using
∣∣φ¯`∣∣ ≤ limH/W→+∞ ∣∣φ¯lim` ∣∣ with Eq. (16), by bounding |In {ϕ/D}| <
3When taking the limit H/W → +∞, one should fix W to any positive value and let H → +∞. This is to avoid convergence
problems that may be caused by fixing H and letting W → 0+.
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4w/(DW ) and by approximating
∑
odd n(pi/W )Gφ(0, n
2pi2/W 2) with the first term of the series. Then an
upper bound for the relative error of the concentration with respect to the bulk is obtained in the following
theorem
Theorem 2.5. Assume that the unit cell in Section 2.1 has working and counter electrodes of equal width
(located at both ends of the unit cell) and Kirchhoff’s current law is satisfied ∀t (meaning that there is no
external counter electrode). Then, at z = H, the relative error of the steady state concentration of species `
with respect to its bulk value is given by∣∣∣∣c`(x,H,+∞)− c¯`,0c¯`,0
∣∣∣∣ . 2 [ln(4Wpiw
)
sinh
(
pi
H
W
)]−1
(17)
when w/W ≤ 1/4 and H/W ≥ 1/pi. More details can be found in Appendix A.5.
From the last theorem, a criterion to determine when a finite aspect ratio cell can be regarded as semi-
infinite is obtained and presented below.
Theorem 2.6. Assume that the unit cell in Section 2.1 has working and counter electrodes of equal width
(located at both ends of the unit cell) and Kirchhoff’s current law is satisfied ∀t (meaning that there is no
external counter electrode).
If the width of the microband electrodes satisfy w/W ≤ 1/4, then the finite electrochemical cell can be
regarded as semi-infinte when H/W ≥ 3/pi, because the value for the concentration at z = H is different in
less than 12% compared to the bulk value. In case a better approximation is required, less than 4.5% error
with respect to the bulk value is obtained for H/W ≥ 4/pi.
3. Results and discussion
3.1. Example of a current controlled electrochemical cell
The main purpose of this example is to examine whether the transient concentration profile in Eqs. (6a)
and (7), and the steady state concentration profile in Eq. (8) are correct. This was achieved by comparing
the theoretical results with computer simulations.
Typical dimensions of microfluidic devices were considered for this example: channel height and width of
H = 50 µm and L = 1mm respectively. Also, working and counter electrodes (of moderate size) forming an
IDAE pattern with N = 40 unit cells4 were used with electrodes half width of w = 25µm and center-to-center
separation of W = 100µm. The redox couple used in this example is the standard ferri/ferrocyanide
[Fe(CN)6]
3−
+ e− −−⇀↽− [Fe(CN)6]4−
4N = 40 unit cells corresponds to NW = 20 microbands of working electrode.
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with diffusion constant of D = 7× 10−10m2 s−1 [4] and initial concentrations of cO,0(x, z) = cR,0(x, z) =
0.5molm−3.
This example consisted of applying a constant current of |i(t)| = 1 µA to the total electrochemical cell.
For simplicity in the calculations and simulations, it is assumed that the current density j(x, t) is uniform on
the surface of each electrode |j(x, t)| = |i(t)|/(NLw) = 1Am−2. This assumption is highly restrictive, since
in reality uniform current densities are unlikely to occur except in the limit of very small currents.
The numerical simulations were carried out by using an exponential mapped mesh, in order to provide
higher resolution near the edges of the electrodes. The mesh was incrementaly refined until the first three
decimal places of the concentration did not change. See Appendix B.1 for more details on the simulation
setup. The concentration profile was obtained for only one of the species σ ∈ {O,R}, while the concentration
profile of the other species can be obtained by using the relation cO(x, z, t)+cR(x, z, t) = 1molm−3 in Remark
2.1.
Fig. 3 shows the concentration profile on the surface of the electrodes (z = 0). Fig. 3(a) was obtained
by simulating the time-dependent PDE in Eqs. (2) and shows the evolution of the concentration between
t = 0 and t = 10 s in colored lines, whereas the black line represents the theoretical steady state concentration
obtained from Eq. (8). Here it is shown that the simulated values reach the theoretical steady state in
approximately 5.73 s. This time approximately corresponds to 4τφ as it can be checked by Eq. (9).
It is interesting to notice that even though the current density is uniform on the surface of both electrodes,
the concentration is not uniform. The reason for this is that the edges of the electrodes are exposed to vertical
and horizontal diffusion, in contrast to the centers of the electrodes which present only vertical difussion. This
allows the species to escape/reach the edges easier than the center of the electrodes.
Fig. 3(b) shows, in colored lines for t ∈ [0, 10 s], the differences between the simulated concentrations and
their theoretical counterparts obtained from Eqs. (6a) and (7). These differences decreases as t increases,
reaching maximum errors of ≈ 0.002molm−3 and ≈ 0.001molm−3 for t = {0.48 s, 1.16 s, 1.91 s} and t =
{2.92 s, 5.73 s, 10 s} respectively. The black line shows the difference between the simulated concentration for
t = 5.73 s and the theoretical steady state in Eq. (8) using partial sums up to n = 201. This difference shows
a maximum error of 0.005molm−3 at x = 0 and x = 100µm. Also the change in concentration at x = 0 from
the initial value to the steady state corresponds to 0.990molm−3 − 0.5molm−3 (see Fig. 3(a)), therefore∣∣∣∣∆cσ(0, 0, 5.73 s)−∆cσ(0, 0,+∞)∆cσ(0, 0,+∞)
∣∣∣∣ = ∣∣∣∣ 0.0050.990− 0.5
∣∣∣∣ = 1%
which approximately agrees with the 0.7% obtained by using the criterion in Eq. (10). The difference between
the relative errors arises from the fact that the simulated cell has an aspect ratio of H/W = 1/2 which is
higher than the one required in Eq. (10). Nevertheless, this 1% relative error indicates that the time t = 5.73 s
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Figure 3: Concentration cσ(x, z, t) on the electrodes’ surface z = 0 for different values of t. (a) Colored lines: Simulations using
finite element solver for times between t = 0 and t = 10 s. Black line: Theoretical value for t → +∞ in Eq. (8) using partial
sums up to n = 201. (b) Colored lines: Error of the simulations with respect to the theoretical values in Eqs. (6a) and (7) using
partial sums up to 201 and 200 for n and k respectively, and times between t = 0 and t = 10 s. Black line: Error of the simulation
for t = 5.73 s with respect to the theoretical steady state in Eq. (8) using partial sums up to n = 201.
can be considered as steady state.
From Fig. 3(b) one can notice that the errors present very small oscillations in x, this is because the errors
are differences of simulated and theoretical concentrations, the later being approximated by truncated Fourier
series using partial sums. One can get rid of these oscillations by increasing the upper value of the index n in
the partial sums for Eqs. (6a) and (8), obtaining more smooth errors.
Colored lines in Fig. 3(b) show that the simulated concentrations are similar to their theoretical counter-
parts in two decimal places. This error can be reduced when the approximation of the theoretical concentra-
tions is improved, for example by increasing the upper value of the index k in the partial sums for Eqs. (6a),
(6c) and (7), and it can reach three decimal places of accuracy for t ≥ 2.92 s when using partial sums up to
k = 400. See Appendix B.1 for aditional figures showing this effect.
Also one can notice from Fig. 3(b) that the errors for t ∈ [0, 10 s] are discontinuous at the edges of
the electrodes, while the error with respect to the steady state (black line) is continuous but has small
perturbations at the edges of the electrodes. The reason for this behavior is the use of partial sums for n and
k when computing the errors between t = 0 and t = 10 s. However, in the case of the error with respect to the
steady state, there are partial sums only in the index n. Therefore, by increasing the upper value of the index
k in the partial sums, it is possible to decrease the size of the discontinuities, leaving a continuous function in
the limit. See Appendix B.1 for aditional figures showing this effect.
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Figure 4: Contour plot of the concentration profile cσ(x, z, t) in steady state. (a) Simulation using finite element solver for
t = 10 s. (b) Error of the simulation (t = 10 s) with respect to the theoretical concentration in steady state Eq. (8) using partial
sums up to n = 201.
Fig. 4(a) shows the concentration profile of the whole unit cell for t = 10 s obtained by simulation (steady
state), which reaches its maximum and minimum on the electrodes’ surface. Unlike the cases of semi-infinite
geometries, the concentration does not reach the bulk concentration at locations far from the electrodes, due
to the low H/W ratio of this electrochemical cell. Fig. 4(b) shows the difference between the simulation at
t = 10 s and the theoretical steady state concentration in Eq. (8) for z ≤ 2 µm (for z > 2µm the difference
was smaller). Here it is possible to see the presence of small oscillations (as in the case of Fig. 3(b)), which
are more evident near the edges of the electrodes. This oscillations arise from the use of partial sums in the
index n when computing the steady state concentration, and they can be reduced by increasing the upper
value of the index n in the partial sums. See Appendix B.1 for additional figures showing this phenomenon.
3.2. Effect of the cell geometry in the concentration profile
The problem in Eq. (2) was normalized to make it parameter independent
ξ := x/W τ := t/τφ γ` :=
c` − c¯`,0
c¯`,0
(18a)
ζ := z/W τφ := W
2/(pi2D) φ̂` :=
W
pi2Dc¯`,0
φ` (18b)
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where it has been assumed that ` is the determinant electrochemical species in the cell such that c¯`,0 =
min(c¯O,0, c¯R,0). Therefore, the original problem and the normalized version are equivalent
1
D
∂c`
∂t
=
∂2c`
∂x2
+
∂2c`
∂z2
⇔ pi2 ∂γ`
∂τ
=
∂2γ`
∂ξ2
+
∂2γ`
∂ζ2
D
∂c`
∂z
= φ` ⇔ 1
pi2
∂γ`
∂ζ
= φ̂`
Several simulations were carried out considering that the unit cell consists of only two electrodes, working
and counter, both of the same half width and located at both ends of the unit cell. The initial concentration
was set to γ`(ξ, ζ, 0−) = 0 and a constant and uniform generation rate (current density)
∣∣∣φ̂`(ξ, τ)∣∣∣ = 1 was
applied to the electrodes. As stated previously, the main reasons to choose a uniform generation rate are to
facilitate the simulation process and to facilitate the comparison of the simulation results against the theory.
However, assuming a uniform generation rate is a severe limitation and practical conclusions cannot be drawn
easily. The rest of the parameters was varied in order to test the unit cell under different geometries and
electrode widths.
An exponential mapped mesh was used for the simulations, in order to provide higher resolution near the
edges of the electrodes. The mesh was incrementaly refined until the first three decimal places of the relative
concentration did not change, see Appendix B.2 for more details on the simulation setup.
The relative concentration γ`(ξ, ζ, τ) was obtained for only one of the species, the determinant species
` ∈ {O,R}, while the relative concentration of the other species can be obtained by c¯O,0γO(ξ, ζ, τ) =
−c¯R,0γR(ξ, ζ, τ). See Remarks 2.1 and 2.2.
Fig. 5 shows the relative concentration in the whole unit cell for two different aspect ratios when steady
state has been reached (approximated by τ = 10). In the case of low aspect ratio H/W = 0.2/pi, the
concentration never reaches the bulk value and seems not to depend on the vertical position, meaning that
there is almost no vertical diffusion of the species. In contrast, there is a clear dependence on the horizontal
position which resembles a cos(pix/W ) as suggested previously, implying a high horizontal diffusion of species.
In the case of high aspect ratio H/W = 5/pi, the concentration clearly reaches its bulk value far from
the electrodes and also vertical and horizontal gradients are clearly shown. The presence of both gradients
promotes radial diffusion of the species from/to the electrodes, thus allowing higher currents.
The maximum and minimum relative concentrations for the unit cells in Fig. 5 are located on each
electrode, and have the same value but different sign due to symmetry. The minimum concentration must be
non-negative c`(W, 0, t) ≥ 0, therefore the relative concentration must be γ`(1, 0, τ) ≥ −1. This means, due
to linearity, that the unit cells can handle a ‘maximum uniform generation rate’ (current density) given by∣∣∣φ̂max` (ξ, τ)∣∣∣ = ∣∣∣φ̂max` (ξ)∣∣∣ = 1γmax (19)
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Figure 5: Relative concentration γ` = (c` − c¯`,0)/c¯`,0 of the species ` for diferent aspect ratios when τ = pi2Dt/W 2 = 10 (steady
state), w/W = 0.2 and
∣∣∣φ̂`∣∣∣ = |Wφ`| /(pi2Dc¯`,0) = 1 on the surface of the electrodes. Here γmax stands for the maximum relative
concentration in the whole cell and −γmax for the minimum. In both pictures, the minimum relative concentration is below −1,
which is a consequence of driving the cell at too high current.
where γmax corresponds to the maximum relative concentration obtained when
∣∣∣φ̂`(ξ, τ)∣∣∣ = 1, and −γmax
corresponds to the minimum. Thus, the maximum uniform generation rates for the unit cells with aspect
ratio H/W = 0.2/pi and H/W = 5/pi are 1/12.6 and 1/2.7 respectively, confirming once more that higher
aspect ratios allows higher currents.
Simulations in Fig. 6 show the evolution in time of the relative concentration at the furthest vertical
position from the electrodes, which corresponds to (x, z) = (0, H), for a variety of electrode sizes and aspect
ratios. The furthest position was chosen because it can clearly reflect the change in the response time of the
cell as the aspect ratio increases. For low aspect ratios a faster response is expected due to smaller diffusion
distances, and conversely, for high aspect ratios a slower response is expected.
All graphs in Fig. 6 show that the time response of the unit cell effectively gets slower when the aspect
ratio of the unit cell H/W increases. Quantitatively, it can be observed that for low aspect ratios H/W ≤ 1/pi
the relative concentration is around −2%, −0.7% and −0.2% lower than the steady state for t = 4τφ, t = 5τφ
and t = 6τφ. This agrees with the theoretical values −1.8%, −0.7% and −0.2% given at the end of Section
2.2. For high aspect ratios H/W ≥ 3/pi around −0.9% to −1.9% lower than the steady state is obtained for
t = 6τφ.
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Figure 6: Relative concentration of the species ` at the furthest location from the electrodes (x, z) = (0, H) for
∣∣∣φ̂`∣∣∣ =
|Wφ`| /(pi2Dc¯`,0) = 1 on the surface of the electrodes, and considering different electrode sizes and cell aspect ratios. The
values over each curve represent: the percentage of the concentration respect to the steady state at (x, z) = (0, H) for
τ = pi2Dt/W 2 = {4, 5, 6} and γ` stands for the relative concentration in steady state at (x, z) = (0, H). The value of γmax
shown in brackets stands for the maximum relative concentration in the whole cell obtained at the surface of the electrodes
(x, z) = (0, 0).
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(a) Simulated values
w/W
H/W 0.1 0.2 0.3 0.4
3/pi 6.7% 8.5% 9.8% 11%
4/pi 2.8% 3.3% 3.7% 3.9%
(b) Theoretical bounds (Theorems 2.5 and 2.6)
w/W
H/W 0.1 0.2 0.25
3/pi ≤ 7.8% ≤ 10.8% ≤ 12.3%
4/pi ≤ 2.9% ≤ 4% ≤ 4.5%
Table 1: Steady state value of the relative concentration γ` = (c` − c¯`,0)/c¯`,0 at the furthest location from the electrodes when
applying the ‘maximum uniform generation rate’
∣∣∣φ̂max` ∣∣∣ = ∣∣Wφmax` ∣∣ /(pi2Dc¯`,0) = 1/γmax in cells with high aspect ratio.
The effect of semi-infinite geometries can also be seen in Fig. 6, since for high aspect ratios the con-
centration far from the electrodes remains close to the bulk concentration. Quantitatively, when applying∣∣∣φ̂max` (ξ, τ)∣∣∣ = ∣∣∣φ̂`(ξ, τ)∣∣∣ /γmax = 1/γmax, the steady state value of γ` in the plots must be rescaled to γ`/γmax.
Therefore, taking the case of w/W = 0.4 and H/W = 3/pi as an example, γ` and γmax are given by 0.38 and
3.58 respectively, so concentration in steady state is just 0.38/3.58 = 11% higher than the bulk concentration.
More precision can be obtained when consideringH/W = 4/pi, since the deviation from the bulk concentration
is 0.14/3.57 = 3.9% (see Table 1 for more values). These results agree with the bound presented in Theorem
2.5 and the criterion established in Theorem 2.6.
3.3. Effect of the cell geometry in the limiting current
In order to test the performance of Eq. (14), several simulations were carried out using the scale trans-
formations in Eq. (18). Here it is assumed that the determinant species of the cell ` ∈ {O,R} has initial
concentration c¯`,0 and also that the concentrations on the working and counter electrodes are the limiting
concentrations 2c¯`,0 and 0 respectively. These limiting concentrations are due to extreme potentials at the
electrodes, and they deviate equally from the initial concentration (but in opposite directions) since the
currents on the electrodes are assumed of equal magnitude but opposite sign ∀t (Kirchhoff’s current law is
satisfied inside the unit cell ∀t).
Like before, the simulations were carried out using an exponential mapped mesh, in order to provide higher
resolution near the edges of the electrodes. The mesh was incrementaly refined until the first two decimal
places of the limiting generation rate agreed with Eqs. (15) and (16), see Appendix B.3 for more details on
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Figure 7: The symbols +, ×, ⊕ and  are the simulated results obtained for w/W = {0.1, . . . , 0.4} respectively. The colored
lines correspond to the theoretical bounds. (a) Simulation and theoretical lower bound in Eq. (14) for
∣∣φ¯lim` w∣∣ /(pi2Dc¯`,0), which
is proportional to the steady state limiting current. (b) Relative concentration in steady state at (x, z) = (0, H), comparison
between simulation and the theoretical bound in Eq. (17).
the simulation setup.
The results of the simulations were obtained for only one of the species, the determinant species ` ∈ {O,R},
while the results for the other species can be obtained by applying Eq. (1) for the generation rate and Remark
2.1 for the concentration.
Fig. 7(a) shows that the simulated limiting current in steady state |ilim| ∝
∣∣φ¯lim` w∣∣ is around 2 to 3 times
higher than the lower bound in Eq. (14) for w/W ≤ 0.4, which is a quite reasonable bounding. Also the
simulation has a saturation effect with respect to H/W , accurately predicted by the tanh(·) term in Eq. (14).
This shows the effect of semi-infinite geometry as the ratio H/W increases. For small aspect ratios, only
horizontal diffusion occurs and almost no vertical diffusion, which leads to lower limiting currents. When the
aspect ratio is about H/W = 3/pi, bulk concentration is present only near the upper wall (z = H), providing
the highest vertical concentration gradient and thus the highest limiting current. For H/W > 3/pi the region
of bulk concentration is bigger, spanning 3/pi ≤ z/W ≤ H/W , but the diffusion layer in 0 ≤ z/W < 3/pi
remains the same, as well as the limiting current.
High aspect ratio unit cells provide the maximum limiting current available, since the region of bulk
concentration helps to maintain a radial diffusion flow from/to the electrodes. In contrast, constrained diffusion
(not radial) in low aspect ratio unit cells produces lower limiting currents [28]. This fact confirms that the
limiting generation rate for semi-infinite geometries limH/W→∞
∣∣φ¯lim` ∣∣ obtained by Aoki in [8], and corrected
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by Morf [7], is actually an upper bound for lower aspect ratio unit cells, as stated in Remark 2.3.
Once again, Fig. 7(b) confirms that geometries satisfying H/W > 3/pi can be considered as semi-infinite,
since the concentration far from the electrodes remains similar to the bulk concentration. When limiting
current is circulating through the cell, the steady state concentration at (x, z) = (0, H) obtained for H/W =
3/pi is only 7.7% to 12.4% higher than the bulk concentration. For H/W = 4/pi, the concentration is just
2.8% to 4.5% higher than the bulk value. In all cases the simulated results are bounded from above by the
colored lines, and the bounds tend to be closer to the simulated results for electrodes satisfying w/W ≤ 0.2
as predicted in Eq. (17) and Theorem 2.6.
Table 2 shows a comparison between the lower bound value in Eq. (14), the simulation value and the
upper bound obtained by Aoki-Morf in Eqs. (15) and (16). The result obtained by Aoki-Morf is not longer
precise for small aspect ratios such as H/W = 0.4/pi, but when used together with Eq. (14), they can give a
reasonable range for the actual value of the limiting generation rate and thus the limiting current.
Fig. 8 shows the time response of the average limiting generation rate (limiting current) for different
electrode sizes and cell aspect ratios. On each curve it is shown the time required to reach a 2% difference
with respect to the steady state value. It is interesting to notice that the time required for the current to
reach steady state, when a step of concentrations has been applied to the electrodes (2c¯` and 0 to the working
and counter respectively), is about 2 to 8 times lower than the time required by the concentration to reach
steady state when a current step is applied, see Fig. (6) to compare. Therefore, the time to reach steady
state Tφss when a current step is applied (Eq. (9)) could be used as an upper bound for the time required by
the current to reach steady state when a concentration step is applied on the electrodes, which is likely to be
the quantity recorded in an experiment.
Finally, Fig. 9 shows the shape of the limiting generation rate (limiting current density) in steady state
predicted by the simulation along the surfaces of the electrodes. As explained before, the edges of the electrodes
are exposed to higher concentration gradients, allowing the species to escape/reach the edges easily. For this
reason the current density needs to be very high at the edges of the electrodes, in order to maintain a
uniform concentration along them. Also Fig. 9 explicitly shows that the current density near the center of the
electrodes increases as the aspect ratio H/W increases, due to the presence of the region of bulk concentration
far from the electrodes.
4. Conclusions
New time-dependent expressions were found for the concentration profile of an IDAE inside a finite geom-
etry cell, when assuming a known current density and internal counter electrode. As immediate byproducts,
a criterion defining the conditions for obtaining finite and semi-infinite cells with comparable behaviors, as
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H/W = 0.4/pi
w/W LB simulation % of UB UB
0.1 0.01 0.03 50% 0.06
0.2 0.02 0.03 33% 0.09
0.25 0.02 0.04 40% 0.10
0.3 0.02 0.05 42% 0.12∗
0.4 0.03 0.08 50% 0.16∗
H/W = 1/pi
w/W LB simulation % of UB UB
0.1 0.02 0.05 83% 0.06
0.2 0.03 0.07 78% 0.09
0.25 0.04 0.08 80% 0.10
0.3 0.05 0.09 75% 0.12∗
0.4 0.06 0.13 81% 0.16∗
H/W = 3/pi
w/W LB simulation % of UB UB
0.1 0.02 0.06 ≥ 83% 0.06
0.2 0.04 0.08 89% 0.09
0.25 0.05 0.10 ≥ 90% 0.10
0.3 0.06 0.11 92% 0.12∗
0.4 0.08 0.16 ≥ 94% 0.16∗
Table 2: Bounds and values of
∣∣φ¯lim` w∣∣ /(pi2Dc¯`,0) for different electrode widths w/W and aspect ratios H/W . (LB) Lower bound
in Eq. (14), simulation value, (% of UB) percentage of the simulation with respect to the Aoki-Morf upper bound and (UB)
Aoki-Morf upper bound in Eqs. (15) and (16)∗. The asterisk indicates that Eq. (16) has been used instead of Eq. (15).
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Figure 8: Time response of the average limiting generation rate wφ¯lim` (t)/(pi
2Dc¯`,0) (limiting current) for a variety of electrode
sizes and cell aspect ratios. On each curve it is indicated the time required to reach a 2% difference with respect to the steady
state value.
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well as bounds for the limiting current in a finite cell, were obtained. The results show that the exact expres-
sions obtained by Aoki and Morf for the limiting current in semi-infinite geometries can be applied to finite
geometries, if the new semi-infinite criterion is satisfied. In case the semi-infinite criterion is not satisfied,
the new bounds for the limiting current can be applied and provide a reasonable estimation. The accuracy
of the results was successfully validated through comparison of the theoretical expressions with finite-element
numerical simulations. These findings can be useful for designing finite geometry IDAE cells and help to
understand the importance of the region of bulk concentration for obtaining higher limiting currents.
5. Appendix
Proofs and details of calculations for the results obtained here can be found in Appendix A. Details
concerning the simulations can be found in Appendix B. Appendix C extends the results obtained here and in
Appendix A to a general cell with periodic (and non-periodic where possible) left/right boundary conditions.
These Appendices are provided as supplementary information.
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Appendix A. Results for an IDAE unit cell with finite height
Appendix A.1. Results for any bottom boundary condition
Preliminary and very general results are found, which are independent of whether the potential or current
density are known. This results have been also extended for periodic and non-periodic left/right boundary
conditions in Appendix C.2 and Appendix C.3.
Consider a cell like the one described in section 2.1. For sake of simplicity, Eqs. (2) are subtracted with
Eqs. (3). Later, by applying the Laplace transform in time Lt {·} one obtains
s
D
∆Cσ(x, z, s) =
∂2∆Cσ
∂x2
(x, z, s) +
∂2∆Cσ
∂z2
(x, z, s)
∂∆Cσ
∂x
(0, z, s) =
∂∆Cσ
∂x
(W, z, s) = 0
∂∆Cσ
∂z
(x,H, s) = 0, ∆Fσ
(
∆Cσ,
∂∆Cσ
∂z
, x, s
)
= 0
where ∆Cσ := Lt {∆cσ}, ∆Fσ := Lt {∆fσ} and
∆cσ(x, z, t) := cσ(x, z, t)− cσ,0(x, z)
∆fσ
(
∆cσ,
∂∆cσ
∂z
, x, t
)
:= fσ
(
cσ,
∂cσ
∂z
, x, t
)
− fσ,0
(
cσ,0,
∂cσ,0
∂z
, x
)
This problem is solved by using the method of separation of variables, obtaining the ‘change in concen-
tration’ ∆cσ(x, z, t) in Laplace domain
∆Cσ(x, z, s) =
∞∑
n=0
∆Bσn(z, s) cos(npix/W ) (A.1a)
∆Bσ0 (z, s) = ∆B¯
σ
0 (s) cosh
(√
s
D
(H − z)
)
(A.1b)
∆Bσn(z, s) = ∆B¯
σ
n(s) cosh
(√
s
D
+
n2pi2
W 2
(H − z)
)
(A.1c)
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where ∆B¯σ0 (z, s) and ∆B¯σn(z, s) must be obtained from the bottom boundary condition.
Solving the problem in Eqs. (3) by using the method of separation of variables leads to analogous results
for the initial concentration
cσ,0(x, z) = c¯σ,0 +
∞∑
n=1
bσ,0n (z) cos(npix/W ) (A.2a)
c¯σ,0 =
1
W
∫ W
0
cσ,0(x, z) dx, ∀z (A.2b)
bσ,0n (z) = b¯
σ,0
n cosh
(
n
pi
W
(H − z)
)
(A.2c)
where b¯σ,0n (z) must be obtained from the bottom boundary condition.
In case Kirchhoff’s current law is satisfied in the unit cell ∀t (for example when it includes a counter
electrode), then the net current applied to the unit cell should be zero∫ W
0
J(x, s)Ldx ∝
∫ W
0
∂Cσ
∂z
(x, 0, s) dx = 0⇔ ∆Bσ0 (z, s) = 0
where J = Lt {j} and j(x, t) is the current density on the bottom boundary. In this case, the coefficient
∆Bσ0 (z, s) must be zero
∆Bσ0 (z, s) = 0⇔
1
W
∫ W
0
∆Cσ(x, z, s) dx = 0
therefore by adding
1
W
∫ W
0
∆cσ(x, z, t) dx+
1
W
∫ W
0
cσ,0(x, z) dx = 0 + c¯σ,0
the average concentration of the species σ, along the x axes, must remain uniform in z and also constant
1
W
∫ W
0
cσ(x, z, t) dx = c¯σ,0, ∀z and t ≥ 0
Remark Appendix A.1. Note also that the total concentration satisfies the result in Eq. (C.5)
cO(x, z, t) + cR(x, z, t) = c0 ∀(x, z) and t ≥ 0
This holds in the particular case of the unit cell described in Section 2.1, since the unit cell can be extended
periodically in x with period 2W and therefore it allows Fourier transform in the x-coordinate. This periodic
extension is possible due to the left/right symmetry/insulation boundary of the unit cell.
Appendix A.2. Concentration for known current density
In this section the initial concentration cσ,0(x, z) and the change in concentration ∆cσ(x, z, t) are obtained
as Fourier series, assuming that the current density inside the unit cell is known. An extension of the results
28
to the cases of periodic and non-periodic left/right boundary conditions can be found in Appendix C.3. These
results will be useful to obtain the concentration profile in steady state and to calculate the time to reach
steady state when applying a constant current.
By taking the bottom boundary for the initial concentration in Eqs. (4)
fσ,0
(
cσ,0,
∂cσ,0
∂z
, x
)
= D
∂cσ
∂z
(x, 0) + φσ,0(x) = 0
one obtains the Fourier coefficient of the initial concentration
bσ,0n (z) = Gφ
(
H − z, n2 pi
2
W 2
)
· In
{
φσ,0
D
}
(A.3)
where
Gφ(z, s) =
cosh(
√
s z)√
s sinh(
√
sH)
(A.4a)
In {·} := 2
W
∫ W
0
{·} cos(npix/W ) dx (A.4b)
Analogously by using Eqs. (4), the Laplace equivalent for the bottom boundary condition of the change
in concentration is obtained
∆Fσ
(
∆Cσ,
∂∆Cσ
∂z
, x, s
)
= D
∂∆Cσ
∂z
(x, 0, s) + ∆Φσ(x, s) = 0
where ∆Φσ = L{∆φσ} and ∆φσ = φσ−φσ,0. Then the generation rate ∆Φσ(x, s) completely determines the
coefficients of Eqs. (A.1) as shown below
∆Bσ0 (z, s) = Gφ
(
H − z, s
D
)
· 1
2
I0
{
∆Φσ
D
}
(s)
∆Bσn(z, s) = Gφ
(
H − z, s
D
+
n2pi2
W 2
)
· In
{
∆Φσ
D
}
(s)
If Kirchhoff’s current law is satisfied in the unit cell ∀t > 0, then the coefficient ∆Bσ0 (z, s) must be zero,
as already shown in Appendix A.1. Later, by applying the time-scaling and frecuency-shifting properties of
the Laplace transform
∆Bσn(z, s) = Gφ
(
H − z,
[
s+
n2pi2D
W 2
]
1
D
)
· In
{
∆Φσ
D
}
(s)
and by taking the Laplace inverse of ∆Cσ(x, z, s) and ∆Bσn(z, s), the change in concentration in time domain
is obtained
∆cσ(x, z, t) =
+∞∑
n=1
∆bσn(z, t) cos(npix/W ) (A.5a)
∆bσn(z, t) = gφ(H − z,Dt) e−n
2 pi2
W2
DtD ∗ In
{
∆φσ
D
}
(t)
gφ(z, t) =
1
H
[
1 + 2
∞∑
k=1
(−1)ke−k2 pi
2
H2
t cos
(
k
pi
H
z
)]
(A.5b)
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Here ∆bσn = L−1 {∆Bσn} and gφ = L−1 {Gφ}. The Laplace inverse gφ can be obtained from tables, such as
[30, p.218] or [31, Eq. (20.10.5)], and it is given by the 4th elliptic theta function.
Appendix A.3. Concentration for constant current density
The concentration profile in steady state and the time to reach this steady state are obtained, assuming
that a constant5 current density is applied. These results have been also extended for periodic left/right
boundary conditions in Appendix C.4. The result for the steady state concentration will be useful later to
obtain a lower bound for the limiting current.
In case the current density is constant in t, the generation rate of the species σ is also constant in t
∆φσ(x, t) = ∆φσ(x), and then the integral In {∆φσ/D} (t) = In {∆φσ/D}. By this mean the coefficient
∆bσn(z, t) can be obtained simply by integration
∆bσn(z, t) =
∫ t
0
gφ(H − z,Dτ) e−n2pi2Dτ/W 2D dτ · In
{
∆φσ
D
}
(A.6)
and together with Eq. (A.5), they determine the dynamics of the concentration profile for all t ≥ 0.
After a ‘sufficiently long time’ (t→ +∞), the dynamics of the unit cell is complete and the concentration
reaches the steady state
∆cσ(x, z,+∞) =
+∞∑
n=1
∆bσn(z,+∞) cos(npix/W )
∆bσn(z,+∞) = Gφ
(
H − z, n2 pi
2
W 2
)
· In
{
∆φσ
D
}
where Gφ and In are defined in Eqs. (A.4). Then the total concentration of the species σ in steady state is
obtained by adding ∆cσ(x, z,+∞) and cσ,0(x, z) (Eqs. (A.2) and (A.3))
cσ(x, z,+∞) =
+∞∑
n=1
In
{
φσ
D
}
Gφ
(
H − z, n
2pi2
W 2
)
cos
(npi
W
x
)
+ c¯σ,0 (A.7)
This is valid when the Kirchhoff’s current law is satisfied in the unit cell ∀t.
The time required to reach this steady state (after the current step has been applied) can be obtained by
using Eqs. (A.5) and (A.6). Thus the concentration profile consists of a double summation (in the indexes n
5here constant means that there is no time-dependence and uniform means that there is no space-dependence, as it is usual
when referring to fields and potentials with these characteristics.
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and k)
∆cσ(x, z, t) =
∞∑
n=1
∆bσn(z, t) cos(npix/W )
∆bσn(z, t) = In
{
∆φσ
D
}
· D
H
[
1− e−n2pi2Dt/W 2
n2pi2D/W 2
+
2
∞∑
k=1
(−1)k 1− e
−[n2pi2/W 2+k2pi2/H2]Dt
[n2pi2/W 2 + k2pi2/H2]D
cos(kpi(H − z)/H)
]
which consists of exponential modes
exp
(−[n2pi2/W 2 + k2pi2/H2]Dt) = exp(− [n2 + k2W 2
H2
]
pi2
W 2
Dt
)
Note that the exponential modes with lower n and k indexes decay slowly with time, so it is enough to consider
the slowest of these exponentials exp(−pi2Dt/W 2) as an indicator for the time to reach the steady state Tφss
Tφss ∝ τφ :=
W 2
pi2D
Tφss can be chosen as 4τφ, 5τφ or 6τφ, since the dominating mode exp(−pi2Dt/W 2) decays to approximately
1.8%, 0.7% and 0.2% respectively.
More precise results can be obtained for Tφss when considering low aspect ratio configurations H/W < 1/2
and t > τφ. In this case the exponential modes with n ≥ 1 and k ≥ 1 may be considered extinct since they
are bounded by
exp
(
−
[
n2 + k2
W 2
H2
]
pi2
W 2
Dt
)
< exp(−[n2 + 4k2]) ≤ e−5 ≈ 0.7%
Because of the fast convergence of the double summation (due to the squared indexes n2 and k2 in the
exponentials), the terms with large n and k can be neglected so the error with respect to the steady state can
be approximated by using only n = 1 and neglecting all terms with k index
∆cσ(x, z, t)−∆cσ(x, z,+∞) ≈ −I1
{
∆φσ
D
}
e−pi
2Dt/W 2
Hpi2/W 2
cos
(pix
W
)
In addition, when considering working and counter electrodes of identical size and located at the ends of
the unit cell as in Fig. 1, the concentration profile in steady state can be roughly approximated by using
n = 1. This is because: (i) the concentration is a continuous function, this means that harmonics in the Fourier
series with higher n indexes have very low amplitude, therefore the concentration is mainly represented by
lower harmonics. (ii) the location of both electrodes at the ends of the cell helps the concentration to have
its maximum and minimum at the ends of the cell (like a cosine). (iii) electrodes of equal size help to have
symmetry with respect to W/2, which is increased when both electrodes have widths 2wW = 2wC = W/2
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since they provide a concentration closer in shape to a cosine. Also this profile can be further approximated
for H/W < 1/pi, since sinh(piH/W ) ≈ piH/W , giving finally
∆cσ(x, z,+∞) ≈ I1
{
∆φσ
D
}
cosh(pi(H − z)/W )
Hpi2/W 2
cos
(pix
W
)
Due to these approximations, the relative error with respect to the steady state is given by
∆cσ(x, z, t)−∆cσ(x, z,+∞)
∆cσ(x, z,+∞) ≈
−e−pi2Dt/W 2
cosh(pi(H − z)/W ) (A.8)
for t > τφ and H/W < 1/pi and follows exponential decay. Hence the relative error of the concentration
(with respect to the steady state) is maximum at the furthest distance from the electrodes (z = H), and it is
approximately −1.8%, −0.7% and −0.2% for t equal to 4τφ, 5τφ and 6τφ respectively.
Appendix A.4. Bounds for the limiting steady state current
Consider the electrodes configuration of the unit cell in Fig. 1(c), where the working electrode (black) and
the counter electrode (gray) have the same size and are located at the ends of the unit cell, and Kirchhoff’s
current law is satisfied in the unit cell ∀t (meaning that there is no other external electrode). Consider also
that the unit cell is working under steady state condition, therefore the steady state concentration obtained
in Eq. (A.7) holds
cσ(x, z,+∞) = φ¯σ
∞∑
n=1
In
{ ϕ
D
}
Gφ
(
H − z, n2 pi
2
W 2
)
cos(npix/W ) + c¯σ,0
where φ¯σ is the average generation rate of the species σ (on the surface of the working electrode) and ϕ(x) is
the normalized generation rate, which are given by
φ¯σ :=
1
w
∫ w
0
φσ(x) dx, ϕ(x) :=
φσ(x)
φ¯σ
Since the electrodes configuration is symmetric with respect to x = W/2, the concentration profile
cσ(x, z,+∞) − c¯σ,0 and the current density (generation rate) are expected to be odd symmetric with re-
spect to x = W/2. In this case the integral In {ϕ/D} can be reduced to
In
{ ϕ
D
}
=
4
W
∫ W/2
0
ϕ(x)
D
cos(npix/W ) dx
for odd n and In {ϕ/D} = 0 for even n.
In the following subsection, a relation between the limiting generation rate and the concentration of the
species with lowest initial average is obtained. With this result, a lower bound for the limiting current is
obtained in the second subsection.
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Appendix A.4.1. Concentration of the determinant species
Consider the species ` ∈ {O,R} which has the lowest initial average concentration c¯`,0 = min(c¯O,0, c¯R,0).
The concentration of this species in steady state satisfies
c`(x, z,+∞)− c¯`,0 = φ¯`
∑
n odd
In
{ ϕ
D
}
Gφ
(
H − z, n2 pi
2
W 2
)
cos(npix/W ) (A.9)
Assume now that the limiting current is circulating in the cell6, in this case the species ` is gener-
ated/consumed at its limiting rate φ¯lim` ϕlim(x) on the surfaces of the electrodes. If φ¯
lim
` > 0 on the surface of
the working electrode, the species ` is being generated at the working and consumed at the counter. For this
reason, the concentration of species ` must reach zero at the counter electrode. Due to the average property in
Remark 2.2 and the fact that c`(x, z,+∞)− c¯`,0 is odd symmetric with respect to x = W/2, the concentration
of species ` at the working electrode must reach the saturation value 2c¯`,0 (see Fig. 2). Then for all x in the
working electrode
c¯`,0 = φ¯
lim
`
∑
n odd
In
{ϕlim
D
}
Gφ
(
H,n2
pi2
W 2
)
cos(npix/W )
Analogously, when φ¯lim` < 0 on the working electrode, the species ` is consumed at the working electrode
and generated at the counter electrode. For this reason, the concentration of species ` reaches 0 at the working
electrode (see Fig. 2). Then for all x on the working electrode
−c¯`,0 = φ¯lim`
∑
n odd
In
{ϕlim
D
}
Gφ
(
H,n2
pi2
W 2
)
cos(npix/W )
Note that in the limiting current case and c¯`,0 ≤ c0/2 = (c¯O,0+ c¯R,0)/2, the concentration of species ` must
reach zero on one of the electrodes, whereas the other species may not. The only way that both species can
reach zero concentration at the electrodes is when c¯`,0 = c¯O,0 = c¯R,0, in this case c¯`,0 = c0/2 = (c¯O,0+ c¯R,0)/2.
Appendix A.4.2. Calculation of the limiting current bounds
In summary, when the limiting current circulates in the cell, the following relation holds
c¯`,0∣∣φ¯lim` ∣∣ =
∑
n odd
In
{ϕlim
D
}
Gφ
(
H,n2
pi2
W 2
)
cos(npix/W )
and after integrating along the working electrode, one obtains
c¯`,0w∣∣φ¯lim` ∣∣ =
∑
n odd
In
{ϕlim
D
}
Gφ
(
H,n2
pi2
W 2
)
sin(npiw/W )
(npi/W )
(A.10)
6The limiting current can be achieved by applying extreme potentials at the electrodes
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Note that the summation at the right hand side of the equation must be positive, since c¯`,0 ≥ 0 and
∣∣φ¯lim` ∣∣ ≥ 0.
By finding an upper bound for the previous summation, it is possible to obtain a lower bound for the
generation rate of the species `, and thus, the limiting current.
Considering that the integral In {ϕlim/D} can be bounded by∣∣∣In {ϕlim
D
}∣∣∣ < 4
W
∫ w
0
ϕlim(x)
D
dx =
4w
DW
(A.11)
∀n odd since ϕlim(x) ≥ 0 in the working electrode, and by taking into account the series∑
n odd
1
n2
=
3
4
ζ(2)
where ζ(s) is the Riemann’s zeta function and ζ(2) = pi2/6, then the summation can be bounded by∣∣∣∣∣ ∑
n odd
In
{ϕlim
D
}
Gφ
(
H,n2
pi2
W 2
)
sin(npiw/W )
(npi/W )
∣∣∣∣∣
<
4w
DW
∑
n odd
|sin(npiw/W )|
(npi/W )2 tanh(npiH/W )
<
4w
DW
3/4 ζ(2)
(pi/W )2 tanh(piH/W )
=
wW
2D tanh(piH/W )
With the previous result, the limiting generation rate of the determinant species is bounded from below
by ∣∣φ¯lim` ∣∣ > 2DW tanh
(
pi
H
W
)
c¯`,0
Appendix A.5. Relative error respect to bulk concentration
Here the relative error of the steady state concentration with respect to the bulk concentration is obtained,
by using the steady state result in Eq. (A.9). This relative error can provide a quantitative criterion to
determine when a semi-infinite geometry cell can be approximated by a finite geometry cell.
Consider Eq. (A.9) at the furthest location from the electrodes z = H, then the error of the concentration
of the determinant species ` in steady state with respect to its bulk concentration is given by
|c`(x,H,+∞)− c¯`,0| =
∣∣∣∣∣φ¯` ∑
n odd
In
{ ϕ
D
}
Gφ
(
0, n2
pi2
W 2
)
cos(npix/W )
∣∣∣∣∣
By taking the upper bound for the limiting current
∣∣φ¯`∣∣ ≤ limH/W→∞ ∣∣φ¯lim` ∣∣ in Remark 2.3 and the bound
for the integral |In {ϕ/D}| < 4w/(DW ) in Eq. (A.11), the deviation from the bulk concentration must be
bounded by
|c`(x, 0,+∞)− c¯`,0| ≤ lim
H/W→∞
∣∣φ¯lim` ∣∣ · 4wDW ∑
n odd
Gφ
(
0, n2
pi2
W 2
)
≤ lim
H/W→∞
∣∣φ¯lim` ∣∣ · 4wpiD ∑
n odd
pi
W
Gφ
(
0, n2
pi2
W 2
)
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Figure A.10: Top pictures: Plot of
∑nf
n=1(n sinh(npiH/W ))
−1 for odd n, (a) H/W ∈ [0.5/pi, 3/pi] and (b) H/W ∈ [3/pi, 6/pi].
Bottom pictures: Plot of the relative error for nf = {1, 3} with respect to nf = 99 considering (c) H/W ∈ [0.5/pi, 3/pi] and (d)
H/W ∈ [3/pi, 6/pi].
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Figure B.11: Sketch of the exponential mapped mesh applied to the unit cell for perfoming the simulations.
Since the approximation in Eq. (16) has an accuracy within 1%
lim
H/W→+∞
∣∣φ¯lim` ∣∣ ≈ piDc¯`,0
2w ln( 4Wpiw )
, for w/W ≤ 1/4
and since the following approximation has an accuracy within 1% due to the Fig. A.10
pi
W
Gφ
(
0, n2
pi2
W 2
)
=
∑
n odd
1
n sinh(npiH/W )
≈ 1
sinh(piH/W )
, forH/W ≥ 1/pi
then, at the furthest location from the electrodes (z = H), the relative error of the concentration with respect
to the bulk concentration is given by∣∣∣∣c`(x,H,+∞)− c¯`,0c¯`,0
∣∣∣∣ . 2 [ln(4Wpiw
)
sinh
(
pi
H
W
)]−1
, for w/W ≤ 1/4 andH/W ≥ 1/pi
Appendix B. Details on the simulations
Numerical solutions to the time dependent PDE in Eq. (2) where found by using the software package
Comsol 3.5a. The relative and the absolute tolerances of the solver were set to 10−3 and 10−4 respectively.
The linear system solver was left as Direct (UMFPACK). The time stepping method was configured to use the
option BDF (backward differentiation formula). The option Steps taken by the solver was left as Free
and the solver output times were stored.
Due to the discontinuities present at the edges of the electrodes [28], an exponential mapped mesh was
selected to provide higher resolution near the electrodes and their edges (see [32, Chapter 7] for more details on
this kind of mesh). The sketch in Fig. B.11 shows a exponentially expanding mesh in the x and z dimensions
with a total of nx × nz elements, such that nx = 2nE + nG, where nG is the number of elements along the
gap and nE is the number of elements along each electrode. For visualization purposes, the mesh shows
nx × nz = 20× 10 elements (2nE = nG = 10).
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Appendix B.1. Example of a current controlled electrochemical cell
The mesh used in this simulation was obtained by incrementaly refining its resolution until the first three
decimal places of the maximum concentration in steady state did not change. The number of elements used in
the x-axis and the z-axis was nx = 144 and nz = 71 respectively, with 2nE = nG = 72. The smallest division
used on both axes was ≈ 0.5 µm, and the ratio between the largest and smallest elements on both axes was 2.
The errors in Figs. 3(b) and 4(b) were obtained by taking the difference between the simulation results
and their theoretical counterparts. For calculating the theoretical values used in Fig. 3(b) partial sums
approximations were used for the concentration in Eqs. (A.5) and (A.6) with z = 0
cσ(x, z, t) ≈ (B.1a)
nf∑
n=1
In
{
φσ
D
}[∫ Dt
0−
gφ(H − z, u)e−n2pi2u/W 2 du
]
cos(npix/W ) + c¯σ,0
In {φσ} = 2j
npiFne
[sin(npiw/W )− sin(npi(1− w/W ))] (B.1b)∫ Dt
0−
gφ(H − z, u)e−n2pi2u/W 2 du ≈ (B.1c)
1
H
[
1− e−n2pi2Dt/W 2
n2pi2/W 2
+ 2
kf∑
k=1
(−1)k 1− e
−(n2/W 2+k2/H2)pi2Dt
(n2/W 2 + k2/H2)pi2
cos(kpi(1− z/H))
]
where the initial concentration of species σ correspond to cσ,0(x, z) = c¯σ,0, the lower boundary condition is
|∆φσ(x)| = |φσ(x)| = j/(Fne) on the electrodes and j is the current density (constant in t and uniform on the
surface of the electrodes but with opposite sign). For calculating the steady state values used in Figs. 3(b)
and 4(b) partial sums approximations were used for the steady state concentration in Eq. (A.7) and (A.4a)
cσ(x, z,+∞) ≈
nf∑
n=1
In
{
φσ
D
}
Gφ(H − z, n2pi2/W 2) cos(npix/W ) + c¯σ,0 (B.2a)
Gφ(z, s) =
cosh(
√
s z)√
s sinh(
√
sH)
(B.2b)
Fig. B.12 shows the error of the simulated concentrations with respect to their theoretical counterparts
for different values of t. When comparing Figs. B.12(a) and B.12(b), it can be noticed that the magnitude of
differences and the discontinuities depend strongly on the partial sums in the index k. The higher the upper
value of the index k in the partial sums, the smaller and more continuous are the differences.
Fig. B.13 shows the error of the simulated concentration at t = 10 s with respect to the theoretical
concentration in steady state. Figs. B.13(a) and B.13(b) clearly show that the error near the surface of the
electrodes (z ≤ 2 µm) is higher than far from the electrodes (z > 2 µm) when using partial sums up to 31 for
n. Figs. B.13(c) and B.13(d) show that the error looks similar in both regions of the unit cell when using
partial sums up to 301 for n, however it is still possible to find small perturbations very near the edges of
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Figure B.12: Error of the simulated concentrations at z = 0 with respect to their theoretical counterparts. (a) Colored lines:
Differences for times between t = 0 and t = 10 s using partial sums up to 201 and 100 for n and k respectively. Black line:
Difference between the simulation for t = 5.73 s with respect to the theoretical steady state using partial sums up to n = 201.
(b) Colored lines: Differences for times between t = 0 and t = 10 s using partial sums up to 201 and 400 for n and k respectively.
Black line: Difference between the simulation for t = 5.73 s with respect to the theoretical steady state using partial sums up to
n = 201. Note that the line for the parameter value t = 2.92 s is overlapped by the parameter value t = 5.73 s in figures (a) and
(b).
the electrodes. When comparing B.13(a) and B.13(c), that is when z ≤ 2 µm, it is noticed that there are
oscillations located mainly near the surface of the electrodes and they depend on the partial sums in the index
n. The higher the upper value of the index n, the smaller the amplitude of the oscillations and the smaller
its wavelength.
Appendix B.2. Effect of the cell geometry in the concentration profile
As shown in Fig. 6, this example required a combination of values for H/W ∈ {0.4/pi, 0.6/pi, 0.8/pi, 1/pi,
2/pi, 3/pi, 4/pi} and w/W ∈ {0.1, 0.2, 0.3, 0.4} requiring a total of 7× 4 = 28 simulations.
The exponential meshes used in all the simulations are detailed in Table B.3. The smallest element near
the electrode edge (in the x and z dimensions) was selected as 0.005, the ratio between the largest and smallest
elements in the x-axis was chosen as 4 and the growth factor along the z-axis was fixed to ≈ 1.015.
Finally, accuracy was checked by incrementaly refining around the meshes obtained for H/W = 3/pi,
leading to 3 decimal places when comparing the maximum concentration in steady state.
Appendix B.3. Effect of the cell geometry in the limiting current
Meshes with H/W = 3/pi and different values of w/W where first constructed and refined incrementally
until obtaining two decimal places of accuracy for the generation rate on the electrodes. The simulated
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Figure B.13: Error of the simulated concentration at t = 10 s with respect to the theoretical concentration in steady state. (a)
and (b) Error when using partial sums up to n = 31 for the regions (a) z ≤ 2µm and (b) z > 2 µm. (c) and (d) Error when using
partial sums up to n = 301 for the regions (c) z ≤ 2 µm and (d) z > 2 µm.
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(a) Partition of the x-axis
w/W nx δx nE RE nG RG
0.1 104 0.005 15 1.71 37× 2 4
0.2 100 0.005 22 3 28× 2 4
0.25 92 0.005 23 4 23× 2 4
0.3 100 0.005 28 4 22× 2 3
0.4 104 0.005 37 4 15× 2 1.71
(b) Partition of the z-axis
H/W δz nz Rz
0.2/pi 0.005 12 1.18
0.4/pi 0.005 22 1.38
0.6/pi 0.005 30 1.55
0.8/pi 0.005 38 1.75
1/pi 0.005 45 1.95
2/pi 0.005 71 2.9
3/pi 0.005 92 4
4/pi 0.005 104 4.8
5/pi 0.005 116 5.77
Table B.3: Information for partitioning the x and z axes. δi, ni and Ri stands for the size of the smallest element, number of
elements and ratio between the largest and smallest element respectively. The index i ∈ {x, z, E,G} stands for the x and z axes,
and electrode and gap respectively.
generation rate was contrasted with its theoretical value given in Eqs. (15) and (16) to ensure the accuracy of
two decimal places. Under the same conditions, the concentration presented three decimal places of accuracy,
checked by looking the maximum concentration on the electrodes when doing the incremental refinement of
the mesh.
The smallest element in the x and z axes thus obtained was 0.0025, the ratio between the largest and
smallest elements in the x-axis was fixed to 4 and the growth factor along the z-axis was fixed to ≈ 1.008.
The information in Table B.4 sumarizes the meshes used for all the simulations in this example.
Appendix C. General results for a finite height cell
The results shown in this appendix intend to extend the results of Appendix A to a cell of which its
concentration profile has periodic (and non-periodic where possible) left/right boundary conditions. The
main tool used to extend these results is the Fourier transform which has been applied in the x-coordinate.
The extended results include uniformity properties for the total and average concentrations and expressions
for the concentration profile in terms of the generation of the species.
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(a) Partition of the x-axis
w/W nx δx nE RE nG RG
0.1 208 0.0025 30 1.73 74× 2 4
0.2 198 0.0025 44 3 55× 2 4
0.25 184 0.0025 46 4 46× 2 4
0.3 198 0.0025 55 4 44× 2 3
0.4 208 0.0025 74 4 30× 2 1.73
(b) Partition of the z-axis
H/W δz nz Rz
0.2/pi 0.0025 23 1.2
0.4/pi 0.0025 43 1.4
0.6/pi 0.0025 60 1.6
0.8/pi 0.0025 75 1.8
1/pi 0.0025 88 2
2/pi 0.0025 140 3
3/pi 0.0025 176 4
4/pi 0.0025 204 5
5/pi 0.0025 228 6
Table B.4: Information for partitioning the x and z axes. δi, ni and Ri stands for the size of the smallest element, number of
elements and ratio between the largest and smallest element respectively. The index i ∈ {x, z, E,G} stands for the x and z axes,
and electrode and gap respectively.
Appendix C.1. Model of a finite height cell
Consider an electrochemical cell that contains the electrochemical species σ ∈ {O,R}, which react at the
surface of the electrodes according to
O + nee− −−⇀↽− R (C.1)
This cell extends horizontally between −∞ < x < ∞, vertically between 0 ≤ z ≤ H and in depth between
0 ≤ y ≤ L. The concentration of the species is assumed not to depend on the y-coordinate, therefore the
diffusive transport of the species can be modeled in 2D by
1
D
∂cσ
∂t
(x, z, t) =
∂2cσ
∂x2
(x, z, t) +
∂2cσ
∂z2
(x, z, t) (C.2a)
cσ(x, z, 0
−) = cσ,0(x, z) (C.2b)
∂cσ
∂z
(x,H, t) = 0 (C.2c)
Where D is the diffusion coeficient of both species.
The left and right boundaries of the cell have been left unspecified, but it is assumed that the concentrations
of both species have Fourier transform in the variable x.
The electrodes in this cell are located at the bottom boundary and they can have any configuration or
arrangement provided that the 2D symmetry is maintained. The behaviour of this bottom boundary is written
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here in terms of the generation rate (flux) of the species φσ(x, t)
−D∂cσ
∂z
(x, 0, t) = φσ(x, t) (C.3)
The generation rate of the species is such that φR(x, t) = −φO(x, t) on the surface of the electrodes and
φR(x, t) = φO(x, t) = 0 out of the electrodes.
In this model it is assumed that the initial concentration cσ,0(x, z) of species σ comes from a previous
steady state, and thus it must satisfy
0 =
∂2cσ,0
∂x2
(x, z) +
∂2cσ,0
∂z2
(x, z) (C.4a)
∂cσ,0
∂z
(x,H) = 0 (C.4b)
−D∂cσ,0
∂z
(x, 0) = φσ,0(x) (C.4c)
Where φR,0(x) = −φO,0(x) on the surface of the electrodes and φR,0(x) = φO,0(x) = 0 out of the electrodes.
The left and right boundaries of the initial concentration have been left unspecified, but it is assumed that
the initial concentrations of both species have Fourier transform in the variable x.
Appendix C.2. Total concentration in a finite height cell
Here it is shown that the total concentration in a finite height cell with 2D symmentry is constant in t
and uniform in x, provided that the diffusion coefficient of both species is the same and that the sum of the
generation rates of both species is zero on the electrodes.
Consider the cell described in Appendix C.1. Due Eq. (C.4) and the fact that φR,0(x) = −φO,0(x) on the
surface of the electrodes, the total initial concentration in the cell c(x, z, 0−) = cO,0(x, z) + cR,0(x, z) must
satisfy
0 =
∂2c
∂x2
(x, z, 0−) +
∂2c
∂z2
(x, z, 0−)
∂c
∂z
(x, 0, 0−) =
∂c
∂z
(x,H, 0−) = 0
By applying Fourier transform Fx {·} to the x-coordinate one obtains
0 = −ω2xcˆ(ωx, z, 0−) +
∂2cˆ
∂z2
(ωx, z, 0
−)
∂cˆ
∂z
(ωx, 0, 0
−) =
∂cˆ
∂z
(ωx, H, 0
−) = 0
where ωx is the Fourier variable and cˆ = Fx {c}. The solution of the equation in ωx-domain is cˆ(ωx, z, 0−) = 0
for ωx 6= 0, therefore c(x, z, 0−) = c(z, 0−) must not depend on x. Now using c(z, 0−) to solve the original
equation in x-domain, one obtains that the total initial concentration must be a real constant c(x, z, 0−) =
c(z, 0−) = c0 which does not depend on (x, z).
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Due to the previous result, Eqs. (C.2), (C.3) and the fact that φR(x, t) = −φO(x, t) on the electrodes; the
total concentration c(x, z, t) = cO(x, z, t) + cR(x, z, t) must satisfy
1
D
∂c
∂t
(x, z, t) =
∂2c
∂x2
(x, z, t) +
∂2c
∂z2
(x, z, t)
c(x, z, 0−) = c0
∂c
∂z
(x, 0, t) =
∂c
∂z
(x,H, t) = 0
Taking the difference ∆c(x, z, t) = c(x, z, t) − c0 and applying Fourier transform7 Fx {·} in x and Laplace
transform8 Lt {·} in t one obtains( s
D
+ ω2x
)
∆Cˆ(ωx, z, s) =
∂2∆Cˆ
∂z2
(ωx, z, s)
∂∆Cˆ
∂z
(ωx, 0, s) =
∂∆Cˆ
∂z
(ωx, H, s) = 0
where ωx is the Fourier variable, s is the Laplace variable and ∆Cˆ = LtFx {∆c}. The solution of this equation
is given by ∆Cˆ(ωx, z, s) = 0 ∀ωx, therefore the total concentration in the cell must be a real constant
c(x, z, t) = c0, for all x, z and t ≥ 0 (C.5)
Theorem Appendix C.1. The result in Eq. (C.5) holds for any bottom boundary condition (concentration,
generation rate or a combination of both), provided that an electrochemical cell like the one described in
Appendix C.1 is considered. This is because both electrochemical species have the same diffusion coefficient
D and because the cell must satisfy φR,0(x) = −φO,0(x) due to Eq. (C.1), independently on how the bottom
boundary condition is chosen.
Appendix C.3. Concentration in a finite height cell in terms of the generation rate of species
The concentration of species σ in a finite height cell with 2D symmetry is obtained in terms of the
generation rate of species. As byproduct, properties for the ‘horizontal average concentration’ of species σ are
obtained.
Appendix C.3.1. Initial concentration
Consider the cell described in Appendix C.1. An expression for the initial concentration cσ,0(x, z) =
chσ,0(x, z) + c
p
σ,0(x, z) can be found when obtaining separately the homogeneous and particular solutions
chσ,0(x, z) and c
p
σ,0(x, z).
7A circumflex is used to denote a Fourier transform: fˆ = Fx {f}
8A capital letter is used to denote a Laplace transform: F = Lt {f}
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The homogeneous solution chσ,0(x, z) must satisfy Eq. (C.4) with φσ,0(x) = 0. By applying Fourier
transform Fx {·} to the x-coordinate one obtains
0 = −ω2xcˆhσ,0(ωx, z) +
∂2cˆhσ,0
∂z2
(ωx, z)
∂cˆhσ,0
∂z
(ωx, 0) =
∂cˆhσ,0
∂z
(ωx, H) = 0
where cˆhσ,0 = Fx
{
chσ,0
}
. The solution of the equation in ωx-domain is cˆ(ωx, z) = 0 for ωx 6= 0, therefore
chσ,0(x, z) = c
h
σ,0(z) must not depend on x. Using chσ,0(z) to solve the equation in x-domain, one obtains that
chσ,0(x, z) must be a real constant c¯σ,0
chσ,0(x, z) = c¯σ,0
The particular solution cpσ,0(x, z) must satisfy Eq. (C.4) with φσ,0(x) 6= 0. This solution can be found by
applying the Fourier transform Fx {·} in the x-coordinate
0 = −ω2xcˆpσ,0(ωx, z) +
∂2cˆpσ,0
∂2z
(ωx, z)
∂cˆpσ,0
∂z
(ωx, H) = 0, −D
∂cˆpσ,0
∂z
(ωx, 0) = φˆσ,0(ωx)
Then the solution in Fourier domain is obtained by analyzing separately the cases for ωx = 0 and ωx 6= 0. In
the case ωx 6= 0 the result is
cˆpσ,0(ωx, z) = Gφ(H − z, ω2x)
φˆσ,0
D
(ωx)
Where ωx is the Fourier variable, cˆ
p
σ,0 = Fx
{
cpσ,0
}
, φˆσ,0 = Fx {φσ,0} and
Gφ(z, s) =
cosh(
√
s z)√
s sinh(
√
sH)
(C.6)
In the case ωx = 0, the particular solution must be a real constant and the generation rate must be zero
cˆpσ,0(0, z) = kσ,0, φˆσ,0(0) = 0
If limωx→0 cˆ
p
σ,0(ωx, z) exists, then kσ,0 can be chosen to allow cˆ
p
σ,0(ωx, z) to be continuous in ωx = 0
cˆpσ,0(0, z) = lim
ωx→0
Gφ(H − z, ω2x)
φˆσ,0
D
(ωx) = lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
Since the Fourier transform of the homogeneous solution is cˆhσ,0(ωx, z) = 2piδ(ωx) c¯σ,0, then the results for
the Fourier transform of the initial concentration cˆσ,0(ωx, z) = cˆhσ,0(ωx, z) + cˆ
p
σ,0(ωx, z) can be sumarized in
the following theorems
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Theorem Appendix C.2. Consider a finite height cell like the one described in Appendix C.1. If the fol-
lowing limit exists
lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
then the initial concentration of species σ can be expressed by its Fourier transform
cˆσ,0(ωx, z) = 2piδ(ωx) c¯σ,0 +Gφ(H − z, ω2x)
φˆσ,0
D
(ωx) (C.7)
Theorem Appendix C.3. If a cell like the one described in Appendix C.1 is considered then the horizontal
integral of the initial generation rate is zero
φˆσ,0(0) =
∫ ∞
−∞
φσ,0(x) dx = 0 (C.8)
and if the following limit exists
lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
then the horizontal integral of the initial concentration does not depend on z and corresponds to∫ ∞
−∞
cσ,0(x, z)− c¯σ,0 dx = lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
(C.9)
This result is obtained by evaluating the following Fourier transform in ωx = 0
cˆσ,0(ωx, z)− 2piδ(ωx) c¯σ,0 =
∫ ∞
−∞
[cσ,0(x, z)− c¯σ,0] e−iωxx dx
Remark Appendix C.1. Note that if φσ,0(x) is periodic with period P , then the following limit is immedi-
ately satisfied
lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
= 0
This is because φˆσ,0(ωx) = 0 for all ωx 6= n 2pi/P (with integer n) due to the fact that φσ,0(x) is periodic.
Therefore, the product
φˆσ,0(ωx)/D
ωx sinh(ωxH)
= 0
for all ωx 6= n 2pi/P (with integer n).
Appendix C.3.2. Change in concentration
Similar results can be found for the change in concentration ∆cσ(x, z, t) of species σ when considering the
cell defined in Appendix C.1.
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By substracting Eqs. (C.2), (C.3) with (C.4), and later by applying the Fourier transform Fx {·} in x and
Laplace transform Lt {·} in t, one obtains( s
D
+ ω2x
)
∆Cˆσ(ωx, z, s) =
∂2∆Cˆσ
∂z2
(ωx, z, s) (C.10a)
∂∆Cˆσ
∂z
(ωx, H, s) = 0 (C.10b)
−D∂∆Cˆσ
∂z
(ωx, 0, s) = ∆Φˆ(ωx, s) (C.10c)
where ωx is the Fourier variable, s is the Laplace variable and
∆Cˆσ = LtFx {∆cσ} ∆cσ(x, z, t) = cσ(x, z, t)− cσ,0(x, z)
∆Φˆσ = LtFx {∆φσ} ∆φσ(x, t) = φσ(x, t)− φσ,0(x)
This system of equations has no singularity in ωx = 0 and therefore requires no special analysis. Then the
change in concentration of species σ is given by
∆Cˆσ(ωx, z, s) = Gφ
(
H − z, s
D
+ ω2x
) ∆Φˆσ
D
(ωx, s) (C.11)
By using the time-scaling and frecuency-shifting properties of the Laplace transform and by taking the inverse
Laplace transform, the solution is obtained only in the Fourier domain
∆cˆσ(ωx, z, t) = gφ(H − z,Dt)e−ω2xDtD ∗ ∆φˆσ
D
(ωx, t) (C.12)
where ∗ represents the time convolution, ∆cˆσ = Fx {∆cσ} and gφ = L−1t {Gφ} equals to
gφ(z, t) =
1
H
[
1 + 2
∞∑
k=1
(−1)ke−k2pi2t/H2 cos(kpiz/H)
]
(C.13)
and it is given by the Laplace inverse of Gφ in Eq. (C.6). This Laplace inverse corresponds to the 4th elliptic
theta function and it can be obtained from tables such as [30, p.218] or [31, Eq. (20.10.5)].
Theorem Appendix C.4. The concentration of the species σ ∈ {O,R} in a finite height cell, as described
in Appendix C.1, is given by
cσ(x, z, t) = ∆cσ(x, z, t) + cσ,0(x, z)
where Fourier transform (in the x-coordinate) of the change in concentration ∆cσ is determined by Eqs.
(C.12) and (C.13), and the Fourier transform (in the x-coordinate) of the initial concentration cσ,0 is given
by Eq. (C.7), provided that the following limit exists
lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
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Theorem Appendix C.5. If a cell like the one described in Appendix C.1 is considered and the following
limit exists
lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
then the horizontal integral of the concentration cσ(x, z, t) = ∆cσ(x, z, t) + cσ,0(x, z) is given by∫ ∞
−∞
cσ(x, z, t)− c¯σ,0 dx = (C.14)
lim
ωx→0
φˆσ,0(ωx)/D
ωx sinh(ωxH)
+ gφ(H − z,Dt) ∗
∫ ∞
−∞
φσ(x, t) dx
This result is due to evaluation of Eq. (C.12) in ωx = 0 and the incorporation of Eqs. (C.8) and (C.9).
Appendix C.4. Concentration in a periodic finite height cell in terms of the generation rate of species
The results in the previous sections hold for any finite height cell that allows Fourier transform in the
x-coordinate of the concentrations. In this section the results are restricted only to periodic finite height cells
(periodic in the x-coordinate), but could be extended to the non-periodic case provided a careful analysis is
done for ωx = 0 and its neighbourhood.
If a finite height cell as described in Appendix C.1 is considered, where the concentrations of the species
are periodic in the x-coordinate with period P , then the generation rate at the bottom boundary φσ(x, t) =
∆φσ(x, t) + φσ,0(x) must be periodic as well and can be written in terms of its Fourier series (note that the
property in Eq. (C.8) has been considered)
∆φσ(x, t) =
∞∑
n=−∞
En {∆φσ} (t) ein2pix/P (C.15a)
φσ,0(x) =
∑
n 6=0
En {φσ,0} ein2pix/P (C.15b)
En {·} = 1
P
∫ P/2
−P/2
{·} e−in2pix/P dx (C.15c)
where the Fourier transforms are given by
∆φˆσ(ωx, t) =
∞∑
n=−∞
En {∆φσ} (t) 2piδ
(
ωx − n2pi
P
)
(C.16a)
φˆσ,0(ωx) =
∑
n 6=0
En {φσ,0} 2piδ
(
ωx − n2pi
P
)
(C.16b)
and the Laplace-Fourier transform is given by
∆Φˆσ(ωx, s) =
∞∑
n=−∞
En {∆Φσ} (s) 2piδ
(
ωx − n2pi
P
)
(C.17)
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Appendix C.4.1. Concentration in steady state
For the case of a periodic finite height cell, the values in steady state (t → +∞) can be computed from
the Eqs. (C.7) and (C.11).
In the case of the initial concentration, Eq. (C.7) is considered and the generation rate in Eq. (C.16) is
applied. Later, by using the Fourier inverse the following result is obtained
cσ,0(x, z) = c¯σ,0 +
∑
n 6=0
aσ,0n (z) e
in2pix/P
aσ,0n (z) = Gφ
(
H − z, n2 4pi
2
P 2
)
En
{
φσ,0
D
}
In the case of the change in concentration, take first Eq. (C.11) and apply the periodic generation rate in
Eq. (C.17)
∆Cˆσ(ωx, z, s) =
∞∑
n=−∞
∆Aσn(z, s) 2piδ
(
ωx − n2pi
P
)
∆Aσ0 (z, s) = Gφ
(
H − z, s
D
)
E0
{
∆Φσ
D
}
(s)
∆Aσn(z, s) = Gφ
(
H − z, s
D
+ n2
4pi2
P 2
)
En
{
∆Φσ
D
}
(s)
later, apply the final value theorem of the Laplace transform and take the Fourier inverse to obtain
∆cσ(x, z,+∞) =
∞∑
n=−∞
∆aσn(z,+∞) ein2pix/P
∆aσ0 (z,+∞) = lim
s→0
sGφ
(
H − z, s
D
)
lim
s→0
s
1
s
E0
{
∆Φσ
D
}
(s)
∆aσn(z,+∞) = Gφ
(
H − z, n2 4pi
2
P 2
)
En
{
∆φσ
D
}
(+∞)
Notice that
lim
s→0
sGφ
(
H − z, s
D
)
=
D
H
lim
s→0
s
1
s
E0
{
∆Φσ
D
}
(s) =
∫ +∞
0−
1
P
∫ P/2
−P/2
∆φσ
D
(x, t) dxdt
and due to Eq. (C.8)∫ P/2
−P/2
φσ,0(x) dx =
∫ +∞
−∞
φσ,0(x) dx = 0
Theorem Appendix C.6. If a cell like the one described in Appendix C.1 is considered, the concentration
is periodic with period P and the following integral converges
1
H
∫ +∞
0−
1
P
∫ P/2
−P/2
φσ(x, t) dxdt
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then the steady state concentration of species σ cσ(x, z,+∞) = ∆cσ(x, z,+∞) + cσ,0(x, z) is given by
cσ(x, z,+∞) = c¯σ,0 +
∞∑
n=−∞
aσn(z,+∞) ein2pix/P
aσ0 (z,+∞) =
1
H
∫ +∞
0−
1
P
∫ P/2
−P/2
φσ(x, t) dx dt
aσn(z,+∞) = Gφ
(
H − z, n2 4pi
2
P 2
)
En
{
φσ
D
}
(+∞)
where the following limit is a necessary condition
lim
t→+∞
1
P
∫ P/2
−P/2
φσ(x, t) dx = 0
Appendix C.4.2. Concentration for constant generation rate
For the case of a periodic finite height cell, the response in time domain can be obtained from the Eq.
(C.12). In order to avoid problems of convergence, it is assumed that the following integral is zero
1
P
∫ P/2
−P/2
φσ(x) dx =
1
P
∫ P/2
−P/2
∆φσ(x) dx = E0 {∆φσ} = 0
After evaluating Eq. (C.12) by using Eq. (C.16) and taking the Fourier inverse, one obtains the following
result in time domain
∆cσ(x, z, t) =
∑
n 6=0
∆aσn(z, t)e
in2pix/P
∆aσn(z, t) = gφ(H − z,Dt)e−n
24pi2Dt/P 2D ∗ En
{
∆φσ
D
}
(t)
where ∗ is the time convolution and gφ is defined in Eq. (C.13).
If the generation rate of the species σ is constant in t ∆φσ(x, t) = ∆φσ(x), then the following integral is
also constant in t En {∆φσ/D} (t) = En {∆φσ/D}. By this mean the coefficient ∆aσn(z, t) is obtained simply
by integration
∆aσn(z, t) =
∫ Dt
0−
gφ(H − z, u)e−n24pi2u/P 2 du · En
{
∆φσ
D
}
After a ‘sufficiently long time’ (t → +∞), the dynamics of the periodic cell is complete and the concen-
tration reaches the steady state described by the coefficient
∆aσn(z,+∞) = Gφ
(
H − z, n2 4pi
2
P 2
)
· En
{
∆φσ
D
}
Theorem Appendix C.7. Consider a cell like the one described in Appendix C.1, where the concentration
is periodic with period P , the generation rate φσ(x) is constant in t and the following integral holds
1
P
∫ P/2
−P/2
φσ(x) dx = 0
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then the time response of the change in concentracion is given by
∆cσ(x, z, t) =
∑
n 6=0
∆aσn(z, t)e
in2pix/P
∆aσn(z, t) =
∫ Dt
0−
gφ(H − z, u)e−n24pi2u/P 2 du · En
{
∆φσ
D
}
And after a sufficiently long time (t→ +∞), it converges to steady state.
The time required to reach the steady state (after the step in generation rate has been applied) can be
calculated from ∆cσ(x, z, t), which consists of a double summation (in the indexes n and k)
∆cσ(x, z, t) =
∑
n 6=0
∆aσn(z, t)e
in2pix/P
∆aσn(z, t) = En
{
∆φσ
D
}
· D
H
[
1− e−n24pi2Dt/P 2
n24pi2D/P 2
+
2
∞∑
k=1
(−1)k 1− e
−[n24pi2/P 2+k2pi2/H2]Dt
[n24pi2/P 2 + k2pi2/H2]D
cos(kpi(H − z)/H)
]
Note that this double summation consists of exponential modes
exp
(
−
[
n2
4pi2
P 2
+ k2
pi2
H2
]
Dt
)
= exp
(
−
[
n2 + k2
P 2
4H2
]
4pi2
P 2
Dt
)
and their evolution in time is determined by the time parameter
τφ =
P 2
4pi2D
The exponential modes with lower n and k indexes decay slowly with time, and together with τφ they are
determinant in the time required to reach steady state.
Consider the case when 2H/P < 1/2 and t > τφ. Here the exponential modes with |n| ≥ 1 and |k| ≥ 1
may be considered extinct since they are bounded by
exp
(
−
[
n2 + k2
P 2
4H2
]
4pi2
P 2
Dt
)
< exp(−[n2 + 4k2]) ≥ e−5 ≈ 0.7%
Because of the fast convergence of the previous double summation (due to the squared indexes n2 and k2), the
terms with large n and k can be neglected so the error with respect to the steady state can be approximated
by using only |n| = 1
∆cσ(x, z, t)−∆cσ(x, z,∞) ≈ − 1
H
e−4pi
2Dt/P 2
4pi2/P 2
∑
|n|=1
En
{
∆φσ
D
}
ein2pix/P
This means that the error with respect to the steady state decays following the exponential mode exp(−4pi2Dt/P 2),
therefore this can be used as an indicator for the time to reach the steady state Tφss
Tφss ∝ τφ
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Tφss can be chosen as 4τφ, 5τφ or 6τφ, since the exponential mode exp(−4pi2Dt/P 2) decays to approximately
1.8%, 0.7% and 0.2% respectively.
Theorem Appendix C.8. Consider a cell like the one described in Appendix C.1, where the concentration
is periodic with period P , the generation rate φσ(x) is constant in t and the following integral holds
1
P
∫ P/2
−P/2
φσ(x) dx = 0
If the ratio 2H/P < 1/2 is satisfied, then for t > τφ the error with respect to the steady state decays following
the exponential mode exp(−4pi2Dt/P 2) and it is given by
∆cσ(x, z, t)−∆cσ(x, z,∞) ≈ − 1
H
e−4pi
2Dt/P 2
4pi2/P 2
∑
|n|=1
En
{
∆φσ
D
}
ein2pix/P
and thus the time to reach steady state Tφss is proportional to
Tφss ∝ τφ =
P 2
4pi2D
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