Abstract. We study a stochastic extended Korteweg -de Vries equation driven by a multiplicative noise. We prove the existence of a martingale solution to the equation studied. The proof of the solution is based on two approximations of the problem considered and the compactness method.
Existence of martingale solution
Let Ω, F , {F t } t≥0 , P be a probability space with filtration. We consider initial value problem for Korteweg -de Vries type equation (2.1)      du(t, x) + u 3x (t, x) + u(t, x)u x (t, x) + u(t, x)u 3x (t, x) + 3u x (t, x)u 2x (t, x) dt = Φ (u(t, x)) dW (t), u(0, x) = u 0 (x).
In (2.1), W (t), t ≥ 0, is a cylindrical Wiener process adapted to the filtration {F t } t≥0 , u 0 ∈ L 2 (R) is a deterministic function, u(ω, ·, ·) : R + × R → R for all ω ∈ Ω. Moreover, we assume that |u(t, x)| + |u| L 2 (R) < λ < ∞, λ > 0, for all t ∈ R + and x ∈ R, what reflects finitnes of solutions to deterministic version of the equation (2.1) (see, e.g., [10, 21, 22] ). The operator Φ is a continuous mapping from
, the space of Hilbert-Schmidt operators from L 2 (R) to itself. The operator Φ is such that for any u ∈ H 2 (R) the following conditions hold:
there exist such functions a, b ∈ L 2 (R) with compact support, that the mapping (2.3)
Definition 2.1. We say that the problem (2.1) has a martingale solution on the interval [0, T ], T > 0, if there exists a stochastic basis (Ω, F , {F t } t≥0 , P, {W t } t≥0 ), where {W t } t≥0 is a cylindrical Wiener process, and there exists the process {u(t, x)} t≥0 adapted to the filtration {F t } t≥0 with trajectories belonging to the space for any t ∈ [0, T ] and v ∈ H 1 loc (R). Now, we are able to formulate the main result of the paper.
R) and T > 0 there exists a martingale solution to (2.1) with conditions (2.2) and (2.3). Moreover, u has trajectories in
Lemma 2.3. For any ε > 0 there exists a martingale solution to the problem (2.4) with conditions (2.2) and (2.3).
Lemma 2.4. There exists ε 0 > 0, such that
loc (R)). Proofs of Lemmas 2.3, 2.4 and 2.5 are given in section 3. Substitute in Prohorov's theorem (e.g., see Theorem 5.
loc (R)) and K := {L (u ε )} ε>0 . Since K ⊂ P(S) is tight in S, then it is sequentially compact, so there exists a subsequence of {L (u ε )} ε>0 converging to some measure µ inK .
Because {L (u ε )} ε>0 is convergent, then it is also weakly convergent. Therefore in Skorohod's theorem (e.g., see Theorem 6.7 in [1] ) one can substitute µ ε := {L (u ε )} ε>0 , µ := lim ε→0 µ ε . Then there exists a space (Ω,F , F t t≥0 ,P) and random variablesū ε ,
u with values in
Additionally,ū
. Let x ∈ R be fixed and denote
Additionaly, because Φ is a continuous operator in topology L 2 loc (R) and (2.7) holds, therefore if ε → 0, then
ThenM (t) is also a square integrable martingale adapted to the filtration σ {ū(s), 0 ≤ s ≤ t} with quadratic variation equal
Then there exists a processM (t) = t 0 Φ(ū(s, x))dW (s), such thatM(t) =M (t),P − a.s., and
This implies
, what finishes the proof of Theorem 2.2 .
Proofs of Lemmas 2.4 and 2.5
Proof of Lemma 2.4. Let p : R → R, be a smooth function fulfilling conditions
where
We use the following estimates from [4, p.242]. There exist
Similarly as above, one has
In consequence we have
Let {e 1 } i∈N be an orthonormal basis in L 2 (R). Then there exists a constant
Due to (3.3) and (3.4) we have
Let ε 0 > 0 be fixed. Then for all 0 < ε < ε 0 one has
what proves (2.5). Moreover one has
what proves inequality (2.6).
Proof of Lemma 2.5. Let k ∈ N be arbitrary fixed and let 0 < ε < ε 0 . Then (3.5)
There exists a constant
Therefore, due to Lemma 2.4, we can write
So, there exists a constant C 4 (k) > 0, such that
. Now, we use the result from [4, p.243 ]. There exists a constant C 5 (k) > 0, that the following inequality holds
Due to Lemma 2.4 there exists a constant C 9 (k) > 0, that we can write
Then, there exists a constant C 10 (k) > 0, such that
Lemma 2.4 implies the existence of a constant C 13 > 0, such that
So, there exists a constant
Due to Lemma 2.4 there exists a constant C 17 (k) > 0, such that
Φ(u(s, x)) dW (s) and for all p ≥ 1 and α < 1 2 there exists a constant C 22 (p, α) > 0, such that
ds .
Then, due to condition (2.2), there exists a constant C 23 > 0, that
Substitution in the above inequality p := 1 yields
Let β ∈ 0, 1 2 and α ∈ β + 1 2
, ∞ be arbitrary fixed. Note, that the following inclusion relations hold
Then, there exists a constant C 25 (α) > 0, such that
So, there exist constants
Let η > 0 be arbitrary fixed. Due to Lemma 2.4 there exists a constant
) and using Markov inequality [19, p. 114] for
Let K be the following mapping for η > 0:
is an increasing sequence of positive numbers, which can, but does not have to, depend on η. Note, that due to [4, Lemma 2.1], the set K(η) is compact for all η > 0. Moreover, P {K (η)} > 1 − η, then the family L (u ε ) is tight.
Proof of Lemma 2.3
Proof. Let {e i } i∈N be an orthonormal basis in space L 2 (R). Denote by P m , for all m ∈ N, the orthogonal projection on Sp(e 0 , ..., e m ). Consider finite dimensional approximation of the problem (2.4) 
where θ ∈ C ∞ (R) fulfils conditions
Let m ∈ N be arbitrary fixed and
Note, that where λ ∈ [0, 1], so 3J 3 ≤ 3 |u m,ε (t, x)u m,ε
Additionally, due to the condition (2.2), there exist constants κ 1 , κ 2 > 0, such that
Therefore, from [9, Prop. 3.6 and 4.6], when b(u(t, x)) and σ(u(t, x)) are as above, for all m ∈ N, there exists a martingale solution to (4.1). Moreover, applying the same methods as in section 3 one can show that for all m the following inequalities hold
≤C 1 (ε), (4.4) 
