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In this paper we demonstrate the necessity of including the generally omitted collective mode
contributions in calculations of the Meissner effect for non-uniform superconductors. We consider
superconducting pairing with non-zero center of mass momentum, as is relevant to high transition
temperature cuprates, cold atoms, and quantum chromodynamic superconductors. For the concrete
example of the Fulde-Ferrell phase we present a quantitative calculation of the superfluid density,
showing the collective mode contributions are not only appreciable but that they derive from the
amplitude mode of the order parameter. This latter mode (related to the Higgs mode in a charged
system) is generally viewed as being invisible in conventional superconductors. However, our analysis
shows that it is extremely important in pair-density wave type superconductors, where it destroys
superfluidity well before the mean-field order parameter vanishes.
There is a strong current interest in collective modes
in superconductors in large part stimulated by the ex-
citement surrounding the discovery of the Higgs boson
[1]. Nevertheless, there is a widespread belief that ob-
serving these modes, directly or indirectly, is particularly
challenging [2, 3]. As a result they only infrequently ap-
pear in condensed matter physics [4–10]. In this paper
we show that in a class of very topical superconductors,
collective mode effects associated with the amplitude of
the order parameter play an essential role in the most
fundamental quantity, the superfluid density tensor nijs .
The superconductors in question are those which have a
“pair-density wave” order parameter. These are a large
class of superconductors exhibiting pairing of electrons
at non-zero center of mass momentum Q. Much atten-
tion has focused on these systems from the perspective of
high temperature superconductivity (in condensed mat-
ter physics [11, 12]) and quantum chromodynamics (in
particle physics [13]).
For this class of superfluids, the collective mode con-
tribution to the superfluid density has been largely ig-
nored in previous literature [14, 15], with the exception
of the original calculation of the electromagnetic current
by Larkin and Ovchinnikov [16]. Discussion of this effect
can also be found in Ref. [17] for a different situation
involving non s-wave superconductors. In both cases the
size and specific nature of the collective mode contribu-
tions was not accessible.
We provide two different, but related, derivations of
the superfluid density for the tractable case of the Fulde-
Ferrell (FF) superfluid [18]. Importantly, this enables us
to compute numerical values for the sizeable collective
mode effects in nijs . The first method is based on us-
ing the Ward-Takahashi identity in the Kubo formalism,
while the second method is based on studying the equi-
librium current. In both approaches particle number is
manifestly conserved and gauge invariance is maintained.
Through the first approach we find that amplitude col-
lective modes drive the superfluid density (along the di-
rection parallel to Q) to zero at temperatures lower than
those associated with the vanishing of the mean-field or-
der parameter.
Before giving these more complete calculations, here
we provide a general argument for the necessity of in-
cluding collective mode effects in non-uniform supercon-
ductors. The origin of collective mode contributions to
the Meissner effect [16, 17] lies in the fact [19] that, in
the presence of a vector potential Aµ, the order parame-
ter ∆ will depend on Aµ through the gap (saddle-point)
equation [9]. A series expansion of ∆[A], in powers of
Aµ, is thus
∆[A] = ∆(0)[A = 0] + ∆(1)[A] +O(A2). (1)
Here ∆(0) is the order parameter in the absence of Aµ
and ∆(1) is a correction linear in Aµ. It is this term
which gives rise to the rarely discussed collective mode
contributions to the superfluid density. Since ∆(1) is a
scalar quantity, it can depend on only scalar, linear func-
tions of Aµ. Therefore, in a uniform superfluid ∆(1) is
a function of only ∇ · A [20]. Thus, if one chooses the
(“transverse”) gauge such that ∇ ·A = 0, the collective
mode contribution ∆(1) vanishes identically [19].
However, for a non-uniform system there are other
scalar, linear functions of Aµ. In particular, for a pair-
density wave superfluid with pairing vector Q, ∆(1) can
depend on other scalar, linear quantities such as A ·Q.
Hence, for this non-uniform superfluid, even in the gauge
where ∇ · A = 0, ∆(1) may still be non-zero. In prin-
ciple, this allows for a collective mode contribution to
the superfluid density. [For future use in the discus-
sion below, we define ∆(1) = (d∆[A]/dAµ)|A=0Aµ =∫
dq Πµ(q)Aµ(q).]
To illustrate this effect, we implement this argument
for the specific case of the Fulde-Ferrell [18] superfluid.
For simplicity the FF pairing vector is assumed to be
Q = Qzˆ. In the FF phase specifically, both a continuous
rotational and global gauge symmetry are spontaneously
broken. Similarly discrete time-reversal symmetry is also
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2spontaneously broken. However, gauge invariant observ-
ables are translationally invariant [21]. Due to the un-
derlying rotational symmetry of the FF state, the super-
fluid density vanishes along the directions transverse to
Q. Hence nxxs = n
yy
s = 0, and thus only n
zz
s needs to
be considered [21]. As has been posited [18], and will be
shown in more detail below, the superfluid density can
be written as
∂jz
∂Q
∣∣∣∣
µ,h
=
1
2
(
nzzs
m
)
, (2)
where jz(Q) is the equilibrium current.
It is useful to express Eq. (2) in terms of the
mean-field thermodynamic potential Ω, where jz(Q) =
2 (∂Ω/∂Q)|µ,h,∆. The mean-field values of the chemi-
cal potential, gap, magnetic field, and pairing vector are
denoted by µ0,∆0, h0, and Q0 respectively. The saddle-
point condition which determines Q0 is then j
z(Q0) = 0.
Similarly, the saddle-point condition which determines
∆0 is (∂Ω/∂∆)|µ,h,Q = 0. In terms of Ω, Eq. (2) be-
comes
∂jz
∂Q
∣∣∣∣
µ,h
= 2
[
∂2Ω
∂Q2
∣∣∣∣
µ,h,∆
−
(
∂2Ω
∂∆∂Q
)2
/ ∂
2Ω
∂∆2
∣∣∣∣
µ,h,Q
]
,
(3)
where both saddle-point equations, and the symmetry of
mixed partial derivatives has been used.
Equation (3) indicates that there are two contribu-
tions to the superfluid density. The first is the con-
ventional “bubble” term (which is usually assumed to
be sufficient) and the second represents the collective
mode contribution required for gauge invariance. Im-
portantly, a stability inequality for the FF superfluid
based on the thermodynamic potential curvature [22–24]
is equivalent to requiring that both nzzs , as derived above,
and
(
∂2Ω/∂∆2
)∣∣
µ,h,Q
are positive. From this, it follows
that for a stable FF superfluid the collective mode con-
tribution always acts to reduce the overall size of the
superfluid density. The above arguments, however, still
do not indicate how large the magnitude of this effect is.
In this paper the collective-mode contribution will be
shown to be appreciable; this underlines the inadequacy
of including only the so-called bubble term [14, 15].
Equally important is the nature of these collective mode
corrections. For the FF superfluid we will show that they
derive from the amplitude mode of the order parameter.
This mode is thought to be rather invisible in conven-
tional superconductors [2]. Nevertheless we demonstrate
how it arises to ensure the electromagnetic (EM) response
is manifestly gauge invariant. In this way, it importantly
affects the superfluid density in pair-density wave super-
conductors. Readers uninterested in the technical details
can skip to the numerical results for a simple understand-
ing of our main results.
Mean-field formalism.– The FF mean-field Hamilto-
nian, in the ψTk = (ck,↑, c
†
−k+Q,↓) basis, is HFF =
∑
k ψ
†
kHFFψk, where [25]
HFF =
(
ξk,↑ −∆
−∆∗ −ξk−Q,↓.
)
. (4)
Here an irrelevant constant −∑k ξk−Q,↓ has been ig-
nored. The notation is as follows: the dispersion re-
lation is defined by ξk,σ = k
2/2m − µσ, where µσ is
the fermionic chemical potential for a species with spin
σ =↑, ↓, m is the fermion mass, and ∆ denotes an s-
wave pairing gap. It is useful to define µ = 12 (µ↑ + µ↓)
and h = 12 (µ↑ − µ↓). The dispersion relations are then
written compactly as ξkQ = (1/2m)[k
2 + (Q/2)2] − µ,
E2kQ = ξ
2
kQ + ∆
2, hkQ = h− k ·Q/2m. Throughout the
paper ~ = kB = c = 1.
The inverse Nambu Green’s function is then G−1 =
iωn − HFF, where iωn is a fermionic Matsubara fre-
quency. The inverse bare Green’s function is defined by
G−10,σ(k) = iωn − ξk. Thus, the off diagonal Gorkov func-
tion is G12(k) = ∆G0,↓(−k + Q)G↑(k), where the (spin-
up) Green’s function is G↑(k) = G11(k). Note that Greek
indices denote spacetime coordinates: µ = (t, x, y, z);
whereas Roman indices denote spatial coordinates: i =
(x, y, z). Here Qµ = (0,Q). Explicit calculation then
gives the full Green’s function which has appeared in the
literature [14, 25]. Using this, the particle number is
n =
∑
σ
∑
kGσ(k), where
∑
k ≡ β−1
∑
iωn
∑
k with β
being inverse temperature.
From Dyson’s equation, G−1σ (k) = G
−1
0,σ(k) − Σσ(k),
the self energy is Σσ(k) = −|∆|2G0,σ¯(−k + Q). An im-
portant identity is then G12(k˜) = ∆G0,↓(−k˜−)G↑(k˜+) =
∆G0,↑(k˜+)G↓(−k˜−). [For convenience, we have defined
k˜µ± ≡ kµ ±Qµ/2.]
We now study the EM response of this superfluid. For
the issue of primary concern in this paper (the superfluid
density) the distinction between neutral and charged su-
perfluids is irrelevant. For the purposes of simplicity, our
general equations are for neutral superfluids. We apply
linear response theory, where, a fictitious vector potential
Aµ is applied, and at the end of the calculation Aµ → 0.
The EM current is jµ(q) = Kµν(q)Aν(q), where K
µν(q)
is the EM response kernel. The response kernel can also
be expressed as Kµν(q) = Pµν(q) + (n/m)δµν(1 − δµ,0)
(with µ and ν not summed over) where the EM response
functions are denoted by Pµν(q). In the Kubo formalism
the EM response functions for a superfluid are
Pµν(q) =
∑
σ
∑
k
Gσ(k+)Γ
µ
σ(k+, k−)Gσ(k−)γ
ν
σ(k−, k+).
(5)
Here qµ = (iΩm,q), with iΩm a bosonic Matsubara fre-
quency. The quantity Γµ(k+, k−) denotes the full EM
vertex, where the incoming (outgoing) momentum is k+
(k−), with k
µ
± ≡ kµ ± qµ/2 . To determine the full
vertex Γµ(k+, k−), we apply the Ward-Takahashi iden-
tity (WTI) [26]: qµΓ
µ
σ(k+, k−) = G
−1
σ (k+) −G−1σ (k−) =
3qµγ
µ
σ (k+, k−) + Σσ(k−) − Σσ(k+). This is an exact re-
lation in quantum field theory which relates the single
particle Green’s function to the full vertex. It is a gauge
invariant statement and here it reflects the underlying
global U(1) gauge symmetry. Furthermore, satisfying
the WTI ensures conservation of particle number (or
charge in the charged superfluid case). The bare WTI,
qµγ
µ
σ (k+, k−) = G
−1
0,σ(k+) − G−10,σ(k−), is satisfied by the
bare vertex γµσ (k+, k−) = (1,k/m).
In the limit qµ → 0, the WTI reduces to the Ward
identity: Γµσ(k, k) = γ
µ
σ (k, k) − (∂Σσ(k)/∂kµ). The sec-
ond term diagrammatically represents a vertex insertion
in the self energy. This relation then importantly shows
that the full vertex can be obtained by performing all
possible vertex insertions in the full Green’s function
[26, 27]. Due to the spontaneous symmetry breaking
of the global U(1) symmetry, a collective mode vertex
Πµ(q) (Π¯µ(q)) can be inserted into the order parameter
∆ (∆∗). After these vertex insertions, the full vertex can
be determined exactly. Importantly, the collective mode
effects enter in the superfluid density via the combination(
∆∗Πµ(0) + ∆Π¯µ(0)
)
.
Now we show that it is the amplitude rather than
phase mode which is important to the calculation of the
FF superfluid density. The collective mode vertices are
self-consistently determined from the gap equation and,
for qµ 6= 0, satisfy qµΠµ(q) = 2∆, qµΠ¯µ(q) = −2∆∗.
Note that, as qµ → 0, the right hand side of these
expressions remains finite, and so must the left hand
side. It follows that Πµ(q) and Π¯µ(q) are singular in
the qµ → 0 limit. This pole corresponds to the phase
mode of the gap; equivalently it reflects the Nambu-
Goldstone boson associated with the spontaneous sym-
metry breaking of global U(1). On the other hand, note
that qµ
(
∆∗Πµ(q) + ∆Π¯µ(q)
)
= 0. This identity is non-
singular in the qµ → 0 limit, and reflects the fact that
∆∗Πµ(q)+∆Π¯µ(q) does not have a zero momentum pole.
Thus, this quantity corresponds to the amplitude mode
of the gap.
The gap equation for an FF superfluid is ∆/g =
∆
∑
σ
∑
kG0,↓(−k+Q)G↑(k) =
∑
σ
∑
k G12(k˜) [25]. Ex-
pressing this equation diagrammatically allows one to
perform all vertex insertions on both the gaps (∆, ∆∗)
and on the bare and full Green’s functions. This pro-
cedure then leads to the explicit form of the collective
mode vertices Πµ, Π¯µ, as shown explicitly in the Supple-
mental Material. From this analysis one can then obtain
the zero momentum limit of the quantity ∆∗Πz + ∆Π¯z
of importance here.
Note that ∆ is a function of the FF pairing vector Q,
and by differentiating the gap equation with respect to
Q (at fixed µ and h) one can obtain (∂|∆|2/∂Q)∣∣
µ,h
. An
explicit calculation then gives the following important
identity (for ∆ 6= 0):
∆∗Πz(0) + ∆Π¯z(0) = P z0 /M0 = 2 (∂|∆|2/∂Q)
∣∣
µ,h
. (6)
The order of limits in which frequency and momentum
are taken to zero is important; frequency iΩm and q
z are
set to zero, and then qx, qy → 0. In the following sec-
tion this will be clarified. The quantities P z0 and M0 are
generalized three-particle and four-particle Green’s func-
tions, respectively, which are defined in the next section.
The generalized Green’s functions in Eq. (6) also appear
in a similar form in the work of Larkin and Ovchinnikov
[16] and Millis [17]. Finally, note that when Q = 0,
P z0 = 0, and thus this collective mode term does not
contribute for a homogeneous superfluid.
Superfluid density derivation via Kubo formula.– In
this section we use the Kubo formula and Eq. (5) to de-
rive the superfluid density tensor:
(nijs /m) = (n/m)δ
ij + P ij(ω = 0,q→ 0). (7)
Note that, the order of limits in the above expression is
crucial. To compute nijs , first set ω = q
i = qj = 0, then
take qk → 0, where k 6= i, j. The collective modes are
contained within the second term.
Evaluating this expression we find(
nijs
m
)
=
∑
k
∆2
E2kQ
(
Xk
EkQ
− βYk
)
(k˜i−/m)(k˜
j
+/m)
− δizδjz(P z0 )2/M0. (8)
where we define Xk ≡ D−1 sinh(βEkQ), and
Yk ≡ D−2(1 + cosh(βEkQ) cosh(βhkQ)) with D ≡
cosh(βEkQ) + cosh(βhkQ).
The first term in Eq. (8) represents the usual
[14, 15] “bubble” contribution, due to bubble terms
in both (n/m)δij and P ij(0). The second term
represents the collective mode contribution arising
solely from P ij(0). As an important check we note
that Eq. (8) is identical to Eq. (2) and Eq. (3),
where explicit calculation shows that the bubble
term is 4 (∂2Ω/∂Q2)
∣∣
µ,h,∆
and (∂2Ω/∂∆∂Q) =
−∆P z0 , (∂2Ω/∂∆2)
∣∣
µ,h,Q
= 4∆2M0. Here Ω = ∆
2/g −
β−1
∑
k {log[2 cosh(βEkQ) + 2 cosh(βhkQ)]− βξkQ} is
the mean-field thermodynamic potential [14, 24].
Note that the collective mode contribution is only
along the direction of the FF pairing vector, in agreement
with the general arguments presented earlier. Direct cal-
culation shows that nijs is diagonal, with n
xx
s = n
yy
s = 0,
as required by symmetry.
Superfluid density derivation via equilibrium current.–
A verification of this Kubo analysis and the collective
mode contributions can be made in a slightly simpler
fashion. Here we derive the superfluid density in the
direction along the FF pairing vector using only the
equilibrium current and its partial derivative with re-
spect to Q. The equilibrium current in the z-direction is
jz(Q) =
∑
σ
∑
k(k˜
z
+/m)Gσ(k˜). This expression follows
from jz = 2 (∂Ω/∂Q)|µ,h,∆. By symmetry the mean-field
currents in the other directions vanish: jx = jy = 0.
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FIG. 1. Superfluid density as a function of temperature for
the FF phase at unitarity. The polarization p = (n↑−n↓)/n is
set to p = 0.75 and the inverse scattering length is 1/kF a = 0.
The blue curve is the full expression for nzzs /n while the red
curve is the bubble contribution alone. The green curve is
nxxs /n; in this case there are no collective modes.
In what follows it will be important to fix µ
and h, and to consider the Q-dependence of only
the gap: ∆(Q). The following lemma, whose proof
is given in the Supplemental Material, will also be
required: (∂G−1σ (k˜+)/∂Q)
∣∣∣
µ,h
= −(1/2)Γzσ(k˜+, k˜+).
The partial derivative of jz can now be computed.
Using the number equation n =
∑
σ
∑
kGσ(k),
along with the aforementioned Lemma, the partial
derivative of jz is then (∂jz/∂Q)|µ,h = (n/2m) −∑
σ
∑
k(k˜
z
+/m)G
2
σ(k˜) (∂G
−1
σ (k˜+)/∂Q)
∣∣∣
µ,h
= (nzzs /2m).
Note that the above expression, which reproduces Eq. (2)
and Eq. (8), includes collective mode contributions aris-
ing through Γz(k˜+, k˜+).
Numerical Results.– In Fig. (1) the superfluid density
with collective mode effects (blue curve) is plotted as a
function of temperature for the case of a polarized su-
perfluid with p = 0.75 and interaction strength (via the
scattering amplitude) 1/kFa = 0. These parameters were
chosen because there are independent calculations in the
literature [24] claiming to establish a regime of stabil-
ity for this FF phase. There it was argued that the
thermodynamic potential must satisfy two conditions:
(∂2Ω/∂∆2)
∣∣
µ,h,Q
> 0 as well as the condition requiring
that the right hand side of Eq. (3) is positive. Impor-
tantly, this latter stability criterion is precisely equiva-
lent to nzzs being positive. Our independent calculations
yield a largest temperature for which the superfluid is
stable to be Tc/TF ∼ 0.6 − 0.65, in rough agreement
with Ref. [24] for the same input parameters. It should
be noted that, although we are in the strong interaction
regime, for quantitative purposes strict mean-field pa-
rameters are used in these plots. For numerical checks
we have verified that our mean-field solutions are global
minima of the thermodynamic potential [28] and that the
blue curve computed via Eq. (8) is numerically equiva-
lent to that computed via the equilibrium current using
Eq. (2).
The red curve in Fig. (1) is the bubble contribution
which is usually [14, 15] all that is considered. The green
curve plots the transverse superfluid density. As required
by symmetry, nxxs = 0 for all T < TQ for which the FF
pairing vector Q persists. When T ≥ TQ ∼ 0.2TF , the
FF phase ceases to exist and instead a Sarma superfluid
(with Q ≡ 0) exists. In this regime nzzs has no collective
mode contribution so that nzzs = n
xx
s = n
yy
s . This ex-
plains the small regime above TQ where n
xx
s > 0, which
persists until ∆ = 0 at T ∗. It can be noted that the ef-
fects of the collective modes are quite appreciable in this
plot. This follows because the bubble term is propor-
tional to (∆/EF )
2, whereas the collective mode term is
proportional to (Q/kF )
2. (Note though the integrands in
both expressions are somewhat different.) Near zero tem-
perature, with p = 0.75 and 1/kFa = 0, ∆/EF ∼ 0.16
whereas Q/kF ∼ 0.71. Thus qualitatively the collective
mode contribution is expected to be an important con-
tribution.
This figure encapsulates the important point that col-
lective modes of the order parameter can substantially
reduce the transition temperature from its mean-field
value. In this way a pairing gap persists above the tem-
perature at which the superfluid density disappears. This
is a variant on a particular pseudogap scenario in the high
Tc cuprates [29] which invokes phase rather than ampli-
tude collective mode contributions to suppress Tc relative
to its mean field value.
Conclusions.– In this paper we have computed the su-
perfluid density tensor nijs for the FF superfluid phase.
Importantly, we have shown (using multiple, distinct
theoretical frameworks) that widely neglected collec-
tive (amplitude) mode contributions cannot be ignored.
In general they will affect nijs for the broad class of
Q 6= 0 pair-density wave superconductors. Indeed, while
Fig. (1) was obtained using the specific microscopic ap-
proach of Fulde and Ferrell, we believe its qualitative
features (except for the behavior of the transverse super-
fluid density) are more generic. This figure suggests that
a conventional Landau Ginsburg expansion [16] may be
problematic. In a temperature range near but slightly
above Tc, the mean-field gap persists so that ∆ may not
be sufficiently small. Similarly, at temperatures near T ∗
where this parameter is appropriately small, the stable
phase has vanishing Q. This poses a challenge for future
work.
Given the intense interest in condensed matter obser-
vations of a Higgs mode, one can inquire as to what is
the relation between the amplitude mode evident in pair-
density wave superconductors and the Higgs mode in con-
densed matter [4–6, 8–10]. The Higgs mechanism is as-
5sociated with a charged system and the present theory of
the superfluid density, which depends on the amplitude
mode, is applicable to both charged and neutral super-
fluids. However, because we are considering the case of
zero frequency and zero wave number the Higgs mode
is not observed as a collective resonance. Nevertheless,
we have ascertained in this paper that its very existence
has important consequences for readily accessible physi-
cal quantities in pair-density wave superconductors.
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I. MEAN-FIELD FORMALISM
A. Green’s functions
The starting point for our study of Fulde-Ferrell superfluids is the mean-field Hamiltonian [1]:
HFF =
∑
k
[
ξk,↑c
†
k,↑ck,↑ + ξk−Q,↓c
†
−k+Q,↓c−k+Q,↓ + ∆c
†
−k+Q,↓c
†
k,↑ + ∆
∗ck,↑c−k+Q,↓
]
. (1)
The matrix representation of this Hamiltonian, in the ψTk = (ck,↑, c
†
−k+Q,↓) basis, is HFF =
∑
k ψ
†
kHFFψk, where
HFF =
(
ξk,↑ −∆
−∆∗ −ξk−Q,↓.
)
. (2)
Here we have ignored an irrelevant constant −∑k ξk−Q,↓. The inverse Nambu Green’s function is then G−1 =
iωn −HFF, where iωn is a fermionic Matsubara frequency. Performing the matrix inverse we obtain
G(k) = 1
(iωn − ξk,↑) (iωn + ξk−Q,↓)− |∆|2
(
iωn + ξk−Q,↓ −∆
−∆∗ iωn − ξk,↑.
)
. (3)
If we shift k → k + Q/2, then redefine Q → 2Q, this Nambu Green’s function agrees with Eq. (3) of Ref. [2].
The single particle Green’s function can then be found from the above equation. Namely, G↑(k) = G11(k) and
−G↓(−k +Q) = G22(k). If we perform this inversion, and define the bare Green’s function by G−10,σ(k) = iωn − ξk,σ,
then the full Green’s function is
G−1σ (k) = G
−1
0,σ(k)− Σσ(k), (4)
where the self energy is given by
Σσ(k) = −|∆|2G0,σ¯(−k +Q) = |∆|
2
iωn + ξk−Q,σ¯
. (5)
Here kµ = (iωn,k), Q
µ = (0,Q) and without loss of generality the FF pairing vector is assumed to be along the
zˆ-direction: Q = Qzˆ. The full Green’s function is thus
Gσ(k) =
(iωn + ξk−Q,σ¯)
(iωn − ξk,σ) (iωn + ξk−Q,σ¯)− |∆|2 . (6)
Similarly, from the Nambu Green’s function in Eq. (3) one has G12(k) = ∆G0,↓(−k+Q)G↑(k) = ∆G0,↑(k)G↓(−k+Q).
It will be convenient later to express the Gorkov function symmetrically by
G12(k +Q/2) = ∆G0,↓(−k +Q/2)G↑(k +Q/2) = ∆G0,↑(k +Q/2)G↓(−k +Q/2). (7)
For a polarized superfluid it is useful to define the chemical potential and effective magnetic field by
µ =
1
2
(µ↑ + µ↓) , (8)
h =
1
2
(µ↑ − µ↓) . (9)
2For convenience we shall need the following dispersion relations
ξkQ =
1
2m
(
k2 + (Q/2)2
)− µ, (10)
E2kQ = ξ
2
kQ + ∆
2, (11)
hkQ = h− k ·Q/2
m
, (12)
gkQ = h+
k ·Q/2
m
= h−k,Q. (13)
Our primary interest is for the case where ∆ = ∆∗, and here it has been assumed ∆ is real. The coherence factors of
the Green’s functions are then defined by
u2kQ =
1
2
(
1 +
ξkQ
EkQ
)
, (14)
v2kQ =
1
2
(
1− ξkQ
EkQ
)
. (15)
Similarly the poles of the Green’s functions are defined by
x1,↑ = EkQ − hkQ, (16)
x2,↑ = EkQ + hkQ, (17)
x1,↓ = EkQ + gkQ, (18)
x2,↓ = EkQ − gkQ. (19)
With the above definitions, it follows that the spin up and spin down Green’s functions are
G↑(k +Q/2) =
u2kQ
iωn − x1,↑ +
v2kQ
iωn + x2,↑
, (20)
G↓(k +Q/2) =
u2kQ
iωn − x1,↓ +
v2kQ
iωn + x2,↓
. (21)
In terms of the coherence factors, the Gorkov function is
G12(k +Q/2) = −ukQvkQ
(
1
iωn − x1,↑ −
1
iωn + x2,↑
)
. (22)
Finally, it will prove convenient when evaluating the superfluid density to define the following the expressions
Wk ≡ sinh(βhkQ)
cosh(βEkQ) + cosh(βhkQ)
, (23)
Xk ≡ sinh(βEkQ)
cosh(βEkQ) + cosh(βhkQ)
, (24)
Yk ≡ 1 + cosh(βEkQ) cosh(βhkQ)
[cosh(βEkQ) + cosh(βhkQ)]
2 , (25)
Zk ≡ sinh(βEkQ) sinh(βhkQ)
[cosh(βEkQ) + cosh(βhkQ)]
2 . (26)
The Xk and Yk expressions are the same definitions as given in Ref. [2], however, the Zk expression is slightly
modified. The Wk expression is our own definition.
B. Mean-field equations
For completeness here we summarize the four mean-field equations in Fermi units. The mean-field equation for the
gap ∆ [defined in Eq. (40)] is
∆
g
= ∆
∑
k
G0,↓(−k +Q)G↑(k) = ∆
∑
k
Xk
2EkQ
. (27)
3Regularizing this equation using m/(4pia) = −1/g+∑k(1/2k), and converting it into dimensionless form, then gives
0 = ∆
{
(kFa)
−1
+
1
pi
∫ ∞
0
dx x2
∫ pi
0
dθ sin(θ)
[
X˜k
E˜kQ
− 1
˜k
]}
. (28)
Here we defined x = k/kF , E˜kQ = EkQ/EF , h˜kQ = hkQ/EF , ˜k = k/EF , where EF is the Fermi energy and kF
is the Fermi wave vector. All expressions with a tilde (such as X˜k) are to be interpreted as having their dependent
variables normalized to Fermi units.
The mean-field equation for the FF pairing vector Q [defined in Eq. (78)] is
0 =
∑
σ
∑
k
(
k +Q/2
m
)z
Gσ(k +Q/2) =
∑
k
Q/2
m
[
1− ξkQ
EkQ
Xk +
kz
Q/2
Wk
]
. (29)
In terms of dimensionless variables, this equation becomes
0 = Q˜
∫ ∞
0
dx x2
∫ pi
0
dθ sin(θ)
[
1− ξ˜kQ
E˜kQ
X˜k +
k˜z
Q˜/2
W˜k
]
. (30)
The number equations are
nσ =
∑
k
Gσ(k +Q/2) =
1
2
∑
k
{
[1 + f(x1,σ)− f(x2,σ)]− ξkQ
EkQ
[1− f(x1,σ)− f(x2,σ)]
}
. (31)
In terms of dimensionless variables these become
nσ
n
=
3
8
∫ ∞
0
dx x2
∫ pi
0
dθ sin(θ)
{
[1 + f(x1,σ)− f(x2,σ)]− ξ˜kQ
E˜kQ
[1− f(x1,σ)− f(x2,σ)]
}
. (32)
Here we used k3F = 3pi
2n as the relation between particle number and the Fermi wave vector. The two number
equations can be rewritten as n =
∑
σ nσ and p = (n↑−n↓)/(n↑+n↓). By taking the sum and difference of Eq. (32),
we can then express these as two number equations:
4
3
=
∫ ∞
0
dx x2
∫ pi
0
dθ sin(θ)
[
1− ξ˜kQ
E˜kQ
X˜k
]
, (33)
4
3
p =
∫ ∞
0
dx x2
∫ pi
0
dθ sin(θ)W˜k. (34)
There are now four equations: Eq. (28), Eq. (30), Eq. (33), and Eq. (34) in four unknowns: µ,∆, h,Q. Thus for
fixed scattering length (1/kFa) and fixed polarization (p) we have a well-defined system of equations. To obtain the
correct ground state, the thermodynamic potential in Eq. (91) must also be minimized. Hence one can solve the
mean-field equations, and then restrict the region of parameter space to those that minimize Ω.
II. FULL VERTEX AND WARD-TAKAHASHI IDENTITY
In order to determine the full vertex and response functions in the superfluid phase, we apply the Ward-Takahashi
identity (WTI). The Ward-Takahashi identity for the full vertex Γµσ(k+, k−) is [3]
qµΓ
µ
σ(k+, k−) = G
−1
σ (k+)−G−1σ (k−),
= qµγ
µ
σ (k+, k−) + Σσ(k−)− Σσ(k+). (35)
Here kµ± = k
µ ± qµ/2, where qµ = (iΩm,q) with iΩm being a bosonic Matsubara frequency. This is an exact relation
in quantum field theory which relates the single particle Green’s function to the full vertex. It is a gauge invariant
statement and here it reflects the underlying global U(1) gauge symmetry. The bare WTI identity, qµγ
µ
σ (k+, k−) =
G−10,σ(k+)−G−10,σ(k−), is satisfied by the bare vertex γµσ (k+, k−) =
(
1, km
)
. In order to satisfy the WTI one must insert
all possible vertices into the self energy Feynman diagram [3, 4]. In Fig. (1) the self energy Feynman diagram for
Eq. (5) is shown.
4k+ k−
γµσ (k+, k−)
+
k+
G0,σ¯(−k+ +Q) G0,σ¯(−k− +Q)
k−
∆sc ∆
∗
sc
γµσ¯ (−k− +Q,−k+ +Q)
Γµσ(k+, k−) =
+
k+
G0,σ¯(−k− +Q)
k−
Πµ(q)
∆∗sc
+ k+
G0,σ¯(−k+ +Q)
k−
Π¯µ(q)
∆sc
Σσ(k) =
k kG0,σ¯(−k +Q)
∆ ∆∗
1
FIG. 1. Feynman diagram for the self energy Σσ(k) = −|∆|2G0,σ¯(−k + Q). Note that, the external lines for ∆ and ∆∗ are
merely for illustration. They carry no momentum, and so the self energy is indeed a two point function.
For the self energy Feynman diagram of Fig. (1) there are three possible positions where vertices can be inserted:
the bare Green’s function and the two gaps ∆ and ∆∗. Inserting current on the bare Green’s function gives rise to
a bare vertex. In the superfluid phase there are collective mode vertices Πµ(q) and Π¯µ(q) due to the spontaneously
broken global U(1) gauge symmetry. Thus inserting on the gaps ∆ and ∆∗ leads to collective mode vertices. The full
vertex is thus
Γµσ(k+, k−) = γ
µ
σ (k+, k−)
− [∆∗Πµ(q)G0,σ¯(−k− +Q) + ∆Π¯µ(q)G0,σ¯(−k+ +Q)]
− |∆|2G0,σ¯(−k− +Q)γµσ¯ (−k− +Q,−k+ +Q)G0,σ¯(−k+ +Q). (36)
The Feynman diagrams for the full vertex are expressed in Fig. (2).
k+ k−
γµσ (k+, k−)
+
k+
G0,σ¯(−k+ +Q) G0,σ¯(−k− +Q)
k−
∆sc ∆
∗
sc
γµσ¯ (−k− +Q,−k+ +Q)
Γµσ(k+, k−) =
+
k+
G0,σ¯(−k− +Q)
k−
Πµ(q)
∆∗sc
+ k+
G0,σ¯(−k+ +Q)
k−
Π¯µ(q)
∆sc
1
FIG. 2. Feynman diagrams for the full vertex Γµσ(k+, k−).
In the next section we shall verify that, for qµ 6= 0, the collective mode vertices satisfy qµΠµ(q) = 2∆ and
qµΠ¯
µ(q) = −2∆∗. Given these relations, we now verify that the WTI is indeed satisfied by the full vertex appearing
in Eq. (36). Taking the contraction of the full vertex gives
qµΓ
µ
σ(k+, k−) = G
−1
0,σ(k+)−G−10,σ(k−)
− 2|∆|2 [G0,σ¯(−k− +Q)−G0,σ¯(−k+ +Q)]
− |∆|2G0,σ¯(−k− +Q)
[
G−10,σ¯(−k− +Q)−G−10,σ¯(−k+ +Q)
]
G0,σ¯(−k+ +Q). (37)
Collecting terms we then have
qµΓ
µ
σ(k+, k−) = G
−1
0,σ(k+)−G−10,σ(k−) + 2 (Σσ(k−)− Σσ(k+)) ,
− |∆|2 [G0,σ¯(−k+ +Q)−G0,σ¯(−k− +Q)] ,
= G−10,σ(k+)−G−10,σ(k−) + 2 (Σσ(k−)− Σσ(k+))− (Σσ(k−)− Σσ(k+)) ,
= G−1σ (k+)−G−1σ (k−). (38)
5Thus the Ward-Takahashi identity is indeed satisfied by the full vertex in Eq. (36). The full response functions are
then given by
Pµν(q) =
∑
σ
∑
k
Gσ(k+)Γ
µ
σ(k+, k−)Gσ(k−)γ
ν
σ(k−, k+). (39)
III. GAP EQUATION AND COLLECTIVE MODE VERTICES
In this section the explicit form of the collective mode vertices is determined. To do this, it is crucial to ensure that
they are consistent with the mean-field gap equation. The gap equation is given by [5]
∆
g
=
∑
k
G12(k) =
∑
k
∆G0,↓(−k +Q)G↑(k). (40)
Here g > 0 is an s-wave interaction constant. This equation is equivalent to the statement that the mean-field
thermodynamic potential is stationary with respect to ∆. In Fig. (3) the gap equation is expressed as a Feynman
diagram.
∆/g =
1
G0,↓(−k +Q) G↑(k)
∆
Πµ(q)/g =
q
G0,↓(−k− +Q) G↑(k+)
Πµ(q)
+
q
G0,↓(−k− +Q)
G↑(k+)
G↑(k−)
∆
Γµ↑ (k+, k−)
q
G0,↓(−k− +Q)
G↑(k+)
G0,↓(−k+ +Q)
∆
+ γµ↓ (−k− +Q,−k+ +Q)
1
FIG. 3. Feynman diagram for the gap equation ∆/g =
∑
k
∆G0,↓(−k +Q)G↑(k).
To derive the collective mode vertices, we perform all possible vertex insertions on the gap equation. In Fig. (3)
there are three possible vertex insertions: a collective mode vertex can be inserted on the gap ∆, a bare vertex can be
inserted in the bare Green’s function, and a full vertex can be inserted in the full Green’s function. After performing
all these possible vertex insertions on the gap equation, we obtain the Feynman diagrams in Fig. (4).
∆/g =
1
G0,↓(−k +Q) G↑(k)
∆
Πµ(q)/g =
q
G0,↓(−k− +Q) G↑(k+)
Πµ(q)
+
q
G0,↓(−k− +Q)
G↑(k+)
G↑(k−)
∆
Γµ↑ (k+, k−)
q
G0,↓(−k− +Q)
G↑(k+)
G0,↓(−k+ +Q)
∆
+ γµ↓ (−k− +Q,−k+ +Q)
1
FIG. 4. Self-consistent equation for collective mode vertices after performing all possible vertex insertions on the gap equation.
6Mathematically these Feynman diagrams are expressed as
Πµ/g = Πµ
∑
k
G0,↓(−k +Q)G↑(k + q)
+ ∆
∑
k
G0,↓(−k +Q)G↑(k + q)Γµ↑ (k + q, k)G↑(k)
+ ∆
∑
k
G↑(k + q)G0,↓(−k +Q)γµ↓ (−k +Q,−k − q +Q)G0,↓(−k − q +Q). (41)
Notice that the full vertex appears in this expression. If we insert the full vertex from Eq. (36) into Eq. (41), and
then shift k → k +Q/2, we obtain the following expression:
Πµ
[
1/g −
∑
k
G0,↓(−k +Q/2)G↑(k + q +Q/2)
(
1− |∆|2G0,↓(−k +Q/2)G↑(k +Q/2)
)]
= −Π¯µ
∑
k
G12(k +Q/2)G12(k + q +Q/2)
+
∑
k
G↑(k + q +Q/2)γ
µ
↑ (k + q +Q/2, k +Q/2)G12(k +Q/2)
+
∑
k
G0,↓(−k +Q/2)γµ↓ (−k +Q/2,−k − q +Q/2)G12(k + q +Q/2)
(
1− |∆|2G0,↓(−k +Q/2)G↑(k +Q/2)
)
. (42)
Using the property derived in Eq. (7), along with Eq. (4) and Eq. (5), we obtain(
1− |∆|2G0,↓(−k +Q/2)G↑(k +Q/2)
)
= G↓(−k +Q/2)/G0,↓(−k +Q/2). (43)
Therefore Eq. (42) can be simplified to
Πµ
[
1/g −
∑
k
G↓(−k +Q/2)G↑(k + q +Q/2)
]
+ Π¯µ
∑
k
G12(k +Q/2)G12(k + q +Q/2)
=
∑
σ
∑
k
Gσ(k + q +Q/2)γ
µ
σ (k + q +Q/2, k +Q/2)∆G0,σ¯(−k +Q/2)Gσ(k +Q/2). (44)
Performing the same analysis on the conjugate gap equation, ∆∗/g =
∑
k ∆
∗G0,↓(−k +Q)G↑(k), leads to
Π¯µ
[
1/g −
∑
k
G↓(−k − q +Q/2)G↑(k +Q/2)
]
+ Πµ
∑
k
G∗12(−k −Q/2)G∗12(−k − q −Q/2)
=
∑
σ
∑
k
∆∗G0,σ¯(−k − q +Q/2)Gσ(k + q +Q/2)γµσ (k + q +Q/2, k +Q/2)Gσ(k +Q/2). (45)
The collective mode vertices can be written as the following matrix equation (for q 6= 0):(
Πµ
Π¯µ
)
=
(
M+− M++
M−− M−+
)−1(
Pµ+
Pµ−
)
. (46)
Here the response functions entering into the above equation are
M+−(q) = 1/g −
∑
k
G↑(k + q +Q/2)G↓(−k +Q/2), (47)
M−+(q) = 1/g −
∑
k
G↑(k +Q/2)G↓(−k − q +Q/2), (48)
M++(q) =
∑
k
G12(k +Q/2)G12(k + q +Q/2), (49)
M−−(q) =
∑
k
G∗12(−k −Q/2)G∗12(−k − q −Q/2), (50)
Pµ+(q) =
∑
σ
∑
k
Gσ(k + q +Q/2)γ
µ
σ (k + q +Q/2, k +Q/2)∆G0,σ¯(−k +Q/2)Gσ(k +Q/2), (51)
Pµ−(q) =
∑
σ
∑
k
∆∗G0,σ¯(−k − q +Q/2)Gσ(k + q +Q/2)γµσ (k + q +Q/2, k +Q/2)Gσ(k +Q/2). (52)
7Note that, Eq. (46) cannot be inverted at qµ = 0. This is because the poles of the collective mode vertices have a
singularity associated with the Nambu-Goldstone mode that restores the global U(1) gauge symmetry. It will prove
convenient later to study the collective modes at qµ = 0. At qµ = 0, the collective modes obey(
M+−(0) M++(0)
M−−(0) M−+(0)
)(
Πµ(0)
Π¯µ(0)
)
=
(
Pµ+(0)
Pµ−(0)
)
. (53)
Inserting qµ = 0 into Eqs. (47-52), we find that Pµ+(0)/∆ = P
µ
−(0)/∆
∗ = Pµ0 , and M++(0)/∆
2 = M+−(0)/|∆|2 =
M−+(0)/|∆|2 = M−−(0)/ (∆∗)2 = M0, where Pµ0 and M0 are defined by
Pµ0 =
∑
σ
∑
k
Gσ(k +Q/2)γ
µ
σ (k +Q/2, k +Q/2)G0,σ¯(−k +Q/2)Gσ(k +Q/2), (54)
M0 =
∑
k
G20,↓(−k +Q/2)G2↑(k +Q/2). (55)
Explicit calculation shows that P x0 = P
y
0 = 0. For the z-component, Eq. (53) gives the following equation
M0
(
∆∗Πz(0) + ∆Π¯z(0)
)( ∆
∆∗
)
= P z0
(
∆
∆∗
)
. (56)
For ∆ 6= 0, this equation then implies that
∆∗Πz(0) + ∆Π¯z(0) =
P z0
M0
. (57)
Returning to the general qµ 6= 0 case, the final task is to check the property of the collective mode vertices:
qµΠ
µ(q) = 2∆ and qµΠ¯
µ(q) = −2∆∗, which was used in verifying the WTI for the full vertex. To do this we contract
each side of Eq. (46) with qµ. In order to calculate the right-hand side, we calculate the contraction qµP
µ
±(q): explicit
calculation shows that
qµP
µ
+(q) = 2 (∆M+− −∆∗M++) . (58)
Similarly, since ∆∗Pµ+(q) = ∆P
µ
−(−q), we also find qµPµ−(q) = −
(
qµP
µ
+(q)
)∗
. The contractions of the collective mode
vertices are then (
qµΠ
µ
qµΠ¯
µ
)
=
(
M+− M++
M−− M−+
)−1(
2 (∆M+− −∆∗M++)
−2 (∆∗M−+ −∆M−−)
)
=
(
2∆
−2∆∗
)
. (59)
This confirms that, for all qµ 6= 0, we have the desired relations
qµΠ
µ(q) = 2∆, qµΠ¯
µ(q) = −2∆∗. (60)
IV. SUPERFLUID DENSITY DERIVATION VIA KUBO FORMULA
A. Kubo formulae analysis
This section derives the explicit formula for the superfluid density tensor derived in Eq. (8) of the main text. The
superfluid density tensor is defined by(
nijs /m
)
= (n/m) δij + P ij(ω = 0,q→ 0). (61)
The particle number is
n/m = (1/m)
∑
σ
∑
k
Gσ(k). (62)
8It is convenient to perform an integration by parts on the above expression as follows:
(n/m) δij = −
∑
σ
∑
k
γjσ(k, k)
d
dki
Gσ(k),
=
∑
σ
∑
k
γjσ(k, k)G
2
σ(k)
d
dki
G−1σ (k),
=
∑
σ
∑
k
γjσ(k, k)G
2
σ(k)
d
dki
(
G−10,σ(k)− Σσ(k)
)
,
= −
∑
σ
∑
k
γjσ(k, k)G
2
σ(k)
(
γiσ(k, k) + |∆|2G20,σ¯(−k +Q)γiσ¯(−k +Q,−k +Q)
)
. (63)
Combining this expression with that for the response function in Eq. (39), and using Eq. (7), we then obtain(
nijs
m
)
= 4
∑
k
G12(k +Q/2)
(
ki −Q/2δiz
m
)
G∗12(−k −Q/2)
(
kj +Q/2δjz
m
)
− limqk→0,qi=qj=0,ω=0
[
Πi(q)P j−(−q) + Π¯i(q)P j+(−q)
]
. (64)
The first term represents a “bubble” contribution whereas the second terms represent the collective mode contribution.
Here the order of limits is crucial. For instance, to compute nijs , first set ω = 0 and q
i = qj = 0, then finally take
qk → 0, where k 6= i, k 6= j.
Using the Gorkov function derived in Eq. (22), and then performing the Matsubara frequency summation in the
bubble term in Eq. (64), the superfluid density becomes(
nijs
m
)
=
∑
k
|∆|2
E2kQ
(
Xk
EkQ
− βYk
)(
ki −Q/2δiz
m
)(
kj +Q/2δjz
m
)
− limqk→0,qi=qj=0,ω=0
[
Πi(q)P j−(−q) + Π¯i(q)P j+(−q)
]
. (65)
As noted previously, P x0 = P
y
0 = 0. By taking the limit in Eq. (65) in the appropriate order, and using Eq. (57), the
superfluid density then becomes(
nijs
m
)
=
∑
k
|∆|2
E2kQ
(
Xk
EkQ
− βYk
)(
ki −Q/2δiz
m
)(
kj +Q/2δjz
m
)
− δizδjz (P
z
0 )
2
M0
. (66)
This produces Eq. (8) of the main text. Note that, when ∆ = 0, Q = 0 is a solution to the mean-field equations and
thus P z0 = 0, so that the above expression does indeed vanish in the normal state. Similarly, for a non-FF superfluid,
where Q = 0, P z0 = 0 so that the above expression also reduces to the known result [6] in this limit. For a complete
expression for the superfluid density, it only remains to compute P z0 and M0. The definition of these quantities
appears in Eq. (54). Evaluating those expressions gives
P z0 =
∑
k
1
2EkQ
[
βZk
kz
m
+
ξkQ
EkQ
(
βYk − Xk
EkQ
)
Q/2
m
]
, (67)
M0 =
∑
k
1
4E2kQ
(
Xk
EkQ
− βYk
)
. (68)
The bubble term in Eq. (66) is in agreement with Eq. (16) of [2], as we will show in Sec. (IV B). However, our
complete expression has the inclusion of collective modes.
B. Comparison of bubble term with the literature
In this section we compare our expression for the superfluid density with that appearing in Ref. [2]. The superfluid
density is defined in Eq. (61). Performing the Matsubara frequency summation in Eq. (62) gives the particle number
as follows ( n
m
)
δij =
∑
k
(
1− ξkQ
EkQ
Xk
)
δij
m
. (69)
9Using Eq. (39), and performing the Matsubara frequency summation, for P ij(0) we find
P ij(0) = −
∑
k
{(
ki
m
)2
δijβYk + 2
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk +
(
Q/2
m
)2
δizδjz
[(
ξkQ
EkQ
)2
βYk +
∆2
E2kQ
Xk
EkQ
]}
− δizδjz (P
z
0 )
2
M0
. (70)
Combining Eq. (69) and Eq. (70) then gives the superfluid density(
nijs
m
)
=
∑
k
(
1− ξkQ
EkQ
Xk
)
δij
m
−
∑
k
{(
ki
m
)2
δijβYk + 2
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk
+
(
Q/2
m
)2
δizδjz
[(
ξkQ
EkQ
)2
βYk +
∆2
E2kQ
Xk
EkQ
]}
− δizδjz (P
z
0 )
2
M0
. (71)
This is in agreement with Eq. (16) of Ref. [2], up to our inclusion of collective modes, and a factor of 1/4 in the first
two summations, which arises from our Q/2 being the Q of Ref. [2]. It only remains to prove the equivalence between
Eq. (66) and Eq. (71). By performing integration by parts on the number equation in Eq. (69), we have( n
m
)
δij =
∑
k
kj
m
d
dki
(
ξkQ
EkQ
Xk
)
. (72)
Computing the derivative then gives
( n
m
)
δij =
∑
k
{[
∆2
E2kQ
Xk
EkQ
+ βYk
(
1− ∆
2
E2kQ
)]
ki
m
kj
m
+
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk
}
. (73)
The superfluid density thus becomes(
nijs
m
)
=
∑
k
|∆|2
E2kQ
(
Xk
EkQ
− βYk
)(
ki −Q/2δiz
m
)(
kj +Q/2δjz
m
)
−
∑
k
[
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk +
(
Q/2
m
)2
δizδjzβYk
]
− δizδjz (P
z
0 )
2
M0
. (74)
Using the Wk function from Eq. (23), the superfluid density can be written as(
nijs
m
)
=
∑
k
|∆|2
E2kQ
(
Xk
EkQ
− βYk
)(
ki −Q/2δiz
m
)(
kj +Q/2δjz
m
)
+
Q/2
m
δizδjz
∑
k
dWk
dkz
− δizδjz (P
z
0 )
2
M0
. (75)
The second term gives zero contribution. Therefore the superfluid density reduces to(
nijs
m
)
=
∑
k
|∆|2
E2kQ
(
Xk
EkQ
− βYk
)(
ki −Q/2δiz
m
)(
kj +Q/2δjz
m
)
− δizδjz (P
z
0 )
2
M0
. (76)
This proves the equivalence between Eq. (66) and Eq. (71).
V. SUPERFLUID DENSITY DERIVATION VIA EQUILIBRIUM CURRENT
A. Equilibrium current analysis
The equilibrium current in the z-direction is
jz =
∑
σ
∑
k
(
k +Q/2
m
)z
Gσ(k +Q/2). (77)
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After performing the Matsubara frequency summation, we obtain
jz =
∑
k
Q/2
m
[
1− ξkQ
EkQ
Xk +
kz
Q/2
Wk
]
, (78)
which is in agreement with Eq. (20) of Ref. [2]. The self-consistent condition for the FF pairing vector Q = Qzˆ is
that jz = 0. This condition is equivalent to the statement that the mean-field thermodynamic potential is stationary
with respect to Q. In what follows we will need the derivative of Eq. (77) with respect to Q, with µ and h fixed at
their mean-field values. This will require the following lemma:
∂
∂Q
G−1σ (k +Q/2)
∣∣∣∣
µ,h
= −1
2
Γzσ(k +Q/2, k +Q/2). (79)
This result is proved as follows:
∂
∂Q
G−1σ (k +Q/2)
∣∣∣∣
µ,h
=
∂
∂Q
(
G−10,σ(k +Q/2)− Σσ(k +Q/2)
)∣∣∣∣
µ,h
,
=
∂
∂Q
(
iω − ξk+Q/2,σ + |∆|2G0,σ¯(−k +Q/2)
)∣∣∣∣
µ,h
,
= − 1
2m
(k +Q/2)
z
+
∂|∆|2
∂Q
∣∣∣∣
µ,h
G0,σ¯(−k +Q/2)
− |∆|2G20,σ¯(−k +Q/2)
∂
∂Q
G−10,σ¯(−k +Q/2)
∣∣∣∣
µ,h
,
= −1
2
[
γzσ(k +Q/2, k +Q/2)− 2
∂|∆|2
∂Q
∣∣∣∣
µ,h
G0,σ¯(−k +Q/2)
− |∆|2G20,σ¯(−k +Q/2)γzσ¯(−k +Q/2,−k +Q/2)
]
. (80)
From the gap equation in Eq. (40) and the collective mode equation in Eq. (57) it follows that
2
∂|∆|2
∂Q
∣∣∣∣
µ,h
=
P z0
M0
= ∆∗Πz(0) + ∆Π¯z(0). (81)
Inserting this relation into Eq. (80), and then using Eq. (36), gives
∂
∂Q
G−1σ (k +Q/2)
∣∣∣∣
µ,h
= −1
2
[
γzσ(k +Q/2, k +Q/2)− |∆|2G20,σ¯(−k +Q/2)γzσ¯(−k +Q/2,−k +Q/2)
− (∆∗Πz + ∆Π¯z)G0,σ¯(−k +Q/2)]
= −1
2
Γzσ(k +Q/2, k +Q/2). (82)
Thus the lemma is proved.
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Taking the derivative of Eq. (77), and using the lemma in Eq. (79), then gives
∂jz
∂Q
∣∣∣∣
µ,h
=
∂
∂Q
∑
σ
∑
k
(
k +Q/2
m
)z
Gσ(k +Q/2),
=
1
2m
∑
σ
∑
k
Gσ(k +Q/2) +
∑
σ
∑
k
(
k +Q/2
m
)z
∂
∂Q
Gσ(k +Q/2)
∣∣∣∣∣
µ,h
,
=
n
2m
−
∑
σ
∑
k
(
k +Q/2
m
)z
G2σ(k +Q/2)
∂
∂Q
G−1σ (k +Q/2)
∣∣∣∣
µ,h
,
=
1
2
(
n
m
+
∑
σ
∑
k
Gσ(k +Q/2)Γ
z
σ(k +Q/2, k +Q/2)Gσ(k +Q/2)γ
z
σ(k +Q/2, k +Q/2)
)
,
=
1
2
( n
m
+ P zz(0)
)
,
=
1
2
(
nzzs
m
)
. (83)
Thus, the z, z-component of the superfluid density tensor is the derivative of jz with respect to Q.
Taking the explicit Q-derivative of Eq. (78), with µ and h fixed at their mean-field values, gives
∂jz
∂Q
∣∣∣∣
µ,h
=
∑
k
Q/2
m
∂
∂Q
[
1− ξkQ
EkQ
Xk +
kz
Q/2
Wk
]∣∣∣∣∣
µ,h
(84)
Here the saddle point equation jz = 0 has been used to simplify the above expression. Performing the remaining
Q-derivative, and accounting for the Q-dependence in the gap ∆ through Eq. (81), we obtain
∂jz
∂Q
∣∣∣∣
µ,h
=
1
2
∑
k
(
1− ξkQ
EkQ
Xk
)
δij
m
− 1
2
∑
k
{(
ki
m
)2
δijβYk + 2
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk
+
(
Q/2
m
)2
δizδjz
[(
ξkQ
EkQ
)2
βYk +
∆2
E2kQ
Xk
EkQ
]}
− 1
2
δizδjz
(P z0 )
2
M0
. (85)
Thus, from Eq. (83), it follows that the superfluid density is(
nzzs
m
)
=
∑
k
(
1− ξkQ
EkQ
Xk
)
δij
m
−
∑
k
{(
ki
m
)2
δijβYk + 2
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk
+
(
Q/2
m
)2
δizδjz
[(
ξkQ
EkQ
)2
βYk +
∆2
E2kQ
Xk
EkQ
]}
− δizδjz (P
z
0 )
2
M0
. (86)
This reproduces the result in Eq. (71), which was shown in Sec. (IV B) to be equivalent to Eq. (66).
B. Vanishing of the superfluid density in directions transverse to pairing vector
Interestingly, due to the underlying rotational invariance of the FF state [7], the perpendicular component of the
superfluid density vanishes: nxxs = n
yy
s = 0. This result was proved, analytically for T = 0 and numerically for finite
T , in Ref. [2]. Here we analytically prove that nxxs = 0 for all temperatures. Setting i = j = x in Eq. (65) gives zero
collective mode contribution; thus we obtain(
nxxs
m
)
=
∑
k
|∆|2
E2kQ
(
Xk
EkQ
− βYk
)(
kx
m
)2
. (87)
The self-consistent equation for Q is given in Eq. (78). After performing integration by parts on the expression in
Eq. (78), we obtain
jz = −(Q/2)
∑
k
kx
m
d
dkx
[
1− ξkQ
EkQ
Xk +
kz
Q/2
Wk
]
. (88)
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Evaluating the derivatives and simplifying then gives
jz = (Q/2)
(
nxxs
m
)
−m
∑
k
(
kx
m
)2
dWk
dkz
. (89)
The second term gives zero contribution, and thus(
nxxs
m
)
=
jz
Q/2
= 0. (90)
In the last step the saddle-point condition jz = 0 has been used. Thus the x, x-component (and similarly the
y, y-component) of the superfluid density vanishes as a result of the self-consistent condition for the pairing vector Q.
VI. THERMODYNAMIC POTENTIAL AND STABILITY CRITERIA
In Eq. (83) it was shown that the superfluid density is related to the partial derivative of the z-component of the
equilibrium current with µ and h fixed at their mean-field values. This equation can be expressed in terms of the
thermodynamic potential, which then allows constraints on the stability of the FF phase to be studied. The mean-field
thermodynamic potential is given by [1, 2]
Ω =
∆2
g
− β−1
∑
k
{log [2 cosh(βEkQ) + 2 cosh(βhkQ)]− βξkQ} . (91)
It assumed here that ∆ = ∆∗. The saddle-point conditions are given by
∂Ω
∂∆
∣∣∣∣
µ,h,Q
= 0,
∂Ω
∂Q
∣∣∣∣
µ,h,∆
= 0. (92)
The first of these conditions reproduces the gap equation
2
(
∆
g
−∆
∑
k
Xk
2EkQ
)
= 0, (93)
while the second reproduces the constraint that the equilibrium current jz vanishes
1
2
∑
k
Q/2
m
[
1− ξkQ
EkQ
Xk +
kz
Q/2
Wk
]
= 0. (94)
The partial derivative of jz at fixed µ and h is given by
∂jz
∂Q
∣∣∣∣
µ,h
=
∂jz
∂Q
∣∣∣∣
µ,h,∆
+
∂jz
∂∆
∣∣∣∣
µ,h,Q
∂∆
∂Q
∣∣∣∣
µ,h
. (95)
Since the equilibrium current is related to the thermodynamic potential by jz = 2 (∂Ω/∂Q)|µ,h,∆, Eq. (95) can be
expressed as
1
2
∂jz
∂Q
∣∣∣∣
µ,h
=
∂2Ω
∂Q2
∣∣∣∣
µ,h,∆
+
[
∂
∂∆
(
∂Ω
∂Q
)∣∣∣∣
µ,h,∆
]∣∣∣∣∣
µ,h,Q
∂∆
∂Q
∣∣∣∣
µ,h
. (96)
To compute the remaining term, (∂∆/∂Q)|µ,h, we first consider the gap equation:
∂Ω
∂∆
∣∣∣∣
µ,h,Q
= 0. (97)
Differentiating this equation with respect to Q, at fixed µ and h, then gives
∂
∂Q
[
∂Ω
∂∆
∣∣∣∣
µ,h,Q
]∣∣∣∣∣
µ,h
= 0,
⇒
[
∂
∂Q
(
∂Ω
∂∆
)∣∣∣∣
µ,h,Q
]∣∣∣∣∣
µ,h,∆
+
∂2Ω
∂∆2
∣∣∣∣
µ,h,Q
∂∆
∂Q
∣∣∣∣
µ,h
= 0. (98)
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Rearranging then gives
∂∆
∂Q
∣∣∣∣
µ,h
= −
[
∂
∂Q
(
∂Ω
∂∆
)∣∣∣∣
µ,h,Q
]∣∣∣∣∣
µ,h,∆
/ ∂
2Ω
∂∆2
∣∣∣∣
µ,h,Q
. (99)
Inserting this into Eq. (96) then gives
1
2
∂jz
∂Q
∣∣∣∣
µ,h
=
∂2Ω
∂Q2
∣∣∣∣
µ,h,∆
−
[
∂
∂∆
(
∂Ω
∂Q
)∣∣∣∣
µ,h,∆
]∣∣∣∣∣
µ,h,Q
[
∂
∂Q
(
∂Ω
∂∆
)∣∣∣∣
µ,h,Q
]∣∣∣∣∣
µ,h,∆
/ ∂
2Ω
∂∆2
∣∣∣∣
µ,h,Q
. (100)
Explicit calculation shows that the second order partial derivatives are symmetric, thus this expression can be sim-
plified to
1
4
(
nzzs
m
)
=
1
2
∂jz
∂Q
∣∣∣∣
µ,h
=
∂2Ω
∂Q2
∣∣∣∣
µ,h,∆
−

[
∂
∂∆
(
∂Ω
∂Q
)∣∣∣∣
µ,h,∆
]∣∣∣∣∣
µ,h,Q

2
/ ∂
2Ω
∂∆2
∣∣∣∣
µ,h,Q
. (101)
Thus, by taking various partial derivatives of the thermodynamic potential Ω, one can compute the superfluid density
in the z, z-direction, with collective mode contributions incorporated. The first term is the bubble contribution while
the second term is the collective mode contribution. By explicit calculation, we obtain
∂2Ω
∂Q2
∣∣∣∣
µ,h,∆
=
1
4
∑
k
(
1− ξkQ
EkQ
Xk
)
δij
m
− 1
4
∑
k
{(
ki
m
)2
δijβYk + 2
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk
+
(
Q/2
m
)2
δizδjz
[(
ξkQ
EkQ
)2
βYk +
∆2
E2kQ
Xk
EkQ
]}
, (102)[
∂
∂∆
(
∂Ω
∂Q
)∣∣∣∣
µ,h,∆
]∣∣∣∣∣
µ,h,Q
= −∆P z0 , (103)
∂2Ω
∂∆2
∣∣∣∣
µ,h,Q
= 4∆2M0, (104)
where P z0 and M0 are defined in Eq. (67). Inserting these definitions into Eq. (101) and simplifying then reproduces(
nzzs
m
)
=
∑
k
(
1− ξkQ
EkQ
Xk
)
δij
m
−
∑
k
{(
ki
m
)2
δijβYk + 2
kz
m
Q/2
m
δizδjzβ
ξkQ
EkQ
Zk
+
(
Q/2
m
)2
δizδjz
[(
ξkQ
EkQ
)2
βYk +
∆2
E2kQ
Xk
EkQ
]}
− δizδjz (P
z
0 )
2
M0
, (105)
which is the expression for nzzs obtained in Eq. (71) and is equivalent to Eq. (66).
The stability criteria for the FF superfluid are [5]
∂2Ω
∂Q2
∣∣∣∣
µ,h,∆
−

[
∂
∂∆
(
∂Ω
∂Q
)∣∣∣∣
µ,h,∆
]∣∣∣∣∣
µ,h,Q

2
/ ∂
2Ω
∂∆2
∣∣∣∣
µ,h,Q
> 0, (106)
∂2Ω
∂∆2
∣∣∣∣
µ,h,Q
> 0. (107)
The first expression is related to nzzs by Eq. (101). Thus the FF phase is stable if the following two (sufficient)
conditions are satisfied:
nzzs > 0, (108)
∂2Ω
∂∆2
∣∣∣∣
µ,h,Q
> 0. (109)
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