We study three canonical kernels on domains in C and C n . We exposit both the history and the substance of these concepts, and we also present some new calculations and ideas adherent thereto.
Introduction
Throughout this paper, a domain will be a connected open set. We are interested in three integration kernels that live on virtually any bounded domain in any complex space. They are of particular interest because they are canonical-they transform in a natural way under the morphisms in the subject. They preserve relevant data and create important new data. The paradigm for creating these kernels has broad interest (see [ARO] ), and value in many different subject areas. We wish to acquaint the readership with this important set of tools.
This paper is partly expository. But it also contains a number of calculations and results that are new, or that at least are not readily found elsewhere. We hope that the paper will be a valuable resource for those who wish to investigate further in this line of research.
We begin our studies here on domains in the complex plane. Later in the paper we shall segue to the function theory of several complex variables.
It is a pleasure to thank Gerald B. Folland and C. Robin Graham for helpful conversations about the subject matter of this paper.
Basic Definitions
Let Ω be a bounded domain in C. Define A 2 (Ω) = {f holomorphic on Ω :
This is the Bergman space on Ω. The space A 2 (Ω) is an inner product space, in fact a subspace of L 2 (Ω), and elementary arguments (see [KRA2] ) show that it is a Hilbert space. In particular, it is complete. Lemma 2.1 Let KßΩ be compact. There is a constant C K > 0, depending on K and on n, such that sup z∈K |f (z)| ≤ C K f A 2 (Ω) , all f ∈ A 2 (Ω).
Proof: Since K is compact, there is an r = r(K) > 0 so that, for any z ∈ K, it holds that B(z, r)ßΩ. Therefore, for each z ∈ K and f ∈ A 2 (Ω), we see that (letting dV denote standard Euclidean volume measure) |f (z)| = 1 V (B(z, r)) B(z,r) f (t) dV (t)
≤ (V (B(z, r))) −1/2 f L 2 (B(z,r))
≤ c(n)r −n f A 2 (Ω)
Fix a point z ∈ Ω. The functional
is easily seen to be a bounded linear functional (take K to be the singleton {z} in the lemma). Therefore, by the Riesz representation theorem, there is an element ϕ z ∈ A 2 (Ω) such that f (z) = e z (f ) = f, ϕ z for every f ∈ A 2 (Ω). We set K(z, ζ) = ϕ z (ζ) and thus we can write
where dA is the usual area measure in the plane. We call K(z, ζ) the Bergman kernel for Ω. There is a similar construction 2 for functions on the boundary ∂Ω of ΩßC 2 . Assume now, for simplicity, that Ω has C 2 boundary. Define H 2 (Ω) = {f holomorphic on Ω : |f | 2 has a harmonic majorant on Ω} .
Then it is known (see, for instance, [KRA1] ) that this definition of H 2 is equivalent to several other standard and natural definitions of the space. In particular, if z ∈ Ω is fixed, then the functional
is a bounded linear functional. As a consequence, the Riesz representation theorem tells us that there is a function ψ z ∈ H 2 (Ω such that, for each f ∈ H 2 (Ω), f (z) = η z (f ) = f, ψ z .
We set S(z, ζ) = ψ z (ζ) and we write
where dσ is arc length (or Hausdorff) measure on ∂Ω. We call S(z, ζ) the Szegő kernel for Ω. We note here that most of our results about the Bergman kernel have analogues for the Szegő kernel, with just the same formal proofs. We shall not provide the details, but encourage the reader to explore these ideas-or again refer to [ARO] for a broader perspective.
Before we introduce the last of our three kernels, we need some auxiliary information about the Bergman and Szegő kernels.
Proof: By its very definition, K(ζ, ·) ∈ A 2 (Ω) for each fixed ζ. Therefore the reproducing property of the Bergman kernel gives
On the other hand,
Proposition 2.3 The Bergman kernel is uniquely determined by the properties that it is an element of A 2 (Ω) in z, is conjugate symmetric, and reproduces A 2 (Ω).
Since L 2 (Ω) is a separable Hilbert space then so is its subspace A 2 (Ω). Thus there is a complete orthonormal basis {φ j } ∞ j=1 for A 2 (Ω).
Proposition 2.4 Let L be a compact subset of Ω. Then the series
sums uniformly on L × L to the Bergman kernel K(z, ζ).
Proof: By the Riesz-Fischer and Riesz representation theorems, we obtain
In the last inequality we have used Lemma 2.1. Therefore
and the convergence is uniform over z, ζ ∈ L. For fixed z ∈ Ω, (2.4.1) shows that {φ j (z)} ∞ j=1 ∈ ℓ 2 . Hence we have (for fixed z) that φ j (z)φ j (ζ) ∈ A 2 (Ω) as a function of ζ. Let the sum of the series be denoted by K ′ (z, ζ). Notice that K ′ is conjugate symmetric by its very definition. Also, for f ∈ A 2 (Ω), we have
where convergence is in the Hilbert space topology. [Here f (j) is the j th Fourier coefficient of f with respect to the basis {φ j }.] But Hilbert space convergence dominates pointwise convergence (Lemma 2.1) so
Therefore K ′ is the Bergman kernel.
Remark: It is worth noting explicitly that the proof of Proposition 2.4 shows that φ j (z)φ j (ζ) equals the Bergman kernel K(z, ζ) no matter what the choice of complete orthonormal basis {φ j } for A 2 (Ω).
Proposition 2.5
If Ω is a bounded domain in C then the mapping
Proof: Notice that P is idempotent and self-adjoint and that A 2 (Ω) is precisely the set of elements of L 2 that are fixed by P.
Definition 2.1 Let ΩßC be a domain and let f : Ω → C be a holomorphic function. It is sometimes convenient to write z = z + iy and f = u + iv. Then we may render f as a real mapping
Thus it makes sense to consider the real Jacobian matrix
It is natural to wonder what is the relationship between the real Jacobian J R f and the complex derivative f . The next proposition enunciates the definitive result.
Proposition 2.6 If f is a holomorphic function on a domain
Proof: This follows immediately from the Cauchy-Riemann equations, or see [GRK] .
A holomorphic mapping f : Ω 1 → Ω 2 of domains Ω 1 ßC, Ω 2 ßC is said to be biholomorphic if it is one-to-one, onto, and det J C f (z) = 0 for every z ∈ Ω 1 . It is automatic that the inverse mapping is holomorphic (see [GRK] ). In the context of one complex variable, such a mapping is often called conformal.
In what follows we denote the Bergman kernel for a given domain Ω by K Ω .
By Proposition 2.6 this simplifies to
By change of variables, the expression in braces { } is an element of A 2 (Ω 2 ). So the reproducing property of K Ω2 applies and the last line equals
By the uniqueness of the Bergman kernel, the proposition follows.
If in fact K(z, z) = 0 for some z then φ j (z) = 0 for all j hence f (z) = 0 for every f ∈ A 2 (Ω). This is absurd.
Proof: Now
by the Riesz-Fischer theorem, = sup
There is in fact a third kernel that will be of interest for us here. It was discovered fairly recently by Lu Qi-Keng Hua (see [HUA] and also [KOR] ). And it is not as well known as it should be.
If ΩßC us a bounded domain with C 2 boundary then let S(z, ζ) be its Szegő kernel. We define the Poisson-Szegő kernel of Ω to be
Note that S(z, z) = 0 (by a proof analogous to that for Proposition 2.8) so this last definition makes sense. Now we have the following fundamental result:
Proposition 2.10 Let f be a continuous function on Ω which is holomorphic on Ω. Then, for any z ∈ Ω,
Then it is easy to see that g ∈ H 2 (Ω) as a function of ζ. As a result,
The Poisson-Szegő kernel is, by the last proposition, a reproducing kernel. But it is also positive, which is a very useful property (as we often see with the classical Poisson kernel). See also Section 8 where this idea is used decisively.
Calculating the Kernels
It is in general rather difficult to explicitly calculate any of the three kernels being discussed here. [A similar statement can be made about the classical Poisson kernel, but see for instance [KRA3] .] This situation is in marked contrast to that for the Cauchy kernel. That kernel is the same for every domain, and is explicitly given by 1 2πi
The Bergman, Szegő, Poisson-Szegő, and Poisson kernels are typically different for different domains. Unless the domain has a good deal of symmetry (like the unit ball, for example), there is little hope of actually writing down a formula for one of these kernels. For the moment we shall content ourselves with writing down the Bergman and Szegő kernels for the disc. Although there are several ways to do this (see [KRA2] ), we shall make good use now of Proposition 2.4. EXAMPLE 3.1 Our domain now is Ω = D the unit disc. Consider the functions
on Ω. By parity, these functions are orthogonal in the L 2 (Ω) inner product. By standard results on power series of holomorphic functions, the set {ψ j } forms a complete orthogonal system in A 2 (Ω). We calculate that
is a complete orthonormal system on Ω. Thus Proposition 2.4 tells us that the Bergman kernel on Ω is given by
We know that
and differentiating in λ, we obtain
Applying this last formula to (3.1.1) yields
That is the Bergman kernel for the disc. EXAMPLE 3.2 Our domain once again is Ω = D the unit disc. Consider the functions
on Ω. By parity, these functions are orthogonal in the L 2 (∂Ω) inner product. By standard results on power series of holomorphic functions, the set {ψ j } forms a complete orthogonal system in H 2 (Ω). We calculate that
Hence
Applying a suitable variant of Proposition 2.4 (adapted to H 2 and the Szegő kernel), we find that
This is the Szegő kernel for the unit disc.
Observe that the Szegő kernel on the disc has a form similar to the Bergman kernel on the disc, but the singularity is one degree lower. This makes sense, because the Szegő integral is a boundary integral while the Bergman integral is an integral over the 2-dimensional domain. We shall say more about these relationships in the next section. EXAMPLE 3.3 Our domain again is Ω = D the unit disc. Let us calculate the Poisson-Szegő kernel for this domain. Now
This is the Poisson-Szegő kernel for the disc. At this point it is interesting to introduce polar coordinates: We set z = re iθ and ζ = e iψ . Then we find that
We have discovered that the Poisson-Szegő kernel on the disc is actually the classical Poisson kernel! EXAMPLE 3.4 Let us endeavor to calculate the Bergman kernel for the planar annulus A = {z ∈ C : 1 < |z| < 2} .
As Bergman himself points out in [BER] , such a calculation is essentially intractableit would involve elliptic functions. But we can make some interesting qualitative statements about the kernel. It is easy to see that the functions
form a complete orthogonal system on A. Moreover,
Thus we find that
As usual, we conclude (using Proposition 2.4) that
We shall analyze I, II, and III separately. In fact II is of little interest. It is bounded on the annulus, and all its derivatives are bounded. It induces a bounded operator on any L p or Sobolev space, and in fact it is a smoothing operator in the sense of pseudodifferential operators (see [KRA4] ). So it is trivial from our point of view.
Term I is more interesting. We write
Recalling that |z| ≤ 1, |ζ| ≤ 1 on the annulus (and also keeping in mind that j ≤ −2 < 0), we see that I 2 is bounded, and all its derivatives are bounded. So, as we noted above about II, this term is trivial from the point of view of pseudodifferential operators. We may ignore it.
As for I 1 , we note that
This last is valid as long as |λ| > 1. We conclude that
It remains to analyze III. Now we write
But of course
Since |z| < 2 and |ζ| < 2 on our domain, we see that the series for E converges absolutely and uniformly; and the same can be said for any derivative of E. As a result, the error term E is trivial from our point of view. Thus we are left with studying
As in our study of the Bergman kernel on the disc, we note that
We conclude that
Putting all of our calculations together, we find that
Here we have omitted the error terms, all of which we have determined to be trivial in this context. We see that the Bergman kernel for the annulus is, up to negligible error terms, the sum of the Bergman kernel for the disc of radius 2 and the Bergman kernel for the disc of radius 1 (or the complement of this disc-via Proposition 2.7 and the mapping z → 1/z). This is quite satisfying, as it is consistent with the geometry of the situation.
The Relevance of Stokes's Theorem
It is natural to wonder how the Cauchy integral formula fits into the ideas we have been discussing here. We have already seen some connection, because the Poisson-Szegő kernel on the disc turns out to be the classical Poisson kernel (and of course the Poisson kernel is essentially the real part of the Cauchy kernelsee [KRA5] ). But we can make the connection even more explicit by utilizing Stokes's theorem.
Because we are doing complex analysis here, it is useful to have a version of Stokes's theorem that is written in that language. Recall that if z = z + iy is a complex variable then
It follows that
We also define dz = dx + idy and dz = dx − idy .
The differentials dz and z pair with the tangent vectors ∂/∂z and ∂/∂z in the expected manner. Now we have Theorem 4.1 (Stokes) Let ΩßC be a bounded domain with
We invite the reader to write out the formula (4.1.1) in real coordinates so as to be able to recognize it as the Stokes's theorem that can be found in any calculus book [BLK] . Now let us apply Theorem 4.1 to learn something about the Bergman kernel. Let Ω = D, the unit disc. Let f be a function that is C 1 on D and holomorphic on D. Citing the Cauchy integral formula, we write (for z ∈ D, ζ ∈ D, ζ = ξ+iη)
We see that, beginning with the familiar Cauchy integral formula, we have discovered the Bergman reproducing formula. Now let us think about the Szegő reproducing formula. We write, using the notation z = re iθ , ζ = e iψ , and with dσ denoting arc length measure on ∂D,
We see that, beginning with the classical Cauchy integral formula, we have rediscovered the Szegő reproducing formula. Since everything takes place on the boundary in this argument, we did not need to use Stokes's theorem this time.
The calculations that we have done in this section suggest that the Bergman kernel is, in general, a derivative of the Szegő kernel. Certainly for the domain the disc this is the case. In fact this paradigm is true in some generality-see [NRSW] .
Boundary Behavior of the Bergman Kernel
It is a fact that, on a smoothly bounded domain ΩßC, the Bergman kernel is smooth on Ω × Ω \ △, where △ is the boundary diagonal ∂D × ∂D. A fancy way to see this is to note that the Bergman kernel K Ω (z, ζ) is equal to the Bergman projection P of the Dirac delta mass δ ζ and then to cite the pseudolocality of P which can be proved using regularity results of the ∂-Neumann problem. A more prosaic way to prove the assertion, at least in the case of simply connected Ω, is to let ϕ : Ω → D be the Riemann mapping function. By a classical result of Painlevé (see [BEK] ), the mapping ϕ and its inverse ϕ −1 extend to smooth diffeomorphisms of the respective closures. Thus the transformation formula
shows that K Ω blows up at the boundary in just the same way as K D blows up at the boundary. Of course it is clear by inspection that
is smooth on D × D \ △. So the same assertion is true for Ω.
Put in other words, the Bergman kernel K Ω (z, ζ) for a smoothly bounded domain can only blow up as z, ζ ∈ Ω approach the same boundary point P . It is worthwhile to study the rate of blowup of the kernel in such a circumstance. In fact that rate of blowup can be used to classify domains (see [APF] ).
EXAMPLE 5.1 Let Ω = D, the unit disc. Fix P = 1 + i0 ∈ ∂D. For δ > 0 small, let z δ = (1 − δ) + i0 and ζ δ = (1 − δ) + i0. Then
Note that the distance of either z δ or ζ δ to the boundary of D is precisely δ. So we may write
EXAMPLE 5.2 Now let Q = {z ∈ C : Re z > 0, Im z > 0}. This is the upper-right quarter plane. It is of course conformally equivalent to the half plane U = {z ∈ C : Im z > 0}, and that is in turn conformally equivalent to the disc. We shall use this information to calculate the Bergman kernel of Q.
Let
It is a straightforward matter to check that ϕ maps U conformally onto D. Also ϕ ′ (z) = −2i/(i + z) 2 . Now let us apply Proposition 2.7 to determine the Bergman kernel of the upper halfplane U . We have that
Note that, if we let z δ = x + iδ and ζ δ = x + iδ, then
Thus, not surprisingly,
just as in the last example. Now consider the upper-right quarter plane Q. We shall calculate the Bergman kernel for Q by again using Proposition 2.7. Notice that ϕ(z) = z 2 is a conformal mapping of Q onto U . Thus we have that
Now let z δ = δ + iδ and ζ δ = δ + iδ. Then
What is interesting now is that the distance of z δ or ζ δ to ∂Q is δ, so that
Yet the distance of z δ or ζ δ to the limit point 0 is √ δ. Thus
This last example gives a way to distinguish a smooth boundary point (as for the disc D or the upper halfplane U ) from a boundary point with a corner (as for Q).
Calculation of the Szegő Projection
The operator
is the orthogonal Hilbert space projection of L 2 (∂Ø) onto H 2 (Ø). It is an important operator for harmonic analysis and complex function theory.
It is both satisfying and enlightening to calculate some Szegő projections of particular functions. This we now do.
by the mean value property of holomorphic functions. Thus f is orthogonal to the space H 2 . We now confirm that assertion with a calculation:
We use here the fact that dζ = ie it dt. Now this last
Thus the Hilbert space projection of f is 0, as it should be. EXAMPLE 6.2 Of course g(z) ≡ 1 is an H 2 function on the disc, so its Hilbert space projection should be g itself. Let us confirm this assertion with a calculation. Now
by the Cauchy integral formula (or simply by the calculus of residues).
EXAMPLE 6.3
Of course h(z) ≡ z is an H 2 function on the disc, so its Hilbert space projection should be h itself. Let us confirm this assertion with a calculation. Now
A Few Words About Several Complex Variables
We record here some basic facts about the function theory of several complex variables, including a few remarks about our three kernels in this context. This material is presented as a setup for the application of the Poisson-Szegő kernel that is presented in the next section. We refer the reader to [KRA1] for a more detailed treatment of several complex variables. We work on n-dimensional complex Euclidean space, whose coordinates are (z 1 , . . . , z n ). A function f (z 1 , . . . , z n ) is said to be holomorphic if it is holomorphic (in the classical one-variable sense) in each variable separately. This surprising definition is equivalent to several other natural definitions of multivariable holomorphicity:
• That the function have a convergent n-variable power series expansion about each point in its domain;
• That the function satisfy the Cauchy-Riemann equations in each variable separately;
• That the restriction of the function to each complex line ζ → a + bζ be holomorphic. That is to say, ζ → f (a + bζ) is holomorphic for ζ ∈ C.
It is worth noting that the third of these properties implies that ζ → Re f (a+ bζ) is harmonic. We call such a function pluriharmonic. In particular, Re f is harmonic, but much more is true. For the converse direction, if u is realvalued and pluriharmonic then u is (locally) the real part of a holomorphic function. This is proved, as in the one-variable case, using the Poincaré lemma (see [KRA1, Ch. 1) . The last assertion is not true if "pluriharmonic" is replaced by harmonic.
In this paper we are primarily interested in the Bergman, Szegő, and PoissonSzegő kernels. These theories go through almost without change in the several variable setting. One need only note that the Bergman space A 2 (Ω), for a bounded domain Ω, consists of functions f that are holomorphic on Ω and such that
where dV is the usual Euclidean volume measure on Ω. We may stil define H ( Ω) to be those holomorphic functions on Ω that have a harmonic majorant. Our Propositions 2.1, 2.2, 2.3, 2.4, 2.5, 2.8, 2.9, 2.10 all have formalistic proofs that are independent of dimension. So these remain true for holomorphic functions on C n . Propositions 2.6 and 2.7 require just a bit of comment.
′ is a holomorphic mapping of domains in C n , then we may consider the n × n complex Jacobian matrix
This is a very natural object from the point of view of complex function theory. But we may also write f j = u j + iv j and z j = x j + iy j and then consider the 2n × 2n real Jacobian matrix
Now it is an important fact, whose proof is just an exercise in linear algebra (see [KRA1] , that these two Jacobians are related:
As a consequence of this result, we can (by the same formal argument) prove this variant of Proposition 2.7:
The Szegő kernel is constructed just as in the one-complex-variable context, and all the arguments are the same. Likewise for the Poisson-Szegő kernel.
We conclude by noting two pieces of terminology that are special to the function theory of several complex variables. A domain ΩßC n is said to be a domain of holomorphy if there is a holomorphic function on Ø that cannot be analytically continued to any larger domain.
3 A domain ΩßC n is called Levi pseudoconvex if (i) We can write Ω = {z ∈ C n : ρ(z) < 0}, where ρ is C 2 and ∇ρ = 0 on ∂Ω;
(ii) For any w ∈ C n and any P ∈ ∂Ω such that j [∂ρ/∂z j (P )]w j = 0 it holds that
The quadratic form in (7.1) is called the Levi form. A major result in the subject is that a domain in C n with C 2 boundary is Levi pseudoconvex if and only if it is a domain of holomorphy. We cannot treat the matter here, but refer the reader to [KRA1] for all the details.
We conclude by taking note of this standard notation. For z j = x j + iy j we have
We note that
Likewise, if we set dz j = dx j + idy j and dz j = dx j − idy j then dz j , ∂/∂z j = 1, dz j , ∂/∂z j = 1, and all other pairings are equal to 0.
More on the Poisson-Szegő Kernel
If g = (g jk ) is a Riemannian metric on a domain Ω in Euclidean space, then there is a second-order partial differential operator, known as the Laplace-Beltrami operator, that is invariant under isometries of the metric. In fact, if g denotes the determinant of the metric matrix g, and if (g jk ) denotes the inverse matrix, then this partial differential operator is defined to be
Now of course we are interested in artifacts of the Bergman theory. If ΩßC n is a bounded domain and K = K Ω its Bergman kernel, then Proposition 2.8 tells us that K(z, z) > 0 for all z ∈ Ω. Then it makes sense to define
for j, k = 1, . . . , n. Then Proposition 2.7 can be used to demonstrate that this metric-which is in fact a Kähler metric on Ω-is invariant under biholomorphic mappings of Ω. In other words, any biholomorphic Φ : Ω → Ω is an isometry in the metric g. This is the celebrated Bergman metric. If ΩßC n is the unit ball B, then the Bergman kernel is given by
where V (B) denotes the Euclidean volume of the domain B (this by a calculation similar to, more complicated than, that in Example 3.1-see [KRA1] for the details). Then
Further,
When n = 2 we have
represents the inverse of the matrix
.
Then an elementary computation shows that
is the Bergman metric on the ball in C n then we have
We verify these assertions in detail in dimension 2 : Now
The other derivative is calculated similarly.
Our calculations show that, on the ball in C 2 ,
Now the interesting fact for us is encapsulated in the following proposition: 
This fact is of more than passing interest. In one complex variable, the study of holomorphic functions on the disc and the study of harmonic functions on the disc are inextricably linked because the real part of a holomorphic function is harmonic and conversely. Such is not the case in several complex variables. Certainly the real part of a holomorphic function is harmonic. But in fact it is more: such a function is pluriharmonic. For the converse direction, any realvalued pluriharmonic function is locally the real part of a holomorphic function. This assertion is false if "pluriharmonic" is replaced by "harmonic".
Thus, in some respects, it is inappropriate to study holomorphic functions on the ball in C n using the Poisson kernel. In view of Proposition 8.1, the PoissonSzegő kernel is much more apposite. As an instance, Adam Koranyi [KOR] made decisive use of this observation in his study of the boundary behavior of H 2 (B) functions. We shall spend the rest of this section discussing the proof of the proposition. There are two things to show:
(1) That the function u is annihilated by the invariant Laplacian L on B;
(2) That the function u, defined piecewise in the proposition, is actually continuous on B.
Most of our efforts will be used to dispatch (1). We shall make a few remarks at the end about (2).
In fact there are a number of known methods for addressing (1). E. M. Stein, in [STE] , verified that in fact the function u satisfies a suitable mean value condition (as in harmonic function theory) on suitable balls in B. Invoking a theorem of Godement, he was then able to conclude that u was L-harmonic. L. Hua, in [HUA] , gave an alternative argument. Yet another approach may be found in [HEL] . We take here a more elementary approach and actually calculate Lu. Now
Thus it behooves us to calculate L z P(z, ζ). Now we shall calculate this quantity for each fixed ζ. Thus, without loss of generality, we may compose with a unitary rotation and suppose that ζ = (1 + i0, 0 + i0) so that (in complex dimension 2)
This will make our calculations considerably easier. By brute force, we find that
= −2 |1 − z1| 6 ·ˆ−|z1| 2 − |z1| 2 |z2| 2 + 3|z2| 2 − z1|z2| 2 −2|z2| 4 − 1 + z1 + z1 − z1|z2| 2∂ 2 P ∂z1∂z2 = −2(1 − z1) |1 − z1| 6 ·ˆ2z2 − z2z1 − 2z2|z2| 2 − z2|z1| 2∂ 2 P ∂z1∂z2 = −2(1 − z1) |1 − z1| 6 ·ˆ2z2 − z2z1 − 2z2|z2| 2 − z2|z1| 2∂ P ∂z2 = −2z2 + 2|z1| 2 z2 + 2|z2| 2 z2 |1 − z1| 4 ∂ 2 P ∂z2∂z2 = −2 + 2|z1| 2 + 4|z2| 2 |1 − z1| 4 (8.1)
Now we know that, in complex dimension two,
Plugging the values from (8.1) into this last equation gives kernel P(z, ζ) = c n · (1 − |z| 2 ) 2 |1 − z · ζ| 4 has these properties:
(2) P(z, ζ) > 0 for all z ∈ B, ζ ∈ ∂B;
(1) ∂B P(z, ζ) dσ(ζ) = 1 ∀z ∈ B;
(3) If ǫ > 0, then lim |z|→1 P(z, ζ) = 0, uniformly for |z − ζ| ≥ ǫ.
These properties are clear by inspection. They are analogous to the properties of a "standard family of kernels" as discussed in [KRA5] and [KAT] . And it is a general and well-known fact that, with these desiderata, the integral ∂B P(z, ζ) f (ζ) dσ(ζ)
will converge back to f (P ) as B ∋ z → P ∈ ∂B. That is part (2) of what we wished to prove.
Concluding Remarks
The Bergman, Szegő, and Poisson-Szegő kernels are today central to the study of harmonic analysis in the complex domain. Although we did not treat the matter here, the Szegő kernel is usually a classical singular integral kernel on the boundary ∂Ω, hence the Caldéron-Zygmund theory may be brought to bear on the subject (see [KRA6] for more on this particular topic)-see particularly its more general formulation in [COW] . The Bergman kernel is, by contrast, a classical Hilbert integral and may be studied using slightly different tools (see [PHS] ). The three integral operators featured here are crucial to the regularity theory of partial differential equations-particularly the inhomogenous CauchyRiemann equations and the Laplacian-see [KRA4] . They help us to understand function theory, the construction of holomorphic function with particular properties, and the nature of domains of holomorphy. They are important tools.
In the present paper we have only given a light introduction to, and an invitation to, the study of the kernels of Bergman, Poisson, and Szegő. We can only hope that the reader is tempted to explore further.
