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Abstract
We study the problem of distributed estimation over adaptive networks where communication delays
exist between nodes. In particular, we investigate the diffusion Least-Mean-Square (LMS) strategy where
delayed intermediate estimates (due to the communication channels) are employed during the combination
step. One important question is: Do the delays affect the stability condition and performance? To answer
this question, we conduct a detailed performance analysis in the mean and in the mean-square-error sense
of the diffusion LMS with delayed estimates. Stability conditions, transient and steady-state mean-square-
deviation (MSD) expressions are provided. One of the main findings is that diffusion LMS with delays
can still converge under the same step-sizes condition of the diffusion LMS without delays. Finally,
simulation results illustrate the theoretical findings.
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2I. INTRODUCTION
Distributed estimation aims to estimate a parameter vector of interest through local computation
and cooperation among neighboring nodes. Distributed solutions are attractive in terms of robustness,
scalability, and communication overheads. There has been extensive work in the literature studying
distributed strategies, such as incremental strategies [1]–[3], consensus strategies [4]–[6], and diffusion
strategies [7]–[9].
Most prior works on distributed estimation assume that the network is synchronous and that there is
no noise or delay in communication. There exist several works studying distributed estimation in the
presence of asynchronous events or imperfect information exchanges. For example, the performance of
consensus and gossip strategies is investigated in [10]–[13] in the presence of link-failures, switching
topology, and noisy links. Single-task and multi-task diffusion strategies over asynchronous networks are
also examined in [14]–[17], while diffusion LMS over multi-task networks is investigated in [18] in the
presence of noisy links.
The aforementioned works focus on asynchronous events such as link-failures, switching topology,
noisy links, and agents turning on and off randomly. Another critical challenge in a distributed imple-
mentation is the presence of communication delays. For instance, in underwater acoustic sensor networks,
one of the main characteristics of underwater communication channels is their long propagation delays
due to the low speed of sound. It is therefore crucial to consider distributed solutions that take into account
the communication delays. In [19], the authors studied a situation where the agents in the network seek
average-consensus in the presence of time delays. It was shown that, in a deterministic setting, time delays
should be smaller than a threshold to reach consensus. Recently, several other works have also derived
interesting findings on consensus strategies in the presence of communication delays [20]–[25]. In [22], the
authors propose and analyze the decentralized asynchronous primal-dual algorithm using fixed step-sizes
which converges to the exact solution. In [23], a distributed consensus algorithm is proposed and analyzed
for continuous-time multiagent systems in the presence of communication delays. Proportional-Integral
(PI) consensus-based distributed optimization algorithm is presented to handle constant communication
delays in [24]. In most cases, these works are problematic for processing streaming data in an adaptive
context. It has been shown that diffusion strategies outperform consensus or primal-dual strategies in
the stochastic setting due to gradient noise [26], [27]. By using constant step-sizes, diffusion strategies
ensure continuous learning and adaptation. In this letter, we carry out a detailed performance analysis
of diffusion LMS strategy in the presence of delays and provide stability conditions in the mean and
mean-square sense. One of the main findings of this work is that the communication delays do not affect
3the convergence condition of adaptive diffusion networks.
The rest of paper is organized as follow: Data model and diffusion strategies with and without delays
are introduced in Section II. Stability condition and stochastic behaviors in the mean and mean-square
sense of diffusion LMS with delays are provided in Section III. Simulation results are presented in
Section IV. Finally, Section V concludes this work.
Notations: Normal font letters represent scalars, boldface lowercase letters represent column vectors, and
boldface uppercase letters represent matrices. The symbols 1 and I are the vector of all ones and the
identify matrix of appropriate size, respectively. We use symbol 0 to denote the vector of all zeros or the
matrix of all zeros with appropriate size. The (`, k)-th entry of a matrix A is denoted by [A]`k. We use
the symbol ⊗ to denote the Kronecker product and the symbol Tr(·) to denote the trace operator. The
operator vec(A) forms a column vector obtained by stacking the columns of the matrix A on top of one
another. The operator col{·} constructs a column vector by stacking the input entries on top of each other.
The symbol bdiag{·} constructs block diagonal matrix from input matrix arguments. The symbol ‖ · ‖∞
denotes the maximum absolute row sum of a matrix. The symbol ‖ · ‖b,∞ denotes the block maximum
norm of a block matrix. The symbols ρ(·) and λ(·) denote the spectral radius and eigenvalues of its
matrix argument, respectively.
II. DATA MODEL AND DIFFUSION STRATEGIES
Consider a network of N agents, labeled with k = 1, . . . , N . At each time instant i ≥ 0, each agent
k is assumed to have access to a zero-mean scalar measurement dk,i ∈ R and a real-valued regression
vector xk,i ∈ RM with positive-definite covariance matrix Rk = E{xk,ix>k,i}. Let rdx,k , E{dk,ixk,i}.
The data {dk,i,xk,i} are assumed to be related via the linear regression model:
dk,i = x
>
k,iw
∗ + vk,i (1)
where w∗ ∈ RM is an unknown parameter vector to be estimated, and vk,i ∈ R is a zero-mean spatially
independent measurement noise with variance σ2v,k. In order to find an estimate for w
∗, the objective of
the network is to minimize the cost function J(w) : RM → R given by:
min
w
J(w) =
N∑
k=1
E(dk,i − x>k,iw)2. (2)
It can be verified that the solution of the above problem is given by w∗ = (
∑N
k=1Rk)
−1(
∑N
k=1 rdx,k).
This requires the signal statistical information Rk and rdx,k, which are rarely available in practice. To
4solve the problem in a fully-distributed and adaptive manner, the following adapt-then-combine (ATC)
diffusion LMS strategy can be employed [7]:
ψk,i = wk,i−1 + µkxk,i(dk,i − x>k,iwk,i−1) (3a)
wk,i =
∑
`∈Nk
a`kψ`,i (3b)
where Nk denotes the set of neighbors of agent k including itself and wk,i denotes the estimate of w∗ at
agent k and iteration i. The first step (3a) is an adaptation step where agent k uses its own data available at
time i to update the previous estimate wk,i−1 to an intermediate estimate ψk,i. Then, in the combination
step (3b), agent k convexly combines the intermediate estimates ψ`,i from its neighbors to obtain wk,i.
The parameter µk is a positive step-size, and the combination coefficients {a`k} are non-negative, chosen
to satisfy the following conditions:
N∑
`=1
a`k = 1, and
a`k > 0, if ` ∈ Nk,a`k = 0, otherwise. (4)
The above conditions imply that the matrix [A]`k = a`k collecting the parameters a`k is left-stochastic.
Notice that, in the combination step (3b), each node k at time i is assumed to have access to the
estimates ψ`,i obtained by its neighbors at the same time instant i. This requires the network to be time
synchronized and each node should transmit its estimate to its neighbors before the next iteration i+ 1.
In this work, we are interested in scenarios where there are time delays in information exchange. In this
case, at time i, the estimates ψ`,i from neighbors are not available at node k. Instead, previous estimates
may just have been received. In principle, each node k could pause the adaptation step until receiving the
required timely estimates and delay the processing of data by the network. Alternatively, we can directly
use the delayed information without any additional complexity. By doing so, we arrive at ATC diffusion
LMS with delays:
ψk,i = wk,i−1 + µkxk,i(dk,i − x>k,iwk,i−1) (5a)
wk,i =
∑
`∈Nk
a`kψ`,i−τ`k (5b)
where the adaptation step (5a) is the same as (3a). However, instead of using the timely estimates ψ`,i,
the combination step (5b) uses delayed estimates ψ`,i−τ`k from neighbors, where τ`k ≥ 0 is an integer
denoting the communication delay from node ` to k.
III. PERFORMANCE ANALYSIS
We now analyze the stability and performance of diffusion LMS with delays (5). Before proceeding,
we introduce the following independence assumption.
5Assumption 1 (Independent regressors). The regression vector xk,i arises from a stationary random
process that is temporally white and spatially independent with covariance matrix Rk = E{xk,ix>k,i} > 0.

A consequence of Assumption 1 is that we can consider the regressors {xk,i} independent of w`,j
for all ` and j < i. Although not true in general, this assumption is commonly employed for analyzing
adaptive filters and networks since it simplifies the derivations without constraining the conclusions.
Furthermore, there are extensive results in the adaptive filtering literature indicating that the performance
results obtained using this assumption match well the actual performance for sufficiently small step-
sizes [28].
A. Error Recursion
We introduce the error vectors at node k and time instant i:
ψ˜k,i , w∗ −ψk,i, w˜k,i , w∗ −wk,i, (6)
and collect all error vectors into network block error vectors:
ψ˜i , col{ψ˜1,i, . . . , ψ˜N,i}, w˜i , col{w˜1,i, . . . , w˜N,i}. (7)
Subtracting w∗ from both sides of the adaptation step (5a) and using the data model (1), it can be
verified that
ψ˜i = (IMN −MRi)w˜i−1 −Msi (8)
where M and Ri are N ×N block diagonal matrices with each block of size M ×M , si is an N × 1
block vector whose entries are of size M × 1 each:
M , bdiag{µ1IM , . . . , µNIM}, (9)
Ri , bdiag{x1,ix>1,i, . . . ,xN,ix>N,i}, (10)
si , col{x1,iv1,i, . . . ,xN,ivN,i}. (11)
It holds that R = ERi = bdiag{R1, . . . ,RN} and Esi = 0.
Due to the communication delays, the relation between w˜i and ψ˜i cannot be obtained by simply
subtracting w∗ from both sides of the combination step (5b). Following the same line of reasoning as
6in [29], [30], we introduce the following N(Γ + 1)× 1 extended network block error vectors with each
block of size M × 1:
ψ˜
e
i , col{ψ˜1,i, . . . , ψ˜N,i, ψ˜1,i−1, . . . , ψ˜N,i−1,
. . . , ψ˜1,i−Γ, . . . , ψ˜N,i−Γ}, (12)
w˜ei , col{w˜1,i, . . . , w˜N,i, ψ˜1,i, . . . , ψ˜N,i,
. . . , ψ˜1,i−Γ+1, . . . , ψ˜N,i−Γ+1}, (13)
where Γ = max{τ`k}, 1 ≤ `, k ≤ N . For simplicity, we let T , Γ + 1. Using the fact that the matrix A
is left-stochastic, and from (5b), we obtain
w˜ei = Aeψ˜
e
i (14)
with Ae an MNT ×MNT matrix given by
Ae =
A>0 A>1 . . . A>Γ
IMNΓ 0(MNΓ)×(MN)
 (15)
where Aτ , Aτ ⊗ IM (τ = 0, 1, . . . ,Γ) with the (`, k)-th entry of the N ×N matrix Aτ is given by
[Aτ ]`k =
[A]`k, if τ`k = τ,0, otherwise. (16)
Observe that A =
∑Γ
τ=0Aτ and A , A ⊗ IM =
∑Γ
τ=0Aτ . Likewise, from (8), we can derive the
extended error vector recursive relation between ψ˜
e
i and w˜
e
i−1:
ψ˜
e
i = (IMNT −Rei )w˜ei−1 − sei (17)
with
Rei ,
 MRi 0(MN)×(MNΓ)
0(MNΓ)×(MN) 0(MNΓ)×(MNΓ)
 , sei ,
 Msi
0(MNΓ)×1
 . (18)
By combining (14) and (17), we conclude that the extended network error w˜ei evolves according to the
following recursion:
w˜ei = Biw˜ei−1 −Aesei (19)
where Bi , Ae(IMNT −Rei ).
7B. Mean-error Behavior
Taking the expectation of both sides of (19), using Assumption 1 and the fact that Esi = 0, we arrive
at the mean-error recursion:
Ew˜ei = Ae(IMNT −Re)Ew˜ei−1 = BEw˜ei−1 (20)
Re = ERei = bdiag{MR,0, . . . ,0}, (21)
B = Ae(IMNT −Re). (22)
Lemma 1. Consider the block matrix B defined by (22). The matrix B is stable, i.e., its spectral radius
ρ(B) is less than 1, when ‖IMN−MR‖b,∞ < 1 where the notation ‖·‖b,∞ denotes the block maximum
norm of its argument.1
Proof: See Appendix A.
Theorem 1 (Convergence in the mean). Assume the linear data model (1) and Assumption 1 hold. Then,
for any initial condition, algorithm (5) converges asymptotically in the mean toward the optimal vector
w∗ if the step-sizes in M are chosen to satisfy:
0 < µk <
2
λmax(Rk)
, k = 1, . . . , N. (23)
Proof: See Appendix B.
Theorem 1 allows us to conclude that diffusion LMS with communication delays will continue to
converge in the mean sense under the same step-sizes condition of the algorithm without delays. It is
worth noting that this work focuses on single-task problems where all nodes seek to estimate the same
parameter vector w∗ in (1). In this case, the resulting estimates wk,i will be unbiased according to
Theorem 1. When heterogeneity in the model exists, diffusion multitask algorithms [32], [33] and exact
diffusion algorithms [34] can be used in order to obtain unbiased estimates.
C. Variance Relation
We now study the mean-square-error behavior. We consider the mean-square error vector weighted by
a positive semi-definite matrix Σ, i.e., E‖w˜ei‖2Σ , E(w˜ei )>Σw˜ei . The freedom in selecting Σ allow us to
1For more details and properties of the block maximum norm, refer to [31, Appendix D].
8derive different performance measures about the network and the nodes. Evaluating the weighted square
measures on both sides of (19), we get:
‖w˜ei‖2Σ =‖Biw˜ei−1 −Aesei‖2Σ
=(w˜ei−1)
>B>i ΣBiw˜ei−1 + (Aesei )>ΣAesei − (Biw˜ei−1)>ΣAesei − (Aesei )>ΣBiw˜ei−1. (24)
Taking the expectation of both sides of (24), using Assumption 1 and the fact that the expectations of
the last two terms on the right-hand side (RHS) of (24) are zero, we obtain:
E‖w˜ei‖2Σ = E‖w˜ei−1‖2Σ′ + E{(Aesei )>ΣAesei} (25)
where Σ′ , E{B>i ΣBi}. Let σ , vec(Σ) denote the vector obtained by stacking the columns of the
matrix Σ on top of each other. Note that, in the sequel, we will use the notation ‖ · ‖2σ and ‖ · ‖2Σ
interchangeably to refer to the same quantity. Considering the following properties of matrices:
vec(AΣB) =(B> ⊗A)σ, (26)
Tr(ΣB) =[vec(B>)]>σ, (27)
we find that σ′ , vec(Σ′) = E{B>i ⊗B>i }σ. Let F , E{B>i ⊗B>i }. which can be expressed as:
F =E{B>i ⊗B>i }
=(Ae)> ⊗ (Ae)> − (Ae)> ⊗ (AeRe)>−
(AeRe)> ⊗ (Ae)> + E{(AeRei )> ⊗ (AeRei )>}. (28)
The evaluation of the last expectation term on the RHS of (28) requires high-order statistical moments
of regression data which are usually unavailable. However, we can notice that it depends on the square
of step-sizes {µ2k}. This allows us to continue the analysis by taking this factor into account as was done
in other studies [28]. Particularly, it is sufficient for the exposition to focus on the case of sufficiently
small step-sizes where terms involving higher powers of the step-sizes {µk} can be ignored. In this case,
the matrix F can be approximated by:
F ≈ B> ⊗B>. (29)
The first item on the RHS of (25) can be rewritten as E‖w˜ei−1‖2Σ′ = E‖w˜ei−1‖2Fσ. Now we evaluate the
second term:
E{(Aesei )>ΣAesei} = Tr(ΣG) = [vec(G>)]>σ (30)
9where
G , AeSe(Ae)>, (31)
Se , E{sei (sei )>} = bdiag{S,0, . . . ,0}, (32)
S ,M · bdiag{σ2v,kRk}Nk=1 ·M. (33)
Therefore, the variance relation (25) can be approximated as
E‖w˜ei‖2σ = E‖w˜ei−1‖2Fσ + [vec(G>)]>σ. (34)
Theorem 2 (Mean-square stability). Consider the same settings as in Theorem 1. The diffusion LMS with
delays algorithm (5) is mean-square stable if the matrix F is stable. Assuming further that the step-sizes
are small enough to justify (29), this condition is satisfied by sufficiently small positive step-sizes that
also satisfy (23).
Proof: See Appendix C.
D. Network Transient and Steady-state MSD
Iterating (34) starting from i = 0, we obtain:
E‖w˜ei‖2σ = E‖w˜e−1‖2F i+1σ + [vec(G>)]>
i∑
t=0
F tσ (35)
where w˜e−1 = 1NT ⊗w∗ is an initial condition by assuming w−1 = 0. Comparing relation (35) at time
instants i and i− 1, we can derive the weighted variance recursion
E‖w˜ei‖2σ = E‖w˜ei−1‖2σ + ‖w˜e−1‖2(F−I)F iσ + [vec(G>)]>F iσ. (36)
Let ζi , 1NE‖w˜i‖2 denote the network transient MSD averaged over all nodes at time i. By replacing σ
with σ¯ = vec(Σ¯), Σ¯ = bdiag{IMN ,0, . . . ,0}, we find that the network transient MSD evolves according
to
ζi = ζi−1 +
1
N
(
‖w˜e−1‖2(F−I)F iσ¯ + [vec(G>)]>F iσ¯
)
(37)
with ζ−1 = 1N (w˜
e
−1)>Σ¯w˜
e
−1. Notice that the evaluation of (37) involves the manipulation of the
(MNT )2 × (MNT )2 matrix, which will be prohibitive in computing. However, using property (27),
expression (37) can be rewritten as
ζi = ζi−1 +
1
N
Tr
(
w˜e−1(w˜
e
−1)
>((Bi+1)>Σ¯Bi+1 − (Bi)>Σ¯Bi)+ (Bi)>Σ¯BiG) (38)
where the matrix operations ease to the order of O(MNT ).
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The network steady-state MSD is defined as ζ∗ , 1N limi→∞ E‖w˜i‖2. Assuming that F is stable and
that the algorithm converges in the mean-square sense, taking the limit on both sides of (35), we observe
that the first term on the RHS converges to zero. Then, by setting σ = 1N vec(Σ¯) and using properties (26)
and (27), we get:
ζ∗ =
1
N
∞∑
t=0
Tr
(
(Bt)>Σ¯BtG
)
. (39)
IV. SIMULATIONS
We consider a network of 30 nodes with the topology depicted in Fig. 1(a). The length of the parameter
vector is set to M = 10 and the optimal vector is w∗ = [0.495,−0.134, 0.139,−0.328, 0.367,−0.049,
−0.141,−1.858,−0.253,−0.602]>. The regression vectors xk,i are generated from a zero-mean Gaussian
distribution with covariance matrix Rk = σ2x,kI3. The noises vk,i are zero-mean i.i.d. Gaussian random
variables with variances σ2v,k. The variances σ
2
x,k and σ
2
v,k are shown in Fig. 1(b). The communication
delay τ`k between two connected nodes ` and k is proportional to their distance. The step-sizes are set
to µk = µ for all nodes. Combination coefficients for diffusion strategies are chosen according to the
uniform rule, i.e., a`k = 1/|Nk| for ` ∈ Nk. All simulated results are averaged over 500 independent
trials.
In the first experiment, we set µ = 0.02 for non-cooperative LMS, diffusion LMS with delays, diffusion
LMS with ideal communications where there is no delay, and synchronous diffusion LMS. Note that, for
the synchronous diffusion LMS, all nodes need to wait for the longest delayed information to complete one
adaptation and combination process. Observe from Fig. 2 that the diffusion LMS strategies perform better
than non-cooperative LMS in terms of steady-state MSD, and that diffusion LMS with delays achieves
better network steady-state MSD compared to synchronous diffusion LMS at a faster convergence rate
and to diffusion LMS with ideal communications at a slower rate under the same step-sizes. In the second
experiment, for comparison purposes, we set µ = 0.035 for diffusion LMS with delays in order to meet
the same steady-state MSD. It is seen that diffusion LMS with delays converges much faster than the
synchronous counterpart. This implies that one can adjust the step-sizes for diffusion LMS with delays
to obtain faster convergence rate without additional asynchronous, computational and storage overheads.
Moreover, the algorithm will be stable as long as the step-sizes are small enough, which is independent
of delays. Finally, from Fig. 2, we observe that the simulated results match well the theoretical curves.
V. CONCLUSION
In this work, we considered the problem of distributed estimation over adaptive networks in the presence
of communication delays. We derived the stability condition for diffusion LMS strategy with delays.
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Fig. 1. Simulation settings. Variances are generated as σ2x,k ∼ U(0.8, 1.2), σ2v,k ∼ U(0.18, 0.22).
Stochastic behaviors in the mean and mean-square sense were also provided. Simulation results confirmed
the theoretical findings.
APPENDIX A
PROOF OF LEMMA 1
Consider the matrix B = Ae(IMNT −Re) defined by (22) and assume that ‖IMN −MR‖b,∞ <
1. Since each row of Ae adds up to one and its entries are non-negative, the matrix Ae is a right-
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stochastic matrix. It then holds from Lemma D.4 in [31] that ‖Ae‖b,∞ = 1. Since, by assumption,
‖IMN −MR‖b,∞ < 1, it also holds that the block diagonal matrix IMNT −Re (whose first block
is IMN −MR and whose remaining blocks are identity matrices) satisfies ‖IMNT −Re‖b,∞ = 1.
Since the spectral radius of a matrix is upper bounded by any of its induced norms, and using the
sub-multiplicative property of the block maximum norm, we obtain:
ρ(B) ≤ ‖Ae(IMNT −Re)‖b,∞ (40)
≤ ‖Ae‖b,∞ · ‖IMNT −Re‖b,∞ = 1. (41)
Next, we verify that actually ρ(B) is strictly less than 1. Since λ(AB) = λ(BA), we have ρ(B) = ρ(B′)
with B′ given by:
B′ = (IMNT −Re)Ae =
X 0 . . . X Γ
IMNΓ 0
 , (42)
X τ = (IMN −MR)A>τ , τ = 0, . . . ,Γ. (43)
It holds that
∑Γ
τ=0X τ = (IMN −MR)A>. Now, let us assume that B′ has an eigenvalue λ whose
magnitude is 1, i.e., |λ| = 1, with the corresponding eigenvector u = col{u0, . . . ,uΓ} where each entry
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uτ is of size MN × 1. Then, we can write:
B′u = ejθu. (44)
By expanding the above equation, we obtain:
col
{
Γ∑
τ=0
X τuτ ,u0, . . . ,uΓ−1
}
= ejθcol{u0, . . . ,uΓ}, (45)
which gives rise to the following set of equations:
uΓ−1 = ejθuΓ
uΓ−2 = ejθuΓ−1 = ej2θuΓ
...
u0 = e
jθu1 = e
jΓθuΓ∑Γ
τ=0X τuτ = ejθu0 = ej(Γ+1)θuΓ
(46)
Using the previous equations relating uτ to uΓ, substituting them into the last equation in (46), and
multiplying both sides of the resulting equation by e−j(Γ+1)θ, we obtain:(
Γ∑
τ=0
X τe−j(τ+1)θ
)
uΓ = uΓ. (47)
Recall that ‖IMN −MR‖b,∞ < 1 and equation (47) followed from assuming that the matrix B′ has
an eigenvalue λ whose magnitude is 1. In the following, we show that when ‖IMN −MR‖b,∞ < 1,
relation (47) cannot be true thus B′ cannot have an eigenvalue with magnitude 1. In particular, we show
that when ‖IMN −MR‖b,∞ < 1 the spectral radius of the matrix
(∑Γ
τ=0X τe−j(τ+1)θ
)
would be
strictly less than one, which contradicts (47). To see this, note that:∥∥∥ Γ∑
τ=0
X τe−j(τ+1)θ
∥∥∥
b,∞
=
∥∥∥(IMN −MR) · Γ∑
τ=0
A>τ e−j(τ+1)θ
∥∥∥
b,∞
(a)
<
∥∥∥ Γ∑
τ=0
A>τ e−j(τ+1)θ
∥∥∥
b,∞
, ‖A>‖b,∞
(b)
= ‖A>‖∞
(c)
= ‖A>‖∞ = 1 (48)
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where (a) follows from the sub-multiplicative property of norms and the fact that ‖IMN−MR‖b,∞ < 1,
the entries of A equal to the entries of A at the same positions scaled by e−j(τ+1)θ (this also applies
to A and A), (b) follows from Lemma D.3 in [31] with ‖ · ‖∞ denoting the maximum absolute row
sum of its matrix argument, and (c) follows from the fact that e−j(τ+1)θ does not affect the absolute
quantity and that A> is right-stochastic. We therefore conclude that ρ(
∑Γ
τ=0X τe−j(τ+1)θ) < 1, which
contradicts (47). This allows us to conclude that the matrix B′ cannot have an eigenvalue with magnitude
1, and therefore, the spectral radius of B is less than one.
APPENDIX B
PROOF OF THEOREM 1
Provided that B is stable, the mean-error in (20) will converge to zero. According to Lemma 1, a
sufficient condition for ensuring the stability of B is to select µk such that ‖IMN −MR‖b,∞ < 1.
Following [31], it can be verified that condition (23) ensures ‖IMN −MR‖b,∞ < 1.
APPENDIX C
PROOF OF THEOREM 2
Iterating (34) starting from i = 0, we obtain:
E‖w˜ei‖2σ = E‖w˜e−1‖2F i+1σ + [vec(G>)]>
i∑
t=0
F tσ (49)
where w˜e−1 = 1NT ⊗w∗ is an initial condition by assuming w−1 = 0. It is easy to verify that F i+1σ
converges to zero and the series
∑i
t=0F tσ is a bounded vector as i → ∞ if F is stable. To this end,
the diffusion LMS with delays (5) is stable in the mean-square sense and its weighted mean-square
error E‖w˜ei‖2σ converges to a finite value. Under the sufficiently small step-sizes assumption, F can be
evaluated by (29). In this case, we get ρ(F) = [ρ(B)]2, and therefore F will be stable if B is stable.
According to the proof of Theorem 1, B is stable if condition (23) is satisfied. Thus, condition (23)
ensures mean-square stability of the algorithm for sufficiently small step-sizes.
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