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We examined the lane formation dynamics of oppositely self-driven binary particles by molecular dynamics
simulations of a two-dimensional system. Our study comprehensively revealed the effects of the density and
system size on the lane formation. The phase diagram distinguishing the no-lane and lane states was system-
atically determined for various combinations of the anisotropic friction coefficient and the desired velocity. A
peculiar clustered structure was observed when the lane was destroyed by considerably increasing the desired
velocity. A strong system size effect was demonstrated by the relationship between the temporal and spatial
scales of the lane structure. This system size effect can be attributed to an analogy with the driven lattice gas.
The transport efficiency was characterized from the scaling relation in terms of the degree of lane formation and
the interface thickness between different lanes.
I. INTRODUCTION
A recent challenge in research on active matter systems
has been understanding the basic principles of various self-
organizations observed in the collections of self-propelled or
self-driven elements [1–4]. Representative examples include
schools of fish, flocks of birds, swarms of animals, and crowds
of humans. In these systems, all elements exhibit macroscopic
and synchronized collective behavior in the same direction de-
spite microscopic repulsive interactions. The self-driven force
can lead to the spontaneous symmetry breaking of the locomo-
tion, which is significantly different from passive Brownian
motion.
Lane formation is a remarkable example of self-
organization in many autonomous agent systems, and is asso-
ciated with pedestrian counterflows [5–7]. Specifically, when
two groups of agents are driven and move in opposite direc-
tions, the agents of the same species tend to move collectively
and eventually form a lane in the driven direction. Such segre-
gation of the different lanes is closely related to how efficiently
the pedestrians can flow toward the desired direction in vari-
ous crowded environments, such as evacuation in the event of
a disaster [8, 9].
The social force model was proposed to obtain the under-
lying mechanism of a pedestrian flow from the microscopic
level [10, 11]. In this model, each pedestrian is modeled as
a particle with a finite excluded volume that interacts via re-
pulsion to avoid collisions. Additionally, the self-driven force
acts on each particle in order to adjust the instantaneous ve-
locity to the preassigned desired direction and magnitude. A
large number of simulation studies have been carried out to
optimize realistic pedestrian behavior [12–16].
A similar lane-formation phenomenon has also been
demonstrated in simulations of binary oppositely charged par-
ticles [17–31] as well as experiments [32–35]. The phase di-
agram of the lane formation has been examined for various
combinations of the external force and the density under the
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periodic boundary condition [17–21, 31] or with confined ge-
ometry [27, 29]. The finite-size effect has also been investi-
gated [25, 27, 29]. In particular, the critical force that gen-
erates lane formation exhibits a logarithmic increase with the
system size, which implies that global phase segregation can-
not occur in a finite amount of time [25]. Recently, the ob-
served system size dependence has been interpreted through
an analogy with the driven lattice gas model [30]. That is,
the lane formation in the driven system is basically governed
by the phase separation. However, global lane formation ex-
tending to the system size from the disordered and random
configuration would occur with infinite time.
With regard to the oppositely self-driven particles, recent
advances have been seen in simulations for the phase diagram
of lane formation with square system geometry under the pe-
riodic boundary condition [36]. In particular, the anisotropic
friction perpendicular to the driven direction has been intro-
duced, which mimics the anisotropic response of pedestrians
after collisions. However, the information regarding the den-
sity and finite-size effects is still limited, in contrast to the data
obtained in the above simulation studies on driven systems un-
der an external field.
In this study, we examined the lane formation dynamics of
oppositely self-driven binary particles by simulating Langevin
molecular dynamics of a two-dimensional system. In particu-
lar, we systematically examined the effects of the density and
finite size on lane formation. Various order parameters re-
garding the lane structure were quantified: the degree of lane
formation, velocity fluctuation, transport efficiency, character-
istic time scale of lane formation, lane number, lane width,
and interface thickness between different lanes. Such com-
prehensive quantitative analysis allowed us to clarify both the
similarity and differences between self-driven and external-
field-driven lane formations.
This paper is organized as follows. In Sect. 2, we intro-
duce the simulation model and the numerical details. In Sect.
3, we define the various observables to characterize the lane
formation. In Sect. 4, we present the numerical calculations.
Finally, in Sect. 5 we summarize the results.
2II. SIMULATION MODEL AND DETAILS
We simulated the Brownian molecular dynamics for two-
dimensional equimolar binary mixtures of N particles in a reg-
ular square. In the mode, each particle is assigned the variable
s = + or −. Half of the particles have s = +, and the other
half have s = −. This variable s characterizes the driven di-
rection (along the x-axis) when a self-driven force is applied
to the particle, which is explained below. The number density
is ρ = N/L2, where L is the linear dimension of the system.
The periodic boundary condition is used in both the x- and y-
directions. The equation of motion for the position ri(t) and
velocity vi(t) = dri(t)/dt = (vix, viy) of the i-th particle is
given by
m
dvi
dt
= −∇i
∑
j,i
φ(ri j) − Γvi +Ri(t) + F (d)i . (1)
Here, m denotes the particle mass. φ(ri j) is the interac-
tion potential, which depends only on the pair separation
ri j = |ri − r j| between particles i and j. The purely repul-
sive soft-core potential φ(r) = ǫ(σ/r)12 is used with the cutoff
length rc = 2.5σ. Here, ǫ and σ represent the magnitude
of the potential energy and particle diameter, respectively. In
addition, Ri(t) stands for the zero mean random force act-
ing on the i-th particle. The variance of Ri(t) is given by
〈Riα(t)R jβ(t′)〉 = 2mkBTΓδi jδαβδ(t − t′), which is character-
ized by the thermal energy kBT and the friction coefficient Γ
that should be associated with the collisions with the solvent.
α and β represent the two Cartesian components.
The self-driven force acting on particle i is given by
F
(d)
i
= −γx(vix − siV0)ex − γyviyey. (2)
Here, the first term denotes Helbing’s proposed social force
model related to pedestrian phenomena [6]. The x component
of the i-th particle velocity tends to attain the desired veloc-
ity V0 in the driven x-direction, which is determined by the
variable si. The corresponding Pe´clet number Pe is then de-
scribed by Pe = γxV0σ/kBT . This model includes the re-
laxation time due to the friction γx in the x-direction. For the
y-direction, on the other hand, the y-component of the velocity
decays to zero because of the friction γy perpendicular to the
driven direction. Here, the friction coefficients γx and γy are
chosen independently to imitate the anisotropic effect of the
momentum exchange with the substrate [36]. The drift veloc-
ity of the single particle in the stationary state is described by
〈vsst〉 = sγxV0/(γx + Γ). If the random force Ri(t) and associ-
ated friction force −Γvi are not taken into account, our model
equation reduces to that used in the previous study [36]. In ad-
dition, if the frictions γx and γy become zero, the considered
equation of motion reduces to the usual Langevin equation of
the many-particle system.
Hereafter, the units of length, temperature, and time are rep-
resented as σ, ǫ/kB, and
√
mσ2/ǫ, respectively. In all simu-
lations, m = 1, T = 1, and γx = 1 were fixed values, and
a time step of ∆t = 0.001 was used. The dependence of the
number density ρ on the lane formation for various V0 and γy
was first intensively investigated at the fixed particle number
N = 108. The examined densities were ρ = 0.2, 0.3, 0.4,
0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. Next, we focused on the finite-
size effect on lane formation by changing the particle number
as N = 108, 200, 400, 1000, 4000, and 10000 at the fixed
number density ρ = 0.8. After equilibration with the thermal
energy kBT = 1 using the Langevin equation, the self-driven
force F (d) was applied to the particles. In this study, 10 in-
dependent t = 103(N = 108) and t = 2 × 104 (N = 200,
400, 1000, 4000, and 10000) trajectories were generated, from
which various quantities were calculated.
III. ORDER PARAMETERS
To characterize the degree of lane formation, some order
parameters were proposed for evaluating the number of par-
ticles of the same species along the driven direction. As in-
troduced in Ref. 36, the simulation system can be virtually
divided into identical rectangular strips along the driven x-
direction. The number of strips is given by ndiv = [L/σ] + 1,
where [· · · ] denotes the Gauss symbol. Thus, the width of
each strip along the y-direction is described by ℓdiv = L/ndiv,
which is closer to the particle diameterσ. The order parameter
for the lane formation in the k-th rectangular strip is defined
as
ψk =
n+
k
− n−
k
n+
k
+ n−
k
, (3)
where n±
k
represents the number of s = ± species particles
in the k-th rectangular strip. This signed variable ψk is de-
termined by the difference in numbers between the positively
and negatively driven particles n+
k
− n−
k
, which is normalized
by the total particle number n+
k
+ n−
k
in the k-th strip. Thus,
the range of ψk is from −1 to 1, and ψk becomes positive if the
s = + particles become dominant in the strip and negative if
the s = − particles become dominant. The order parameter Ψ
for the total system is then defined by
Ψ =
〈
1
ndiv
ndiv∑
k=1
|ψk |
〉
, (4)
where 〈· · · 〉 is the ensemble and time average. The order pa-
rameter Ψ begins with around zero at the initial state and fi-
nally reaches 1 when the system exhibits the lane formation
in the steady state. The former corresponds to the randomly
mixed state, whereas the latter corresponds to the lane forma-
tion structure by the particles of the same species along the
driven direction.
The transport property is depicted by the driven efficiency
in the x-direction, i.e., the average drift velocity normalized
by the single particle 〈vsx〉,
η =
1
2
( 〈v¯+x 〉
〈v+st〉
+
〈v¯−x 〉
〈v−st〉
)
, (5)
where v¯±x = (2/N)
∑N/2
i=1
v±
ix
is the average magnitude of the
particle velocity in each driven direction. The velocity fluctu-
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FIG. 1. (Color online) Phase diagrams representing the lane formation order parameter Ψ for various combinations of the friction along the
y-direction γy and the desired velocity V0 at the densities ρ = 0.2 (a), 0.5 (b), 0.8 (c), and 1.0 (d). Typical snapshots of the states (i)-(ix) in
the phase diagrams are also illustrated. In these snapshots, note that the linear dimension of the system is normalized so that the particle size
changes with the density.
ation in the x-direction is calculated from
∆ =
1
2
(〈∆+〉 + 〈∆−〉), (6)
where ∆± = (2/N)
∑N/2
i=1
(v±
ix
− 〈v¯±〉)2 is the velocity variance in
each driven direction.
The number of lanes NL was also evaluated. For this, the
order parameter of each strip ψk was first discretized with re-
spect to the threshold values ±0.5 to ψd
k
= 1 (ψk > 0.5), 0
(|ψk| ≤ 0.5), and −1 (ψk < −0.5). Then, the nearest l-th strip
for which the order parameter is ψd
l
, 0 from the k-th lane can
be determined as follows:
l(k) = min
1<l−k<ndiv
[l + (k + ndiv − 1)δ0,ψd
l
]. (7)
Here, note that the maximum and minimum of the index l are
given by k + ndiv − 1 and k + 1, respectively. In addition, the
periodic boundary condition ψd
j+ndiv
= ψd
j
was utilized. Be-
cause the number of lanes NL is equal to that of the interface
between the oppositely driven lanes, the following equation
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FIG. 2. (Color online) Phase diagrams representing the transport efficiency η for various combinations of the friction along the y-direction γy
and the desired velocity V0 at the densities ρ = 0.2 (a), 0.5 (b), 0.8 (c), and 1.0 (d).
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FIG. 3. (Color online) Phase diagrams representing the velocity fluctuation in the x-direction ∆ for various combinations of the friction along
the y-direction γy and the desired velocity V0 at the densities ρ = 0.2 (a), 0.5 (b), 0.8 (c), and 1.0 (d).
can be obtained:
NL =
〈 ndiv∑
k=1
δ−1,ψd
k
ψd
l(k)
〉
. (8)
The average thickness of the interface ξ was estimated by
ξ =
〈
ℓdiv
NL
ndiv∑
k=1
(l(k) − k − 1) × δ−1,ψd
k
ψd
l(k)
〉
, (9)
for NL , 0. Correspondingly, the average lane width along the
y-direction WL can be evaluated from the following relation:
L
NL
= WL + ξ. (10)
Thus, the average length scale per lane L/NL can be evaluated
from the combination of the lane width WL and the interface
thickness ξ.
IV. RESULTS AND DISCUSSION
A. Density dependence on lane formation at N = 108
First, we show the results of various observables in the sys-
tem with N = 108. In particular, the density dependence is
systematically discussed in this subsection. Figure 1 plots the
lane formation order parameters Ψ for various combinations
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FIG. 4. (Color online) Lane number NL of the laned states (Ψ ≥ 0.8)
as a function of the density ρ.
of γy and V0. Snapshots of the states (i)-(ix) in the phase dia-
grams are also illustrated. We confirm that the transition lines
in phase diagrams eventually converged at final stages in our
simulations. Thus, the utilized simulation time is sufficient
to achieve the steady states. The characteristic time of lane
formation will be discussed later. These figures indicate that
both large V0 and γy led to lane formation. With increasing
V0, the collision between oppositely driven particles was en-
hanced. In addition, increasing γy reduced the mobility in the
y-direction perpendicular to the driven direction. These two
effects resulted in a bundle of particles in the same direction
and generated the interface between oppositely driven parti-
cles, as seen in the snapshots of Fig. 1. This was the main
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FIG. 5. (Color online) Phase diagrams representing the lane formation order parameter Ψ for various combinations of the friction along the
y-direction γy and the desired velocity V0 at the density ρ = 0.8 for the system sizes N = 108 (a), 1000 (b), and 10000 (c). Typical snapshots
of the state (γy,V0) = (10, 22) are illustrated as (i)-(iii). In these snapshots, note that the linear dimension of the system is normalized so that
the particle size changes with the density.
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FIG. 6. (Color online) Time development of the lane formation order
parameter Ψ with the particle number N = 108 (red), 1000 (blue),
and 10000 (green). The state was set to (γy,V0) = (10, 22), which
is the same as the snapshot in Fig. 5. The dashed lines represent the
fitting results with Eq. (11).
mechanism for the lane formation, which is in accord with
the previous study using Newtonian dynamics [36]. Figure 2
plots a contour map of the transport efficiency η. This indi-
cates that the overall behaviors of Ψ and η were well corre-
lated. Namely, higher lane formation provided more efficient
transportation.
Both Figs. 1 and 2 demonstrate that the region of the lane
formation states became smaller as the density increased. This
can be understood as follows. The mean free path of the parti-
cle decreased with increasing density. Accordingly, a position
exchange after a collision between oppositely driven particles
is unlikely to occur in such dense states. In addition, the tran-
sition line between nonlane and lane states showed nonmono-
tonic and reentrant features, particularly at higher densities.
That is, the lane state reentered the no-lane state when V0 was
greatly increased at a fixed γy [see Figs. 1(i)-(iii)]. To visu-
alize the details of the reentrance, the corresponding velocity
fluctuation in the driven x-direction ∆ was analyzed, as illus-
trated in Fig. 3. The no-lane states with larger V0 exhibited
markedly larger velocity fluctuations at all densities. Figure 1
shows a typical snapshot at ρ = 0.8 as state (iii). The inter-
face between opposite lanes became unstable, and the same
species tended to aggregate to form a cluster. Finally, the lane
structure became a clustered structure, where collisions of op-
positely driven clusters frequently occurred.
Note that the observed reentrance is not equivalent to sim-
ilar phenomena observed in the lane formation of externally
driven particles [18]. In the latter, the reentrant behavior be-
tween the no-lane and lane structures demonstrated depen-
dence on the density at some fixed external force. Specifically,
lane formation was unlikely because the thermal fluctuation
became dominant at low densities even with a large external
force. In contrast, as seen in Figs. 1 and 2, the transition line
of the present self-driven system monotonically changed as
a function of density. This was due to the anisotropic fric-
tion γy, which reduced the fluctuation of the mobility in the
y-direction even at low densities.
The snapshots of states (iv)-(vi) in Fig. 1 show that the num-
ber of lanes NL apparently depended on the density ρ. Fig-
ure 4 presents a scatter plot of NL with various V0 and γy as
a function of the density ρ. This indicates that NL gradually
decreased with increasing ρ. As mentioned above, lane for-
mation is caused by the collision between oppositely driven
particles. At high densities, where the mean free path be-
comes smaller, the collisions of oppositely driven particles are
correlated to one another; then, the aftereffects are plausibly
widespread to some extent to make a wider bundle of same-
species particles. This leads to a smaller number of lanes at
higher densities. The range of NL was observed to become
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FIG. 7. (Color online) Particle number dependence of the lane formation coarsening time τ (a), lane width WL (b), and lane number NL (c).
The states were chosen for Ψ ≥ 0.8. The straight lines represents the power laws N0.63 (a), N0.36 (b), and N0.15 (c), which were determined by
fitting for the plotted data of each figure. (d) Relationship between τ and WL. The scaling τ ∼ WL1.75 is represented by a straight line.
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FIG. 8. (a) Transport efficiency η as a function of the lane formation order parameter Ψ for various particle numbers N. The dashed curves
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ξηβ/α. The states were chosen for Ψ ≥ 0.4. The straight line represents the proportional relationship with the slope of Aβ/αB.
progressively wider when the density decreased. The snap-
shots of states (vii)-(ix) (γy = 16, V0 = 40) in Fig. 1 show
the strong dependence of NL on V0 with a fixed γy = 5 at
the density ρ = 0.2. In fact, the fluctuation of the mobil-
ity in the y-direction became smaller with a larger γy. This
resulted in a larger NL because the collisions were less corre-
lated than those at higher densities. In contrast, both larger V0
and smaller γy reduced NL even at low densities, for which the
mechanism was similar to that at higher densities. This effect
led to the broadly scattered distribution at lower densities, as
seen in Fig. 4. An analogous density dependence of the lane
number was previously reported for the external-field-driven
systems [21]. In the study, however, the particle number was
controlled to change the density in the fixed simulation area.
This means that the system size effect has not been adequately
investigated in a systematic manner. To overcome this issue,
we explored the details of the system size effect on lane for-
mation, as described in the next subsection.
B. Finite-size effect on lane formation
In this subsection, we discuss the finite-size effect on the
lane formation of the oppositely self-driven particles. Figure 5
shows the system size dependence of the lane formation order
parameter Ψ. Apparently, the extent of the capability to form
the laned structure increased with the system size N. In partic-
ular, the clustered structure that was exhibited for larger V0 in
the N = 108 system eventually disappeared for larger N sys-
tems at any state in the phase diagram. The snapshots in Fig. 5
show that the geometric structures of the lane such as the lane
number NL, the lane width WL, and the interface thickness ξ,
were affected by the system size even when the parameters γy
and V0 had the same values.
For more details, we examined the coarsening process of
the lane formation with the time evolution of Ψ(t). The aver-
aged results of the state at γy = 10 and V0 = 22 are shown in
Fig. 6 for N = 108, 1000, and 10000. The characteristic time
scale associated with the lane formation from the randomly
mixed configuration became slower when the system size in-
creased. This lane formation time scale is quantified by the
following function:
Ψ(t) = Ψin + (Ψst − Ψin)
[
1 − e−(t/τ)c
]
, (11)
where Ψin and Ψst are given by the lane formation order pa-
rameter at the initial and steady states, respectively. Thus,
the fitting parameters are the exponent c and the character-
istic time τ. The results are plotted in Fig. 6. Figure 7(a)
plots the quantified time scale τ as a function of N for the
7state Ψ ≥ 0.8. The characteristic time of the coarsening τ
scaled as τ ∝ N0.63(∝ L1.26) on average. This implies that
the macroscopic lane formation occurs at the thermodynamic
limit. A comparable system size dependence has been re-
ported for the lane formation caused by the external field [25].
Furthermore, analogous scaling has been demonstrated in the
coarsening dynamics of the driven lattice-gas model [37–40].
In addition, driven on- and off-lattice model simulations have
recently been compared [30].
The system size dependences of the lane width WL and the
lane number NL are plotted in Figs. 7(b) and (c), respectively.
If the system size effect is negligible, the lane widthWL should
converge to some finite value; then, NL increases according to
NL ∝ L(∝
√
N). However, as mentioned above, the lane for-
mation can only exist with infinite time. Correspondingly, the
lane width approximately followed WL ∝ N0.36(∝ L0.72) on
average, which is weaker than the proportional relation to the
system linear dimension L. Indeed, Fig. 7(c) indicates that the
lane number NL slightly increased with the particle number N.
In other words, the two-lane state with the width L/2 could
not develop in the finite time simulations. The relationship
between the length and time scales τ ∼ WL1.75 was eventually
obtained, as shown in Fig. 7(d). These numerical results can
be understood as the dynamical effect of the collisions of op-
posite particles. The two-lane state is energetically the most
stable because the interface effect of the opposite driven parti-
cles is lowest. However, when a lane with the width WL = L/2
is formed from the disordered initial configuration, the num-
ber of collisions between different species increases with the
system size. To reduce such energy loss due to collisions dur-
ing the coarsening process, the lane should be split to increase
the lane width WL ∝ L0.72, as shown in Fig. 7(b).
Finally, the system size effect of the transport efficiency
η was examined. Figure 8(a) plots the relationship between
Ψ and η for various particle numbers N. As discussed in
Sect. IVA, the lane formation order parameter Ψ correlated
with η at N = 108. However, the overall efficiency η de-
creased even at the larger Ψ state for N = 10000. This depen-
dence of η on Ψ can be described by the proportional relation
as η = AN−αΨ1.7 with the constant A ≃ 10.2 and the exponent
α ≃ 0.49. As noted above, particles of different species within
the interface collided frequently, which reduced the transport
efficiency η. Indeed, the number of the interface slightly in-
creased with NL, as shown in Fig. 7(c). However, the ob-
served reduction of η with increasing N was rather substan-
tial. To clarify this phenomenon, the interface thickness ξ was
plotted as a function of the degree of the lane formation Ψ,
as shown in Fig. 8(b). The interface thickness ξ increased
with a higher particle number N. According to the definition
given in Eq. (10), ξ becomes zero at the nonlane state Ψ = 0
with NL = 0. As shown in the figure, the peak was remark-
ably pronounced at the intermediate ordered state Ψ ≃ 0.3.
Furthermore, ξ strongly decreased toward zero when Ψ ap-
proached unity. This reduction behavior can be described by
ξ = BNβ(1 − Ψ)1.3 with the constant B ≃ 0.73 and the expo-
nent β ≃ 0.44. From the two equations, the particle number N
dependence can be deleted; thus, the relationship among the
three variablesΨ, ξ, and η is given byΨ1.7α/β(1−Ψ)1.3 ∼ ξηα/β,
as presented in Fig. 8(c).
V. SUMMARY
We numerically studied the lane formation dynamics of op-
positely self-driven particles based on the social force model.
In particular, we addressed the density and finite-size effects
on the lane formation process.
First, the density dependence of the lane formation order
parameter Ψ was analyzed. The transition lines that distin-
guish the no-lane and lane states can be described by various
combinations of the desired velocity V0 and the anisotropic
friction coefficient γy. The density dependence of the tran-
sition line monotonically changes, i.e., the area of the lane
formation region decreases with increasing density. Such
monotonic behavior is contrary to the observed lane formation
caused by an external field, where the reentrant effect is exhib-
ited in the density dependence of the critical external force for
lane formation [18]. This discrepancy is associated with the
friction −γyvy, which reduces the fluctuation in the direction
perpendicular to the driven direction. Thus, the ability of the
lane formation in the present model becomes higher than that
in Ref. 18. Alternatively, we found a different type of reentrant
structure in the dynamical phase diagram, particularly at the
higher density state. If the desired velocity V0 becomes exces-
sively large, the interface of different lanes becomes unstable
and forms clustered structures of same-species particles.
Second, the finite-size effect on the lane formation was sys-
tematically analyzed. In particular, the system size depen-
dence of the spatiotemporal scales of the lane formation was
characterized. The coarsening process of the lane is analogous
to the driven lattice-gas model, where the macroscopic two-
lane state is realized at the thermodynamic limit. By contrast,
with finite simulation times, the dynamic effects due to colli-
sions of oppositely driven particles, particularly within the in-
terfaces, cause the lane to split. The system size dependence
of the transport efficiency was quantified with two variables:
the lane formation order parameter and the interface thickness
of different lanes. The obtained scaling relation allows us to
predict how efficiently particles flow toward a desired direc-
tion by knowing the degree of lanes and interface thickness
for any system size.
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