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Continuous time random walk concepts applied to extended mode coupling
theory: A study of the Stokes-Einstein breakdown.
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Polymer Science and Engineering Division, CSIR-National Chemical Laboratory, Pune-411008,
India
In an attempt to extend the mode coupling theory (MCT) to lower temperatures, an Unified theory was
proposed which within the MCT framework incorporated the activated dynamics via the random first order
transition theory (RFOT). Here we show that the theory although successful in describing other properties
of supercooled liquids is unable to capture the Stokes-Einstein breakdown. We then show using continuous
time random work (CTRW) formalism that the Unified theory is equivalent to a CTRW dynamics in presence
of two waiting time distributions. It is known from earlier work on CTRW that in such cases the total
dynamics is dominated by the fast motion. This explains the failure of the Unified theory in predicting the
SE breakdown as both the structural relaxation and the diffusion process are described by the comparatively
fast MCT like dynamics. The study also predicts that other forms of extended MCT will face a similar
issue. We next modify the Unified theory by applying the concept of renewal theory, usually used in CTRW
models where the distribution has a long tail. According to this theory the first jump given by the persistent
time is slower than the subsequent jumps given by the exchange time. We first show that for systems with
two waiting time distributions even when both the distributions are exponential the persistent time is larger
than the exchange time. We also identify the persistent time with the slower activated process. The extended
Unified theory can now explain the SE breakdown. In this extended theory at low temperatures the structural
relaxation is described by the activated dynamics whereas the diffusion is primarily determined by the MCT
like dynamics leading to a decoupling between them. We also calculate a dynamic lengthscale from the
wavenumber dependence of the relaxation time. We find that this dynamic length scale grows faster than the
static length scale.
I. INTRODUCTION
When a liquid is cooled below its melting point it en-
ters a supercooled liquid regime. Although the state of
the system still remains in a liquid form, the characteris-
tics of the supercooled liquid becomes quite different from
that of a high temperature liquid. One of the character-
istics that changes is the validity of the Stokes-Einstein
(SE) relationship1–3. At high temperatures the diffusion
coefficient and the shear viscosity/structural relaxation
of a liquid follow each other and this is expressed via
the SE relation. However in the supercooled regime, the
dynamics of the system changes and it is no more only
diffusive in nature. As the temperature of the system
is lowered the underline landscape properties start in-
fluencing the dynamics4,5. The presence of the free en-
ergy barriers in the landscape are now experienced by
the system. Thus according to the landscape picture the
dynamics in a basin is described by diffusion and the dy-
namics in between two basins is activated in nature. As
the temperature is lowered the barriers become higher
and the activation process becomes slower. It also be-
comes the dominant contributor to the structural relax-
ation. Recent experiments6–9 and computer simulation
studies10–12 have also shown that unlike in normal high
temperature liquids the dynamics of supercooled liquids
is not homogeneous. In a given interval of time, there are
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‘mobile’ and ‘immobile’ regions giving rise to dynamical
heterogeneity. The particles in these regions move co-
operatively and the regions are called cooperatively re-
arranging region (CRR). The slowing down of the dy-
namics in a supercooled liquid is also associated with a
growing length scale of these CRRs. According to ran-
dom first order transition theory (RFOT) the growth of
this lengthscale and the increase in the free energy barrier
are correlated13. It is believed that due to this change in
the dynamics a decoupling between the diffusion and the
viscosity/structural relaxation takes place and often the
SE breakdown is considered a hallmark of a supercooled
liquid14–17.
Because of the change in the dynamics the microscopic
theories which work well in the normal liquid regime fails
in the supercooled domain. It is know that amongst the
existing microscopic theories mode coupling theory is one
of the best to describe the dynamics in moderately su-
percooled regime18. However, it fails to describe the low
temperature dynamics of the system specially below the
dynamic transition temperature19. The absence of the
activated dynamics in the theory is usually connected to
its failure. The RFOT on the other hand can describe the
activated dynamics in this temperature regime13. How-
ever, as mentioned above, both diffusive and activated
motions contribute to the dynamics at low temperatures.
There is no single theory which can microscopically de-
scribe both these motions. Few attempts have been made
in this direction by extending the MCT and incorporat-
ing the activated dynamics20–23. One of them is the Uni-
fied theory22,24. Unlike the other theories20,23 the Unified
2theory connects the dynamics at low temperatures to the
thermodynamics of the system. The activated dynamics
in this theory is calculated using concepts of RFOT13
which predicts that the free energy barrier of activation
depends on the configurational entropy. This dependence
of the activated dynamics on entropy is similar to what
has been predicted by the Adam Gibbs theory25 and have
also been observed in many simulation studies26,27. The
unified theory has been successful in extending the dy-
namics described by MCT to much lower temperatures
where the idealized MCT shows no relaxation22,24. It
has been shown that the modified MCT coupled to the
activated dynamics predicts hopping induced diffusion.
Given the success of the theory it is imperative to test its
validity in explaining the SE breakdown in supercooled
liquids. As discussed before, there has been other at-
tempts to extent the MCT20,21,23. In one such study
the breakdown of the SE was addressed23. Except for
the way the activated dynamics is calculated this for-
malism is quite similar to the Unified theory. Although
the formalism could predict the SE breakdown it is also
mentioned that the predicted decoupling between the dif-
fusion and the structural relaxation is quite weak and the
theory fails to explain the strong decoupling observed in
experiments28.
In this article we first address the SE breakdown us-
ing the existing form of the Unified theory. We find that
similar to that observed by Chong23 the Unified theory
shows a weak or in this case almost no decoupling be-
tween the relaxation time and the diffusion. A continuous
time random walk (CTRW) analysis is performed to show
that the Unified theory is like a CTRW dynamics where
there are two different processes with different waiting
time distributions. In CTRW formalism it is known that
when two processes have widely different timescales the
dynamics is dominated by the fast process29,30. This ex-
plains why the Unified theory does not predict the SE
breakdown as both the structural relaxation and the dif-
fusive dynamics are described by the fast MCT like dy-
namics. Thus we extend the Unified theory by using the
concepts of renewal process in CTRW31. Earlier this con-
cept has been extensively used by kinetically constrained
model (KCM)32. The extended Unified theory does pre-
dict a strong breakdown of the SE relation. We show
that at low temperatures the structural relaxation is de-
termined by the activated motion whereas the diffusion
is described by the MCT like dynamics. This decoupling
in the two dynamics leads to the SE breakdown. The
theory can also predict the dynamic correlation length
of the CRR. We find that the dynamic correlation length
grows faster than the static correlation length. Our study
clearly shows that for all extended MCT forms it is im-
portant to include the concepts of renewal theory to de-
scribe the true dynamics of the system.
The organization of the rest of the paper is the fol-
lowing. In the next section we describe the theoretical
developments. In Sec. III we present results and discus-
sions and Sec. IV contains a brief summary.
II. THEORY
A. Extended MCT and structural relaxation
We start our analysis from the ideal mode coupling
theory (IMCT). The equation of motion for the total in-
termediate scattering function φidMCT (q, t) is given by,
φ¨idMCT (q, t) + γφ˙
id
MCT (q, t) + Ω
2
qφ
id
MCT (q, t)
+Ω2q
∫ t
0
dt′Mid(q, t′)φ˙idMCT (q, t− t
′) = 0. (1)
Here Ω2q = q
2kBT/mS(q), kB is the Boltzmann’s con-
stant and γ is the binary friction term, which is the
short time part of the memory kernel. The memory ker-
nel Mid(q, t) describes the coupling between dynamics
at different wavenumbers and can also be visualized as
the correlation between fluctuating forces33. This can be
written as,
M
id(q, t) =
1
2(2pi)2ρq2
∫
dkV 2q (k,p)S(q)S(p)S(k)
× φidMCT (k, t)φ
id
MCT (p, t). (2)
Where p = q− k and Vq(k,p) = [(q.k)C(k) +
(q.p)C(p)]. Here S(q) is the static structure factor and
the direct correlation function, C(q) = (1 − 1/S(q))/ρ.
Introducing Laplace transform, defined as φ(q, s) =
L[φ(q, t)], we can write Eq.1 in equivalent form as,
φidMCT (q, s) =
1
s+
Ω2q
s+ηid
l
(q,s)
. (3)
Here the longitudinal viscosity ηidl is given by,
ηidl (q, s) = γ +Ω
2
qL[M
id(q, t)]. (4)
Eq.1 and Eq.2 can be solved iteratively. Given the infor-
mation of the structure of the liquid IMCT can describe
its dynamics. The temperature where we find a dynami-
cal arrest T = Tmicroc is the glass transition temperature
of the system as predicted by IMCT. Studies have shown
that Tmicroc is higher than Tg
19,34–36. It is been conjec-
tured that the origin of this failure of IMCT in predicting
the correct transition temperature is due to the exclusion
of hopping motion22.
For supercooled liquids hopping creates an extra relax-
ation channel. In an earlier work by one of us an attempt
had been made to include the hopping motion within the
IMCT22. In this scheme, usually referred to as Unified
(MCT+RFOT) theory the total intermediate scattering
function in supercooled regime can be written as,
φ(q, t) ≃ φMCT (q, t)φhop(q, t). (5)
Here φMCT (q, t) is the mode coupling part and φhop(q, t)
is the contribution from the hopping motion.
3With the approximation that φhop(q, t) is exponential,
φhop(q, t) = exp(−Khopt), equation of motion for φ(q, t)
can be written as22,
φ¨(q, t) + (γ + 2Khop)φ˙(q, t) + (K
2
hop +Khopγ +Ω
2
q)
× φ(q, t) + Ω2q
∫ t
0
dt′φhop(q, t
′)M(q, t′)
× [φ˙(q, t− t′) +Khopφ(q, t− t
′)] = 0. (6)
Where M(q, t) = 12(2pi)2ρq2
∫
dkV 2q (k,p)S(k)S(p)S(q) ×
φ(k, t)φ(p, t) and Vq(k,p) = [(q.k)C(k) + (q.p)C(p)].
Note that the memory function is dependent on full
φ(q, t). The hopping term Khop is expressed as, Khop =
v0
vp
q2l2Phop(∆F )
(1+q2l2)S(q)
37. P (∆F ) = 1τ0 exp(−∆F/kBT ), where
∆F is the Free energy barrier (Details of the calculation
are given in Appendix II). Here v0 is the volume of the
correlated region with correlation length lstatic. lstatic is
the distance where ∂F∂r = 0. vp is the volume of a single
particle, and l is the most probable jump length which is
close to the Lindemann Length38. Following the study of
Chong23 in the expression of Khop we include the struc-
ture factor which was not present in the earlier study37.
The equation of motion for φMCT (q, t), which is con-
sistent with Eq.6 can be written as,
φ¨MCT (q, t) + γφ˙MCT (q, t) + Ω
2
qφMCT (q, t)
+ Ω2q
∫ t
0
dt′M(q, t′)φ˙MCT (q, t− t
′) = 0.(7)
Note that except for the memory function the above
equation is same as the equation of motion for
φidMCT (q, t). The memory function M(q, t) is the same
as in Eq.6, dependent on the full φ(q, t). Thus the MCT
dynamics is coupled to the hopping dynamics through the
memory function. In earlier studies it was shown that the
hopping induced MCT relaxation happens even at lower
temperatures where the IMCT relaxation is frozen22,24.
The effect of hopping can also be introduced in IMCT
as parallel channels in the frequency plane20,22,39. The
expression of φ(q, s) can be written as,
φ(q, s) =
1
s+Khop +KMCT (q, s)
. (8)
KMCT (q, s) and Khop are the relaxation channels for
φ(q, s). KMCT (q, s) =
Ω2q
s+ηl(s)
, where ηl(s) = γ +
Ω2qL[M(q, t)]. Note that in the expression of ηl it is
the total memory function with the hopping term which
is present whereas in the expression of ηidl the memory
function does not have the hopping term. Thus although
KMCT (q, s) and Khop appear as parallel channels, the
MCT dynamics is coupled to hopping dynamics. In time
plane Eq.8 can be written as22,
φ¨(q, t) + (γ +Khop)φ˙(q, t) + (Khopγ +Ω
2
q)φ(q, t) + Ω
2
q
×
∫ t
0
dt′M(q, t′)× [φ˙(q, t− t′) +Khopφ(q, t− t
′)] = 0.(9)
Note that though Eq.6 and Eq.9 are similar but the
memory functions are different for these two schemes.
In an earlier work by one of us we have shown that in
spite of this difference qualitatively they describe simi-
lar phenomena22. The advantage of the first scheme is
that in this scheme we can decouple the MCT and the
activated contributions. Thus it gives us a handy way
to separately calculate the contributions from the diffu-
sive and activated dynamics which is not possible in the
other scheme20,21,23. From now onwards we will refer to
the first scheme (from Eq.5 and Eq.6) as scheme 1 and
the second scheme (Eq.8 and Eq.9) as scheme 2.
We can write similar expressions for the self part of
the intermediate scattering function. This is given in
Appendix I.
B. Mean squared displacement
The equation for mean square displacement (MSD) is
obtained from the equation of motion for φs(q, t). The
details of the derivation are given in Appendix I. Interest-
ingly we find that in both the schemes although the equa-
tions for the intermediate scattering functions (φs(q, t)
and φ(q, t)) are not identical, for MSD they are the same
and the equation for MSD is given by Eq.10,
∂
∂t
< ∆r2(t) > = 6Dhop + 6D0 + 6DhopD0
∫
dt′Ms(0, t′)
− D0
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2(t− t′) > .(10)
Where D0 =
kBT
γ and M
s(0, t) =
1
(2pi)2ρ
∫
dkk2C2(k)S(k)φs(k, t)φ(k, t), where φs(k, t) =
φsMCT (k, t)φ
s
hop(k, t) and φ
s
hop(q, t) = exp(−K
s
hopt).
Kshop is written as K
s
hop =
v0
vp
q2l2
(1+q2l2)Phop(∆F ) =
q2l2
1+q2l2Dhop, where Dhop =
v0
vp
Phop(∆F ) and in q → 0
limit, Kshop = q
2Dhop.
From the above equation (Eq.10) we can not a pri-
ori separate out the MCT and hopping contributions to
MSD. However the MCT contribution to MSD can be
evaluated from the equation of motion for φsMCT (q, t).
The equation for < ∆r2MCT (t) > can be written as,
∂
∂t
< ∆r2MCT (t) >= 6D0
− D0
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2MCT (t− t
′) >. (11)
If we now compare Eq.10 and Eq.11, we find that when
we replace < ∆r2(t) >=< ∆r2MCT (t) > +6Dhopt in
Eq.10 we recover Eq.11. This implies that in diffu-
sion the MCT and hopping dynamics are additive. We
can now estimate the independent contributions from
MCT and hopping dynamics to diffusion (DMCT =
limt→∞
<∆r2MCT (t)>
6t ).
4Note that similar to structural relaxation the MCT
contribution to the diffusion is coupled to hopping via
the memory function.
C. SE breakdown using earlier model
In this section we investigate the SE relation as pre-
dicted by the Unified theory (using schemes 1 and 2, Eq.6
and Eq.9) and compare the theoretical predictions with
experimental data. As discussed in the Introduction,
at high temperatures the diffusion coefficient and shear
viscosity are related by the Stokes-Einstein relation1,3:
D= kBTCηR , where C is a constant and R is the radius of
the moving particle. Usually in experiment SE validity
is measured by calculating the ratio DηT−1/D0η0T
−1
0 ,
where D is diffusion coefficient, η is the viscosity and
T is the temperature and D0, η0 are the values at high
temperature (T0). When this ratio grows from unity, SE
relation fails. Here for numerical studies we take the ratio
Dτs/D0τ
s
0 , i.e. we replace η/T by τ
s, where τs is the α
relaxation time for the self intermediate scattering func-
tion. τs is defined as the time where φs(q = 7.0, t) = 0.1.
The diffusion coefficient is calculated from long time
asymptote of the mean squared displacement (MSD).
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FIG. 1. Dτ s/D0τ
s
0 against reduced temperature ǫ =
(T − Tc)/Tc for Salol using scheme 1 and scheme 2. Here
the relaxation time is calculated at first peak of S(q). For
comparison we have plotted the experimental result40. Both
the schemes fails to capture SE breakdown.
In Fig.1 we plot the scaled product of diffusivity, D and
relaxation time, τs against temperature for Salol system
(see Appendix II for the calculational details). We find
that neither of the two schemes are able to capture the
Stokes-Einstein breakdown. Note that in an earlier study
by Chong using an extended MCT formalism (similar to
scheme 2) SE breakdown has been reported23. However
the author himself commented that near Tg the break-
down is weak.
In Chong’s work the relaxation time is calculated from
Eq.4 in Ref.23. This equation is similar to our Eq.8. The
MSD in Chong’s work is calculated from the self part of
Eq.1a (i.e. Eq.B1) in Ref.23 which is similar to Eq.11 of
this work. Note that Eq.11 is not the time plane counter-
part of the self part of Eq.8. Similarly Eq.1a in Ref.23 is
not the timeplane counterpart of Eq.4 in Ref.23. Thus in
Chong’s work the equation for MSD just like our Eq.11,
only provides the MCT contribution to the diffusion. The
equation of motion for MSD which is consistent with Eq.8
and its time plane counterpart, Eq.9 is Eq.10. Note that
in Eq.10 the activated motion also contributes to the dif-
fusion. One may argue that the contribution from the
activated motion is really small so it does not make any
difference if diffusion is calculated from the total MSD or
the MCT part of the MSD. However, at high tempera-
tures the activation barriers are small and the activated
process is fast. Thus Dhop at high temperatures con-
tribute substantially to the total diffusion and cannot be
neglected. At low temperatures the senario is different
and the contribution of Dhop to the total dynamics is
small. This will be discussed in details in the next sec-
tion. Thus we expect that the degree of decoupling ob-
tained in the earlier work23 will decrease when the full dif-
fusion value is taken into consideration. This will further
weaken the already weak decoupling. Hence it appears
that any form of extended MCT including the Unified
theory is not successful in describing the SE breakdown.
D. Extended Unified theory
In this section we make an attempt to extend the Uni-
fied theory using the concepts of continuous time random
walk. First we discuss the existing concepts of CTRW.
Next we discuss how these concepts can be incorporated
in the Unified theory. Note that in the CTRW description
if there is a single waiting time distribution of displace-
ment, ψ(t) then the dynamic structure factor is given
by41,
φsingleCTRW (q, s) =
1− ψˆ(s)
s
1
1− ψˆ(s)f(q)
.
(12)
Where f(q) is the form factor which is related to the
length of displacement. If the waiting time distribu-
tion is exponential, ψ(t) = 1τ exp(−t/τ), where τ is the
timescale of the distribution, then Eq.12 in time plane
becomes,
φsingleCTRW (q, t) = exp(−t(1 − f(q))/τ). (13)
However there are systems where there are more than
one kind of dynamics present. Like in supercooled liq-
uids the activated and the MCT like diffusive dynamics.
We can then assume that there are two different waiting
time distributions ψ01(t) and ψ
0
2(t) related to the two dif-
ferent processes29. The bare waiting time distributions
5get modified due to the presence of each other. The mod-
ified waiting time distributions can be written as,
ψ1(t) = ψ
0
1(t)(1 −
∫ t
0
ψ02(t
′)dt′)
ψ2(t) = ψ
0
2(t)(1−
∫ t
0
ψ01(t
′)dt′). (14)
According to CTRW formalism30 where there are two
types of distributions, we can write the structural relax-
ation as,
φdoubleCTRW (q, s) =
1− ψˆ1(s)− ψˆ2(s)
s
×
( 1
1− f1(q)ψˆ1(s)− f2(q)ψˆ2(s)
)
. (15)
If both the bare waiting time distributions are exponen-
tial i.e ψ0i =
1
τi
exp(−t/τi), where i = 1, 2, then in time
plane the structural relaxation is given by the product:
φdoubleCTRW (q, t) ≃ exp(−t(1− f1(q))/τ1)
× exp(−t(1− f2(q))/τ2). (16)
Now if we identify the first as activated and the second
as diffusive contribution then the above equation can be
written as,
φdoubleCTRW (q, t) = φhop(q, t)× φMCT (q, t). (17)
Note that this CTRW formalism gives the same re-
sult as given by Eq.6 and thus similar to that given by
Eq.9. This observation is extremely important in un-
derstanding the failure of extended MCT like theories in
explaining the SE breakdown.
The origin of SE breakdown lies in the fact that the
structural relaxation is dominated by the slow dynam-
ics whereas the diffusion is dominated by the fast dy-
namics leading to a decoupling between them. As the
difference in timescale between the fast and the slow dy-
namics increases this decoupling becomes stronger. It
has been earlier shown that the dynamics described by
Eq.16 is dominated by the fast timescale30. Hence for
any equation which has a similar structure (like Eq.6
and Eq.9), the relaxation dynamics will be predicted by
a timescale which is closer to the fast process. As the dif-
ference between the fast and the slow timescales become
wider this effect of the dominance of the fast process be-
comes stronger. Thus for theories where the structural
relaxation is given by an expression similar to Eq.16, in
the intermediate regime although there might be weak
decoupling between the diffusion and the structural re-
laxation, the decoupling will not grow with decrease in
temperature. This is what has been observed in an earlier
study23.
Since we could show that CTRW theory and Unified
theory predicts similar expressions for structural relax-
ation we can now apply concepts usually used in CTRW
theory to the Unified theory. According to renewal the-
ory we can define two different timescales for a single
waiting time distribution31. They are actually different
moments of the distribution. One is related to the second
moment and is called the persistent time, < τp > and the
other is the first moment and is called the exchange time,
< τx >. When the waiting time distribution describes a
Poisson process i.e. it is an exponential function then the
persistent time is same as the exchange time. However
if the waiting time distribution has a tail then persis-
tent time which is the time of the first jump is bigger
than the exchange time which describes the subsequent
jumps. Thus the first jump takes place at a much longer
time than the average value of the jumps. This concept
has been extensively used in describing the dynamics in
kinetically constrained model (KCM)42–44. According to
the renewal theory the structural relaxation is given by,
φrenewalCTRW (q, t) = P (t) +
∫ t
0
dt′p(t′)φdiff (q, t− t
′).(18)
Where P (t) = 1 −
∫ t
0 p(t
′)dt′ is the persistence
function42–44 and p(t) is the persistence time distribu-
tion and φdiff (q, t) is the diffusive part of the structural
relaxation. With the help of the relation between P (t)
and p(t) we can write the above equation as,
φrenewalCTRW (q, t) = P (t)−
∫ t
0
dt′P˙ (t′)φdiff (q, t− t
′).(19)
Where dP (t)dt = −p(t).
We now extend this concept and apply it to the CTRW
theory with two different waiting time distributions. If
there are two waiting time distributions, then assuming
both are exponential in nature, the total waiting time
distribution can be written as,
Pwaiting(t) =
1
2τ1
exp(−t/τ1) +
1
2τ2
exp(−t/τ2). (20)
The exchange time which is the first moment of the prob-
ability distribution function is,
< τx >=
1
2
(τ1 + τ2). (21)
The persistence time can be written as31,32,
< τp >=
< τ2x >
2! < τx >
=
(τ21 + τ
2
2 )
(τ1 + τ2)
. (22)
Except when the two timescales (τ1 and τ2 ) are the same,
the persistent time is always greater than the exchange
time. If τ2 << τ1 then < τp >≃ τ1.
Thus we show that for such systems as long as the two
timescales are different the persistent time is always big-
ger than the exchange time even when each of them are
Poisson process (given by exponential functions). When
the two waiting time distributions are widely apart then
τp is closer to the slower process. Next we map the func-
tions P (t) and φdiff (q, t) with the functions in the Uni-
fied theory. At low temperatures the activated dynamics
6is the slowest dynamics in the system. Hence the persis-
tence function can be related to the activated dynamics,
P (t) = exp(−Phop(∆F )t). (23)
Where Phop(∆F ) =
1
τ0
exp(−∆F/kBT ).
Next we can identify the diffusive part of the structural
relaxation φdiff (q, t−t
′) with φdoubleCTRW (q, t) and thus with
Eq.5. Eq.19 when recast in terms of the Unified theory
can be written as,
φrenewalCTRW (q, t) = P (t)−
∫ t
0
P˙ (t′)φs(q, t− t′)dt′. (24)
Where φdiff (q, t) = φ
s(q, t) = φshop(q, t)φ
s
MCT (q, t) (Ap-
pendix I). Here we assume that the time scale for the first
jump comes from the waiting time distribution of activa-
tion and subsequent jumps from either MCT or activated
dynamics. Similar to that discussed in an earlier work44
the diffusive part of the dynamics is not effected by the
renewal theory and is same as given in the first part of
this article
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FIG. 2. SE breakdown plot for Salol system. Similar
to Fig.1, Dτ s/D0τ
s
0 is plotted against reduced temperature
ǫ = (T − Tc)/Tc. Here the relaxation time is calculated using
the extended Unified theory (Eq.24). DηT−1/D0η0T
−1
0 are
experimental data taken from Ref.40. The extended Unified
theory is able to capture SE breakdown.
III. RESULTS
A. Break down of SE relation
We now obtain the τs from the newly derived ex-
pression (Eq.24). Thus τs is defined as the time where
φrenewalCTRW (q = 7.0, t) = 0.1. In Fig.2 we plot the ratios,
Dτs/D0τ
s
0 (D0 and τ
s
0 are the high temperature diffu-
sion value and relaxation time respectively, calculated
at the onset temperature T=280K). For comparison,
the experimental data are shown as DηT−1/D0η0T
−1
0
40.
Note that the MSD formalism remains unchanged as
φdiff (q, t) = φ
s
hop(q, t)φ
s
MCT (q, t) contributes to the dif-
fusive dynamics. In this figure we find that our numer-
ical result is consistent with the experimental data and
is able to show the SE break down. Our study clearly
shows that the present formalism predicts a strong de-
coupling between the diffusion and structural relaxation.
The diffusion coefficient is about 10 times faster than
that predicted by SE relation. Also note that the nature
of the plot does not show a saturation of the decoupling
at lower temperatures. In our study the decoupling value
never reaches 100 as observed in experiments on OTP28.
This may be because for OTP the barrier height for the
activation dynamics and other parameters are different
from that of Salol. According to RFOT theory the rate
at which the barrier height increases with temperature
varies with system13 and in our theory this effects the
temperature dependence of the relaxation time and thus
the degree of decoupling.
In order to understand the origin of SE breakdown we
analyze the different contributions from MCT and acti-
vated dynamics to relaxation time and diffusion. Note
that by construction, our total relaxation time will be
close to the activation (hopping) timescale. In Fig.3(a)
we plot
τsMCT
τs . Where τ
s
MCT is obtained by solving self
part of Eq.7 (Eq.35 in Appendix I). The present formal-
ism predicts that the dynamics at high temperatures is
similar to the MCT dynamics and at low temperatures
the MCT dynamics is much faster than the structural
relaxation. We do a similar analysis for the diffusion
coefficient. In Fig.3(b) we plot Dhop/D and DMCT /D.
These ratios provide us the contribution of the acti-
vated and MCT dynamics to the diffusion. We find that
at high temperatures when the barriers are small and
thus the activation process is more frequent, both ac-
tivation and MCT contributes equally to the diffusion
(
Dhop
D ≃
DMCT
D ≃ 0.5). At this temperature may be
it is difficult to even differentiate between the two pro-
cesses. However as temperature is lowered the activation
becomes a rare event and the diffusion is determined by
the MCT like dynamics (
Dhop
D → 0,
DMCT
D → 1). Thus
our present formalism clearly shows that at low tempera-
tures the dynamics is determined by the activated process
and diffusion by MCT process and this is responsible for
the SE breakdown shown in Fig.2. This decoupling is
similar to that explained in KCM where it was shown
that the persistent and the exchange waiting time distri-
butions are similar at high temperatures and they decou-
ple as the temperature is lowered32. According to KCM
this decoupling is related to the SE breakdown.
B. Growing length scale
The relaxation time obtained from Eq.24 is dependent
on wave number, q. At small q it is expected to show a
Fickian behaviour i.e Dq2τsq ∼ constant. In Fig.4(a) we
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FIG. 3. (a) Comparison of the MCT dynamics to the total relaxation time.
τsMCT
τs
is plotted against ǫ = (T − Tc)/Tc. At high
temperature the dynamics is similar to MCT, whereas at low temperature the total dynamics is much slower than the MCT
dynamics and is dominated by the activation process. (b) Estimation of the independent contributions from activated and MCT
like dynamics to the diffusion. Dhop/D and DMCT /D are plotted against ǫ = (T −Tc)/Tc. At high temperature the contribution
of hopping and MCT are equal and at low temperature diffusion is dominated by MCT dynamics.
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FIG. 4. (a)Dq2τ sq plotted against wavenumber q for different temperatures. At each temperature the plot shows a Fickian to non-
Fickian transition. Since the transition is continuous, to consistently describe a temperature dependent transition wavenumber
q∗(T ), we draw a horizontal dashed line. q∗(T ) is the wavenumber where Dq2τ sq cuts the dashed line. (b)Dq
2τ sq follows a master
plot when plotted against qldynamic(T )/2π, where the dynamic lengthscale ldynamic = 2π/q
∗.
plot the Dq2τsq vs q. The plot shows that Dq
2τsq is a con-
stant only at small q and shows a strong q dependence at
higher wavenumbers. This Fickian to non-Fickian tran-
sition is temperature dependent. At low temperatures
this transition happens at smaller q values which means
that the length scale over which the system becomes dif-
fusive, increases with decrease in temperature. It is also
believed that as the cooperatively rearranging region in
the system grows the Fickian behaviour sets in at longer
a lengthscale. Thus the transition of τsq from Fickian to
non-Fickian does provide us a measure of the length scale
of the CRR. This transition is gradual and in order to
obtain a temperature dependent length scale, we choose
the q∗ value where Dq2τsq = 5. The corresponding length
scale is ldynamic =
2pi
q∗ . Next we show that if we scale the
x axis by ldynamic then the plots in Fig.4(a) shows a data
collapse. Dq2τsq shows a clear transition from Fickian to
non-Fickian regime. We call this ldynamic the dynamic
correlation length and in Fig.5 we plot it with respect to
temperature. We also plot the static correlation length
lstatic which is obtained from the RFOT. lstatic is the
length where ∂∆F∂r ≃ 0 and note that this is an input
to the theory. Thus our formalism shows that the dy-
namic correlation length grows more than the static cor-
relation length which has been observed in experimental
studies45. In our study we do not have a change in shape
8of the CRR46,47 and thus our ldynamic is monotonic with
temperature.
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FIG. 5. The plot of static and dynamic lengthscales lstatic
and ldynamic against temperature. The dynamic correlation
length grows more than the static correlation length.
IV. SUMMARY
At high temperatures the dynamics of a liquid is known
to follow the Stokes-Einstein relation. According to the
SE relation the diffusion and the structural relaxation
timescale/viscosity of the liquid are coupled and follow
each other. However the dynamics of the system changes
in the supercooled liquid regime, where along with dif-
fusive dynamics there are activated motions. One of the
consequences of this change in dynamics is the breakdown
of the SE relation. The Unified theory (MCT+RFOT)
which was developed earlier was successful in extending
the MCT like diffusive dynamics till a much lower tem-
perature where the MCT failed22,24. It predicted that
there is a hopping induced diffusion. With the success of
the theory in extending the MCT to low temperatures it
becomes imperative to check if the other properties of the
dynamics like the SE breakdown can be predicted from
this theory.
In order to study the SE breakdown we need the knowl-
edge of both structural relaxation timescale and the dif-
fusion coefficient. The structural relaxation had already
been developed earlier22,24. Here we derive the equation
for the MSD and from the long time limit of MSD we
obtained the diffusion coefficient. The product of the
diffusion coefficient and the relaxation time when plot-
ted against temperature does not show any decoupling
between them thus showing that the Unified theory is
incapable of predicting the SE breakdown. We next in-
vestigate the origin of this failure.
We show that the formulation of the Unified theory
can also be obtained from continuous time random walk
formalism. If in CTRW we consider that there are two
kinds of dynamics (like diffusive and activated), each hav-
ing their own waiting time distributions then under the
approximation of exponential waiting time distribution
the CTRW predicts that the total structural relaxation
dynamics is given by the product of the independent
structural relaxations of the two different dynamics30.
However, it has been shown that in such case the to-
tal dynamics is dominated by the fast motion30. This is
precisely what we obtain from the Unified theory. It pre-
dicts that both the structural relaxation and the diffusion
are determined by the MCT like dynamics and thus they
never decouple. This leads to the failure of the Unified
theory in predicting the SE breakdown. Once we know
the origin of the failure our next exercise is to extend the
theory such that it can predict the SE breakdown.
Note that within the CTRW framework according to
the renewal theory, if the waiting time distribution has a
long tail then the persistent time is larger than the ex-
change time. Hence the first jump takes place at a much
longer time compared to the average jump rate31,32. We
show here that for a system having two processes and
thus two waiting time distributions even if each of them
are exponential the persistent time is larger than the ex-
change time. When the timescales of these two processes
are widely different then the persistent time is same as
the slower process. Since we show that the Unified theory
can also be explained from the CTRW formalism we next
apply this renewal theory to the existing Unified theory.
In the extended Unified theory we assume that the first
jump takes place via the slower activated dynamics and
the subsequent jumps take place either via the MCT like
dynamics or the activated dynamics. Following earlier
studies we assume that the diffusive dynamics is not ef-
fected by this renewal process and is given by the product
of the two independent dynamics48. We next show that
within the extended Unified theory we can predict the SE
breakdown and the degree of decoupling is closer to the
experimental observations and much stronger than ear-
lier theoretical prediction23. We further do an analysis of
the independent contributions from MCT and activated
dynamics to the relaxation timescale and the diffusion.
We show that at high temperatures (just below onset)
the dynamics is similar to the MCT dynamics and as
the temperature is lowered there is a crossover and the
dynamics is determined by activated motions. The dif-
fusion on the other hand shows a different scenario. At
high temperatures we find that both MCT and activated
dynamics contributes equally to the diffusion value. This
is because at high T the activation barriers are small and
the activated dynamics is fast. Thus it contributes to
the diffusion process. However at low temperatures the
activated dynamics becomes slow and the diffusion is de-
termined by the MCT like dynamics. This leads to the
decoupling of the structural relaxation and the diffusion
and thus to SE breakdown.
Finally we decided to extract a dynamical lengthscale
from our extended Unified theory. We know that only at
large lengthscale the dynamics is Fickian (diffusive). This
9Fickian to non Fickian transition, usually measured by
the wavenumber dependence of the relaxation time, pro-
vides us a lengthscale beyond which dynamics is diffusive.
This can also be considered as the lengthscale beyond
which the dynamics is randomized and thus connected
to the length of a cooperatively rearranging region. We
show that as the temperature is decreased the lengthscale
increases. The wavenumber dependence of the relaxation
times show a master plot when the wavenumber is scaled
by this dynamic lengthscale, predicting a temperature
independent Fickian to non-Fickian transition. The dy-
namic lengthscale is found to grow faster than the static
lengthscale. However since in our study we do not in-
corporate a change in the structure of the CRR46,47 the
dynamic lengthscale does not show a non-monotonic be-
haviour.
Thus our study predicts that all theoretical formula-
tions which work on the extension of the MCT needs
to incorporate the renewal theory to predict the correct
dynamics of the liquid in the deeply supercooled regime.
V. APPENDIX-I
A. Mean squared displacement
Following the derivation of Eq.6 we can write the equa-
tion for the self part of the intermediate scattering func-
tion, φs(q, t) in the over damped limit as,
φ˙s(q, t) +
(Kshop)
2 + γKshop + (Ω
s)2
γ + 2Kshop
φs(q, t)
+
(Ωs)2
q2(γ + 2Kshop)
∫
dt′φshop(q, t
′)Ms(q, t′)
× [φ˙s(q, t− t′) +Khopφ
s(q, t− t′)] = 0. (25)
Where (Ωs)2 = q2kBT/m, M
s(q, t) =
1
(2pi)2ρ
∫
dk(q.k)2C2(k)S(k)φs(p, t)φ(k, t), where
φs(k, t) = φsMCT (k, t)φ
s
hop(k, t). K
s
hop =
v0
vp
q2l2
(1+q2l2)Phop(∆F ) =
q2l2
1+q2l2Dhop, where Dhop =
v0
vp
Phop(∆F ) and φ
s
hop(q, t) = exp(−K
s
hopt). Next we
derive the equation for mean squared displacement
(MSD) from Eq.25. In order to do that we need to go to
the small q limit of Eq.25.
In the small q we can expand φs(q, t) ≃ 1 − q
2
6 <
∆r2(t) > and φshop(q, t) ≃ 1 − q
2Dhopt (q → 0, K
s
hop =
q2Dhop) and write the above equation as,
−
q2
6
∂
∂t < ∆r
2(t) > +
(
q4D2hop+γq
2Dhop+q
2kBT
γ+2q2Dhop
)
× (1− q
2
6 < ∆r
2(t) >) + q
2kBT
q2(γ+2q2Dhop)
×
∫
dt′(1− q2Dhopt
′)Ms(q, t′)(− q
2
6
∂
∂t′ < ∆r
2(t− t′) >)
+ q
2kBT
q2(γ+2q2Dhop)
∫
dt′(1− q2Dhopt
′)Ms(q, t′)
× q2Dhop(1−
q2
6 < ∆r
2(t− t′) >) = 0. (26)
Now, if we divide by q2, the above equation becomes,
−
1
6
∂
∂t < ∆r
2(t) > +
(
q2D2hop+γDhop+kBT
γ+2q2Dhop
)
× (1− q
2
6 < ∆r
2(t) >) + kBTγ+2q2Dhop
×
∫
dt′(1− q2Dhopt
′)Ms(q, t′)(− 16
∂
∂t′ < ∆r
2(t− t′) >)
+
DhopkBT
γ+2q2Dhop
∫
dt′(1− q2Dhopt
′)Ms(q, t′)
× (1− q
2
6 < ∆r
2(t− t′) >) = 0. (27)
In q → 0 limit the memory function for MSD becomes,
M
s(0, t) =
1
(2pi)2ρ
∫
dkk2C2(k)S(k)φs(k, t)φ(k, t).
(28)
In q → 0 limit we get,
−
∂
∂t
< ∆r2(t) > +6(Dhop +
kBT
γ
)
−
kBT
γ
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2(t− t′) >
+ 6Dhop
kBT
γ
∫
dt′Ms(0, t′) = 0. (29)
From the above equation we can write the mean squared
displacement for scheme 1 as,
∂
∂t
< ∆r2(t) > = 6Dhop + 6D0 + 6DhopD0
∫
dt′Ms(0, t′)
− D0
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2(t− t′) > .(30)
Where D0 =
kBT
γ .
Similarly in scheme 2, we can write the equation for
φs(q, t) in overdamped limit as,
φ˙s ( q, t) +
γKshop + q
2kBT
γ +Kshop
φs(q, t)
+
kBT
γ +Kshop
∫ t
0
dt′Ms(q, t′)φ˙s(q, t− t′)
+
kBTK
s
hop
γ +Kshop
∫ t
0
dt′Ms(q, t′)φs(q, t− t′) = 0. (31)
For small q we can write,
−
q2
6
∂
∂t
< ∆r2(t) > +q2
γDhop + kBT
γ + q2Dhop
(1 −
q2
6
< ∆r2(t) >)
+
kBT
γ + q2Dhop
∫
dt′Ms(q, t′)
∂
∂t′
(1−
q2
6
< ∆r2(t− t′) >)
+
q2kBTDhop
γ + q2Dhop
∫
dt′Ms(q, t′)(1 −
q2
6
< ∆r2(t− t′) >) = 0.
(32)
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In q → 0 limit, we can write
∂
∂t
< ∆r2(t) >= 6Dhop + 6
kBT
γ
+ 6
kBT
γ
Dhop
∫
dt′Ms(0, t′)
−
kBT
γ
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2(t− t′) >. (33)
∂
∂t
< ∆r2(t) >= 6Dhop + 6D0 + 6DhopD0
∫
dt′Ms(0, t′)
− D0
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2(t− t′) >. (34)
Similarly for IMCT, we can write the equation of motion
for φsMCT (q, t) in overdamped limit as,
φ˙sMCT (q, t) +
γq2kBT
γ
φsMCT (q, t)
+
kBT
γ
∫ t
0
dt′Ms(q, t′)φ˙sMCT (q, t− t
′) = 0. (35)
Expanding φsMCT (q, t) ≃ 1 −
q2
6 < ∆r
2
MCT (t) >, we ob-
tain the equation for MSD,
∂
∂t
< ∆r2MCT (t) >= 6D0
− D0
∫
dt′Ms(0, t′)
∂
∂t′
< ∆r2MCT (t− t
′) >. (36)
VI. APPENDIX - II
A. Static structure factor
In this work, numerical results for Salol are presented.
The static structure factor, S(q) is calculated within
Percus-Yevick (PY) approximation1,3. The range of tem-
perature studied here is T=280 to T=220. To calculate
S(q) for a value of temperature we need to map the hard
sphere system to Salol. First of all, we map a Lennard
Jones (LJ) system at T ∗c = 1.305 and ρ
∗
cLJ = 0.99 to Sa-
lol at T=256K, as the IMCT dynamics for the LJ system
predicts a transition at that state point. Then for each
temperature between T=280k to 220K we calculate an
equivalent T ∗ = 1.305T256 . Keeping ρ
∗
LJ = 0.99 for each T
∗
we calculate equivalent hard sphere density ρ∗HS . Using
this ρ∗HS in Percus-Yevick approximation we calculate
the structure factor for each temperature.
B. Barrier height
We calculate the barrier height by using RFOT theory.
According to RFOT theory, the free energy cost due to
formation of the entropy droplet can be written as13,
F (r) =
ΓK(r)ΓA(r)
ΓK(r) + ΓA(r)
−
4pi
3
r3TSc. (37)
Where ΓA(r) = 4piσAr
2 = 4pi∆fa3(r/a)2 is the surface
energy at temperature TA (where hopping barrier dis-
appears), ‘a’ is the length which corresponds to liquid’s
volume per molecule a3 = V/N . V volume and N is
the number of molecules. ∆f can be obtained from the
relation given below,
∆f
TASAc
= 4(t/tK)
3/2 1√
1 + 3(t/tK)
. (38)
Where t ≡ TA−TTA and tK ≡
TA−TK
TA
. ΓK(r) =
4piσK(r)r
2 = 4piσ0a
2(r/a)3/2 is the surface energy term
at temperature TK (the Kauzmann temperature)
13,22
and σ0 =
3
4 (kBT/a
2)ln((a/dL)
2/pie) and dL ∼ 0.1a is
the Lindemann length38. Configurational entropy is cal-
culated via an empirical formula49 Sc = Sfit(1− TK/T ),
where Sfit is the system dependent fitting parameter. To
get the mean barrier height as discussed above, for Sa-
lol we fixed TA = 330K and TK = 175K and Sfit =
2.6513,24. Although we fixed TA = 330K, it is known
that for Salol the onset temperature is T = 280K24,50.
However this choice of TA can be justified as we find that
the radius of the CRR, lstatic is initially small and only
around T = 280K is reaches about one particle diameter.
VII. APPENDIX - III
A. CTRW and extended MCT
Note that in the continuous time random walk de-
scription if there is a single waiting time distribution of
displacement, ψ(t) then the dynamic structure factor is
given by,
φsingleCTRW (q, s) =
1− ψˆ(s)
s
1
1− ψˆ(s)f(q)
.
(39)
Where f(q) is the form factor which is related to the
length of displacement. If the waiting time distribu-
tion is exponential, ψ(t) = 1τ exp(−t/τ), where τ is the
timescale of the distribution, then from above equation
we get,
φsingleCTRW (q, s) =
sτ
s(sτ + 1)
sτ + 1
sτ + 1− f(q)
=
1
s+ (1 − f(q))/τ
. (40)
Where ψˆ(s) = 11+sτ . Eq.12 in time plane can be written
as,
φsingleCTRW (q, t) = exp(−t(1 − f(q))/τ). (41)
If we now consider that there are two different kinds
of dynamics, like the activated dynamics and the MCT
like diffusive dynamics then we can assume that there
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are two different waiting time distributions, one is ψ01(t)
and another is ψ02(t)
29. The bare waiting time distribu-
tions get modified due to the presence of each other. The
modified waiting time distributions can be written as,
ψ1(t) = ψ
0
1(t)(1 −
∫ t
0
ψ02(t
′)dt′)
ψ2(t) = ψ
0
2(t)(1−
∫ t
0
ψ01(t
′)dt′). (42)
According to CTRW formalism30 we can write the struc-
tural relaxation as,
φdoubleCTRW (q, s) =
1− ψˆ1(s)− ψˆ2(s)
s
×
( 1
1− f1(q)ψˆ1(s)− f2(q)ψˆ2(s)
)
. (43)
If both the bare waiting time distributions are exponen-
tial i.e ψ01,2 =
1
τ1,2
exp(−t/τ1,2) then the modified waiting
time distributions become,
ψ1,2(t) =
1
τ1,2
exp(−t/τ1,2)
[
1−
∫ t
0
1
τ2,1
exp(−t′/τ2,1)dt
′
]
=
1
τ1,2
exp(−(
1
τ1
+
1
τ2
)t). (44)
In frequency plane they can be written as,
ψˆ1,2(s) =
τ2,1
τ1τ2s+ τ1 + τ2
. (45)
Therefore for both exponential waiting time distributions
the structural relaxation φdoubleCTRW (q, s) becomes,
φdoubleCTRW (q, s) =
1− τ2τ1τ2s+τ1+τ2 −
τ1
τ1τ2s+τ1+τ2
s
×
1
1− f1(q)τ2τ1τ2s+τ1+τ2 −
f2(q)τ1
τ1τ2s+τ1+τ2
=
τ1τ2s
s(τ1τ2s+ τ1 + τ2)
×
(τ1τ2s+ τ1 + τ2)
τ1τ2s+ τ1(1− f2(q)) + τ2(1− f1(q)))
=
1
s+ (1 − f1(q))/τ1 + (1− f2(q))/τ2
.(46)
In time plane the structural relaxation is the product:
φdoubleCTRW (q, t) ≃ exp(−t(1− f1(q))/τ1)
× exp(−t(1− f2(q))/τ2)
= φhop(q, t)× φMCT (q, t). (47)
Note that this formalism in CTRW gives the same result
as given by Eq.6 and thus similar to that given by Eq.9.
Thus if we use this formalism then we will not get a SE
breakdown.
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