Abstract-A parallel computer system is a collection of processing elements that communicate and cooperate to solve large computational problems efficiently. To achieve this, at first the large computational problem is partitioned into several tasks with different work-loads and then are assigned to the different processing elements for computation. Distribution of the work load is known as Load Balancing. An appropriate distribution of work-loads across the various processing elements is very important as disproportional workloads can eliminate the performance benefit of parallelizing the job. Hence, load balancing on parallel systems is a critical and challenging activity. Load balancing algorithms can be broadly categorized as static or dynamic. Static load balancing algorithms distribute the tasks to processing elements at compile time, while dynamic algorithms bind tasks to processing elements at run time. This paper explains only the different dynamic load balancing techniques in brief used in parallel systems and concluding with the comparative performance analysis result of these algorithms.
I. Introduction
Most large scientific computations are now carried out on parallel computers. A parallel computer is a computing system with multiple number of processing elements that communicate and cooperate to solve large problems efficiently. Achieving the improved performance objective in parallel systems with general sequential programming is insufficient.
With multiple processing elements, the larger job as to be divided in smaller tasks to be distributed over these processing elements to carry out the partial results in parallel. This originates the concepts of parallel programming. Hence, creating parallel programs involves decomposition i.e. partitioning the overall computation into several tasks and then assigning these smaller tasks to multiple processing elements. The number of tasks generated by the partitioning may not be equal to the processors, thus a processor may be idle or loaded with multiple processes. In addition, although the number of tasks and number of processing elements is equal, often it doesn't ensure the optimized performance as work-load to individual processors may be unequal. A further challenge remains alive with equal work-load per tasks when computational power of individual processing elements varies. The module responsible for performing the load balancing job is called the load balancer. The technique of managing work load on processing elements is known as load balancing.
The rest of the paper is organized by starting with different load balancing techniques with detail specific discussion of dynamic load balancing techniques only, followed by different dynamic load balancing techniques available and concluded with their study of comparative performance results. Load balancing algorithms aims to equalize the workload among nodes.
II. Goals of Load Balancing
The load balancing of an application has a direct impact on the speedup to be achieved as well as in the 
III. Types of Load Balancing Strategies
Various strategies and algorithms have been proposed, implemented and classified in a number of studies [4, 5, 6] . Broadly, load balancing is a kind of scheduling optimization problem. Depending on the information used in load balancing decision, it can be divided into two broad categories i.e. global or local policies [6] . In global policies, the load balancer uses the performance profiles of all available workstations. In local policies workstations are partitioned into different groups. The benefit in a local scheme is that performance profile information is only exchanged within the local group. The choice of a global or local policy depends on the behavior an application will exhibit.
Depending on the time to bind the tasks to processing elements, load balancing algorithms can be further categorized as static or dynamic [7] . The non-trivial static load balancing algorithms distribute the tasks to processing elements at compile time, while dynamic algorithms bind tasks to processing elements at run time.
Static load balancing algorithms rely on the estimate execution times of the tasks and inter-process 
IV. Dynamic Load balancing Techniques: A Brief Discussion
The circumstances determining the optimal balance change frequently or continuously during execution, so that the cost of the load balancing calculation after each change should be minimized in addition to optimizing the splitting of the actual calculation. This means that there must be a decision made every so often to decide if load balancing is necessary, and how much time to spend on it. Dynamic (or adaptive) policies, on the other hand, rely on recent system state information and determine the task assignments to processors at run time [8, 9, 10] . Hence, they are more attractive from a performance point of view [11, 12] . In 
VI. Issues in Performance Evaluation
The main objective of load balancing methods is to speed up the execution of applications on resources whose workload varies at run time in unpredictable way [14] . Hence, it is significant to define metrics to measure the resource workload: 
VIII. Conclusion
From the above entire discussion we may conclude that, provided limited scalability is permitted, dynamic centralized load balancing techniques provides better performance over the alternatives as discussed being consuming no profile exchange overhead with master node assigning whole responsibility to take the load balancing decision with demand driven information strategy. But if system required sophisticated scalability, non-cooperative distributed dynamic load balancing techniques provides better solution as the overhead during profile information exchange is limited as compared to the other techniques within this group.
IX. Future Work Plan
Near future, we are planning to enhance our research work by suggesting the ways to improve the performance of the dynamic load balancing techniques optimizing the limitations and constraints as discussed in the paper. We would like to further enhance our research work by determining the different alternative situations when to demand for load balancing information from the workstations to optimize the performance of the system. 
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