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CHAPTER 1. INTRODUCTION 
Alloys of both scientific and technological interest are often 
formed when various metals absorb and retain hydrogen. The most widely 
acclaimed technological applications of these materials, which could 
become especially valuable should hydrogen one day replace oil as a major 
high-energy fuel, include the use of metal hydrides as safe hydrogen 
storage units or efficient chemical heat pumps. A less welcome effect in 
many metals is the severe embrittlement induced by even small amounts of 
hydrogen. Although this embrittlement is a nuisance today for any metal 
subjected to a hydrogen environment, it could be even more troublesome in 
the future when first walls of fusion reactors will be in constant 
contact with hydrogen or its isotopes. 
Fundamental properties of metal-hydrogen systems - electronic 
structure, superconductivity, phase diagrams, solubility curves, hydrogen 
diffusion - are studied as they relate to applied problems, as testing 
grounds for alloy theories, or as inherently interesting phenomena. The 
small size and subsequent high mobility of interstitial hydrogen allows 
phases to form at low temperatures, at which most other alloys are frozen 
into non-equilibrium states. Much experimental and theoretical effort 
has been directed towards understanding these phases, which bear directly 
on problems of hydrogen storage and embrittlement. The diffusion of 
hydrogen in metals is likewise important technologically, as it can 
influence the charging and discharging rates of storage materials, and is 
a necessary component in some theories of embrittlement.^ Although a 
basic theory of the rapid hydrogen diffusion found in certain metals has 
begun to emerge, many aspects of this fundamental process are still not 
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well understood. Not surprisingly, since the mass of hydrogen is between 
that of the electron and those of the heavier elements, quantum theories 
are often necessary to describe the transport properties of hydrogen in 
metals. 
Following a general trend in solid state physics, much research has 
recently been devoted to the study of hydrogen in disordered materials. 
Host investigations have dealt with differences in basic physical 
properties of hydrogen in crystalline and amorphous metals, although 
hydrogen has also been used as a tool to probe or create metallic 
glasses. Interest in hydrogen in metallic solid solutions -
compositionally disordered, yet topographically quite crystalline 
materials - stems partly from the hope that these alloys will be less 
susceptible to hydrogen embrittlement. Such solid solutions also offer 
the opportunity to examine the effects of disorder, albeit of a slightly 
different nature than that of amorphous metals. Hydrogen diffusion in 
random metals is only one case of the more general problem of relating 
local potentials and motion to long range diffusion in disordered 
materials. 
The technique of nuclear magnetic resonance (NMR) is well suited for 
the study of hydrogen in metals. By examining hydrogen or metal nuclei 
NMR has provided information on phase diagrams, hydrogen locations, 
electronic structure, and, most commonly, hydrogen motion. Since it is 
an effective probe of the local nuclear environment, NMR has also been 
widely used to investigate disordered systems, including hydrogen in 
disordered metals. Although NMR is often considered a "mature" 
experimental technique, NMR results, particularly in disordered systems, 
are still not interpreted uniformly. Hydrogen-metal systems are then 
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sometimes used as testing grounds for evolving NMR theory. 
The original purpose of this study was to use NMR to investigate 
hydrogen diffusion and phase boundaries in the random alloy system 
NbyV^.yH;;. This alloy was chosen because: its properties, especially 
hydrogen diffusion, can be readily compared to the well-known yet not 
thoroughly understood pure metal-hydrogen systems; it may be used as a 
first wall in fusion reactors; all three nuclei can possibly be seen by 
NMR. In the course of the investigation the necessity of understanding 
some anomalous results reoriented to some extent the original priorities 
of this study. As a consequence, a good part of this thesis will involve 
substantiating for the first time a novel NMR process in metal hydrides 
which should have some bearing on NMR investigations of other materials 
as well. 
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CHAPTER 2. HYDROGEN IN NIOBIUM AND VANADIUM 
The niobium-hydrogen and vanadium-hydrogen systems have both been 
extensively investigated, Nb-H being a particularly favorite model 
material for testing theories of phase transitions and hydrogen 
diffusion. Important features of these materials as veil as some 
relevant properties of hydrogen-metal systems in general will be covered 
in this chapter. 
Phases 
Hydrogen in the pure metals^ 
An understanding of the various possible phases is essential in 
working with metal-hydrogen systems since physical properties can change 
dramatically from one phase to the next. Phase diagrams of Nb-H and V-H 
shown in Figs. 1 and 2 display features common to many metal-hydrogen 
systems. At high temperatures and low H concentrations each system forms 
a solid solution, invariably named the a phase, consisting of a slightly 
expanded bcc metal lattice with H atoms (a term I will sometimes use for 
that nameless entity of proton plus screening electron cloud) randomly 
occupying and rapidly moving between interstitial sites. The lattice 
parameters (3.30 Â in Nb, 3.02 À in V) increase linearly with H 
concentration. Although recent indirect evidence has suggested some 
octahedral^ or triangular^ site occupation at high temperatures in Nb, H 
atoms are usually thought to occupy tetrahedral sites (Fig. 3) with no H 
neighbors in nearest or next nearest neighbor positions, (thereby 
satisfying the semi-empirical "Switendick Rule"^ which claims a minimum 
H-H distance of about 2.1 Â in any metal). The a phase is often viewed 
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as a "lattice-gas",^ in which particles Jump rapidly between specified 
lattice sites. The a' phase, which can be thought of as a lattice 
liquid, has the same structure as the a phase but with a higher H 
concentration and larger lattice parameter. 
At lower temperatures the a phase almost completely disappears as H 
atoms slow down and order into various hydride phases. (I will use the 
term "hydride" to refer only to ordered metal-hydrogen phases.) In the 
orthorhomblc (3 phase of NbH the metal lattice is only slightly distorted, 
with H atoms occupying a specific subset (superlattice) of tetrahedral 
sites. Disordered vacancies on the H-superlattice occur when H 
concentrations differ from stoichiometry. At lower temperatures these 
vacancies order in various patterns to form a myriad of phases that allow 
compositions to be more nearly stoichiometric. In the higher 
concentration 5 phase (NbH2) the metal lattice has changed to fee with H 
atoms occupying tetrahedral sites. The h and 9 phases in Nb-H have only 
recently been proposed^ and their structures are still unknown. One might 
guess that in the 9 phase H-atoms occupy only half of the tetrahedral 
sites of the g phase, since such a hemi-hydride exists in the TaH system, 
which also has a TaH^ phase corresponding to the fi phase of NbH^. The 
V-H system follows the same general pattern as Nb-H with the important 
distinction that H atoms occupy octahedral sites in the low temperature 
phases, particularly in the stoichiometric V2H phase. Tetrahedral sites 
are still preferred in the solid solutions. 
The formation and dissolution of ordered hydride phases often occur 
at different temperatures. Explanations of this solvus hysteresis^ 
usually involve the energy required to form dislocations which develop as 
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the hydride phase, with a relatively large lattice parameter, grows in 
the smaller solid solution. Any heat dissipated during phase conversion, 
whether by plastic deformation or some other process, has been shown to 
produce the solvus hysteresis. As a consequence, values of H 
concentrations in coexisting a and $ phases are not unique but spread out 
over a certain range. 
Effects of impurities and alloying 
Interstitial and substitutional impurities in Nb or V can alter the 
temperature and composition dependence of the phase boundaries, often 
lowering the temperature of the gas-liquid miscibility gap and shifting 
hydride precipitation to lower temperatures and higher H concentrations, 
i.e., lowering the solvus curve. At low impurity concentrations these 
effects can usually be attributed to trapping of H by the impurities. 
Nitrogen, oxygen, and carbon have been found to trap H in niobium^ and 
vanadium^^ with binding enthalpies roughly 120 meV lower than the a 
phase. Although the exact geometry of the impurity-H pairs is not yet 
firmly established, it is known that 0 and N occupy octahedral sites in 
Nb while the trapped H atoms occupy tunneling states, most likely 
consisting of two neighboring tetrahedral sites located equivalently with 
respect to, yet not neighboring, the impurity. 
The trapping ability of substitutional impurities depends more on the 
specific host and impurity.Ti and Zr impurities are found to attract 
H in V; Cr, Fe and Cu are repulsive centers; Nb and Mo neither attract 
nor repulse. H in Nb is likewise attracted to Ti and probably repulsed 
by Mo, but some disagreement remains over its interaction with V 
impurities (Table 1). Pick et al.have criticized the interpretations 
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Table 1. Experimental and theoretical values of the binding energy of 
V-H complexes In Nb. 
Method Trap binding energy (meV) Reference 
X-ray diffraction 
Solubility 
Knight shift 
Pressure vs. composition 
Pressure vs. composition 
Neutron scattering 
Diffusion 
Neutron scattering 
Pressure vs. composition 
Theoretical 
Theoretical 
150 
200 
90 
<70 
No trapping 
No trapping 
No trapping 
10-20 (V pairs) 
60 
160 (V pairs) 
30 
<0 
Matsumoto et al.^^ 
Sasaki and Amano^^ 
Matsumoto^^ 
Pick and Welch^® 
Peterson and Nelson^^ 
Magerl et al.^^ 
Peterson and Herro^® 
Pick et al.^^ 
Feenstra^O 
Shirley and Hall^l 
Vargas et al.^^ 
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of the solubility and X-ray diffraction results and suggested that the 
remaining discrepancies might be due to oxygen contamination of samples. 
An alternative partial explanation might be found if the binding energy 
given by Pick et al. (10-20 meV) is taken with respect to the hydride 
phase Instead of the solid solution. (Such an interpretation seems 
reasonable, given that only the hydride phase and H trapped at V pairs 
were seen at the temperatures of interest in the neutron scattering 
study.) Since the enthalpy of precipitation of the hydride phase^ is 120 
meV, the binding energy of a V pair would be 130-140 meV, in good 
agreement with Feenstra's value. Vibrational frequencies typical of H in 
octahedral sites were found by neutron scattering for H atoms trapped by 
V pairs. No separate spectrum for H atoms trapped in tetrahedral sites 
was observed, although the breadth of the a phase peaks might have hidden 
such a spectrum. Unfortunately for this investigation, discrepancies in 
the experimental value of the binding energy remain, perhaps due to the 
model dependence of some of the determinations. 
Hydride precipitation in many random binary metal alloys occurs at 
lower temperatures and higher H concentrations than in the pure metals, 
regardless of the trapping or anti-trapping behavior of the metal 
constituents, or of which constituent predominates in the alloy. 
Westlake and Miller's^^ measurements at 250 K of the terminal solubility 
of H in Nb-V alloys showed an increased retention of H in solid solution 
across the range of metal composition. Similar behavior was found^^ in 
Nb-Ta and Nb-Mo systems, even though H does not Interact strongly with Ta 
and is probably repulsed by Mo. Complete phase diagrams for Nb-V-H do 
not exist, although many points on the phase boundaries have been 
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determined (Fig. 4) and follow the pattern of increased H in solid 
solution found in other systems. Phase boundaries below liquid nitrogen 
temperatures have not yet been established. 
Theories of H phase transitions in the pure metals 
Elaborations on the lattice gas theory have been used to model phase 
transitions in metal-hydrogen systems,with Nb-H and Pd-H as favorite 
model materials. Most theories deal solely with the a to (gas to 
liquid) transition; some also consider the P phase. Although several 
models have made relatively successful quantitative predictions, their 
primary contribution has been to develop a useful picture of particle 
interactions within metal-hydrogen systems. 
The starting point for lattice gas models is the Hamiltonian of a 
particular distribution of H atoms over the available Interstitial sites 
" " Vi'i 
where is the energy of interstitial site i, P^ is the occupation 
number (P^ = 0 or 1), and is the interaction energy between particles 
at sites 1 and j. Various approximations of and U^j are then made and 
thermodynamic quantities are derived either analytically or by Monte 
Carlo techniques. Lacher^^ first modeled the ot-a' miscibillty gap in Pd-
H with the approximations of a non-zero U^j = -U for nearest-neighbor 
sites only, and a constant ej = -e. The nature of the attractive H-H 
interaction was not specified. Later analytic theories^^ have 
incorporated site-blocking effects in order to better model the physical 
situation in Nb-H. An ordered hydride phase was first theoretically 
predicted by Hall and Stell^^ using an interaction which is repulsive at 
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short range and attractive over longer ranges. 
Wagner and Horner^ B provided the missing link of the lattice gas 
theories by shoving that the "elastic" interaction energy between H atoms 
and the metal lattice Is equivalent to a H-H Interaction which can have a 
long range and be attractive or repulsive, depending on the H-H distance. 
The interaction results from one H atom distorting (expanding) the 
surrounding lattice, thereby creating a long-ranged strain field which 
can be felt by other H atoms. Quantitative estimates of the elastic 
interaction can be obtained from elasticity theory and experimental 
determinations of the phonon spectrum, bulk modulus, and lattice 
expansion vs. H concentration. Due to the long range of the elastic 
interaction. Internal stresses which accompany the formation of higher H 
density (a' or fi) phases can depend on macroscopic boundary conditions. 
As a result, phase diagrams for such "coherent" systems depend on the 
shape of the sample. If, however, the internal stresses exceed the 
critical yield stress of the material they can be released by the 
formation of dislocations in the sample. In such cases the phase is 
termed "incoherent" and is Independent of sample geometry. Pure coherent 
or incoherent phases are seldom found ; Intermediate states with plastic 
deformation relieving only part of the Induced stresses are more common. 
Although there have been some refinements of Horner and Wagner's method, 
their basic picture of the H-H Interaction - short range electronic 
repulsion and long range elastic attraction - is widely accepted. 
Theories of H phase transitions in alloys 
Trapping energies of impurity atoms have been calculated 
theoretically by estimating the electronic and elastic forces between H 
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atoms and the Impurity. Interstitial impurities attract H atoms via a 
strong elastic interaction and repulse them with a short-ranged 
electronic interaction.^^ The attractive elastic interaction, which can 
be calculated reasonably well from lattice statics theory, arises as the 
impurity always expands the lattice, thereby creating more room for a 
neighboring H atom. Exact treatments of the electronic term are quite 
difficult, so it is usually estimated from more phenomenological models. 
The elastic and electronic interactions between substitutional 
impurities and H atoms can be either attractive or repulsive, depending 
on the impurity (and sometimes on the theoryl). Impurity atoms larger 
than the host atom will attract H atoms via the elastic interaction; 
smaller impurities repel H atoms. The electronic energy is usually 
modeled by a screened Coulomb interaction between the effective charges 
of both the H atom and the impurity.Since the effective charges and 
the screening by the host are not easily obtainable, estimates of the 
electronic contribution to trapping are not quantitatively reliable and 
sometimes differ even in sign. Being smaller than the host atoms, V 
impurities in Nb will elastically repel H atoms. Shirley and Hall^^ 
assumed a positively charged H atom and a simple model for impurity 
charge to derive an attractive electronic interaction between H atoms and 
V impurities in Nb. Vargas et al.^^ have shown that H is negatively 
charged in transition metals and, using a charge-transfer model for the 
impurity charge, have concluded that V electronically repulses H. Theory 
doesn't seem to help much in resolving the experimental differences in 
estimates of the H-V binding energy. For Nb impurities in V, Vargas et 
al. derive an overall attractive Nb-H interaction whereas an almost 
16 
neutral Interaction is calculated by Shirley and Hall. 
The effect of dilute trapping centers on the temperature of the 
solvus in metal-hydrogen systems has been modeled by assuming that the 
hydride free energy is not changed by the impurities.^ Quite simply, the 
difference in free energy between the hydride and the trapping sites is 
less than that between the hydride and the pure solid solution, so at any 
given temperature there will be less hydride in the impure material. For 
more quantitative predictions the chemical potential for various trapping 
situations (including site-blocking and the number of traps per impurity) 
has been derived by Pfeiffer and Vipf.^ 
If impurities are not considered dilute, their effect on the energy 
of the ordered phase can no longer be ignored. Fenzl and Feisl^^ first 
pointed out the similarity between the lattice gas model of hydrogen in 
disordered metal alloys and the Ising model with random bonds and random 
fields. The spatially varying electronic and elastic interactions in an 
alloy produce random site energies and H-H interactions U^j which 
correspond to random fields and bonds in the Ising model. The disorder 
of the alloy is then expected to lower temperatures of phase transitions 
in the same manner that disorder lowers the critical temperature in 
random Ising models. This explains why even H repulsive centers such as 
Mo in Nb can inhibit hydride formation. 
Using a Monte Carlo simulation and random fields produced by a Mo-H 
repulsive interaction (which had a maximum of about 140 meV), Shirley et 
al.reproduced the general features of the Nb-Mo-H solvus. In a 
related problem, Griessen^ Z employed a mean-field treatment of the 
lattice gas model to show that a hydride phase will form in amorphous 
17 
metals only 1£ 26 i-a» where t is the width of the site energy 
distribution and a is a mean-field measure of the H~H interaction, 
(a a 200 meV in Nb). Oates and Flanagan^^ successfully modeled the 
Nb-Ta-H solvus at a given temperature without including disorder effects. 
Their approach centers on the difference in stoichiometry between the 
hydrides NbH^ and Ta2H. Extending the spin-glass terminology (which 
Oates and Flanagan did not mention), one can view the H atoms as being 
"frustrated" in trying to form a hydride with H composition somewhere 
between 0.5 and 1. Though limited to alloys of metals with different 
hydride stoichlometrles, their method does correctly predict the 
asymmetry of the solvus with respect to composition of the solvus. (Ta-
rlch alloys dissolve more H than do Nb-rlch alloys.) They do not mention 
the possibility of a Nb2H phase, which might alter their results 
substantially. 
Diffusion rates and dwell times for hydrogen, deuterium, and tritium 
in niobium and vanadium are shown in Fig. 5. Several features 
distinguish these diffusion rates from those of other interstitiels in 
metals. Classically one expects the number of jumps per second F to 
follow the Arrhenius relation 
where the prefactor Tq, the activation energy E^, and the entropy change 
AS are given by 
Diffusion 
r = exp(-E^/kT) ( 2 . 2 )  
= z VQ exp(ÛS/k), (2.3) 
(2.4) 
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where z is the number of neighboring sites, Vq is the vibration frequency 
of the interstitial, H and S refer respectively to enthalpies and 
entropies of the lattice plus defect when the defect is in the saddle 
point and the ground state, k is Boltzmann's constant, and T is the 
temperature. 
Of the parameters determining the hopping rate only the prefactor 
is isotope-dependent (through the vibration frequencies) and varies as 
where m is the isotopic mass. Diffusion of H and D in the group 
Vb metals exhibits non-classical mass dependence with isotope-independent 
prefactors (only at high temperatures in Nb), and activation energies 
which increase as the mass decreases. The change in the activation 
energy around room temperature for H motion in Nb (also seen in Ta) is 
also not predicted by classical theory. Finally, the shear magnitude of 
H diffusion at comparatively low temperatures in these materials is 
striking. At room temperature in Nb, hopping rates for H can be 15 to 20 
orders of magnitude larger than those of C, 0, or N. 
From an experimental viewpoint the determination of H diffusion and 
hopping rates is sometimes more complicated than for those of heavier 
elements. Difficulty in "seeing" the small H atom, high mobilities at low 
temperatures, trapping by impurities, and surface effects can cause lack 
of agreement between different experimental values of the diffusion 
parameters. 
Small-polaron perturbation theories 
Several quantum theories of H diffusion in metals have been developed 
over the last two decades. Host popular by far have been the small-
20 
polaron theories based primarily on Flynn and Stoneham's^^ adaptation of 
Holstein's^^ original treatment of electrons in molecular crystals. 
Although this approach has been widely accepted, verification of the 
theories has been hampered by a lack of accurate input parameters. In 
this section I'll review the basics of the theory and only briefly cover 
one of the other existing explanations of quantum diffusion. 
The polaron consists of a particle and its induced lattice 
distortion. The concept Is useful when dealing with defects such as H 
atoms in metals, which are strongly coupled to the lattice yet small 
enough to have appreciable tunneling matrix elements. When a H atom 
occupies a given Interstitial site, the surrounding metal lattice will 
expand to a new lower energy configuration. If the H atom hops to a 
neighboring site, metal atoms must again shift to new positions, i.e., 
the lattice distortion must accompany the H atom. The tunneling matrix 
element of the polaron is therefore smaller than that of a H atom in a 
hypothetical rigid (unrelaxed) lattice because the heavy metal atoms 
cannot tunnel easily between different equilibrium positions. By 
inhibiting the formation of polaron band states - except perhaps at very 
low temperatures - these smaller tunneling matrix elements distinguish 
polaron motion from that of electrons In metals. The polaron is termed 
"small" since its dimensions are of the order of a lattice spacing. 
Standard perturbation treatments of small-polaron hopping rates start 
with unperturbed states consisting of an interstitial occupying a certain 
site in a crystal with an initial number of phonons. Tunneling matrix 
elements are treated as perturbations which induce occasional hops 
between sites. The unperturbed Hamiltonian is 
21 
Ho - Hph + «d + V (:'*) 
with the phonon (lattice) energy given by 
"ph - 2 "«•, "J \ (2-7) 
where b^, bq are creation and annihilation operators of the phonon mode q 
with frequency the energy of the interstitial defects is 
= E ej c^ (2.8) 
where c^, c^ are creation and annihilation operators of the defect in 
state i (which refers both to the site and the energy level of the 
interstitial) with energy e^; the coupling between defects and phonons is 
V • ,2 V 4 '1 (2 9) 
1 fll 
where is the displacement of the metal atom at the lattice site due 
to the force gj^ exerted by the interstitial in state i. This linear 
phonon interaction is usually translated from spatial variables to normal 
mode coordinates via, 
r h 
"n ' I «q ®XP<1>1-Rq) (\ * •>.,) (2 10) 
where Cq is the polarization vector of mode q, M Is the mass of the metal 
atom, and N is the number of lattice cells. After this transformation, 
the interaction energy can be written in phonon language as 
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V • I ""q i % * (2.11) 
with coupling constants given by 
- E (gn'Gq) (2MNhWq^)-^^2 exp(iq.R^) . (2.12) 
The are simply handy, alternative quantities for expressing the 
distortion of a given lattice configuration. The unperturbed Hamiltonian 
can be diagonalized by an appropriate unitary transformation to yield 
defect energies 
The second term on the right side is the "self-trapping" energy of the 
polaron, i.e., the energy gained by relaxation of the lattice around the 
interstitial. 
The most crucial approximations of this approach to the small-polaron 
problem,.concern the perturbation Hamiltonian 
The tunneling matrix element J is equivalent to the energy difference 
between symmetric and anti-symmetric wavefunctions in the classic double 
potential well. The most obvious approximation is that J be small enough 
to allow Hi to be treated as a perturbation. Larger J create so-called 
adiabatic transitions, which must be handled non-perturbatively. The 
dependence of J on the energy level of the defect is not included in most 
treatments, thereby ignoring the larger J values accessible from higher 
energy states at higher temperatures, (which are usually not important 
Ej. cj - J hwg ixy. (2.13) 
«1 • C 4 c; (2.14) 
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for electronic polarons). Finally, the influence of the lattice 
configuration ((0^)) on the value of J is so difficult to determine that 
it is often treated very approximately or, under the "Condon" 
approximation, ignored all together. We shall see later that all three 
of these approximations are probably invalid for H motion in bcc metals. 
The tunneling matrix element becomes renormalized under the unitary 
transformation that diagonalizes Hq. The phonon dressing reduces J to an 
effective value 
Jeff " J exp[-S(T)] (2.15) 
where 
S . I |X^ - (n + 1/2) (2.16) 
q 4 4 H 
and nq is the number of phonons determined by Bose-Einstein statistics. 
To my knowledge, only one rough estimate of S(T) has been made^? with a 
value of 2 at T = 0 K, and 5 at T = 200 K for H in Nb, making J^ff 
probably one or two orders of magnitude smaller than J. Estimates of J 
are equally difficult since theoretical determinations require knowledge 
of the H-metal potential and since experiments can only measure J^ff (and 
often indirectly at that). Estimates of J for H atoms in bcc metals 
range from about 0.01 to 50 meV, with the most detailed theoretical 
works38'39 yielding values around 1 meV. Similar values have been found 
for muons in fee metals. (At low temperatures, quantum theories of 
diffusion can oten be more easily tested by the motion of muons, since 
they do not form more complex high density phases.) 
Light interstitials can diffuse by many different mechanisms, one of 
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which will usually dominate at a given temperature. Fig. 6 schematically 
illustrates the dominate mechanism in different temperature regimes. In 
the lowest temperature region and in very pure crystals, H or muon band 
states of width Jgff could theoretically exist. The interstitial would 
coherently propogate as a Bloch wave with a transport rate determined by 
scattering interactions. (In small polaron theory "coherent" refers to 
motion without any change in phonon occupation numbers, i.e., pure 
tunneling.) Band states have not been found even for muons because the 
lifetime of the possible Bloch waves is severely shortened by scattering 
off impurities and, as only recently discovered, also off electrons. 
Theoretical predictions^^ that electron interactions can influence 
interstitial motion have now been substantiated by experiments on both H 
atoms^l and muons^^'^S in metals. Under certain conditions the electron 
wave function around an interstitial only slightly overlaps the wave 
function it would have were the interstitial to hop to a neighboring 
site. The small overlap integral, which is zero at T = 0 and increases 
as a power of the temperature, inhibits tunneling of the interstitial-
electron system. At low temperatures, where phonon effects are less 
pronounced, electronic terms dominate the diffusion rate by reducing the 
effective tunneling matrix element and by damping the motion 
(dissipation) as the temperature increases. Perturbation theories 
(exactly analogous to the small-polaron approach outlined above) as veil 
as path-integral treatments** have both predicted a low-temperature (zero 
phonon) hopping rate 
r « Jgff (kT/Ef)^^-^ (2.17) 
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where Ef Is the Fermi energy and the electron-defect coupling constant K 
is always less than 1/2. Yet another interaction, a quadratic coupling 
to lattice displacements,*5 has been proposed to explain a stronger 
temperature decrease of the hopping rate found in some muon diffusion 
experiments. 
At somewhat higher temperatures phonons will begin to participate in 
the hopping process. Phonon interactions are usually classified 
according to the number of phonons which help push the interstitial to a 
new site. At low temperatures one or two phonon processes will 
predominate. One-phonon hops are possible between sites with different 
energies or anisotroples** at a rate for small energy differences 
(A < kT) of 
r « Jgff (2.18) 
with n=l for bcc lattices and 4 for fee lattices.*4 if neighboring sites 
are energetically and crystallographically equivalent, one phonon 
processes are prohibited by the conservation of energy. (No phonons can 
be absorbed or emitted since there is no net energy change.) Hopping 
will then occur via a two-phonon Raman (absorbtion and subsequent 
emission) process which is predicted to have the same form as (2.18) with 
n = 3 for bcc lattices and 7 for fee lattices. In summary, hopping rates 
due to few-phonon processes are distinguished by a power-law temperature 
dependence and a prefactor proportional to J^. Such behavior has been 
found at low temperatures for muon diffusion in fee metals^S and possibly 
for H diffusion In Ta.47*48 
Using the three approximations mentioned above, Flynn and Stoneham 
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first derived an expression for the multi-phonon hopping rate. The 
general expression is a bit cumbersome, but within the Debye 
approximation it can be reduced to a numerical Integration with several 
parameters.49 Furthermore, at temperatures T ^  %/3 (% - Debye 
temperature) the expression is veil approximated by the high-temperature 
limit 
r . (j2/h) (i%/4E^kT)^^^ exp(-E^/kT) (2.19) 
where the activation energy is given by 
- Î S h", - ^ 1^ (2 20) 
Note that the activation energy is always less than the trapping energy 
and that it depends only on "anti-symmetric" modes, which produce 
different Aq at initial and final sites. Symmetric modes, which cause 
equal energy changes at both sites, do not factor into Eg in the Condon 
approximation. In practice, Eg is usually treated as a fitting parameter 
rather than calculated from first principles. Equation (2.6) predicts an 
isotope-independent activation energy and a prefactor that depends on J 
and therefore on the isotopic mass. Both of these predictions do not 
agree with hopping rates in the bcc metals. Fukai and Sugimoto^^ added 
electronic interactions to the multi-phonon expression and found only a 
slight decrease in prefactor at these temperatures. 
Flynn and Stoneham also give a high temperature expression for 
simplified non-Condon transitions. They approximate the dependence of J 
on the lattice configuration by assuming that J = 0 for small lattice 
displacements and J = displacements over a certain critical 
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value. At high temperatures the hopping rate due to these "lattice-
activated" transitions is 
and refers to symmetric modes which create the critical lattice 
configuration. In simpler terms, the symmetric modes are increasing J by 
decreasing the classical activation energy between the initial and final 
potential wells. In this step-function model of the tunneling matrix 
element, Es will be isotope dependent since the required lattice 
distortion will be larger for particles of larger mass. 
Occurrence-probability approach to small polarons 
The semi-classical "occurrence-probability" approach, also initially 
developed by Holsteln, can treat high temperature small-polaron motion 
without some of the crucial approximations made in the perturbation 
method described above. The approach is restricted to the regime of 
classical lattice vibrations (T ^  Gjp/S) and in practice relies heavily on 
numerical calculations, but has provided much insight into the nature of 
H motion in metals (particularly in Nb). The physical picture behind the 
method^O is that H atoms can hop only when lattice vibrations have 
created neighboring sites with equivalent energies as shown in Fig. 7. 
During such "coincidence events" H atoms can tunnel without displacing 
any metal atoms. The probability of a hop then depends only on the 
(2 .21)  
where 
h • 2 ( 2 . 2 2 )  
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Fig. 7. Small-polaron diffusion mechanism at high temperatures. In the 
occurrence-probability approach an equivalence position is 
activated by energy and the particle tunnels from one site to 
the next. 
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tunneling matrix element J((Un)) for that particular configuration, and 
not on Jeff. The total transfer rate is found by integrating over all 
possible coincidence events weighted by the probability of a hop. Using 
the same approximations as in the perturbation approach, the high 
temperature hopping rate (2.6) is again obtained. In this model, is 
viewed as the energy of the lowest energy coincidence event. 
The occurrence-probability approach can yield more realistic 
estimates of hopping rates when model H-metal potential parameters are 
used to determine the dependence of J on the lattice configuration and 
the energy state of the H atom. Bmin et al.50 considered a one-
dimensional model of H in Nb and reproduced qualitatively the temperature 
and isotope dependence of the diffusion rate. Their calculations showed 
that three major approximations of the perturbation approach (which are 
usually valid for electronic polarons) do not hold in the case of 
interstitial motion. Excited states of the H atoms, non-Condon 
transitions, and adiabatic (large J) hopping were all found to strongly 
influence the diffusion rate. At lower temperatures, only the muon was 
found to hop via the lowest energy coincidence. The H isotopes hopped 
during higher energy (non-Condon) coincidences with much larger values of 
J than were available in lower energy configurations. Larger activation 
energies for the heavier isotopes result from the higher energy 
configurations necessary to produce a sufficiently large J. As the 
temperature increases, paths via higher particle energy states with 
higher activation energies and larger values of J will become 
energetically available. At still higher temperatures, the lattice and 
the particles will be in states which have such large values of J that 
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tunneling will occur during every coincidence event, i.e., adiabatically. 
Hopping then exhibits Arrhenius behavior with a prefactor that depends 
only on the Oebye frequency m^) of the lattice (which determines how often 
coincidences are formed). 
Klamt and Teichler^O extended the calculations of Emin et al. to 
three dimensions and used a more realistic model of the H potential. 
Their results predicted the same behavior as in the one-dimensional case 
and, given the inaccuracies inherent in any model of the H-metal 
interaction, agreed quite well quantitatively with experimental values of 
hopping rates in Nb and Ta. They suggest that at temperatures below 250 
K the hopping rate is dominated by non-adiabatic ground state to ground 
state transitions which mainly use lattice activated paths. Above 250 K 
adlabatic transitions from excited defect levels can explain the apparent 
increase in activation energy and the isotope independent prefactor. 
Although no such detailed calculations of the diffusion rate in V have 
been made, it seems likely that larger tunneling matrix elements (due to 
closer hopping sites) allow ground state transitions to dominate H hops 
in V even well above room temperature. 
Resonant vibration modes 
In all the above approaches H atoms are assumed to adiabatically 
follow the motion of the heavier metal atoms, i.e., H atoms vibrate with 
local mode frequencies (100 and 180 meV) about equilibrium positions 
given by the Instantaneous positions of the metal atoms. Resonant modes, 
in which H atoms vibrate in phase with host vibrations but at larger 
amplitudes, have been found^l at 16 meV for H in Nb. It has recently been 
proposed^Z that these large-amplitude resonant modes play an important 
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role In pushing H atoms to neighboring sites. In this model the low 
temperature activation energy is related to excitation of resonant modes, 
whereas tunneling from excited local modes predominates at high 
temperatures. Small-polaron theory without the Condon approximation and 
without the assumption of a linear coupling between phonons and H atoms 
was used to estimate diffusion rates in both temperature regimes. 
Modified classical theory 
Classical activated hops over potential barriers could become 
significant at higher temperatures or in metals (fee) with smaller values 
of J. Modified versions of classical rate theory^G have incorporated 
quantum ideas of discrete energy levels and non-zero ground state eneries 
to explain the motion of light Interstlals. In the high temperature 
limit (kT » hVg) the modified result reduces to the classical expression 
(2.2), while for kT « hv^ the rate becomes 
kT 
r = exp 
h 
where sp again means saddle point and zeros refer to the ground state. 
The theory predicts an isotope-independent prefactor but an activation 
energy that does depend on mass, as found experimentally for H in bcc 
metals. It cannot explain the change in activation energy in Nb-H and 
Ta-H found around room temperature. 
Motion beyond simple hopping 
This discusion has so far dealt only with mechanisms by which an 
individual particle hops from one site to a neighboring site. In reality 
complications involving interactions among particles and motion beyond 
nearest-neighbor hopping often become important at high particle 
"sp - "o -(3/2)hVo + 
kT 
(2.23) 
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concentrations or high temperatures. Activation energies of H in the bcc 
metals Increase with increasing H concentration, as shown in Fig. 8. 
Monte Carlo simulations of diffusion in a lattice gas^^have shown that 
attractive interactions between diffusing defects result in higher 
apparent activation energies at higher concentrations while repulsive 
interactions have the opposite effect. Fukal and Suglmoto^^ suggest that 
since H atoms repulse each other at short range, other processes must 
create the increase found in the activation energy. They propose that 
the expansion of the lattice with higher H concentration decreases J and 
therefore reduces the effectiveness of lower energy transitions with 
respect to higher energy ones. 
Tonks and Sllver^^ used the occurrence-probability approach to 
successfully predict an increasing activation energy with Increasing H 
concentration. Their calculation included lattice-activated hops and 
adiabatic transitions but did not use excited particle energy levels. 
The H-H interaction was modeled by infinite Coulomb repulsion at the 
three nearest neighbor positions and realistic lattice-mediated 
interactions which were primarily attractive at greater distances. They 
explain that both site-blocking and clustering result In an increase in 
Eg and that this increase is only partially offset by nearby H atoms 
which expand the lattice and thus reduce the energy necessary for 
lattice-activated hops. (Apparently the effect of lattice expansion on 
the value of J was not considered important.) The model was limited to 
H concentrations less than 0.06, but predicted the increase fairly well 
up to 0.4. I have yet to find any theoretical explanation of activation 
energies in the hydride phases (210 meV in NbH and about 100 in VH) where 
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problems of available vacancies and diffusion paths through higher energy 
sites would complicate matters. 
Above room temperaturem, H atoms in Nb probably do not diffuse by 
uncorrelated jumps between nearest neighbor sites. Since such a model 
does not fit quasielastic neutron scattering spectra^* various 
alternatives - including jumps to second neighbor sites and jumps that 
return to the original site before landing in any other - have been 
proposed. A dynamic correlation between diffusing H isotopes has also 
been found in Nb.^? NMR measurements have shown that the hopping rate of 
H atoms in NbH^Dy approaches that of D atoms when y » x. This suggests 
some cooperative, perhaps fluid-like, motion between the diffusing 
species. Such behavior might also have some role in explaining anomalous 
NMR results found at yet higher temperatures. 
Classical diffusion in disordered systems 
In disordered systems H hopping times follow various types of 
distributions and, unlike in crystalline materials, diffusion rates 
invariably increase with increasing H concentration. The distribution of 
hopping times follows directly from distributions of classical site and 
saddle point energies. The concentration dependence is usually ascribed 
to the filling of a distribution of sites according to Fermi-Dirac 
statistics. At low H concentrations only deep sites with larger 
activation energies are filled. As the H concentration increases, higher 
energy sites with lower activation energies can contribute to the 
diffusion rate. Theoretical work has tried to predict and relate the 
local hopping rates and bulk diffusion which have both been measured in 
several systems. 
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The behavior of H in amorphous Pd^Si^.^ alloys has been most 
extensively investigated and seems to be rather typical of H in 
classically disordered systems. Internal friction measurements^^ first 
found a distribution of local hopping times in PdgoSi2o which could be 
described by a distribution of activation energies centered around 330 
meV with a half width of about 70 meV. Gorski effect measurements^^ in 
the same material found that the bulk diffusion followed an Arrhenius 
relation with a single activation energy of 310 meV. The central 
activation energy of internal friction measurements in several samples 
were in general close to the bulk values found from the Gorski effect. 
Both measurements showed a concentration dependence of the activation 
energy with values from 230 to 270 meV in PdggSii^ as the H concentration 
varied from 7.8 to 2.7 at.%. The higher concentration value is the same 
(230 meV) as that of H in pure Pd. NMR measurements^^have found that 
further increasing the H concentration in other amorphous alloys can 
substantially decrease the activation energy. 
The dependence of the diffusion rate on small H concentrations has 
been described using Fermi-Dirac statistics in a medium with random site 
energies and a constant saddle point energy** (random-trap model), which 
fairly accurately explains the concentration dependence of bulk diffusion 
results but yields distributions of hopping times which are narrower than 
those determined by internal friction. This model has also failed to 
explain neutron scattering results*^ which are better modeled by a 
distribution centered about two Well seperated values of the activation 
energy. A theoretical study** predicted a distribution of both site 
energies and saddle points which resulted in a Gaussian distribution of 
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activation energies similar to that found by internal friction. The 
derived distribution of vibration frequencies vas quite small, varying by 
only about 5%. 
The relationship between bulk migration and various distributions of 
hopping rates has become a very active area of theoretical physics. For 
simple three dimensional crystals with a single hopping rate, the 
relation between the diffusion coefficient 
D . <R^>/6t (2.24) 
and the hopping rate T is given by 
D . a^rf/6 (2.25) 
where <R^> is the mean-square displacement of a particle after time t, a 
is the jump distance, and f is a correlation factor which equals one for 
dilute defects and small interactions. Other expressions have been 
derived for certain more complex cases, although a general relation is of 
course not known. Several pertinent relations are given in the review by 
Haus and Kehr,*? who covered known results for single particle diffusion. 
For single traps the mean-square displacement is still linear in time 
with an effective diffusion coefficient 
D = DjT/(Tj. + T) , (2.26) 
where Df is the diffusion coefficient in the mobile state; T and are 
lifetimes of the mobile and trapped states. Df is simply reduced by the 
mean time spent in the immobile state. 
Haus and Kehr have shown that the random-trap model for single 
particles leads to a mean-square displacement proportional to time with D 
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given for simple cubic lattices by (2.25), where the hopping rate should 
be replaced by the average value 
<:> - F :% p. r. - (2 27) 
n 
and P„ is the occupation probability of site n with hopping rate r„. For 
equal site energies and random barriers between sites the mean-square 
displacement no longer varies linearly in time. Approximate expressions 
for <R^>(t) in cubic systems have been derived but they are a bit too 
messy to repeat here. 
Monte Carlo simulations may be used to investigate diffusion in more 
complex situations. Lançon et al.*B simulated the diffusion of carbon 
interstitials in hypothetical amorphous iron and found a mean-square 
displacement linear in time for a distribution of site and saddle point 
energies that ranged over about 1 eV. The diffusion constant very nearly 
followed an Arrhenius relation with an activation energy about equal to a 
percolation threshold found in the simulation. Particles with energies 
above this threshold could diffuse throughout the entire medium; lower 
energy particles moved locally within some smaller subset of sites. 
Quantum diffusion in disordered systems 
Differences between initial and final site energies have been 
Incorporated into several small-polaron theories. In the lowest 
temperature region of muon diffusion in certain metals, the hopping rate 
has been found to initially increase with increasing temperature.42 
Sugimoto69 has shown that a small distribution of site energies, which 
basically adds an extra damping term to the perturbation hopping rate, 
can cause such an effect. As mentioned earlier another result of a 
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difference in site energies is the increasing likelihood of one-phonon 
transitions at low temperatures. Fhonons can be absorbed or emmitted, 
with the energy of the phonon balancing the difference in site energies. 
Even Flynn and Stoneham's original treatment^^ of the multi-phonon rate 
considered the possibility of transitions between inequivalent sites. 
The activation energy in the high temperature lim*» then becomes 
®ao 
(e- -  ejf  
1 + — 
4Bao 
(2 .28)  
where Eqq is the activation energy for equal sites given by (2.10); 
and Bf are the initial and final site energies. All the above 
modifications result from adding to the perturbation integral a factor 
exp(-i6t/h), where Ù is the site energy difference. Equation (2.28) has 
also been derived (for electrons) using the occurrence-probability 
approach.70 por small 6 the tunneling matrix element is often taken to 
be that of the pure material whereas for large 6 the value of J must be 
determined at each coincidence event. 
The best systems for experimentally determining the effects of 
disorder on quantum diffusion of H are probably alloys of V, Nb, and Ta, 
since quantum effects are most pronounced in these pure metals and since 
relatively stable amorphous phases cannot be formed from the metals 
alone. The V-Tl and Nb-V systems have so far recieved the most 
experimental attention, A study^G of H and D bulk diffusion in Nb-V 
alloys using a Boltzmann-Matano analysis of concentration profiles found 
activation energies extrapolated to zero H content that were 
significantly larger than those in the pure metals. Values ranged from 
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90 to 220 meV for H and 100 to 270 meV for D with both peaking in the 
Nb75V25 alloy. The diffusion rates between 230 and 473 K were nearly 
exponential with single activation energies and were found to decrease 
with increasing H concentration. Diffusion in these alloys, as well as 
in V-Ti alloys,71 did not fit the formula for diffusion in the presence 
of deep traps. Internal friction studies^^'^^ between about 70 and 180 K 
found distributions of activation energies with mean values somewhat 
higher than those of bulk diffusion. In this case the hopping rates were 
found to decrease with increasing H concentration since the internal 
friction peaks (which occur when the hopping rate is aproximately equal 
to the vibration frequency of the measurement) shifted to lower 
temperatures with increasing H content. Activation energies for H were 
again consistently lower than those for D suggesting that the diffusion 
process is still not classical. 
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CHAPTER 3. THEORY OF NUCLEAR MAGNETIC RESONANCE 
Nuclear magnetic resonance (NMR) uses energy levels and transition 
rates of nuclei in materials to gain information about the microscopic 
structure and dynamics of the material. NMR has become a very broad 
field with various applications and specialized techniques in physics, 
chemistry, biology, medicine, geology, and non-destructive evaluation. 
This chapter will review the basic theory needed to extract information 
on the motion of nuclei in solids, much of the theory being drawn from 
the classic work of Abragam,?* with some help from the book by 
Slichter.75 j'll first cover relevant contributions to the nuclear 
Hamiltonian and then deal with relaxation times. 
The Hamiltonian 
Zeeman interaction 
The Zeeman Hamiltonian of a nucleus with magnetic moment 
M - Y h I (3.1) 
placed in a magnetic field H is given by 
Hz = -WH, (3.2) 
where y is the "gyromagnetic ratio" and I is the spin of the nucleus. 
For a static field Hq in the z direction, the energy eigenvalues 
E^ = — Y h H^m m=I, I — I,..., — I (3.3) 
are separated by 
6E = h (3.4) 
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where the Larmor frequency - y Hq is typically on the order of (2n)10 
MHz. To prepare desired states of the spin system, a smaller rotating 
radio frequency (rf) field 
a H^(l cos (At + j sin (dt). (3.5) 
is applied perpendicular to the z direction. The time dependence of the 
expectation value of the total magnetic moment of the spin system <H>(t) 
is most easily found by a unitary transformation, equivalent classically 
to transforming to a new reference frame rotating with angular velocity w 
with respect to the lab frame. The result in the rotating frame is 
- <M> X Y (3.6) 
where the effective field (in the rotating frame) is given by 
Heff = k' (Hq - w/Y) + 1' Hi. (3.7) 
If <a is equal to the Larmor frequency cty, then in the rotating frame Hgff 
has no component in the z direction and the spins will precess with 
frequency y H^ about the x axis. NMR experiments can thus manipulate the 
spin system by varying the strength and time duration of Hi. 
Under the Zeeman Hamiltonian alone, the spin system would absorb 
energy only at the Larmor frequency, i.e., the NMR absorption line would 
be a delta function. Other interactions are responsible for the 
structure found in NMR spectra, as well as for transitions between Zeeman 
levels. 
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Dipolar interaction 
The most important interaction for this study will be the dipolar 
energy between nuclear moments, 
- h r^  1? jk fjk 
(3.8) 
where the sum is over all nuclear moments with rji^ the vector from pj to 
Wk" Each individual term is the energy of moment j when placed in the 
dipolar field created by moment k. The Interaction between two spins I 
and S is more transparent in the form 
Hdis • 3 (A + B + C + D + E + F) (3.9) 
with 
(3.10) 
A « IgS2(l - 3 cos^e) 
B = - ^  (I^S_ + I_S^)(1 - 3 cos^e) 
C = - Y (I+Sg + I^S^)[sine cose exp(-i*)] 
D n C* = - (I Sg + I^S )[sin0 cos9 exp(i*)] 
E — I sin^e exp(-2i+) 
F = E* = I I_S_ si^ e exp(2i+) 
where I have used the normal spin operators I and S, and polar 
coordinates of the vector r in the frame with Hq along the z axis. For 
like spins, the ("secular") terms A and B commute with |-jz> term A 
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corresponds to the energy of one dlpole in the static field produced by 
the second dipole; the "flip-flop" term B represents the effects of the 
rotating field of one dipole on the energy of another. 
The NMR lineshape resulting from the dipolar Interaction is found to 
first order by treating the Zeeman energy in the static field as the 
unperturbed Hamlltonlan and adding only the secular terms of the dipolar 
Hamiltonian. (Non-secular terms produce second order effects which are 
usually of little consequence.) Although the dipolar lineshape cannot be 
predicted exactly, many approximations have been developed, the most 
basic being the moment expansion first derived by Van Vleck.?* The n^h 
moment, defined as 
f(w)(» - , (3.11) 
where f(w) is the normalized lineshape, can be found exactly, although 
calculations for moments beyond m = 4 are so lengthy that they are seldom 
undertaken. The expression for the second moment due only to like spins 
and averaged over all angles (for powder samples) is 
M" = I Yi 1(1 + 1) E . (3.12) 
For unlike spins the B term no longer commutes with Hg so the second 
moment of spin I due to spin S is reduced to 
M2^ = ^  Yj Yg h^ S(S + 1) 2 ^6* • (3.13) 
:jk' 
Other terms which also refer to the strength of the dipolar interaction 
are the dipolar frequency and the dipolar local field. 
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Hjip m Ayip/y The simplest approximation for the lineshape in a solid 
assumes that f(w) is a Gaussian with width approximately equal to 
f(w) 
S  ( 2 n )  T7S 
exp 
- (w  - 21 
26 T 
(3.14) 
where 5^ - M2> Linewldths due to the dipolar interaction in solids range 
from several to over a hundred kHz. 
Quadrupole interaction 
Nuclei with non-spherical charge distributions (quadrupole moments) 
can Interact electrostatically with electric field gradients (EFGs) which 
exist at non-cubic sites in solids. In an arbitrary reference frame the 
quadrupole Hamiltonlan can be written as a sum of spherical tensor 
operators 
H, à -Qo" Çg"'"» 
where the are combinations of EFG terms 
(3.15) 
3^V 
ij " 3x^9xj 
and are given by 
0 1 
2 "zz ^2" = 
±1 
±2 
<\z ± i^z> 
TTST (Vxx - Vyy * ZI?,,) . 
2(6"'") 
(3.16) 
(3.17) 
The Qm describe the charge distribution of the nucleus in terms of the 
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nuclear quadrupole moment 
Q • <I,m=I| J (3zl - rh |I,m=I> (3.18) 
p P P 
where the sum is over all protons in the nucleus. They are explicitly 
- liiU - 1) Ï + (I, ± 
V • ithi -'l) " ' " • 
The Hamiltonian is most easily dealt with in the "principal axis" frame 
of reference where V^j = and > |Vxxl > |Vyy|. Then 
2 
Ho • 1) '«z - 1(1 + 1) + I n "î + 1^1 (3 20) 
with eq = V^z and the asymmetry parameter V) • (Vyx - ^ yy)^^xx' These are 
the parameters invariably given as the results of experiment. If one 
wishes to find Hq an arbitrary reference frame at Euler angles «, fi, 
Y with respect to the principal axis frame (which will later be 
necessary) the EF6 is found through the transformation 
Ço" = E Do"" («^Y) (3.21) 
^ n=-2 ^ ^ 
where the prime refers to the principal axis frame and the D's are 
components of the irreducible representation of the rotation group. The 
^2"* for the general case have been found by Bersohn?? but are far too 
cumbersome to repeat here. 
Since quadrupole energy splittings can vary so widely, from zero to 
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Fig. 9. Combined quadrupole and Zeeman interactions: (a) quadrupole 
energy levels split by Zeeman interaction; (b) spectrum of above 
with the pure quadrupole case indicated by the dashed lines; 
mixing of +1/2 and -1/2 levels allows extra transitions; (c) 
Zeeman energy levels shifted by quadrupole interaction; (d) 
dashed lines indicate powder spectrum of (c) and solid lines 
include dipolar broadening. 
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several hundred MHz, absorption spectra depend on the relative strengths 
of Zeeman and quadrupole interactions as shown in Fig. 9. For the pure 
quadrupole case (zero magnetic field) in an axially symmetric EFG (M = 0) 
the energy levels depend only on |m| with frequency splittings from level 
|m| to |m-l| given by 
ûv^ - yiml + 1/2) (3.22) 
where the quadrupole frequency is 
• îifi^ TT • 
Addition of a small magnetic field will lift the degeneracy between the 
energy levels m and -m. If the Larmor frequency in a magnetic field at 
angle 9 with respect to the EFG frame becomes much larger than the 
quadrupole interaction creates "satellite" NNR lines (see Fig. 9) at 
frequency intervals 
- VQ(m - j) J (3cos^0 -1) (3.24) 
•• •• ' .. V. • > . . 
from the central Larmor frequency. Axial asymmetry and second order 
effects will result in much more complex spectra. Cases in which the 
Zeeman and quadrupole interactions are of comparable strength are usually 
avoided since then perturbation theory can't be employed. 
Magnetic interactions with electrons 
The magnetic coupling between a nuclear spin and an electron can 
generally be expressed as 
He = -Y„h I . Hg (3.25) 
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where Hg Is the hyperfine field produced by the electron at the nuclear 
site. This additional field will slightly shift the Larmor frequency 
from the value expected due to the applied static field alone. The 
hyperfine field in metals is composed primarily of the Fermi contact 
contribution 
where |tKO)|^ is the electron spin density at the nucleus and S is the 
electron spin, and the orbital term 
where L is the electron orbital angular momentum and r is the distance 
from electron to nucleus. Unlike in simple metals, where s electrons 
dominate the Fermi contact coupling, d electrons in transition metals can 
contribute greatly to the hyperfine field by polarizing core s electrons. 
The "Knight shift" in the resonance frequency is then due primarily to 
three terms, 
where X is the appropriate electron susceptibility and W refers to the 
orbital Van Vleck susceptibility. With the Paull spin susceptibility 
related to the Fermi level density of states N(Ep) via 
Hfc - p Ygh I *(0)1^ S (3.26) 
(3.27) 
"fc + «or (3.28) 
X = I (Ygh)2 N(Ep) , (3.29) 
the Knight shift finally becomes 
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 ^- v,h N,(Ep) * 4^  N^ (Ep) . . (3.30) 
(Ygh) 
Besides causing the Knight shift, conduction electrons can also mediate 
second order interactions between heavy nuclei, although such 
interactions are usually not important for light nuclei such as the 
proton. Finally, large electron spins on paramagnetic impurities can 
alter the frequency of nearby nuclei and substantially change the 
dynamics of all spins in the sample. 
Nuclear Spin Relaxation 
In a static magnetic field H = Hg k, the equilibrium magnetization of 
N nuclear spins at temperature T is 
V "o "  • " "a k f ^  «o"  •  (3  31)  
If the magnetization is prepared in a non-equilibrium state, it will 
often relax exponentially back to equilibrium according to the Bloch 
equations 
The longitudinal or "spin-lattice" relaxation time depends only on 
processes which transfer energy between the spin system and the 
environment (lattice). Although such processes also contribute to the 
transverse or "spin-spin" relaxation time T2, it is additionally affected 
by dephasing of the spins without any energy exchange with the lattice. 
This dephasing, which is often not exponential, results from individual 
nuclei interacting with slightly different local fields. Since the local 
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fields also determine the width of the NMR spectrum a general relation 
holds between line-width and spin-spin relaxation; the line-width f(&)) is 
the Fourier transform of the generalized transverse relaxation function 
G(t) • Mx(0)Mx(t). Since line-widths in solids are approximately 
Gaussian, G(t) in solids will also resemble a half Gaussian instead of 
the exponential function predicted by the Bloch equations. T2~^ is then 
only an approximate measure of the width of the Gaussian line-shape. The 
Bloch equations are valid in cases where fast motion of spins results in 
Lorentzian linewidths and exponential relaxation functions with definite 
values of 
Three mechanisms usually dominate relaxation times of protons in 
metals, namely 
f " *1 " f f (3.33) 
^1 ^ %d ^le ^Ip 
and likewise for T2~^ where d refers to diffusion, e to electronic, and p 
to paramagnetic impurities. (I will refer interchangeably to T^ or R^. 
t .  
Ti is the more traditional term, but rates are much easier to add up.) 
In order to extract information from the relaxation rate due to H motion, 
electronic and paramagnetic contributions to must first be determined. 
Electronic relaxation 
The same hyperflne fields which cause the Knight shift can also 
induce simultaneous flips of nuclear and electron spins, with a change in 
kinetic energy of the electron compensating for the energy difference 
between the two spins. The electronic relaxation rate for such a process 
is given by^® 
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i-- 4nAT {[Ng(Ep) + q[Nj(Ep) + PlNj(Ep) ) (3.34) 
le 
where q and p are constants determined by the nature of electron states 
at the Fermi level. For our purposes the expression can be greatly 
simplified to 
ï^-^e-K ' 
where the "Korringa constant" K depends on both |^0}|^ and N(Ep)2, which 
in transition metals can sometimes have a non-negligible temperature 
dependence. Korringa?* first discovered a useful relation between the 
Knight shift and the relaxation rate caused by contact and core-
polarization contributions, 
(Av/v)^ TjJ . (Yg/Y^)^ S h/(4nkg) (3.36) 
where Ye is the electronic gyromagnetic ratio and S depends on the 
electronic structure. The Korringa constant is usually determined 
experimentally by measuring relaxation rates at very low or high 
temperatures, at which other relaxation processes are normally 
ineffective. 
Relaxation due to paramagnetic impurities 
Electron spins of paramagnetic impurities create large fluctuating 
magnetic fields by continually flip-flopping between spin states. If the 
fluctuating fields have spectral components near the Larmor frequency 
they can relax nearby nuclear spins, which, at low temperatures, can in 
turn relax other spins in the sample via spin diffusion (to be discussed 
later). At higher temperatures atomic diffusion will allow direct 
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coupling between all the moving nuclei and the impurities. The result 
is a relaxation rate with a rather complex temperature dependence. The 
two most prominent features are: low temperature relaxation rates which 
do not go through the origin and have a slight frequency dependence, and 
relaxation maxima which can occur at various temperatures. The best way 
to deal with this usually unwanted relaxation process is simply to get 
very pure material, which is not terribly difficult for Nb and V since 
they do not easily dissolve paramagnetic impurities. 
Motional relaxation 
Relative motion between nuclear spins creates fluctuating dipolar 
magnetic fields at each spin. Motion with spectral components near 
can thereby induce transitions (spin-lattice relaxation) between the spin 
energy levels. The motional spin-lattice relaxation rate will be maximum 
near temperatures that produce hopping rates of approximately % and will 
diminish at lower and higher temperatures where the hopping rates are too 
slow or too fast to effectively relax the spins. Transverse relaxation 
(R2) exhibits a different temperature dependence since it also depends on 
static differences in local fields. At high temperatures spins move 
rapidly among many sites and therefore dephase more slowly under a 
reduced time-averaged local field. Since a small R2 corresponds to a 
narrow line-shape, this temperature region is usually dubbed the 
"motionally narrowed" regime. As the temperature is lowered, R2 
increases along with the value of the average local field, finally 
reaching a limiting value in the "rigid-lattice" regime when the hopping 
rate becomes less than (M2)^^^ and spins dephase completely before 
hopping. 
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Relaxation rates are computed from perturbation theory with the 
dipolar Hamiltonian treated as a random time-varying perturbation. Since 
the time dependence enters only through the inter-nuclear vector and not 
through the spin operators, HdlS usually rewritten 
Hdis-èj',", ' 
where 
p(0) 1-cos^ e _(!)_ sine cose exp(-i*) _(2) sin^ e exp(-2i<J) 
f  =  O  »  I f  •  m  f t "  O  t  
r^ r^ 
«1- Î i (I+S_ * . 
(3.38) 
; A"). 4. i+s,, , 
 ^« I,S+, o = - I T^ Tgh', 
and F(-Q) = F(Q)*, A("Q) = A(Q)+. The time dependence of the interaction 
is then expressed through the correlation function ,, 
G(4)(t) . I <FJJ\0) F(^4)(t)> , (3.39) 
where the sum is over all spins and <...> means ensemble average. To 
find frequencies of the motion near ay, a more useful quantity is the 
Fourier transform of G(Q)(t) 
j(^\w) = G(^)(t) exp(-iwt) dt . (3.40) 
For perturbation theory to apply, the dipolar Hamiltonian must be 
sufficiently weak, which is usually taken to mean <| Hdl^^ "^c^ « where 
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the correlation time Tg is roughly the Inverse of the hopping rate of the 
nucleus. Wolf has shown^O that for spin-lattice relaxation a weaker 
condition <| Hd " Hdrll^^ "^c^ « 1, where Hdrl the rigid-lattice 
value of Hd' allows perturbation calculations of to be valid even for 
very long correlation times. The results for T2 derived from 
perturbation theory are still only valid in the motionally narrowed 
regime. 
The resulting relaxation rates for like spins are 
Rl^ . Y Y* h^ 1(1+1) + j(2)(2wt)l , (3.41) 
h^ l| j(0)(0) + ^  j(^)(M^) + I j(2)(2W[)] . (3.42) 
The terms with (0[ result from single spin flips caused by the C and D 
terms of Hd (3.37); terms with 2(«^ come from flips of both spins via 
terms E and F; the term with j(0)(0) derives from the flip-flop B term of 
Hd' For unlike spins the return to equilibrium need not be exponential. 
The governing equations are 
ddg) II IS 
-ît^ = - R}' «V - I^) - Rf® (<S,> - S^) , (3.43) 
d<S_> SI SS 
-df- = - 4 (<!%> - Io> - V «V - S^) , (3.44) 
with 
RJ^ = Y^Yg^ h^ S(S+1) - (^) + § f j(2)(w^. + w^)] 
(3.45) 
RJ^ = Y^Yg^ h^ 1(1+1) - 0%) + f j(2)(w^. + w^)] , (3.46) 
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and corresponding equations for Ri^S and Ri^I by interchanging the 
indices I and S. For proton NMR in H-metal systems the I spins refer to 
protons and the S spins to the metal nuclei. The electronic relaxation 
rate of the metal nucleus is usually large enough that Sg « So, so the 
second term of (3.43) can be Ignored and the protons relax exponentially 
with a rate given by (3.45). The spin-spin relaxation rate for unlike 
spins is still exponential (in the motionally narrowed regime) and is 
given by 
Rg - y/ h^ S(S+1) j(°)(0) + ^  - M^) + 
+ ^  ;(!)(*%) + § j(i)(wk) + e + *%)] • 
with a similar formula for R^. 
In order to gain information about particle motion from nuclear 
relaxation rates some model that relates G(Q)(t) to particle hopping 
times must be employed. A nearly exact expression for polycrystalline 
samples is^l 
- 4k E P<V r,, t) (3.48) 
«>» 'a 
where the bq are constants, Pg is a Legendre polynomial, and P(ra, rg, t) 
is the probability of a pair of spins being separated by at time t 
given that they were separated by at time zero. The expression has 
been evaluated numerically for several situations, although only an 
analytic limit has been derived for our case of interstitial motion in 
bcc lattices. Monte Carlo simulations can also determine G(Q)(t) 
directly®^ via (3.39), but again no results are yet available for H in 
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bcc metals. 
The most common approximation of G(9)(t), originally employed by 
Bloembergen, Purcell, and Pound (BPP),83 uses only the first term in 
(3.48). The correlation function then depends only on the probability 
that the particle has not hopped after a time t. If a Poisson 
distribution of hopping times is assumed, the correlation function will 
then be 
G(9)(t) . ^exp(-t/T^) 2 (3.49) 
oc 
Cq - 6, Cj^ • 1, c 2" 4, 
where the sum is over all other spins in the sample. The correlation 
time is given by Tj, - 1/r for unlike spins and by = 1/(21) for two 
moving spins (H atoms) where F is the hopping frequency. Fourier 
transformation readily yields the BPP spectral densities 
• % IF , \ i Z • (3 50) 
^ 1 + w T a 
c 
Combining (3.41), (3.45), (3.49), and (3.50) allows T to be determined 
from measured values of the relaxation times. 
Relaxation rates predicted by the BPP approximation for hopping with 
a single activation energy are shown along with electronic relaxation in 
Fig. 10. At high temperatures is independent of but proportional 
to Tg while at low temperatures Rj « 1/(,XQ %^). Slopes of the high and 
low temperature log(Ri) vs T~^ curves are proportional to the activation 
energy. The maximum of R^ is proportional to M2/u^ and occurs when 
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Fig. 10. Relaxation rate predicted by BPP approximation with single 
activation energy. 
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« 1. More exact spectral densities derived for specific lattices 
from (3.48) or from Monte Carlo simulations predict relaxation rates with 
these same qualitative features and with the same asymptotic dependences 
on The lattice specific theories predict a somewhat wider and weaker 
peak in than predicted by BPP. Activation energies derived from a BPP 
analysis usually agree quite well with values from other measurements, 
although the prefactors are often too small by about 50%. I will use the 
BPP approximation mainly since no other exists for tetrahedral sites in 
bcc lattices and since the precision of the more realistic treatments 
probably greatly exceeds that of the rest of the analysis of in 
disordered systems. 
Motional relaxation rates in many systems, Including H in metals,84 
do not show the behavior predicted by any of the derived spectral 
densities. The most common deviations are low temperature relaxation 
rates with frequency dependences Rj « 1/wP, where s < 2, and asymmetric 
log(Ri) vs. 1/T curves that predict higher activation energies at higher 
temperatures. When this behavior is not ascribed to a distribution of 
hopping rates (covered below) different ad-hoc correlation functions are 
often used to fit the data. (The basic NMR theory is invariably 
accepted.) One such function is the "stretched exponential" with 
parameter a 
G(9)(t) « exp[-(t/T^)®l (3.51) 
which Is used to describe relaxation phenomena in several areas of 
physics. The stretched exponential produces low-temperature relaxation 
rates proportional to l/((*^l+(* Tj.) with an apparent activation energy 
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oCg, where Eg, found at high temperatures, corresponds to the true 
activation energy. Although this formalism has derived activation 
energies that agree with other measurements,85 the physical basis of the 
spectral densities has yet to be determined. 
Spin temperature and spin diffusion 
The related concepts of spin temperature and spin diffusion are 
useful in many NMR analyses. The spin temperature 9g can be defined via 
expKE^ - (3.52) 
where p^ is the occupation probability of a spin state with energy E^. 
The concept of a temperature is strictly valid only when the state of the 
entire system is descrlbable through the occupation probabilities alone 
(i.e., when off-diagonal elements of the density matrix vanish). 
Strictly speaking then, spin temperatures can be defined only for spin 
systems in which the transverse magnetization (which is energy-
independent) has already decayed to zero, i.e., when T2 « T^. The 
concept is most useful in certain experiments in solids, where different 
spin temperatures can be assigned to different frames of reference. Spin 
temperatures can also be used in a looser sense as handy devices for 
describing magnetizations and energy transfers between systems. The most 
useful definition of the spin temperature for these purposes is found by 
simply inverting eq (3.31) to define the temperature 6g 
®s = '"k « • (3-53) 
Spin lattice relaxation rates then represent the return of the spin 
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temperature to the equilibrium lattice temperature. Likewise, a transfer 
of magnetization between different spin sub-systems can be treated as 
process of reaching a common spin temperature. 
Energy is transferred among spins via the process of spin diffusion. 
Should some portion of nuclei have a different spin temperature than that 
of its neighbors, energy can be exchanged via mutual spin flips Induced 
by the flip-flop term of the dipolar Interaction which will eventually 
result in a uniform spin temperature. It can be shown that the process 
does Indeed follow a diffusion equation (Pick's law) with D = a^/T2, 
where a is the lattice parameter. (A more exact expression will be used 
later.) Spin diffusion coefficients are usually rather small, on the 
order of 10-13 cm^/sec. 
Since the establishment of a single spin temperature depends on 
energy conserving spin-flips an obvious prerequisite is that the energy 
splittings of neighboring spins be nearly equal. This requirement is 
often not met in systems of spins with even small quadrupole moments 
which perturb the equally spaced Zeeman levels. In such cases energy 
transfers can often still be described by a more general Inverse spin 
pseudo-temperature^^ 
«(t) = <Hs(t)>/C , (3.54) 
where <Hs(t)> is the average energy of the spin system and the "heat 
capacity" is given by 
C = (21 +1)"^  TrCHg). (3.55) 
Spin pseudo-temperatures apply to systems in which there Is little 
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communication among spins, but in which energy is still homogeneously 
distributed since all spins are in approximately the same physical 
environment. An obvious example is a system of spins with hopping rates 
faster than The fast motion destroys any communication (spin 
diffusion) between spins, yet a single spin-lattice relaxation time 
exists because each spin samples the same environment. 
Relaxation in two-phase systems 
Spin-lattice relaxation is usually exponential for spin 1/2 nuclei in 
single phase material. The time dependence of the return to equilibrium 
in systems that have phases with different relaxation rates depends on 
the degree of interaction between the phases. Zimmerman and Brittin^? 
first showed that when the exchange rates of particles between phases is 
much less than the return to equilibrium is simply given by the sum of 
the individual magnetizations 
M(t) . 2 ?! exp(-t/Tjj) , (3.56) 
where Pj is the probability of a particle being in phase i with Tii- For 
very fast exchange the magnetization recovers exponentially with a 
weighted average of T^ 
= Z Pj/Tjj .  (3.57) 
The general case of intermediate exchange depends on the given exchange 
rates and will Involve several exponentials. In solids the spin 
diffusion rate must be added to the normal particle diffusion when 
estimating the exchange rate between phases. 
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Relaxation in disordered systems 
A number of different approaches have been used to analyze relaxation 
rates in disordered materials. The most common treatment has been to 
introduce a distribution of hopping times p(T) which produces the 
measured via 
Rj - / dT p(T) Rj(t) (3.58) 
where Rx(t) is the relaxation rate of spin at a given site with dwell 
time T. This relation extrapolates (3.57) to individual sites instead of 
phases and has received some theoretical justification,88*89 although it 
is not universally accepted.*0 Probably the most convincing support for 
the use of (3.58) has come from computer simulations^! which have shown 
that the BPP approximation for Ri(t) adequately reproduces the spectral 
densities at a given temperature in a system with distributions of both 
site and saddle-point energies. 
The distribution of hopping times is usually extracted by using a 
distribution of activation energies and some relation.between and 
to fit Ri data at different temperatures and frequencies. If the 
substantial approximation of equal site energies is made, the resulting 
Rj is given by 
Rj = J dE^ g(E^) Ri(Ea, r^(E^)) , (3.59) 
where g(Ea) is a temperature-independent normalized distribution. 
Various functions have been used to relate Fq of a given site to Eg in 
the site. Constant values of Fg are often used, both for simplicity and 
because vibration frequencies of diffusing interstitials usually do not 
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vary greatly from site to site. Other approaches incorporate the entropy 
dependence of the prefactor (2.3) usually via the Zener relation^^ 
To - (3.60) 
where the constant a is related to the shear modulus of the lattice. 
Flynn and Stoneham^^ have shown that this relation also holds for quantum 
diffusion including lattice-activated transitions. Other quantum 
processes, such as the change from ground state to excited transitions, 
need not follow the Zener relation. 
A distribution of activation energies will produce many of the same 
features of vs. 1/T plots found in systems that do not follow normal 
NMR spectral densities. As shown in Fig. 11, the curves are asymmetric 
with greater slopes on the high temperature side. The maximum is 
reduced somewhat from the value in pure systems. The R^ peak usually 
retains a frequency dependence of 1/w; at low temperatures R^ varies more 
weakly than l/d?; the asymptotic limit of no co dependence is reached at 
higher temperatures than in pure materials. Markert et al.93 have found 
that reasonable distributions do not greatly shift the temperature of the 
Rl peaks, so that dwell times derived from = 1 agree well with those 
determined from bulk diffusion measurements. R2 can also be analyzed 
using (3.59) with obvious substitutions. Unlike spin-lattice relaxation 
R2 decays quickly with decreasing temperature, since sites with long 
dwell times can dominate the spin dephasing process. 
The most critical approximation used in fitting R]^ values with a 
distribution of activation energies Is the assumption that the 
distribution is temperature independent. This assumption is questionable 
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Fig. 11. Relaxation rates predicted by BPP approximation for single 
activation energy compared to those predicted for a Gaussian 
distribution of activation energies with half-width about 20% or 
EgQ. Electronic relaxation rate is also included. 
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in any material with a distribution of site energies which can influence 
the activation energies. The distribution formalism also Ignores the 
effects of localized motion which might be expected in disordered 
materials. NMR theory shows?^ that a moving spin confined to a limited 
region will not relax as quickly as spins which diffuse over larger 
distances. Simply put, the confined spin does not experience a large 
range of local fields and so relaxes as if it had a smaller second 
moment. If the confined particle moves between wells of unequal depth 
the relaxation rate will be further reduced by a factor (in the case of 
two wells) 4PiPj, where the P's are occupation probabilities. This 
reduction arises from the resulting asymmetric correlation function of 
the particle. Although both of these local phenomena should have been 
present in the random material used by computer simulations to verify the 
applicability of the distribution approach, they might be more pronounced 
in real materials where more local motion could result from correlations 
between site energies, (e.g., a number of equivalent low energy sites 
around an impurity). A final assumption is that at a given site is 
determined by only one activation energy. In their original derivation, 
Valstedt et al.88 include the possibility that also depends on a 
number of activation energies (physically corresponding to different 
barrier heights in different directions), but show that this only 
slightly affects the resulting R^. The computer simulations seem to 
support this conclusion. 
Stretched exponential correlation functions have also been used to 
analyze relaxation rates in disordered systems,9* although the physical 
significance of the derived correlation time is not readily apparent. In 
67 
this respect the distribution approach seems to provide more information 
about the disordered system. Relaxation rates of H in amorphous metals 
have sometimes been used to derive several discrete activation energies, 
one of which will predominate at a given temperature.*3 The consistency 
of such an approach is difficult to assess, since the frequency 
dependence of was not measured. Results in similar materials^^ 
suggest that a distribution of activation energies yields diffusion 
parameters in closer agreement with bulk diffusion measurements. 
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CHAPTER 4. EXPERIMENTAL ASPECTS 
Understanding the measurement of relaxation rates requires knowledge 
of both method and instrumentation, which are of course quite inter­
related. Since describing one before the other is somewhat akin to 
putting the chicken before the egg (or vice versa), I will first give a 
brief description of one simple method for measuring T^ before describing 
the equipment. Later the details of the actual measurements, as well as 
sample preparation, will be covered. 
Inversion-recovery method of measuring Ti 
As mentioned in the previous chapter, in the rotating frame spins 
will precess with angular velocity y Hi around a radio-frequency (rf) 
field Hi oscillating at cty. In the experiment an rf field along the x' 
axis is produced by a coil perpendicular to the Zeeman field Hq. During 
the time r in which H^ is applied, the magnetization will precess through 
an angle 9 - eo r about the x' axis. In the inversion-recovery method of 
measuring T^ the rf field is first left on just long enough to Invert the 
magnetization; this is a 180* pulse. The magnetization then begins to 
relax back to equilibrium by exchanging energy with the lattice. After a 
time t the magnetization is measured by again turning on the rf field 
long enough to rotate the spins through 90°, i.e., a 90" pulse is 
applied. The magnetization is now in the x-y plane and will precess 
about Hq creating a changing magnetic flux In the coil, in which a 
measurable voltage proportional to the magnetization will be Induced. 
The transverse magnetization also decays to zero in a time T2*, which can 
be much shorter than T2 due to Inhomogeneous fields In the sample. The 
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envelope o f  the oscillating decay produces the "free induction decay", 
better known as the fid. ("Free" means no rf field is applied while the 
spins are decaying.) The spins gradually relax back to equilibrium and 
the process begins anew with a different value of t. In this way the 
"recovery curve" M(t) is obtained, from which is readily determined 
using the Bloch equations (3.28). Other methods of measuring relaxation 
times are more appropriate in different situations, but this simple 
example suffices to introduce some of the requirements placed on the 
instrumentation. 
NMR Pulse Spectrometer 
NHR pulse spectrometers are designed to deliver specified sequences 
of high power radio-frequency (rf) pulses to the sample and then to 
quickly measure the very small voltages induced by the spin system. 
Measurements of diffusion parameters also require that the sample 
temperature be varied, from 9 to 800 K in this particular investigation. 
Several Ames Lab spectrometers which differ in detail but not greatly in 
principle were used in this study in order to span a large frequency 
range. A block diagram of the spectrometer on which the majority of 
measurements were made is shown in Fig. 12. In this section I will 
review the process by which rf pulses are produced and sample 
magnetizations are monitored. 
Pulse generation and transmission 
The pulse sequencer Initiates a measurement by sending a series of 
logic pulses to the rf switch. One spectrometer employed a three channel 
Conway-Cotts pulse progammer^^ with a auto increment unit^G that 
automatically incremented the time between pulses. Pulse spacings and 
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lengths are set by hardware adjustments and a main clock normally 
initiates pulse sequences at a constant specified rate. In order to cut 
the acquisition time of certain measurements in half, I made one minor 
hardware modification that allowed pulse sequences to begin a set time 
after the end of the previous sequence. Other spectrometers used 
software pulse programmers*? which also triggered an rf switch. 
The switch then allows a pulse of rf with a set phase with respect to 
a reference frequency to be passed from a frequency synthesizer to a 
gated amplifier, which increases the rf power level to about 800 watts. 
This is usually sufficient to produce values larger than local fields 
in the sample, which is required in order to rotate the spins about the 
rf field. The spectrometers used either an Arenburg Ultrasonics PG-650C 
gated amplifier or an ENI LPI-10 broadband power amplifier. 
The duplex circuit*^, consisting of X/4 cables and crossed diode 
switches, allows power to be transferred from the amplifier to the probe, 
with minimal voltage leaking to the sensitive receiver, yet does not 
reduce the smaller signal coming from the probe to the receiver. During 
transmission of the rf pulse the shunt diodes at the end of the X/4 
cables create a high impedance path in the direction of the receiver so 
most power is transferred to the probe, which is tuned to 50S pure 
resistance. The small voltage returning from the probe will see a high 
impedance path back towards the amplifier, but no impedance in the 
direction of the receiver since the signal is less than the turn-on 
voltage of the diodes. 
Variable temperature probes 
Three types of probes were used to span frequencies from 4.5 to 127.5 
MHz at temperatures from 10 to 800 K. In all cases, the sample was 
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gradually brought to the desired temperature and remained there for about 
10-15 minutes after the temperature vas stable. Except sometimes near 
phase boundaries occasional measurements made after a longer period of 
waiting agreed with those made after the normal interval. Adjustable 
capacitors allowed the probes to be tuned to 50Q pure resistance at any 
temperature with Q factors ranging from 20 to 50. After the end of an 
applied rf pulse a certain amount of time is necessary for the probe to 
"ring down", i.e., to dissipate rf energy. Since the much smaller NMR 
signals cannot be detected while the probe is ringing down, short ring-
down times are desirable, especially when T2* is very short. The maximum 
NMR signal will be obtained for some Intermediate value of Q, since large 
Q values produce large voltages but unfortunately increase the dead time 
necessary for ring down. 
Measurements above 300 K were made in a probe with counter gas-flow 
variable temperature chamber in which dry nitrogen gas was heated by a 
15S resistive heater coil before passing over the sample. Temperature 
was measured and regulated by a Pt vs. Pt-10%Rh thermocouple placed above 
the sample coil and calibrated to compensate for the temperature gradient 
measured between it and a dummy sample. 
Low temperature measurements between 4.5 and 90 MHz were made in a 
continuous-flow helium cryostat which incorporated the home-built probe 
and metal dewar shown in Fig. 13 with an Air Products "Helitran LTD-
3-110" transfer tube, cold-finger and control unit. I designed and built 
the metal dewar to avoid unwanted proton resonance signals found in the 
original Helitran pyrex dewar, which is used inside the sample coil. 
(Similar signals were found in other pyrex finger-dewars and sample test 
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tubes.) These signals can often be ignored when dealing with samples 
containing large amounts of H but may lead to spurious results for 
samples with smaller proton resonance signals. Except for brass 
fittings, most of the metal probe is made of thin-wall non-magnetic 
stainless steel to allow it to fit in a magnet gap of 1.75". 
The metal dewar has a number of advantages, the most Important being 
that coarse temperature control can be achieved by regulating the amount 
of He gas leaving the dewar. This is much easier than controlling the 
amount of liquid He that enters the dewar as done in the original system 
in order to avoid pressure build-ups which could break the glass dewar. 
As a result the home-built cryostat was stable at all temperatures below 
300 K whereas the commercial unit was very difficult to regulate above 
about 100 K. A chromel vs. Au-7%Fe thermocouple provided fine 
temperature control by regulating a heater coil. A second home-made 
thermocouple from the same materials could be placed in contact with the 
sample coil before a data pass and then removed from the coil area during 
the experiment in order to avoid disturbing the rf pulses or signal 
detection. In this way temperature gradients between the thermocouple 
and the sample were greatly reduced as compared to those in the nitrogen-
gas probes. The temperature difference between the thermocouple touching 
the sample coil and a thermocouple placed in a dummy sample was found to 
be about 0.5 K, fortuitously counter-balancing the difference between the 
thermocouple voltage and values found in standard thermocouple tables.99 
The thermo-EMF of the thermocouple was not substantially affected by the 
magnetic fields,100 the difference amounting to a reading 0.2 K too cool 
in a field corresponding to 90 MHz at 20 K. The temperature readings are 
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generally accurate to within about ± 0.3 K, since some temperature 
variation occurs over the length of the sample. In the home-built probe 
the NNR coil is located within the devar chamber and contains only the 
sample tube so the filling factor (the percentage of coil filled by the 
sample) is improved in comparison to the commercial unit in which the 
coil encloses the dewar. The metal dewar, which required welding by a 
skilled technician, needs to be pumped down about once a week. (Helium 
also penetrates through glass dewars.) Finally, the metal unit is 
obviously much less fragile than the glass dewar. 
Tuning capacitors were placed outside the dewar at room temperature 
and were connected to the coil by a 2.5" section of rigid coaxial low-
loss line. At frequencies below 12 MHz tuning was more easily 
accomplished by inserting a longer section of cable between the coil and 
the capacitors. This length of cable was still short in comparison to 
X/A so it did not affect the NMR signal. This same technique was first 
used to tune at 90 MHz but the shorter wavelength resulted in some loss 
of signal. Later a ceramic capacitor was placed inside the dewar chamber 
which allowed the probe to be tuned at 90 MHz without reducing the 
signal. Noise from the measuring thermocouple was eliminated by 
threading the wires through a narrow stainless steel tube and then 
grounding the tube inside the probe, thereby creating an effective high 
pass filter to ground. 
Electrical arcing was a major nuisance found in all the probes but 
more pronounced in the presence of He. Arcing in the probes themselves 
could often be corrected, but usually the problem only occurred when the 
sample was present. Containing only small amounts of H, the samples were 
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quite metallic which apparently resulted in large electric fields being 
created at the edges of individual sample particles when the rf pulses 
were applied. To increase thermal contact the powdered samples were 
originally sealed in an argon atmosphere which probably also provided a 
medium for the arcing. Sealing the samples in vacuum did not improve the 
situation since He could penetrate the quartz and conduct the arc. 
Attempts to electrically Isolate the test tube from ground and 
elimination of the heat shields in the He probe also did not stop the 
arcing. A more extended effort to solve the problem was not undertaken 
since the arcing did not hamper measurements, although other 
measurements (e.g., Tip) which require long, very high field pulses could 
not be undertaken. 
The home-built cryostat could be improved in a number of ways. 
Liquid He flow through the probe was only about 1/4 l./hr. for 
temperatures above 100 K and increased to 1 l./hr. at about 20 K and over 
2 1/hr at the minimum temperature of 6 to 7 K. If the dewar were made a 
bit larger it would still fit into some of the Ames Lab magnets and the 
extra space could be used to channel the exiting cool He gas around the 
dewar chamber to provide an additional heat shield. This might reduce 
the cryogen consumption at lower temperatures. The most difficult 
construction step was welding yet not burning through the thin stainless 
steel tubing at the inside joint of the elbow. An extra section of 
narrow tubing added between thé wider horizontal and vertical inner dewar 
chambers would make the welding much easier. If desired, lowering the 
minimum temperature by pumping out the dewar chamber might be more 
efficient were the rubber stopper at the top of the dewar replaced by a 
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more air-tight unit. 
A  probe made by D. R. Torgeson was used to make measurements at 127.5 
MHz in an Oxford Instruments CF1200 continuous flow cryostat designed for 
their D15000 superconducting magnet. The variable capacitors were placed 
inside the cryostat to avoid NMR signal loss which occurs if the coil is 
separated from the capacitors by long rf cable. The sealed "polyflon" 
variable capacitor, which remains at room temperature in other probes, 
was found to freeze up at low temperatures, so it was replaced by an air-
dielectric capacitor, which worked fine. Temperature was regulated by a 
thermocouple built into the helium cryostat and measured by a moveable 
home-built Chromel vs. Au-0.07% Fe thermocouple which was threaded 
through a long section of non-magnetic Cu-Ni tubing and could touch the 
sample coil as described above. 
Signal detection and data accumulation 
The signal is transferred from the probe to the rf receiver^Ol via 
the quarter wavelength network described earlier. The rf amplifier 
consists of three broadband limiting amplifiers connected by low 0 
filters tuned to the resonant frequency. The amps are initially 
saturated by some leakage from the pulse and the probe ringing but 
recover in about 2Â)Jsec. The amplified rf signal is then sent to a 
phase-sensitive detector where it is mixed with a reference frequency 
from the rf switch. In the more recent receivers the signal is first 
heterodyned with a 30 MHz reference so all phase detection can occur at a 
single frequency. In both systems the resulting dc signal is further 
amplified by a video amp with variable gain and bandwidth. In one unit 
the signal is then digitized and numerically integrated over a selective 
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portion of the fid. The final value was originally stored in a Nicolet 
signal averager but the system was changed so that it was later stored 
directly in computer memory. (This was useful in eliminating noise which 
often emanates from the Nicolet.) In the other systems the signal can be 
passed through an analog integrator and then stored in the Nicolet. 
Depending on the signal to noise ratio 2 to 500 recovery curves were 
accumulated, analyzed, and stored on computer disks. 
Magnets 
Three different magnets were used in this study. A Harvey-Wells 12" 
electromagnet with 3" gap produced the static fields for measurements 
from 4.5 to 40 MHz. The magnet was sufficiently stable so the NMR field 
stabilizer was normally not used. At 90 MHz a Varian Associates 
electromagnet with a Hall effect regulator was used. An Oxford 
Instruments 015000 superconducting magnet with 3 1/2" bore operating in 
persistent mode was necessary to carry out measurements at 127.5 MHz. 
Experimental Method 
Relaxation time measurements in single phases 
The inversion-recovery method described at the beginning of this 
chapter was used to measure most of the spin-lattice relaxation times in 
this study, including all of those above about 200 K. In general 
recovery curves can be described by the equation 
M(T) = M^ [1 - a M^ exp(-T/T^)l , (4.1) 
where a = 2 for the ideal inversion recovery sequence but in reality is 
less than 2 since the magnetization is usually not completely inverted. 
T^s were most often extracted using a non-linear least squares fit to an 
exponential function. When the presence of a second phase was suspected 
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a different procedure that required measuring Mq and linearly fitting 
ln(M<T) - Mq) was often used, as will be described later. In both cases 
T was varied up to approximately and a repetition time of about lOT^ 
between measurements insured complete recovery before the next inversion. 
The accuracy of the resulting T^s varied greatly depending on the 
temperature and H concentration of the sample, ranging from about ± 1 to 
± 10%. 
At lower temperatures the saturation-comb method of measuring was 
usually used. This pulse sequence follows the same general pattern as 
the inversion recovery procedure with the major exception that the 180° 
pulse is replaced by a series of 90" pulses, which destroy the 
magnetization so that M(0) = 0 and a= 1 in (4.1). Since the 
magnetization is most easily destroyed when decays to zero between 
comb pulses, the sequence is most effective at low temperatures where T2 
« T^. The main advantage of this method is that by employing the 
additional circuitry mentioned above, a pulse sequence can immediately 
follow the previous one, since there is no need to wait for full recovery 
of the magnetization, which will be destroyed anyway. The same signal-
to-noise ratio can then be achieved in only half the time required by the 
inversion recovery method, which was appreciated during measurements of 
particularly long T^s (up to 27 sec.). Estimating the value of T^ before 
the measurement is also less crucial when there is no requirement of a 
lOTi delay. A comb of three or four pulses usually sufficed to destroy 
the magnetization yet was short enough to avoid rf heating of the sample 
which can result from longer combs. 
A simple echo sequence was essential in measuring relaxation times at 
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low frequencies. NMR echoes refer to the refocusing of the magnetization 
after the decay of the fid using suitably spaced pulses. For Tj 
measurements the 90*x-Tr90"x echo first described by Mansfield^ OZ was 
used to refocus the spins and measure the magnetization from the echo 
when long dead times at low frequencies obscured the actual fid. This 
echo refocuses the magnetization which has decayed due only to the unlike 
spin dipole-dipole interaction which holds in Nb-V-H alloys where » 
Mgll. The sequence was used only at low temperatures where motional 
effects, which might not be refocused by the echo, could be ignored. 
Although Ti is usually much more reliable than Tg for extracting 
diffusion information some T2 measurements were made to qualitatively 
check conclusions reached from the T^ data. At low temperatures T2 can 
be measured directly from the full fid, which unfortunately is impossible 
to obtain due to dead times of about 8 Msec. If a Gaussian fid is 
assumed the measured portion of the curve can be used to extract some 
value of T2. Usually the measured fid was simply fit to an exponential 
decay in order to compare temperature dependences rather than actual 
values. 
At higher temperatures the intrinsic NMR line narrows and field 
inhomogeneities can dominate the fid, so some echo method is usually used 
to measure T2. The Hahn spin echo^®^ from a 90*x-T-180*x sequence was 
used to find T2 in several samples. The CPMG echo sequencel04,105 ygg 
seldom used since it often heated the sample or produced arcing in the 
probe. 
Relaxation time measurements in two-phase systems 
Measurements of T^ can be used in a number of ways to gain 
information about phase diagrams. In the simplest approach, a large 
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change in can signify the onset of a second phase. A more precise 
determination can be made by examining the recovery curve for the 
presence of two Tj^s. If the phase transition is fairly well defined with 
substantial amounts of the second phase forming rather quickly the above 
method is quite simple. If, however, the second phase forms gradually, 
the slight non-exponential nature of the recovery curves can be difficult 
to determine in noisy data. 
Several approaches were used to decide if a curve was sufficiently 
non-exponential to declare the existence of a second phase. If the 
equilibrium magnetization is measured along with the recovery curve a 
plot of ln(Mo - M(t)) will curve slightly in the presence of two T^s. 
This was usually the clearest indication of two phases, but it required 
extra measurement of Mg. Other methods used to check for two-phase 
material included comparing the values of obtained from different 
sections of the recovery curve (they should be equal for exponential 
curves) and examining the ln(Mog - M(t)) values generated by the non­
linear fit. In this case is fit by the program and the signature of 
two T^s is a slight 'S' shape to the curve which is usually not as 
apparent as the bend using the experimentally determined Mg. The actual 
procedure was to measure T^ without using Mg until there was some 
suspicion of two T]^s. The sample was then cooled down so as to form 
enough hydride to confirm the presence of the second phase and then 
warmed up Until the recovery curve again became exponential. All the 
phase changes reported here therefore represent the higher temperature 
limit of the hysteresis. 
The amount of second phase present can sometimes be estimated from 
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the fid or the recovery curves. Both cases require some guess about the 
shape of the fid extending back to t=0. The fid can be described by 
- C 8a<^) + "xb 8 b<^> (4.2) 
where is proportional to the amount of H in phase i, and gi(T) is the 
fid of phase i. Long fids composed of two exponential decays can then 
easily be used to find the relative amounts of total H in the two phases. 
In this study, the difference in fids of the two phases was usually not 
well pronounced, so the above approach was not used. 
Two-exponential recovery curves can similarly determine the amount of 
second phase using 
M(t) = M (T)LL - OM^(T) exp(-t/Tj^)] + M^(T)[1 - OM^(T) exp(-t/Tj^)I 
(4.3) 
where Mj[(T) > ^xiSiC*^) the recovery curve is measured using the point 
at T on the fid. A fit of M(t) yields values of Mj^(t) from which the 
relative amounts of phase can be obtained if some form of gi(T) is 
assumed. This procedure was not often used in this investigation as I 
was (overly?) hesitant to assume a choice of g^(T) in these rather 
complex systems governed by a distribution of local parameters. The 
method was employed at low temperatures where the individual fids of the 
two phases, which depend on the seconds moments, are expected to vary 
only slightly between a and fi phases, the difference being due only to 
the additional caused by the greater amount of H in the hydride. 
Adding the echo sequence described above further improved the reliability 
of the technique since then the re-focused echo depends only the unlike 
spin contribution to the second moment which should be the same in both a 
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and g phases. 
Fitting (4.3) in order to estimate the amount of second phase or 
simply to find the two T^s was found to usually yield better results when 
the total Mg was measured, and not used as a fitting parameter. The 
normal procedure was to measure: long recovery - Mq - short 
recovery - Mg - long recovery. This method hopefully reduced any 
effects caused by slight drifts in the value of Hq over the course of 
what could sometimes be a rather long accumulation of data, since the 
hydride T^s could be very long. When the two T^s differ only by a factor 
of about three or less it becomes difficult to extract unique values of 
parameters from (4.3). In certain temperature regions this problem could 
be avoided by using a CPM6 sequence to extend the fid beyond T2 of the 
hydride and then measuring a T^ which was therefore weighted towards the 
pure a phase value. Fitting both this recovery curve and one obtained at 
the beginning of the fid could produce reasonably unique values of T^s, 
even when they were almost equal. 
Sample preparation 
Samples were prepared in the Ames Laboratory by B. J. Beaudry, N. M. 
Beymer and A. D. Johnson. Pieces of the Nb-V alloys were made by arc 
melting of pure metals from Vah Chang Corporation. The total 
interstitial content in V was about 0.06 at% and in Nb was 0.11% with 
oxygen being the principal interstitial. A spark analysis of the metals 
is given in the Appendix. The metals were then electropolished and 
placed in a standard high vacuum chamber evacuated to a pressure of 0.2 
Torr where they were charged with a measured amount of H2 from the gas 
phase at 500*C. The metal-hydrogen alloy was ground in a glove box to 
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200-mesh powder in order to assure r£ penetration. Low H concentration 
samples were first charged with enough H2 to become brittle so that they 
could be easily crushed. All the H was then extracted and a measured 
portion was returned to the powdered sample. H content in some samples 
was later determined by vacuum extraction. The stated values of H 
concentration for samples with hydrogen/metal atomic ratios (H/M) less 
than 0.1 are accurate to about ±5X while those with H/M ratios greater 
than 0.1 are correct to ±0.005. The samples were placed in quartz tubes, 
which avoided unwanted proton signals found in pyrex tubing. 
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CHAPTER S. RESULTS AND DISCUSSION 
The Quadrupolar Dip 
In this section I will present and discuss relaxation rates of 
protons in metals caused by a process which has seldom been considered 
before, and even then only as a possibility.106 This mechanism has been 
found and analyzed in other materials, but its effects in metal-hydrogen 
systems are substantially different and require some additional 
considerations. Since the relaxation rates are not readily amenable to 
an exact mathematical treatment, the goal here will be limited to 
establishing the existence of the proposed mechanism and to semi-
quantitatively predicting its effects on the measured rates. I cover 
this topic now because some of the results will be necessary later in 
confidently extracting diffusion information from the normal motional 
relaxation rates. 
"Anomalous" relaxation rates at low temperatures 
The anomaly first showed up in the strong frequency dependence of 
measured at low temperatures In NbgoViQHQg. Below about 80 K the rate at 
12.2 MHz was 3 to 4 times larger than the rate at 40 MHz even though one 
expected equal rates caused by electronic relaxation. Similar behavior 
was then found in other alloys and, though less pronounced, also at 
higher frequencies. Although it seemed a bit unlikely, the mechanism 
that offered the best hope of explaining the enhanced rates was some sort 
of motion which decreased only slowly with decreasing temperature, as for 
instance found in the regime of one- or two-phonon assisted hopping. The 
frequency dependence and the magnitude of the effect made relaxation by 
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Fig. 14. Spin-lattice relaxation rate Ri in Vioo^20 1 2 . 2  and 40 MHz 
with fit to electronic relaxation rate = T/101. 
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Impurities rather unlikely and few other relaxation mechanisms exist for 
H in metals. To check out the fast-motion hypothesis measurements 
were made in pure NbHo.21 and VH0.2 where diffusion in the hydride phases 
is expected to be very slow. Whereas the rates in VHg 2 (Fig. 14) 
followed the normal pattern for electronic relaxation with a Korringa 
constant K-lOl sec-K, in the Nb sample showed the same anomalies found 
earlier in the alloys. 
Rates in NbHo.21 and Nb5oV5oH2i were then measured over a wide range 
of frequencies as shown in Figs. 15 and 16. In Fig. 17 the electronic 
relaxation rate has been subtracted from the total R^ and the remaining 
anomalous rates at 30 K, a somewhat arbitrarily chosen temperature, have 
been plotted vs. proton resonance frequency. The Korringa constant, 
K - 710 ± 15 sec-K, for Nb-H at 90 MHz is somewhat larger than the value 
670 sec-K found by LUtgemeier et al.107 at 55 MHz. In both samples Ri 
continued to increase down to 4.45 MHz, the lowest frequency measured 
since beyond that the signal was lost due to long ring-down times which 
could not be overcome even by the appropriate echo sequences used at 
frequencies below 12 MHz. Poor signal-to-noise ratios allowed only low 
temperature rates to be measured at the lowest frequencies. Around 10 K 
the signal usually became very weak, probably due to Increased 
diamagnetlsm, (which was a bit surprising since H inhibits 
superconductivity in these materials). At low frequencies the recovery 
curves were analyzed without measuring the equilibrium magnetization but 
appeared to be relatively exponential. Although not terribly apparent on 
a log scale, the rates generally had a linear temperature dependence with 
a slope and extrapolated 0 K intercept that both increased with 
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decreasing frequency, as shown in Fig. 18. 
Basic theory of the quadrupolar dip 
The behavior at low frequencies found only in samples with Nb 
suggests that cross-relaxation may be occurring between protons and the 
quadrupole energy levels of the Nb nuclei, (which have much larger 
quadrupole moments and interaction energies than do V nuclei). The basic 
idea is that in a weak magnetic field the Zeeman splitting of the proton 
can equal some quadrupole splitting of the Nb nucleus, thereby allowing 
an exchange of energy via the the flip-flop term of the dipolar 
Hamlltonian. This results in an effective spin-lattice relaxation of the 
protons since the quadrupolar nucleus can usually transfer its energy 
quickly to the lattice through its much larger relaxation rate, be it 
electronic in metals or quadrupolar in liquids. This process has been 
coined the "quadrupolar dip"^®® to describe the decrease in proton T^ 
(which of course corresponds to an Increase in R^) as the proton 
frequency Mj is swept across some range that includes the quadrupole 
transition frequencies. The dip has been found in several different 
systems and its existence in TaH has been speculated, but its 
applicability to NbH is not obvious for a number of reasons to be 
discussed now. 
The measured quadrupole frequencylO^ of the Nb nucleus is 1.2 MHz 
in the phase of NbH and probably closer to 0.95 MHz in the e phase,110 
which results in a maximum splitting of 4.8 MHz between the m=9/2 and 
m=7/2 levels. Such a small splitting cannot account for the relaxation 
rates found at significantly higher frequencies unless "forbidden" 
transitions between levels separated by Am > 1 somehow become more 
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Important. Large asymmetry parameters and comparable strengths of the 
Zeeman and quadrupole interactions can mix quadrupole energy levels,111 
thereby increasing the likelihood of multiple-level transitions. Both of 
these factors are present in NbH where h = 0.6 and y = 2n(1041) resulting 
in Zeeman splittings from about 1 to 10 MHz as mj varies from 4 to 40 
MHz. The combined Zeeman and quadrupole Hamiltonlan with non-zero 0 
would need to be dlagonalized in order to evaluate the significance of 
forbidden transitions in the cross-relaxation process. 
The quadrupolar dip was first noticed in solids by Voessner and 
GutowskyllZ, who mechanically rotated the sample in order to activate the 
cross relaxation. In a polycrystalllne or powdered sample each 
crystallite will have a different orientation with respect to the static 
magnetic field Hq. This results in different quadrupole splittings in 
each crystallite since the total Hamiltonlan depends on the angle between 
Hq and the EFG of the sample. Without rotation, the cross-relaxation 
rate is negligible because only a small fraction of the crystallites will 
have nuclei with quadrupole frequencies equal to VQJ. AS the sample is 
rotated, the angle between different crystallites and Hq will 
periodically be such as to create quadrupole levels which can relax the 
protons. 
Significant quadrupolar dips can be found in unrotated solid 
samples^lS only if there exists a sufficient degree of disorder which can 
cause a spread of EFGs (through @, and *) on a local level. For 
example, in certain super-cooled molecular solids where individual 
molecules are oriented randomly on a rigid lattice, a small percentage of 
the molecules can be oriented so as to cross-relax, the remaining spins 
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being relaxed by spin diffusion to these centers. (The existence of spin 
diffusion within, but not between, crystallites distinguishes the two 
cases of random local orientation and random crystallite orientation.) 
Local disorder is also present in the Nb-V-H alloys where random 
placement of V and H atoms will cause large variations in the local EFG 
of a given Nb spin. The ideal fi phases of NbH and TaH2 (which will often 
be used to test predictions of this theory) are not disordered, but the 
usually accepted structure of the e phase NbgH* does contain 3 different 
types of Nb sites. In real materials some disorder will be Introduced by 
dislocations, H vacancies, domain orientation, and impurity atoms. Even 
in pure metals these factors can produce distributions of EFGs with 
quadrupole splittings varying ± 10% from the central value.114 
Dislocations should be particularly effective sources of disorder in 
metal hydrides since growth of the hydride phase often results in the 
formation of dense clouds of dislocations around and in the hydride. 
For now I will assume that these sources produce a distribution of EFGs 
large enough to spread the quadrupole splittings over such a range that 
any crystallite will contain some nuclei with appropriate quadrupole 
levels. The accuracy of this assumption will be examined later. 
The temperature dependence of at low frequencies Is not typical of 
relaxation in the quadrupolar dip. The cross relaxation rate Itself, 
Rqj., will depend on temperature through two different mechanisms when one 
or both of the interacting spins are moving. First, the dipolar 
Interaction between the two spins is averaged away by motion in precisely 
the same manner that the spin-spin relaxation rate is decreased by 
motion. Second, \q of the quadrupolar spin can be reduced if the EFG 
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depends on positions of moving spins and is therefore averaged to some 
smaller value. These effects create an opposite temperature dependence 
to that observed and should not be effective anyway at low temperatures 
where motion is slower than both Zeeman and quadrupole frequencies. The 
quantity actually measured by NMR (after subtracting the known sources of 
relaxation) is the spin-lattice relaxation rate of the dipolar spins due 
to cross-relaxation, Ric* which is not always the same as and which 
can have a different temperature dependence. At low temperatures R^g of 
the quadrupolar spin can become so small that it no longer can transfer 
energy quickly from the spin system to the lattice (see Fig. 19(a)). 
Qualitatively, if Rqj. » R g^ the bottleneck of the relaxation process is 
then Rig which will therefore determine the temperature dependence of 
Rlc" For electronic relaxation R^g = Kg/T, so R^q should approach 0 at 0 
K. The disagreement between this prediction and the extrapolated 
intercepts found from the R^ measurements will be resolved later. 
There are several reasons to examine the quadrupolar dip in these 
systems and to see if it can account for the anomalous relaxation rates. 
First, there is simply the inherent interest in explaining apparently 
anomalous behavior and in applying the explanation to other systems. 
Second, if rates predicted by the quadrupolar dip are orders of magnitude 
smaller than those measured, then some other mechanism such as low-
temperature motion must be effective in these materials. Finally, if 
cross-relàxàtioh, which is essentially an equal-energy exchange, can 
produce such dramatic results one might wonder about the effectiveness of 
exchanges in which small differences in energy are balanced by the 
participation of lattice processes. The motional spin-lattice relaxation 
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Fig. 19. Schematic of I spin relaxation to the lattice using simple spin-
temperature models with (a) one S spin temperature and (b) two S 
spin temperatures. 
rate between unlike spins Ri^I can in fact be viewed as just such a 
process in which the lattice induces flips of two spins with different 
transition frequencies. 
The effects of the quadrupolar dip on the motional relaxation rates 
stem from terms depending on J(W[ - wg) that arise in the expression for 
(3.45). If the quadrupolar dip can adequately explain the low 
temperature phenomena then apparently there are some values of S spin 
(quadrupolar nucleus) transitions for which Wg = and therefore terms 
such as J(0) will influence (J(0) in fact describes the effect of 
motion on cross-relaxation in the motionally-narrowed regime as described 
above.) While only a limited number of S spin transitions will have 
frequencies exactly at (actually within about a dipolar linewidth of) 
there could be a substantial number that have frequencies close to (*)[, 
say within about 1 MHz. Since the maximum of J((o) goes as 1/w and the 
low- temperature asymptote is J(w) « !/(<«!?), small values of - ug 
produced by these similar frequencies could dominate the motional 
relaxation rate even if they do not contribute to the rigid-lattice R^^,. 
Quantities derived using only the Zeeman value of Wg might then be 
substantially different from those obtained with the correct values of ccg 
which include effects of the full Hamiltonian. Furthermore, a 
distribution of ccg values could mimic the effects of a distribution of 
hopping times which could lead to incorrect Interpretations of the 
relaxation rate data. 
Fortunately all these effects will of course be diminished by motion, 
which reduces the average EFG of the S spin when « 1. The measured 
values of R^ at temperatures where diffusion effects are important are 
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probably not greatly affected by the quadrupole moment of the Nb spins, 
although in samples with large distributions of hopping rates it is 
possible that protons with large dwell times might stay in a site long 
enough to produce EFGs at neighboring Nb atoms. Later in this analysis 
the effects of a distribution of Wg on the motional relaxation rates of 
protons will be evaluated more quantitatively. 
The problem of the quadrupolar dip in metal-hydrogen systems will be 
tackled in several steps. First, the full Hamiltonian will be 
diagonalized in order check if any S spin transition (S will always refer 
to the quadrupolar nucleus) is close to (I indicates the dipolar 
nucleus). Second, the cross-relaxation rate R^j. will be calculated from 
a very over-simplified theory using the transition frequencies and 
intensities. Third, the spinrlattice relaxation rate of spin I due to 
cross-relaxation Rig - R^ - R^g will be estimated using R^,^ as well as 
some other parameters and, again, a simplified model. Then the 
limitations of the model will be discussed and qualitatively accounted 
for. Finally, the effect's of a distribution of cog on the motional R^ of 
spin I will be estimated. Throughout the discussion NbH phases will 
primarily be examined since the quadrupole splittings of the Nb nucleus 
in this system are relatively well known. Recent results^lG show that a 
quadrupolar dip with more structure occurs in the TaH system, which will 
also be used to occasionally check the model. The ultimate goal is to 
apply the results to understanding relaxation rates in the Nb-V-H alloys. 
Diagonalization of the Zeeman-quadrupole Hamiltonian 
A computer program was written to find the eigenvalues, eigenvectors, 
and matrix elements of S+, S_, and Sg in the Zeeman reference frame of 
99 
the Hamiltonlan 
Hzq = Hg + HQ (5.1) 
where the individual Hamiltonians are given by (3.2) and (3.24) with f-fq 
computed in the Zeeman frame using (3.21). The relative orientation of 
the two terms is specified by the polar angles 9 and * of Hq in the 
principal axis frame of Ho* The IMSL program "EIGCH" was used to 
actually carry out the diagonalization. Calculated eigenvectors and 
eigenvalues for the case •> 0 agreed with those published earlier by 
Steffen et al.11? The program can also integrate the intensities over 
specified ranges of B and and sort the output to simulate NMR 
lineshapes, which were compared and in every case agreed with the results 
of perturbation theory. Although similar programs have been written 
beforellB their output normally consisted of lengthy tables, which 
perhaps explains why they have not been used much in the literature. 
Other interactions (e.g., Knight shifts, dipolar broadening) could easily 
be incorporated into the program and the calculated lineshapes could be 
used to check interpretations of complex NMR spectra. 
Fig. 20(a) shows an example of a calculated spectrum for Nb in $ 
phase NbHo,7o at one arbitrary angle in a field of 2.34 kG corresponding 
to resonance frequencies = 2.44 MHz for Nb and Vqj = 10 MHz for 
protons. The width of each individual transition has not been adjusted 
to the expected value, which is simply the dipolar linewldth of Nb - on 
the order of 10 kHz in NbH. The spectrum of Nb with a 15% larger 
quadrupole frequency (1.38 MHz) at the same angles is shown together with 
the above spectrum on an expanded scale around 10 MHz in Fig. 20(b). For 
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Fig. 20. Calculated Nb spectrum in 2.35 kG field oriented at 6 = 80° and 
* = 45" with a 0.6 and with (a) s 1.2 MHz and <b) 
= 1.2 and 1.38 MHz on expanded scale around the proton Larmor 
frequency of 10 MHz. The Nb Larmor frequency equals 2.44 MHz. 
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reasons to be given later the plotted intensities are equal to 6<m|Sz|n>2 
+ <m|S_|n>2 + 6<m|S+|n>2 rather than being proportional only to <m|S_|n>2 
as in NMR absorption lineshapes. These results show that some Nb 
transitions do indeed occur around v^j although with intensities much 
smaller than those near the maximum. Also, at this particular angle a 
variation of 15% in spreads out the transition frequencies 
sufficiently so that one will be sure to overlap the proton line centered 
about 10 MHz. This supports the premise that any crystallite will have 
some metal nuclei that can relax protons. Of course, in real materials 
all the EFG parameters (6, *, \^, M) will be distributed and the 
variation in the transition frequencies will depend on the crystallite 
angle. 
Spectra at 900 angles were weighted and added to produce the powder 
spectrum shown on a log scale in Fig. 21. Again, non-zero but small 
transition probabilities occur near Vqj = 10 MHz. A more dramatic 
spreading of frequencies is found in the case of TaH shown in Fig. 22. 
The dashed lines show the pure quadrupole spectrum (Hq = 0) for Ta with 
VQ = 43 MHz and M = 0.35 while the solid line shows the effect of adding 
a field of 16.4 kG, corresponding to Larmor frequencies of 8.4 MHz for Ta 
and 70 MHz for protons. (This particular choice of Ta parameters will be 
explained later.) The next step is to use these spectra to evaluate the 
cross-relaxation rate. 
Calculation of cross-relaxation rates 
The cross-relaxation rate of spin I due to spin S is usually defined 
by the relation 
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Fig. 21. Calculated powder spectrum of Nb with = 1.2 MHz and h = 0.6 
in 2.35 kG field, corresponding to a Nb Larmor frequency of 2.44 
MHz and a proton frequency of 10 MHz, plotted on (a) linear 
scale and (b) log scale to show components at high frequencies. 
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Fig. 22. Calculated powder spectrum of Ta with Vq = 43 MHz and h = 0.35 
in fields of 0 and 16.5 kG, at which Larmor frequency of Ta is 
8.4 MHz and Larmor frequency of H is 70 MHz. 
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 ^- -«cr'Sl - h> (5 2) 
with inverse spin temperatures % = 1/0^ - 1/% as in (3.53). The 
Inverse lattice temperature has been subtracted to make some later 
equations easier to handle (i.e., homogeneous). As discussed in Chapter 
3, spin temperatures do not exist in quadrupolar spin systems but the 
formalism can still sometimes be employed by defining a spin pseudo-
temperature as in (3.54). Using a general theory of relaxation rates 
introduced by Shimuzu,^^' Blinc et al.®® have shown that (5.2) with spin 
temperatures replaced by spin pseudo-temperatures can, in certain cases, 
still describe energy transfers among quadrupolar systems. 
Alternatively, cross relaxation may be considered only between two 
spins, in which case the lack of spin diffusion and spin temperatures is 
not crucial. 
A great deal of effort has gone into finding for various 
situations found in NMR experiments. The typical problem consists of two 
dipolar spin species with central frequencies that do not differ by much 
more than a llnewldth. An approximate theory for this case was first 
derived by Bloembergen et al.,120 subsequent developments being 
essentially improvements and extensions of the original approach. The 
probability per unit time that spin 1 gain energy hv^y and spin j lose 
energy hM^^^ with the energy difference h(\»ay - M^^) being absorbed by the 
dipolar energy of the remaining spins was found, using perturbation 
theory, to be 
"ij = EjJ H.j lEib - v„„) (5.3) 
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where Hlj the interaction between i and j and g(v) is a normalized 
distribution function, which in first approximation is simply given by 
the overlap of the NMR absorption lines 
g(v^b ~ gj(v) *(v' - v) dV dv 
For two Gaussian lines this becomes 
(5.4) 
«<\b - "m? exp 
1 (y 
ab \in^ 
2 + 6Vj2 
(5.5) 
where I've assumed that the same second moment applies to all 
transitions. Experimentalize and theoretical^^^ studies have derived 
more precise expressions which, depending on the specific situation, 
result in either Gaussian or Lorentzian functions with widths that differ 
somewhat from that approximated by the overlap. The total found by 
summing over all spins weighted by the probability Pj" that spin j is in 
the lower energy state n, is 
cr 
2 I w 
j Ij 
(5.6) 
The main problem with this original theory was pointed out by 
Provotorov,123 who showed that changes in energy of the dipole-dipole 
interaction ( |-| j) must be included in the cross-relaxation process for 
the following reason. If two spins have only slightly different energy 
spacings they may still cross-relax with the balance of energy being 
absorbed or supplied by the dipolar interaction (3.8). Saturation of the 
dipolar reservoir can thereby inhibit cross-relaxation but can be 
accounted for by including an additional term in (5.2). I will ignore 
this complication since the simpler theories have described experimental 
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results with more accuracy than needed here. All theories of cross-
relaxation rely on the assumption that overlap between the two spin lines 
is small, or equivalently, as described by Abragam,^^^ that broadening of 
each line is due mainly to sources other than the spins that are 
exchanging energy. If the overlap is too large (5.2) will no longer be 
valid since cross-relaxation will resemble spin-spin relaxation with non-
exponential transitions in a time approximately equal to T2. 
The cross-relaxation rate for a single I spin surrounded by S spins 
can be derived by summing (5.3) and (5.6) over all energy levels of the S 
spin. The interaction Hamiltonian consists of any term in Hj containing 
I+, which flips the I spin from the higher to lower energy state. After 
a trivial evaluation of the I spin contribution, the matrix element in 
(5.3) becomes 
Yg <..J|Gy|n,3> (5.7) 
where 
G|j- f * r fij'Szj ' # ' (5 B) 
using the lattice dependent quantities defined in (3.38). To a 
first approximation Boltzmann occupation probabilities of spin states can 
be Ignored, so 
V"5rrT • <=•" 
Summing (5.3), (5.6), (5.8), (5.9) over all spin states yields 
"cr = S C «(V - • (S-IO) 
zo + i 3 m,n 
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Spin temperature formalism 
In order to understand even qualitatively the physics of the entire 
cross-relaxation process a number of gross approximations will now be 
made and the results compared later with experiment. The idea of this 
approach is that an understanding of why previous theories can't explain 
some features of the hydride systems should help in elucidating the 
actual processes in the hydrides. The two major approximations are; 1.) 
both systems I and S can be described by one or perhaps two spin pseudo-
temperatures and 2.) shape-functions of the cross-relaxation are 
rectangles. 
Employing a spin temperature formalism, Stokes and Ailion^ZS derived 
(5.10) and quite successfully applied it to a molecular glassy crystal, 
using an analytic expression for the transition frequencies of spin 
S > 3/2 in a symmetric EFG. Since the molecules have EFGs randomly 
oriented with respect to Hg, the average was obtained by integrating 
over all angles, which in essence sweeps a relatively narrow particular 
quadrupole transition frequency over the entire dipolar line of spin I 
and allows g(v) to be replaced by a delta function. is then 
independent of the particular form of g(v) since it depends only on the 
integral of g(v}, which is normalized. In this case the particular S 
transition frequency and the dipolar line will sometimes overlap 
completely, but the results of perturbation theory are still valid since 
the dipolar linewidth is caused by all the S spin energy levels with only 
a minor contribution stemming from the transition that overlaps the I 
line. 
The procedure to find R^j. using (5.8) and (5.10) is as follows. 
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First, the angular dependence of Gj]^ will be ignored by using only 
angular averages of the F(Q) to derive an approximate interaction 
<m,j|Gij|n,j>2 - «'"|S_j|n>^ + 6 <m|S^j|n>^ + 6 <m|S^j|n>^ ) , 
(5.11) 
where the matrix elements have been averaged over all angles. If the 
structure of the material is well known, the actual angular dependence of 
G|( could be included in a more exact treatment by a straightforward but 
very lengthy calculation of the f(1)'s for each angle of Hq with respect 
to the (known) principal axis frame of the EFG. 
In the next step g(v) is approximated by the overlap of the two lines 
where the dipolar line of the proton is taken to be a rectangle with 
width S -2M2I/2 and the S spin transition is considered a delta function. 
Inaccuracies associated with this simple choice will be examined later, 
but for now I assume that a given S spin will either cross-relax at a 
constant rate or not at all. The immediate result is 
«<^1 - • Î W <5 12) 
where Pmnj(&) the probability that transition frequency of spin j 
overlaps the dipolar line. Pmnj(*) is approximated by assuming that the 
spectrum in any given crystallite, e.g., see Fig. 20, is spread out 
evenly over a width V due to the randomness discussed earlier. Then 
|«/W if 
I 0 otherw 
V/2 < V , + W/2 
"mnl"' - i (5-13) 
•""J '" O ise 
and the final result used to find Rg,. is 
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2 Yt Ye „ 6 1 2 2 2 
R r — 51 V C (<m|S |n/ + 6 <m|S |n>^ + 6 <m|S |n>^ ) 
2S + 1 k m,n ^ + 
(5.14) 
where the prime indicates that the sum is over only those transitions 
within V/2 about v^j. This result is conceptually quite simple and can 
be viewed as simply integrating a powder spectrum of the S spin in a 
given field, such as that shown in Fig. 21, over an interval V about the 
corresponding Vqj of the dipolar spin and multiplying the result times 
1/V and a factor corresponding to the strength of the dipolar interaction 
between the two spins. 
The Rqj. found from (5.14) depends primarily on the strength and 
density (number per MHz) of transitions in the neighborhood of v^j. The 
precise value of V does not drastically influence the magnitude of the 
effect but can determine the degree of structure in the final results; 
large values of V can average away detailed features of the spectrum. A 
more realistic treatment might allow A to be frequency dependent in cases 
with large quadrupole couplings. The dominance of the quadrupole 
interaction leads to transition frequencies from different levels which 
vary almost linearly with \q. For example a 1 MHz change in would 
change the 7/2 * 5/2 transition by 3 MHz and thereby further destroy 
structure at higher frequencies. 
In computing the actual quadrupolar dip a powder spectrum must be 
obtained at every desired value of Vqj and R<,,. calculated from the 
particular spectrum. Results of a computer program which followed this 
procedure for finding R^^ in NbH and TaH using the parameters given 
earlier are shown in Figs. 23 and 24 along with the experimental R^c 
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values and a limiting expression to be derived later. Constant values of 
W m 0.3 MHz for Nb and 20 MHz for Ta were used. Cross relaxation does 
seem to be effective in both systems, since is usually larger than 
the experimental Ri^. 
Calculation of Ri due to cross relaxation 
Spin pseudo-temperatures can be used to derive equations describing 
the process by which energy is transferred from the dipolar to the 
quadrupolar spin system and then on to the lattice, as depicted in Fig. 
19(a). The spin-lattice relaxation of spin I ultimately depends on both 
processes of energy transfer and will not necessarily be exponential in 
time. The rate of change of the total energy of the combined spin 
systems is given by 
dE/dt - Nj Cj doj/dt + Ng Cg doy/dt (5.15) 
where the Cs are heat capacities per spin defined in (3.55) and the 
inverse lattice temperature has been subtracted from the inverse spin 
pseudo-temperatures. If the total energy change is due only to spin-
lattice relaxation of the S spins via 
af • - "is "s S • (5 IS) 
then it follows from (5.16), (5.15), and (5.2), which is repeated here 
with a spin pseudo-temperature for the S spins, that 
dotj 
3t *cr (*1 - *s) ' (5.17a) 
do^ 
at" = - ^ *cr (*S - *1) - hs ®is (5.17b) 
where X a (NjCx)/(NgCs). Solving these coupled equations with the 
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initial conditions «*[(0) - and o%(0) = 0 yields an expression for og; 
(as veil as for «g, which I will ignore) which relates the magnetization 
recovery to the relaxation rates via 
Cpft 
«[(t) - g _ g { <1 - a) exp(-a+Rgpt) - (1 - a ) exp(-a^Rjgt)) 
+ — 
where 
vl/2 n 
1 r 4 R, 
*ls/*cr)^  ^  
(5.18) 
. (5.19) 
Useful limiting expressions are 
oij(t) « o^^exp(-R^j,t) for R^g » Rgp(l + X), (5.20) 
and 
aj(t) - ( exp(-(l + X)R^j.t] + X exp[-Rjgt/(l + X)]) 
for Rjg « R^pd + X). 
(5.21) 
The physical process described by these equations is easily 
visualized in the two limiting cases. In the slow cross-relaxation 
region the S spins remain at the lattice temperature and R^g is 
determined solely by the bottleneck of the process, R^r* In the fast 
cross-relaxation regime the I and S spins quickly establish a common spin 
temperature at a rate (l+X)Rgg^ and then slowly relax together back to the 
lattice temperature with rate Ris/(1+X). The I spin magnetization 
recovers a fraction 1/(1+X) of the total recovery after the initial quick 
relaxation to the S spin temperature. For small X the recovery curves 
will then be quite non-exponential. 
Rg^ is calculated as described above and Cg is easily obtained from 
the same basic computer program by adding up the squared eigenvalues at 
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each angle and then averaging over all angles. In metal-hydrogen systems 
Rig is the relaxation rate of the metal nucleus, which is seldom veil 
known since large quadrupolar splittings make experimental determinations 
rather difficult. The Korringa constant of Nb in a phase NbHo^g at 573 
K has been measured^^^ to be 1.2 sec-K, whereas in NbHg.yg it is 2.0 sec-
K. Since the proton Korringa constant increases substantially from the « 
to fi phases I'll assume the larger of the Nb values, recognizing a 
possible error of 100% or more. The value in the a phase 50-50 alloy is 
likely to be much lower, probably around 0.36 sec-K as found in « phase 
NbHo.20* The Ta nucleus has a very large quadrupole moment which makes 
Ta NMR measurements almost impossible in alloys. A very rough guess of 
the electronic relaxation can be made using the Korringa relation (3.36) 
and measured values of the Knight shift in pure Nb and Ta to relate K of 
Nb in the hydride to that of Ta. The resulting value of 5 sec-K should 
be considered an order-of-magnitude estimate. Furthermore, R^g in Ta-H 
is probably dominated by quadrupolar relaxation R q^ induced either by 
lattice vibrations or, at temperatures of the present measurements, by H 
motion. A rough estimate of R q^ can be found using Abragam's 
treatment,127 in which generally Rjq ~ reducing to Rjq ~ T, 
(the hopping rate), at low temperatures. At 130 K an activation 
energyl28 equal to about 150 meV and a prefactor of approximately lO"^^ 
produces a hopping rate and R q^ on the order of 10^ sec"! - substantially 
greater than the electronic contribution to Rig. 
Two problems arise when values of relaxation rates and X are used to 
predict Rjj, in NbHo.2* First, at low frequencies R^.^ is very large and X 
is rather small which, by (5.21), would result in a recovery curve with a 
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character when X= 0.2 would be easily noticed in the 
experiment, whereas the initial rise for X = 4.0 would be 
difficult to detect at low frequencies. 
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very fast initial recovery that returned almost to equilibrium and then a 
slower recovery due to Rig. For example, at 5.5 MHz and 30 K combining 
the computed values R^j. - 550 sec~^ and X = 0.2 with the estimate 
Rig - Rie - 15 sec'l results in the recovery curve shown in Fig. 25, 
found from either (5.18) or the limiting expression (5.21). The initial 
rise of the recovery curve might not have been noticed in the R^ 
measurement but the decrease in the overall extent of the later portion 
of the recovery should have been rather evident, yet was not seen. 
The second problem is that (5.18) does not agree with the temperature 
dependence of the relaxation rates. In the slow cross-relaxation limit 
no temperature dependence is predicted while in the fast cross-relaxation 
limit a temperature dependence that follows R^g through the origin is 
expected. This does not agree with experiment where at low frequencies 
the extrapolated intercept increases with decreasing frequency and a 
finite slope persists to relatively high frequencies at which R^j- is 
rather slow. 
The success of the spin-temperature approach in other systems has 
probably been due to a fortunate combination of parameters. In the 
molecular crystal described above^^S ig go fast that the slow cross-
relaxation limit applies over the entire temperature region in which 
measurements were taken. The recovery is then always exponential. In 
other cases^G the fast cross-relaxation limit applies, but the small heat 
capacity of the S spins results in a large X which again leads to 
exponential relaxation. Some other reason must be sought to explain the 
nearly exponential recovery curves and the temperature dependence of R^ 
found in the metal-hydrogen systems. 
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Beyond the simple model 
Most of these discrepancies can be removed by abandoning the 
approximations of a rectangular distribution function and spin 
temperatures In both the I and S systems. Unfortunately this results in 
a whole multitude of rate equations which cannot be solved, so most of 
the discussion must now be rather qualitative. In the actual material 
those S spins that have transition frequencies near the center of the I 
line can relax much faster than those with transition frequencies in the 
wings. This difference in rates would not matter much were spin 
diffusion possible between S spins; the two S spins could cross-relax 
together at an average rate nearly equal to the calculated earlier. 
Some spin diffusion probably exists between an S spin and its neighbors, 
but at a rate which is too slow to establish a common spin temperature. 
The relaxation of a given S spin can be approximated by (5.17) but with 
Rcr varying from spin to spin and with R]^g Including both a spin 
diffusion term Rgj and electronic relaxation R^g. Since Rgj is the same 
as the cross-relaxation rate between Nb spins some guess at an order of 
magnitude, found using (5.3) and (5.5) where the sum over matrix elements 
is approximated by the flip-flop contribution to the Nb-Nb second moment 
(using V instead of w) and the total linewidth Av includes quadrupole 
contributions, is given by 
Rgd « (5/9) Mg /(2 û^) . (5.22) 
For example, when Vgj = 10 MHz a Gaussian with Av = 1 MHz guessed from 
Fig.'21, and an experimental Nb-Nb second moment^^^ in pure Nb of about 
40 kHz^ produces a value Rgj « 8 sec'l. This value will increase with 
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decreasing frequency since ûv depends on the Zeeman interaction of the Nb 
spins. 
These initial considerations can explain the temperature dependence 
of Rig. The increasing intercept at low frequencies is a result of both 
a small temperature independent Rgj and a variation in R^j. at different 
spins. The effect of Rg^i is best pictured using another over­
simplification that assumes only two Nb spin temperatures associated with 
s spins that cross-relax with protons and s' spins that don't, thereby 
remaining near the lattice temperature. Rgj connects the two systems, as 
shown in Fig. 19(b). The number of s spins is found from the probability 
that a Nb spin has a transition around v^j and is given by 
N„ Number of within Û/2 of v ^  
4 • M (5.23) 
'« S 
where pg, referred to as the density of s transitions, can be calculated 
from the computer program and ranges from about 0.5 to 3 MHz"!. For 
NbHo.7o a value & « 55 kHz was used, which agrees well with calculations 
and experiment.126 The temperature independent part of R^g can be 
estimated from (5.21) where now R^g = R^g + Rgj and X is determined using 
Ng. With X a 1.8 at 10 MHz the predicted value of Ri^ = 2.9 is on the 
order of the experimental 0 K Intercept of 1.7. (Considering only Rgj in 
this discussion Ignores the possibility that spin diffusion might have to 
occur over larger distances, in which case the spin diffusion coefficient 
might be a more useful quantity.) The temperature Independent part of 
Rlc will also be determined by those Nb spins which only slightly overlap 
the proton line and therefore have a small Rg^ even at lower frequencies. 
These spins are then described by the limiting expression (5.20) which 
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has no temperature dependence. 
The persistence of a temperature dependence even into the slow-cross 
relaxation regime might also be explained by the lack of communication 
between Nb spins. On a local level the number Nj/Ns which determines X 
could vary substantially with some s spins being rather isolated from 
others. The resulting large values of X would necessitate the use of the 
temperature dependent expression (5.20), even though is not very 
large. (The Nb spin becomes saturated because of its small heat capacity 
and not because of a large R^r*) A variation on this theme will be 
discussed later in connection with the alloys. 
A number of reasons can be given for the existence of exponential 
recovery curves not predicted by the spin-temperature approach. First, 
the value of X is in reality larger than that in the spin-temperature 
treatment, again because only some of the Nb spins participate fully in 
the cross-relaxation process. Second, and probably more important, a 
finite spin diffusion rate among the I spins inhibits the very fast 
Initial rise of the recovery curve predicted by (5.21); the I spins 
cannot dump their energy all at once into the scattered centers of cross-
relaxation. The spin-diffusion rate of the I spins can again be 
estimated from (5.3) using calculated values of the proton-proton = 
125 kHz^ and the total linewidth ûv = 28 kHz to obtain Rgj = 700 sec~^. 
Although this rate seems a bit too fast to inhibit the quick recovery, 
any longer range diffusion will be governed by the spin diffusion 
coefficient Dg = a^Rgj/S where a is the distance between H atoms. The 
time necessary for spin temperature to diffuse only 2 lattice parameters, 
given by t=x2/(2.45 Dg), is then 1/60 sec which is long enough to 
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Influence the relaxation process. This would be particularly Important 
in cases where the Nb spins with proper transition frequencies are 
bunched together around dislocations and not dispersed throughout the 
material. (The situation might then start to resemble relaxation to 
dilute paramagnetic impurities in which spin diffusion is fast enough to 
insure an exponential recovery but slow enough to limit the overall R^.) 
Ignoring the problem of non-exponential decays and assuming that the 
low frequency rates are determined primarily by the term Rig/(1 + X) some 
quantitative evaluation of in the fast-relaxation limit can be found 
using the simple model with two S spin systems to determine values of X. 
The coarse approximation R^g « R^g will be used, which ignores the 
temperature independent contribution to Rig. The results are shown along 
with Rgr and the experimental values of R^q in Fig. 23. The model 
predicts rates which are too slow by a factor of about two at low 
frequencies, as expected since only the temperature dependent part of R^g 
was used. The order of magnitude agreement with the data supports the 
basic physical picture that at low frequencies R^g is limited by the rate 
of energy transfer from the Nb spin system to the lattice. 
The most convincing evidence suggesting that cross-relaxation is 
responsible for the low temperature relaxation rates in Nb-H is simply 
the magnitude of R^j.. Cross-relaxation is most certainly taking place, 
although the details of the actual path of energy transfer may be 
difficult to accurately predict. All of the unusual features of 
relaxation in this system - the temperature dependence, the small 
quadrupole splitting, and the occurrence in an unrotated polycrystalline 
sample - can be at least qualitatively explained by the physics of the 
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quadrupolar dip without Invoking additional relaxation mechanisms. 
Application to Ta-H 
The Ta-H system will be briefly mentioned to further evaluate the 
general model presented above. The estimate of shown in Fig. 24 was 
first obtained by a few trial and error fits to the general shape of the 
measured quadrupolar dip at 130 K. The values « A3 and 1i = 0.35 fit 
the data rather well if the predicted is renormalized by about 60%. 
Computer calculations of pg and Cg lead to values of X ranging from about 
10 to 40 for TaHo,5 using the simple model with two Ta spin temperatures. 
Using (5.20) with calculated values of Rg^ and the guess of R^g on the 
order of 10^ sec'l, these values of X predict that the relaxation rate 
should be equal to R^f. The factor of about 1.5 between the measured and 
predicted relaxation rates is quite reasonable, given the various 
A 
approximations of the model. This is perhaps the first NMR estimate of 
\q for Ta, since the large quadrupole splittings prevent measurements by 
conventional methods. (The signal is dispersed over too wide a frequency 
range.) The agreement between the calculated and experimental shapes 
could be improved by using a frequency-dependent interval tf. I used a 
value W s 20 MHz, which is only ± 8% of the 120 MHz peak. A larger value 
In this region lessens the height of the peak and would be physically 
reasonable, as described earlier. 
Application to Nb-V-H 
Rather than predicting the rates found in Nb5oV5oH2i the model with 
two S spin temperatures will be used to extract more semi-quantitative 
information from the system. Compared to rates in the pure hydride, R^c 
in the alloy is larger at low frequencies, has a greater temperature 
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slope at all frequencies and smaller Intercepts at high frequencies. The 
increased at low frequencies is caused by faster electronic 
relaxation of the Nb spins in the a phase alloy. Assuming equal values 
of the density pg in both systems, the Korrlnga constant in the alloy 
determined from the limiting expression (5.21) should be about 1/3 that 
in the hydride, which is about 50% larger than the estimate made earlier. 
In agreement with the model, the intercepts at low frequencies are nearly 
equal in the two systems since Rgj which determines the intercept should 
be about the same in both materials. Lower rates at medium frequencies 
in the alloy suggest a slightly smaller Rgg and thereby a smaller than 
found in the hydride. Point charge estimates of the EFG in the alloy, 
determined by only one H atom influencing a given Nb atom, suggest a 
approximately 1/4 of the hydride value. Since this reduction is probably 
accompanied by an increase in the total net charge on each H atom, the 
suggestion of a slightly smaller in the alloy seems reasonable. 
The greater temperature dependence of R^g in the alloy might be 
explained by faster electronic relaxation and the existence of a very few 
spins with substantially larger values of Rgr, most likely caused by 
larger values of M^. These may be Nb spins in the vicinity of some 
interstitial impurity such as oxygen or carbon, or they could be foreign 
spins such as Ta with larger quadrupole moments. These effective cross-
relaxers would have both smaller spin diffusion rates since their 
frequencies do not coincide with those of nearby spins and total heat 
capacities drastically reduced by the small number of spins. A value 
of about 3 MHz was large enough to insure that even at 40 MHz the fast 
cross relaxation limit (5.21 ) was valid, so that R^g = Rig/X, where 
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X » 1. Using order of magnitude guesses from the hydride case of 
Pg " 0.1, Cj/Cs « 0.2 and the expected value K=0.3, the slope of 0.006 at 
24 MHz predicts Ng/Ni « 0.004, which at 20% H concentration is 800 ppm 
fast-relaxers. This value is embarrassingly close to the 750 ppm Ta in 
the Nb and also to the 500 ppm Nb spins that would be nearest neighbors 
of the 250 ppm octahedral oxygen impurities. Note that in the hydride 
the larger H concentration and Korringa constant would reduce the 
effectiveness of these spins by about an order of magnitude. The point 
of this exercise is to suggest that even the rates at higher frequencies 
can be explained by cross-relaxation without invoking any mechanism 
involving fast low-temperature motion in the alloys. 
Effects at higher temperatures 
Now that the total Hamiltonian of the S spin has been diagonallzed 
and the spectrum found, the concern Introduced by the possibility of 
cross relaxation at higher temperatures can be stated more succinctly: 
what value of ccg should be used in the relaxation equations (3.43) to 
(3.46) given that is distributed over some range, as for example in 
Fig. 21, with some components quite close to (»)[? In order to answer this 
question I have partially re-derived the equations for spin-lattice 
relaxation between unlike spins I and S where spin S is described by a 
Hamiltonian |-)g which can Include interactions other than the Zeeman 
energy alone. The derivation follows very closely that given by 
SllchterlSO using the basic equations first derived by Redfleld.^^^ 
Since my contribution was limited to mainly keeping track of the extra 
matrix elements Introduced by |-|s* ^ will not reproduce the entire 
derivation here. The starting point and results will be given, along 
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with a major assumption but without the accompanying pages of algebra. 
The derivation begins with the average value of <l2>, the quantity of 
interest, expressed in terms of the density matrix p^ / by 
<V - E . (5.24) 
ot' 
where a labels the state and will also equal be used to label the 
frequency a - Eg/h. The time derivative of <!%> is found using the 
Redfleld equations 
where the sum is over only those states such that a - a' fi - fi', the 
density matrix in the rotating frame = exp[i(« - a')t]pg^^, and the 
R's are constants given by 
(5.26) 
a^'3' " " ®o<3 ' 
The J's are spectral densities of the perturbing dipolar Hamiltonlan 
Hl(t) (3.8), and are given by 
= f <*IH (t)|a'>0'|H (t +)|e> exp(-iwt) dx . (5.27) 
The above mess plus the unperturbed Hamiltonlan 
H„ = » Vz ^ H„s (5-28) 
can be thrown into the time derivative of (5.24 ) 
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jr <V - Be- K-'li I"» <=•"> 
to yield the final results. The only additional consideration was an 
assumption that p can be divided as p « pj pg with pg describable by a 
spin temperature via 
1 / Hg \ 
"s " wn - irerr)J • (s-^o) 
I doubt if the derivation could have proceeded without this step. It 
also simplified matters to use the spin temperature approximation for pj, 
although I suspect this vas not a necessary assumption. 
The resulting relaxation equations are 
^ <V - - ^  «V -1.) - -;is «Hs> - Hs„) (5.31) 
% 
where 
(5.32) 
I <m|Sjn>2(J<"<Mj + <^) + + I <m|S_|n>: 
and 
 ^ 1.2 Id . 1) I (E„ - E„) <m|S_|n>2 . 
f <m|S,|.>2,J<l)(wt + - » „)1 * I <m|S_|n>: * <^ )) 
(5.33) 
where and the matrix elements are evaluated in the Zeeman 
reference frame. These equations reduce to the normal expressions (3.45) 
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and (3.46) if Hs " h wg Sg. 
In evaluating the sum in (5.32), the assumption will be made that the 
transitions are smeared out over a frequency range, as in Fig. 21, so the 
sum can be replaced by an integral over of the averaged matrix 
elements. I will again use only angular averages of the spectral 
densities and the matrix elements, ignoring the correlation between the 
two in real materials. A number of details in the summation, mostly 
concerning the proper limits of the perturbation theory results, require 
special attention. As mentioned in Chapter 3, results for are usually 
valid for any value of x whereas those for R2 are limited to the 
motionally narrowed regime where oyipT < 1. The same arguments suggest 
that the above results are valid except at low temperatures for terms 
with within of where cross-relaxation (basically a spin-spin 
interaction like Rg) dominates over lattice effects. In this regime 
values of should be replaced by which prevents the spectral 
densities, which describe only the spin-lattice interaction, from 
decreasing at low temperatures. (J(ca,t) « l/((«y^T) for large t, but 
J(0,t) « t. ) Next a limiting value must be placed on J(0,t) to keep it 
from increasing without bounds at low temperatures. In the program, 
J(0,t) is replaced by J(0,l/WQip) whenever t> l/F^ip. This also assures 
that at low temperatures R^ < R^^ max» can be found by evaluating 
(5.3) using (5.5) and (5.7) with the I and S lines completely 
overlapping. The low-temperature R^ for found from the limiting 
value of T is then about 60% of the maximum R^,.. An important final 
consideration is that the interval of integration around be small 
enough to include frequencies very close to and overlapping the proton 
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line since these values can dominate the total at low temperatures. 
Spectra such as shown in Fig. 21 were usually computed at every 0.5 MHz, 
which is too coarse for the integration around The program used 
matrix elements of the frequency closest to to perform a finer 
integration of J(W[ - over the important region. 
Results of the model calculations for the proton spin-lattice 
relaxation rate using parameters somewhat similar to those in Nb-H 
systems are shown in Fig. 26. The activation energy was taken as 200 
meV, Tq was 10^^ sec"!, the second moment equalled that in NbHQ,?, and an 
electronic rate with K-200 sec-K has been added. The effect of the 
distribution of wg values changes drastically with decreasing frequency, 
as expected. At temperatures near the R^ peak the difference in values 
shown with and without the quadrupole frequency is probably larger than 
in reality since motion will decrease the Nb quadrupole splitting. The 
most interesting feature of the rates is the bump near the onset of 
motional narrowing which can explain one of the last remaining puzzles of 
the measured rates. As seen in Fig. 15, such a bump occurs in R^ 
measured at 12.2 MHz in NbHo,2 and can be explained as follows. At low 
temperatures R^ is determined only by those Nb frequencies that overlap 
the proton line. As the temperature is raised, R^ due to frequencies 
close to W[ becomes greater and reaches a maximum near the onset of 
motional narrowing. This produces the bump, since the number of 
frequencies near the proton line is much larger than the number that 
overlap it. At higher temperatures the nearby frequencies become less 
effective and the bump disappears. (Changing the region of fine 
integration had no effect on the bump, so I doubt if it can be attributed 
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to some calculatlonal artifact.) The bump is less pronounced in the 
calculations than in the data, which is not surprising given the numerous 
approximations. The smaller temperature range over which the bump occurs 
in the calculations is probably due to the sudden truncation of near 
the rigid-lattice limit used to approximate the more gradual process that 
actually occurs. The precision of the perturbation results is probably 
also a bit suspect in this region. It is also possible that the 
experimental bump is caused by a phase transition which, by altering the 
EFG, could affect the cross-relaxation rates. The bump doesn't 
correspond exactly with any phase transition, although the amount of h 
phase present changes significantly in the same temperature region. 
The major purpose in carrying out these calculations was to estimate 
how greatly values of used to determine motional parameters can be 
affected by quadrupole broadening of the Nb line. The model vs 1/T 
curves show that some caution must be exercised when using low frequency 
data, which is often necessary in extracting diffusion information. For 
this reason measurements made after discovery of the quadrupolar dip were 
performed at somewhat higher frequencies (24 and 90 MHz) and exact 
agreement with earlier low-frequency data (12.2 MHz) need not be 
required. The low-frequency data should still be quite accurate within 
the region of the R^ peak, which is sometimes all that is necessary to 
decide between alternative models of diffusion. The high frequency data 
can then provide more detailed Information, once a model is established. 
The existence of the quadrupolar dip also requires that measurements of 
the electronic relaxation rate be made at rather high frequencies, 
usually 90 MHz in this Investigation. 
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Phase Boundaries 
Data and analysis 
Phase boundaries between solid solutions and ordered phases were 
found by measuring spin-lattice relaxation rates across a range of 
temperatures and alloy compositions. At low temperatures in two-phase 
Nb-rich alloys, the percent H in the hydrides (i.e., ordered phases), 
determined from two-Ti fits to non-exponential recovery curves, did not 
vary greatly with temperature below 65 K, as shown in Fig. 27(a). 
Solubility limits, can be calculated from these percentages using a 
formula readily derived from the lever law, 
R Cg C 
where R • Ng/Ng is the ratio of H in solid solution to that in the 
hydride, C( is the total concentration of H in wt. %, and Cg is an 
assumed value of H concentration (wt. %) at the phase boundary of the 
hydride. The result should be independent of Cf 
Solubility limits in NbggVio, found using an ordered-phase 
composition of H/M = 0.73 (the e-phase value in Nb-H) and two total H 
concentrations of 0.10 and 0.19 H/M, are shown in Fig. 27(b). Fig. 27(c) 
shows a modest improvement in the agreement of the two determinations 
when using the G phase boundary proposed by KSbler and Welter.? While 
the error in this approach is probably a bit too large to offer 
convincing confirmation of the existence of the 6 phase, the agreement 
does illustrate the relative consistency of the phase boundaries 
determined from the two-T^ analysis. 
The 6 phase boundary was also used to calculate solubility limits in 
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^^95^05 although values found in the latter alloy depended 
only slightly on the specific choice of Cg. The results, along with 
hydride precipitation temperatures found from the onset of non-
exponential recovery curves, are shown and compared vith Feenstra's 
values from differential thermal analysis^ O in Fig. 28. Some slight non-
exponent i all ty, which could not be fit consistently by two T^'s, was also 
detected in the NbgoV^o alloy for compositions H05, Hgg, and Hgi. This 
disagrees both with the above prediction of a solubility limit of about 
0.07 and with X-ray diffraction results, which showed a hydride peak 
forming at the same temperature as that predicted by NMR in NbgoVigHig, 
but did not show any such peak in NbgoVxgHos» Something other than a 
bulk second phase must be causing the non-exponential recovery in these 
alloys. 
Since the two-Ti fits did not yield consistent percentages of H in 
the ordered phases of V-rich alloys, only temperatures of hydride 
precipitation are included in the results shown in Fig. 29. (The point 
for Nb5oV5oH2i represents a limit, since no ordered phase was found down 
to 9 K.) X-ray measurements again agreed with the NMR determination of 
the precipitation temperature In Nb25V75H2o and also shoved no hydride 
formation down to 30 K in Nb5oV5oH21' 
Discussion 
The NMR results in Figs. 28 and 29 generally agree quite well with 
those of other methods. The onset of non-exponentiallty at H/M ratios 
near 0.01 was difficult to detect and limits the accuracy to about ±15 K. 
The major disagreement, however, arises in the Nb^gV^o alloys where the 
solvus determined by NMR occurs about 20 K higher than that found by DTA. 
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In this case the discrepancy most likely arises from too great accuracy 
In the NMR measurements. The signal-to-nolse ratios from these samples 
were so large that even the slightest deviation from non-exponential 
recovery could be detected. Such deviations might also result from 
hydrogen-density fluctuations that can occur before the formation of an 
ordered phase. Furthermore, it should be noted that these systems are 
not truly in equilibrium, since the metal atoms are not free to move. It 
is therefore possible that a region of higher H density could form around 
a local distribution of metal atoms with composition somewhat different 
from the average in the sample. This would also be more likely to occur 
in powdered rather than larger bulk samples, since the resulting lattice 
strains could be more easily relieved at the surface of a small particle. 
Similar arguments may also account for the non-exponential recovery 
found in what is apparently ot-phase NbgoVioH* with x < 0.05. With these 
smaller concentrations of V, relatively large regions with many Nb atoms 
may exist, in which small pockets of high-density H "phases" could form. 
These micro-domains would not be visible by X-rays but could cause some 
non-exponentiallty in the recovery curves. This might also explain why a 
two-Ti analysis failed to yield consistent results in these alloys; rapid 
spin or particle diffusion between protons in different environments 
would produce a complex recovery curve with more than two simple 
exponentials. The inconsistency of the two-T^ analysis in the V-rich and 
50-50 alloys could be explained likewise, although a more likely cause is 
the smaller difference (200% to 300% as compared to an order of magnitude 
in the Nb-rich alloys) in electronic relaxation rates between solid 
solution and hydride phases in these materials. Even though the recovery 
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curves were very well defined, a change of only 0.3% in the measured 
equilibrium magnetization, Mq, could change the calculated value of the 
percent H in the hydride by over 100%. Although it is also possible that 
a large distribution of relaxation rates with relatively ineffective 
communication between spins (perhaps at trapping centers) could lead to 
non-exponential behavior,13% such an explanation seems unlikely since 
similar processes would also occur in Nb75V25Hoi and NbsoHgQHoi, in which 
exponential recoveries were found down to 15 K. 
Perhaps the most striking feature of the phase diagrams in Fig. 28 
and 29 is the difference between the large, temperature-independent 
solubility found at low temperatures in the Nb-rich alloys and the 
vanishing solubility seen in the V-rich samples. Although at very low 
temperatures (less than about 70 K) these temperature-independent 
solubilities could be a result of the inability of H atoms to move fast 
enough to form ordered phases in a reasonable amount of time, this cannot 
explain the nearly constant solubility above 100 K, where faster H motion 
should allow the attainment of equilibrium. Although not common, such 
constant-composition boundaries between disordered and ordered phases at 
very low temperatures can be found in other metal-hydrogen systems. Some 
hep metals, Sc, Y, Lu, etc., retain up to about 30% H in solid solution 
without precipitating hydride at low temperatures. In Sc-H, relaxation 
rates below 100 K can also be ascribed to H motion governed by a 
distribution of jump frequencies.133 In this case the motion is 
definitely localized between two nearest-neighbor sites, and the 
distribution arises not from a disordered metal lattice but more likely 
from interactions between pairs of H atoms frozen in a complex, partially 
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random configuration, as found^S*, 135 both the Lu-H and Y-H systems. 
Most theories of phase transitions in disordered metal-hydrogen 
systems have not been extended to very low temperatures, so they cannot 
yet be evaluated in light of the present results. It might be 
interesting to see if the para-equilibrium approach, developed by Gates 
and Flanagan^G to explain the asymmetric solubilities found at higher 
temperatures in Nb-Ta-H, can also predict the behavior found in Nb-V-H, 
without introducing a substantial difference in site energies. 
Hydrogen Motion - Data and Analysis 
Information on H diffusion in disordered phases of the alloy system 
was obtained from relaxation rates measured above the hydride-
precipitation temperature. Rates measured in two-phase regions were not 
used, since the changing H concentration in the a phase might cause the 
activation energy to vary with temperature. Relaxation rates were 
analyzed only in those samples in which the motional peak in R^ occurred 
at temperatures above the solvus. Although in many samples the 
electronic relaxation rate could be determined from low-temperature Ri 
values, hydride precipitation sometimes prevented such measurements. In 
these cases, R^e could be estimated from high-temperature relaxation 
rates, but with some caution, since an unknown mechanism was found to 
relax protons at temperatures beyond the motional relaxation peak. 
Anomalous high-temperature behavior 
All spin-lattice relaxation rates measured above about 500 K 
increased with increasing temperature at a rate much greater than that 
expected from electronic relaxation alone. (See, for example. Fig. 33.) 
Similar enhancements of R^ have been found 58,59 many other metal-
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hydrogen systems, but have not yet been thoroughly explained. Results In 
the Nb-V-H alloys, being the first to show the anomalous rate in samples 
with low H concentration, can not be accounted for by theories^^^ which 
may be applicable to denser hydride phases. Possible Interpretations 
include complex hopping processes, (as mentioned earlier in connection 
with neutron-scattering results^^ ), or some novel enhancement of 
electronic relaxation. I will not cover all the various possibilities, 
since they have been treated in detail in Refs. 58 and 59. 
Although probably not related to the enhanced relaxation rates, many 
samples underwent some type of physical change at temperatures above 500 
K. After heating, the powdered samples could become quite "sticky"; the 
particles tended to clump together in small clusters which could be 
broken by shaking the tube, but reappeared again when the sample 
collected at the bottom of the tube. Since Q values of the probe tuning 
circuit could be drastically lowered by the resulting larger effective 
particle size, heating above 500 K was postponed until all other 
measurements had been completed. The cause 6f the clustering is unknown, 
although I suspect that some type of low-temperature annealing process is 
occurring. Perhaps the cohesion between particles is caused by a 
smoothing of sharp particle edges, which, due to the greater forces on 
the particle surface, might take place at temperatures below those of 
bulk annealing. 
Ri data analyzed with distributions of activation energies 
All the measured relaxation rates displayed features expected in 
disordered systems with a distribution of activation energies: the high-
temperature slopes, dR^/dT, were greater than those at temperatures below 
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the motional peak; the frequency dependence of at low temperatures vas 
less than 1/w^; the motional peak was substantially weaker than that 
predicted by the BPP approximation. Estimates of hopping rates using 
only the relaxation peaks and the relation <a Xf, « 1, where Tg is the 
correlation time at the temperature of the peak, were not consistent, 
since the breadth of the peaks prevented accurate determinations of the 
peak temperatures. The full vs. T curves were therefore fit directly 
at several frequencies using a distribution of activation energies. 
The fits shown in Figs. 30 to 35 all used the distribution formalism 
(3.59) with a motional contribution to R^ from dipolar relaxation by 
protons (3.41) and V and Nb spins (3.45) within the BPP approximation 
(3.50), as well as an electronic contribution R^g = T/K. All the curves 
could be fit using asymmetric Gaussian distributions, 
g(E^) . C exp|-(E^ - E^^)^/(2 <r^)l , (5.35) 
f for E, < E^^ 
% \ 
where C is a normalization constant. The hopping rate prefactor, Fq, was 
held constant over the range of activation energies. A Gaussian 
distribution of activation energies with determined by the Zener 
relation (3.60) could fit much of the data, but was not employed, since 
occasionally rather unphysical negative values of a (see (3.60)) resulted 
from the fits. Second moments, M2, which determine the strength of the 
relaxation peak, were allowed to vary; low-temperature determinations of 
M2 were not accurate enough to justify fixing the value. The proton-
proton contribution to the total M2 was limited by prohibiting H-atom 
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pairs in first and second nearest-neighbor tetrahedral sites, in keeping 
with the Svitendick Rule.5 
Whenever possible, the Korringa constant K was found from low-
temperature measurements at frequencies of 90 MHz or above, in order to 
avoid cross-relaxation effects. Since this rate sometimes disagreed 
slightly with the high-temperature R^g (probably caused by a change with 
temperature in the density of states at the Fermi level), values of R^ 
dominated by electronic effects near 500 K were not included in most fits. 
The slight difference in R^g should not affect the rates when motional 
effects predominate. Values of R^ measured up to 500 K were included in 
the fits in cases where hydride precipitation prevented low-temperature 
determinations of R^g. The unknown high-temperature relaxation mechanism 
did not appear to affect R^ at temperatures near 500 K, although it did 
limit the accuracy of the Korringa constants by preventing the use of data 
found at higher temperatures. In general, the resulting diffusion 
parameters were not greatly influenced by small changes in Rig. 
A general fitting program, developed by M. E. Lowry and modified by R. 
Ibanez-Meier to include several sets of data (from different NNR 
frequencies), was adapted to fit R^ curves to a distribution of activation 
energies. Although data from several frequencies was fit simultaneously, 
values derived from a fit to any one given frequency usually corresponded 
quite well to the data at other frequencies. In order to avoid cross-
relaxation effects, only R^ values measured down to temperatures slightly 
below the R^ peak were included at 12.2 MHz; values measured above 110 K 
were used at 40 and 24 MHz; all data was included at 90 and 127.5 MHz. 
(The rather unconventional log(Ri) vs. log(T) format of Figs. 30 to 35 was 
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Table 2. Results from fits using asymmetric Gaussian distribution of 
activation energies (5.35) with single prefactor, Tg. 
Alloy «il» Chl> r/ (TigT)"! Mj"» Mj^al 
(meV) (meV) (meV) (meV) (10^2 s-1) (sec-K) (cf) (cf) 
Nb75V25Hoi 282 294 72 57 43 54 20 37 
Hio 240 246 68 59 31 56 22 38 
NbsoVsoHoi 269 254 49 68 41 54 21 39 
HO4 243 240 51 56 18 55 21 39 
Hio 254 258 59 55 48 58 23 40 
H21 209 214 49 43 . 9.8 59 23 41 
H36 188 180 35 45 6.4 79 25 43 
H50 174 163 28 43 4.9 106 26 44 
NbasVysHoi 196 179 40 61 12 43 19 41 
"04 184 183 55 • 55 13 46 21 42 
HO8 195 188 43 53 17 49 21 42 
NbioVgoHo.s® 161 100 0.5 77 17 43 14 44 
^Egm = mean activation energy; accuracy of ± 5X. 
^Accuracy of ± 10%. 
^Accurate to within a factor of 2. 
^Accuracy of ± 3%. 
^Errors at least 50% larger for all quantities. 
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used to show more clearly the data and fits across the vide range of 
temperatures. The effects of the distribution of activation energies are 
more apparent in conventional log(Ri) vs. 1000/T plots, as, for example, 
in Figs. 42 and 43.) 
The results of the fits, with adjustable parameters E^q, @1, o^, I^, 
K, and N2 are given in Table 2. The mean activation energy was later 
obtained from the resulting distribution. M2cal is the calculated second 
moment assuming random occupation of tetrahedral sites and blocking out to 
second-nearest neighbors. Lattice parameters for the calculation were 
obtained from values in the hydrogen-free alloys and interpolated values 
for the lattice expansion^ due to H, Aa/a^ = 4.72*10-4/(%H/Nb) and 
5,73*10-4/(%H/V). Lattice parameters so obtained agreed to within ±0.01 A 
with X-ray determinations in cases where comparison was possible. The 
resulting (unformalized) distributions are shown in Figs. 36 to 38. In 
Fig. 36(b) the distribution has been multiplied by the H concentration, in 
order both to more clearly distinguish the curves and to suggest a filling 
of low-energy sites, as will be discussed later. 
The prefactors and mean activation energies were all greater than 
those found in pure Nb-H or V-H. Both quantities generally decreased with 
increasing H concentration in the Nb-rich alloys, whereas little change 
was found in Nb25V75Hx. The Korringa constants increased with increasing 
H concentration, as expected from the decrease in the density of electron 
states at the Fermi level which usually results from larger H 
concentrations. Values of M2 were always less than those calculated. 
Ri in NbonVinHy 
Rl values in (presumably) ot-phase NbgoVioH*, shown in Fig. 39, could 
not be fit by a simple distribution of activation energies. A fit using 
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two Gausslans and the Zener relation vas possible, but it ignored the more 
serious complication of an electronic rate that changed greatly with 
temperature. As shown in Fig. 39, R^g determined at low temperatures is 
significantly greater than that at high temperatures, at least in samples 
with H concentrations greater than 3 at. %, and probably also in the 1 X 
sample, although the drastic reduction in signal at high temperatures 
prevented confirming measurements. This result cannot be explained by the 
unknown high-temperature relaxation mechanism, which causes faster rather 
than slower relaxation at high temperatures. 
Hopping rates determined using both NMR and internal friction 
As mentioned earlier, a simple analysis using only the peaks failed 
to yield consistent results, since precise temperatures could not be 
determined from the rather broad peaks. This problem can be ameliorated 
by using peaks of R^ measured at widely varying frequencies. In NMR this 
can often be accomplished with R^p values, which can measure motion in the 
kHz range. Since large local fields prevented such measurements in these 
samples, a novel technique of using internal friction peaks together with 
the NMR data was employed. 
The analysis of internal friction caused by interstitial motion is 
quite similar to that of NMR, with a peak occurring when cd'TQ' = 1. The 
NMR peaks occur when wVf, = C, where the precise value of C depends on the 
spectral density. The BPP approximation in the Nb-V-H alloys results in a 
value of C = 0.9, determined by simply generating an R^ vs. T curve and 
evaluating x at the peak. More precise spectral densities might change 
this value by about 30%, but such accuracy is not needed, due to the large 
difference between NMR and internal friction frequencies. The activation 
154 
energy and prefactor are then given by 
) (In(^) - ln(C)l 
P P 
(5.36) 
Fg - (w<C) explE^/(k/Tp)l , (5.37) 
where Tp is the peak temperature and the primes refer to internal friction 
values. The advantage in using the combined results is that the large 
difference between Tp and Tp' reduces the effect of errors in evaluating 
the peak temperatures. 
Table 3 lists the parameters used and the hopping rates found by 
combining internal friction data of Kim?^ and Brasche?^ with NMR data at 
24 MHz in samples with nominal H concentration of 1 at. X. NMR peaks at 
90 MHz yielded results (not shown in Table 3) within 5 meV of those at 24 
MHz. No value is given for NbioVgoHg/s since no internal friction peak 
was found in the alloy. Internal friction was not measured in NbgsVygHi, 
although averaging Eg and TQ from results in NbgoVygHi and NbgoVggHi 
should yield values within the accuracy of the general approach. Even 
though it is well defined, the NMR peak in NbgoVigHi doesn't have the 
usual shape, and should therefore be used with some caution. Activation 
energies for Nb75V25Hi and NbgoVgoHi obtained in this manner are smaller 
than those found using the distribution fits, whereas the two approaches 
yield fairly similar results in Nb25V75Hi. 
R? data and analysis 
Spin-spin relaxation rates were not used to derive diffusion results, 
but did help confirm the existence of a distribution of activation 
energies. As discussed by Shinar,!^? a distribution of activation 
energies results in R2 vs. 1000/T curves that increase sharply with 
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Table 3. Activation energies and prefactors derived using both NMR and 
internal friction (IF) peak temperatures (Tp). 
NMR Alloy NMR Tp at IF alloy IF V IF Tp Ea To 
24 MHz (K) (Hz) (K) (meV) (I0I2 s-1) 
NbgoVioHi 277® Nb9oVioHi.2 211* 117 205* 0.89* 
Nb75V25Hi 287 Nb75V25Hi.i 203* 128 235 2.3 
NbsoVsoHi 258 Nb5oV5oHi.i 243* 116 211 2.2 
Nb25V75Hi 211 Nb3oV7oHi.i 214b 102 200 10 
Nb25V75Hi 211 Nb2oV8oHo.94 273b 92 162 1.3 
Nb25V75Hi average of i above two results 181 5.7 
^Internal friction results from Ref. 72. 
^Internal friction results from Ref. 73. 
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decreasing temperature in the motionally narrowed regime. In contrast, a 
change in Eg with temperature, which can also produce asymmetric R| 
curves, will cause the R2 curves to flatten out when decreases. Fig. 
40(a) compares the measured R2 values with those predicted by parameters 
derived from the fit at 40 MHz in NbsoV5oH2i. The R2* values were 
determined by fitting the recovery curve to the Gaussian decay G(T) « 
expC-t^ R2*2). The accuracy of the values so obtained is limited to about 
± 30%, since the dead time of approximately 8 Msec is comparable to T2, 
and since a Gaussian only approximates the true fid. The excellent 
agreement at low temperatures is therefore probably a bit fortuitous. The 
agreement at higher temperatures confirms the existence of a distribution 
of activation energies, rather than a changing activation energy. 
In the rigid-lattice regime, the Hahn echo sequence no longer 
refocuses the entire magnetization. Warren and Norberg^^^ showed that, 
for a sufficiently short time x between pulses, the height of the echo at 
time 2T approaches the magnitude that the fid would have at 2T, were the 
non-resonant spin not present. In other words, in solids with two spin 
species, the Hahn echo sequence results in R2 « [(M2^^)/2]^/2. The 
relation holds only approximately, since larger values of T result in more 
complicated behavior. In the present alloys, the echo pattern produced 
exponential rather than Gaussian curves. This is not unexpected in 
disordered materials, where random distances between spins can create 
Lorentzian rather than Gaussian dipolar absorption spectra.139 Since 
about 8% of the total second moment in Nb5oV5oH2i is due to M2II, the Hahn 
R2 should theoretically be about 1/3 that of the total R2; this ratio 
agrees quite well with that found experimentally (Fig. 40). 
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R2 vas measured in NbgoVloHoS order to determine if the change in 
Rl behavior around 200 K could be caused by a change in activation energy. 
As seen in Fig. 40(b), R2 follows the same pattern found in the 50-50 
alloy, with no sudden break around 200 K. The Hahn B^'s are about half as 
large as those in the 50-50 alloy, as expected since is decreased by 
a factor of 4 due to the smaller H concentration. While not ruling out 
the existence of any hydride phase, the small R2 values and the 
exponential echo behavior suggest again that the material is composed 
primarily of the less-dense and random a phase. 
Hydrogen Motion - Discussion 
Second moments 
Dipolar second moments determined from the model with a distribution 
of activation energies were always less than those calculated using (3.12) 
and (3.13). The derived values ranged from 30 to 60% of the calculated 
M2, the difference increasing with Increasing V concentration. Several 
factors might contribute to this difference. First, both theoretical and 
experimental studles^^O have shown that the metal lattice expands locally 
about neighboring H atoms. The local expansion of 0.1 Â in Nb-H and 0.135 
A in V-H can account for about 30% of the difference in M2 values. In 
addition, values of M2 obtained from the BPP model are always smaller than 
those found from more exact theories, usually by about 10%. The remaining 
discrepancy could be due to partially localized motion of H atoms, or 
motion between unequal wells, as mentioned earlier. For example, 
calculating the sum in (3.48) over nearest-neighbor metal atoms (which 
contribute 90% of M2) of one H atom confined to move only between two 
neighboring tetrahedral sites leads to a reduced relaxation peak which is 
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55% of the normal BPP peak. A smaller reduction would persist for the 
general case in which H atoms move throughout the bulk material but 
occasionally oscillate between a smaller number of sites. Finally, both 
lineshapel41 and measurements^^^ in V hydrides have found second 
moments that, for some unknown reason, are only 70% of the calculated 
value. This same mechanism might be effective in the V-rich alloys as 
well. The discrepancy between measured and predicted second moments does 
not seem unreasonable in light of these four considerations. 
Dependence on H concentration and alloy composition 
Several trends seen in both the derived activation energy 
distributions and the raw data can be at least qualitatively understood 
using the standard model in which lower energy sites are filled up 
according to Fermi-Dirac statistics. More specifically, Feenstra has 
proposed^O that in Nb-V-H alloys, tetrahedral sites with greater numbers 
of V atoms have lower energies than those with Nb atoms. Occupation 
probabilities are very difficult to determine, not only because site 
energies must be known, but also because site-blocking and correlations 
between tetrahedral sites of various coordinations produce intractable 
partition functions. Feenstra used a simple model with discrete site 
energies and only one allowed H site per metal atom to deduce the energies 
and probabilities shown in Fig. 41. Although the precision of these 
results is limited by simplifications of the model, the general features 
introduced can help clarify the present NMR results. 
In NbioV9oHo.5 many low energy sites with four V neighbors are 
available, although H atoms could still occasionally occupy higher energy 
sites through thermal excitation. The peak in Eg seen in Fig. 38 might 
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then represent motion between 4V tetrahedral sites. The high-energy tail 
could result primarily from variations in site and saddle point energies 
(whether classical or quantum) caused by atoms beyond the first-nearest 
neighbors, but perhaps also from Infrequent hops up to isolated higher 
energy sites of different V coordination. 
The larger activation energies found in the Nb25V75 alloy could 
likewise be caused both by a change in the diffusion parameters associated 
with 4V sites and by a somewhat increased occupation probability of lNb-3V 
sites. The lack of any substantial change in H motion with increasing H 
concentration (which can be see both in the derived activation energies 
and in the raw data) suggests that occupation probabilities do not 
change much due to the Increased H content. This agrees with occupation 
probabilities derived from the site energies of Fig. 41. Most H atoms 
remain in 4V sites, even at the higher H concentrations. It would be 
Interesting to see if motion between 4V tetrahedral sites alone can lead 
to long-range bulk diffusion (percolation) or if some occupation of lNb-3V 
sites would be necessary. 
The greater dependence of Eg on H concentrations above 0.1 in the 
50-50 alloy Is also consistent with Feenstra's model. The lNb-3V sites 
become filled, so H atoms begin to occupy and move between higher energy 
sites with apparently lower activation energies. This is shown more 
graphically in Fig. 36(b), which depicts the filling of sites with lower 
as the H content increases. Filling of the lNb-3V sites occurs at 
lover H concentrations in the Nb75V25 alloy, resulting in the substantial 
decrease in activation energy shown in Fig. 37(b) as H/M increases from 
0.01 to 0.1. 
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Finally, even though an activation-energy distribution could not be 
derived for NbgoVlO# the change in values with H concentration suggests 
an even greater dependence of Eq on H content in this alloy. Fig. 42(a) 
compares the H-concentration dependence of in NbgoVigHx to that in 
Nb75V2sHx. The change in R^ is much greater in the 90-10 alloy, even 
though the H content changes by only a third of that in the 75-25 alloy. 
Note also that compared to those in the 3% H sample, R^ values in 
Nb9oVioHoi are much closer to rates in the 75-25 alloys. These 
observations can be explained by again assuming that a small fraction of 
lNb-3V sites are filled by H concentrations of about 1 at. %, and that the 
remaining H atoms reside in 2Nb-2V sites with lower activation energies. 
Random ordering of V and Nb atoms would result in lNb-3V sites comprising 
0.36 X of all tetrahedral sites. Due to blocking effects, at most half of 
these sites can be occupied. With 6 tetrahedral sites per metal atom, a 
maximum H concentration of about 1 at. % could reside in these low-energy 
sites. In this case, the experimental observations seem to support such a 
random ordering of V and Nb atoms, rather than the non-random model used 
by Feenstra. (The site-energy probabilities (Fig. 41) for NbggVio could 
accommodate up to 3 at. % H atoms in the lowest energy sites, thereby not 
producing the large activation energy change with H concentration found 
experimentally.) 
A temperature-dependent occupation probability over the temperature 
range of the measured R^'s might explain the change in the Korringa 
constant, K, seen in Fig. 39. This change is too great to be accounted 
for by the slight decrease (apx. 5%) foundl43 iq the magnetic 
susceptibility of pure Nb. A more probable cause is the tendency for H 
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atoms to gather around V atoms at low temperatures. This could result in 
reduced low-temperature values of K, assuming that the greater electronic 
relaxation in the V-rich alloys also holds on a local level. This is not 
an unreasonable assumption, considering the theoretical work of Vargas et 
al.,12 who showed that the local electronic environment of H atoms in 
transition-metal alloys does Indeed depend on the nearest-neighbor metal 
atoms. 
I have not been able to extract with confidence a "trapping" energy 
for the lNb-3V sites in the 90-10 alloy. Fig. 42(b) clearly shows a break 
in Ri occurring around 180 K, although the exact cause of the break is not 
obvious. One possibility is that below 180 K relaxation is caused by H 
motion between two lNb-3V sites (which always come in pairs), whereas 
above 180 K H atoms begin hopping to higher energy sites. The thermally 
induced change in site occupation probabilities could also affect 
through the electronic relaxation rate. Problems with such an 
interpretation include the lack of any change in R2 around 180 K, and the 
apparantly higher activation energy at higher temperatures, (which could 
be possible if R| was due to hops in and out of trapping sites, rather 
that to hops between free (untrapped) sites). The break could also be 
caused by a more complex distribution of activation energies along with a 
more gradual change in R^g due to site occupation probabilities. Further 
measurements on several samples with varying H and V concentrations could 
perhaps decide between these two models and possibly use the structure of 
the Ri vs. 1/T curves to extract site occupation probabilities. 
The simple model that assumes a Gaussian distribution of site energies 
with a constant saddle point energy cannot predict the relaxation rates 
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found in the Nb-V-H alloys. Fig. 43(a) shows a typical result of attempts 
to fit the Ri curves with such a model, using the simplifying assumption 
of only one available H site per metal atom. In this particular case the 
parameters were Eq • -170 meV, a - 50 meV, Tq • 10^3 g-l, and M2 = 20 G^. 
All the generated curves had the same problem of predicting a faster decay 
of at low temperatures than that found experimentally. Such a result 
is not unexpected, since at low temperatures only those sites with larger 
activation energies will be populated. 
The low-temperature slope of the curves does not rule out all-
together a distribution of site energies. For illustrative purposes only. 
Fig. 43(b) shows a curve generated using a model with a Gaussian 
distribution of site energies, -Eg, and a Gaussian distribution of 
activation energies with constant width a and central value E^g = Eg, 
depending on the site. Only the H concentration and Korringa constant 
were changed in the NbgoVgo alloy with H/M ratios 0.1, 0.21, and 0.36. 
In each case the site energies had a central value Eg^ = -178 meV and 
width ffg = 35 meV; the activation energy width, e = 48 meV, and prefactor, 
Tq • 1.3*10^2 g-lp were constant for all sites. Although neither the fits 
nor the model justify granting too much significance to these specific 
parameters, the generated curve does suggest that site-energy 
distributions can indeed reproduce the H-concentration dependence of the 
Rl curves and still fit the low-temperature data. Furthermore, the Fermi 
energy of, for example, -206 meV in NbgoVso^Zl is quite close to the 
negative of the activation energy, 214 meV, in the same sample. This 
suggests that inclusion of thermal occupation probabilities need not 
significantly alter results of the conventional analysis, which uses a 
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distribution of barrier heights with assumed constant site energies. 
Comparison with other works 
Activation energies found from bulk diffusion and internal friction 
measurements are compared with this study's NMR results in Fig. 44. In 
any comparison, it should be remembered that single values are being used 
to represent a process governed by a distribution of parameters. 
Furthermore, while NMR and internal friction measure local hopping rates, 
the bulk diffusion rate is determined by additional factors, such as the 
filling of trapping sites, correlation factors, and percolation 
bottlenecks between regions of faster motion. All the measurements show 
the same general trends, with activation energies that peak in the NbygV^g 
alloy and that are always significantly larger than those in the pure 
metals. Best agreement is found from the simple approach that used only 
the NMR and internal friction peaks. Prefactors determined by this method 
generally agreed best with those found by internal friction, which could 
be 5 to 15 times smaller than those determined from pure NMR and bulk 
diffusion. The general agreement between results from this method and the 
other two techniques suggests that the same diffusion process is being 
measured in all three cases, at least up to the NMR peak temperature. 
The widest discrepancy between NMR results using a distribution of 
activation energies and those of the other methods occurs in the NbygV^g 
sample. This difference could arise for a number of reasons. First, an 
NMR prefactor 30 times that of the internal friction results reduces to 
some extent the difference in hopping rates suggested from comparison of 
the activation energies alone. Second, analysis of the internal friction 
differed somewhat from that of the NMR relaxation rates, in that 
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prefactors determined from the peaks of one sample were used to derive a 
general distribution of activation energies directly from the internal 
friction curves. Although the resulting distributions were generally 
similar to asymmetric Gaussians, some discontinuities in the distributions 
might affect the comparison with the smoother, restricted NMR 
distributions. 
More localized motion at low temperatures could also lead to higher 
apparent NMR activation energies. As discussed earlier, restricted motion 
can greatly reduce the rate of NMR relaxation. A higher activation energy 
would result if this reduction occurred in addition to the normal low-
temperature decrease in the motional caused by a slowing down of the 
hopping rate. Such an interpretation explains why the discrepancy between 
experimental methods is much smaller in the Nb25V75H]^ sample where, 
according to the previous model, the large number of low-energy sites 
would lead to less localized motion. A problem with this interpretation 
is the agreement between rates found by internal friction, which measures 
local hopping', and bulk diffusion results. The similarity of the measured 
rates suggests that long-range motion is still occurring in the 
temperature region of the internal friction measurements. 
Finally, it is possible that a change in activation energy is 
occurring at temperatures above the NMR peak. Such a change could be 
caused by, for instance, a transition from small-polaron adiabatic hopping 
at lower temperatures to hops over classical barrier heights at high 
temperatures. A more likely mechanism is hopping out of trapping sites 
that could be more common at higher temperatures. (The faster hopping 
into trapping sites that must accompany such a change would be too fast at 
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high temperatures to influence the relaxation rate.) 
Comparison with small-polaron predictions 
The two main differences between H motion in the pure metals and that 
in the disordered alloys are the increased activation energies (decreased 
hopping rates) and reversed H-concentration dependence. The activation 
energies in the distributions range from about the high-temperature value 
in pure Nb of 100 meV all the way to what would normally be considered a 
classical value of nearly 400 meV. The dependence on H concentration is 
probably best explained by a filling of sites with low energies, as 
discussed earlier. I'll note in passing that the increase in activation 
energy with Increasing H content in the pure metals is probably caused by 
attractive elastic Interactions between the H atoms. In the alloys, the 
lower temperatures of hydride formation suggest that such attractive 
interactions are not as strong as in the pure materials. The weaker H-H 
interaction could then by itself reduce the dependence of the activation 
energy on H content. 
The greater activation energies in the alloys can not be explained 
using the simplest small-polaron modification for hopping in disordered 
materials, (2.28), which includes only the difference between initial and 
final site energies. Using the high-temperature value of Eg = 106 meV in 
Nb, (2.28) predicts a value in the Nb-rlch alloys of 
- 106 [1 + (e^ - ej)/424]^ . (5.38) 
Using the (rather large) value Ac = eg - Gi = 70 meV results in a maximum 
activation energy E^ = 144 meV. Although probably an over-estimate, 
since such a large value of Ae would freeze out motion in the internal 
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friction and lover NMR temperature regions, this value of Eg is 
significantly smaller than the 230 meV found in NbygV^gHi (from bulk 
diffusion, internal friction, and internal friction with NMR). The 
discrepancy is even larger if the small-polaron value is compared to 
activation energies from the high-energy side of the distributions. 
While site energy differences may contribute to the spread of activation 
energies found in the alloys, they cannot explain the larger mean values. 
It is not terribly surprising that (5.38) fails to predict the change 
in Eg, since the equation is based on the assumption that other factors, 
most notably the lattice distortion and the tunneling matrix element, are 
the same in both ordered and disordered materials. The influence of 
disorder on both of these quantities cannot be readily estimated, but it 
must be quite substantial in order to produce the much slower hopping 
rates found in the alloys. It is perhaps significant that disorder 
results only in increased activation energies, 100 meV being the lower 
limit of the distributions in any of the alloys. 
Both the larger activation energies and prefactors suggest that 
mechanisms responsible for the activation energies of 40 meV in V and 60 
meV at low temperatures in Nb are not effective in the alloys. This 
might be expected if, as mentioned earlier, resonant vibration modes of H 
atoms are responsible for the low activation energies at low 
temperatures. If disorder were to destroy these resonant modes, perhaps 
through local oscillations of V atoms, the H atoms would need to hop via 
optical mode excitations, with activation energies closer to 100 meV, 
again corresponding to the lower limit of the alloy distributions. 
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CHAPTER 6. SUMMARY 
The results and accomplishments of this study of NMR proton 
relaxation rates in NbyVi.yH^ across the temperature range from 10 to 800 
K are covered below. 
1) A low-temperature NMR probe vas designed and built to perform 
measurements down to 7 K in low H-concentration samples without 
introducing unwanted proton resonance signals found in units with pyrex 
dewars. A design of the probe, which has been in successful operation 
for two years, can be found in Fig. 13. 
2) Unexpectedly large proton spin-lattice relaxation rates found in 
all samples with Nb, including NbHo.2> at frequencies, of 40 MHz and below 
have been explained by a process of dipolar cross relaxation between 
proton Zeeman energy levels and the combined Zeeman-quadrupole levels of 
Nb. This process, which has also been seen in Ta-H and Lu-H, could exist 
in many different materials, (including high-T^ superconductors with the 
ever-present quadrupolar CU nucleus). A semi-quantitative model 
developed to describe this process used a computer program, of some value 
in its own right, to calculate Zeeman-quadrupole energy levels, 
transition rates, and powder spectra, along with the cross-relaxation 
rates. The following points were found experimentally and interpreted 
using the model. 
a) Cross relaxation can occur even in unrotated polycrystalline 
samples if sufficient disorder is introduced by dislocations, domain 
boundaries, impurities, vacancies, etc. 
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b) Protons can cross relax to nuclei with quadrupole frequencies 
substantially lower than the proton Larmor frequency if the Zeeman 
interaction can sufficiently mix the energy levels to allow "forbidden" 
spin transitions of the quadrupolar nucleus. 
c) Spin-lattice relaxation rates resulting from cross relaxation can, 
but don't always, vary linearly with temperature, with or without a 
temperature-independent contribution as well. The temperature-dependence 
arises from relaxation to quadrupolar spins which cross-relax faster than 
they can exchange energy with the lattice. The temperature-independent 
contribution arises from slower relaxation to quadrupolar spins in 
equilibrium with the lattice. 
d) Even small amounts (1000 ppm) of spins with relatively large 
quadrupole splittings may cause significant cross relaxation at high 
frequencies, at which cross relaxation to the bulk of the spins is 
insignificant. 
3) Equations (5.31-33) were derived to find the effect of a 
distribution of transition frequencies on motional relaxation rates in 
two-spin systems. The equations were used to illustrate general features 
of the proton relaxation rates in Nb-Ho,2> in which the Nb transition 
frequencies are distributed due to the combined Zeeman-quadrupole 
interaction. Besides predicting a general enhancement of relaxation at 
low frequencies, the model also predicts a bump in the relaxation rate 
near the onset of motional narrowing, as seen experimentally in Nb-Ho.2* 
4) Phase boundaries (Figs. 28 and 29) in NbyVi.yHy were determined 
from the onset of a second component in the magnetization recovery curves 
as well as from the percent hydrogen found in the hydride phase from two-
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exponential fits to low-temperature recovery curves. The solvus of all 
samples occurred at lover temperatures in the pure metal-hydrogen 
systems. Samples with Nb concentrations of 50% or greater could retain 
substantial amounts of hydrogen in solid solution without precipitating 
hydride down to at least 10 K. There is some indication that micro-
domains of hydride may exist in NbgoVigH* for x < 7. 
5) Diffusion parameters of hydrogen in solid solution were determined 
from spin-lattice relaxation rates using a distribution of activation 
energies and also using a simple approach that combined NMR and internal 
friction peaks. The following results were found. 
a) Relaxation rates in all samples except NbggViQHx could be fit 
using asymmetric Gaussian distributions of activation energies with 
constant prefactors. The results are given in Table 2. The mean 
activation energies were all greater than those in Nb-H and V-H solid 
solutions, with the greatest activation energy found in NbygV^gHx. 
b) Activation energies obtained from the combined NMR and internal 
friction peaks followed the same trends and agreed with values obtained 
from internal friction and bulk diffusion measurements. Results are 
given in Table 3. 
c) An increase in activation energy with increasing H concentration 
was found in samples with Nb concentrations of 50 at. % and greater. 
This increase can be qualitatively explained by the low energies of 
tetrahedral sites with several V neighbors. Data in NbgoVioHy suggest 
that H atoms tend to occupy tetrahedral sites with three V nearest-
neighbors. No precise trapping energy was deduced. 
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d) A Gaussian distribution of site energies with a constant saddle-
point energy could not fit the relaxation data. Model calculations with 
distributed site and saddle-point energies demonstrated that the H-
concentration dependence of the relaxation rates can still arise from 
occupation probabilities of sites with different energies. 
e) Simple modifications of small-polaron theories which include only 
site energy differences cannot account for the large activation energies 
found in the random alloys. More complete theories which include the 
effects of disorder on tunneling matrix elements, self-trapping energies, 
and resonant H vibration modes would be needed to explain the change in H 
motion accompanying the introduction of disorder. 
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APPENDIX 
Table 4. Spark source mass spectrometric analysis of impurity 
concentrations in the vanadium used in the Nb-V-H alloys. 
All values are in atomic ppm. 
LI .8 BE <.01 B 3 C 78® 
N 6.6® 0 300* F <.4 NE <.3 
NA <.7 HG <5 AL <100 SI <200 
P 30 S 1 CL 0.4 AR 8 
K .9 CA 2.1 se <.09 TI 2 
CR <.5 MN <.06 FE 20 CO <.2 
NI 10 CU 1 ZN 1.1 GA <.09 
GE <.l AS .3 SE .06 BR <.06 
KR <.8 RB .06 SR <.l Y <.l 
ZR <.8 NB <1 MO 16 RU <.8 
RH <2 PD <.3 AG <.04 CD <.l 
IN <.05 SN <.l SB <.06 TE <.09 
I <.05 XE <.6 es <.005 BA <1 
HP <1 TA <3.6 W <2 RE <.7 
OS <.9 IR <.4 PT <5 AU <.l 
HG <.l TL <.07 PB <.2 BI <.05 
RA <.3 TH <.7 U <3 LA <.2 
CE <.2 PR <.2 ND <.7 SM <.5 
EU <.2 GD <2 TB <3 DY <.6 
HO <.3 ER <.9 TM <.2 YB <.8 
LU <.5 
^Value determined by Vah Chang Corp. 
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Table 5. Spark source mass spectrometrlc analysis of impurity 
concentrations in the niobium used in the Nb-V-H alloys. 
All values are in atomic ppm. 
LI .04 BE .01 B 2 C <230® 
N 200* 0 <290® F 1 NE <.09 
NA <1 MG <.07 AL 7 SI 60 
P <200 S .7 CL 1 AR <.9 
K 1 Ck <.09 se 20 TI 6 
V .30 CR 2 MN <.08 FE 6 
CO <3 NI 1 eu 30 ZN .12 
GA <.05 GE <.06 AS <.01 SE <.02 
BR <.03 KR <.l RB <.01 SR <.l 
Y <.8 ZR 740 MO 45 RU <.3 
RH <.06 PD <.6 AG <.2 CD <.05 
IN <.03 SN <.l SB <.04 TE <.05 
I .03 XE <3 es <.003 BA <.06 
HF <8.2 TA 720 W 60 RE <3 
OS <.5 IR <.2 PT .52 AU <.04 
HG <.06 TL <.04 PB .2 BI <.03 
RA < . 2  TH <4 U < . 2  LA < . 2  
CE <.l PR <.l ND < . 4  SN <3 
EU <.l GD < . 5  IB <.l DY .3 
HO <.l ER <4 TM <.l YB < . 2  
LU <.2 
*Value determined by Vah Chang Corp. 
