Ridge type estimators are used to estimate regression parameters in a multiple linear regression model when multicolinearity exists among predictor variables. When different estimators are available, preliminary test estimation procedure is adopted to select a suitable estimator. In this paper, two ridge estimators, the Stochastic Restricted Liu Estimator and Liu Estimator are combined to define a new preliminary test estimator, namely the Preliminary Test Stochastic Restricted Liu Estimator (PTSRLE). The stochastic properties of the proposed estimator are derived, and the performance of PTSRLE is compared with SRLE in the sense of mean square error matrix (MSEM) and scalar mean square error (SMSE) for the two cases in which the stochastic restrictions are correct and not correct. Moreover the SMSE of PTSRLE based on Wald (WA), Likelihood Ratio (LR) and Lagrangian Multiplier (LM) tests are derived, and the performance of PTSRLE is compared using WA, LR and LM tests as a function of the shrinkage parameter d with respect to the SMSE. Finally a numerical example is given to illustrate some of the theoretical findings.
Introduction
A common problem in a multiple linear regression model is a multicolllinearity. Some biased estimators are proposed to solve this problem such as the Ordinary Ridge Estimator (ORE) by Hoerl and Kennard [1] , the Restricted Ridge Estimator (RRE) by Sarkar [2] , the Liu Estimator (LE) by Liu [3] , the Restricted Liu Estimator (RLE) by Kaçiranlar, et al. [4] and the Stochastic Restricted Liu Estimator (SRLE) by Hubert and Wijekoon [5] . When different estimators are available the preliminary test estimation procedure is adopted to select a suitable estimator. The preliminary test approach was first proposed by Bancroft [6] and then has been studied by many researchers, such as Judge and Bock [7] , Wijekoon and Trenkler [8] and Saleh and Kibria [9] . Later Kibria and Saleh [10] have discussed the performance of preliminary test ridge estimators based on WA [11] , the LR [12] and the LM [13] tests. Then Yang and Xu [14] have introduced the preliminary test Liu estimators based on these three tests by combining the Restricted Liu Estimator (RLE) and the Liu Estimator.
In this paper, two ridge estimators, the Stochastic Restricted Liu Estimator and Liu Estimator are combined to define a new preliminary test estimator. The new PTSRLE is introduced and derives its stochastic properties in Section 2. The mean square error and scalar mean square error comparisons between PTSRLE and SRLE are carried out in Section 3. In Section 4 the SMSE of the PTSRLE based on WA, LR and LM tests are derived and the performance of the PTSRLE is compared using WA, LR and LM tests as a function of the shrinkage parameter d with respect to the Scalar Mean Square Error. Finally in Section 5, we illustrated these comparisons with a numerical example.
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where is an n × 1 observable random vector, X is an n × p known design matrix of rank p,  is a p × 1 vector of unknown parameters and  is an n × 1 vector of disturbances.
In addition to sample Model (1), let us be given some prior information about  in the form of a set of m independent stochastic linear restrictions as follows;
where is an m × 1 stochastic known vector is a m × p of full row rank with known elements,  is non zero m × 1 unknown vector and  is an m × 1 random vector of disturbances and is assumed to be known and positive definite. Further it is assumed that   is stochastically independent of  , i.e.,
Let us now turn to the question of the statistical evaluation of the compatibility of sample and stochastic information. The classical procedures is to test the hypothesis
under linear Model (1) and stochastic prior information (2) . The Ordinary Least Squares Estimator (OLSE) for the Model (1) and mixed estimator [15] due to a stochastic prior restriction (2) are given by 
Further, we can write (5) as follows
where,
which has a non-central ith 2 (10) and stochastic restricted Liu estimator
are combined to define the new preliminary test estimator (Preliminary Test Stochastic Restricted Liu Estimator (PTSRLE)) as (12) where,
is the shrinkage parameter. with  Then we can write (12) as follows
can be shown as follows
and
respectively, where,
Hubert and Wijekoon [5] have given the MSE and SMSE for SRLE as
Now we will see some properties of PTSRLE  Note that the PTSRLE reduces to the OSPE when
which is the MSE matrix of Liu estimator.
  
which is the MSE matrix of SRLE.
, and hence from (17), the MSE matrix of the PTSRLE tends towards that of the LE.
h3
.
Performance of the Proposed Estimator
In this section, we will compare the PTSRLE with the SRLE in the sense of mean square error matrix and scalar mean square error when stochastic restrictions are correct and not correct.  is said to be superior to  with respect to the MSEM criterion if and only if
Comparison between the PTSRLE and SRLE under MSE Criterion
In this subsection, we will compare the PTSRLE with SRLE under MSE criterion when the stochastic restrictions are correct and not correct. Consider the MSE difference between the PTSRLE and SRLE,
Theorem 3.1:
1) If the stochastic restrictions are true (i.e.,   );
the SRLE is always superior to the PTSRLE in the mean squared error matrix sense.
2) Under the assumption
the SRLE is not worse than the PTSRLE if and only if: 
) is nonnegative definite. Since is nonnegative definite, we can apply the lemma of [16] (see Appendix) to analyze the MSE matrix superiority of 
H G H
After some straightforward calculation we can show that
Using (24) and (25) we can easily prove that
To establish condition (1) in the lemma (see Appendix), we find
Hence, according to the lemma the mean square error matrix difference 
This completes the proof of theorem.
Comparison between the PTSRLE and SRLE under SMSE Criterion
In this subsection, we will compare the PTSRLE with the SRLE under SMSE criterion when stochastic restricttions are correct and not correct. If the stochastic restrictions are correct then
and consequently the SMSE difference between and 
, with . Then the SMSE difference between SRLE and PTSRLE can be written as
is the diagonal element of the matrix
. Therefore, the SMSE difference in (26) 
Now we summarize our findings: 
PTSRLE Based on WA, LR and LM Tests
In general, the finite sample test such as t or F was used to define the preliminary test estimator. Since these finite sample tests are not always available it is very useful to consider the preliminary test estimators based on the three tests WA, LR and LM. The WA test offers the advantage of only requiring estimates of the unrestricted model, whereas LR test requires estimates of both unrestricted and the restricted model. The LM test only requires estimates of the restricted model. In different situations, we may find one or the other of these tests which is easier to compute. Judge and Bock [7] have rewritten the model given in (1) and (2) 
respectively [18] .
H , the It's known that under the null hypothesis three test statistics have the same asymptotic chi-square distribution with degrees of freedom [18] . When the exact distribution is approximated by the asymptotic chisquare distribution, the critical value for an α-level test of 
2 
We can rewrite the SMSE difference in (32) as follow: *  2  2  2  2  2  1   2  2  *  2  2  2  2 , , From Figures 3 and 4 , we can notice that when is small, the WA test has the smallest SMSE than the other tests. When becomes large, the LM test has the smallest SMSE. Hence the data analysis supports the findings of this paper.
Conclusions
In this paper, we have introduced a new preliminary test estimator in a multiple linear regression model. When is small, the PTSRLE based on WA test has the smallest SMSE than the other tests. When becomes large, the PTSRLE based on LM test has the smallest SMSE. Moreover, for certain cases (Figures 1 and 2 ) the proposed estimator has the smallest SMSE. The results of 
