Unidimensional item response theory (IRT) models are useful when each item is designed to measure some facet of a unified latent trait. In practical applications, items are not necessarily measuring the same underlying trait, and hence the more general multiunidimensional model should be considered. This paper provides the requisite information and description of software that implements the Gibbs sampler for such models with two item parameters and a normal ogive form. The software developed is written in the MAT-LAB package IRTmu2no. The package is flexible enough to allow a user the choice to simulate binary response data with multiple dimensions, set the number of total or burnin iterations, specify starting values or prior distributions for model parameters, check convergence of the Markov chain, as well as obtain Bayesian fit statistics. Illustrative examples are provided to demonstrate and validate the use of the software package.
Introduction
Modeling the interaction between persons and items at the item level for binary or polytomous response data, item response theory (IRT) is a popular approach for solving various measurement problems, and has been found useful in a wide variety of applications in education and psychology (e.g., Embretson and Reise 2000; Kolen and Brennan 1995; Lord 1980; Wainer et al. 2000) as well as in other fields (e.g., Bafumi et al. 2005; Bezruckzo 2005; Chang and Reeve 2005; Feske et al. 2007; Imbens 2000; Sinharay and Stern 2002) . For dichotomously scored items, IRT relates the probabilistic 0/1 responses with the person's latent trait(s), θ i , and the item's characteristics, ξ j , in a way that where f can be a probit or logit function. It is noted that in the IRT literature, the probit model is generally referred to as the normal ogive model, and the logit model is referred to as the logistic model. Common IRT models assume one θ i parameter for each person, and are referred to as the unidimensional models, signifying that each test item measures some facet of the unified latent trait. It is necessary that a test assuming one dimension will not be affected by other dimensions. However, psychological processes have constantly been found to be more complex and an increasing number of measurements in education, psychology or other fields assess a person on more than one latent trait, or require response processes with different cognitive components. With regard to this, allowing separate inferences to be made about persons for each distinct latent dimension being measured, multidimensional IRT models have shown promise for dealing with such complexity in situations where multiple traits are required in producing the manifest responses to an item (Reckase 1997) . Often, however, a test involves several latent traits and each item measures one of them. The multidimensional model specific for this scenario is referred to as the so-called "multi-unidimensional IRT model" (Sheng and Wikle 2007) . In the literature, this model has been called the multidimensional model with simple structure (McDonald 1999) or the between-items multidimensional model (Adams et al. 1997 ). The shorter term "multi-unidimensional" is adopted in this paper to account for the fact that the overall test involves multiple traits, whereas each subtest is unidimensional. The multi-unidimensional model can be viewed as a special case of the multidimensional model. Their difference lies in the consideration whether individual test items measure one or multiple cognitive component(s), which is best understood from the factor analytic perspective. Analogously, multidimensionality is assumed if one believes that each test item has nonzero loadings on all factors extracted, and multi-unidimensionality is considered when the factor solution achieves a simple structure (that is, each item has nonzero loadings on only one of the factors). With respect to the latter, the latent dimensional structure should be specified a priori based on theoretical considerations. In particular, one has to decide on the number of latent traits the test is designed to measure and the specific items involved in measuring each distinct trait.
In situations where a test consists of several subtests with each being unidimensional, if it is a priori clear that all the latent traits being measured are highly correlated, a unidimensional IRT model may be assumed for the overall test because each specific trait can be viewed as some aspect of the unified latent dimension. On the other hand, if it is believed that the traits are not correlated, one may fit a unidimensional model for each subtest, as the subtests can be assumed to be independent from each other. These two approaches using the unidimensional model are, however, restricted in situations where the latent dimensions correlate in other ways. In many applications, prior information on the intertrait relation is not readily available. It is hence difficult to decide whether a unidimensional model for the overall test or for individual subtests is appropriate. The more general multi-unidimensional model, applicable in situations where the latent traits have various levels of correlations, should then be considered. Its advantage is further illustrated in a later section of this paper.
In IRT, parameter estimation offers the basis for its theoretical advantages, and hence has been a major concern in the application of IRT models. As the influence of items and persons on the responses is modeled by distinct sets of parameters, simultaneous estimation of these parameters results in statistical complexities in the estimation task, which have made estimation procedure a primary focus of psychometric research over decades (Birnbaum 1969; Bock and Aitkin 1981; Molenaar 1995) . With the enhanced computational technology, recent attention has been focused on a fully Bayesian approach using Markov chain Monte Carlo (MCMC; e.g., Chib and Greenberg 1995) simulation techniques, which are extremely general and flexible and have proved useful in practically all aspects of Bayesian inferences, such as parameter estimation or model comparisons. One of the simplest MCMC algorithms is Gibbs sampling (Casella and George 1992; Gelfand and Smith 1990; Geman and Geman 1984) . The method is straightforward to implement when each full conditional distribution associated with a particular multivariate posterior distribution is a known distribution that is easy to sample. Gibbs sampling has been applied to common unidimensional models (Albert 1992; Johnson and Albert 1999) using the data augmentation idea of Tanner and Wong (1987) . Lee (1995) further extended the approach of Albert (1992) and developed the Gibbs sampling procedure for the two-parameter normal ogive (2PNO) multi-unidimensional model, which was found to be more flexible and efficient compared with the conventional unidimensional model (Sheng and Wikle 2007) . As a natural extension of the conventional 2PNO IRT model, the 2PNO multi-unidimensional model generalizes the unidimensional model to be on the multi-unidimensional structure. It is hence considered as the standard conceptualization of multi-unidimensionality in IRT.
This paper provides a MATLAB (The MathWorks, Inc. 2007) package that implements Gibbs sampling for the 2PNO multi-unidimensional IRT model with the option of specifying noninformative or informative priors for item parameters. Section 2 reviews the model and briefly describes the MCMC algorithm implemented in the package IRTmu2no. In Section 3, a brief illustration is given of Bayesian model choice or checking techniques for testing the adequacy of a model. The package IRTmu2no is introduced in Section 4, where a description is given of common input and output variables. In Section 5, illustrative examples are provided to demonstrate the use of the source code. Finally, a few summary remarks are given in Section 6.
It has to be noted that more complicated MCMC procedures have to be adopted for the logistic form of IRT models (e.g., Patz and Junker 1999a,b) . As Gibbs sampling is relatively easier to implement, and the logistic and normal ogive forms of the IRT model are essentially indistinguishable in model fit or parameter estimates given proper scaling (Birnbaum 1968; Embretson and Reise 2000) , MCMC procedures for logistic models are not considered in this paper.
Model and MCMC algorithm
Multi-unidimensional models allow separate inferences to be made about a person for each distinct dimension being measured by a test item while taking into consideration the relationship between all latent traits measured by the overall test. Suppose a K-item test consists of m subtests, each containing k v dichotomous (0-1) items, where v = 1, 2, . . . , m. Let y vij denote the ith person's response to the jth item in the vth subtest, where i = 1, 2, . . . , n and j = 1, 2, . . . , k v . With a probit link, the 2PNO multi-unidimensional model is defined as
(e.g., Lee 1995; Sheng and Wikle 2007) , where θ vi is a scalar person trait parameter in the vth latent dimension, α vj is a positive scalar slope parameter representing the item discrimination, and β vj is a scalar intercept parameter that is related to the location in the vth dimension where the item provides maximum information.
To implement Gibbs sampling to the model, an augmented continuous variable Z is introduced so that Z vij ∼ N (η vij , 1) (Albert 1992; Lee 1995; Tanner and Wong 1987) , where η vij = α vj θ vi − β vj . Denote each person's latent traits measured by all test items as θ i = (θ 1i , . . . , θ mi ) , and specify a multivariate normal prior distribution for them so that θ i ∼ N m (0, P), where P is a covariance matrix with the variances being fixed at 1. It is noted that the proper multivariate normal prior for θ vi with their location and scale parameters specified to be 0 and 1, respectively, ensures unique scaling and hence is essential in resolving a particular identification problem for the model (see e.g. Lee 1995 , for a description of the problem). Further, it follows that the off-diagonal element of P is the correlation ρ st between θ si and θ ti , s = t. One may note that when ρ st = 1 for all s, t, the model reduces to the unidimensional 2PNO model, whose probability function is defined as
In addition, when ρ st = 0 for all s, t, the model is actually equivalent to fitting a 2PNO unidimensional model for each subtest. Hence, the two approaches using the unidimensional model can be viewed as special cases of the multi-unidimensional model. Moreover, introduce an unconstrained covariance matrix Σ, where Σ = [σ vv ] m×m , so that the constrained covariance matrix P can be readily transformed from Σ using
A noninformative prior can be assumed for Σ so that p(Σ) ∝ |Σ| − m+1 2 (Lee 1995) .
Hence, with prior distributions assumed for ξ vj , where ξ vj = (α vj , β vj ) , the joint posterior distribution of (θ, ξ, Z, Σ) is
where
is the likelihood function, with p vij being the probability function for the multi-unidimensional model as defined in (1).
The implementation of the Gibbs sampling procedure thus involves four of the sampling processes, namely, a sampling of the augmented Z parameters from
a sampling of person traits θ from
.., β vkv ) ; a sampling of the item parameters ξ from
, assuming noninformative uniform priors α vj > 0 and β vj ∝ 1, or from
; and a sampling of the unconstrained covariance matrix Lee 1995 , for a detailed derivation of the full conditional distributions). From each sampled Σ, the constrained covaraince matrix P can be obtained using (3). Hence, with starting values θ (0) , ξ (0) , and P (0) , observations (Z ( ) , θ ( ) , ξ ( ) , Σ ( ) , P ( ) ) can be drawn or tranformed iteratively from (6), (7), (8), (10) and (3) (or from (6), (7), (9), (10) and (3)), respectively.
This iterative process continues for a sufficient number of samples after the posterior distributions reach stationarity (a phase known as burn-in). The posterior means of all the samples collected after the burn-in stage are considered as estimates of the true model parameters (ξ, θ) and the hyperparameter (P). Similarly, their posterior standard deviations are used to describe the statistical uncertainty. However, Monte Carlo standard errors cannot be calculated using the sample standard deviations because subsequent samples in each Markov chain are autocorrelated (e.g., Patz and Junker 1999b) . Among the standard methods for estimating them (Ripley 1987) , batching is said to be a crude but effective method (Verdinelli and Wasserman 1995) and hence is considered in this paper. Here, with a long chain of samples being separated into contiguous batches of equal length, the Monte Carlo standard error for each parameter is then estimated to be the standard deviation of these batch means. The Monte Carlo standard error of the estimate is hence a ratio of the Monte Carlo standard error and the square root of the number of batches. More sophisticated methods for estimating standard errors can be found in Gelman and Rubin (1992) .
Bayesian model choice or checking
In Bayesian statistics, the adequacy of the fit of a given model is evaluated using several model choice or checking techniques, among which, Bayesian deviance and posterior predictive model checks are considered and briefly illustrated.
Bayesian deviance
The Bayesian deviance information criterion (DIC; Spiegelhalter et al. 1998 ) is based on the posterior distribution of the deviance. This criterion is defined as
is the posterior expectation of the deviance (with L(y|ϑ) being the model likelihood function, where ϑ denotes all model parameters) and p D = D − D(θ) is the effective number of parameters (Carlin and Louis 2000) . Further, D(θ) = −2 log(L(y|θ)), whereθ is the posterior mean. To compute Bayesian DIC, MCMC samples of the parameters, ϑ (1) , . . . , ϑ (G) , can be drawn using the Gibbs sampler, then D = 1/G(−2 log G g=1 L(y|ϑ (g) )). Small values of the deviance suggest a better-fitting model. Generally, more complicated models tend to provide better fit. Hence, penalizing for the number of parameters (p D ) makes DIC a more reasonable measure to use.
Posterior predictive model checks
The posterior predictive model checking (PPMC; Rubin 1984) method provides a popular Bayesian model checking technique that is intuitively appealing, simple to implement, and easy to interpret (Sinharay and Stern 2003) . The basic idea is to draw replicated data y rep from its posterior predictive distribution p(y rep |y) = p(y rep |ϑ)p(ϑ|y)dϑ, and compare them to the observed data y. If the model fits, then replicated data generated under the model should look similar to the observed data. A test statistic known as the discrepancy measure T (y, ϑ) has to be chosen to define the discrepancy between the model and the data. For each y rep drawn from the predictive distribution, the realized discrepancy T (y) = T (y, ϑ) can be compared with the predictive discrepancy T (y rep ) = T (y rep , ϑ) by plotting the pairs on a scatter plot. Alternatively, one can obtain a quantitative measure of lack of fit by calculating the tail-area probability or the PPP value (Sinharay et al. 2006 
To implement the method, one draws G samples from the posterior distribution of ϑ using Gibbs sampling. Then for each simulated ϑ (g) , a y rep(g) can be drawn from the predictive distribution so there are G draws from the joint posterior distribution p(y rep , ϑ|y). The predictive test statistic T (y rep(g) ) and the realized test statistic T (y) are computed and subsequently compared to provide graphical and numerical evidence about model inadequacy. Specifically, the proportion of the G simulated samples for which the replicated data could be more extreme than the observed data, i.e., 1/G G g=1 I(T (y rep(g) ) ≥ T (y)), provides an estimate of the PPP value. Extreme PPP values (close to 0 or 1) indicate model misfit. It has to be noted that although both are defined as tail-area probabilities, the PPP value has to be differentiated from the traditional hypothesis-testing p value in that the posterior predictive checking approach does not perform a hypothesis test (Gelman et al. 1996) . The choice of the discrepancy measure is critical in implementing this method. Sinharay et al. (2006) , after evaluating a number of discrepancy measures for assessing IRT models, concluded that the odds ratio for measuring associations among item pairs, T (y) = OR ij = n 11 n 00 n 01 n 10 , is powerful for detecting lack of fit when the model assumption is violated. Hence, this measure is adopted as the test statistic for the PPMC method in this paper.
Package IRTmu2no
The package IRTmu2no contains two major user-callable routines. A function for generating binary response data using the 2PNO multi-unidimensional IRT model titled, simmu2no, and a function that implements MCMC to obtain posterior samples, estimates, convergence statistics, or model choice/checking statistics, gsmu2no.
The function simmu2no has input arguments n, kv, r, and iparm for the number of respondents, the number of items in each subtest, the actual population correlation matrix for person latent traits, and user-specified item parameters, respectively. The optional iparm argument allows the user the choice to input item parameters for the model, or randomly generate them from uniform distributions so that α vj ∼ U (0, 2) and β vj ∼ U (−2, 2). The user can further choose to store the simulated person (theta) and item (item) parameters.
With the required user-input binary response data (y) and the optional number of items in each subtest (kv), the function gsmu2no initially reads in starting values for person and item parameters (th0, item0) and the person hyperparameter (sigma0), or sets them to be θ
5 (following Albert 1992) and P = I. It then implements the Gibbs sampler for the 2PNO multi-unidimensional IRT model by iteratively drawing random samples for the parameters from their respective full conditional distributions. The prior distributions for the item parameters can be noninformative (flat = 1, default) or informative (flat = 0). In the latter case, the user can specify any values of interest or use the default values, namely, µ αv = 0 and σ 2 αv = 1 for α vj (aprior), and µ βv = 0 and σ 2 βv = 1 for β vj (gprior). It is noted that the prior location and scale parameters for α vj or β vj can be set to be different across the m subtests. The algorithm continues until all the (kk) samples are simulated, with the early burn-in samples (burnin) being discarded, where kk and burnin can be 10, 000 and kk/2 (default) or any values of interest. It then computes the posterior estimates, posterior standard deviations, and Monte Carlo standard errors of the person (pparm), item (iparm) or intertrait correlation (rho) estimates. Posterior samples of these parameters can also be stored (samples) for further analysis.
In addition to Monte Carlo standard errors, convergence can be evaluated using the Gelman-Rubin R statistic (Gelman et al. 2004) for each model parameter. The usual practice is using multiple Markov chains from different starting points. Alternatively, a single chain can be divided into sub-chains so that convergence is assessed by comparing the between and within sub-chain variance. Since a single chain is less wasteful in the number of iterations needed, the latter approach is adopted to compute the R statistic (gr) with gsmu2no. The Bayesian deviance estimates, including D, D(θ), p D and DIC, can be obtained (deviance) to measure the relative fit of a model. Moreover, the PPMC method can be adopted using the odds ratio as the discrepancy measure so that PPP values (ppmc) are obtained to evaluate model misfit.
Extreme PPP values can be further plotted using the function ppmcplt, in which the threshold (crit) can be 0.01 (default) or any level of interest so that PPP values larger than 1 − crit/2 are denoted using the right triangle sign and those smaller than crit/2 are denoted using the left triangle sign. The functions' input and output arguments are completely specified in the m-files.
Illustrative examples
To demonstrate the use of the IRTmu2no package, simulated and real data examples are provided in this section to illustrate item parameter recovery as well as model comparisons. The code to reproduce the results of each example is provided in the m-file v28i10.m, which may also serve as a guide for the user of the Gibbs sampler with the 2PNO multi-unidimensional IRT model.
Parameter recovery
For parameter recovery, tests with two subtests were considered so that the first half measured one latent trait and the second half measured another. Three 1000-by-18 (i.e., n = 1000, m = 2, k 1 = 9, k 2 = 9, and K = 18) dichotomous data matrices were simulated from the 2PNO multi-unidimensional model where the actual correlation (ρ 12 ) between the two distinct traits (θ 1i , θ 2i ) was set to be 0.2, 0.5, and 0.8, respectively. The item parameters were taken from Li and Schafer (2005, p.11) , which are shown in the first column of Tables 1, 2 and 3. Gibbs sampling was subsequently implemented to recover model parameters assuming the noninformative or informative prior distributions described previously. The posterior means and standard deviations of item parameters (α v , β v ) as well as the intertrait correlation hyperparameter (ρ 12 ), together with their Monte Carlo standard errors of estimates and Gelman-Rubin R statistics were obtained and are displayed in the rest of the tables. The overall estimation accuracy was also evaluated using the average square error between the actual and estimated parameters, which is shown at the bottom of each table.
The Gelman-Rubin R statistic provides a numerical measure for assessing convergence for each model parameter. With values close to 1, it is determined that in the implementations of the Gibbs sampler, Markov chains reached stationarity with a run length of 10, 000 iterations and a burn-in period of 5, 000 iterations. Convergence can also be monitored visually using time series graphs of the simulated sequence, such as the trace plot, the running mean plot, and the autocorrelation plot shown in Figure 1 for one item. The autocorrelations between successive parameter draws became negligible at lags greater than 70. According to Geyer (1992) , burnin for a single chain should not take longer than the number of iterations required to achieve negligible autocorrelations. Indeed, the trace plot and the running mean plot both suggest that 5, 000 iterations were long enough for the chains to converge.
The results summarized in the three tables indicate that the item parameters as well as the intertrait correlation hyperparameter were estimated with enough accuracy, suggesting that the multi-unidimensional IRT model performs well in various test situations where the distinct latent dimensions have a low, medium or high correlation. In addition, the two sets of posterior estimates, resulted from different prior distributions, differ only slightly from each other, signifying that the posterior estimates are not sensitive to the choice of noninformative or informative priors for the slope and intercept parameters. This point is further supported by the small difference between the average square errors.
Model comparison
To illustrate the use of the Bayesian model choice or checking techniques for evaluating the relative fit of a model, three IRT models were considered in model comparisons, namely, the multi-unidimensional model, the unidimensional model, and a constrained multi-unidimensional 1.4072 0.0635 0.0030 1.002 0.7867 0.0502 0.0026 1.010 −0.6590 0.0658 0.0026 1.004 0.3957 0.0551 0.0025 1.009 1.5896 0.0789 0.0043 1.017 0.3631 0.0569 0.0025 1.010 0.8031 0.0596 0.0030 1.017 −0.3593 0.0529 0.0023 1.009 −0.3635 0.0529 0.0026 1.005 0.5096 0.0360 0.0019 1.006 Average square error = 0.0092 Table 2 : Posterior estimate, standard deviation (SD), Monte Carlo standard error of the estimate (MCSE) and Gelman-Rubin R statistic for α v , β v , and ρ 12 when the true intertrait correlation is 0.5 (chain length = 10, 000, burn-in = 5, 000). 1.4285 0.0631 0.0025 1.007 0.7369 0.0488 0.0014 1.003 −0.7461 0.0770 0.0065 1.053 0.3291 0.0515 0.0015 1.005 1.5721 0.0709 0.0035 1.007 0.3127 0.0580 0.0026 1.014 0.8851 0.0648 0.0031 1.008 −0.4712 0.0561 0.0022 1.011 −0.2850 0.0513 0.0018 1.003 0.7885 0.0297 0.0015 1.005 Average square error = 0.0097 Table 3 : Posterior estimate, standard deviation (SD), Monte Carlo standard error of the estimate (MCSE) and Gelman-Rubin R statistic for α v , β v , and ρ 12 when the true intertrait correlation is 0.8 (chain length = 10, 000, burn-in = 5, 000). model where θ i ∼ N m (0, I) (note that this model is equivalent to fitting the unidimensional model separately for each subtest because the latent traits are assumed to be uncorrelated, and hence it is denoted using "unidimensional model (2)" in the following discussion). As illustrated in Section 2, the latter two models can be viewed as special cases of the former where the latent traits have a perfect or a zero correlation. Three 1000-by-30 dichotomous data matrices were simulated from the 2PNO multi-unidimensional IRT model so that 15 items measured θ 1 and another 15 items measured θ 2 with their intertrait correlation ρ 12 being 0, 0.5, and 1, respectively. It is noted that although a 0 or 1 correlation is rarely observed in practice, it was considered here to illustrate extreme situations where the unidimensional model for the overall test or that for individual subtests would not be adequate. To generate the data matrices, item parameters were randomly drawn from the uniform distributions described in Section 4. The Gibbs sampler assuming noninformative priors for the item parameters was subsequently implemented so that 10, 000 samples were simulated with the first 5, 000 set to be burn-in. The Gelman-Rubin R statistics suggest that the chains converged to their stationary distributions within 10, 000 iterations. Hence, the Bayesian deviance estimates, including D, D(θ), p D and DIC, were obtained from each implementation and are displayed in Table 4 . It is clear from the table that after accounting for model complexity, the Bayesian DIC (column 5) estimates pointed to the more general multi-unidimensional model, even in ρ 12 =0 unidimensional model unidimensional model (2) Table 4 : Bayesian deviance estimates for multi-unidimensional (ρ 12 = 0, ρ 12 = 0.5) or unidimensional (ρ 12 = 1) data fitted with the three IRT models. situations where the test measured one common latent trait (ρ 12 = 1) or two completely different traits (ρ 12 = 0). It has to be noted that when data were clearly unidimensional, the difference between the DIC estimates for the unidimensional and the multi-unidimensional models was rather trivial. Thus, one may argue that these two models were essentially similar given that the small difference might not make a practical significance.
PPMC was also implemented to obtain PPP values for the three IRT models where odds ratios were used as the discrepancy measure. Graphical representations of extreme PPP values are shown in Figure 2 , where the upper diagonal is left blank for each plot due to symmetry. Here, with a threshold of 0.01, the plots indicate that the multi-unidimensional model had consistently fewer number of extreme predicted odds ratios and hence provided a description no worse, if not better than the other two models in all the three situations considered. On the other hand, the larger number of extreme PPP values clearly suggest the lack of fit of the unidimensinal model when ρ 12 = 0 (see Figure 2 (a)), and that of the unidimensional model (2) when ρ 12 = 1 (see Figure 2(h) ), which is consistent with the previous result using DIC. Interestingly, when ρ 12 = 0.5, the unidimensional model (2) outperformed the unidimensional model (see Table 4 and Figures 2(d) , 2(e)), suggesting that although fitting the unidimensional model to individual subtests is not the best approach, it tends to be more appropriate than fitting the unidimensional model to the overall test when the latent traits are believed to be moderately correlated.
Consistent with findings from Sheng and Wikle (2007) , the model comparison results based on the Bayesian deviance and PPMC criteria suggest that the multi-unidimensional IRT model is applicable in a wider range of test situations where the unidimensional model for the overall test or for individual subtests is not appropriate, and is even robust to the true process being unidimensional. Hence, allowing separate inferences made about a person's multiple traits while modeling their underlying structure, the multi-unidimensional model provides a better and more flexible way to represent test data not realized in the conventional IRT model. tation of the data. The three IRT models described in the previous section were then each fit to the CBASE data using Gibbs sampling with a run length of 10, 000 iterations and a burn-in period of 5, 000, which was sufficient for the chains to converge. The results with Bayesian deviance and PPMC, displayed in Table 5 and Figure 3 , respectively, suggest that with a smaller Bayesian DIC value and fewer number of extreme PPP values for odds ratios, the multi-unidimensional model provided a relatively better description of the data, even after taking into consideration model complexity. In addition, the unidimesnional model had a clearly better fit to the data than the unidimensional model (2), indicating that the two latent traits should have a correlation greater than 0.5. Hence, the actual latent structure for the CBASE data is closer to multi-unidimensional with the two subtests being moderately to highly correlated, and a unified English trait is not sufficient in describing the specific trait levels necessary for the "writing" and "reading" subtests.
Empirical example

Discussion
With functions for generating dichotomous response data from and implementing the Gibbs sampler for the 2PNO multi-unidimensional IRT model, IRTmu2no allows the user the choice to set the number of total or burn-in samples, specify starting values or prior distributions for model parameters, check convergence of the Markov chain, as well as obtain Bayesian model choice or model checking statistics. The package leaves it to the user to choose between noninformative and informative priors for the item parameters. In addition, the user can choose to set the location and scale parameters for the conjugate normal priors of α vj and β vj to reflect different prior beliefs on their distributions. For example, if there is a strong prior opinion that the item intercepts should be centered around 0, a smaller σ 2 βv can be specified in the gsmu2no function such that gprior=[zeros(m,1),0.5*ones(m,1)]. If, however, this prior opinion concerns with the item intercepts in the first subtest, not the entire test, the input argument becomes gprior=[zeros(m,1),[0.5; ones(m-1,1)]]. This way, different prior distributions can be specified for α vj or β vj across the m subtests.
One should note that during an implementation of the Gibbs sampler, if a Markov chain does not converge within a run length of certain iterations, additional iterations can be obtained by invoking the gsmu2no function with starting values th0, item0, and sigma0 set to be their respective posterior samples drawn on the last iteration of the Markov chain (see Sheng 2008 , for a demonstration of such procedure).
The illustrative examples provided in Section 5 deal with two subtests for simplicity. For tests with three or more subtests, IRTmu2no can be used in a similar fashion with possibly increased complexity and consequently a longer computing time. In addition, Bayesian deviance and PPMC are adopted in this paper to evaluate the goodness-of-fit of a candidate model. One may also want to consider Bayes factors, which provide more reliable and powerful results for model comparisons in the Bayesian framework. However, they are difficult to calculate due to the difficulty in exact analytic evaluation of the marginal density of the data (Kass and Raftery 1995) and hence are not considered in the paper. In addition, this paper adopts the Gelman-Rubin R statistic to assess convergence numerically. Its multivariate extension, the Brooks-Gelman multivariate potential scale reduction factor (Brooks and Gelman 1998) , may be considered as well.
