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Abstract
Deep neural networks are playing an important role in
state-of-the-art visual recognition. To represent high-level
visual concepts, modern networks are equipped with large
convolutional layers, which use a large number of filters
and contribute significantly to model complexity. For exam-
ple, more than half of the weights of AlexNet are stored in
the first fully-connected layer (4,096 filters).
We formulate the function of a convolutional layer as
learning a large visual vocabulary, and propose an alter-
native way, namely Deep Collaborative Learning (DCL),
to reduce the computational complexity. We replace a con-
volutional layer with a two-stage DCL module, in which
we first construct a couple of smaller convolutional layers
individually, and then fuse them at each spatial position to
consider feature co-occurrence. In mathematics, DCL can
be explained as an efficient way of learning compositional
visual concepts, in which the vocabulary size increases
exponentially while the model complexity only increases
linearly. We evaluate DCL on a wide range of visual recog-
nition tasks, including a series of multi-digit number clas-
sification datasets, and some generic image classification
datasets such as SVHN, CIFAR and ILSVRC2012. We
apply DCL to several state-of-the-art network structures,
improving the recognition accuracy meanwhile reducing the
number of parameters (16.82% fewer in AlexNet).
1. Introduction
Image classification is a fundamental problem in com-
puter vision. With the availability of large-scale image
datasets [6] and powerful computational resources such as
modern GPUs, it is possible to train a convolutional neural
network (CNN) [21] which significantly outperforms the
conventional models like the Bag-of-Visual-Words [5].
Most CNN architectures contain convolutional (or fully-
connected) layers with a large number of filters, which
are designed to capture the increasing number of mid-
level or high-level visual concepts. These layers contribute
significantly to model complexity. As an example, the
first fully-connected layer of AlexNet [21] contains 4096
filters, requiring 37.75M parameters (more than 60% of the
parameters used in the entire network). We formulate the
function of a convolutional layer as learning a large visual
vocabulary, in which each filter is used to detect a specific
visual concept via template matching. Note that some
previous work trains a large visual vocabulary [17] using the
composition of several small ones. This idea is successfully
applied to approximate nearest neighbor search [10][50],
image classification [34] and retrieval [18]. We borrow
this idea to reduce the computational complexity of the
convolutional layers.
Our algorithm is named Deep Collaborative Learning
(DCL). It is a generalized module which applies to a wide
range of network structures. The idea is very simple: a large
convolutional layer can be simulated with the combination
of several small convolutional layers. As illustrated in Fig-
ure 1, DCL is a two-stage module to replace a convolutional
layer. At the first stage, we individually construct several
convolutional layers with the same spatial resolution. These
branches are fused at the second stage, which involves lin-
ear weighting followed by element-wise operation at each
spatial position. In mathematics, DCL can be explained
as an efficient way of constructing a compositional visual
vocabulary, in which we spend linear complexity to increase
the vocabulary size exponentially.
We evaluate DCL on a wide range of visual recognition
tasks. First, we generate a series of multi-digit number
classification datasets by pasting random MNIST digits
into a fixed spatial layout (see Section 4.1 for details). We
keep the number of training images unchanged, although
the number of categories grows exponentially. DCL works
better than conventional models because of two factors.
First, DCL enjoys a lower risk of over-fitting, especially in
the scenario that the amount of training data is limited. Sec-
ond, as shown in visualization, DCL uses different branches
to learn complementary visual concepts, so that they can
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be combined to represent the large but decomposable set
of visual categories. We also apply DCL to some state-
of-the-art network structures, and achieve high accuracy on
some generic recognition tasks, including SVHN, CIFAR
and ILSVRC2012.
The remainder of this paper is organized as follows.
Section 2 briefly reviews related work. The Deep Collab-
orative Learning (DCL) module is presented in Section 3.
In Section 4, we evaluate DCL on a wide range of visual
recognition tasks. Conclusions are drawn in Section 5.
2. Related Work
2.1. Convolutional Neural Networks
The Convolutional Neural Network (CNN) is a hier-
archical model for large-scale visual recognition. It is
based on the observation that a network with enough
neurons is able to fit complicated image data distribu-
tion. Recently, the availability of large-scale training data
(e.g., ImageNet [6]) and powerful GPUs make it possible
to train deep CNNs [21] which significantly outperform
conventional approaches such as the Bag-of-Visual-Words
(BoVW) model [5]. A CNN is composed of several stacked
layers. In each of them, responses from the previous layer
are convoluted with a filter bank and activated by a differ-
entiable non-linearity. Hence, a CNN can be considered as
a composite function, which is trained by back-propagating
error signals defined by the difference between supervision
and prediction at the top layer. Efficient methods were
proposed to help CNNs converge faster and prevent over-
fitting, such as ReLU activation [21], batch normaliza-
tion [16], Dropout [14] and DisturbLabel [45]. It is be-
lieved that deeper networks may produce better recognition
results [36][37][13].
The intermediate responses of CNNs, a.k.a., deep fea-
tures, serve as effective image descriptions [7]. They can be
used in a wide range of computer vision tasks, including
image classification [7][46][44], image retrieval [32] and
object detection [11]. A discussion of how different CNN
configurations impact deep feature performance is available
in [3].
2.2. Learning Structured Visual Concepts
We aim at learning structured visual concepts, which is
related to two research topics, i.e., part-based compositional
models and component-based visual vocabulary construc-
tion.
The part-based compositional models play an impor-
tant role in object recognition and detection. It is mo-
tivated by the fact that most objects can be decomposed
into some functional sub-pieces named parts. To learn
a flexible model to organize these parts, the Deformable
Part Model (DPM) [8] optimizes an objective function to
consider both unary (appearance) terms and binary terms
(spatial relationship) terms. The detected parts are useful
for object recognition, especially in the fine-grained sce-
narios [1][2][9][43]. Part-based models can be integrated
into deep convolutional neural networks, either for object
recognition [49][41], semantic part detection [39] or human
pose estimation [4]. There are also efforts at relating in-
termediate neural responses to object parts [35][40]. This
work focuses on learning structured visual representation.
Compared to training a compositional model, we introduce
stronger prior to facilitate explicit concept decomposition.
When there is the necessity to construct a very large
visual vocabulary, an efficient strategy is to train a set of
small vocabularies, and combine them to obtain a large
one. Motivated by this idea, Product Quantization (PQ) [17]
partitions each vector into T segments, trains a small code-
book on each segment independently, and approximates
a vector by the concatenation of T quantized codes. To
reduce quantization error, efforts are made to weaken the
orthogonal constraints [10], leading to composite quantiza-
tion methods [31][50]. In this work, we borrow this idea to
allow deep networks to simulate a large convolutional filter
bank with several smaller ones.
Our work is also closely related to bilinear CNN [28], a
recent model which trains pairwise discriminative features
and assembles them of matrix multiplication. This works
well especially in fine-grained visual recognition, but also
brings considerable computational overheads. In compari-
son, our algorithm makes a reasonable assumption to reduce
the computational costs significantly.
3. Deep Collaborative Learning
This section presents the Deep Collaborative Learning
(DCL) module. The motivation is to use the combination
of several small visual vocabularies to simulate the perfor-
mance of a large vocabulary. This module is especially use-
ful in replacing a convolutional layer with a large number of
filters, e.g., the fully-connected layers used in many network
structures.
3.1. Formulation
We start with a hidden network layer X. X is a 3D
neuron cube with W1 × H1 ×K1 neurons, where W1 and
H1 are the width and height of the data cube, and K1 is the
number of channels. We aim at producing a target layer Z
withW2×H2×K2 neurons. This is originally implemented
as a convolutional layer withK2 kernels (filters). Let p ∈ P
be a spatial position in the layer Z, where |P| =W2 ×H2,
and k ∈ {1, 2, . . . ,K2} be the index of a output channel,
the convolutional operation can be formulated as zp,k =
σ
(
θ>k xp
)
. Here, θk is the k-th filter, and xp is the data
cube at the layer X corresponding to the position p. σ(·) is
......
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Figure 1. Illustration of the original convolution (left) and the
proposed Deep Collaborative Learning (DCL) module (right). We
also compare the number of parameters and computational com-
plexity of both models. For simplicity, we assume all branches
have the same number of filtersM .
the ReLU activation function [21].
Instead of constructing K2 filters directly, DCL adopts
a compositional strategy to perform this task. This is mo-
tivated by some previous work [17][50] in constructing a
large vocabulary for high-dimensional visual descriptors. A
DCL module consists of two stages, i.e., branch construc-
tion and concept fusion.
At the first stage, branch construction, T intermediate
branches are generated. Each of them, denoted as Y(t), has
W2 ×H2 ×M (t) neurons, t = 1, 2, . . . , T . For simplicity,
we assume these branches have the same spatial resolution
as the original output layerZ, i.e., the setP is shared among
Z and all Y(t)’s. This is easily implemented by using the
same convolutional kernel size and spatial stride. Following
the above definitions, the convolutional operation can be
denoted as y(t)p,m = θ(t)>m xp, m = 1, 2, . . . ,M
(t) After this
stage, at each positions p, we obtain T vectors, and the t-th
of them is y(t)p ∈ RM(t) .
At the second stage, concept fusion, we combine T
vectors together at each position p individually. Recall that
DCL is a replacement of the original convolutional layer,
therefore we simply keep the number of output channels,
i.e., K2, unchanged. Thus, we need a mapping function
f : R
∑
tM
(t) → RK2 . In practice, this is implemented by
fully-connecting each y(t)p ∈ RM(t) to a K2-dimensional
vector v(t)p ∈ RK2 , i.e., v(t)p = σ
(
W(t)>y(t)p
)
, and
performing an element-wise multiplication followed by T -
th root to fuse all v(t)p ’s together, i.e., zp,k = T
√∏
tv
(t)
p,k + ε.
Here,W(t) is a weighting matrix withM (t)×K2 elements,
and ε = 10−T is a small floating point number to avoid
numerical instability in gradient computation.
The comparison between an original convolutional layer
and a DCL module is illustrated in Figure 1. The number of
branches T and the number of filters in each branch M (t)
are hyper-parameters, which need to be investigated in later
experiments (see Section 4.1).
3.2. Learning Compositional Visual Concepts
We show that DCL is able to learn visual concepts in a
compositional manner. We investigate an output unit zp,k >
0, so that for all t = 1, 2, . . . , T , σ
(∑M(t)
m(t)=1W
(1)
k,i y
(1)
p,i
)
>
0, thus σ
(∑M(t)
m(t)=1W
(1)
k,i y
(1)
p,i
)
=
∑M(t)
m(t)=1W
(1)
k,i y
(1)
p,i . Fol-
lowing the formulation and ignoring the ε term, we have:
zTp,k =
T∏
t=1
 M(t)∑
m(t)=1
W
(t)
k,i y
(t)
p,i

=
M(1)∑
m(1)=1
· · ·
M(T )∑
m(T )=1
T∏
t=1
W
(t)
k,m(t)
T∏
t=1
y
(t)
p,m(t)
=
M(1)∑
m(1)=1
· · ·
M(T )∑
m(T )=1
T∏
t=1
W
(t)
k,m(t)
T∏
t=1
σ
(
θ
(t)>
m(t)
xp
)
.
We focus on the last term
∏
tσ
(
θ
(t)>
m(t)
xp
)
, which is the
multiplication of T convolutional results on the same in-
put patch xp. To obtain a positive value, each θ
(t)>
m(t)
xp
should be positive, which means that all T filters are fired
at position p. Note that the above formula enumerates
all
∏
tM
(t) combinations of
(
m(t)
)T
t=1
, or equivalently,
we consider
∏
tM
(t) compositional filters. Although this
number grows exponentially with T , the model complexity
merely increases linearly.
3.3. Relationship to Other Work
DCL is closely related to the Bilinear-CNN (BCNN)
model [28]. Both models are motivated by the need of
integrating different sources of visual features. To directly
compare to BCNN, we set T = 2 in DCL. Note that BCNN
also specifies a set P of spatial positions and uses two pre-
trained networks for feature extraction. The difference lies
in the method of feature fusion, i.e., the concept combina-
tion stage in DCL.
At each spatial position p ∈ P , BCNN extracts two types
of features y(1)p ∈ RM(1) and y(2)p ∈ RM(2) , respectively,
and computes the outer-product y(1)p ⊗ y(2)p ∈ RM(1)·M(2) .
Then, the product is fully-connected to a vector zp ∈ RK2
at the next stage with a weight matrix U ∈ RM(1)·M(2)·K2 .
For an element zp,k in zp, its value is defined as zp,k =∑
i,jUi,j,ky
(1)
p,i y
(2)
p,j . DCL works in a different manner. After
y
(1)
p ∈ RM(1) and y(2)p ∈ RM(2) are computed, they are first
fully-connected to the next stage with two weight matrices
W(1) ∈ RM(1)·K2 and W(2) ∈ RM(2)·K2 , then fused via
element-wise multiplication followed by taking the square
root. Hence, an element zp,k in the vector zp takes the form
zp,k =
√(∑
iW
(1)
p,i y
(1)
p,i
)
·
(∑
jW
(2)
p,j y
(2)
p,j
)
.
If Up,i,j = W
(1)
p,i ×W (2)p,j holds for any (i, j), we have∑
i,jUp,i,jx
(1)
p,ix
(2)
p,j =
(∑
iW
(1)
p,i x
(1)
p,i
)
·
(∑
jW
(2)
p,j x
(2)
p,j
)
.
This means that DCL is a constrained case of BCNN, which
assumes the decomposable property of the weights. To il-
lustrate this, we explain the neural responses at the position
p, i.e., x(1)p and x
(2)
p , as some types of visual attributes.
As an example, let x(1)p and x
(2)
p represent color and shape
features at the given position, respectively. Consider two
colors, red and blue, and two shapes, triangle and square,
and their combination produces 2× 2 = 4 compound visual
concepts. Using BCNN, these four compound concepts
may be assigned independent weights. Using DCL, on
the other hand, the weights are constrained, e.g., if a red
triangle is 50% more important than a red square (i.e., the
weight on a triangle is 50% higher than the weight on a
square), then a blue triangle is also 50% more important
than a blue square. Although this constraint applies to
each single filter, the ratio can vary from filter to filter,
e.g., in another filter, the weight on a triangle may be 30%
lower than the weight on a square. Such an assumption
is reasonable, since each filter often focuses on a specific
combination of visual attributes, and the preference within
one attribute is often independent to the preference of other
attributes. This assumption, on the other hand, brings the
benefit of a reduced number of parameters. For each of the
K2 filters, BCNN requiresM (1) ·M (2) weights, while DCL
only needs M (1) + M (2). In our experiments, M (1) and
M (2) are always large (e.g., tens or hundreds), thus using
DCL leads to a less complicated model and, consequently,
less risk of over-fitting.
In another perspective, DCL increases the depth of the
network but decreases the number of parameters. This
is achieved by decomposing the visual vocabulary in the
channel domain. A similar effort is made by VGGNet [36],
which uses two consecutive 3 × 3 layers to simulate the
performance of a 5 × 5 layer. This is to decompose the
vocabulary in the spatial domain.
3.4. Computational Complexity
We analyze the number of trainable parameters and
the computational complexity of the original convolutional
layer and DCL. Denote u × u as the kernel size used
in original convolution (X ⇒ Z) and each of the in-
termediate branches (X ⇒ Y(t), t = 1, 2, . . . T ). An
original convolutional layer requires u2K1K2 parameters,
and O
(
u2W2H2K1K2
)
complexity, while a DCL mod-
ule requires u2K1
∑
tM
(t) + K2
∑
tM
(t) parameters, and
O
(
u2W2H2K1
∑
tM
(t) +W2H2K2
∑
tM
(t)
)
complexity.
Note that u2K1
∑
tM
(t) +K2
∑
tM
(t) 6 u2K1K2 is
equivalent to u2W2H2K1
∑
tM
(t) +W2H2K2
∑
tM
(t) 6
u2W2H2K1K2.
We discuss the above inequality for some special cases.
If u > 3 and K1 ≈ K2 (a common setting before the fully-
connected layers), then u2K1  K2, and so we can ignore
the second term in the left-hand side yielding
∑
tM
(t) <
K2. If u = 1 (a regular case between fully-connected layers
where the spatial resolution of convolution is 1 × 1), the
inequality becomes (K1 +K2)
∑
tM
(t) 6 K1K2. If we
further have K1 = K2, then 2×
∑
tM
(t) 6 K1 = K2. In
experiments, we always set
∑
tM
(t) 6 K2/2 to guarantee
reduced complexity.
3.5. Training a Multi-Branch Model
In training a DCL model with more than two interme-
diate branches (T > 2), the high-order root operation may
cause instable numerical issues. To deal with this, we sug-
gest a stochastic training strategy, which is opposite to the
original deterministic structure. In each training iteration,
we randomly activate 2 out of T branches, and temporarily
disable other branches. This is to say, we only allow the
parameters in the active branches to be trained in each
iteration. In the testing phase, we compute the expectation
of such random selection. This is done by enumerating
all
(
T
2
)
branch pairs and computing the averaged neural
responses over all these choices.
Besides the numerical issue, the stochastic strategy
brings two benefits. First, the network structure used in each
training iteration is different, which helps prevent over-
fitting. Second, as T goes up, it becomes more difficult
for all T filters to fire at a spatial position. The stochastic
strategy considers a pair of filters at each time, possibly
giving a neuron positive response when 2 out of T filters
are fired. The effectiveness of this strategy is verified in
experiments (see Section 4.1.2).
4. Experiments
4.1. Multi-Digit Number Classification
We first evaluate DCL on multi-digit number classifica-
tion to show its ability in discovering feature co-occurrence.
4.1.1 Dataset Construction
We construct 5 two-digit and 10 three-digit datasets based
on the basic MNIST [23]. These datasets differ from each
other in many aspects, including the central position of each
digit, the scaling, rotation and flipping properties of each
digit, and if additional noise is added to the image. We gen-
erate the training and testing subsets of each dataset using
MNIST-II-01 MNIST-II-02 MNIST-II-03 MNIST-II-04 MNIST-II-05
MNIST-III-01 MNIST-III-02 MNIST-III-03 MNIST-III-04 MNIST-III-05
MNIST-III-06 MNIST-III-07 MNIST-III-08 MNIST-III-09 MNIST-III-10
Figure 2. Configuration and sample images for 5 two-digit recognition and 10 three-digit datasets. A digit may undergo various types of
variations, including scale variance, slight rotation and flipping. Additional noise may also be added. A larger dataset ID implies a higher
level of difficulty (see Table 1 for reference).
only the training and testing data of MNIST. Although the
number of categories increases significantly (100 for two-
digit set and 1,000 for three-digit sets), we keep the amount
of training (60,000) and testing (10,000) images unchanged.
This increases the risk of over-fitting for the network models
with large numbers of parameters.
The configuration and example images of these multi-
digit datasets are shown in Figure 2. When we need to
generate a number, we first randomly sample each of its
digit from the given (training or testing) set, segment them
from the original image, and assemble them into the target
image. The geometric property of each digit (i.e., central
position, scaling, rotation and flipping) are determined by
the fixed configuration of each dataset but may undergo
slight random variation. In some cases, neighboring digits
may overlap with each other, which increases the difficulty
of recognition. Finally, we compute the minimal bounding
box of the multi-digit number, and rescale it into 28 × 28
(the same size as the original MNIST dataset).
4.1.2 Baseline and Oracle
We use LeNet [22] as our baseline. This is a shallow
network with two convolutional layers, two pooling layers
and two fully-connected layers. The network architecture
can be abbreviated as:
C5@20-MP2S2-C5@50-MP2S2-FC500-D0.5-OUT.
Here, C5@20 is a convolutional layer with a kernel size
5, a default spatial stride 1 and the number of kernels 20;
MP2S2 is a max-pooling layer with a kernel size 2 and a
spatial stride 2, FC500 is a fully-connected layer with 500
outputs, and D0.5 is a Dropout layer with a drop ratio 0.5.
OUT is the output layer, i.e., a fully-connected layer with a
proper number (100 or 1,000) of filters.
We try different model options and parameters, i.e.,
replacing different fully-connected layers (the first and/or
the second) with DCL, constructing different numbers of
branches (two or three), and, in the case of three branches,
using either the deterministic or stochastic training strategy
as described in Section 3.5. Each branch in DCL contains
1/5 of the original number of filters. We denote the first
and second fully-connected layers as A and B, respectively,
and use 2, 3D and 3S to represent training two branches
or three branches with different strategies. To summarize,
the six DCL models can be denoted as DCL-A2, DCL-
A3D, DCL-A3S, DCL-B2, DCL-B3D and DCL-B3S, re-
spectively.
We also compare DCL with the so-called oracle algo-
rithm, which works by training two or three sub-classifiers,
each of which for one digit individually, and combining
their prediction as the final classification result. Note
that this classifier uses strong prior knowledge (each num-
ber consists of into several digits), and designs a specific
scheme which cannot be generalized to other classification
problems. Although it is not fair in direct comparison with
DCL, the oracle algorithm provides an upper-bound of the
recognition accuracy.
Results are summarized in Table 1. First, we observe
that the oracle algorithm produces much higher classifica-
tion accuracy than the baseline model. The benefit mainly
comes from the extra knowledge, which decomposes the
complicated problem into several sub-classifiers, each of
which only needs to distinguish 10 classes, reducing the
recognition difficulty significantly. However, such a method
cannot be applied to generic classification problems. DCL,
on the other hand, does not assume and rely on any extra
information, but only designs a compositional structure to
facilitate the network to discover feature co-occurrence.
Adding DCL on the first fully-connected layer consistently
improves the baseline performance on every dataset. In
some situations, e.g., MNIST-III-05, the best DCL model
is even comparable to the oracle.
Dataset Baseline Oracle Deep Collaborative Learning (DCL)A2 A3S A3D B2 B3S B3D
MNIST-II-01 1.96(03) 1.07(04) 1.76(03) 1.73(04) 1.85(09) 2.15(06) 2.11(07) 2.12(12)
MNIST-II-02 2.58(07) 2.02(11) 2.38(05) 2.36(06) 2.40(10) 2.56(06) 2.46(04) 2.50(05)
MNIST-II-03 2.99(07) 2.12(15) 2.80(06) 2.76(14) 2.76(05) 3.17(15) 3.09(05) 3.08(15)
MNIST-II-04 3.55(11) 2.85(09) 3.31(10) 3.31(06) 3.44(06) 3.67(15) 3.44(02) 3.54(11)
MNIST-II-05 5.10(14) 4.23(06) 4.86(15) 4.86(13) 4.94(14) 5.86(17) 5.81(05) 5.91(18)
MNIST-III-01 3.08(14) 2.15(08) 2.82(07) 2.71(06) 2.82(05) 2.96(14) 2.91(08) 3.00(10)
MNIST-III-02 5.38(16) 3.39(09) 4.73(15) 4.54(09) 4.81(05) 5.09(08) 5.08(05) 5.46(22)
MNIST-III-03 6.30(13) 4.93(18) 5.76(12) 5.73(08) 5.72(05) 6.14(17) 6.31(12) 6.48(10)
MNIST-III-04 7.81(16) 5.64(22) 7.22(11) 7.19(05) 7.25(16) 5.75(17) 5.65(16) 5.79(24)
MNIST-III-05 7.88(20) 7.08(15) 7.33(11) 7.20(19) 7.39(10) 7.71(09) 7.64(13) 7.98(21)
MNIST-III-06 8.03(16) 5.52(11) 7.31(12) 7.08(20) 7.26(07) 5.52(20) 5.63(05) 5.79(28)
MNIST-III-07 8.98(30) 7.59(22) 8.41(25) 8.38(14) 8.47(34) 8.87(30) 8.95(21) 9.09(28)
MNIST-III-08 9.57(19) 8.22(16) 8.94(19) 8.88(11) 8.94(08) 9.60(17) 9.49(14) 9.79(20)
MNIST-III-09 10.08(27) 9.34(15) 9.86(17) 9.71(16) 9.90(14) 10.07(43) 9.93(08) 10.03(28)
MNIST-III-10 10.12(25) 7.61(12) 9.17(12) 9.14(07) 9.19(07) 9.74(27) 9.97(10) 10.11(31)
Table 1. Classification error rates (%) on the multi-digit datasets. Please refer to the texts for detailed model configurations.
4.1.3 Parameters and Complexity
We discuss on the impact of some model options.
• The layer replaced by DCL. We find that adding
DCL on the first fully-connected layer always out-
performs the baseline. Adding DCL on the second
fully-connected layer makes the model instable, i.e.,
sometimes it is significantly better (e.g., MNIST-III-
06), sometimes it is even worse than the baseline (e.g.,
MNIST-II-05). Motivated by this, we do not try to
replace two fully-connected layers simultaneously.
• The number of branches and the training strat-
egy. On all three-digit datasets, the three-branch mod-
els work better than the two-branches models sig-
nificantly. However, the advantage becomes much
smaller when the models are evaluated on two-digit
datasets. This suggests that the complexity of the
designed structured model should be related to the
difficulty of the dataset. We can certainly design a
over-complicated model to deal with a simple task, but
the increasing number of parameters may incur over-
fitting (see later experiments). This is the reason why
we do not train models with more than three branches.
On the other hand, the stochastic training strategy often
works better than the deterministic strategy, which
works by randomly switching off branches and reduc-
ing the number of parameters in each iteration.
• The number of filters in each branch. We evalu-
ate the DCL-A2 model on the most difficult three-
digit dataset (MNIST-III-10). Results with respect to
different parameters are shown in Figure 3. We can
see that the classification accuracy goes up with the
increasing amount of filters. However, a large filter
bank does not help much in recognition meanwhile
brings heavier computational overheads.
In the later experiments on generic classification, we will
preserve the best options learned here, i.e., replacing the
first fully-connected layer with DCL, using three branches
(as natural image often contains complicated situations)
with the stochastic training strategy.
Finally, on the most challenging MNIST-III-10 dataset,
we plot the training and testing curves of the baseline and
three DCL models in Figure 4. Not surprisingly, by re-
ducing the number of parameters, DCL largely alleviates
the over-fitting phenomenon in the training process. This
is especially useful when the amount of training data is
limited.
4.1.4 Learning Complementary Visual Knowledge
We show that DCL is able to learn complementary visual
knowledge. To this end, the DCL-A2 and DCL-B2 models
trained on the MNIST-II-05 dataset are investigated. We
show some statistics of the first filter in each DCL module,
including the fused response z and the individual responses
v(1) and v(2). We feed all 10,000 testing images to these
filters, obtain 10,000 results for z, v(1) and v(2), respec-
tively. These values grouped using the ground-truth label
(the number, the tens digit and the unit digit). In Figure 5,
we plot the average responses of z on different numbers
(100 classes) and the average responses of v(1) and v(2) on
different digits (10 classes).
We can observe that each fused filter strongly responds
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Figure 5. Average neural responses over 100 classes using two filters (best viewed on color PDF). Each fused filter gets high responses in
a specific class (marked in red). In the subplot of each branch (separate filter), the red bar indicates the highest response, and the green bar,
if necessary, indicates a different unit that contributes to the highest response in fusion.
to a specific class, and these strong responses come from the
individual branches. For example, the fused filter in DCL-
A2 learns the visual category 68, thus the corresponding
individual filters can learn 6 in the tens digit and 8 in the
unit digit, respectively. This makes is possible to implicitly
decompose the learning task into smaller and easier ones.
4.2. Generic Image Classification
We show that Deep Collaborative Learning also works
well in generic image classification tasks. We evaluate it
on four popular datasets, namely SVHN, CIFAR10, CI-
FAR100, and the large-scale ILSVRC2012 database.
4.2.1 The SVHN and CIFAR Datasets
SVHN (Street View House Numbers) [30] is a large collec-
tion of 32× 32 RGB images, i.e., 73,257 training samples,
26,032 testing samples, and 531,131 extra training samples.
We preprocess the data as in the previous work [30], i.e.,
selecting 400 samples per category from the training set
as well as 200 samples per category from the extra set,
using these 6,000 images for validation, and the remaining
598,388 images as training samples. We also use Local
Contrast Normalization (LCN) for data preprocessing [12].
CIFAR10 and CIFAR100 [20] are both subsets drawn
from the 80-million tiny image database [38]. There are
50,000 images for training, and 10,000 images for testing,
all of them are 32 × 32 RGB images. CIFAR10 contains
10 basic categories, and CIFAR100 divides each of them
into a finer level. In both datasets, training and testing
images are uniformly distributed over all the categories.
We use exactly the same network configuration as in the
SVHN experiments, and add left-right image flipping into
data augmentation with the probability 50%.
SVHN CF10 CF100
Zeiler et.al [48] 2.80 15.13 42.51
Goodfellow et.al [12] 2.47 9.38 38.57
Lin et.al [27] 2.35 8.81 35.68
Lee et.al [25] 1.92 7.97 34.57
Liang et.al [26] 1.77 7.09 31.75
Lee et.al [24] 1.69 6.05 32.37
Xie et.al [42] 1.67 5.31 25.01
Huang et.al [15] 1.75 5.25 24.98
LeNet (w/o DCL) 4.21 14.18 44.77
LeNet (w/ DCL) 3.80 13.55 42.81
BigNet (w/o DCL) 2.19 7.88 31.03
BigNet (w/ DCL) 2.03 7.46 29.83
WRN (w/o DCL) 1.77 5.54 25.52
WRN (w/ DCL) 1.69 5.37 25.10
Table 2. Comparison of the recognition error rates (%) with the
state-of-the-arts. We apply data augmentation on all these datasets.
We use three network structures. The first one is a variant
of the LeNet model used in MNIST experiments. The
network structure contains three convolutional layers, three
pooling layers and two fully-connected layers:
C5(P2)@32-MP3(S2)-C5(P2)@64-MP3(S2)-
C5(P2)@128-MP3(S2)-FC512-D0.5-OUT.
We apply 120 training epochs with learning rate 10−3,
followed by 20 epochs with learning rate 10−4, and another
10 epochs with learning rate 10−5.
The second one is named the BigNet, which is borrowed
from [29]. In CIFAR datasets, we randomly flip the image
with 50% probability. We train the BigNet using 6 × 106
samples with learning rate 10−2, followed by 3 × 106
samples with learning rate 10−3 and 1 × 106 samples with
learning rate 10−4, respectively. We report a 7.88% error
rate on CIFAR10, comparable to the original version [29],
which uses a very complicated way of data preparation
and augmentation to get a 6.68% error rate. Training the
original version [29] requires 6 hours, while our model
needs only 1 hour. The final baseline, Wide Residual Net
(WRN) [47], takes the advantage of deep residual learn-
ing [13], and uses a larger number of convolutional kernels
and a smaller number of layers. We follow the original
implementation to train the 16-layer WRN, which takes
around 6 hours to complete a single model.
Results are summarized in Table 2. We add DCL (two
branches, each of which has 1/4 of the original number
of filters) to replace the first fully-connected layer of all
three baselines. Consistent accuracy gain is observed. With
LeNet, the relative error rate drops are 9.74%, 4.44% and
4.38% on the three datasets; with BigNet, these numbers
are 7.31%, 5.33% and 3.87%; with WRN, these num-
bers are 4.52%, 3.07% and 1.65%. These experiments
verify that DCL generalizes well to both shallow nets (5-
layer LeNet) and deep nets (11-layer BigNet and 16-layer
WRN). Note that DCL achieves accuracy gain with fewer
network parameters, e.g., with 10 output nodes, the number
of trainable weights in BigNet is shrunk from 5.74M to
5.09M (11.41% fewer).
4.2.2 The ILSVRC2012 Dataset
Finally, we evaluate our model on the ImageNet large-scale
visual recognition task (the ILSVRC2012 dataset [33] with
1000 categories). We use the AlexNet provided by the
CAFFE library [19], which is abbreviated as:
C11(S4)@96-MP3(S2)-C5(S1P2)@256-MP3(S2)-
C3(S1P1)@384-C3(S1P1)@384-C3(S1P1)@256-
MP3(S2)-FC4096-D0.5-FC4096-D0.5-FC1000.
The input image is of size 227 × 227, randomly cropped
from the original 256×256 image. Following the setting of
CAFFE, a total of 450,000 mini-batches (approximately 90
epochs) are used for training, each of which has 256 image
samples, with the initial learning rate 10−2, momentum 0.9
and weight decay 5× 10−4. The learning rate is decreased
to 1/10 after every 100,000 mini-batches.
We replace the original fc-6 layer (4096 filters) which
two DCL branches, each of which has 1024 filters. With
DCL, the top-1 and top-5 recognition error rates are 42.98%
and 19.69%, respectively. Comparing to the original rates
(43.19% and 19.87%), DCL relatively decreases them by
about 0.5% and 0.9%, respectively. We emphasize that
the accuracy gain is not as small as it seems, especially
when the number of parameters decreases from 62.35M to
51.86M (16.82% fewer) and the average training time per
20 iterations decreases from 6.04s to 5.67s (6.13% less).
Although our algorithm is only tested on AlexNet, we
believe it can be applied to other models, such as VG-
GNet [36], GoogleNet [37] and Deep Residual Nets [13].
5. Conclusions
This paper presents Deep Collaborative Learning (DCL),
a generalized module which can be plugged into a large
family of networks. A DCL module consists of two stages,
in which we first build some intermediate branches and then
fuse them at each spatial position to consider feature co-
occurrence. DCL allows us to construct an exponentially
large visual vocabulary with linear complexity, which, in
practice, reduces the number of trainable parameters of each
model, and alleviates the risk of over-fitting. In experi-
ments, DCL significantly outperforms the baseline model
on a series of multi-digit number datasets, and generalizes
well to a wide range of generic image classification tasks.
We also verify that DCL is able to learn complementary
information in different branches.
We learn from DCL that a large filter set can be simulated
by several small filter banks. In the current state, DCL
works in a fixed decomposition-fusion manner. It would be
very interesting to allow neural connections between some
small convolutional layers. Meanwhile, other visual tasks,
including detection, segmentation, etc., may also benefit
from the DCL. The exploration of these topics is left for
future work.
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