Abstract. The collection of methods known as 'data mining' offers methodological and technical solutions to deal with the analysis of medical data and the construction of models. Medical data have a special status based upon their applicability to all people; their urgency (including life-or death); and a moral obligation to be used for beneficial purposes. Due to this reality, this article addresses the special features of data mining with medical data. Specifically, we will apply a recent data mining algorithm called FuzzyPred. It performs an unsupervised learning process to obtain a set of fuzzy predicates in a normal form, specifically conjunctive (CNF) and disjunctive normal form (DNF). Experimental studies in known medical datasets shows some examples of knowledge that can be obtained by using this method. Several kind of knowledge that was obtained by FuzzyPred in these databases cannot be obtained by other popular data mining techniques.
Introduction
Human medical data are at once the most rewarding and difficult of all biological data to mine and analyze [1] . Most of the people have some of their medical information collected in electronic form or at least in hard copy. This data may be collected from interviews with the patient, laboratory data, and the physician's observations and interpretations. These subjects generate vast volumes of data that can help to do a diagnosis, prognosis, and treatment of the patient and for that reason cannot be ignored. Thus, there is a need to develop methods for efficient mining in databases. Data mining can be seen as a process that uses (novel) methods and tools to analyze large amounts of data. It has been applied with success to different fields of human endeavor, including marketing, banking, customer relationship management, engineering and various areas of science [2] . However, its application to the analysis of medical data has gained growing interest. This is particularly true in practical applications in clinical medicine which may benefit from specific data mining approaches that are able to perform predictive modeling, to exploit the knowledge available in the clinical domain and to explain proposed decisions once the models are used to support clinical decisions [3] .
In [4, 5] was proposed a singular way of extracting interesting knowledge from databases, called FuzzyPred. This approach restricts the representation of knowledge to a predicate in normal form. We believe that this kind of knowledge representation may be considered as a generalization, e.g. a conditional rule AB is equivalent to the predicate ¬A ∨ B. Moreover FuzzyPred can generate some interesting patterns that are impossible to be obtained by using other methods, e.g. (B) or (not B and C) or (D).
FuzzyPred integrates fuzzy set concepts and metaheuristic algorithms to search for logic predicates in a given data set [4] . The learning process is not supervised. We aim at evaluating how this technique can be applied on medical data and how they differ in terms of capabilities of discovering another kind of knowledge. As a result, this paper focuses on demonstrating its applicability in some medical datasets.
The paper presents a data mining study of medical data and it is organized as follows. Section 2 is an overview of knowledge discovery process and the related approaches with FuzzyPred. Section 3 is dedicated to explain FuzzyPred. Section 4 gives a brief overview of the implementation of FuzzyPred. A detailed description of the medical data we have used, the setup of all experiments and the results can be found in Section 5. Conclusions and proposal of future work are given in Section 6.
Preliminaries
Knowledge discovery in databases (KDD) is a non-trivial process of identifying valid, novel, potentially useful and ultimately understandable patterns from large collections of data [2] . This process consists of several distinct steps and Data mining (DM) is the core step, which results in the discovery of hidden but useful knowledge from massive databases. DM tasks can be classified to tasks of description and prediction. The aim of description tasks is to find human-interpretable patterns and associations. On the other hand, the prediction task involves finding possible future values and/or distributions of attributes. Although the goals of them may overlap, the main distinction is that prediction requires the data to include a classification variable [6] .
Over the last few years, the term data mining has been increasingly used in the medical literature [1, 3] . It is important in medical data mining, as well as in other kinds of data mining, to follow an established procedure of knowledge discovery, from problem specification to application of the results. The important issues are the iterative and interactive aspects of the process.
We list here some of the most commonly used data mining methods [6, 7] :
• Decision tree is a knowledge representation structure consisting of nodes and branches organized in the form of a tree such that, every internal non-leaf node is labeled with values of the attributes. It can be used to classify an unknown class data instance. Most current data mining suites include variants of C4.5 and CART decision tree induction algorithms; for instance Weka, Orange, KNIME.
