Abstract: Emergency rescues require that first responders provide support to 1 evacuate injured and other civilians who are obstructed by the hazards. In this 2 case, the emergency personnel can take actions strategically in order to rescue people 
Introduction

14
In real emergency environments, unprotected evacuees may be seriously injured and even 15 immobilized due to the hazards, or may be trapped in the disasters and find there is no way incorporates the usual excitatory and inhibitory information but also creates the probability that 119 a synchronous interaction between two neurons affects some third neuron. The network also has 120 product form and preserves the unique solution property.
121
One kind of application of the RNN is the image processing and video compression. [34] 122 describes a scheme for real-time adaptive compression and decompression of video based on the 123 RNN, and [35] presents a geometric recurrent neural network to solve magnetic resonance imaging 124 (MRI) brain morphometry problems effectively and efficiently. Furthermore, the RNN can discover 125 a new route in a self-aware manner. In [17] , a self-aware network (SAN) based on the RNN 126 techniques is introduced, where the nodes are able to discover the network state autonomously 127 without relying on an overall routing table and compute the next hop as needed and on demand.
services. The authors in [41] discuss the problem of assigning each task in a parallel program 142 to some resources and the results show that the RNN can be easier to implement on a parallel 143 machine and improve the speed of processing compared with other heuristic approaches. is uncertain whether the rescuer will reach the hazardous areas and carry the trapped people to 149 the exits. Also, the decision-making of the assignment of rescuers to victims should be fast since 150 long exposure to the hazards means less chance to survive [1] . Therefore, the section introduces an RNN based algorithm to provide near-optimal advice in real-time in uncertain environments.
152
The mathematical model and the most important properties of the RNN is introduced firstly, and 153 then we describe a task assignment algorithm based on the RNN techniques. 
The Random Neural Network Model
155
The RNN with synchronized interactions can solve the optimization problem of allocating a 156 set of tasks to a limited set of resource simultaneously very quickly and quite accurately, and the 157 basic ideas for the RNN model purposed in [3] are shown below.
158
The main symbols used for the RNN model are summarised in Table 1 , and an application of Firing rate for neuron i k i (t)
Internal state of neuron i at time t Λ(i) Excitatory spike from the outside world to neuron i λ(i)
Inhibitory spike from the outside world to neuron i p
Probability of excitatory spike from neuron i to neuron j p
Probability of inhibitory spike from neuron i to neuron j d(i)
Probability of departure spike from neuron i to the outside world Q(i, j, m) Probability of neuron i synchronous interaction together with neuron j to affect third neuron m
160
Theorem 1 Let λ − (i) and λ + (i), i = 1, ..., N be given by the following system of equations
where
If a unique nonnegative solution {λ − (i), λ + (i)} exists for the nonlinear system of Equations 1 to 3, such that q i < 1 ∀i then
The network will have a solution if q i < 1: it guarantees that the total arrival rate is less than the total departure rate so that the network will be finally in steady-state. According to the definition of p
, and Q(i, j, m) in Table 1 , we have a relationship between four different types of probabilities.
We now use notation "weight" [44] to represent the rates at which the neurons interact [3] , and the weights are defined as a simple product form of the firing rate and its corresponding probability.
w
Combine Equations 5 to 8, we can rewrite Equation 5:
The denominator of q i in Equation 3 can then be rewritten combining with Equations 1, 7, and 8:
similarly its numerator becomes, if combining with Equations 2, 6, and 8:
The results can be used to design an efficient learning algorithm by updating weights of all neurons 164 and then selecting a neuron which has the largest q. Consider a group of rescuers R waiting at the building exits and some victims V being trapped in the hazardous areas, and assume that the initial locations of both rescuers and injured civilians are known with the support of the DBES platform. According to the work in [26] , the RNN parameters can be defined as, a cost C(r, v) associated with each possible assignment of rescuer r to victim v, a fail execution probability q(r, v) representing that rescuer r is unable to rescue victim v while the fact that the rescuer has been assigned to the victim, and a penalty K(v) for not executing rescue for victim v. In this case, any assignment of rescuers to victims will have an expected cost and the objective of the algorithm is to minimize the overall expense by selecting the optimal assignments in order to increase the number of injured civilians collected and reduce the total rescue time. We represent the decision of dispatching rescuer r to save victim v by the probability p(r, v), and p(r, v) = 1 if rescuer r is allocated to victim v and p(r, v) = 0 if not [26] . Hence, p(r, v) ∈ {0, 1}, and
where as p(r, v) are either 0 or 1, π(r) ∈ {0, 1} represents that (a) π(r) = 0, rescuer r will not be 167 assigned a task if the assignments related to rescuer r increases the overall cost, and (b) π(r) = 1, 168 a rescuer cannot be re-assigned some other victims if the rescuer already has task (i.e. the rescuers 169 are non-reusable).
170
The number of victims and rescuers are denoted as |V | and |R|, respectively. Based on the
171
RNN parameters C(r, v), K(v), q(r, v), and p(r, v), the objective function that we try to minimize 172 can be written as [26] : 
Substitue Equation 15 into Equation 14
, we obtain,
185
Subject to : (1)
In order to find the minimum solution of Equation 16 
210
For the sake of simplicity, we are not reinforcing or impairing the other assignments [26] , so that w + (r, v; r, v ) = 0 and w − (r, v; r , v ) = 0 for all other r, r and v, v , and we assume that the synchronous interaction between two neurons cannot affect some third neuron, i.e. w(i, j, m) = 0. Hence, we rewrite Equation 9,
Equation 12 is then rewritten:
When there are civilians who are trapped in the hazardous areas, the rescuers will be noticed by to victims. In the algorithm, R is the original set of rescuers and R rem is the set of remaining 215 rescuers, S is the solution set where the assigned rescuer-victim pairs are stored [26] , and
is the current penalty of victim v, which will be updated if victim v is allocated a rescuer.
217
Note that using this algorithm, the assignments in solution set S always result in reducing Q pre (r, v) = Q(r, v);
14: 
Evaluation of the Task Assignment Algorithm
224
In this section, we begin by presenting the assumptions we made for the simulations, and then
225
we describe the simulation model, finally the results will be illustrated. 
Assumptions 227
The first assumption is that the initial health status of civilians and rescuers is 100, and the 228 health will be affected by the hazards, i.e. their health level decreases gradually when they are 229 exposed to hazards. If the remaining health of civilians is less than a threshold, they are assumed to 230 be immobilized. These victims are referred to as tasks and they need to be assigned to the rescuers.
231
Additionally, in real emergencies the rescuers will wear protective clothes, thus, we assume that 232 the health level of rescuers decreases slower than that of civilians. Another assumption is that the 233 capacity of each rescuer is one and the maximum capacity of each of them is two, which means 234 that each rescuer will be allocated one trapped civilian each time but it allows for the possibility 235 that one more trapped civilian is assigned to them if the location of the civilian is near the way 236 selected by the rescuer towards the exits. Finally, the rescuers are assumed to be non-usable so 237 that they will execute tasks only once. 
Description of the Simulation Model
239
The simulation model is established based on the Distributed Building Evacuation Simulator
240
[11], where all simulated entities including evacuees as well as rescuers are modelled as agents,
241
and these entities are able to communicate with each other. We assume that this is a fire-related showed in Figure 1 .
245
The civilians' goal is to get out the hazards along with a safe path to avoid injury, but if they 246 are at stake, they will send a message including ID, location, and health status to the rescuers in real-time, and we assume that they cannot be hurt by fire when they get through the hazards 254 themselves since they wear protective clothes. Therefore, the dominant factor for the navigation convergence, and the assignment with the highest probability of being active (i.e. Q(r, v)) will be 284 selected. The results are summarized in Table 3 and Table 4 . Table 3 shows that the rescue system with the RNN based task assignment algorithm can 286 increase the percentage of evacuees saved by rescuers based on the total number of injured civilians,
287
and Figure 2 represents the data obtained from Table 3 by using bar charts. In Figure 2 , it is the same rescuer, and (3) a rescuer may be injured during rescue and then cannot finish the task.
300
The reason for phenomenons (1) and (2) is that there is no relationship and effect between each 301 assignments, that is, the allocation of a rescuer to a victim does not consider the assignments that 302 have already been done. In high population density environments, more evacuees may be at stake 303 at bottleneck points [45] , such as stairs and evacuation exits, due to the pedestrian congestion,
304
and then more people need to be assigned a rescuer simultaneously. Therefore, it is more likely 305 that the rescuers receive more than one rescue messages from the sensor network and/or the same 306 rescue message is sent to more than one rescuers. In this case, the rescuers select their target minimize the total cost by solving the objective function. The objective function takes into account the cost of allocating rescuer r to victim v, the probability that rescuer r is unable to save victim 324 v (say, fail rescue probability of neuron i), and the penalty of not rescuing victim v. Therefore better, especially in high population density environments, which accords with the analyses above.
336
In Table 4 , given a set of victims, the increase of the number of rescuers cannot significantly improve the performance on the number of rescued evacuees without the task assignment algorithm, and more rescuers may reduce the number of rescued evacuees, which agrees with the results obtained from Figure 2 . However, the system with the RNN based algorithm can provide a near-optimal performance, where: Here, the capacity of rescuers is one and the maximum capacity of rescuers is two, which has 337 been assumed in Section 3. Note that, if the injured civilians are far away from each other, the 338 number of rescued civilians for each rescuer may not reach the maximum capacity. This is due to 339 the assumption that the capacity of each rescuer is one, but only if there is a victim who is near 340 the way that the rescuer moves along with towards exits and the capacity of the rescuer does not 341 reach two (i.e. the maximum capacity), this victim will be carried. Therefore, if the locations of 342 the injured civilians are not close, it is impossible to select a route by the rescuer that will get 343 through other injured locations. 
Conclusions and Future Work
345
In the paper, we propose a task assignment algorithm based on the RNN techniques which 
353
In future work, the task assignment algorithm can be evaluated with more constraints, such as 354 the cost of each assignment C(r, v) and the fail rescue probability q(r, v) can be generated relying 355 on the situations of both the rescuers and victims. Our simulations take these two parameters 356 to be independent from its assigned victim and initialize them randomly, but it may be better if 357 we generate them considering the associated victim. For example, for each rescuer-victim pair,
358
the distance between them can be computed with the help of the DBES platform and the hazard 359 intensity around the victim also can be estimated, and then the cost of assignment and the fail 360 execution probability can be evaluated with taking these two factors into account. In this way,
361
we can obtain a more precise prediction of the expense of the allocation and make a more optimal can be applied in rescue process, which is able to provide a faster optimal path finding and cause 368 less congestion compared with the Dijkstra's algorithm [14] .
