Let fS n : n 0g be a random walk having normally distributed increments with mean and variance 1, and let be the time at which the random walk rst takes a positive value, so that S is the rst ladder height. Then the expected value E S , originally de ned for positive , may be extended to be an analytic function of the complex variable throughout the entire complex plane, with the exception of certain branch point singularities. In particular, the coe cients in a Taylor expansion about = 0 may be written explicitly as simple expressions involving the Riemann zeta function. Previously only the rst coe cient of the series developed here was known; this term has been used extensively in developing approximations for boundary crossing problems for Gaussian random walks. Knowledge of the complete series makes more re ned results possible; we apply it to derive asymptotics for boundary crossing probabilities and the limiting expected overshoot.
Introduction
Let X 1 ; X 2 ; : : : be independent and distributed as N( ; 1), the normal distribution with mean and variance 1. Consider the random walk fS n : n 0g consisting of the partial sums S n = X 1 + + X n . The rst time = inffn : S n > 0g that the random walk is positive is called the rst ladder epoch, and the rst positive value S taken by the random walk is called the rst ladder height.
The Riemann zeta function is originally de ned for Re(z) > 1 by the series (z) = P 1 n=1 n ?z . This de nition is extended by analytic continuation to the entire complex plane except z = 1, where has a simple pole. For example, the extension to Re(z) < 0 may be seen from Riemann's functional equation (see (19) ), which expresses (z) in terms of (1 ? z). Calculation of the zeta function is routine; it is implemented in the computer package Mathematica, for example.
For positive , the expected value of S depends on ; let us write it as E S to indicate this dependence. The main subject of this paper is the behavior of E S near = 0. In particular, we show that the function 7 ! E S can be continued analytically to a neighborhood of the origin, and we nd its Taylor expansion about = 0. The next theorem is our main result. 
in the disk fj j < 2 p g.
Previously only the n = 0 term in the expansion of Theorem 1.1 was known explicitly.
We will also determine the extent to which the function 7 ! E S can be analytically continued throughout the complex plane. It turns out that the function has branch points at f p 2 k i p 2 k : k 6 = 0; k integerg; in particular, it can be analytically continued to a neighborhood containing the real axis.
Our starting point is a classical expression for E S from the uctuation theory of random walks; see (5) below. As # 0, the series in (5) converges ever more slowly, whereas the convergence in the Taylor expansion (1) that we shall derive from it becomes more rapid. The behavior of E S as # 0 is of particular signi cance for applications such as heavy tra c limit theorems for queues see, for example, Whitt (1974) and Asmussen (1987) ] and the corrected di usion approximations of Siegmund (1979) . Theorem 1.1 is based on a result (see Theorem 2.1 in Section 2) about power series of the form P 1 n=1 n ? e ?nw , which also arise in other contexts. For each this series represents an analytic function of w in the right half-plane fRe(w) > 0g. We investigate the analytic continuation of this function; we are particularly interested in continuing to a neighborhood of w = 0. Most of the work was in fact done by Hardy (1905) , who investigated certain questions about power series, including the behavior of the series P 1 n=1 n ? z n about the point z = 1. So our problem involves a reparametrization of Hardy's. This reparametrization turns out to be felicitous, in that the resulting expansion has a neat and explicit expression in terms of the zeta function: whereas Hardy stopped with the rst coe cient in his expansion, we obtain explicit expressions for all of the coe cients in ours. To keep the present paper self contained, some of our development will closely follow Hardy's.
For simplicity, our treatment here is con ned to random walks with Gaussian increments, which is the case that has been the most important in applications. The
Gaussian case also plays a central role in the theory; a heuristic sense of this may be obtained by combining the central limit theorem with the basic identity (5) below, which holds for general increment distributions. An intricate analysis in this spirit was carried through by Lai (1976) , who analyzed more general increment distributions|although with the additional restriction of zero mean|by expanding around the Gaussian case.
Likewise, the importance of the series P 1 n=1 n ? z n goes beyond the Gaussian case; indeed a two-term asymptotic expansion of this series as z increases to 1 forms a cornerstone of the analysis of Lai (1976) .
Moments of the rst ladder height have been studied in the general setting of an exponential family of distributions fF : 2 g, which may be written in the form F (dx) = e x? ( ) F 0 (dx). For example, the normal family fN( ; 1) : 2 IRg under consideration here is a special case having ( ) = 2 =2. Let P and E denote probability and expectation when the distribution of X i is F . Under the assumptions that contains an interval around 0, E 0 X 1 = 0, and the distribution F 0 is nonlattice, Siegmund (1979) showed that for a > 0,
as # 0. The quantity has an interesting history. It arose in a paper of Cherno (1965) , who studied discrete and continuous versions of the problem of sequentially testing whether the drift of a Brownian motion is positive. In the discrete version corresponding to a given > 0, the Brownian motion is observed only at times 0; ; 2 ; : : :. Both the discrete and continuous versions have optimal solutions of the form: stop the Brownian motion at the rst observation that crosses a certain boundary. Denoting the optimal boundaries for the discrete problem and the continuous problem by x = x (t) and x = x(t), respectively, Cherno (1965) showed, in his notation, that
It turns out that the numberẑ is in fact ? . A more fundamental probabilistic interpretation of is as a limiting expected overshoot: de ning the overshoot As for numerical computation, Cherno (1965) and Siegmund (1979) expressed as an integral and Lai (1976) expressed as the sum of a series. At the time their work was done, Lai and Siegmund were not aware of the connection to the work of Cherno ; Hogan (1986) explained the connection between the solution of Cherno 's problem and the limiting expected overshoot.
As far as we are aware, the only previous observation that relates Gaussian random walks and the zeta function is the tantalizing nal sentence of the following quotation from Cherno (1965) can be seen by comparing (3) and the expansion in Theorem 1.1. Lai (1976) partially rediscovered the expansion of Hardy by a di erent method. However, Lai's development recovered only the same terms that
Hardy gave explicitly, and did not establish analyticity or relate the results to the zeta function.
The rst ladder height plays a fundamental role in the theory and applications of random walks and renewal theory; see, for example, the treatises of Asmussen (1987 ), Feller (1971 , Prabhu (1980) , and Siegmund (1985) , all of which feature ladder variables prominently. The particular area of application that originally motivated this investigation is the asymptotic approximation of boundary crossing probabilities for random walks. In addition to certain areas of applied probability such as queueing theory (e.g. Asmussen, 1987) and insurance risk analysis (Grandell, 1991) , such boundary crossing problems arise in statistics from the study of sequential procedures, which typically sample until a certain random walk crosses a certain boundary; see Siegmund (1985) and Woodroofe (1982) . They also arise in some nonsequential procedures such as likelihood ratio tests for a change point (e.g. Siegmund, 1986) ; here the likelihood ratio involves a random walk indexed by the possible change points, and the test rejects if the maximum of the likelihood ratio exceeds some level, so that signi cance levels and P -values are boundary crossing probabilities. Some of the most useful and accurate approximations are derived by taking a limit as the drift of the random walk tends to zero and the boundary tends to in nity. Knowledge of the expected amount by which a random walk overshoots a high level is a basic requirement for the development of this theory. Since this limiting expected overshoot is E (S 2 )=(2E S ), to obtain asymptotics for the overshoot as ! 0, the behavior of moments of the rst ladder height as ! 0 must be understood.
The analytic continuation and Taylor expansion of log E S are developed in the next section. In the nal section we discuss some simple applications to the study of boundary crossing probabilities.
Analytic Continuation of E S
The relation
is a standard fact in the uctuation theory of random walks; see, e.g., Theorem 3 on p.
416 of Feller (1971 
Di erentiating (5) with respect to , which can be justi ed by dominated convergence, and using normality of S n , we obtain (7) which is analytic in the half-plane fRe(w) > 0g, may be analytically continued to the disk fjwj < 2 g. In that disk, for each 2 C other than the positive integers, H has the Taylor series expansion
Remark: With the appropriate interpretation, (8) holds also when is a positive integer. In this case, the product c( ) ( ? n) should be interpreted as 0, except for the case n = ? 1, where one uses that fact that c( ) ( ? n) has a removable singularity at = n + 1. where ? < arg(u) < , say. We then adopt the de nition u z = e z log u ; for each z 2 C this is also an analytic function of u for u 2 C n IR ? . Having xed a branch of the logarithm, certain operations require a bit of care; for example, a fact that we will use below is (13) gives H (w) = I (w) for w 2 D \ fRe(w) > 0g provided that Re( ) > 0.
A key idea, also used by Hardy, is to consider the analyticity of various expressions as functions of the variable as well as w. In the proof of the theorem, we will establish certain identities rst for values of with large real part, then argue by analytic continuation that the identities hold for other values of . The next lemma prepares the way. Lemma 2.3 Let H and I be as de ned in (7) and (10). Then for each w 2 D \ fRe(w) > 0g, the functions 7 ! H (w) and 7 ! I (w) are both entire. Also, for each nonnegative integer k, the k th derivative
is an entire function of .
Proof. For Re(w) > 0, the sum P 1 1 n ? e ?nw converges uniformly over in bounded sets, so the sum is an entire function of , and hence so is 7 ! H (w). For w 2 D, the integral (11) is an analytic function of for small enough positive , and the convergence in (12) To complete the proof of Theorem 2.1, by Lemma 2.2, for each 2 C we have Further substituting
In summary, the function G (w) = c( ) P 1 n=1 n ? e ?nw can be continued throughout the complex plane except for branch point singularities at the points 2 ki for integers k (and so we must remove a ray, say R k = fx + 2 ki : x 0g, from the plane for each branch point 2 ki). Since G is periodic (with period 2 i) in the right half-plane fRe(w) > 0g, its analytic continuation is clearly periodic in the domain C n S 1 k=?1 R k .
The branch point singularities of G are of the form B ;k (w) = 2 i(w ? 2 ki) ?1 ; that is, for each k, the di erence G ? B ;k can be analytically continued to a neighborhood of 2 ki. The expected rst ladder height involves the di erence G 1=2 ? B 1=2;0 in a very simple way; in fact, However, we know that G 1=2 (w) ? B 1=2;0 (w) may be analytically continued to all w in the domain C n S k6 =0 R k . Thus, E S may be continued for throughout the complex plane, except for branch point singularities at the points = 2 p ke i =4 for nonzero integers k (and the attendant rays removed). In particular, E S is clearly continuable to a horizontal strip that contains the real axis.
Finally, we remark that in any xed disk fjwj < cg, as J increases, the series in (20) converges more and more rapidly, so that Theorem 2.4 provides a computationally e cient method of calculating G (w).
Applications
Perhaps the most fundamental of boundary crossing problems for random walks is determining the probability that a random walk with negative drift ever attains a positive 
Under P , we have (b) < 1 with probability 1, and, as b tends to in nity, R b converges in distribution to a random variable R 1 having probability density P fS > xg=(E S ) with respect to Lebesgue measure for x > 0. The expectation E (e ?2 R b ) converges to ( ) := E (e ?2 R1 ), where we have adopted the notation used by Siegmund. Corollary 2.3 of Chang (1992) shows that this convergence is exponentially fast: for > 0, there so that
From this, our Taylor series for log E S may be transformed into a Taylor series for log ( ) about = 0, resulting in ( ) = exp Other results that follow easily from Theorem 2.1 are explicit expressions for the moments E 0 (S p ). These may be found by calculating along the lines shown by Lai (1976) , using our expansion of the series P n ? e ?nw about w = 0; here the series with values of other than = 1=2 arise. For example, the results for the third and fourth moments are Concluding remarks.
1. The associate editor raised a question that we had also puzzled over ourselves: For negative , is there a nice probabilistic interpretation of the analytic continuation of E S ? In particular, one might entertain E (S ; < 1) and E (S j < 1) as plausible candidates. In fact neither is correct. By inspection of (1) 0. This is easily seen to lie strictly between E (S ; < 1) and E (S j < 1) as " 0.
2. After this work was done we learned of another occurrence of (1=2) in a related problem; see Asmussen, Glynn, and Pitman (1995) .
