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Abstract 
The paper describes a successful technology transfer of Gaussian Process (GP) modelling, also known as kriging, to the field of 
industrial metrology. Product compliance to geometrical specifications typically requires an automated inspection cycle operated by 
a computer controlled machine which sequentially probes the part surface at a small sample of locations. Then the geometric error 
is computed from the set of point coordinates provided by the machine. 
Although the inspection plan can be naturally regarded as a statistical experiment, industrial practice generally relies on a 
deterministic logic both to choose the sample and to compute the geometric error. Opposed to this, we build the inspection plan as 
an adaptive experiment where the next probing location is selected by criteria based on predictions obtained from a GP model 
estimated at each step of the procedure. 
Results show that the good predictive capability of GP models assures an improvement over the current state of the art both in 
terms of quality of the estimated error and cost of the inspection. 
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1. Inspection plans for coordinate metrology and 
literature review 
Coordinate metrology is the most widespread 
technology for assessing compliance of mechanical 
parts to dimensional and geometric specifications. 
Coordinate Measuring Machines (CMM), devoted to 
such task, inspect the part by acquiring the coordinates 
of a discrete set of points on the relevant surface by 
touching each point under a computer controlled 
measurement cycle.  
Although CMM are slower than optical devices 
like videocameras and laser scanners, they are still 
unsurpassed in the accuracy of point measurement and 
level of process automation.  
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However, CMM inspection is undermined by a 
well known problem in the coordinate metrology 
community, referred to as methods divergence. Firstly 
described in 1988 [1] it can be stated as follows. On 
one hand, the machine probes the part surface point-
wise and economic constraints force the set of 
measured points to be small.  
On the other hand, geometric errors, as defined by 
tolerancing standards [2], depend heavily on extreme 
values of the form deviations over the related part 
features. For example, straightness is defined as the 
minimum distance between two parallel lines 
enclosing the actual feature (Minimum Zone 
criterion). 
Hence a few points, the most “outward” and 
“inward” points, have the highest leverage on the 
straightness error whereas all the others have none, see 
Figure 1.  
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Nomenclature 
Y(x) Gaussian Process  
  process mean 
Z(x) Gaussian Process with zero mean and 
stationary covariance 
2
Z  process variance 
R correlation function 
h distance vector between sampling points 
 vector of scale parameters 
i  scale parameter in direction i 
pi  shape parameter in direction i 
MSPE Mean Square Prediction Error 
n0 dimension of the initial measurement sample 
k number of the generic step of the procedure 
y output signal 
t form error 
 
critical points
 
Figure 1. Straightness error of the profile is determined by only 
three critical points 
Although this situation lends itself to a statistical 
approach [3], common practice is to inspect the part 
over a predetermined small sample and to compute the 
error by applying a deterministic algorithm to the 
sample. 
A few variable-size adaptive plans, where the next 
point is selected based on the previously collected 
information, can also be found in the literature [4-6]. 
However these methods are deterministic in nature, as 
they use cubic splines interpolation, tabu search and 
Gaussian curvature respectively.  
Opposed to this, we propose statistical adaptive 
plans where predictions from kriging models, 
sequentially estimated at each step of the procedure, 
are used to select the next point to inspect.  
The idea is that the critical points in Figure 1 can 
be finally caught, or nearly so, by a sequence of 
prediction models of the surface pattern with 
increasing accuracy. The inspection plans introduced 
here are an upgrade of those already presented in [7], 
where adaptive inspection driven by kriging was 
introduced first. The method is described in Section 2 
and will be applied to estimate the geometric error in 
three case studies presented in Section 3. The first 
refers to the profile error of a freeform surface, the 
other two to the roundness and the flatness errors 
analyzed in [4] and [5] by deterministic adaptive 
techniques. An outline on the future developments of 
the research concludes the paper. 
2.  Adaptive plans driven by Gaussian Process 
Models 
2.1. Sequential GP Models 
The choice of kriging models to drive the adaptive 
search of informative sampling locations is dictated by 
their recognized predictive capability [8]. 
Let D  Rd be the region where we want to predict 
the profile (d=1) or the surface (d=2) y. They are 
sequentially observed in the incremental n-point 
designs 
01 2 1
, ,... ,..., ,n n n n nx x x x xx x , 
x. D,n=n0,n0+1,…,...,n0+k,…..,.n0+K, providing the 
incremental response samples 
01 2 1,
, ,... ,...,n n n n ny y y y yy y . Here n0 is 
the size of the initial design (at the step k=0), while at 
the last step K the design size is n0+K. Response y(x) 
is considered a realization of the GP Y(x): 
Y x Z x ,  (1) 
where  is a constant and Z x  is a GP with 
zero mean and stationary covariance over D so that:  
2, Z
Y x
Cov Y x Y x h R h;
   (2) 
where 2Z  is the process variance, R is the 
correlation function depending only on the 
displacement vector h between any pair of points in D 
and on a parameters set . The model defined by (1) 
and (2) is known as simple kriging. A flexible choice 
for the model kernel, i.e. the correlation function, is 
the power exponential function: 
1 1
1 1
exp exp ,
0 , 0 2, 1,2
i i
d d
p p
i i i i
i i
i i
R h h h
p d
;   (3) 
 where =( 1,…, d, p1,…,pd), is a vector of unknown 
scale parameters ( 1,…, d) and smoothing parameters 
(p1,…,pd) respectively. Parameter i describes how 
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rapidly correlation decays in direction i with 
increasing distance ih . Parameter pi describes the 
shape of the correlation decay. When p=2 we have the 
(improperly) called Gaussian SCF which is suitable 
for very smooth responses. In general, the less smooth 
the response the lower is p. At the generic step of the 
procedure, where the design has run size n= n0+k, the 
parameter vector  is estimated by Maximum 
Likelihood: 
2
ML
ˆ ˆarg(min( log ( )
log(det( ( )))))
n Znn
R
  (4) 
where R is the nxn correlation matrix whose (i,j) 
element is the correlation ijR h ;  between design 
points xi and xj and the process variance is also 
estimated by ML: 
'2 1 ?( ) ( )Zn n n n ny R y   (5) 
with 
1
1ˆ
n
n i
i
y
n
. Finally predictions, based on 
a n-point design, are obtained by 
1ˆ ( ) 'n n x n nY x r R y  (6) 
where rx is the correlation vector 
'
1 ,..., nR x x R x x . The predictor 
obtained by plugging in (6) the estimates 
ML
ˆˆ ( )x xr r  and MLˆˆ ( )R R  is called the 
Empirical Best Linear Unbiased Predictor (EBLUP). 
However, predictions are no longer linear in the 
observations as ˆˆ andxr R  may have a highly non-
linear dependence on observations. Another notable 
consequence of using the EBLUP is that mean square 
prediction error (MSPE) of the GP, also known as 
kriging variance, i.e.  
2
2 1
( ( ) ( ))
1 '
x
z x x
MSPE Y Y x Y x
r R r
 (7) 
underestimates prediction variance as it does not 
account for the extra variability transmitted to ˆxr  and 
Rˆ  by MLnˆ . Therefore we will use an empirical 
estimate of prediction variance based on Jackknifing 
and Cross-Validation [8]. The method is explained in 
the Appendix.  
2.2. The adaptive procedure 
A schematic view of the adaptive build-up of the 
inspection plan is shown in Figure 2. 
At the first step of the procedure (k=0) a set of M 
candidates sites, 0 10 20 0, ..., Mc c cc , from which 
probing locations are selected, is defined. Note that the 
size of the candidate set kc , at step k, is M-k since one 
candidate site is taken out at each step. Then the initial 
design with fixed-size n0 is run to enable the first 
estimation of the correlation function of the kriging 
model and the subsequent estimation of the form error 
based on predictions by the model, 
0nˆ
t . 
This criterion directly attempts to cut down the 
systematic downward bias mentioned earlier.Next-
point selection is the core of the procedure. The main 
selection rule combines two criteria. One is problem-
specific criterion and the other is an informative one. 
The problem-specific criterion (MaxtInc) chooses as 
next point the candidate which, if added to the current 
design, gives the maximum expected increase of form 
error: 
0 * , 11
ˆ* arg max ( )n k j k jk kj M kx c j t t ,            (8) 
However, when the maximum * 1ˆ( )j k kt t  is not 
greater than zero, the criterion is not so interesting any 
longer.  
Thus we adopt a composite rule (Switch) which 
switches from MaxtInc to a suitable informative 
criterion if the maximum expected increase is not 
positive. 
We use a composite informative criterion which 
blends the objective of reducing prediction uncertainty 
with the objective of cover the whole not leaving wide 
areas of the domain unexplored. 
 
Run initial design (size n0) 
Estimate kriging model 
(correlation function by ML)
k=0
Observe y at the new site
Re-estimate kriging model
Evaluate form error
k=K?
end
yes
no
Define set of candidate sites Select next input site xn0+k 
by criteria using predictions
Evaluate form error         
using kriging predictions
k=k+1
start
 
Figure 2. Scheme of the adaptive procedure for form error 
estimation 
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According to this criterion the winning candidate is 
the one maximising the product between prediction 
variance (at the candidate) and the distance of the 
candidate from the nearest design site in the current 
plan. This can be regarded as a weighted MaxPVar 
criterion (MaxWPVar) where weights favour areas 
with a lower density of design points.  
The next site is selected by: 
0 * 1
ˆ, * arg max ( ) ,n k j k jk jkj M kx c j Var y d
0
1
1 1
min dist ,jk jk ij M k
i n k
d c x    (9) 
where operator “dist” computes the Euclidean 
distance so that djk is the distance between the j-th 
candidate at step k and the design point nearest to it.  
In addition to the Switch composite criterion, the 
two informative criteria MaxPVar and MaxWPVar are 
also used in the case studies for a more comprehensive 
assessment.  
Two statistical non adaptive sampling strategies, 
Latin Hypercube and random sampling, are also 
considered as a benchmark.  
Next-point selection is the start of the cyclic part 
involving, in the order, observation at the new site, re-
estimation of the kriging model using also the last 
measurement point and the computation of the 
geometric error using predictions obtained from the 
updated model.  
In the case-studies the procedure is stopped at the 
step k=K when the plan has reached the maximum 
size n0+K. However, in general, more suitable 
stopping rules may be adopted. 
3. Case studies and comparative assessment 
Three case-studies are analysed next. The points 
selected by the adaptive methods are taken from 
relatively dense sets of preliminary measurements 
shown in Figure 3.These sets coincide with the initial 
candidate sets in the simulated procedure. Nominal 
geometries are: a 3D single patch over a free form 
surface of a helicopter component, a circular pattern of 
a hole, and a flat surface. The geometric tolerances 
involved are profile tolerance, roundness and flatness 
respectively.   
The last two case-studies are chosen, for 
comparative purpose, from two literature papers, each 
one presenting adaptive plans for CMM inspection. In 
both cases the plan is designed using a deterministic 
search method for next point.  
In [4] Edgeworth and Wilhelm implement adaptive 
cubic spline approximations of the signal between 
consecutive inspection points while in [5] Badar et al. 
use tabu search, a local optimization method. 
 
 
 
Figure 3. Datasets of the case studies: left: 3D helicopter patch (560 points); center: 2D circular pattern (344 points); right: 3D pattern of a 
nominally flat surface (121 points
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For each case-study the analyzed signal y is the 
deviation, in millimeters, between the real and the 
nominal geometry.  
In the 2D hole the input variable is the angle ; 
however only 344 out of 359 values of the radial 
difference, y= r-r0, are provided by Edgeworth and 
Wilhelm. In the helicopter patch and in the planar 
surface, coordinates u and v (see Figure 3) are the 
parametric coordinates of the surfaces. Notice that, 
while our method, based on predictions from kriging 
models, implements a global search for the "best" 
next-point, the two competing methods are local in 
nature. The adaptive method has been developed by 
integrating the Matlab and R packages via the Matlab-
R link [9]. The R free statistical software has been 
used for implementing kriging models [10]. 
As for the initial design, in the case of the two 3D 
surfaces we have adopted a nine-point 3-by-3 design 
on the rectangular domain (the corners and the 
midpoints of each side plus the center point), and five 
equispaced points including the extremes for the 
circular pattern. A genetic optimization algorithm 
(also available in the R package) has been used for the 
non linear ML estimation of the correlation parameters 
and the process variance. The algorithm is a stochastic 
one as it needs a random initial guess for starting the 
optimization.  
In the estimation of the kriging models needed for 
computing the Jackknife variance the initial guess for 
the parameters of the correlation function is their value 
obtained with the full set of n0+k measured points at 
step k. Results of the application of the adaptive 
procedure to the case-studies, in terms of accuracy of 
the estimated geometric versus the number of 
inspected points, are plotted in Figure 4. 
Accuracy is defined as the ratio between the 
geometric error computed by the adaptive procedure 
and the error computed from all measurements in the 
dataset. Sixteen, fourty-five and sixteen added points 
are considered for the three case-studies, leading to a 
maximum design size, n0+K, of 9+16=25, 5+45=50, 
and 9+16=25 respectively. Lines refer to the mean 
error over 25 replicated plans for the three criteria. 
Replications are needed because the MLE 
optimization result is subject to variability due to the 
random choice of the initial guess of the optimization 
algorithm (recall that MLE is needed also in the 
computation of the Jackknife variance).  
 
 
 
Figure 4. Average accuracy of the estimated geometric error (% of the true error) versus the number of added points for the kriging-based adaptive 
plan applied to the three case-studies. Top: freeform patch; bottom, left: circular pattern; bottom, right: flat surface. Lines refer to the mean error 
over 25 replicated plans. In the last two plots, stars indicate the estimated roundness and flatness error computed by Edgeworth and Wilhelm and 
Badar et al. respectively
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The adaptive method is able to get a 100% 
accuracy (using the Switch criterion) after ten added 
measurements in the helicopter patch while is not in 
the other two case-studies. This is reasonably 
explained by the greater information content of the last 
two datasets with respect to the first one, as it is 
apparent in Figure 3. The last two plots of Figure 4 
report also the accuracy obtained by Edgeworth and 
Wilhelm with 27 inspection points, and by Badar et al. 
with 15 and 18 inspection points. In the pairwise 
comparisons, kriging adaptive plans using the Switch 
criterion perform consistently better and the MaxPVar 
criterion is a second best.Notably, in the second case-
study, which is the most complex, our method attains 
the same accuracy reported by Edgeworth and 
Wilhelm, under both the Switch and the MaxPVar 
settings, with just half the number of points. 
The non adaptive plans, LHS and random 
sampling, are also generally outperformed by kriging 
plans, especially when the Switch criterion is active, 
even when they start with a higher error estimate, see 
the first two plots in Figure 4. More insight on how 
our adaptive method works is provided in Figure 5 
which reports the estimates of the scale and 
smoothness parameters,  and p, defining the 
correlation function when the Switch criterion is 
applied. The evolution of these estimates (Figure 5) 
can be regarded as the learning curve of the Guassian 
process with respect to the deviation signal, and their 
stationary values, if stationarity is reached, as a 
signature of the signal itself. Interestingly, the three 
plots represent different situations altogether. The 
almost stationary pattern of the estimated parameters 
for the freeform surface indicates that this surface is 
the most simple to capture; moreover it is very smooth 
(p1,p2  2) and exhibits more autocorrelation in 
direction v than in direction u ( 1< 2). Opposed to this, 
the circular signal is extremely awkward to learn as 
testified by a steadily decreasing pattern of p and quite 
small estimates of , which is in agreement with the 
very sharp variations of the signal, see Figure 3 
(center). Another situation occurs in the case of the 
planar surface where stationarity is reached after 10-
12 added points, and a substantial isotropy is 
witnessed by similar smoothness and autocorrelation 
properties observed in both directions. In this case the 
low values of  can be partly explained by the coarse 
discetization of the signal.. The evidence of a 
stationary behaviour of the estimated paramenters can 
justify the adoption of a stopping rule for the adaptive 
procedure 
4. Future research 
Future research will involve both an improvement 
of the methodology and the extension to different 
applications. As for the first objective we will 
consider: 
 a study of the effect of the type of the initial plan 
and its size, 
 the evaluation of different correlation functions,  
 the study of new criteria for next-point selection 
trying to find the best match between the criterion 
and the particular objective of the application, 
 the comparison with the case implementing the 
“kriging variance” in the place of empirical 
variance estimates, like the one based on 
Jackknife which is used here, 
 dynamic criteria to choose the candidates sites, 
opposed to the static ones used in this paper, 
 a scrutiny of different stopping rules. 
As for the extension to other metrological 
applications, we will explore the potential of the 
method in the case of measurements made with non-
contact optical devices, like, for example, 
measurements of roughness and profile based on 
white-light interferometry. Since these devices 
produce very accurate measurements but on very 
small areas of the test-piece, efficient sampling over 
the surface would be useful. 
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Figure 5. Estimated value of the parameters  and p (mean over 25 replications) of the kriging correlation function versus the number of inspected 
points selected by the procedure for the three case-studies. Left: freeform surface; middle: circular pattern ; right: planar surface (from Badar et al.). 
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Appendix 
An empirical measure of the variance of kriging 
predictions is provided via cross-validation and 
jackknife. At the step k, k = 0,1,2,…,K, observations 
are available at each of the n0+k design sites xi, i = 
0,1,2,…, n0+k, forming the point set: 
Sk
 
=
 
{(x1,y1), (x2,y2),…, (xn0+k, yn0+k)}   (a.1) 
By eliminating one point at a time from Sk one obtains 
q=n0 +k subsets of the form:  
Sk(-i) = {(x1,y1), (x2,y2),…,(xi-1,yi-1), 
(xi+1,yi+1),…, (xn0+k, yn0+k)} (a.2) 
with i =1,2,…,q. Basing on each S(-i) subset the 
kriging parameters are estimated by Maximum 
Likelihood and the response is predicted at each of the 
candidate sites cjk, j=1,2, …,M-k. Let 
( )ˆ( ) ijky c  
denote such predictions and ˆ( )jky c  the prediction at 
cjk based on the whole set Sk. Then the pseudo-values 
are computed at any candidate cjk, j=1,2, …,M-k, 
k=0,1,…,K, by: 
( )( ) ( ) 1 ( ) ijk jk jky c qy c q y c ,   j=1,2, 
…,M-k,  k=0,1, …,K,  i=1,2, …,q      (a.3) 
The estimated jackknife variance of the prediction 
at the candidate site cjk at step k is: 
2
2 ( )
1
1 ( ) ,
1
q
i
jk jk jk
i
s y c y
q q
           (a.4) 
where ( )
1
1 ( )
q
i
jk jk
i
y y c
q
. 
