Let X be a smooth projective variety over a finitely generated field K of characteristic 0 and fix an embedding K Ă C. The Mumford-Tate conjecture is a precise way of saying that certain extra structure on the -adic étale cohomology groups of X (namely, a Galois representation) and certain extra structure on the singular cohomology groups of X (namely, a Hodge structure) convey the same information.
I n t ro d u c t i o n
. -Let A be an abelian variety over a finitely generated field K Ă C. Denote withK the algebraic closure of K in C. If is a prime number, we write H 1 pAq for the -adic cohomology group H 1 ét pAK, Q q. Similarly, we write H . Observe that the conclusion of the theorem is not a formal consequence of the assumption: Suppose that G 1 is a group, with two representations ρ 1 : G 1 Ñ GLpV 1 q and ρ 2 : G 1 Ñ GLpV 2 q. Let G 1 (resp. G 2 ) be the image of ρ 1 (resp. ρ 2 ). Write ρ for ρ 1 ' ρ 2 , and let G be the image of ρ. Then G is a subgroup of G 1ˆG2 , and the projection of G onto G 1 (and G 2 ) is surjective. However, G Ă G 1ˆG2 may be anything, ranging from the diagonal (e.g., if V 1 -V 2 ) to the full product (e.g., if G 1 fl G 2 and both groups are simple).
In the context of the main theorem we have G˝ pA 1ˆA2 q Ă G˝ pA 1 qˆG˝ pA 2 q -pG B pA 1 qˆG B pA 2b Q Ą G B pA 1ˆA2 q b Q , and there is no a priori formal reason why G˝ pA 1ˆA2 q and G B pA 1ˆA2 q b Q should be the same subgroup.
. The situation above is exactly the setup where Goursat's lemma applies: we have two groups G 1 and G 2 and a subgroup G 1 Ă G 1ˆG2 such that the projections π i : G Ñ G i are surjective (i " 1, 2). Let N 1 be the kernel of π 2 , and N 2 the kernel of π 1 . Goursat's lemma is the observation that one may identify N i with a normal subgroup of G i , and the image of G 1 in G 1 {N 1ˆG2 {N 2 is the graph of an isomorphism
This lemma is also true in the context of algebraic groups; a fact that we will need later on. We leave the proofs of these statements as an exercixe to the reader.
. R e m a r k . -Vasiu [Vas ] proves a similar result to theorem . although he has to exclude the case where A 1 or A 2 has a Mumford-Tate group with a simple factor of type D H 4 . His proof is long and very technical, and I do not claim to fully grasp the details. His global strategy is similar to the one employed below; and the reason that we can now prove the stronger claim is mostly due to the results of [Com ] (building on [Kis ] ).
. S t r at e g y o f t h e p ro o f . -. As a first step, we linearise the category of abelian varieties into so called abelian motives (in the sense of André [And b], or motives for absolute Hodge cycles). We obtain a semisimple Tannakian category, allowing us to apply the toolkit of representation theory of reductive linear groups.
. From work of several people (notably Piatetski-Shapiro, Deligne, André, and Faltings)
we know that for any abelian motive M the group G˝ pM q is reductive, and we have an inclusion G˝ pM q Ă G B pM q b Q .
. We then prove that the connected component of the centre of G˝ pAq is isomorphic to the connected component of the centre of G B pAq b Q . For this we employ cm motives, and reduce the claim to the Mumford-Tate conjecture for cm abelian varieties, which is known by work of Pohlmann [Poh ] .
/ . The next step consists of replacing the abelian variety A i (i " 1, 2) by the motive M i that corresponds-via the Tannakian formalism-with the adjoint representation of G B pA i q ad .
It suffices to prove the Mumford-Tate conjecture for M 1 ' M 2 .
. By general considerations, we may assume that M 1 and M 2 are irreducible motives. In particular, the Mumford-Tate groups G B pM 1 q and G B pM 2 q are Q-simple adjoint groups.
In addition, we assume that G˝ pM 1 ' M 2 q Ĺ G˝ pM 1 qˆG˝ pM 2 q.
. We use Goursat's lemma (see remark . . ) and results from [Com ] to show that for all prime numbers we have H pM 1 q -H pM 2 q. From this we deduce that there is a canonical isomorphism EndpM 1 q -EndpM 2 q.
. The remainder of the proof consists of applying a construction of Deligne to M 1 and M 2 that is reminiscent of the Kuga-Satake construction for K surfaces. As a result we acquire two abelian varietiesÃ 1 andÃ 2 , and our job is to show that the isomorphism H pM 1 q -H pM 2 q lifts to an isomorphism H 1 pÃ 1 q -H 1 pÃ 2 q.
. Once that is done, we apply Faltings's theorem, to deduce thatÃ 1 andÃ 2 are isogenous abelian varieties. This in turn implies G B pÃ 1 q -G B pÃ 2 q. In particular G B pM 1 ' M 2 q Ă G B pM 1 qˆG B pM 2 q is the diagonal, and therefore G˝ pM 1 ' M 2 q -G B pM 1 ' M 2 q b Q .
Hence we win!
. N o tat i o n . -For any field K, we denote with Γ K the absolute Galois group GalpK{Kq.
. Ac k n ow l e d g e m e n t s . -My warmest thanks go to my supervisor Ben Moonen. Our countless discussions and his many detailed explanations and corrections have been of immense importance for this article. I also thank Rutger Noot for a very inspiring discussion of this subject.
This article also benefited from the extensive feedback on my PhD thesis that I received from Anna Cadoret, Pierre Deligne, Bas Edixhoven, Milan Lopuhaä, Rutger Noot, and Lenny Taelman.
I thank Netan Dogra, Carel Faber, Salvatore Floccari, Joost Nuiten, and Frans Oort for their interest and useful comments.
H y p e r a d j o i n t o b j e c t s i n Ta n n a k i a n c at e g o r i e s . -Let Q be a field of characteristic 0, and let T be a Q-linear symmetric monoidal category. Let R be a Q-algebra, and denote with Proj R the category of finitely generated projective R-modules. An R-valued fibre functor of T is a Q-linear monoidal functor T Ñ Proj R that is faithful and exact. We denote the groupoid of fibre functors T Ñ Proj R with FibpT q R .
. -Let Q be a field of characteristic 0. A Tannakian category over Q is a Q-linear rigid abelian symmetric monoidal category with an isomorphism Q " Ñ Endp1q such that for every object V P T the following equivalent conditions hold: (i) there exists an integer n such that Ź n V " 0;
or (ii) dimpV q is an integer. (See § . and théorème . of [Del ] .) The exterior power Ź n V is defined in the usual way in terms of Â n V and antisymmetrisation. The dimension of V is defined as the trace of the identity morphism on V , in other words, dimpV q is the composition of the natural morphisms δ (unit) and ev (counit): 1
shows that the two conditions listed above are equivalent to the existence of a Q-algebra R and a fibre functor T Ñ Proj R .
. -Let T be a Tannakian category over a field Q of characteristic 0. For a Q-algebra R, recall that FibpT q R is the groupoid of fibre functors T Ñ Proj R . It turns out that FibpT q is an algebraic stack over Q. In fact, if α : Q Ñ R is a Q-algebra, and ω : T Ñ Proj R is a fibre functor, then the stack α˚FibpT q is isomorphic to BG " rSpecpRq{Gs, where G is the affine group scheme Aut b pωq over R. This observation (together with the fact that such fibre functors exist) makes
FibpT q into a gerbe.
A representation of FibpT q is a cartesian functor FibpT q Ñ Proj, in other words, a collection of functors FibpT q R Ñ Proj R that is functorial in R. The category of representations of FibpT q is denoted ReppFibpT qq, and the evaluation functor T Ñ ReppFibpT qq, given by V Þ Ñ pω Þ Ñ ωpVis an equivalence. This is one half of the statement of Tannaka duality. The other half is the converse statement: if G is an affine gerbe over Q, then G is naturally isomorphic to FibpReppGqq.
. D e f i n i t i o n . -Let T be a Tannakian category over a field Q of characteristic 0. Assume that T is finitely generated (hence generated by one object). The adjoint object in T is the object (well-defined up to isomorphism) that corresponds with the collection of functors FibpT q R Ñ Proj R given by ω Þ Ñ LiepAut b pωqq via the Tannakian formalism described above.
Note: Since T is finitely generated, the group scheme Aut b pωq is of finite type, and therefore LiepAut b pωqq is finitely generated.
/
. N o tat i o n . -Let T be a Tannakian category over a field Q of characteristic 0. If V is an object of T , then V ad denotes the adjoint object of the Tannakian subcategory xV y b Ă T generated by V .
. -Let T be a Tannakian category over a field Q of characteristic 0. If V is an object in T , inductively define a sequence of objects by V p0q " V , and V pi`1q " pV piad for i P Z ě0 . Observe that for i ě 1 the object V pi`1q is a quotient of V piq , and therefore dim V pi`1q ď dim V piq . Since V is finite-dimensional this sequence stabilises at an object V p8q .
. D e f i n i t i o n . -Retain the notation of the preceding paragraph. We call the object V p8q the hyperadjoint object associated with V , and we denote it with V ha . We say that an
. R e m a r k . -Let T be a Tannakian category over a field Q of characteristic 0. The constructions V ù V ad and V ù V ha are not functorial. They do not in general commute with tensor functors between Tannakian categories. Also, the constructions are not in general compatible with direct sums. Note that the definitions are such that if V ‰ 0 is a hyperadjoint
On a more positive note, the following remark explains that in this paper these constructions are very manageable. Lemma . also lists some natural properties of these constructions.
. R e m a r k . -In this paper we always have V ha " V p2q for all objects that are of interest to us. The reason for this is that all the objects we encounter live in Tannakian (sub)categories that are semisimple, and therefore the associated groups (or gerbes) are reductive. Now suppose that G is a reductive group, with a faithful representation V P ReppGq. After the first step, we have the object V p1q " V ad " LiepGq. Since G is reductive, we have a short exact sequence 0 Ñ ZpGq Ñ G Ñ G ad Ñ 0, and LiepGq " LiepZpGqq ' LiepG ad q. Observe that LiepZpGqq is isomorphic to a number of copies of the trivial representation of G, and therefore G ad is the group associated with V p1q . We conclude that V p2q " LiepG ad q, which is a faithful representation of G ad , and therefore V ha " V p2q .
. R e m a r k . -I do not know of an intrinsic way to define adjoint and hyperadjoint objects in a finitely generated Tannakian category. Given the universal nature of the adjoint representation, I expect that it is possible to give a definition without using the Tannakian formalism to pass to algebraic groups or gerbes. Such a definition might also lead to intrinsic proofs of several properties, such as those in the following lemma. . D e f i n i t i o n . -Let R Ă R be a subring (typically Z, Q, or R). A fractional preHodge structure over R consists of a free R-module V of finite rank, and a decomposition
We denote the category of fractional pre-Hodge structures over R with FpHS R .
/ . -Let V be a fractional pre-Hodge structure over a ring R Ă R. For p, q P Q, we denote with h p,q pV q the dimension of V p,q . We say that V is pure of weight n P Q if h p,q pV q ‰ 0 ùñ p`q " n.
A fractional Hodge structure is a fractional pre-Hodge structure that is the direct sum of pure fractional pre-Hodge structures. A pre-Hodge structure V (without the adjective fractional) is a fractional pre-Hodge structure for which h p,q pV q ‰ 0 ùñ p, q P Z. If V is both a fractional
Hodge structure and a pre-Hodge structure, then V is a Hodge structure, in the classical sense of the word.
. -Let S denote the Deligne torus Res C{R G m . Recall that a Hodge structure over R is completely described by a representation h : S Ñ GLpV q R , as follows: for z P SpCq and v P V p,q we put hpzq¨v " z´pz´qv. Composing h with the map x Þ Ñ x k : S Ñ S amounts to relabeling
PutS " lim N S, where N is ordered by divisibility, and for m n we take the transition map
ThenS is a pro-algebraic group scheme, and the category of fractional pre-Hodge structures over R is equivalent to ReppSq.
. D e f i n i t i o n . -Let V be a fractional pre-Hodge structure over a ring R Ă R. The
Mumford-Tate group of V is the smallest algebraic subgroup G B pV q Ă GLpV q over R such that
Alternatively, let ω : FpHS R Ñ Proj R be the forgetful functor. Then ω is a fibre functor, and
. -Let V be a pre-Hodge structure over a ring R Ă R. Recall that this pre-Hodge structure is described by a morphism h : S Ñ G B pV q R . Denote with µ 0 the cocharacter G m,C Ñ S C given by z Þ Ñ pz, 1q on C-valued points. The composite morphism µ h " h C˝µ0 is called the Hodge cocharacter of V . If there is no confusion, we will write µ for µ h .
. L e m m a . -Let V be a fractional pre-Hodge structure over Q. The Mumford-Tate group of V is a torus if and only if V is a free module of rank 1 over a commutative semisimple algebra E Ă End FpHS Q pV q.
Proof . Assume that G B pV q is a torus. Let T Ă GLpV q be a maximal torus containing G B pV q.
GBpV q " End FpHS Q pV q is a commutative semisimple algebra and V has rank 1 over E.
Conversely, suppose that V is free of rank 1 over some commutative semisimple algebra Every algebraic cycle is motivated, and under the Lefschetz standard conjecture the converse holds as well. The set of motivated cycles naturally forms a graded Q-algebra. The category of motives over K, denoted Mot K , consists of objects pX, p, mq, where X is a smooth projective variety over K, p is an idempotent motivated cycle on XˆX, and m is an integer. A morphism pX, p, mq Ñ pY, q, nq is a motivated cycle γ of degree n´m on YˆX such that qγp " γ. We denote with HpXq the object pX, ∆, 0q, where ∆ is the class of the diagonal in XˆX. The Künneth projectors π i are motivated cycles, and we denote with H i pXq the object pX, π i , 0q. . D e f i n i t i o n . -Let K be a subfield of C. The motivic Galois group GpMot K q is the pro-algebraic affine group scheme Aut b pH B q over Q associated with Mot K via the Tannakian formalism. If M is a motive over K, then we denote with GpM q the affine group scheme associated
GalpL{Kq corresponds via the Tannakian formalism with the subcategory of Mot K generated by the objects HpSpecpK 1where
It is not known whether GpMotKq is connected.
. N o tat i o n . -Let M be a motive over a field K Ă C. We denote with G pM q the Zariski closure of the image of the Galois representation Γ K Ñ GLpH pM qq, and we write G˝ pM q for the identity component of G pM q. With G B pM q we denote the Mumford-Tate group of the Hodge structure H B pM q. The realisation functors induce natural injective morphisms G pM q Ñ GpM q Q (via the comparison isomorphism) and G B pM q Ñ GpM q.
. R e m a r k . -In certain situations it is expected that the natural morphisms mentioned above are isomorphisms. Let us make this more precise. Let M be a motive over a field K Ă C.
Assume that K is finitely generated. The Tate conjecture predicts that invariants of G pM q (in tensor powers of H pM q) are algebraic, and in particular motivated. Suppose that G pM q is reductive, so that it is determined by the invariant subspace in the tensor algebra on H pM q. If the invariants of G pM q and GpM q Q agree, then the two groups are isomorphic. (In fact, we do not need to assume that G pM q is reductive, by the result of [Moo c].)
Now assume that K " C. The Hodge conjecture predicts that invariants of G B pM q in the tensor algebra on H B pM q are algebraic, and thus motivated. We already know that G B pM q is reductive, and hence the Hodge conjecture predicts that G B pM q ãÑ GpM q is an isomorphism.
See theorem . for an example of a class of motives where we know "Hodge = motivated".
The Tate and Hodge conjectures are naturally complemented by a third conjecture: the Mumford-Tate conjecture, that we state below. We leave it to the reader to verify that if any two of the three conjectures hold (for all motives) then so does the third.
. C o n j e c t u r e . -Let M be a motive over a finitely generated field K Ă C. Fix a prime number . The Mumford-Tate conjecture for M is the statement that under the comparison isomorphism H pM q -H B pM q b Q we have
We write MTCpM q for the conjecture @ : MTC pM q.
. R e m a r k . -. Let M be a motive over a field K Ă C. By definition there is a smooth projective variety X such that M P xHpXqy b . By work of Serre [Ser ] , there is a
. If L{K is a finitely generated extension field, then there is an isomorphism G˝ pM L q -G˝ pM q (see proposition . of [Moo b]). Therefore, the Mumford-Tate conjecture for M is equivalent to the Mumford-Tate conjecture for M L . In particular, when trying to prove this conjecture for M we may always assume that G pM q is connected for all prime numbers .
. D e f i n i t i o n .
-. An Artin motive over a field K Ă C is an object in the Tannakian subcategory of Mot K generated by motives of the form HpSpecpLqq, where L is a finite field extension of K.
. An abelian motive over K is an object in the Tannakian subcategory of Mot K generated by Artin motives and motives of the form HpAq, where A is an abelian variety over K.
. R e m a r k . -In practice, we can ignore Artin motives in this paper. The Mumford-Tate conjecture is trivially true for them: if M is an Artin motive, then both G B pM q and G˝ pM q are trivial. (Note that G pM q can be a non-trivial finite group.)
If M is an arbitrary abelian motive, then there is always a finite field extension L{K and
MTCpM q ðñ MTCpM L q and therefore we may restrict our attention to motives in the Tannakian subcategory generated by abelian varieties over K.
. R e m a r k . -. Let M be an abelian motive over a field K Ă C. A corollary of theorem . is that G B pM q is the identity component of GpM q. In particular, we obtain the inclusion G˝ pM q Ă G B pM q b Q .
. Let A be an abelian variety over K, and assume that K is finitely generated. Then G˝ pAq is a reductive group by Satz in § of [Fal ] . (See also [Fal ] , for the case where K is not a number field.) Suppose that M P xH 1 pAqy b . Then there is a surjection G˝ pAq G˝ pM q.
Hence G˝ pM q is reductive for every abelian motive M .
. We also know that End we may view N as a complex motive. Note that N is an abelian cm motive, by construction.
After replacing K by a finitely generated extension-which is harmless by remark . . -we may assume that N is defined over K. Since the Mumford-Tate conjecture holds for cm motives (lemma . ) we find G˝ pN q "
To complete the proof, we remark that G˝ pN q is exactly the image of G˝ pM q under the composite map of the preceding paragraph. l . -Let κ be a finite field with q elements. We denote with F κ P Γ κ the geometric Frobenius automorphism: i.e., the inverse of x Þ Ñ x q .
. . D e f i n i t i o n . -Let K be a finitely generated field. A model of K is an integral scheme X of finite type over SpecpZq together with an isomorphism between K and the function field of X.
. R e m a r k .
-If K is a number field and R Ă K is an order, then SpecpRq is naturally a model of K. The only model of a number field K that is normal and proper over SpecpZq is
. D e f i n i t i o n . -Let K be a finitely generated field, and let X be a model of K. We denote the set of closed points of X with X cl . Let x P X cl be a closed point, let K x be the function field of the Henselisation of X at x, and let κpxq be the residue field at x. We denote with I x the kernel of Γ Kx Γ κpxq . Every embeddingK ãÑK x induces an inclusion Γ Kx ãÑ Γ K .
Like in definition . , the inverse image of F κpxq in Γ Kx is called the Frobenius coset of x.
An element α P Γ K is called a Frobenius element with respect to x if there exists an embeddinḡ
K ãÑK x such that α is the restriction of an element of the Frobenius coset of x.
. D e f i n i t i o n . -Let K be a field, let E be a number field and let λ be a finite place of E.
A λ-adic Galois representation of K is a representation of Γ K on a finite-dimensional E λ -vector space V that is continuous for the λ-adic topology.
/
We denote with G λ pV q Ă GLpV q the algebraic group over E λ that is the Zariski closure of the image of Γ K under this representation. The identity component of G λ pV q is denoted with GλpV q.
. D e f i n i t i o n . -Let K be a field, let E be a number field and let λ be a finite place of E. Let ρ be a λ-adic Galois representation of K. Let X be a model of K, and let x P X cl be a closed point. We say that ρ is unramified at x if there is an embeddingK ãÑK x for which ρpI x q " t1u, where I x is the kernel of the projection Γ Kx Γ κpxq , as in definition . . (Remark:
If this condition is satisfied by one embedding, then it is satisfied by all embeddings.)
. N o tat i o n . -Let K be a finitely generated field. Let E be a number field and let λ be a finite place of E. Let ρ be a λ-adic Galois representation of K. Let X be a model of K, and let
x P X cl be a closed point. Let F x be a Frobenius element with respect to x. Assume that ρ is unramified at x, so that the element F x,ρ " ρpF x q is well-defined up to conjugation. For n P Z, we write P x,ρ,n ptq for the characteristic polynomial of F n x,ρ . Note that P x,ρ,n ptq does not depend on the choice of F x , since conjugate endomorphisms have the same characteristic polynomial.
. D e f i n i t i o n . -Let K be a finitely generated field. Let E be a number field and let λ be a finite place of E. Let ρ be a λ-adic Galois representation of K. Let X be a model of K, and let x P X cl be a closed point. The representation ρ is said to be E-rational at x if ρ is unramified at x, and P x,ρ,n ptq P Erts, for some n ě 1.
. D e f i n i t i o n . -Let K be a finitely generated field. Let E be a number field and let λ 1 and λ 2 be two finite places of E. For i " 1, 2, let ρ i be a λ i -adic Galois representation of K.
. Let X be a model of K, and let x P X cl be a closed point. Then ρ 1 and ρ 2 are said to be quasi-compatible at x if ρ 1 and ρ 2 are both E-rational at x, and if there is an integer n such that P x,ρ1,n ptq " P x,ρ2,n ptq as polynomials in Erts.
. Let X be a model of K. The representations ρ 1 and ρ 2 are quasi-compatible with respect to X if there is a non-empty open subset U Ă X, such that ρ 1 and ρ 2 are quasi-compatible at x for all x P U cl .
. The representations ρ 1 and ρ 2 are quasi-compatible if they are quasi-compatible with respect to every model of K.
. D e f i n i t i o n . -Let K be a field. With a system of Galois representations of K we mean a triple pE, Λ, pρ λ q λPΛ q, where E is a number field, Λ is a set of finite places of E, and ρ λ (λ P Λ) is a λ-adic Galois representation of K.
/ .
D e f i n i t i o n . -Let K be a finitely generated field. Let E be a number field and let Λ be a set of finite places of E. Let ρ Λ be a system of Galois representations of K.
. Let X be a model of K. The system ρ Λ is quasi-compatible with respect to X if for all λ 1 , λ 2 P Λ the representations ρ λ1 and ρ λ2 are quasi-compatible with respect to X.
. The system ρ Λ is called quasi-compatible if for all λ 1 , λ 2 P Λ the representations ρ λ1 and ρ λ2 are quasi-compatible.
.
T h e o r e m . There exists a model X of K, a point x P X cl , and an integer n ě 1, such that P x,ρ λ 0 ,n ptq P Erts and e is a coefficient of P x,ρ λ 0 ,n ptq.
Let be a prime number that splits completely in E{Q. If End
Proof . We restrict our attention to a finite subset of Λ, namely Λ 0 " tλ 0 u Y tλ u. Let U Ă X be a non-empty open subset such that for all λ 1 , λ 2 P Λ 0 the representations ρ λ1
and ρ λ2 are quasi-compatible at all x P U cl . For each x P U cl , let n x be an integer such that P x ptq " P x,ρ λ ,nx ptq P Erts does not depend on λ P Λ 0 .
Let λ 1 be a place of E 1 above . Let λ 1 and λ 2 be two places of E that lie above λ 1 . We view ρ λ1 and ρ λ2 as λ 1 -adic Galois representation. Since splits completely in E{Q, the inclusions . D e f i n i t i o n . -Let ∆ be a connected Dynkin diagram, and let ∆`" ∆ \ tα 0 u be the extended (or affine) Dynkin diagram associated with ∆. A node of ∆ is special if it is contained in the Autp∆`q-orbit of α 0 . See § . for diagrams that depict which nodes are special.
. E x a m p l e . 
. -The reason we study Deligne-Dynkin diagrams is that we may naturally attach such a diagram to any hyperadjoint abelian motive M over a field K Ă C. These assumptions on M imply that the linear algebraic group G B pM q over Q is an adjoint group. Let ∆ be the Dynkin diagram of G B pM q, and note that ∆ is naturally equipped with an action of Γ Q . Let µ : G m Ñ G B pM q C be the Hodge cocharacter of the Hodge structure H B pM q (see § . ). This cocharacter may be identified with a subset of nodes µ Ă ∆. Since M is hyperadjoint and abelian, the computation in § . . of [Del ] shows that the nodes in µ are special and p∆, µq is a populated Deligne-Dynkin diagram over Q. We call it the Deligne-Dynkin diagram of M .
. -We recall the definition of the opposition involution on a Dynkin diagram. Let pR, Φq be an irreducible root system, and let ∆ Ă Φ be a choice of positive simple roots. Then ∆ may be identified with the vertices of the Dynkin diagram of pR, Φq. Let W be the Weyl group of pR, Φq, and let w 0 be the longest element of the Weyl group (with respect to ∆). Then w 0 p∆q "´∆ and´w 0 defines an element τ of Autp∆q: the opposition involution. It is non-trivial if and only if ∆ has type A k with k ‰ 1, D k with k odd, or E 6 . In these cases, τ is the unique non-trivial automorphism of ∆. In particular, the opposition involution depends only on the type of ∆.
For non-connected Dynkin diagrams the opposition involution is defined componentwise.
. D e f i n i t i o n . -Let ∆ be a connected Dynkin diagram with opposition involution τ , and let α P ∆ be a special node. A node ω P ∆ is called α-symplectic if xα, ω`τ pωqy " 1.
. R e m a r k . -The reasoning behind this terminology is best understood in terms of Table . . of [Del ] lists the isomorphism classes of connected Dynkin diagrams equipped with a special node α. In other words, these are the irreducible populated DeligneDynkin diagrams over an algebraically closed field Q "Q. 
k{4`1{2 On the other hand, if p∆, µq is populated then § . shows that S is contained in the set V of extremal nodes of ∆. In fact, we have V "μ \ S, by the maximality of S. Hence, if d " 3, then S " ∅ and p∆, µq is not symplectic. Theorem . and § . explain why we are not interested in these degenerate cases.
If d " 1, then degpSq " 2, and we say that p∆, µq has type D R 4 . If d " 2, then degpSq " 1, and we say that p∆, µq has type D H 4 . We will not say more about these diagrams in this example, apart from mentioning that the distinction between diagrams of type D R 4 and D H 4 will play an important rôle in the proofs in the remainder of this section (notably the proof of proposition . ).
. T h e t y p e o f p ∆, µq . -Let p∆, µq be an irreducible populated Deligne-Dynkin diagram over Q. If p∆, µq is symplectic, then the type of its connected components is classical:
A n , B n , C n , or D n . On the other hand, if the connected components of ∆ are of type A n (resp. B n , or C n ), then p∆, µq is symplectic. In this case the type of p∆, µq is A n (resp. B n , or C n ). The case where the connected components of ∆ are of type D n requires more attention.
Assume that the connected components of ∆ are of type D n , with n ě 5. For every special node α P µ Ă ∆, let ∆ α be the connected component of ∆ that contains α. The pair p∆ α , αq is of type D » for every special node α, the pair p∆ α , αq is of type D R n ; or » for every special node α, the pair p∆ α , αq is of type D H n . We say that p∆, µq is of type D R n (resp. D H n ) if the former (resp. the latter) condition holds. Finally, if the connected components of ∆ have type D 4 , then the type of p∆, µq was explained in example . , as follows: Letμ Ă ∆ be the Γ Q -closure of µ and write d " deg π0p∆q pμq. Recall that d P t1, 2, 3u, and if d " 3, then p∆, µq is not symplectic. We say that p∆, µq has type
We conclude with two observations: » The definitions of type D R n and D H n distinguish between the cases n " 4 and n ě 5, but these cases unify in the following way: if p∆, µq is of type D R n (resp. D H n ), then the subset of µ-symplectic nodes of ∆ has degree 2 (resp. 1) over π 0 p∆q. » An irreducible symplectic populated Deligne-Dynkin diagram has one of the following types: (n ě 4) ; and all these types occur.
. R e m a r k . -Let Q 1 {Q be a field extension, and let p∆, µq be a Deligne-Dynkin diagram over Q. By restricting the Galois action, one obtains a Deligne-Dynkin diagram p∆, µq Q 1 over Q 1 .
We make the following observations:
. If p∆, µq is irreducible or populated then this need not be true for p∆, µq Q 1 . (Of course p∆, µq Q 1 will have irreducible components that are populated.)
. Related to the preceding point: the subset of µ-symplectic nodes of p∆, µq Q 1 may be strictly larger than the subset of µ-symplectic nodes of p∆, µq.
. Proof . By what was said in remark . . this is trivial, unless p∆, µq has type D H 4 . In that case, let α P µ be a special node, and let ∆ α be the connected component of ∆ that contains α. By assumption, the subset of µ-symplectic nodes of p∆, µq meets ∆ α in exactly one node s. Label the remaining extremal node of ∆ α with β, so that tα, β, su is the set of extremal nodes of ∆ α .
Note thatμ X ∆ α " tα, βu. Since p∆, µq has type D H 4 , there exists a special node α 1 P µ and an element g P Γ Q such that gα 1 " β. By Chebotarev's density theorem we may assume that g P Γ Q for some prime number . Let ∆ 1 be the Γ Q -closure of ∆ α , and take
-An isomorphism of Deligne-Dynkin diagrams φ : p∆ 1 , µ 1 q Ñ p∆ 2 , µ 2 q over a field Q is a Γ Q -equivariant isomorphism φ : ∆ 1 Ñ ∆ 2 that maps µ 1 onto µ 2 . We denote the set of isomorphisms from p∆ 1 , µ 1 q to p∆ 2 , µ 2 q by Isom`p∆ 1 , µ 1 q, p∆ 2 , µ 2 q˘Γ Q .
Observe that there is a natural map Isom`p∆ 1 , µ 1 q, p∆ 2 , µ 2 q˘Γ Q Ñ Isom`π 0 p∆ 1 q, π 0 p∆ 2 q˘Γ Q , and if f P Isom`π 0 p∆ 1 q, π 0 p∆ 2 q˘Γ Q then we write Isom f`p ∆ 1 , µ 1 q, p∆ 2 , µ 2 q˘Γ Q for the set of
. L e m m a . -Let p∆, µq be an irreducible symplectic populated Deligne-Dynkin diagram over Q. Let τ denote the opposition involution on ∆. Then 
Proof . This follows immediately from lemmas . and . . l . R e m a r k . -As explained in the readme at the beginning of this section, our aim is a local-global result for irreducible symplectic populated Deligne-Dynkin diagrams over Q (proposition . ). Now recall that a quadratic extension F of a number field E is completely determined by the set of primes of E that split in F . This fact inspires the following notation.
-Let p∆, µq be an irreducible symplectic populated Deligne-Dynkin diagram over Q. The action of Γ Q on ∆ is determined by the action on a Γ Q -closed subset U p∆, µq of ∆ with deg π0p∆q pU p∆, µqq P t1, 2u. Indeed, let S be the subset of µ-symplectic nodes of p∆, µq.
» If p∆, µq has type A n , we take U p∆, µq " S, which has degree 1 if n " 1 and degree 2 otherwise.
» If p∆, µq has type B n , we take U p∆, µq " S, which has degree 1.
» If p∆, µq has type C n , we take U p∆, µq "μ, which has degree 1.
» If p∆, µq has type D R n , we take U p∆, µq " S, which has degree 2. » If p∆, µq has type D H n , we take U p∆, µq "μ, which has degree 1 or 2.
/ .
-Let E be a number field, and let p∆ 1 , µ 1 q and p∆ 2 , µ 2 q be two irreducible symplectic populated Deligne-Dynkin diagrams over Q such that π 0 p∆ 1 q and π 0 p∆ 2 q are both isomorphic to HompE,Qq as Γ Q -sets. Fix Γ Q -equivariant isomorphisms π 0 p∆ 1 q -HompE,Qq -π 0 p∆ 2 q and write f for the composite map π 0 p∆ 1 q Ñ π 0 p∆ 2 q. Suppose that there is an isomorphism
We restrict the Galois action to Γ Q , for some prime number . The irreducible components of p∆ 1 , µ 1 q Q are in a natural way indexed by the places λ of E that lie above , so that
In a similar manner, the maps f and φ are the disjoint union of local components f λ and φ λ . We will use this notation below. Proof . It suffices to prove the existence of φ; the second claim will follow automatically from lemma . . First of all, observe that p∆ 1 , µ 1 q and p∆ 2 , µ 2 q have the same type, by remark . . and lemma . . If this type is B n or C n , then the topology of the diagrams and the map
Note that φ maps µ 1 to µ 2 , because it does so locally.
The other types require more bookkeeping, although the strategy remains the same. We begin by proving that there is an element φ P Isom f p∆ 1 , ∆ 2 q Γ Q , that may or may not map µ 1 to µ 2 .
By § . , a Γ Q -equivariant isomorphism U p∆ 1 , µ 1 q Ñ U p∆ 2 , µ 2 q lying above f will extend to a Γ Q -equivariant isomorphism ∆ 1 Ñ ∆ 2 . Since the degree of U p∆ i , µ i q over π 0 p∆ i q is at most 2, the existence of global isomorphism U p∆ 1 , µ 1 q Ñ U p∆ 2 , µ 2 q will follow from Chebotarev's density theorem if we prove that these sets are locally isomorphic (cf., remark . ).
» If p∆ 1 , µ 1 q and p∆ 2 , µ 2 q have type A n , or D R n with n ě 5, then the topology of the diagrams forces that ψ pU p∆ 1 , µ 1equals U p∆ 2 , µ 2 q for all prime numbers . » Now assume that p∆ 1 , µ 1 q and p∆ 2 , µ 2 q have type D There are two possibilities: either the extremal nodes of p∆ 1 , µ 1 q λ and p∆ 2 , µ 2 q λ form 2 orbits under the action of Γ Q , or the extremal nodes form 3 orbits. For both possibilities it is clear that U p∆ 1 , µ 1 q λ is isomorphic to U p∆ 2 , µ 2 q λ . » Finally, assume that p∆ 1 , µ 1 q and p∆ 2 , µ 2 q have type D H n with n ě 5. Recall that the subset U p∆ i , µ i q "μ i has degree 1 or 2. If these degrees are equal, for i " 1, 2, then we are done. Now suppose that the degree ofμ 1 is 2. Let tα, βu Ăμ 1 be two nodes that lie in the same / connected component of ∆ 1 . Without loss of generality we may and do assume α P µ 1 . By Chebotarev's density theorem, there exists a prime number and g P Γ Q such that gα " β.
By assumption, we have ψ pαq P µ 2 and ψ pβq " gψ pαq Pμ 2 . We conclude thatμ 1 andμ 2 have the same degree.
We have now proven that there exists a Γ Q -equivariant isomorphism φ : ∆ 1 Ñ ∆ 2 lying over f . It remains to prove that we can choose φ in such a way that it maps µ 1 to µ 2 .
At the beginning of this proof, we already dealt with the cases where p∆ 1 , µ 1 q and p∆ 2 , µ 2 q have type B n or C n . We continue with some other easy cases, where the topology of the diagrams forces φpµ 1 q " µ 2 . This happens:
» if p∆ 1 , µ 1 q and p∆ 2 , µ 2 q are of type A 1 , or D R n with n ě 5; » if the type is D R 4 , since φ maps U p∆ 1 , µ 1 q " S 1 to U p∆ 2 , µ 2 q " S 2 by construction; » if the type is A n with n ě 2, and µ 1 (and thus µ 2 ) is fixed under the opposition involution.
The remaining cases require a bit more work: so far we have not needed to change our choice of φ, but with the remaining cases this might be necessary.
First consider the case D H
4 . Recall thatμ i has degree 2. Thus there is a unique non-trivial Γ Q -equivariant involution τ i P Aut id p∆ i q such that τ i pμ i q "μ i . Observe that φ˝τ 1 " τ 2˝φ . Let α P µ 1 be a special node. We may assume that φpαq P µ 2 , by replacing φ with τ 2˝φ if necessary.
We claim that φpµ 1 q " µ 2 . Indeed, let α 1 P µ 1 be a special node. Recall from example .
that degpμ i q " 2. Now there are two cases: either α and α 1 are in the same Γ Q -orbit, or they are in different orbits. Assume that α and α 1 are in the same orbit. The proof of this case contains the essential idea that will also be applied in all the remaining cases: There exists a g P Γ Q such that gα " α 1 . By Chebotarev's density theorem, we may assume that g P Γ Q for some prime number . Since φpαq P µ 2 , we have φpαq " ψ pαq, and we compute
Now suppose that α and α 1 are in different orbits. Let ∆ α and ∆ α 1 be the connected components of ∆ that contain α and α 1 respectively. Let s and s 1 be the µ-symplectic nodes in ∆ α and ∆ α 1 respectively. Finally, let β P ∆ α and β 1 P ∆ α 1 be such that tα, β, su is the set of extremal nodes of ∆ α , and tα 1 , β 1 , s 1 u is the set of extremal nodes of ∆ α 1 . There exists a g P Γ Q such that gα " β 1 .
By Chebotarev's density theorem, we may assume that g P Γ Q for some prime number . Let λ be the finite place of E that corresponds with the Γ Q -closure of ∆ α .
By construction φ maps U p∆ 1 , µ 1 q "μ 1 to U p∆ 2 , µ 2 q "μ 2 . On the other hand, we have ψ λ pμ 1,λ q "μ 2,λ by assumption; thus φpsq " φ λ psq. Since φpαq P µ 2 , we have φpαq " ψ λ pαq, and therefore φpβq " ψ λ pβq. We compute φpα 1 q " φpgβq " gφpβq " gψ λ pβq " ψ λ pgβq " ψ λ pα 1 q P µ 2 .
This finishes the proof in the case D There is a unique non-trivial Γ Q -equivariant involution τ i P Aut id p∆ i q. Once again, we have φ˝τ 1 " τ 2˝φ . Let α P µ 1 be a special node that is not fixed under τ 1 . We may assume that φpαq P µ 2 , by replacing φ with τ 2˝φ if necessary.
As before, we claim that φpµ 1 q " µ 2 . Indeed, suppose that α 1 P µ 1 is a special node, and let ∆ α 1 be the component of ∆ 1 containing α 1 . There exists a g P Γ Q such that gα P ∆ α 1 . By
Chebotarev's density theorem, we may assume that g P Γ Q for some prime number . Now we argue as follows: Let p∆ 1 , µ 1 q λ (resp. p∆ 2 , µ 2 q λ ) be the irreducible component of p∆ 1 , µ 1 q Q (resp. p∆ 2 , µ 2 q Q ) that contains α (resp. φpαq). Since φpαq P µ 2 , we have φpαq " ψ pαq and therefore φ λ " ψ λ . This implies φpα 1 q P µ 2 , by a computation similar to the one above above.
This completes the proof of proposition . . l .
-Let M be a hyperadjoint abelian motive over a finitely generated field K Ă C. Let p∆, µq be the Deligne-Dynkin diagram associated with M . Choose an embedding of K into a p-adic In particular, µ HT determines the subset µ Ă ∆.
Proof . By the Tannakian formalism, the cocharacters µ HT and µ correspond to tensor functors
There is also another tensor functor . P r e pa r at i o n s . -Let M be an irreducible hyperadjoint abelian motive over C, and let p∆, µq be the Deligne-Dynkin diagram associated with M . The endomorphism algebra E " EndpM q is a totally real field (see the discussion in § . . (a) of [Del ] ). Note that HompE,Qq -π 0 p∆q as Γ Q -sets. We also recall that p∆, µq is symplectic (theorem . ). Let S be the subset of µ-symplectic nodes of p∆, µq.
Write G for the Q-simple adjoint group G B pM q, and letG be the simply-connected cover of G. For s P S, let V psq be the representation ofG C whose highest weight corresponds to s.
Since S is closed under the action of Γ Q , there exists a representation V ofG over Q such that
. C h o i c e s . -Now we fix three choices: . Choose a totally imaginary quadratic extension F {E.
. Choose a partial cm type Φ for F relative to p∆, µq: a subset Φ Ă HompF, Cq " HompF,Qq that maps -to-onto the complement of the image of µ in HompE,Qq " π 0 p∆q.
. Choose a representation V ofG as above.
/ . -The Hodge cocharacter h : S Ñ G R lifts to a maph :S ÑG R , endowing V with a fractional Hodge structure. The Hodge decomposition of V may be read off from the diagrams in § . : If s P S lies in a component of ∆ that does not meet µ, then the type of V psq is tp0, 0qu. If s lies in a component of ∆ that contains a special node α P µ, then the type of V psq is tpr,´rq, pr´1, 1´rqu where r " xs, αy is the number that is written next to the node s in the appropriate diagram in § . . . -Let F S denote the étale E-algebra such that HompF S ,Qq -S as Γ Q -sets. Observe that the fractional Hodge structure V is canonically an F S -module: the algebra F S acts on V psq via the embedding F S ãÑQ Ă C that corresponds with s P S.
We endow F S with a fractional pre-Hodge structure: the component C tsu of F S b Q C -C S is placed in bi-degree p0, 0q if s lies in a component of ∆ that does not meet µ; and C tsu is placed in bi-degree p1´r, rq if s lies in a component that does meet µ, where r is the rational number from the preceding paragraph.
In a similar fashion we endow the cm field F with a fractional pre-Hodge structure: the . -The proof of this proposition will take the remainder of this section. Roughly speaking, the strategy is as follows:
. First we prove that EndpM 1 q " EndpM 2 q. . Next we show that H pM 1 q -H pM 2 q for all primes .
. We use this (and proposition . ) to show that M 1 and M 2 have isomorphic Deligne-Dynkin diagrams over Q.
. After that we run Deligne's construction (section ) on the motives M i ; this leaves us with two complex abelian varieties A 1 and A 2 such that M i,C " H 1 pA i q ha .
. We replace K be a finitely generated extension, such that A 1 and A 2 are defined over K.
. By carefully tracing the -adic counterpart of the construction we show that A 1 and A 2 have isomorphic -adic Tate modules.
. Finally, we apply Faltings's results to deduce that A 1 and A 2 are isogenous abelian varieties, which implies H B pM 1 q -H B pM 2 q.
Sadly however, this strategy is slightly too optimistic. It is not possible to work with the entire -adic Galois representations: we will have to focus our attention on a suitable summand. This makes the proof quite technical.
. -We first make some observations about M 1 and M 2 . For i P t1, 2u, write E i for EndpM i q, and write Λ i for the set of finite places of E i . Observe that H Λi pM i q is a quasi-compatible system of representations, by theorem . . For a prime number , let Λ i, denote the set of places λ P Λ i that lie above . Recall that G B pM q " Res E{Q pG i q, for some absolutely simple adjoint group G i over E. Since MTCpM i q holds and Weil restriction of scalars commutes with base change, we find that
