Abstract. We find upper bounds for the spherical cap discrepancy of the set of minimizers of the Riesz s-energy on the sphere S d . Our results are based in bounds for a Sobolev discrepancy introduced by Thomas Wolff in an unpublished manuscript where estimates for the spherical cap discrepancy of the logarithmic energy minimizers in S 2 were obtained. Our result improves previously known bounds for 0 ≤ s < 2 and s = 1 in S 2 , where s = 0 is Wolff's result, and for d − t 0 < s < d with t 0 ≈ 2.5 when d ≥ 3 and s = d − 1.
Introduction and main results
For an N point set X N = {x 1 , . . . , x N } in the unit sphere S d = {x ∈ R d+1 : |x| = 1} and 0 ≤ s < d the Riesz s-energy of X N is given by We denote the minimal Riesz s-energy, for 0 ≤ s < d, achived by an N point set by 1) where X N runs through the N point sets X N ⊂ S d . Problems related to these minimal energies or with the minimizers, in the spherical and in other settings, have been extensively studied. It is well known that the continuous Riesz s-energy of the surface measure on the sphere gives the leading term of the asymptotic expansion of the normalized discrete energy. Moreover, due to the work of different authors, see [7, 8] and references therein, it is known that for d ≥ 2 and 0 < s < d there exist constants C, c > 0 such that
for N ≥ 2, where
and σ is the normalized surface measure in S d given by the relation σ = ω d σ, being σ the surface measure in the sphere and
. For the logarithmic case s = 0 it is known that
where
and ψ 0 denotes the digamma function. Several conjectures about the lower order terms on these asymptotic expansions and, in some particular dimensions, about the value of the constants appearing in the asymptotic expansion can be found in the literature, see [2, 4, 7, 8, 24] .
There where D r (x) = {y ∈ S d : |x−y| < r} is a spherical cap of center x ∈ S d and (euclidean) distance r > 0. Loosely speaking, the speed of this convergence is a measure of how well distributed are the points in {X N } N .
Our objective is to provide upper bounds for the spherical cap discrepancy of N point sets of minimizers of the Riesz s-energy. Previous work around this problem focused basically in the Coulomb potential case s = d − 1. This case is somehow The first result is due to Kleiner [16] and yields that the spherical cap discrepancy of a set of Fekete points on the sphere is O(N − 1 3d ). Sjögren [26] improved this result to O(N − 1 2d ). In 1996 Korevaar [17] conjectured that the right bound was O(N 
with constants depending only on d and s, where the supremum on the left hand side runs over all spherical caps D ⊂ S d .
Remark 1.2. The same bound above holds when the discrepancy is defined in terms of the so called K-regular sets instead of the spherical caps, [26] .
Observe that, in the harmonic case s = d − 1, our result gives a bound between Kleiner's and Sjögren's results. Note also that all these results, ours and Götz's, are far from the optimal spherical cap discrepancy established by Beck for N point sets in S d , which is of order N − d+1 2d , up to a logarithmic term, [1] . Theorem 1.1 gives a quantitative proof of the asymptotic equidistribution of the energy minimizers. It would be interesting to extend our approach to Green energies on manifods like the ones studied in [3] . Following Wolff's approach, Theorem 1.1 on the spherical cap discrepancy will follow from a sharp estimate of a discrepancy defined in terms of Sobolev norms. We will introduce now the needed concepts.
1.1. Spherical harmonics and Sobolev discrepancy. Given an integer ℓ ≥ 0, let H ℓ be the vector space of the spherical harmonics of degree ℓ, i.e. the space of eigenfunctions of the the Laplace-Beltrami operator ∆ on
. The value h ℓ = dim H ℓ , is the multiplicity of the eigenvalue ℓ(ℓ + d − 1) and it is easily seen to be 6) where
k=1 is an orthonormal basis of H ℓ . Given r ≥ 0 we consider the standard L 2 (S d )-based Sobolev spaces of order r defined in terms of their representation on the Fourier side, namely,
with the norm
, and 1 + ℓ 2r are comparable for all ℓ ≥ 0 with constants only depending on r, in the sequel we may use at our convenience any of these expressions to estimate the norm
For any Borel measure µ in S d , we consider a "dual" Sobolev norm of µ defined by
When the measure is of the form µ = hσ for some h ∈ L 2 (S d ), by an abuse of notation we will simply write h H −r (S d ) .
Following [21, 29] , we define the following discrepancy with respect to functions in the Sobolev space. Definition 1.3. Let X N = {x 1 , . . . , x N } be a set of N points on the sphere S d . Given ǫ > 0 and 0 ≤ s < d, the Sobolev discrepancy of X N is
and
Remark 1.4. In [29] Wolff considered a homogenous Sobolev norm instead. But both in the original work of Wolff and in the present article, these norms are used to pass from the spherical cap discrepancy (an L ∞ estimate) to the Sobolev discrepancy (a "dual" Sobolev estimate), and then to the asymptotics of the energy. One can check in the proof of Theorem 1.1 below that the zero order term, say f L 2 (S d ) , can be absorbed by the dominant term and our final conclusion completely agrees with the one of Wolff.
Our following result is an estimate of the Sobolev discrepancy of minimizers that is sharp in the range d − 2 ≤ s < d. 
with constants depending only d, s, and ǫ. , respectively. Given s ≥ 0 and two different points x, y ∈ R d+1 , let the Riesz kernel of order s acting on (x, y) be defined by
, we define the spherical Riesz transform of f by
We denote the Riesz s-energy of a Borel measure µ in S d by
1.3. Structure of the article. Section 2 contains the preliminaries. In there, we set the basic properties of the Riesz kernels and the spherical Riesz transform, namely, we show that the operator R s diagonalizes in the standard basis of spherical harmonics, we find its eigenvalues in a closed form and their asymptotic behavior, and we study the relation between the Riesz kernels and the Laplace-Beltrami operator on the sphere, giving some heuristics. Section 3 focuses on asymptotic estimates of Riesz energies on the sphere. The main result is an estimate of the continuous Riesz energy of small discs centered at the discrete minimizers in terms of the minimal energy E s (N). This, together with the asymptotic expansion of the minimal energy, is a key tool to derive the estimates of the Sobolev discrepancy given in Theorem 1.5, which is proven in Section 4.
Finally, in Section 5 we give the proof of Theorem 1.1, which is a straightforward application of Theorem 1.5 and Proposition 5.2.
Spectral analysis of the Spherical Riesz transform
In this section we set basic properties of the Riesz kernels and the spherical Riesz transform. On one hand, we show that the operator R s diagonalizes in the standard basis of spherical harmonics. In addition, we find its eigenvalues in a closed form using hypergeometric functions, and we analyze their asymptotic behavior. This is the purpose of Proposition 2.2, a key result that will be systematically used in the sequel. In particular, it allows us to relate in Lemma 2.4 below the Riesz energies E s to the dual Sobolev norms
On the other hand, we explore the relation between the Riesz kernels and the Laplace-Beltrami operator on the sphere. Essentially, we show that the kernel R s+2 can be obtained by applying the Helmoltz differential operator −∆ + C d,s to the kernel R s , where C d,s is a suitable constant depending on d and s; see Lemma 2.5 for the precise statement. In the particular case of s = d − 2 > 0, we get that R d−2 is a multiple of a fundamental solution of −∆ + (d − 2)d/4. These identities are the departing point in Section 3 to get the asymptotic estimates for Riesz energies.
Even though the asymptotic behavior of the eigenvalues for the spherical Riesz transform is obtained in Proposition 2.2 for the whole range 0 ≤ s < d by a direct argument, it is of interest to see how one can get it in the subcritical regime (0 < s < d − 2) from its knowledge in the critical (s = d − 2) and supercritical (d − 2 < s < d) regimes by an iteration argument based on the connection between R s and R s+2 mentioned before. We develop this argument at the end of this section. This served us to see how, for every positive integer m, the Sobolev norms · H m (S d ) defined in terms of the spherical harmonics decomposition correspond to the standard Sobolev norms given by pure derivatives, and gave us an intuition for extending Wolff's arguments for (s, d) = (0, 2) to the whole range 0 ≤ s < d. These last considerations are treated in Lemma 2.7.
Fourier multipliers.
This part is devoted to show that the spherical harmonics diagonalize the spherical Riesz transform, and to find the asymptotic behavior of the eigenvalues. With this at hand, we find a simple expression in terms of the Fourier coefficients which serves to connect the Riesz energy to a dual Sobolev norm.
For the expression of the Riesz potential and the Riesz energy of a function f ∈ L 2 (S d ) written in terms of spherical harmonics, we recall the following definition of a generalized hypergeometric function.
Definition 2.1. For integers p, q ≥ 0 and complex values a i , b j , the generalized hypergeometric function is defined by the power series
where (·) n is the rising factorial or Pochhammer symbol given by (x) 0 = 1 and
for almost all x ∈ S d , and
Additionally, there exists C > 0 only depending on s and d such that
In particular,
Proof. We first consider the case s > 0. If we set F s (t) = (2 − 2t) −s/2 , then R s (x, y) = F s ( x, y ). By Funk-Hecke formula, see [11, page 11] ,
and the expression for R s f (x) follows if we set
The expression for E s (f ) follows then by orthogonality, that is,
From [14, page 281] one can get a closed expression in terms of an hypergeometric function
From Saalshütz's theorem we get
which yields (2.2). Finally, the asymptotic expression for the quotient of gamma functions
proves (2.3) because, clearly, A ℓ,s = 0. The endpoint case s = 0 is obtained using
log(2 − 2t) and taking the derivative with respect to s and evaluating at s = 0 the expression (2.5).
Remark 2.3. From Proposition 2.2 it follows that, at a formal level,
where x, y is the cosine of the angle between x and y, and C . But as
and, thus,
In particular, it is well known that for the Newtonian potential and x, y ∈ S 2 one has 1
where P ℓ (t) is the Legendre polynomial of degree ℓ normalized as P ℓ (1) = 1.
Using Proposition 2.2, in the following result we highlight the important connection between · H (s−d)/2 (S d ) and the Riesz s-energy E s introduced in (1.7).
Lemma 2.4. Given 0 ≤ s < d, there exists a constant C > 0 only depending on s and
Proof. By a limiting argument, it suffices to prove the lemma when h is smooth. On one hand, in (2.4) we showed that if
Writing every
by Cauchy-Schwarz inequality we have
, which yields the first inequality in (2.6) by taking the supremum on ψ ∈ C ∞ (S d ). Let us now prove the second inequality. Since h is smooth by assumption, it is not hard to see that indeed R s h too. Thanks to (2.1) and (2.3) we have that
and the second inequality in (2.6) follows.
2.2.
The Laplace-Beltrami operator on the Riesz kernel. In this section we give useful identities which connect the Riesz kernels of different indexes through the Laplace-Beltrami operator. All of them are collected in the following lemma, which will be systematically used in Section 3 to get the asymptotic estimates for Riesz energies.
Furthermore, in the special case of d > 2 and s = d − 2 we have 8) in the sense of distributions, where δ x 0 denotes the Dirac measure at x 0 and
with smooth boundary and such that x 0 ∈ Ω, and every f ∈ C 2 (Ω) ∩ C 1 (Ω), we have
where σ ′ denotes the (d − 1)−dimensional Hausdorff measure. In the logarithmic case s = 0 and d > 2, we have
10)
and, when s = 0 and d = 2,
2 with smooth boundary and such that x 0 ∈ Ω, and every f ∈ C 2 (Ω) ∩ C 1 (Ω), we have
Proof. Let ∆ R d+1 denote the standard Laplacian in R d+1 and π : R d+1 \ {0} → S d be the spherical projection given by π(y) = y/|y| for y ∈ R d+1 \ {0}. It is well known that if f :
at the points x = π(y) where f • π is twice differentiable. We will consider the case s > 0, the logarithmic case s = 0 follows easily along the same lines. Take x 0 ∈ S d . A computation shows that, as a function of y ∈ R d+1 \ {0},
Using the definition of R s , that x = π(y) and that |x 0 | = |x| = 1, we then get
which, together with (2.12), yields (2.7). For the logarithmic case s = 0, the previous computations lead to
which proves (2.10). We now address (2.8). Given x 0 ∈ Ω ⊂ S d and ǫ > 0 set Ω ǫ := Ω \ D ǫ (x 0 ), whose boundary is the disjoint union of ∂Ω and ∂D ǫ (x 0 ) if ǫ is small enough. We denote by ν the outward unit normal vector (tangent to S d ) on ∂Ω ǫ . An integration by parts gives
(2.14)
Since dist(x 0 , Ω ǫ ) > 0, the last term on the right hand side of (2.14) vanishes by (2.7). Note also that
Arguing as in (2.12), we have that
Moreover, for x ∈ ∂D ǫ (x 0 ) the outward unit normal vector with respect to
Since the integrand is continuous near x 0 , we deduce that
Finally, taking the limit ǫ → 0 in (2.14) and using (2.15) and (2.17) we get (2.9). The statement in (2.8) is a consequence of (2.9) taking Ω = S d , thus ∂Ω = ∅. Observe that in the logarithmic case ∇R 0 (x, x 0 ) = −R 2 (x, x 0 )((x · x 0 )x − x 0 ), and then formula (2.16) becomes
Hence, the same argument yields the case d = 2.
2.3.
From the supercritical to the subcritical regime through iteration. By a direct argument, in Proposition 2.2 we found the asymptotic behavior of the eigenvalues for the Spherical Riesz transform for the whole range 0 ≤ s < d, see (2.3). However, it is of interest to see how one can get it in the subcritical regime from its knowledge in the critical and supercritical regimes by an iteration argument based on (2.7). This is the purpose of this section. We begin by showing, directly from (2.8), the asymptotics (2.3) in the critical regime
Thanks to (2.8) and (1.5) we get
Since this holds for all f ∈ L 2 (S d ) we deduce that
and (2.3) follows in this case. Assuming now that (2.
Furthermore, if we set s j = s + 2j for j = 0, 1, 2, . . . , m, iterating (2.7) we deduce that
Then, similarly to what we did in (2.18), from (2.1), (2.20) , and (1.5) we have
This combined to (2.19) leads to
for all ℓ ≥ 0, and (2.3) follows in the subcritical regime.
Remark 2.6. From the previous computations, if d > 2 we can get the explicit expressions
for all k ≥ 2 integer such that d − 2k > 0. A similar formula can be shown for A ℓ,0 if d = 4, 6, 8, . . . by taking into account (2.10) to pass from A ℓ,0 to A ℓ,2 . We omit the details.
2.4.
The connection to Sobolev spaces on the sphere. The computations in Section 2.3 served us to see how, for every positive integer m, the Sobolev norms · H m (S d ) defined in terms of the spherical harmonics decomposition correspond to the standard Sobolev norms given by pure derivatives, giving us an intuition for extending Wolff's arguments for the case (s, d) = (0, 2) to the whole range 0 ≤ s < d. In order to clarify this, let us first make some considerations on the Sobolev spaces
Looking at the spherical harmonics, for every given j ∈ N an integration by parts and (1.5) show that
for all ℓ ≥ 0, with constants only depending on d and j. Moreover, by the orthogonality of the basis {Y ℓ,k } h ℓ k=1,ℓ≥0 , we also get
for all j ∈ N ∪ {0} whenever (ℓ, k) = (ℓ ′ , k ′ ). Given an odd number m ∈ N set i = (m − 1)/2. Then, using (1.6), (2.21), (2.22), and (2.23), for every f ∈ L 2 (S d ) we see that
where the comparability constants only depend on d and m. The same argument applies in case that m ∈ N is even. Thus, we get the following well-known result.
Lemma 2.7. For m = 0, 2, 4, 6, 8, . . . we have
and for m = 1, 3, 5, 7, 9, . . . we have
. With the expressions of · H m (S d ) from Lemma 2.7 at hand, one can now take a new look to (2.6).
Asymptotic estimates of Riesz energies
This section focuses on asymptotic estimates of Riesz energies on the sphere. The main result, namely Corollary 3.7, is an estimate of the continuous Riesz energy of small discs centered at the discrete minimizers in terms of the minimal energy E s (N) defined in (1.1), plus error terms. This, together with the asymptotic expansion of the minimal energy, will be a key tool in the next section to derive the estimates of the Sobolev discrepancy given in Theorem 1.5.
To prove Corollary 3.7, we treat the supercritical and subcritical regimes separately. In the first one, we essentially make use of the separation of the point minimizers, a decomposition of the sphere in dyadic annuli, and Gauss-Green formula (2.9). This is carried out in Lemma 3.2, Proposition 3.3, and Theorem 3.4 below. Since in the subcritical case the separation property is not known to hold, in Lemma 3.1 below we overcome this difficulty by making use of the fact that R s (·, x 0 ) is superharmonic near x 0 when 0 ≤ s < d − 2 for d > 2, as (2.7) shows. We mention that the original argument of Wolff for the logarithmic kernel in S 2 was already based on the use of superharmonicity. 
with, say, 0 < r < δ 100
for all 0 < r ≤ 1.
Proof. Let a, b ∈ S d and δ > 0 small enough to be chosen later on. We take r > 0 such that, say, 0 < r < δ 100 and we split the argument into two cases,
Observe that from Lemma 2.5 lemma we get
Thus, there exist δ > 0 small enough depending on s and d such that for |x − y| < 10δ
In the first case
for all x ∈ D r (a) and y ∈ D r (b). Then we get
for all y ∈ D r (b) and, therefore,
In the second case D r (b) ⊂ S d \D δ (a), we take the δ > 0 as in the first case. Observe that for x ∈ D r (a) and y ∈ D r (b) we have |x − y| > δ 2 and therefore, from the explicit expressions above, ∆ x R s (x, y) is bounded above by a constant C s,d > 0 depending only on s and d. By a computation similar to one in Lemma 2.5 we have
for all x 0 ∈ S d , and therefore if |x − x 0 | ≤ 1 we have
From this superharmonicity and the corresponding mean value inequality we obtain
Similarly, we get
and −
Combining (3.2) and (3.3) we finally obtain
and the result follows together with (3.1).
In the logarithmic case we argue as above and take a, b ∈ S d and 0 < r ≤ 1. Then, in the distributional sense, for every y ∈ D r (b),
It follows that
Lemma 3.2. Let d > 2, 0 < s < d, r 0 > 0, and
Proof. Let 0 < r < r 0 . Applying (2.9) with Ω = D r (x 0 ) and f (x) = R s (x, x 1 ) we get
=: I 1 (r) + I 2 (r) + I 3 (r), (3.5) where, as before, σ ′ stands for the (d − 1)-dimensional Hausdorff measure. The proof of (3.4) is based on multiplying (3.5) by r d−1 and integrating over all r ∈ (0, r 0 ). We deal with the three terms on the right hand side of (3.5) separately. On one hand, using (2.7) we get
Regarding I 2 (r), since R d−2 (x, x 0 ) = r 2−d for all x ∈ ∂D r (x 0 ), the divergence theorem and (2.7) yield
Finally, arguing as in (2.16) we deduce that
A combination of (3.8) and the smooth coarea formula, see [9, page 160], leads to
(3.9)
Therefore, if we multiply (3.5) by r d−1 and we integrate over all r ∈ (0, r 0 ), using (3.6), (3.7) and (3.9) we finally get (3.4). 
Proof. Thanks to (3.4), we can write
We are going to estimate the terms S 1 , . . . , S 5 separately. However, all the estimates rely basically on the assumptions |x 0 − x 1 | ≥ 2 −k and r 0 ≤ 2 −k−2 . On one hand, we easily see that
Similarly,
Finally, by taking local chards in
for all 0 ≤ r ≤ 2 and all x ∈ S d . Hence,
Plugging (3.12), (3.13) and (3.14) in (3.11), we obtain (3.10), as desired. 
15)
for all 0 < ǫ ≤ ρ/8, all N ∈ N and every sequence of points
Proof. First of all, note that D i ∩ D j = ∅ for all i = j since 0 < ǫ ≤ ρ/8 and |x i − x j | ≥ ρN −1/d . Therefore, the left hand side of (3.15) is well defined and finite for all s ≥ 0.
Given i = j, since ρN −1/d ≤ |x i − x j | ≤ 2, there exists some integer k ≥ 0 such that
Then, using the triangle inequality and (3.10) we can estimate
In addition, due to the constraint |x i − x j | ≥ ρN −1/d for all i = j, it is not hard to show that there exists C > 0 only depending on d such that, for every i and k,
Therefore, a combination of (3.16), (3.17) and (3.18) leads to
Recall that if s = d − 2 then ψ d−2 (s) = 0, thus from (3.19) we obtain in this case
for some C > 0 only depending on d, s and ρ. On the other hand, if s = d − 2 then ψ d−2 (s) = 1, and from (3.19) we get
for some C > 0 only depending on d, s and ρ, as before. In any case, (3.15) follows directly from (3.20) and (3.21).
Remark 3.5. The estimate (3.15) may not seem sharp but, as far as one bases it on a pointwise estimate of the factor inside the sum independently of i, in the spirit of (3.19) , one cannot expect anything better than (3.15) . This is essentially because the estimate in (3.10) is sharp for points in the sphere satisfying 2
. That is to say, there exists C > 0 such that
, where x 0 , x 1 and r 0 are as in Proposition 3.3. To see this simply note that |S 1 | in (3.11), which is comparable to 2 k(s+2) r 2 0 and has a positive integrand, is the dominant term in the decomposition given in (3.11) as k → +∞. Thus, all the other terms S j can be absorbed by S 1 for k big enough, and everything is comparable for k small. This reasoning gives the lower bound in (3.22) .
Remark 3.6. It is not hard to extend Theorem 3.4 to the more general case d ≥ 2 and 0 ≤ s < d by a suitable modification of Lemma 3.2 and Proposition 3.3 using the corresponding identities from Lemma 2.5, for example (2.11) instead of (2.9) when d = 2, or (2.10) instead of (2.7) when s = 0. We omit the details for the sake of shortness.
be an N point set of minimizers of the Riesz s-energy. Then, there exist ǫ 0 = ǫ 0 (s, d) > 0 such that, if 0 < ǫ < ǫ 0 and
for some constant C > 0 depending only on d and s. 
Estimates of the Sobolev discrepancy
In this section we derive the estimates of the Sobolev discrepancy stated in Theorem 1.5, which are sharp for the range d − 2 ≤ s < d. The first result, that can be seen as a sort of Stolarky's invariance principle, generalizes Wolff's result on the Sobolev discrepancy for S 2 and s = 0. 
In particular, µ(S d ) = 0. Let K(x, y) = K(|x − y|) be a rotation invariant integrable kernel. Then,
where D is a spherical cap of radius r centered at the north pole.
Proof. Writing the measure µ in terms of its summands we have
we obtain
The last integral vanishes because µ(S d ) = 0 and K(x, y) is rotation invariant. Moreover, by rotation invariance, the integrals
are all equal and independent of the center of the spherical cap. 
Then,
Proof. For 0 < s < d we take K = R s in Lemma 4.1 to deduce that 1
where D denotes a spherical cap of radius ǫN where B(a, r) is the ball in R d of center a ∈ R d and radius r > 0. As there exist constants C, c > 0 such that c|x − y| ≤ |Φ(x) − Φ(y)| ≤ C|x − y| and 1/2 ≤ sin t/t ≤ 1 for all |t| ≤ π/2, we deduce that
Finally, it is easy to check that, for 0 < s < d,
where we used that
for some constant C > 0 depending only on s and d. In the case s = 0, we get that
where C ∈ R depends only on d.
Proof of Theorem 1.5. We first show that the Sobolev discrepancy of the measures associated to any set of N points is bounded below. Given
and ǫ > 0 define the measures
Since the µ i are probability measures, we have 
where c > 0 is the constant in (1.2) and C > 0 is the constant in (4.1). Observe that the bound in (4.3) is not trivial for ǫ small enough.
For the upper bound we use again Proposition 4.2, Corollary 3.7, the upper estimates for the minimal energy in (1.2), (1.3) and Lemma 2.4. We obtain that, for all 0 < ǫ < ǫ 0 (s, d) and 0 < s < d,
and for s = 0 and d > 2
Remark 4.3. In the manuscript [29] , Wolff uses the asymptotic expansion of the discrete minimal energy
as N → +∞, which it seems it was not known at that time. In fact, in the manuscript Wolff mentions that he borrows the direction ≥ in (4.4) from Elkies [20, page 150] and proves the other, hence the manuscript must precede Wagner's bound [28] . This agrees with the information we have from Eremenko about Wolff giving him the manuscript around 1992. We will schetch now the main ideas in the manuscript to prove the inequality ≤ in (4.4). First, Wolff constructs area regular partitions on the sphere with pieces satisfying the Poincaré inequality. He calls a set of points allowable if it is defined by taking one point on each of these pieces of the area regular partition. Using Poincaré inequality he proves that allowable sets have minimal Sobolev discrepancy, i.e., of order N −1 . Finally, by using the case s = 0 and d = 2 of the decomposition in Lemma 4.1 and Lemma 3.1, he proves that allowable sets (and therefore Fekete points too) have logarithmic energy bounded above by the right hand side of (4.4).
From the Sobolev discrepancy to the spherical cap discrepancy
The final ingredient to prove Theorem 1.1 is to estimate the spherical cap discrepancy using the bounds on the Sobolev discrepancy and a suitable test function. The main difficulty compared to Wolff's case [29] is that we need the following result on interpolation to be able to estimate the test function. 
With this at hand, (5. .
This, together with (5.2), proves (5.1) when 0 < θ < 1.
Finally, the following proposition combined with Theorem 1.5 proves Theorem 1.1. Therefore,
Similarly, since f − ǫ ≤ 1 and it is supported on the spherical cap or radius r −ǫ centered at z, we deduce that
We have all the ingredients to prove (5.5). On one hand, if we first combine (5.8) and (5.6), and then we use that µ X N ,ǫ 0 = hσ, 
