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１序論
組合せ最適化問題の多くは，NP-困難な問題に属し，組合せで生じる解の数は問題の大規模化に伴い爆発
的に増大する．従って，現実的な時間内に最適解を求めることは実用上不可能である．この解決策として，
従来から山登り法のようなヒューリスティック解法があり，実用的な時間内に最適解に近い解（近似解）を
算出可能である．しかしながら，更に上質な近似解を要求される場合が多く，この種のヒューリスティック
解法と自然界に存在するアイディアを組合わせたメタ解法が有効とされている．特に，遺伝的アルゴリズム
(geneticalgorithm,ＧＡ)に]と局所探索法(localsearch,ＬＳ)を融合した，遺伝的局所探索法(geneticlocal
search,GLS)[9]は，様々な組合せ最適化問題に対して適用され，優れた近似解を算出可能であることが知
られている．ＧＡにおける本質的操作は交叉にあり，その操作は二つの個体間での染色体を組み換えること
によって新しい個体（子）を生成するもので，両親の優れた部分形質[12]をうまく組合わせて子に継承さ
せることに成功すれば，探索における飛躍をもたらす．そこで，両親の優れた部分形質を子に対して継承さ
せた交叉法に貧欲的な方法を用いれば,さらに効率的な探索をすることができると考えられる．
本研究は，組合せ最適化問題の一つであるグラフ２分割問題(graphbi-partitioningproblem,ＧＢP)に対
してＧＬＳの枠組みを利用し，食欲的操作を含まない古典的な交叉法と提案する食欲的な操作を含む交叉法
の比較を行う．本研究での古典的な交叉法は，多点交叉の変形である一様交叉(unifbrmcrossover,ＵＸ)を
用いる．これは，多点交叉がＧＢＰに対して一点交叉，二点交叉よりもよい性能を示す[3]と報告されている
ことによる．本GLSでは，古典的な交叉法としてＵＸ，このＵＸに食欲法[1]を含む交叉法としてgreedy
crossoverl(GX1),greedycrossover2(GX2)を用いる．この両ＧＸ法は，ＯＢＰを解く上で重要となる点と
点との枝のつながりに着目した手法であり，子の生成過程において良い解の近くには更に良い解が存在する
可能性がある[7,2]ことに基づいて実現される．ＧＸ,ＵＸをそれぞれ有したGLSの比較から食欲的な操作
を取り入れたＧＸの効果を検討する．
２グラフ２分割問題(ＧＢP）
グラフ２分割問題(GBP)[6,11]はNP-困難であり，VLSI回路設計問題やネットワーク分割問題等に応
用し得る工学上重要なものとされている．ＧＢＰは，グラフＧ＝(ⅨＥ）（ただし，Ｖは点の集合，Ｅは点と
点とを結ぶ枝の集合，〃＝ｌＶｌは偶数とする）が与えられたとき，Ｖの要素を２個の互いに素な部分集合
に分割し，各部分集合に含まれる要素の数が均一になるように分割する問題である．さらに，この問題は異
なる部分集合間に跨るリンク数（これをcutsizeという）を最小にするように点を分割するものである（図
1）．
本研究のＧＢＰを次のように定義する．無向グラフＧ＝(ⅨＥ)が与えられたとき，ｖ＝vbuvi,1/bnvi＝
｡,ＶＭ/i二Ｖを満たし，Ｃ＝{edjeE(U#。/Ｍｊｄ/i)}＝{eijleijEE,UdEWMjd/i},lVbl=lVil＝
"/２となる条件下で，ＥｌＯｌが最小となるような，｛U`}＝Ｖ６,{Uj｝＝1/ｉを求める．
３貫欲的な遺伝的交叉法について
本章では，ＵＸと我々の提案する２つの貧欲的な交叉操作(GX1,GX2)について説明する．まず，ＧＢＰ
での解を表現するコーディングについて記述する．このコーディング方法による個体は，0,1のビット列で
表される．例えば，点ｊがsetOに割り当てられるとき，第ｊ遺伝子座の遺伝子はＯとなり，ｓｅｔｌに割り当て
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られるとき，第ｉ遺伝子座の遺伝子は１となる．例えば，図２の分割状態の場合，ｓｅｔＯに点1,2,5,6,ｓｅｔｌに
点3,4,7,8が分割されているので，個体の遺伝子座1,2,5,6の遺伝子は0,.遺伝子座3,4,7,8の遺伝子は１と
なる．また，本ＧＢＰでの実行可能解は，それぞれのサブセットに分割された点の数が等しくなければなら
ないという定義に基づいて生成される．よって，各個体の遺伝子0,1の各総数は,`"/２，にならなければな
らない．
setO setl
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個体
[1］［2］［3］［4］［5］に］［7）［8］
図２コーディング
ＯＡにおいて，最も重要な役割を果たす操作は交叉であり，選択された個体間での染色体の組換えにより
新しい個体を生成するというものである．このような交叉は，個体群の中から任意の２つの個体（親）を
選び，さらに，選ばれた１点あるいは多点の交叉点で遺伝子を組み換えることにより，両親の形質を受継ぐ
新たな個体（子）を生成する操作である．
本論文では，両親の形質をできるだけ子に継承することと，対象とする問題に対して実行可能性を保持す
るように子の生成を行うことを`交叉操作の基本的方針，とする．この基本的方針に基づいて，食欲的な操
作を含まない一様交叉(UX)とＵＸに食欲的な操作を含ませた交叉(GX1,GX2)について検討する．ＵＸの
他にも古典的な交叉法として，１点交叉，２点交叉などが良く知られているが，これらの交叉法よりもＵＸ
は，各遺伝子座の情報に着目しているので，ＧＢＰに対しては各点の割り当て状況をより適切に子へ継承し
得ると考えられる．実行可能性の観点から，ＵＸをそのままＧＢＰに適用できない．なぜなら，ＧＢＰの定
義である`各部分集合に分割される点の数を均一とする，という解が実行可能解であるため，生成される子
は，ＧＢＰでの実行可能性を保証することができない．従って，本研究でのＵＸは，ＧＢＰに対して子の実
行可能性を保証するように簡単な操作を加えている．ＧＸは，ＵＸに基づいて貧欲的な操作を考慮しつつ子
を生成するというものであり，生成される子に対して常に実行可能性を保証する．以下，ＵＸと両ＧＸｌこつ
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いて記述する．
a1UnifbrmCrossover(UX）
ＵＸは，親１，親２の遺伝子座の遺伝子の共通情報を子に対して保存し，共通情報をもたない遺伝子座
に対しては，実行可能性を考慮しながらランダムに遺伝子０，１を割り当てるというものである（図３）．こ
れは良い点の情報は個体間の共通情報として存在しているとの考えからである．ここで，実行可能性の保
持とは，１個体の遺伝子0,1の各総数が`"/２，となるように各遺伝子座に対して遺伝子を割り当てていくこ
とを意味する．図４に，ＵＸの処理を記述する．
まず，StepOでは，親１，親２の遺伝子座の遺伝子の共通情報を子の遺伝子座に対して割り当てる．この
とき，子に割り当てた各共通遺伝子の０，１の各総数sub０，８U61を求める．本研究では，実行可能解である
両親を用いているため，この総数は等しい．Step2では，遺伝子が割り当てられていない子の遺伝子座に対
して，実行可能解となるように遺伝子０，１をランダムに割り当てる．これは，遺伝子Ｏを割り当てる遺伝子
座をsub０箇所ランダムに選び，残りの遺伝子座に対して遺伝子１を割り当てることを意味する．この操作
によって，実行可能性を保証した子を生成することができる．
親１
親２
Ｉ 共通情報
子
図３ＵＸの操作
ＵＸアルゴリズム
Step0．親１，親２の遺伝子座の遺伝子の共通情報を子の遺伝子座に対して割り当てる．
Step1．共通情報を持たない子の遺伝子座に対して，実行可能解となるように遺伝子０，１をランダムに割り当てる．
図４ＵＸの流れ
３２GreedyCrossoverl(GX1）
本研究の食欲的な交叉法(greedycossover,ＧＸ)はＵＸを拡張した交叉法で，ＵＸでは両親の各遺伝子座
に含まれるＯと１の情報が共通ではない場合，ランダムに０または１をランダムに割り当てるが，ＧＸでは
ランダムではなく食欲的に（cutsizeを小さくするような）遺伝子を割り当てるというものである[10｝こ
のように，両親の共通情報を受継がない部分に貧欲的に遺伝子を割り当てることで，より良いcutsizeを持
つ子を得るにはどの点をどちらの部分集合に割り当てれば良いかを考慮した交叉法である．図５に，ＧＸ１
の流れを示す．
Steplは，両親の間の２つの共通情報は子に継承されるという，ＵＸの最初のプロセスに相当する．し
たがって，もし両親が共通情報をもつ場合，両親の遺伝子座に対応する子の遺伝子座に対して，両親の遺
伝子座の遺伝子がＯのとき，０が入れられる．また，１の場合は，１が入れられる．そして,長さ､/2の配
列SetO(i)とＳｅｔ１(i)には，各部分集合に割り当てられる点が入れられる．これらの配列は，点がどちらの
部分集合に割り当てられるかという'情報をもつ．もし，両親間の共通情報をもつ第ｉ遺伝子座の遺伝子が０
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ならば，点ｉは，SetO(j)に入れられる．Step2では，両親の共通情報をもたない点が，Step4の候補とし
て長さ、の配列Keep(j)に保持される．ＳｅＭとＳｅｔＢは，どちらかのサブセットを表す変数とする．例
えば，ＳｅＭが１の場合はサブセット１を意味し，Ｏの場合はサブセットＯを意味する．Step3は，ＳｅＭに
対してＯまたは１をランダムに選ぶ．これは，Step4のループで最初に割り当てられる点をどちらのサブ
セットに割り当てるかを決定する．Step4のループは，Keep(j)の全ての点の候補がなくなるまで繰り返す．
Step4.1,4.2は，Step4の繰り返し処理のためのＳｅＭ，ＳｅｔＢの設定操作である．例えば，ＳｅＭがＯとする
とき，ＳｅｔＢは１となる．長さ、の一時保存配列AlJocCMte(ん)は，ＳｅＭに割り当てるためにいくつかの点の
候補をもつ．Step4.3は，Keep(j)のある点とすでにＳｅｔＢに割り当てた各点との２点間の枝の数が最小で
あるmined9e8を見つける．Step4.4は，Ａｌｌｏｃｑｔｅ(j)のある点とすでにＳｅＭに割り当てた各点との２点問
の枝の数が最大であるmqzed9esを見つける．Step4.5では，Ａｌｌ・cate(j)からランダムに選び，ＳｅＭに点
を割り当てる．Step4.6は，Keep(j)からStep4.5で選ばれた点を消去する．終わりに，Step5ではSetO(i）
とset1(i)に割り当てられた点を長さ、の解に置き換える．
ＧＸ１アルゴリズム
Step1．両親の共通情報をもつ遺伝子の遺伝子座に対応する点をSetO(2),Setl(i)に対して，割り当てる.（両親の共通情報をも
つ遺伝子座の遺伝子は，子の遺伝子座に対してコピーする.）
Step2．共通情報をもたない点をKeep(j)に保持する．
Step3．ランダムにＯまたは１を選ぶ.もし，１ならばＳｅＭは１に設定され，Ｏの場合はＯに設定される.(SetO(j)とSetl(j）のそれぞれの総数は，互いに等しい.）
Step4．Keep(j)が空になるまで次を繰り返す．
Step41SetA←(l-SetA）
Step42SetB-(l-SetA）
step4.3ＡｌｌｏＭｅ(A,)は，Keep(j）とＳｅｔＢに割り当てられている点*との間の枝数が最小であるmmed9e8をもつ点を
入れる．（*最初のループではランダムに，２回目以降は最後に割り当てられた点を１つ選ぶ.）
Step4.4新しいAllocQte(ん)に，AJloc`Mte(j）とＳｅＭに割り当てられている点との間の枝数が最大であるmazed9esを
もつ点を入れる．
Step4.5Ａｌｌｏｍｔｅ(j)からランダムに点を選び，ＳｅＭに割り当てる．
Step4.6Keep(j)からＳｅＭに割り当てられた点を消去する．
Step5．SetO(i)とｓｅｎ(`)から割り当てられた点を長さ、の解に置き換える．
図５ＧＸ１の流れ
この交叉法でのポイントは，それぞれのサブセット間での枝のつながりが最小または最大になるという
点を繰り返しみつけることである．従って，ＧＸ１は両親の共通情報をもたない部分に対して，遺伝子を食
欲的に割り当てることによって良いcutsizeをもつ子を得ることができる．
3.3GreedyCrossover2(GX2）
ＧＸ２は，ＧＸ１よりも貧欲的効果をさらに強めた交叉法である．ＧＸ２は，図５で示したＧＸ１のStep44
を図６のように書き換えたものである．ＳｅＭに割り当てられた点を長さ、のSeM-uertez(i)に入れる．そ
して，ＳｅＭ幻ertez(i)の各点に対してStep4.4.1を実行する．A1Jocqte2(ん)は，ＳｅＭに割り当てるために
いくつかの候補の点をもつ長さ〃の一時保存配列とする．この処理は，生成される子のcutsizeを減少さ
せることができる２点間の枝のつながりを持つ点を繰り返し探すことによって食欲的な効果を向上させて
いる．
ＧＸ２アルゴリズム
Step４．４８ＧＭに割り当てられている点をSeM-UerteOD(i）として，set‘Luertez(`)がsetＡ型ertez(O)になるまで以下を繰
り返す．
Step4.4.1AMocate(j)の各点とSetA-UerteqB(i)の点との間の枝の数が最大であるmqmedgesをもつ点をAlloc〔Lte2(1)に割り当てる.（もし，ＳｅＭ(O)の場合，Al1ocQte2(1)の点はAl1ocate(j)にコピーする．）
図６GX2の流れ（GX1の書き換え部分）
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４遺伝的局所探索法(GLS）
遺伝的アルゴリズム(GA)と局所探索法(LS)を組合せた遺伝的局所探索法(GLS)について記述する．ＬＳ
は，反復改善を行う探索手法である．その手法は，現在の解の一部を変化させることにより生成される近傍
に含まれる解を調べ，現在の解よりも良好な解があれば，その解に現在の解を置き換えるという操作を，良
好な近傍解が算出できなくなるまで繰り返すものである．ＧＡは，生物の進化にならったアルゴリズムで選
択，交叉，突然変異の操作から構成される探索手法であり，適用範囲の広い多点探索方法として注目されて
いる．一般に，ＧＡは最適解の周辺には早く近づくが，局所探索能力が弱いという問題が指摘されている．
この問題を解決する有効な手法の一つがＬＳとＧＡを組合せるというものである[9]・
本研究でのGLSについて記述する．ここでのＬＳは，１－optLS(FLIP)に基づいており，Ｏと１のビット
列で構成される長さ〃の解ｚに対して，各部分集合のいずれかから，cutsizeを最も減少させる－つのピッ
ト（つまり，解を最も改善させるピットを意味する）を選び，そのピットを異なる部分集合に移動させる操
作を良好な解が算出できなくなるまで繰り返すという操作を行う．まず，ランダムに生成された複数個の初
期解に対してＬＳを実行し局所解に到達させ，これらの局所解の個体群に対して，ＧＡの操作を行う．そし
て，交叉操作はＧＡのループの中で，局所解の個体群ＰＳの中からランダムに２つの親1h,１６を選び，子Iと
を生成する．次に，交叉操作によって得られた子に対してＬＳによって局所解到達させ，新しいIとを得る．
本ＧＬＳでは，突然変異操作は加えない．その理由は，もし，突然変異がＧＬＳの枠組みで実行された場合，
突然変異操作は子の実行可能性を崩す可能性があるため，ＧＸ本来の探索能力を十分に観測することができ
なくなると考えるからである．図７に，本研究でのＧＬＳの流れを示す．
ＧＬＳアルゴリズム
Step0．個体群サイズＰＳと世代数ＧＮを定義する．初期世代Ｇ＝Ｏとする．
Step１.ランダムに初期世代の個体群ＰＣである個体19,…,IBSを実行可能解となるように生成する．
Step2．それぞれの個体ＩｏＥＰｏは，新しいＰＣを得るために既存のＬＳによって局所解にする．
Ｓｔｅｐ３Ｇが終了世代ＧＮに到達するまで以下を繰り返す．
ＳｔｅｐａｌＧ＝Ｇ＋１とする．
Step3.2千がＰＳ／２個に到達するまで以下を繰り返す．
Step3.2.1交叉を行う個体１．，１６ＥＰＧを選ぶ．
Step3.2.2交叉(ん,１６)によって１６を得る．
Ｓｔｅｐ３２３ＬにＬＳを実行し,新しい１６を得る．
Ｓｔｅｐ３２４Ｉｂは，子の個体巳に加える．
Step3.3（すべての個体ＥＰＧとＰＰのそれぞれのcutsizeを計算.）選択したより良い個体ＰＳは,現在のＰＧと澪
から次の新個体群ＰＧ＋’となる．
Step4．最良の個体ＥＰを返す．
図７ＧＬＳの流れ
５実験結果
本実験では，ＧＢＰに対するＧＬＳの枠組みを利用した我々の提案するＧＸ１とＧＸ２の貧欲的交叉法の効
果を分析するために，ベンチマーク問題を用いて３つの交叉法を比較する．使用した問題例は，多くの研究
者によって用いられているJohnsonら[6]の16個の問題例（点の数124,250,500,1000)である．これら
の問題例に対して，１０回の試行によるＵＸ,ＧＸ１,ＧＸ２の各交叉法の性能評価および挙動分析を行う．計算
機はCOMPAQDESKPRO(IntelPentiumm600MHz)を使用する．プログラム言語はＣである．
表１に，本研究で用いた問題例について記述する．9,.ｐと呼ばれる問題は，点、のランダムグラフであ
る．任意の２点間に枝の存在確率p(Ｏ＜ｐ＜１)で枝を与えることによって無向グラフを構成する．一つの
点から出ている枝の平均本数（平均次数）は，約p(、－１)である．表中のBest-knowncut-sizeは，今まで
に知られている既知の最良解値を示している[4]．
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表１使用した問題例
Vertex("）lEdge(E）ｐ('2-1）Graphs(gnp
表２から表５は，各問題例に対するＵＸとＧＸ１,ＧＸ２の世代ごとの実験結果を示す．これらの結果は，
個体群サイズ:４０，交叉確率：１．０，計算打ち切り世代数:200のパラメータを用いたものであり，ＵＸ,ＧＸ１，
GX2の次に記述する各世代での最良解(Ｍin)，各世代での最良解の平均値(Avg)，平均値の解質(%)を示
している．表中のGensは世代数を示し，Genslは，初期のランダム個体群から４０回のＬＳ実行後の結果
である．また，Gens5,10,20,40,100,200の結果は，100,200,400,800,2000,4000回の交叉操作によっ
て生成された子に対してＬＳを実行して得られたものである．
結果から，9124.02,9124.08,9124.16,9250.08の４つの問題例で，ＵＸと両ＧＸは共に既知の最良解を算
出したことがわかる．そして，ｐの低い問題例(9124.02)では，ＵＸ,ＧＸ１よりもGX2が早い世代で既知の
最良解を算出し，平均値においても質の高い解を早い世代で得たことがわかる．それに対して，ｐの高い問
題例(9124.16)では，両ＧＸよりもＵＸの方が早い世代で既知の最良解を算出し，平均値においても質の高
い解を早い世代で得たことがわかる．また，点の数250,500,1000の問題例においても，点の数１２４の問
題例と同様なｐによる各操作の傾向を示している．
表６に，本ＧＬＳによって得られたＵＸ,ＧＸ１,ＧＸ２の操作に対する実験結果を示す．これらの表は，各操
作に対する10回の試行によって得られた解の最良値であるcutsize(Ｍin)，最良解の平均値(Avg)，平均値
の解質(%)，Ｍinが得られたときの平均世代数(Gens)，各問題例に対する平均計算時間(Time(s))を示す．
ＧＸとＵＸの解質について比較すると，ＧＸはｐが低い問題例に対して良い解を算出する傾向があるこ
とを観測した．特に，ＧＸ２のその傾向はＧＸ１とＵＸよりもより顕著に現れている．これは，ｐが低い問題
例は枝のつながりが密ではないため，食欲的操作を強めたＧＸ２は，ＧＸ１とＵＸよりもより効果的に働い
たと考えられる．そして，ｐの高い問題例では枝のつながりが密であるので，ランダム性の少ないＧＸ２は
ＵＸよりも解質は若干劣る．しかしながら，ＵＸとＧＸ２のＰの低い問題例の解質の差は，ｐの高い問題例
の解質の差よりも大きいことから，これらの問題例に対してＧＸ２は有効であると考えられる．また，最良
解を算出したときの世代数の平均において，多くの問題例でＵＸ，ＧＸ１よりも早い世代で最良解を得るこ
とができた．これは，ＧＸ２がＧＸ１よりもさらに食欲的な交叉法であるためと考えられる．
ＵＸとＧＸの総合的な結果として確率Ｐが高い問題例ほど，少ない世代で最良解が得られ，ｐが低い問
題例ほど，少ない世代で最良解が得られにくいことがわかる．この理由は，枝の存在確率ｐの高い問題例
では，点と点を結ぶ枝数が多いため，サブセット間に跨る枝の数cutsizeを最小とするような分割のパター
ンが少なくなり，枝の存在確率ｐが低い問題例ほど分割が複雑ではなくなるためと考えられる～
以上のことから，ＵＸと両ＧＸの各交叉法は問題のタイプに依存することがわかった．また，問題例に
よってはＧＸの方が質の高い解を得ることができ，ＵＸのみでも良質な解を生成できることを示した．
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６結論
本研究では，グラフ２分割問題(GBP)に対する食欲的な交叉操作として，greedycrossoverl（GX1)，
印eedycrossover2(GX2)を提案した．この２つの貧欲的な交叉操作GX1,ＧＸ２は，UnifbrmCrossover
(UX)に基づき実現されている．ＧＸの有効性を観測するために，ＧＢＰに対して遺伝的局所探索法(GLS）
の枠組みを利用したＵＸ,ＧＸ１,ＧＸ２の３つの交叉法の比較から，食欲的操作の強い我々の提案したＧＸ２
はＧＢＰに対して質の高い解を算出可能な交叉法であることを示した．
今後は，本論文で検討したランダムグラフ以外の様々なグラフに対して，ＵＸとＧＸ（ＧＸ１,ＧＸ２）をそ
れぞれ有したGLSによる性能について検討すると共に，Kernighan-Linアルゴリズム[8]のようなより強
力な局所探索法をＧＬＳに取り入れ，ＧＸの有効性を検討する予定である．
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表２ＵＸとＧＸの実験結果（点の数124）
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表３ＵＸとＧＸの実験結果（点の数250）
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表４ＵＸとＧＸの実験結果（点の数500）
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表５ＵＸとＧＸの実験結果（点の数1000）
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表６ＵＸ,ＧＸ（GX1,GX2)の実験結果
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Itiswellknownthatthecrossoverisanimportantoperatorinthegeneticalgorithm(GA).Weselect
twoindividuals,ｉ､e､，parents,frommanyindividualsofapopulation，andapplythecrossoverusingthe
parentstocreateanewindividual(ofTBpring).Intheprocessofthecrossover,itisimportanttocreate
theoflBpringusingthegeneticinfbrmationoftheparents､Wegivethekeynoteofcrossover:１)itinherits
asmuchgoodgeneticinfbrmationofparentsaspossiblebecausetheyareworthpreservmgfbrofTSpring，
ａｎｄ２)thefeasibilityoftheoflBpringcreatedbythecrossoverisguaranteedfbragivenproblem・In
thispaper,westudytheeHectofagreedycrossoverfbrthegraphbi-partitioningproblem(GBP)by
comparinggreedycrossoverswithaclassicalcrossover、Fbrtheclassicalcrossoverinourstudy,weuse
anunifbrmcrossover(UX).Weinvestigatetwogreedycrossovers:greedycrossoverl(GX1)andgreedy
crossover2(GX2)thatareproposedinthispaper､ThegreedyefTectofGX2isstrongerthanthatof
GXLInordertoanalyzetheeflectsofthethreecrossovers(UX,GX1,andGX2),weuseaframework
oftheGAincorporatingalocalsearchheuristic・ExperimentalresultsshowthatGX2ｉｓｍoreeHective
thantheothersfbrGBP．
Problem
