Inventory investment appears to have a significant impact on the movement of aggregate output during business cycle contractions. Recent empirical evidence has raised doubts about the often used assumption of a bufferstock/production-smoothing motivation for inventory. Work by Blinder and Maccini suggests that the use of an (S,s), or intermittent adjustment decision rule, better explains the stylized facts of the dynamics of inventory investment. This has led to the focus on the (S,s) as an alternative to production-smoothing. I assume that some agents use the (S,s) adjustment rule while others attempt to smooth production in the face of convex costs and uncertain demand. I simulate the interaction of heterogeneous agents (representing manufacturing, wholesale and retail agents) with different inventory decision rules to demonstrate that the stylized facts can be explained by a disaggregated model with vertical coupling between agents. The simulations find opposite aggregation bias effects for (S,s) agents than for production smoothing agents. In particular, aggregation horizontally across agents and/or temporally decreased the relative variability of production/ordering to sales for (S,s) agents while it increased the relative variability for production smoothing agents. The simulations also revealed synchronization by (S,s) agents when subjected to aggregate shocks. This may explain in some of the asymmetrical characteristics of the business cycle.
INTRODUCTION
The role of inventory investment in business cycle contractions has been well documented (Blinder and Maccini 1991) . Explanations of aggregate inventory investment dynamics have been tempered by the need to reconcile firm level behaviour with the aggregate data. Metzler's (1941) seminal article established the potential for endogenous inventory cycles in a dosed economy with lagged response of production to changes in demand. The models used by Metzler were ad hoc and served to illustrate the impact of varying lag coefficients. Since then, most of the inventory research has focussed on establishing a viable model of the firm's motivation for inventory and the resulting decision rules. The conventional wisdom, pioneered by Holt, Modigliani, Muth and Simon (1960) , holds that firms use inventories as a buffer to smooth production in the face of uncertain demand and convex (quadratic) costs. The inventory investment decision rule used to accomplish smoothing Is assumed to be a partial stock adjustment about a desired level of inventory. More recently it has been recognized that the partial adjustment or smoothing hypothesis Is deficient In explaining the observed movement in aggregate inventory investment. The empirical analyses of aggregate data find higher variability of production than sales and a positive correlation between sales and Inventory. The former appears to contradict the production smoothing motivation, and the latter appears to contradict the buffer stock motivation for holding inventory.
Work by Blinder and Maccini suggests that a model of intermittent adjustment or (5,~)1 model does a better Job of explaining the observed stylized facts of inventory investment movement than the production smoothing or buffer stock models. In particular, the observed higher variability of production than sales in aggregate manufacturing and trade data is more readily explained with an (S,s) model. The retail sector and the materials and supplies sector of manufacturing account for most of the variability in trade Inventories (See Blinder 1990) . These two sectors are likely candidates for an (S,s) decision rule because there are potential economies of scale due to fixed cost associated with ordering or delivery and possible volume discounts.
Interittent adjustment models tend to be intractable at the aggregate level if agents are subject to both aggregate and idiosyncratic shocks. Path dependence and random perturbations limit general statements to a few highly restrictive scenarios. Work by Caplin (1985) , Caballero and Engle (1991) and Bertola and Caballero (1990) is beginning to establish a framework for evaluating the aggregate dynamics of economies where agents make lumpy adjustments.
The typical measure of variability is the ratio of the variance of production to the variance of sales.
A ratio less than 1.0 is assumed to confirm smoothing, while a ratio greater than 1.0 is assumed to 'The (Ss) inventory management model is characterized by a bandwidth of inventory with a lower limit designated as s and an upper limit designated as S. When inventory levels fall below s, the agent purchases enough to raise the inventory levels to S. When inventory lies within the band, no action is taken.
contradict smoothing. Lovell (1993) and Lai (1991) question the validity of using this variance ratio as a measure of production smoothing. Lovell's simulation measured variance ratio greater than 1.0 when agents were smoothing production. Lai shows how the relative size of aggregate and idiosyncratic shocks can result in variance ratios that exceed 1.0 when data are aggregated over agents who smooth production. The implication is that the observed aggregate stylized facts may not contradict the microeconomic production smoothing motivation; the apparent contradiction may in fact be due to the effects of aggregation.
This paper demonstrates that the existence of heterogeneous agents who face varying motivations and costs of holding inventory, in conjunction with the vertical linkage of these agents, can help explain the stylized facts observed in aggregate inventory dynamics. This vertical aggregation as well as horizontal and temporal aggregation can distort the variance ratio, supporting the argument that the variance ratio may not be a valid statistic to determine smoothing.
Due to the inherent difficulty in obtaining an analytic solution when agents use lumpy adjustments, the interaction of three levels of agents under a variety of production/order smoothing and lumpy (S,s) rules are simulated. To highlight some of the implications of horizontal aggregation, each sector Is split into four identical firms. Each firm is subjected to idiosyncratic and/or aggregate shocks to sales. The resulting means and variances of production, sales and inventory are observed at the individual levels and in the aggregate to determine how well the stylized facts are explained by this model.
I find that when at least one set of agents within a vertical hierarchy uses an (S,s) decision rule for inventory management, variability in aggregate production appears more like (S,s) than smoothing. I also find that the presence of aggregate shocks can cause (S,s) agents to synchronize their purchases and behave like one large (S,s) agent, thus exacerbating the relative variability. As idiosyncratic shocks become more important, the relative variability of the aggregate tends to decrease due to less synchronization. The impact of aggregating the data temporally and horizontally across agents differs for production smoothing agents and (S,s) agents. Aggregation biased the variance ratio of (S,s) agents downwards and biased the variance ratio of production smoothers upwards.
These results suggest, on the one hand, that variance ratios of aggregate data that exceed 1.0 can reflect either aggregate production smoothing agents or aggregate (S,s) agents. On the other hand, the results suggest a potential method of identifying the underlying decision rule by disaggregating temporally or by agent. If the disaggregation results in a higher variance ratio, this would suggest an underlying dominant (S,s) rule; If the disaggregated data resulted in a lower variance ratio, this would suggest that the dominant rule was production smoothing.
The multi-sector model also sheds some light on the correlation between sales and inventory investment. Most scenarios do not result in the positive correlation between sales and inventory displayed in the stylized empirical facts. They did, however, demonstrate a tendency toward positive correlation when 5 (S,s) decisions were used, when production smoothers were facing sales from other production smoothers, or when (S,s) agents were aggregated temporally.
The paper is organized as follows. Section 2 discusses the historical movement of inventory investment and reviews the relevant literature and its relationship to this paper. Section 3 formalizes the proposed disaggregated model. Section 4 discusses implications of aggregation. Section 5 presents results and conclusions.
UTERATURE REVIEW Inventory Investment and Recessions
Historically, most post-war recessions have been characterized by a significant reduction in aggregate Inventory investment relative to the reduction from peak to trough of the GNP. Figure 1 shows a plot of manufacturing, wholesale and retail sales from January, 1970 to July 1994, with the recessionary periods as defined by the NBER indicated by vertical lines. Figure 2 shows the associated inventory Investment at the manufacturing, wholesale and retail levels for the same time period. The general comovement over the period Is easily seen. During the recessionary periods bracketed by the vertical lines, there appears to be a negative correlation between the movement of sales and inventory in the initial months of the period. Blinder (1990) , evaluating data from the interwar and post-war recessions through 1980, observes that for the post-war period, inventory change has, on average, accounted for 101 percent of the peak to trough dedine in real GNP; or keeping score a different way, the average inventory change was 60% of the average GNP decline.~(p. 85.)
For the interwar recessions, he notes that inventory investment declined for each of the recessions even though real GNP increased during two of these. Blinder and Maccini (1991) , using data through the 1981-82 recession, detect an 87% average contribution of inventory investment to the peak to trough change in real GNP during post-war recessions.
They also decompose the monthly inventory stocks and inventory investment by trade sector to determine which sectors contribute most to the volatility. A more detailed discussion of the extent of the relative movements can be found In Blinder (1990) and Blinder and Maccini (1991) .
Stylized Facts and Survey
The primary stylized facts that require explanation according to Blinder (1990 Ch. 6), and Blinder and are: 1) production varies more than sales;
2) the covariance of sales and inventory investment is usually found to be positive rather than negative; This paper restricts attention to the first two stylized facts. The literature has taken two different directions in confronting these stylized facts. One school seeks to salvage the production smoothing hypothesis by explaining the conditions under which production smoothing can give rise to the observed aggregate stylized fact. The other school focuses on an alternative to the production smoothing paradigm, the most eligible being the (S,s) inventory policy. Work by Blinder, Fair, Braun and Krane, Lal, Kashyap and Wilcox, and Kahn take the first tack. Blinder and Maccini, Caplin, Mosser and Rame? look at (S,s) economies as an alternative.
Blinder (1990 ch. 6) offers a model in which these stylized facts can be explained by the existence of cost shocks, the anticipation of demand shocks by producers, demand shocks that build before they decay, or serially correlated demand. By introducing cost shocks into the model, agents are able to take advantage of intertemporal substitution in production. This substitution can result in higher variance of production than demand. If demand has an autoregressive component and/or firms anticipate demand shocks in their production plans, then the variance of production to sales will be close to unity and the presence of relatively small cost shocks can result in a variance ratio greater than 1.0. Eichenbaum (1989) empirically tests whether firms engage in production-level smoothing or production-cost smoothing and finds more support for production-cost smoothing than for production-level smoothing. Fair (1989) suggests that lack of good data and complications associated with the sampling interval are the major reasons for finding higher variances of production than variances of sales. He finds strong support for production smoothing with respect to future sales for four of seven industries for which physical-units data are available. Braun and Krane (1991) also find support for production smoothing using physical units data in a wider range of industries. They were not successful in identifying quadratic costs however. Froeb and Koyak (1994) suggest an alternative measure for determining relative smoothn6.~3in
time series using spectral analysis. Using the new measure they retested 34 of 38 series tested by Braun and Krane (1991) and detected smoothness in some series whose variance ratios were greater than 1.0. Kahn (1987) shows that if demand is positively serially correlated or if firms are allowed to backlog excess demand, production smoothers can experience higher variability in production than sales.
The upshot of these results is that there appears to be some circumstancesunder which production smoothing agents may not appear to be smoothing in the aggregate. In particular, an increased variance ratio may be observed in agents applying smoothing rules but subject to unforecasted shocks. In addition, 8 using the variance ratio as a measure of variability may not be valid for aggregated data. While none of the results provide convincing evidence that smoothing is not a viable paradigm at the firm level, they do not provide strong evidence that production smoothing must be the only prevailing paradigm. Ramey (1991) concentrates on whether firmsface declining marginal costs, which would lead them to 'bunch" production rather than smooth. She argues that internal labor market characteristicsand capital utilization can lead to declining marginal costs at some levels of production. Ramey tests for declining marginal costs in six manufacturing Industries identified as producing to stock and the automobile industry by estimating parameters for a quadratic cost function from a stochastic Euler equation. Her empirical work finds declining marginal costs in the form of a negative quadratic coefficient in all seven industries. Blinder and Maccini (1991) consider microeconomic theories for inventory investment that adequately address the stylized facts. They acknowledge a variety of reasons for holding inventories:
Inventories can be held for display purposes, as unavoidable 'pipeline' inventories, to improve production scheduling, to smooth production in the face of fluctuating sales, to minimize stockout costs, to speculate on or hedge against price movements, to reduce purchasing costs by buying in quantity, to shorten delivery lags, and so on. It is clear that no single model can hope to explain the rich variety of inventory behavior; an explanation that is plausible for one industry or type of inventory may be implausible for another.
They nevertheless proceed to seek a unifying abstraction for the microeconornic theory of inventory investment. They recommend the (S,s) model because it appears to resolve the stylized facts more effectively than the production smoothing paradigm, and in part because movements in retail inventory and manufacturing materials and supplies account for the majority of the variation in total trade inventory Investment. These two components appear to be good candidates for intermittent adjustment because of the potential for economies of scale in order size. Caplin (1985) provides a general theory of the aggregation of agents who use (S,s) inventory policies, demonstrating that the variance of orders will exceed the variance of sales under these circumstances. Using a Markov process model in continuous time, he concludes that in the long run the inventory levels of individual retailers are mutually independent, regardless of the correlation in sales. The implication Is that there can be no Induced dependencies of the movement in Inventories from correlation in sales. This result allows characterization of the aggregate implications of (S,s) policies. Caballero and Engle (1991) provide a framework for analyzIng the aggregate dynamics of (S,s) economies. In particular, Caballero and Engle state conditions under which (S,s) economies achieve a steady state, where steady state is defined as a condition in which the distribution of inventories are invariant to the distribution of demand. One of these conditions states that if the agents' inventory are initially uniformly distributed In the (S,s) interval, and if sales are subject to aggregate (correlated) shocks, the Inventories will remain uniformly distributed on the (S,s) interval. This coincides with Caplin's observation regarding Independence. Mosser (1991) Kahn's (1987) stock-out avoidance model blends the idea of production smoothing with the minimum stock (s) portion of the (S,s) model and explains the higher volatility of production this way. The presence of a penalty for stocking out suggests some minimum stock level, and adjusting to this level would tend to result in the type of variation implicit in (S,s) models. This has some intuitive appeal if there is a cost curve which is convex but has a large penalty for stock-outs.
Further research is necessary to develop the theoretical base for a general solution to this problem.
The complexity introduced by the ability to substitute production intertemporally suggests that a general analytic solution is unlikely.
An alternative to choosing between two relatively polar options is to recognize the potential heterogeneity of firms as a result of varying technology, asymmetric information or other factors. Caplin (1985) and Blinder and Maccini (1991) acknowledge that using a multi-sector approach may be useful and recommend it for further research. Several studies examine multi-sector models involving inventory, but most are input-output type models rather than 'transactional" models. That is, although production of inputs in one sector for use in anothersector is modeled to reflect the appropriate time delays, the models do not usually seek to analyze the dynamic impact of this linkage on the flow of goods. Long and Plosser (1987) , for example, use a multi-sector input-output model where output of one sector is an input to another sector, with a one period delay serving as the dynamic link between sectors. This model is used to determine the impact of sectoral and aggregate technological shocks on the aggregate economy. The results show that business cycles can be generated from sectoral shocks as opposed to aggregate shocks.
More recently, Cooper and Haltiwanger (1990) use a multi-sector, two-period model, with one sector holding inventories, to contrast the d;~namicsof a representative agent, Real Business Cycle (ABC) model with imperfect competition. The intertemporal linkage in this model is the demand for final goods. They conclude that an RBC representative agent, perfectly competitive economy shows more substitution of factors and less positive correlation of employment and output fluctuations across sectors than the imperfectly competitive model. This is interpreted as an indication that an imperfectly competitive model is superior to the competitive ABC model. Lovell (1993) performs a multi-sector simulation involving an input/output system with 21 industries and four firms in each industry to investigate inventory dynamics. Lovell's simulation assumes firms base purchases of materials and supplies on an (S,s) rule. Finished goods are assumed to be smoothed relative to sales; final demand is determined by a marginal propensity to consume and exogenous government purchases. His simulations demonstrate the potential for complex behavior in the aggregate. Lovell concludes that the ratio of the variance of output to the variance of sales is not a good measure of the amount of smoothing taking place. He also concludes that the flexible accelerator model and the single-firm representation of a multi-sector are reasonable models. Lovell's simulation is of a very complex system, and It Is not clear at times which properties of the system are driving the behavior.
The motivations for holding inventory are so diverse that it does not seem plausible that there is one overriding paradigm that can be assumed at the micro level. The class of problems involving optimal inventory levels is large and generates a significant literature by itself. The concept that I wish to bring to the discussion is that built-in buffers and time delays in the vertical hierarchy would distort (amplify or dampen) cornovements in aggregate Inventory Investment, sales and production.
The multi-sector model emphasizes the impact of the vertical linkage on the accumulation and decumulation of inventories and demonstrates the resulting effect on the aggregate movement. I use four identical representative agents at each of three levels to limit the complexity of the simulation sufficiently that the effect of the coupling can be isolated. The agents are assumed to be susceptible to either aggregate or idiosyncratic demand shocks or a combination of both as a way to isolate some of the impact of horizontal aggregation. Unlike Lovell's model, which is a closed model, I assume demand is random and exogenously determined. I assume a variety of inventory rules to show that the stylized facts do not preclude the existence of production smoothing. I concentrate on explaining the first two facts: that production varies more than sales and that inventory investment and sales are positively correlated. The paper will use simulations to support the two hypotheses that these two stylized facts can be explained in part by: 1) the existence of heterogeneity in the inventory decision process and 2) the vertical interaction of agents.
3. MODEL The model presented here reflects the heterogeneity of firms; it incorporates the differences in the dec!-ion rules used to manage inventory or production. 1 assume the market is made up of three kinds of firms:
1. Manufacturers who sell to wholesalers and retailers. 3 2. Wholesalers who buy from manufacturers and sell to retailers.
3. Retailers who buy from wholesalers and sell to final consumers.
Manufacturers are assumed to base adjustments to production on demand from wholesalers and on a vector of other factors. Wholesalers are assumed to base their purchases from manufacturers on their sales to retailers as well as a vector of other factors. Finally, retailers are assumed to adjust their purchases from wholesalers based on their final consumer demand and a vector of other factors. in each case the vector of other factors reflects the fact that inventory investment decisions are part of a nexus of profitseeking decisions. 4
In determining an appropriate level of inventory, a firm considers the costs of holding inventory, future level of sales, stock-out costs, fixed costs of ordering, delivery times and production costs. In addition, the financial status of the firm must also be considered; liquidity and credit constraints may directly affect the choice of inventory level. For purposes of this paper I restrict myattentionto the response due to changes in demand to demonstrate the impact of coupling.
The production/purchasing decision rules of the firms can be represented as:
( 1) where Q, represents production, x, manufacturing sales, Q 2 (= x,) wholesale purchases, x 2 wholesale sales, Q 3 (= x 2 ) retail purchases, x 3 retail sales, and 11, 1ãnd z 3 are other factors affecting the production and purchasing decisions.
By the accounting rule for inventory:
From the dynamic interaction between retail sales and all the other sales and purchases we see that the above inventory equations can be expressed as:
A 13(1) =Mx,(1),~(0) '~Hay and Louri (1991) propose that most inventory analysis tends to overlook this fact and incorporate it in their empirical analysis. They treat inventory investment as part of a portfolio of assets and liabilitieswhich are adjusted based on expected returns. They test their model using UK data and fmd it to be superior to the traditional stock adjustment model. Work by Carpenter, Fazzari and Petersen (1994) focuses on the substitutability of inventory investment for external fmancing in imperfect financial markets. They fmd evidence that firms that are fmancially constrained mayreduce inventoryinvestment more significantly during recessionary periods when internal fmancing alternatives become scarcer. In spite of these considerations, the focus of the simulations here is restricted to the portion of the decision affected by sales.
where the complexity of the new functions F, G, and H depends on the decision rules. The implicit assumption is that retailers only purchase from wholesalers. It should be noted that the problem statement allows for a variety of decision rules -stock adjustment, (S,s) or ad hoc. Given the above relationships, aggregate inventory change is the summation of F(.), G(.) and H(.).
The result of this interdependence is that even when the dynamic response of production to a change in demand may be dampened in a given sector, the dynamic coupling of these sectors can result
In an amplified aggregate dynamic response of production. Thus, although production smoothing may be taking place at the manufacturing level, the aggregate response can be distorted in the transient dynamics due to coupling with the retail or wholesale level, where bunching may be occurring.
Example
For illustrative purposes, consider the impact of a change in retail sales on total inventory levels when the decision rules are second order ARMA's. That is, purchases and production are based on the changes In inventory over the last two periods. For simplicity we will eliminate the wholesale level.
Using appropriate time series methods we can establish the relationship:
here the following polynomials in lag operators are substituted for brevity:
The first part of equation 5 Is a transfer function representation of the relationship between production and sales. The second equation in 5 is the equivalent form for inventory investment. This leads to the following representation for each inventory change:
The total change in inventory is the sum of the two inventory changes and can be expressed as a function of retail sales. This becomes an ARMA(4,4) even though the original individual decision rules of each firm level was an ARMA(2,2).
Intuitively, we can think of an initial shock which resulted in a stationary response over time at the first level. The second level sees not one shock but several as the responses of the first level becomes the shocks of the second level. The response at the second level is now a higher order than the first. Similariy the third level sees shocks which are the output of the second level. Depending on the speed of decay at each level, significant amplification can occur by the third level.
The upshot of this result is that even when the dynamic response of a given level of production is well behaved, the dynamic coupling of these levels can result in poorly behaved dynamic response. Thus although production smoothing may be taking place at each type of firm, the aggregate response can be distorted in the transient dynamics from the vertical coupling of agents. 
TEMPORAL AND HORIZONTAL AGGREGATION
The vertical coupling discussed above can lead to dynamic distortion when looking at aggregate data. Typical summary statistics and correlations may be misleading. Similar distortions can also occur when variables are aggregated horizontally and overtime. The following authors provide expositions of the theoretical underpinnings for the effects of horizontal and temporal aggregation. Christiano and Eichenbaum (1987) discuss the implications of temporal aggregation on macroeconomic variables. When the decision period for agents does not coincide with the data sampling intervals, distortions and erroneous conclusions may occur. This bias due to temporal aggregation can lead to rejection of models using conventional statistical tests. They demonstrate how this lack 3f coordination between sampling interval and decision interval can result in the observed stylized result of slow speeds of adjustment.
Analyzing the impact of horizontal aggregation across (S,s) agents has been shown to be very difficult (Blinder [1990] ). Caplin (1985) uses a model of (S,s) which implies mutual independence of Inventory levels regardless of the correlation between sales. This result allows him to make statements regarding the long-run aggregate variance. The primary aggregation result is that the difference between the variance of aggregate sales and the variance of aggregate production is the sum of the individual differences of the variances of each agent. The correlation between sales does not play a part. As indicated above, this result hinges on the fact that the continuous time model allows agents to replenish at exactly s. Caballero and Engle (1991) arrive at similar conclusions, but they incorporate a heterogeneity of agents 
SIMULATION RESULTS

Introduction
The primary objective of the simulations is to Illuminate the effect of heterogeneity in the decision rules and vertical interaction of agents on the two stylized facts -that production varies more than sales and that inventory investment and sales are positively correlated. The secondary objectives were to determine the effect of horizontal and temporal aggregation and the relative magnitudes of aggregate and idiosyncratic shocks on these two stylized facts.
Heterogeneity Is simulated by allowing for different combinations of two decision rules at each of the three levels of interaction. Five different combinations of decision rules were simulated. The vertical Interaction Is simulated by the identification of three types of agents. Retailers observe and respond to retail demand; wholesalers observe and respond to retail purchases; and manufacturers observe and respond to wholesale orders. For each set of decision rules, three kinds of demand shocks were then simulated at the retail level -exclusively aggregate shocks, an equal combirition of aggregate and idiosyncratic shocks, and finally, exclusively idiosyncratic shocks. Aggregate or systemic shocks are defined as a disturbances which affect each agent equally and simulated as a random draw, v~, applied to each agents demand; idiosyncratic shocks are defined in this context as independent disturbances (from the same distribution) affecting each agent and are simulated as different draws,~, from the same distribution applied to each agent's demand. 6
Aggregate and idiosyncratic shocks at the retail level are transmitted to the wholesale and manufacturing
The definition of idiosyncratic shocks used here is slightly different from the case where idiosyncratic shocks are considered "zero-sum 1 redistributions of demand. levels by a variation in the amount of sales that reflect an average of the downstream agents versus sales from an exclusive downstream agent. Table 1 lists the cases that were simulated. Each set of decision rules represent one group of cases. The Impact of the different combination of shocks is then isolated for each group. Cases 1, 2 and 3 are classified as Group A, Cases 4, 5 and 6 as Group B, Cases 7, 8, and 9 as Group C, Cases 10, 11, and 12 as Group D, Cases 13, 14, and 15 as Group E. The first three cases, Group A, represent the most plausible combination of decision rules in that bunching or S,s behavior is more likely at the wholesale and retail level while production smoothing makes sense at the manufacturing level when quadratic or convex costs obtain. The other sets of decision rules (Groups B through E) reflect less plausible rules for the agents as identified. That is, it may be unlikely that a retailer, faced with high costs of delivery would choose to smooth. However, in the abstract, the simulations can in fact reflect the vertical interaction within a single firm where either smoothing or (S,s) may be the appropriate decision at the division level.
Assumptions
The assumptions made herein do not reflect an attempt to perform a calibration exercise, because my intention is to demonstrate the mechanics of the interaction. The chosen parameters do reflect reasonable parameters and a sensitivity analysis test of the robustness of the conclusions over a range of parameters was performed.
6 A=Aggregate Shocks A/1= Both Aggregate and ldiosyncratic I-Idiosyncratic
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The following assumptions were made for all base case simulations:
o Initial inventory levels were drawn from a uniform distribution between 200 and 500.
o Aggregate and idiosyncratic sales shocks were drawn from a normal distribution with mean zero and variance 225.
o Retail sales were assumed to be 100 plus the appropriate combination of aggregate and Idiosyncratic shocks. o (S,s) inventory rules specified that if inventory levels fall below 200, purchases (or production) were made to return inventory to 500 at the beginning of the next period.
o The production smoothing rule was assumed to be a three period moving average of past sales. There is no attempt to tie this to optimizing behavior. Intuitively, however, given a demand pattern which reflects customers who replenish every three periods, production smoothed to a three-period moving average would reflect at least a near optimal smoothing. o 100% of retail purchases were made from wholesalers, and 100% of all wholesale purchases were made from manufacturers.
o Wholesale and manufacturers' sales were assumed to be a combination of the average purchases of all 4 "downstream" agents and the purchase of the immediate "downstream" agent. That is, the Ith wholesale agent sees sales of either 0.25 times the total retail purchases (i.e. the average) in the cases of aggregate shocks, 100% of the jth retail agents purchases in the case of purely idiosyncratic retail demand shocks, or a combination of the two when a combination of shocks is imposed at the retail level. This was done instead of introducing additional idiosyncratic shocks at the wholesale and manufacturing level. In all cases total wholesale sales equal total retail purchases and total manufacturing sales are equal to total wholesale purchases.
The interaction of 4 Identical firmsat each level was simulated for 100 periods. Although the periods can be considered to be months, they are not necessarily intended to be. The resulting means and variances of the sales, production or purchases, and inventory levels were recorded for first differences, aggregated over agents in each sector and then temporally aggregated over three periods (which can be considered to be a quarter).
Results
Cases 1, 4, 7, 10 and 13 have exclusively aggregate shocks to retail sales. Aggregate shocks to retail sales increase the likelihood of synchronization of the purchases by agents who use an (S,s) rule.
After a number of periods, the aggregate of the four firms behaves as one firm using the (S,s) rule. 7 This
It was observed in a separate experiment in horizontal aggregation of 100 (S,s) agents that large aggregate shocks again resulted in synchronized movement after a number of periods.
occurs because the firms do not replenish exactly at s but at some s -~,, with the result that, depending on the size of the shock, morethan one firm can end up replenishing at the same time. Once they replenish together once, they will synchronize from then on, because each firm replenishes to the same S. Over a long enough period of aggregate shocks, the individual firms eventually all synchronize and move as one composite agent. The resulting variances of (S,s) agents are highest with aggregate demand shocks. This can be observed by noting the height of the sawtooth for aggregate (S,s) purchases in the figures in the appendix. When purchases during one period exceed the 1200 composite (S-s) for four firms, this is an indication that their inventory had dropped substantially below s in the period before.
As idiosyncratic shocks are added, the variance of the retail sales is lowered, and there is also less synchronization. The variance of (S,s) firms purchases is lowered by the diversity of replenishment times.
In Cases 2, 5, 8, 11 and 14, the variance of the retail demand decreases, reflecting a combination of aggregate and idiosyncratic shocks. The impact on the variance ratio depends on the relative reduction in the variance of the firms' production or purchases. In most cases, the reduction in the variance in sales was more than the reduction in the variance of retail purchases resulting in an increase in the variance ratio. In Cases 3, 6, 9, 12 and 15 retail demand is subjected to idiosyncratic shocks only. This reflects the most diversity between the purchases of the (S,s) agents. Here again, the net effect on the variance ratio is indeterminate.
The smoothing rule used throughout matched closely the (S,s) purchasing patterns. (S,s) agents replenished every 3 periods on average, and Production/order smoothing agents smoothed over three periods. The ratio of the variance of production to the variance of sales whenever smoothers face demand from (S,s) agents Is much less than one. However, in Group A for example, even though the ratio of the variance of manufacturing purchases to the variance of manufacturing sales is much less than 1.0, the large variances induced by the use of (S,s) rules at the retail and wholesale levels result in a ratio of the variance of manufacturing production to~~jl sales that is much greater than one. This demonstrates that the presence of downstream S,s agents can mask the existence of smoothing when aggregate data are observed.
Cases 4, 5 and 6 represent a homogeneous set of agents who all use a smoothing rule but are connected vertically. Typically one might expect to find this arrangement when manufacturers produce inputs for other manufacturers. This arrangement is less likely with actual retailers and wholesalers. It serves to isolate the impact of the vertical interaction as distinguished from heterogeneity.
Summary Statistics
The summary statistics (means, variances and variance ratios) were compiled for the aggregate of each level. For a given combination of decision rules we observe the variance ratios and correlations of sales to inventory at three different levels of aggregation to isolate the effect of aggregation. Summary 19 statistics were compiled for individual first differences, aggregated over individuals and then temporally aggregated over three periods. Table 2 summarizes the means and variances of the aggregate of each level as well as totals for Cases 1, 2 and 3. The variances of production or purchases of firms using (S,s) rules are primarily a function of the level of sales and the time to replenishment. This is reflected in the variance ratio of retail purchases to retail sales (a,,~, 2 /a,, 2 )being very large. 8 The ratio of the variance of retail purchases to sales ranges from 81.0 when only aggregate shocks are present to 91.5 when only idiosyncratic shocks are present. This reflects both the Impact of the swings in purchases resulting from the intermittent adjustment and the reduction In variance of retail sales with the increased diversity. When idiosyncratic shocks become more prominent, there is a canceling effect and the variance of retail sales decreases. The variance of retail purchases and wholesale purchases are also reduced as idiosyncratic shocks increase, because there is less synchronization of agents' purchases. The wholesalers also purchase using an (S,s) rule, but the variance of wholesale purchases relative to the retail purchases (ci~~2/a,~2) range between 1.1 and 2.23. This result emphasizes that the variance is dominated by the mean sales and time to replenishment since the mean sales and time to replenishment are approximately the same for both levels. In all three cases, the variance ratio of manufacturers production relative to retail sales (a,,~2/a~2) ranges from 9.4 and 20.6, even though the manufacturers smooth production relative to wholesale sales. This illustrates that the presence of downstream lumpy adjustment masks production smoothing when compared to final sales. Figures A1-A3 in the appendix show the dynamic movement of the variables for Cases 1-3 respectively.
Cases 4, 5 and 6 (Group B) reflect decision rules where all 3 types of agents use a purchase or production smoothing rule. The summary statistics are shown in Table 3 . in Case 4 the demand shocks are aggregate shocks; in Case 5 they are a mixture of aggregate and idiosyncratic shocks; and in Case 6 they are purely idiosyncratic. The smoothing rule in place is the same as that used by manufacturers in Cases 1, 2 and 3. The rule is a three period moving average of sales, which worked quite well with lumpy sales from a wholesale purchase rule that reflected an average time to replenishment of three periods. Now, however, the retailers are using this smoothing rule in the face of sales that are Gaussian disturbances around a mean and the smoothing rule is not as effective in this case. The first noticeable result is that the variance ratio of retail purchases to sales is greater than one. This implies immediately that a smoothing rule which is optimal (or at least near optimal) for a given set of disturbances may not be appropriate when some other disturbance occurs. The second noticeable result is that the "downstream" variance ratios are approximately 1.0. This could be because the smoothing rule also reflects a 100% adjustment over three periods. The third point of interest in these results is that the variance ratio of the retail level increases as shocks become more idiosyncratic. This verifies Lai's aggregation bias results and Lovell's conclusions that the variance ratio may not be a reliable measure of the degree of smoothing taking place at the firm level.
Figures A4-A6 show the dynamic movement of the variables over the period. Table 4 shows the results for Cases 7, 8 and 9 (Group C) where the decision rules at the wholesale and retail levels are to smooth purchases and the manufacturing level uses an (S,s) production rule. The demand shocks are aggregate, a mixture of aggregate and idiosyncratic and purely idiosyncratic for Cases 7, 8 and 9 respectively. The primary interesting result here is the reduction in the variance of production to sates when the shocks are more idiosyncratic. As expected the variance is largest for the (S,s) rule. Also notable is the fact that with manufacturing using an (S,s) rule, the overall variance ratio exceeds Cases 1 through 6. The dynamics of Group C variables are shown in Tables A7-A9 in the appendix. Table 5 shows the summary statistics for Cases 10, 11 and 12 (Group D) where the decision rules are smoothing at the retail and manufacturing level and (S,s) adjustment at the wholesale level. Here again the decision rule at the wholesale level matches the smoothing rule at the manufacturing level, resulting in a variance ratio at the manufacturing level of 0.1, which shows effective smoothing. The same rule at the retail level, which faces a Gaussian disturbance, results in greater variance ratios. Despite the existence of two levels of smoothing, however, the variance ratio of manufacturing production to retail sales remains significantly greater than one. This supports the conclusion that the existence of one level which uses the (S,s) rule Is sufficient to result in a variance ratio resembling (S,s) behavior. In this instance, however, because smoothing is occurring before and after the (S,s) level, the overall variance ratio is not as high as In Cases 7-9. Figures A10-A12 show the sales, production and inventory movements over the period.
Finally, Cases 13, 14 and 15 (Group E) simulate a scenario where manufacturers and retailers use an (S,s) rule while wholesalers use a purchase smoothing rule. Again in this scenario the smoothing rule at the wholesale level Is matched to the characteristic of the downstream purchasing pattern and results in a variance ratio of 0.1. As In Cases 7,8, and 9, the use of an (S,s) rule at the manufacturing end again results in a higher overall variance ratio than the case where smoothing is taking place at the manufacturing level. Table 6 shows the summary statistics and Figures A13-A15 show the dynamic movement of the variables in this group.
Aggregation Effects
Multiple agents at each level were assumed to identify possible aggregation effects. Some authors have suggested that there is no aggregation bias in the (S,s) situation under certain conditions. This is counterintuitive because one would expect the presence of many agents who use the (S,s) rule and • 21 replenish at random times to have a canceling effect on the variation of the aggregate. Similarly, as one aggregates over time it seems intuitive that the sawtooth pattern of lumpiness would be smoothed out. On the other hand, it is not clear intuitively how aggregation affects the production smoothing rule. One might expect that the aggregation of data from agents who smooth would result in a higher degree of smoothing in the aggregate data. Lai shows that the aggregation bias in production smoothing is a function of the relative size and variance of aggregate and idiosyncratic shocks. More specifically, when idiosyncratic shocks that affect the relative market share of each firm are larger than common shocks, the variance in aggregate production increases relative to the variance in aggregate sales when firms partially adjust production in an effort to smooth. Lai concludes that aggregation bias will be more important in cases when aggregate shocks are less significant.
The statistics for each scenario simulated were accumulated at different levels of aggregation to detect any general trends in the impact of aggregation. The overall results support the assertion that aggregation bias is important in testing the degree of smoothness. The results indicated a downward aggregation bias in the variance ratios of (S,s) agents and an upward bias In the aggregation of production smoothing agents. At each level of the economy and regardless of the type of shocks, the ratio of the variance of production to the variance of sales decreased as the variables were aggregated over agents and temporally when agents used an (S,s) rule. Similarly, at all levels, when the variables were aggregated for production smoothers, the variance ratio increased. This result verifies the theoretical results of Lai and supports the simulation results of Lovell, which again suggests that a ratio of the variances of production to the variance of sales may be a poor measure of the degree of smoothing.
At the individual agent level, the variance of first differences were accumulated. The statistics reported in the first section of Tables 2 through 6 are for the sum of all four agents at each level. These ratios are repeated and accumulated over 3 periods and shown as "quarterly", (i.e. implicitly assuming each period is equivalent to one month.) The summary statistics of the first differences showed less of the effects of aggregation.
Inventory Investment Correlation with Sales
The correlation coefficients of levels and first differences of sales and inventory were recorded to see how the second stylized fact held for the simulated scenarios. For the most part the expected negative correlation between changes in sales and changes in inventory were observed, verifying the buffer-stock nature of inventory. That is, in most cases as sales increased, inventory decreased. In some instances the correlation was positive. However, there were no obvious patterns discernible from the data.
In the simulation cases where the agent used production smoothing and their clients also used production smoothing, the correlation turned out to be positive. Temporal aggregation (over three periods) tended to increase the correlation coefficient for (S,s) agents. In cases where the negative correlation of • 22 sales to inventory for the (S,s) agents was relatively small, temporal aggregation tended to change to positive correlation. As in the case of the first stylized fact, a caution flag must also be waved when observing the correlation of aggregate data. Aggregate data which includes (S,s) agents tend to be more positively correlated than disaggregated data. In this case, however, it would appear that aggregationwould not normally bias the sales/inventory correlation for production smoothers from the predicted negative, except when there is vertical Interaction with other smoothers. In other words, if the demand is from customers who smooth by partially adjusting, then there is increased likelihood that there will be bias toward positive correlation in the aggregate.
For cases 1, 2 and 3, the retail sales to inventory showed low negative correlation for the aggregate of all retail agents. When aggregated over 3 periods the correlation became positive, indicating some bias from aggregation. Temporal aggregation biased the correlation towards positive correlation for (S,s) agents whereas for the most part it biased the correlation for smoothers more negatively. In other words, quarterly sales to inventory correlation coefficients were more negative than monthly for production smoothers and less negative than monthly for (S,s) agents.
Positive correlation between sales and inventory were observed for: o Quarterly retail using (S,s) decision rules with aggregate shocks, o Monthly wholesale with idiosyncratic shocks and the downstream retailers also using production smoothing, o Monthly manufacturing using production smoothing with aggregate shocks and all downstream wholesalers and retailers also smoothing.
Tentative conclusions that can be made are that when downstream agents (i.e. customers) use smoothing rules there is a tendencyfor increased positive correlation of sales and inventory; (S,s) decision rules also tend to increase the positive correlation of sales and inventory; and aggregation tends to increase the positive correlation for (S,s) agents and increase the negative correlation for smoothing agents.
Summary and Conclusions
The results of the simulations show the potential for unmodeled dynamics in the economyto distort the statistics and lead to erroneous inference. In particular, the simulations showed that: o when some agents use (S,s) inventory decision rules, the induced variance ratios will dominate the aggregate data.
o when data are aggregated the impact is to lower the variance ratio for (S,s) agents and to increase the variance ratio for production smoothers.
o sales and inventory were negatively correlated for the most part, but tended toward positive correlation when downstream agents or customers were also smoothing.
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The paper set out to address two stylized facts concerning inventory: production varies more than sales and the correlation between sales and inventory is positive instead of negative. The results of these simulations contribute the following explanations for these stylized facts: o The existence of a level within the vertical hierarchy that uses a lumpy adjustment rule is sufficient to result in the variance of the aggregate output being greater than the variance of aggregate demand.
o Bias in aggregation tends to increase the variance ratio of production smoothing firms and decrease the variance ratio of agents using (S,s) decision rules.
o Bias in aggregation reduces the negative correlation between sales and inventory for (S,s) agents and increases the negative correlation for production smoothing agents. o When aggregate shocks dominate, agents who use (S,s) rules tend to synchronize, which contributes to the increased variability of purchases compared to sales.
o The simulations showed negative correlation between sales and inventory investment in general.
However in the cases where production smoothers faced demand from other production smoothers there tended to be positive correlation between sales and inventory investment.
These findings suggest that the production smoothing alternative should not be abandoned but that a disaggregated model reflecting heterogeneous rules might be more appropriate to model inventory investment dynamics. In particular, a few researchers have questioned whether it is valid to use the ratio of the variance of production to the variance of sales as an indicator of the level of production smoothing taking place. It would appear that there are several situations which would lead to a variance ratio that exceeds 1.0. The aggregation bias would suggest that tests of production smoothing with aggregate data using the variance ratio as a measure should be done with caution. There may in fact be no contradiction between the observed higher volatility in production than sales at the aggregate level with the microeconomic motivation of smoothing.
Since the observed variance ratios for disaggregated industries are mixed, it is conceivable that the differences reflect 3ither heterogeneity or aggregation bias. Detailed observation of the production cost characteristics of individual firms in conjunction with observation of the variance ratios of these firms might provide insight into the effects of heterogeneity.
What ifanything does this suggest about the variability of inventory investment during contractions?
First the potential for synchronization of (S,s) agents when there is a dominance of aggregate shocks suggests that contractions may reflect a simultaneous delaying of orders by agents who use (S,s) inventory decision rules. In addition the observed rapid growth after the downturn may reflect synchronization of replenishment by (S,s) agents. Secondly, the vertical interaction of agents may introduce a transient dynamic response of production and Inventory to an impulse shock in sales which is exaggerated in the aggregate. Finally, despite the limitations inherent in making generalized conclusions from simulations, it 24 would appear that modeling heterogeneity is important to understanding the dynamics of inventory investment. 
