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Abstract
Structural equation modeling (SEM) is evolving as available data is becoming
more complex, reaching the limits of what traditional estimation approaches can
achieve. As SEM expands to ever larger, more complex applications, the estimation
challenge grows and currently available methods will be insufficient. To overcome
this challenge in SEM, we see an opportunity to use existing solutions from the
field of deep learning, which has been pioneering methods for estimation of complex
models for decades. To this end, this paper introduces computation graphs, a flexible
method of specifying objective functions.
When combined with state-of-the-art optimizers, we argue that our computation
graph approach is capable not only of estimating SEM models, but also of rapidly
extending them – without the need of bespoke software development for each new
extension. We show that several SEM improvements follow naturally from our
approach; not only existing extensions such as least absolute deviation estimation
and penalized regression models, but also novel extensions such as spike-and-slab
penalties for sparse factor analysis. By applying computation graphs to SEM, we
hope to greatly accelerate the process of developing SEM techniques, paving the
way for novel applications. The accompanying R package tensorsem is under active
development.
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1 Introduction
Structural equation modeling (SEM) with latent variables is evolving as available data is
becoming more complex. SEM is now being used for variable selection in high-dimensional
situations (Jacobucci, Brandmaier, & Kievit, 2018; van Kesteren & Oberski, 2019),
intensive longitudinal data (Asparouhov, Hamaker, & Muthén, 2018; Voelkle & Oud,
2013), and intricate online survey experiments (Cernat & Oberski, 2019). These recent
developments have reached the limits of what traditional estimation approaches can
achieve. However, even before the extension of SEM to novel data structures there have
been several examples of the instability of the latent variable approach – such as Heywood
cases (Kolenikov & Bollen, 2012) and convergence problems in multitrait-multimethod
(MTMM) models (Revilla & Saris, 2013). As SEM expands to ever larger, more complex
applications, the estimation challenge grows and currently available methods will be
insufficient.
To support the evolution of SEM, we see an opportunity to use existing solutions from the
field of deep learning, which has been pioneering methods for overparameterized, unstable,
complex models for decades (see Goodfellow, Bengio, & Courville, 2016 and the references
therein for an overview). In order to make use of the progress from this field, there is a
need for a formulation of SEM with latent variables that allows researchers to implement
the existing solutions directly. To this end, this paper introduces computation graphs as a
method to specify and extend SEM, enabling flexible editing of the objective function used
to estimate its parameters. We show that improvements possible through the computation
graph approach include – but are not limited to – extensions to SEM that have been
proposed in the literature, such as least absolute deviation estimation (Siemsen & Bollen,
2007), LASSO regularized regression (Friedman, Hastie, & Tibshirani, 2010; Jacobucci,
Grimm, & McArdle, 2016), and sparse loading estimation in factor analysis (Jin, Moustaki,
& Yang-Wallentin, 2018). For this last extension, we introduce the spike-and-slab penalty
(Ročková & George, 2018) in SEM. To our knowledge, this has not been done previously;
our approach makes it relatively easy to import such solutions from literature in other
fields.
The methods introduced this paper are being developed as an open-source R (R Core
Team, 2018) package called tensorsem (van Kesteren, 2019), which is available at
github.com/vankesteren/tensorsem. All the examples and simulations associated with this
paper are reproducible using the computationgraph git branch of the software project,
which will remain available as a stable option throughout the development of the package.
In this paper, SEM will first be framed as an optimization problem, and a brief overview will
be given of the current methods of SEM parameter estimation and their limitations. Then,
we will introduce the concept of computation graphs, as used in the field of deep learning,
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along with an introduction to the optimizers used for neural networks. Subsequently, we
will develop the computation graph for SEM, after which we show both theoretically and
practically how this can be used to extend SEM to novel situations. Lastly, we discuss
the implications of this novel framework for SEM and we provide directions for future
research.
2 Background
2.1 SEM as an optimization problem
SEM in its basic form (Bollen, 1989) is a framework to model the covariance matrix of a
set of observed variables. Through separation of structural and measurement models, it
enables a wide range of multivariate models with both observed and latent variables. SEM
generalizes many common data analysis methods, such as linear regression, seemingly
unrelated regression, errors-in-variables models, confirmatory and exploratory factor
analysis (CFA / EFA), multiple indicators multiple causes (MIMIC) models, instrumental
variable models, random effects models, and more.
A key contribution of SEM is the development of a language to specify matrices that
hold the parameters θ, and methods to compute their estimates. The development
of these matrix formulations has allowed users to specify models flexibly, intuitively,
and even graphically in Onyx (Oertzen, Brandmaier, & Tsang, 2015), newer versions of
LISREL (Jöreskog & Sörbom, 1993), the Stata SEM builder (StataCorp, 2017), MPlus
Diagrammer (Muthén & Muthén, 2019), or IBM SPSS AMOS (Byrne, 2016). This has
fueled the wide adoption of SEM in practice. Models may include any combination of
latent variables, regression paths, and factor loadings, but practitioners do not need to
consider how to estimate the parameters even in complex models, assuming the model has
been well-specified and the data allow for its identification.
In this section, we explain how the SEM matrix notation leads to a model-implied
covariance matrix. Then, we show how this matrix is the basis for objective functions
representing the distance between the model-implied and the observed covariance matrix.
Next, we show how this objective is used to estimate of the parameters of interest in the
maximum likelihood (ML) and generalized least squares (GLS) frameworks. Lastly, we
discuss the limits of this framework in the context of increasing model complexity.
2.1.1 Notation
The most commonly used languages are the LISREL notation (Jöreskog & Sörbom, 1993)
used in software packages such as lavaan (Rosseel, 2012) and the Reticular Action Model
(RAM) notation (McArdle & McDonald, 1984) used in software such as OpenMX (Neale
et al., 2016). In this paper, we adopt a variant of the LISREL notation used in lavaan,
also known as the “all-y” version. We consider the measurement and structural equations
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as follows:
z = Λη + ε (Measurement model) (1)
η = B0η + ξ (Structural model) (2)
where z represents a vector of centered observable variables of length P , and η, ε, and
ξ are random vectors such that ε is uncorrelated with ξ (Neudecker & Satorra, 1991).
The parameters of the model are encapsulated in four matrices: Λ contains the factor
loadings, Ψ contains the covariance matrix of ξ, B0 contains the regression parameters of
the structural model, and Θ contains the covariance matrix of ε.
As the covariance matrices are symmetric, we can construct the full parameter vector δ as
follows:
δ =
[
(vecΛ)T , (vechΨ)T , (vecB0)T , (vechΘ)T
]T (3)
where the vec operator transforms a matrix into a vector by stacking the columns, and
the vech operator does the same but eliminates the supradiagonal elements of the matrix.
Specific models impose specific restrictions on this parameter vector. This leads to a
subset of free parameters θ. δ is identified through these restrictions: δ = δ(θ), and as a
result, δ is estimated if θ is estimated.
2.1.2 Least squares and maximum likelihood objectives
Thus, θ contains all the free parameters. The model-implied covariance matrix Σ(θ) is a
function of the free parameters, defined as follows (Bock & Bargmann, 1966; Jöreskog,
1966):
Σ(θ) = ΛB−1ΨB−TΛT + Θ (4)
where B = I −B0 is assumed to be non-singular.
In order to estimate θ, an objective function needs to be made. The objective in general
is to reduce the distance between the model-implied covariance matrix Σ(θ) and the
observed covariance matrix S: the model fits better if the model-implied covariance matrix
more closely resembles the observed covariance matrix. The ML objective function FML
is such a distance measure. Under the assumption that the observed covariance matrix
follows a Wishart distribution or, equivalently, the observations z follow a multivariate
normal distribution, the fit function is the following (Bollen, 1989; Jöreskog, 1967):
FML(θ) = log |Σ(θ)|+ tr
[
SΣ−1(θ)
]
(5)
Note that the ML fit function is a special case of the generalized least squares (GLS) fit
function (Browne, 1974) which is defined as the following quadratic form:
FGLS(θ) = (s− σ(θ))TW (s− σ(θ)) (6)
Where s = vechS, and σ(θ) = vechΣ(θ). Here, FGLS = FML when W =
2−1DT (Σ−1(θ) ⊗Σ−1(θ))D (Neudecker & Satorra, 1991), where D is the duplication
matrix and ⊗ indicates the Kronecker product.
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With this formulation, the gradient g(θ) of FGLS with respect to the parameters θ and
the Hessian H(θ) – the matrix of second-order derivatives – are derived in a paper by
Neudecker & Satorra (1991). These two quantities are the basis for standard errors,
robust statistical tests for model fit (Satorra & Bentler, 1988), as well as fast and reliable
Newton-type estimation algorithms (Lee & Jennrich, 1979). One such algorithm is the
Newton-Raphson algorithm, where the parameter estimates at iteration i+ 1 are defined
as the following function of the estimates at iteration i:
θ(i+1) = θ(i) −H−1(θ(i)) · g(θ(i)) (7)
Together, the objective function and the algorithm comprise an estimator – a procedure
to compute parameter estimates using the data. The estimator described here is used
extensively in software such as lavaan (Rosseel, 2012). Note that it is developed specifically
for GLS estimation of SEM. With every extension to GLS, this work needs to be redone: a
bespoke new estimator – objective, gradient, Hessian, and algorithm – needs to be derived
and implemented.
2.1.3 The limits of ML / GLS estimation
There are several situations in which standard estimation methods lead to undesirable
results in the form of nonconvergence or improper solutions (Chen, Bollen, Paxton, Curran,
& Kirby, 2001; Revilla & Saris, 2013). Roughly, there are two situations in which this
may happen: (a) a mismatch between the objective function and the method used to find
the optimum – the “optimizer” – and (b) a mismatch between the objective function and
the information in the dataset. The former problem is a pure optimization problem. An
example of an objective-optimizer mismatch is in mixture models. Here, the log-likelihood
function may be nonconvex, meaning it has more than one local optimum. Newton-style
algorithms such as Newton-Raphson may converge to local minima or saddle points, thus
these models require more iterative estimation methods such as expectation maximization
(EM).
The second problem relates to empirical underidentification (Rindskopf, 1984). Roughly,
this means that the observed data contain little information about one or more param-
eters in the model. As a result, the model may fail to converge, or improper solutions
such as negative estimated variances – “Heywood cases” – may occur. Empirical un-
deridentification can be avoided through changing the objective function, by including
prior information about parameters or partially constraining the parameter space. For
example, some authors have suggested constraining variance parameters to be strictly
positive (Helm, Castro-Schilo, & Oravecz, 2017; Rindskopf, 1983). This changes the
smoothness of the objective function, meaning that estimating such altered models re-
quires specific parameterizations and estimation software because of the aforementioned
objective-optimizer mismatch (Bentler & Weeks, 1980; Muthén & Asparouhov, 2012).
Note that such restrictions also entail the dangers of introducing small-sample bias and
obscuring potential misspecifications (Chen et al., 2001; Kolenikov & Bollen, 2012).
Crucially, nonconvex or nonsmooth objective functions may also be used as a tool for
data analysis. For example, the widely used LASSO regression adds a penalty to the
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log-likelihood objective leading to shrinkage and selection of parameters (Hastie, Tibshi-
rani, & Wainwright, 2015). This aids in situations where there are more parameters than
observations, e.g., when analyzing high-dimensional genomic data. Here, LASSO regular-
ized models outperform ML models with respect to generalization and variable selection
(Bøvelstad et al., 2007). In order to compute the optimum of the nonsmooth LASSO
objective function, a specialized iterative algorithm needed to be introduced (Friedman et
al., 2010) that does not rely on the Hessian or its inversion as Newton-type algorithms do.
Note that this situation of more parameters than samples is empirically underidentified by
the definition of Rindskopf (1984). As the data contain little information about the many
parameters in the model, part of the information about the parameters comes from the
“bet on sparsity” (Hastie, Tibshirani, & Friedman, 2009). This bet on sparsity encodes
the prior assumption that for any given model, there are only a few relevant variables. In
other words, researchers can enter prior knowledge or assumptions into a model by editing
the objective function used for optimization.
2.2 Adaptive first-order optimizers
We suggest using adaptive first-order optimizers to extend the limits described in the
previous section. Note that this does not pertain to the problem of model misspecification,
which remains a separate theoretical issue. Adaptive first-order optimizers are a class of
modern optimization methods which function even under nonconvexity and nonsmoothness.
Some early adaptive first-order optimizers such as RMSProp (Tieleman & Hinton, 2012)
were originally developed with deep learning in mind, where nonconvexity, non-smoothness,
and high-dimensional parameter spaces are common. Therefore, we consider these methods
excellent candidates for estimating an expanding class of SEM models, as they have
historically done for neural networks.
Simple (non-adaptive) first-order optimizers use the gradient g(θ) of the objective with
respect to the parameters to guide the direction that each parameter should move towards.
In these methods, the gradient is combined with a step size s, so in each minimization
iteration i the parameters are moved towards the direction of the negative gradient
evaluated at the current parameter values. The resulting algorithm is called gradient
descent:
θ(i+1) = θ(i) − s · g(θ(i)) (8)
This algorithm has a similar structure to the Newton-Raphson method shown in Equation
(7). In that algorithm, the step size s in each iteration is replaced by the inverse of the
Hessian matrix. Gradient descent is thus a simplified version of the methods currently
in use for optimizing SEM. Because it does not use the Hessian, it continues to function
when the objective is not smooth or not convex. Computationally, it is also more tractable,
foregoing the need to compute the full Hessian matrix. However, it is necessary to
determine the correct step size s. This is not a trivial problem: with an improperly tuned
step size, the algorithm may never converge. Note that Lee & Jennrich (1979) already
outline more involved first-order algorithms for SEM which automatically determine their
step size in each iteration.
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One of the state-of-the art adaptive first-order optimizers is Adam (Kingma & Ba, 2014).
It introduces two improvements to the framework of gradient descent. Firstly, it introduces
momentum, where the direction in each iteration is not only the negative gradient of
that iteration, but a moving average of the entire history of gradients. Momentum allows
Adam to move through local minima in the search for a global minimum by smoothing the
path it takes in the parameter space. Secondly, Adam introduces a self-adjusting step size
for each parameter, which is adjusted based on the variability of the gradients over time.
This takes the place of computing and inverting the Hessian matrix. By using both the
first and second moments of the history of the gradients, Adam is an adaptive optimizer
capable of reliably optimizing a wide variety of objectives.
A relevant parallel is formed by the recent advances in Bayesian SEM and Bayesian
posterior sampling in general. Here, too, the objective function may be nonconvex, e.g.,
in hierarchical models and with nonconjugate priors. Such objective functions may lead
to inefficient behaviour for the Markov Chain Monte Carlo (MCMC) methods used to
approximate posterior expectations. For this problem, Hamiltonial Monte Carlo (HMC)
(Betancourt, 2017) has been introduced, which introduces momentum in the proposal of a
sample, thereby more efficiently exploring the posterior. This is the method implemented
in Stan (Carpenter et al., 2017), which works for situations with many parameters and
hyperparameters. The software package blavaan is capable of translating SEMs from
lavaan into Stan models (Merkle & Rosseel, 2015).
Adaptive first-order optimizers are one part of a pair of improvements that have enabled
rapid growth of the deep learning field. The other is the development of computation
graphs, an intuitive way of specifying the objective such that gradients can be computed
automatically. Automatic gradient computation can enable a wide range of extensions
to SEM without having to derive the gradient and Hessian as in Neudecker & Satorra
(1991) for each separate extension. In the next section, we explain the concept behind
computation graphs and how they can be combined with optimizers such as Adam.
2.3 Computation graphs and derivation of gradients
A computation graph is a graphical representation of the operations required to compute
a loss or objective value F (θ) from (a vector of) parameters θ (Abadi et al., 2016). The
full computation is split into a series of differentiable smaller computational steps. Each
of these steps is represented as a node, with directed edges representing the flow of
computation towards the final result. Because the nodes are differentiable, computing
gradients of the final, or any intermediate, result with respect to any of its inputs, is
simple. Gradients are obtained by applying the chain rule of calculus starting at the node
of interest and moving against the direction of the arrows in the graph. Thus, computation
graphs are not only a convenient way of representing the outcome of a computation
in a computer, but also immediately provide the derivatives, and, if required, second
derivatives, that are necessary to optimize functions or estimate standard errors. For
example, consider the ordinary least squares objective for linear regression:
FLS(β) =
∑
i
(yi − xiβ)2 = (y −Xβ)T (y −Xβ) (9)
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The computation graph of this objective function can be constructed as in Figure 1. This
figure represents the objective by “unwrapping” the equation from the inside outward
into separate matrix operations: first, there is a matrix-vector multiplication of the
design matrix X with the parameter vector β. Then, the resulting n × 1 vector yˆ is
subtracted elementwise from the observed outcome y, and the result is squared, then
summed to output a single squared error loss value FLS. The nodes in a computation
graph may represent scalars, vectors, matrices, or even three- and higher-dimensional
arrays. Generally, these nodes are referred to as tensors.
β
subtract
X y
multiply
square
sum
FLS
Figure 1: Least squares regression computation graph, mapping the regression
coefficients (β) to the least squares objective function FLS. The greyed-out
parts contain elements which do not change as the parameters are updated,
in this case observed data.
Each of the operations in the graph has a registered derivative function. If it is known
that the “square” operation f(x) = x2 is applied as in Figure 1, the derivative f ′(x) is 2x
and the second-order derivative f ′′(x) is 2. Thus, the gradient of the squared error tensor
with respect to the residual tensor r is 2r.
Although automatic differentiation is an old idea (Wengert, 1964), its combination with
state-of the art optimizers in software such as Torch (Collobert, Bengio, & Mariéthoz,
2002; Paszke et al., 2017) and TensorFlow (Abadi et al., 2016) have paved the way for the
current pace of deep learning research. Before the development and implementation of the
computation graph, each neural network configuration (model) required specialized work
on the part of the researchers who introduced it to provide a novel estimator. Thanks to
computation graphs, researchers can design generic neural nets without needing to invent
a bespoke estimator, a development that has greatly accelerated progress in this area. For
SEM, we see a similar situation at the moment: each development or extension of the
model currently requires a new algorithm that is capable of estimating its parameters.
By applying computation graphs to SEM, we hope to greatly accelerate the process of
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developing novel SEM models. In the next section we combine the parameter configuration
developed for SEM with the computation graphs and optimizers developed for deep
learning to create a more flexible form of SEM.
3 A more flexible SEM using computation graphs
In this section, we develop the computation graph and parameter configuration to perform
structural equation modeling using TensorFlow (Abadi et al., 2016). Then, we outline
how this computation graph can be edited to extend SEM to novel situations, and how
additional penalties can be imposed on any parameter in the model.
3.1 The SEM computation graph
The SEM computation graph was constructed using the TensorFlow R package (Allaire
& Tang, 2019). It is displayed in Figure 2. From left to right, a parameter vector δ is first
instantiated with constrained elements, such that the free parameters represent θ. Then,
this vector is split into the separate vectors as in Equation (3). These vectors are then
reshaped into the four SEM all-y matrices, using a duplication matrix for the symmetric
matrices Ψ and Θ.
In the next part, these matrices are transformed to the model-implied covariance matrix
Σ(θ) by unwrapping Equation (5) from the inside outward: B−1 is constructed as
(I −B0)−1, then Ψ is premultiplied by this tensor and postmultiplied by its transpose.
Then, the resulting tensor itself is pre - and postmultiplied by Λ and ΛT , respectively.
Lastly, Θ is added to construct the implied covariance tensor.
The last part is the graphical representation of the ML fit function from Equation (5).
Σ(θ) is inverted, then premultiplied by S, and the trace of this tensor is added to the log
determinant of the inverse of Σ(θ). The resulting tensor, a scalar value, is the FML(θ)
objective function for SEM.
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δΒ0
Λ
Ψ
Σ
Θ
I 
S
FML
subtract
invert multiply
trace
logdet
add
add
multiply
invert
transpose multiply
transpose
multiply
multiply
Figure 2: Full SEM computation graph, mapping the parameters (δ) to the
maximum likelihood fit function FML. The greyed-out parts contain elements
which do not change as the parameters are updated, meaning either observed
data or constrained parameters. (NB: The constrained elements in this graph
are not representative of a specific model).
Each operation in Figure 2 carries with it information about its gradient. TensorFlow can
therefore automatically convert the SEM computation graph into gradients with respect
to the model parameters. The Hessian can also be obtained automatically by applying
the same principle to the gradients. Note that these correspond to the observed score and
information matrix, rather than their expected versions derived under the null hypothesis
of model correctness. TensorFlow also provides facilities for easily optimizing computation
graphs using these quantities. The flexibility of the computation graph notation lies in
the ease with which sections of the graph can be edited to suit different needs. Below we
demonstrate how this formulation can be leveraged to estimate nonstandard SEM models.
3.2 Different objective functions
The computation graph approach allows completely different objective functions to be
implemented with relative ease. One such objective was coined by Siemsen & Bollen
(2007), who introduce least absolute deviation (LAD) estimation. Their motivation is the
performance of the LAD estimator as a robust estimation method in other fields. Note
that while Siemsen and Bollen find limited relevance for this SEM estimator in terms of
performance, we consider it to be an excellent showcase of the flexibility of our approach.
This objective does not fit in the GLS approach of Browne (1974). The LAD estimator
implies the following objective:
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FLAD(θ) =
∑
i,j
|Σ(θ)i,j − Si,j | (10)
A computational advantage of this objective relative to the GLS fit function is that there
is no need to invert Σ(θ). The work of Siemsen & Bollen (2007) focuses on developing a
greedy genetic evolution numerical estimation algorithm which performs a search over the
parameter space. Using this optimization algorithm, they show that the LAD estimator
may outperform the ML estimator in very specific situations.
Constructing the LAD estimator in the computation graph framework means replacing
the ML fit operations with the LAD operations. This is shown in Figure 3. Note that
compared to the ML objective, there are fewer operations, and the inversion operation of
the implied covariance matrix is removed. This change is trivial to make given the SEM
computation graph, and we show in Section 4.2 that such alternative objective functions
can be estimated with the Adam optimizer.
δ
Β0
Λ
Ψ
Σ
Θ
I 
S
subtract
add
multiply
invert
transpose multiply
transpose
multiply
multiply
FLAD
sum
subtract
abs
Figure 3: Full SEM computation graph for the least absolute deviation
(LAD) objective. Compared to the ML fit function, the last part of the graph
contains different operations.
3.3 Regularization through parameter penalization
A more useful modification that can be readily made using the SEM computation graph
is the addition of penalties to the parameters. Such penalties regularize the model, which
may prevent overfitting and improve generalizability (Hastie et al., 2015). There is a wide
variety of parameter penalization procedures, but the most common methods are ridge and
LASSO. In regression, the widely used elastic net (Zou & Hastie, 2005) is a combination
of the LASSO and ridge penalties. The objective function for elastic net is the following:
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FEN(β) = FLS(β) + λ1 ‖β‖1 + λ2 ‖β‖21 (11)
where ‖β‖1 =
∑
p |βp|, and λ1 and λ2 are hyperparameters which determine the amount
of LASSO and ridge shrinkage, respectively. By setting λ1 to zero we obtain L2 (ridge)
shrinkage, and setting λ2 to zero yields the L1 (LASSO). Nonzero values for both parame-
ters combines the two approaches, which has been shown to encourage a grouping effect in
regression, where strongly correlated predictors tend to be in or out of the model together
(Zou & Hastie, 2005).
Friedman et al. (2010) have developed an efficient algorithm for estimating the elastic
net for generalized linear models and have implemented this in their package glmnet.
For SEM, Jacobucci et al. (2016) have created a package for performing penalization by
adding the elastic net penalty to the ML fit function. Their implementation uses the RAM
notation (McArdle & McDonald, 1984), and their suggestion is to penalize either the A
matrix (factor loadings and regression coefficients), or the S matrix (residual covariances).
In the field of deep learning, parameter penalization is one of the key mechanisms by which
massively overparameterized neural networks are estimated (Goodfellow et al., 2016).
Regularization is therefore a core component of various software libraries for deep learning,
including TensorFlow. The optimizers implemented in these libraries, such as Adam, are
tried and tested methods for estimation of neural networks with penalized parameters,
which is an active field of research (e.g., Scardapane, Comminiello, Hussain, & Uncini,
2017).
In the SEM computation graph, the LASSO penalty on the regression parameters can be
implemented by adding a few nodes to the ML fit graph. This is displayed in Figure 4.
The absolute value of the elements of the B0 tensor are summed, and the resulting scalar
is multiplied by the tuning parameter. The resulting value is then added to the maximum
likelihood fit tensor to construct the lasso objective FLASSO(θ).
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δΒ0
Λ
Ψ
Σ
Θ
I 
S
FLASSO
subtract
invert multiply
trace
logdet
add
add
multiply
invert
transpose multiply
transpose
multiply
multiply
absolute
sum
λ
multiply
add
Figure 4: B0 LASSO computation graph with a pre-defined λ tuning param-
eter.
Ridge penalties for the B0 matrix can be implemented in similar fashion, but instead of an
“absolute value” operation, the first added node is a “square” operation. These penalties
can be added to any tensor in the computation graph, meaning penalization of the factor
loadings or the residual covariances, or even a penalty on B is quickly implemented. The
elastic net penalty specifically can be implemented by imposing both a ridge and a lasso
penalty on the tensor of interest.
Note that each additional penalty comes with its own parameter to be selected – a
process called “hyperparameter tuning”. Tuning of penalty parameters is traditionally
done through cross-validation; glmnet (Friedman et al., 2010) provides a function for
automatically selecting the penalization strength in regression models through this method.
Another method is through inspecting model fit criteria. For example, Jacobucci et al.
(2016) suggest selecting the penalty parameter through the BIC or the RMSEA, where the
degrees of freedom is determined by the amount of nonzero parameters, which changes as
a function of the penalization strength. Another example is penalized network estimation,
where Epskamp, Borsboom, & Fried (2018) suggest hyperparameter tuning through an
extended version of the BIC. In Bayesian optimization, there is another option. Here, van
Erp, Oberski, & Mulder (2019) show that a prior can be set on the penalty parameter – a
“hyperprior” – and in this way the parameter itself is learned along with the model: the
“full Bayes” approach. In the deep learning literature, this is called Bayesian optimization
or gradient-based optimization of hyperparameters (Bengio, 2000).
In the field of variable selection, various implementations of the LASSO have been shown
to exhibit desirable properties (e.g., Van De Geer, Bühlmann, & others, 2009), making
it a natural choice for obtaining sparsity in structural equation models. In addition,
there are extensions which decrease bias in high-dimensional situations (Fan & Li, 2001;
Zhang, 2010). In the Bayesian case, the spike-and-slab prior is such an extension which
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shows less bias when compared to the LASSO-equivalent Laplace prior (van Erp et al.,
2019). Ročková & George (2018) translated the fundamentally probabilistic Bayesian
spike-and-slab prior into a penalized likelihood objective. With the SEM computation
graph, we can implement something similar, combining a Laplace spike with a normal
slab by using a mixture of LASSO and ridge penalties:
FSS(θ, λ1, λ2, pi) = FML(θ) + pi · λ1 ‖θ‖1 + (1− pi) · λ2 ‖θ‖21 (12)
The resulting equivalent prior is shown in Figure 5. The spike-and-slab prior we have
implemented is a mixture of a Laplace prior (spike) and a wide normal prior (slab).
The mixing parameter pi encodes prior knowledge of sparsity: what proportion of the
parameters should be in the spike. Due to the slab component, it has larger tails than the
Laplace prior, leading it to shrink large parameter values less. These larger tails lead this
prior to exhibit less bias in high-dimensional situations. This penalty is novel to SEM,
and poses challenges to traditional estimation methods due to its nonconvexity, but it
follows naturally from the computation graph approach. In Section 4.4, we show how this
penalty compares to the LASSO and ML fit functions.
0.0
0.1
0.2
0.3
0.4
0.5
−10 −5 0 5 10
Parameter
De
ns
ity
Distribution laplace (1) spike−slab normal (10)
Figure 5: Prior induced through LASSO, ridge, and mixture penalties. The
mixture, borrowing from the Bayesian ideas of a spike-and-slab prior, has
larger tails than the LASSO, leading to less bias due to less shrinkage in
nonzero parameters. The numbers in the parentheses indicate dispersion.
In the next section, we show through a set of examples motivated by existing literature
how our implementation of the SEM computation graph can be used to estimate the
extensions to we have introduced here.
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4 Examples
All the computation graphs and estimation methods described in this paper are imple-
mented in the computationgraph branch of tensorsem (van Kesteren, 2019), available
at github.com/vankesteren/tensorsem. In this section, we use this software to show how
our extensions compare to reference implementations, if available. The first example
demonstrates that our approach gives the same estimates are obtained as lavaan (Rosseel,
2012) for a standard SEM with latent variables. We then demonstrate how non-standard
extensions can be implemented with similar ease. We show how the LAD estimator yields
similar parameters to the ML estimator in a factor analysis. Then we perform LASSO
regression with observed and latent (MIMIC) outcomes, comparing our method to both
regsem (Jacobucci et al., 2016) and the benchmark glmnet (Friedman et al., 2010). Lastly,
we show how LASSO and spike-and-slab regularization can induce sparsity in the loadings
of a confirmatory factor analysis (CFA).
All the code to reproduce the results, plots, and tables in this section is available as
supplementary material to this paper at the following link: github.com/vankesteren/sem-
computationgraphs.
4.1 Structural equation modeling
To validate the computation graph approach and the Adam estimator for structural
equation modeling with latent variables, we estimated a model with two latent variables
and a structural coefficient as in Figure 6. The indicators come from the data of Holzinger
& Swineford (1939) included in lavaan.
x1 x6x5x4x3x2
F1 F2
Figure 6: Structural equation model with two latent variables and six indi-
cators used for comparing the results of tensorsem to lavaan. Indicators
are variables from the Holzinger & Swineford (1939) dataset. For clarity,
residual variances have been omitted from the image.
The tensorsem and lavaan packages both use the same model specification language
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developed by Rosseel (2012). Model estimation in lavaan happens through a Fisher
scoring algorithm with a ML fit function, and tensorsem uses the Adam optimizer and
the computation graph in Figure 2.
The results are shown in Figure 7. From the graph, it becomes clear that both the
packages arrive at the same solution and, furthermore, the standard errors are the same
across the different packages. In lavaan we use the observed information matrix for the
standard errors. The standard errors in tensorsem are computed by taking the Hessian
of the objective with respect to the free parameters, which is directly available from the
computation graph and thus can be returned by the TensorFlow backend. The Hessian
then needs to be inverted and rescaled (Bollen, 1989, p. 135) to obtain a consistent
estimate ACOV(θ) of the covariance matrix of the parameters under the assumption of
multivariate normality and standard ML theory. The standard errors are the square root
of the diagonal elements of this matrix. This standard error procedure comes from ML
theory, meaning it is valid only for the ML objective function and under the assumption
of multivariate normality. Distribution-robust standard error estimators could also be
implemented straightforwardly, but this is outside the scope of the current paper.
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Figure 7: Parameter estimates and confidence intervals for a model with two
latent variables and a structural parameter, comparing lavaan to tensorsem.
Confidence intervals are constructed as θˆi ± 1.96× SEi, where the standard
errors are computed from the observed information matrix.
From this example, we conclude that computation graphs and Adam optimization are
capable of estimating structural equation models. In addition, as the solution obtained
by tensorsem is the same as with other packages, it is possible compute the value of the
log-likelihood objective function and its derivative fit measures such as χ2, AIC, and BIC.
In the next examples, we leverage the flexibility of this framework to extend SEM to novel
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situations.
4.2 LAD estimation
Although LAD estimation was shown to be beneficial only in very specific situations
(Siemsen & Bollen, 2007), it is an excellent showcase for the flexibility of the computation
graph approach. Because the software developed by Siemsen & Bollen (2007) is not
available, we instead compare the LAD estimates to the ML estimates. In this case,
there is no direct comparison method for the extension we introduce in tensorsem. The
tensorsem LAD estimator is thus a novel way of estimating SEM.
For this example, we generate data of sample size 1000 from a one-factor model. For this
data, we constrain the observed covariance matrix to the covariance matrix implied by
the population model in Figure 8. Since LAD estimation should be robust to outliers in
the observed covariance matrix, which can happen in the trivial case of mistranscribing a
covariance matrix into software, we also performed this on data with a “contaminated”
covariance matrix: COV (X1, X3) = 2, COV (X2, X4) = 0.35.
x1 x8x7x6x5x4x3x2 x9
F
1 1.17 1.18 1.36 1.40 1.42 1.34 1.23 0.89
Figure 8: Factor analysis model used to generate data for comparing the
least absolute deviation (LAD) estimator to the maximum likelihood (ML)
estimator in tensorsem. Residual variances of the indicators were all set to
1.
The results are shown in Table 1. The for ML estimation in lavaan and tensorsem
again agree. With uncontaminated covariance matrix, the LAD estimates reach the same
conclusion as the ML estimates. Note that although unbiased, LAD is relatively less
efficient, but this effect is not visible with a sample size of 1000 for this model. With
contamination in the covariance matrix, the LAD method shows no bias in this example,
whereas the ML method does. Because the Hessian for the LAD objective is not invertible,
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the standard errors are not available using the ACOV(θ) method described in section
4.1. Siemsen & Bollen (2007) solve this problem by bootstrapping, which is possible but
outside the scope of the current paper.
Table 1: Parameter estimates comparing ML estimates to LAD estimates
using both uncontaminated and contaminated covariance matrices. LAD is
robust to the contamination of the covariance matrix.
X1 X2 X3 X4 X5 X6 X7 X8 X9
lavaan (ML) 1 1.17 1.18 1.36 1.40 1.42 1.34 1.23 0.89
tensorsem (ML) 1 1.17 1.18 1.36 1.40 1.42 1.34 1.23 0.89
tensorsem (LAD) 1 1.17 1.18 1.36 1.40 1.42 1.34 1.23 0.89
Contaminated (ML) 1 0.93 1.15 1.10 1.22 1.24 1.17 1.07 0.78
Contaminated (LAD) 1 1.17 1.18 1.36 1.40 1.42 1.34 1.23 0.89
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Figure 9: Plot of the value of the objective function over iterations of the
LAD estimation procedure with a contaminated covariance matrix. As the
optimizer iterates, the loss value decreases until convergence.
The results from this example show that the objective function in tensorsem can be edited
and that Adam still converges to a stable solution with this adjusted objective (Figure
9). The parameter estimates from LAD estimation approximate those obtained from ML
estimation in a one-factor model with 9 indicators and 1000 samples. In addition, we have
shown that LAD estimation is robust to contamination of the covariance matrix in the
contrived example of this section.
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4.3 Regularized regression
In this example, we show how LASSO penalization on the regression parameters in
tensorsem compares to regsem (Jacobucci et al., 2016) and glmnet (Friedman et al.,
2010). For this, we generate data with a sample size of 1000 from a regression model with
a single outcome variable, 10 true predictors, and 10 unrelated variables. The resulting
parameter estimates for the three different estimation methods are shown in Figure 10.
The figure shows that with the chosen penalty parameter (0.11 for regsem and tensorsem,
0.028 for glmnet due to a difference in scaling), the estimates are very close in value. As
expected, some parameters are shrunk to 0 for all three methods.
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Figure 10: Absolute value of parameter estimates for a LASSO penalized
regression model with 20 predictors. Here, tensorsem is compared to existing
approaches and shown to provide similar parameter estimates.
The advantage of regularized β parameters in SEM over the regularized GLM approach is
that the outcome variable can also be latent as in a multiple-indicators multiple-causes
(MIMIC) model. Jacobucci et al. (2018) demonstrate that such a model can be useful
to relate high-dimensional features of brain images to cognitive measurements of a single
or multiple underlying phenomena such as depression, anxiety, and stress. Following the
example of Jacobucci et al. (2018), we simulated data from a MIMIC model with sparse
causes and known indicators (Figure 11) and compared the solutions of the tensorsem
approach to regsem.
19
y1
y5
y4
y3
y2
F
10x
10x
Figure 11: MIMIC model used to generate data to perform and compare
LASSO estimation across regsem, and tensorsem. There are 10 predictors
and 10 unrelated variables, and the latent outcome variable has 5 indicators.
For clarity, residual variances of the indicators have been omitted from the
figure.
The results, displayed in Figure 12 show that the β coefficients are the same across regsem
and tensorsem. This indicates that the suggestions from the tutorial paper by Jacobucci
et al. (2018) for these models apply to our approach. In conclusion, this example shows
that LASSO penalties can be imposed on the regression coefficients (B0) in SEM using the
computation graph approach, that these parameters can be estimated using Adam, and
that the resulting parameter estimates closely resemble those from existing approaches.
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Figure 12: Absolute value of parameter estimates for a LASSO penalized
MIMIC model with 20 predictors. The tensorsem implementation is com-
pared to the existing approach regsem and shown to provide similar parameter
estimates.
4.4 Sparse factor analysis
Obtaining sparsity in factor analysis is a large and old field of research, with methods
including rotations of factor solutions in principal component analysis (Kaiser, 1958) and
modification indices in CFA (Saris, Satorra, & Sörbom, 1987; Sörbom, 1989). Sparsity is
desirable in factor analysis due to the enhanced interpretability of the obtained factors.
Recently, penalization has been applied to different factor analysis situations in order to
obtain sparse factor loadings and simple solutions (Jin et al., 2018; Pan, Ip, & Dubé, 2017).
Following these recent developments, in this last example we impose sparse structure in
a CFA by imposing a penalty on the Λ matrix. Here, we use both the LASSO and the
spike-and-slab penalty from equation (12).
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x1 x5x4x3x2
F
x6 
- x1
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all 0
Figure 13: Factor analysis population model used generate data for the
penalized Λ matrix sparse factor analysis procedures. There are 5 true
indicators with nonzero factor loadings, and 5 unrelated variables.
In this example, we show the effect of ML estimation with Λ penalization on a dataset
with 300 samples generated from the mechanism shown in Figure 13. The results of the
penalized factor analysis are displayed in Table 2. As the penalty parameter λ is increased
from 0, the factor loadings are shrunk more, with some being set to 0. With a LASSO
penalty of strength 0.3, the true data-generating structure is recovered. Note that although
the difference is small in this low-dimensional situation, the spike-and-slab prior leads
to the same structure with slightly less bias when compared to the ML solution (λ = 0).
This is in line with the findings of van Erp et al. (2019). For this result, we have set the
hyperparameters of the FSS objective from Equation (12) to λ1 = 0.55, λ2 = 0.05, pi = 0.5.
Table 2: Results for penalized factor analysis. Sparsity is induced as the
penalty parameter λ is raised from 0 (ML estimates) to 0.1 to 0.3, where the
data-generating structure is recovered. The spike-and-slab penalty leads to
the same structure with slightly less bias in the nonzero factor loadings.
X2 X3 X4 X5 X6 X7 X8 X9 X10
λ = 0 0.677 -0.301 -0.448 -0.755 0.108 0.014 0.089 -0.002 0.006
λ = 0.1 0.583 -0.264 -0.394 -0.652 0.051 0.000 0.038 0.000 0.001
λ = 0.3 0.480 -0.227 -0.339 -0.539 0.000 0.000 0.000 0.000 0.000
spike-slab 0.481 -0.228 -0.340 -0.539 0.000 0.000 0.000 0.000 0.000
This example shows that sparsity in the factor loadings can be imposed in a factor analysis
with a penalty on the Λ matrix. If the assumption of simple structure holds, the penalized
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computation graph approach may recover this structure with an appropriate amount of
penalization.
In the tensorsem package, the strength of the penalties can be changed during training.
For example, a researcher may arrive at the ML solution and from there slowly increase
the penalty strength and inspect different solutions. In this way, the entire model need
not be estimated for each value of the λ parameter. This iterative procedure is similar to
the path procedure of Friedman et al. (2010) which makes glmnet an efficient method for
penalization.
Together, the examples have shown that estimation and extension of SEM through
computation graphs is viable.
5 Conclusion
Estimation of SEM becomes more challenging as latent variable models become larger and
more complex. Traditionally, SEM optimizers have already suffered from nonconvergence
and inadmissible solutions (e.g., Chen et al., 2001; Revilla & Saris, 2013), and with the
increasing complexity of available datasets these problems are set to become more relevant.
We argue that current estimation methods do not fulfil the needs of researchers applying
SEM to novel situations in the future.
In this paper, we have introduced a new way of constructing objective functions for SEM
by using computation graphs. When combined with a modern optimizer such as Adam,
available in the software package TensorFlow, this approach opens up new directions for
SEM estimation. The flexibility of the computation graph lies in the ease with which the
graph is edited, after which gradients are computed automatically and optimization can
be performed without in-depth mathematical analysis. This holds even for non-convex
objectives and objectives which are not continuously differentiable. With this tool, SEM
researchers can quickly implement extensions to SEM, such as automatic variable selection
in MIMIC models (Jacobucci et al., 2018) or sparse factor models (Jin et al., 2018).
We have shown that various previously proposed improvements to SEM follow naturally
from this framework, and that our implementation called tensorsem is able to optimize
these, yielding parameter estimates that behave according to expectations. In addition,
we demonstrated the ease with which extensions can be investigated by introducing the
spike-and-slab penalty, which is a novel penalization method for SEM. Going forward,
tensorsem will be developed as a flexible alternative SEM software package aimed at
researchers who want to apply SEM to novel situations.
As the computation graph approach paves the way for a more flexible SEM, researchers
can use it to develop theoretical SEM improvements. For example, future research can
focus on how penalties may be used to improve the performance and interpretability of
specific models (e.g., Jacobucci et al., 2018), or how different objective functions may
be used to bring SEM to novel situations such as high-dimensional data (Grotzinger et
al., 2018; van Kesteren & Oberski, 2018). A potential extension to SEM is the use of
high-dimensional covariates to debias inferences in observational studies (Athey, Imbens,
& Wager, 2018). The computation graph may aid in importing such procedures to SEM.
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Another topic for future research is exploratory model specification. For example, Brand-
maier, Oertzen, McArdle, & Lindenberger (2013) and Brandmaier, Prindle, McArdle, &
Lindenberger (2016) use decision trees to find relevant covariates in SEM, and Marcoulides
& Drezner (2001) use genetic algorithms to perform model specification search. Penalties
provide a natural way to automatically set some parameters to 0, which is equivalent to
specifying constraints in the model. A compelling example of this is the work by Pan et al.
(2017), who used the Bayesian form of LASSO regularization as an alternative to post-hoc
model modification in CFA. Their approach penalizes the residual covariance matrix of
the indicators, leading to a more sparse selection of residual covariance parameters to be
freed relative to the common modification index approach.
There is a need for the SEM computation graph approach to be further developed in
terms of speed and capabilities in order to expand its range of applications. For example,
through applying Adam as a stochastic gradient descent (SGD) optimizer it may be
extended to perform full information maximum likelihood (FIML) estimation, batch-wise
estimation, or SEM estimation with millions of observations. This will potentially enable
SEM to be performed on completely novel types of data, such as streaming data, images,
or sounds. Another improvement which may be imported from the deep learning literature
is computation of approximate Bayesian posterior credible intervals for any objective
function using stochastic gradient descent steps at the optimum (Mandt, Hoffman, & Blei,
2017). The deep learning optimization literature moves fast, and through the connections
we have established in this paper the SEM literature could benefit from its pace.
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